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Abstract—In this paper, we study the Vapnik-Chervonenkis (VC)-dimension of set
systems arising in 2D polygonal and 3D polyhedral configurations where a subset
consists of all points visible from one camera. In the past, it has been shown that the
VC-dimension of planar visibility systems is bounded by 23 if the cameras are
allowed to be anywhere inside a polygon without holes [1]. Here, we consider the
case of exterior visibility, where the cameras lie on a constrained area outside the
polygon and have to observe the entire boundary. We present results for the cases
of cameras lying on a circle containing a polygon (VC-dimension= 2) or lying outside
the convex hull of a polygon (VC-dimension= 5). The main result of this paper
concerns the 3D case: We prove that the VC-dimension is unbounded if the
cameras lie on a sphere containing the polyhedron, hence the term exterior visibility.
Index Terms—VC-dimension, sensor placement, sampling, visibility.

1 INTRODUCTION
IMAGINE a known 3D polyhedral environment where a set of
cameras has to be placed in such a way that every point in the
environment is visible. The 2D version is known as the art gallery
problem [2], [3], [4] and sufficiency results exist for several
versions of this problem. For example, bn3c cameras can cover any
simple polygon. However, such results are inapplicable in robotic
and image-based rendering applications where the environments
can be very complex with millions of vertices. A further
application is placing antennas for line-of-sight broadband com-
munication [5]. Imagine that backbones end at each neighborhood
and that communication inside 1km can be achieved with line-of-
sight laser beams that can carry from 10Mbps up to 1.25 Gbps
bandwidth. Assuming that a consumer can put a receiving antenna
at the window of her studio or even on a kiosk in a street, the
coverage problem becomes a visibility problem where the cameras
become arrays of distributing antennas.
In this paper, we consider aspects of the problem of minimizing
the number of viewpoints without sacrificing the goal of complete
visibility. The particular scenarios we are addressing are surveil-
lance, object inspection, and image based rendering. In the case of
surveillance, we need a complete coverage at any time so that no
event will be missed. This is the reason why coverage with one
mobile guard (shortest watchman route—solvable in polynomial
time [6]) is not applicable. In case of object inspection [7], we know
the prior geometry of an object, and we need the minimal number
of views so that the object will be checked regarding defects. In this
scenario, the object might be placed on a turntable and we ask then
for the minimal number of rotations. The objects might even be
medical organs which have to be imaged from very few view-
points of an endoscope guided by a robot manipulator. In the case
of image based rendering, we might have a prior rough map of the
environment but we need to obtain a detailed reconstruction with
a range sensor. In other cases, we have a geometric model, but we
do not know anything about the color or texture of an object. In all
these cases, it is important that the rendered environment does not
have any holes because of originally uncovered areas.
We are not going to address here the equally important
problem of unknown environments or objects related to model
building tasks. Several algorithms exist for exploring unknown
environments [8], building upon fundamental results in the on-line
traversal of graphs [9], or on Markov processes for modeling
partially known dynamic scenes [10]. Significant contributions
have been also achieved in the Next Best View planning problem
[11], [12], [13] for surface acquisition. However, the results proven
in this paper have implications for the unknown case as well:
Choosing sensor locations randomly is a method frequently used
for sensor placement in unknown environments [14]. The
VC-dimension theory enables us to answer the question: How
many random samples (sensors) do we need in order to cover a given
region? Our results, together with the theory of -nets, provide an
upper bound to the answer to this question when omni-directional
cameras are used as sensors.
It is well known [2] that the minimal guard coverage problem is
NP-hard. To study the existence of approximation algorithms, we
can consider minimal guard coverage as an instance of the set-cover
problem. The general version of minimum set-cover cannot be
approximated with a ratio better than logn. However, we do not
know whether any set-cover instance can be realized as a visibility
system. A powerful interface between set-cover and the particular
geometric setup is theVapnik-Chervonenkis (VC)dimension,which
enables us to quantitatively bound how general a set system is.
In this paper, we present new bounds on the VC-dimension for
three instances of the problem. In Section 2, we formalize the
problem statement and describe our contribution to the state of the
art. Next, we deal with 2D configurations and prove new bounds.
Specifically, we prove that, if the cameras are restricted to lie on a
circle, the VC-dimension is 2 (Section 3.1) and, if they remain
outside the convex hull of the object, the VC-dimension is 5
(Section 3.2). In Section 4, we prove the main result that the VC-
dimension for 3D configurations is unbounded. We conclude with
a summary in Section 5.
2 PROBLEM STATEMENT
2.1 VC-Dimension and Set-Cover
A set system is a pair ðX;RÞ where X is a set and R is a collection
of subsets R  X.
Definition 1. Given a set system ðX;RÞ, let A be a subset of X. We say
A is shattered by R if 8Y  A; 9R 2 R such that R \A ¼ Y . The
VC-dimension of ðX;RÞ is the cardinality of the largest set that can
be shattered by R [15].
The VC-dimension, introduced first in supervised learning for
pattern classification, plays an important role also in randomized
and geometric algorithms [16], [17]. As an example, we mention
the related notion of an -net without going into definitions: If the
set system ðX;RÞ has a constant VC-dimension d, then with high
probability, a small number ðOðd log 1ÞÞ of points sampled from X
intersects all the subsets in R whose sizes are greater than jXj
(such a sample is called an -net). Another useful property is that,
if ðX;RÞ has a constant VC-dimension d, then the number of
subsets in R is OðndÞ where n ¼ jXj. A related result [18] that
implicitly deals with -nets is the existence of polyhedra that
require arbitrary number of guards even if every point inside the
polyhedron can see an area equal to  fraction of the total interior
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area, using the notion of -good polygons introduced in path
planning [19].
Given a set system, the minimum set-cover problem asks for a
minimum cardinality set S  R such that SR2S R ¼ X. The hitting
set problem is the dual of set-cover and its decision version reads:
We are given a setX and a collection of setsRwhere each R 2 R is
a subset of X. We are also given a number k. The question is
whether there is a subset H  X such that jHj  k and for each
R 2 R, R \H 6¼ ;.
Both problems are known to be NP-complete and can be
approximated to within a log factor of the maximum set sizes (in
either the primal or the dual system) and not better [20]. For sets
systems with finite VC-dimension d, however, Bro¨nnimann and
Goodrich presented an algorithm which returns a solution whose
size is at most Oðd  logOPT OPT Þ [21]. Here, OPT is the
cardinality of the optimal solution. This is a significant improve-
ment on the previous approximation, when the cardinality of the
optimal solution is smaller than the cardinality of the maximum set
size in the set system.
2.2 Visibility and Set-Cover
In this paper, we will address the problem of minimal guard
coverage or camera placement. An instance of the camera
placement problem is: Given a polygon or a polyhedron P and a
specification of possible camera locations, find a minimum set-
cover of the system ðP; fV ðciÞgÞ, where V ðciÞ is the set of points
visible on P from camera ci and the index i varies over all possible
camera locations. The definition of V ðciÞ can capture any optical
constraints on what a camera can see. We will refer to the
specification of possible camera locations as a setup. We say a set S
of cameras cover P if
S
ci2S V ðciÞ ¼ P . Depending on the applica-
tion, P may refer to the boundary of the object or it may be
extended to include the interior of the environment as well.
Camera placement can also be seen as a particular case of the
hitting set problem. The set X is the set of possible camera
locations. For each point p on the boundary of the polyhedron P ,
there is a set Rp consisting of all camera locations that can see p.
The hitting set problem assumes a finite set X and we have to
implicitly deal with this issue when we attempt to pose camera
placement as such a problem. Typically, we do so by using a
sampling technique or by showing that a finite set of extremal
points need to be considered.
Throughout this paper, we will represent cameras with their
projection centers ci and say that ci sees the point p 2 P if the only
intersection of the line segment pci with P is p. We extend the
notion of visibility to sets as follows: We say that a camera sees a
set of points ! if it can see all the points in !. The following
notation will be useful for VC-dimension proofs: Let Pm ¼
fp1; . . . ; pmg be m points on P . We say that camera c sees the
subset !  Pm if c can see all points in ! but no point in Pm n !.
By the VC-dimension of a setup, we will refer to the
VC-dimension of the maximum number of points that can be
shattered over all instances of the camera placement problem for a
specific setup. For example, if there are no restrictions on cameras
and we want to cover simple polygons, we would like to find the
VC-dimension of the set system ðP; fV ðciÞgÞ as P varies over the
set of all simple polygons. Therefore, in order to give a lower
bound m on the VC-dimension of a setup, it suffices to present one
instance where m points are shattered, but, for an upper bound m,
one needs to show that there exists no instance such that mþ 1
points can be shattered.
2.3 Related Work on VC-Dimension
In general, it is possible to consider visibility systems as set
systems and camera placement as a set-covering problem [22]. The
general version of the minimum set-cover problem cannot be
approximated better than a factor of logn. However, as mentioned
in the first section, it is not clear that general set-cover instances
can be realized by visibility systems.
Valtr proved that the VC-dimension of the system
ðP; fV ðxÞ j 8x 2 PgÞ, where P is a simple polygon and V ðxÞ
is the visibility polygon of point x in P , is bounded between 6
and 23 [1]. This result applies to all 2D configurations we
consider, simply by turning the polygon inside-out (see Fig. 1,
also [3]). He also established a bound of OðloghÞ for polygons
with h holes. A similar result for visibility under angle and
distance constraints has been obtained in [23].
On the other hand, it is not clear how to exploit a bounded
VC-dimension to obtain an improved approximation algorithm.
Approximation algorithms for minimum guard coverage have
been considered [22], [24], [23] for different versions of the
problem. However, there is still a gap between the inapproxim-
ability results and existing algorithms.
As mentioned before, the minimum set-cover of set systems
with bounded VC-dimension can be approximated within a
logarithmic factor of the optimal value [21]. However, this by
itself does not improve on the existing logn approximations, as the
optimum can be as big as n=3 [2]. Nevertheless, this algorithm was
used in [23] to get rid of the dependency of the approximation
factor to the number of samples (rather than the number of
vertices). In fact, obtaining a constant approximation algorithm for
guard placement in polygons without holes is one of main open
problems in the field of art galleries.
For the setup where cameras are restricted to lie on a circle, an
approximation algorithm that returns at most one more camera
than the minimum necessary is presented in [25]. A similar
algorithm can be found in [26] for the polygon separation problem.
Placing cameras outside the convex hull of a polygon is related to
hitting lines with points [27], [28]. Unfortunately, there are no
improved algorithms for this restricted case either.
3 RESULTS ON PLANAR CONFIGURATIONS
3.1 2DCIRCLE
Consider a setup in which we want to cover a polygon P using
cameras restricted to a circle C around P . Note that not all
polygons are completely visible from a circle outside. In this
section and the next, we restrict ourselves to the points on P that
are visible from at least one point on the circle. Polygons that are
entirely visible from the viewing circle are called externally visible
polygons [29].
Definition 2. We define 2DCIRCLE as a setup where a set of cameras
whose locations are restricted to a circle C are to cover a simple
polygon that is contained in C.
We need the following technical lemma before proving our
main proposition. Its proof is omitted because it is straightforward.
Lemma 3. Each point p on the polygon P is visible along a continuous
arc on the circle C and nowhere else.
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Fig. 1. Interior visibility extends to exterior visibility by turning the polygon inside out.
We now prove the following proposition.
Proposition 4. The VC-dimension of 2DCIRCLE is exactly 2.
Proof. For anym points on the polygon P , them visibility arcs have
2m endpoints and, hence, there are only 2m combinatorially
distinct camera positions. Since 2m cameras are necessary to
shatterm points, we need 2m  2mwhich is only true form  2.
The lower bound is proven by the example in Fig. 2, where
the points p1 and p2 are shattered by the four cameras shown.tu
3.2 2DCONVEX
Let us now relax the restriction on camera locations so that we
allow cameras anywhere outside the convex hull of the polygon.
Definition 5. We define 2DCONVEX as a setup where a set of cameras
located outside the convex hull of a simple polygon P are to cover P .
The upper bound on the VC-dimension of 2DCONVEX slightly
increases, but it is still a small constant significantly less than the
upper bound for the general case, 23.
Lemma 6. The VC-dimension of 2DCONVEX is less than or equal to 5.
Proof. Suppose that Q ¼ fp1; . . . ; p6g is a set of six points shattered
on a polygon P . Let C be the boundary of convP , the convex
hull of P , and let E be the exterior of C, i.e., E ¼ R2 n ðconvP Þ.
For each i ¼ 1; . . . ; 6, a point of E sees the point pi if and only if
it lies between a certain pair of disjoint open half-lines
emanating from C. We call these two open half-lines the i-rays
and refer to the point on C from which they emanate as their
endpoints. The 12 i-rays, i ¼ 1; . . . ; 6, partition E into cells.
Formally, cells are maximal connected components of the plane
after the removal of convP and of the 12 rays.
We can also obtain the cells in the following way. One by
one and in an arbitrary order, we remove the 12 rays from E.
After the removal of the first ray there is still one component
(cell). Each other ray divides every intersected cell into two
smaller cells. Thus, if the ray intersects k of the previously
removed rays, its removal increases the number of cells at most
by kþ 1. Since there are at most 122
  6 ¼ 60 intersections
between the 12 rays (the two i-rays are disjoint for each i), the
number of cells in the final arrangement is at most 60þ 11 ¼ 71.
It follows from the construction that cameras placed at
different locations in the same cell see the same subset ! of
Q ¼ fp1; . . . ; p6g. We then call the cell an !-cell. To get a
contradiction, it suffices to show that there are no 26  1 ¼ 63
cells seeing distinct nonempty subsets of Q.
First, suppose that one of the points pi lies on C. Then, the
two i-rays are parts of lines tangent to C. It is easily verified that
each j-ray, j 6¼ i, is disjoint from at least one of the two i-rays in
this case. Whenever a j-ray is disjoint from an i-ray, j 6¼ i, this
decreases the number of cells in the final arrangement by 1.
Thus, the number of cells is at most 71 10 ¼ 61 in this case,
which is not enough.
Thus, we may suppose that each point pi lies inside convP .
Whenever an i-ray is disjoint from a j-ray, i 6¼ j, for technical
reasons we “create” a new, “abstract” cell and associate it with
this pair of disjoint rays. The total number of “real” and
“abstract” cells is exactly 71, provided no three rays intersect in
a single point (otherwise, it is smaller).
We suppose that every camera c! is placed in an unbounded
cell whenever it is possible. We remove the camera c; and 63
cameras in 63 different cells remain. We say that a cell is empty,
if it contains no camera. All “abstract” cells are empty.
We now describe a procedure which distributes 18 auxiliary
marks 1; 1; 1; 2; 2; 2; . . . ; 6; 6; 6 in some of the empty cells in
such a way that at most two marks are placed in one cell. It will
follow that at least 18=2 ¼ 9 cells are empty.
For each i ¼ 1; . . . ; 6, the three marks i are distributed as
follows. We say that an i-ray and a j-ray form an i-pair, if they
are disjoint. We distinguish several cases.
Case 1: There is at most one i-pair. One of the i-rays is
intersected by all j-rays for j 6¼ i. Hence, its endpoint sees no
point pj; j 6¼ i. We place two marks i in the adjacent fpig-cell
and one mark i in the adjacent ;-cell (see Fig. 3). Note that the
cell with two marks i is empty because it is bounded and there
is an unbounded fpig-cell in this case.
Case 2: There are two i-pairs. One mark i is placed in each of
the two abstract cells associated with the i-pairs. The remaining,
third mark i is put in an ;-cell chosen as follows.
Subcase 2a: No point pj; j 6¼ i, is visible from the endpoint e of one
of the i-rays. In this case, we put the third mark i in the ;-cell
adjacent to e.
Subcase 2b: Condition in Subcase 2a is not valid. In this case,
note that each i-ray must be responsible for exactly one i-pair.
Otherwise, one of the i-rays would intersect all other j-rays and
the endpoint of this i-ray would only see pi and this is covered
in Subcase 2a. Let i1 and i2 be the two i-rays. Suppose that the
endpoint of i1 sees some pj; j 6¼ i. Then, the wedge of visibility
of pj must intersect i1 in a bounded interval starting at the
endpoint. For all other k 6¼ j, the k-rays intersect i1 and it is
immediate that this intersection is a bounded interval again.
Thus, as we go to infinity along i1, we must have the case that
only pi is visible on one side and no point is visible on the other
side. We put the third mark i to this unbounded ;-cell adjacent
to i1. Note that this ;-cell is not adjacent to C, as can be verified
from the analogous reasoning for i2.
Case 3: There are three or more i-pairs.We put a mark i in three
abstract cells associated with distinct i-pairs.
We now check that no cell receives more than two marks.
Any abstract cell is associated with a pair of disjoint rays and
may receive at most two marks corresponding to these two
rays. A fpig-cell receives at most two marks i. An ;-cell adjacent
to C may receive at most two marks corresponding to the two
rays having the endpoints on the boundary of the cell. An ;-cell
nonadjacent to C may receive at most two marks corresponding
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Fig. 2. Points fp1; p2g can be shattered by four cameras. Each camera is labeled
with the subset it can see. In this figure, the polygon P is 4ABC.
Fig. 3. Case 1 of Lemma 6: The fpig-cell gets two marks and the ;-cell gets one
mark. The unbounded fpig-cell is marked .
to rays forming unbounded edges of the cell. All other cells
receive no marks.
Hence, no cell receives more than two marks. Therefore,
there are at least 18=2 ¼ 9 cells with at least one mark. They are
all empty. Thus, at most 71 9 ¼ 62 cells are nonempty. They
cannot contain all the 63 cameras c!; ;  !  Q. tu
Note that relaxing the camera locations from 2DCIRCLE to
2DCONVEX indeed increases the VC-dimension, as we see in the
following lemma.
Lemma 7. TheVC-dimension of 2DCONVEX is greater than or equal to 5.
Proof. An instance where five points are shattered is presented
in Fig. 4. tu
The result of this section is summarized in the following
theorem, which follows from Lemma 6 and Lemma 7:
Theorem 8. The VC-dimension of 2DCONVEX is exactly 5.
Remark. If we further remove the restriction that the cameras are
outside the convex hull, then the best known bound is 23 and
the reader is referred to [1].
4 RESULTS ON 3D CONFIGURATIONS
In this section, we consider the following setup which arises in
typical tele-immersive applications:
Definition 9. We define 3DSPHERE as a setup where we are given
a polyhedron P, and a viewing sphere S such that P is totally
contained in S.
We show that even when the viewing region is restricted to a
sphere, there are polyhedra with n vertices such that ðlognÞ
points on the polyhedron can be shattered from the viewing sphere
S that contains P. Namely, we prove the following theorem:
Theorem 10. The VC-dimension of 3DSPHERE is ðlognÞ.
In the next two sections, we present the upper and lower
bounds for the VC-dimension of 3DSPHERE, in Lemmas 11 and 12,
respectively.
4.1 Upper Bound
In this section, we present an upper bound on the VC-dimension of
3DSPHERE. In [30], Platinga and Dyer define aspects as changes in
the topology of the image of a polyhedron. After presenting a
catalogue of events (structural changes in the image of the
polyhedron), they construct the viewing space partition, VSP,
which is a partition of the viewpoint space into maximal regions of
constant aspect. They also present tight bounds for the number of
regions in VSP. They show that the size of the VSP for a general
(i.e., nonconvex) polyhedron under orthographic projection is
ðn6Þ and their model for the orthographic projection is exactly the
same as 3DSPHERE with S at infinity.
Lemma 11. The VC-dimension of 3DSPHERE is OðlognÞ.
Proof. Let Pm ¼ fp1; . . . ; pmg be any m points to be shattered on a
polyhedron. If we define an aspect as appearance/disappear-
ance of pi; i ¼ 1; . . . ;m, and restrict the camera locations to a
sphere that contains the polyhedron, we can use the catalogue
of events in [30] to show that the size of the VSP for this new
notion of aspects is still ðn6Þ. However, in order to shatter m
points, one needs 2m distinct partitions. Since we must have
2m ¼ Oðn6Þ, we have m ¼ OðlognÞ, which gives us the desired
upper bound. tu
4.2 Lower Bound
In this section, we show that the upper bound logn on the
VC-dimension of 3DSPHERE is indeed tight, our main result is
stated in the following lemma for Theorem 10.
Lemma 12. For any given m, there exists a polyhedron P with ð2mÞ
vertices such that there are m marked points on P that can be
shattered from 2m cameras on the viewing sphere S.
Proof. We take a regular simplex (tetrahedron) T inside a viewing
sphere S. Let F be a facet (2-dimensional face) of T . We take a
set M of m points slightly above the center of F . Further, we
place 2m cameras c!; ! M , on S visible from each point of M .
We choose them so that no camera lies on a line determined by
two points of M .
Then, for any p 2 ! M, we choose a segment sðp; !Þ
having one endpoint on the face F and intersecting the segment
pc! and no other segments p
0c!0 ; p0 2M;!0 M. Clearly, we
may choose the segments sðp; !Þ pairwise disjoint. Then, we
replace each sðp; !Þ by a very thin simplex Sðp; !Þ growing out
of the face F and intersecting the segment pc! and no other
segments p0c!0 ; p0 2M;!0 M . If the simplices Sðp; !Þ are thin
enough, then they are pairwise disjoint.
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Fig. 4. The small picture on the left shows a polygon with five shattered points fp1; p2; p3; p4; p5g. The figure on the right is a detail showing the intersection pattern of the
i-rays. Each label 2; 3; 4; 5 indicates the cardinality of the subset seen from the region.
Let P be the union of T with the m  2m1 simplices Sðp; !Þ.
Then, P shatters the setM and hasm  2mþ1 þ 4 vertices. It has a
facet F 0 obtained from F by the removal of m  2m1 triangular
holes. We arbitrarily triangulate F 0. If we now perturb the
vertices of F 0, then P may be changed to a simplicial
polyhedron P such that F 0 is replaced by triangular facets
corresponding to the chosen triangulation of F 0. tu
Proof of Theorem 10. Theorem 10 is a direct consequence of
Lemmas 11 and 12. tu
5 CONCLUSION
Visibility of a polygonal or polyhedral configuration can be cast as
a set system with subsets defined by the visibility region of each
camera. The minimal guard coverage problem can then be
formulated as a minimum set-cover problem. The constraints
imposed by the geometry of the setup can be captured with the
VC-dimension of the visibility set system. It was known [1] that the
upper bound of the VC-dimension for polygons is 23. In this paper,
we improved this bound for two cases of exterior visibility:
cameras on a circle containing the polygon and cameras outside
the convex hull of a polygon. The circle case has significant
practical implications because it minimizes the number of stations
of a turn-table or a laser-scanner pedestal in 3D-modeling and
object inspection. The placement of cameras outside the convex
hull is significant in surveillance and image-based rendering. For
this case, as well as the case of arbitrary placement inside a
polygon, the existence of approximation algorithms with constant
ratio is still an open problem.
In the 3D case, we showed that for any n, a polyhedron with
n vertices can be constructed such that the VC-dimension of its
exterior visibility is ðlognÞ.
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