Domain-Adaptive Single-View 3D Reconstruction by Pinheiro, Pedro O. et al.
Domain-Adaptive Single-View 3D Reconstruction
Pedro O. Pinheiro
Element AI
Negar Rostamzadeh
Element AI
Sungjin Ahn
Rutgers University
Abstract
Single-view 3D shape reconstruction is an important but
challenging problem, mainly for two reasons. First, as
shape annotation is very expensive to acquire, current meth-
ods rely on synthetic data, in which ground-truth 3D anno-
tation is easy to obtain. However, this results in domain
adaptation problem when applied to natural images. The
second challenge is that there are multiple shapes that can
explain a given 2D image. In this paper, we propose a
framework to improve over these challenges using adver-
sarial training. On one hand, we impose domain confusion
between natural and synthetic image representations to re-
duce the distribution gap. On the other hand, we impose
the reconstruction to be ‘realistic’ by forcing it to lie on a
(learned) manifold of realistic object shapes. Our experi-
ments show that these constraints improve performance by
a large margin over baseline reconstruction models. We
achieve results competitive with the state of the art with a
much simpler architecture.
1. Introduction
Humans can easily understand the underlying 3D struc-
ture of scenes and objects from single images. This is a
hallmark of a human visual system and it is an essential
step towards higher level visual understanding. This is an
extremely ill-posed problem because a single image does
not contain enough information to allow 3D reconstruction.
Therefore, a machine vision system needs to rely on priors
over the shape to infer 3D structure.
Efficient and effective 3D prototyping plays an impor-
tant role in many different fields, such as virtual/augmented
reality, architecture, robotics and 3D printing to name a
few. Perhaps more importantly, studying 3D object rep-
resentations could bring insights on how this information
is encoded in intermediate and higher-level visual cor-
tices [53, 26].
Traditional reconstruction methods rely on multiple im-
ages of same object instance [28, 4, 6, 39, 14]. These meth-
ods possess two strong limitations due to some key assump-
tions [8]: (i) it requires a large number of views to achieve
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Figure 1: We propose a framework for (natural) single-
view 3D reconstruction exploiting adversarial training in
two ways. These constraints are achieved with additional
loss terms. We impose domain confusion between natural
and rendered images (top) and exploit shape priors to force
reconstructions to look realistic (bottom).
reconstruction, (ii) the objects’ appearance are expected to
be Lambertian (i.e., non-reflective) and their albedos are
supposed to be non-uniform (i.e., rich of non-homogeneous
textures).
Another way to achieve 3D reconstruction is to leverage
knowledge from object’s appearance and shape. The main
advantages of relying on shape priors is that we do not need
to rely on accurate feature correspondences across different
views. In this case 3D reconstruction can, in principle, be
done from a single-view 2D image (assuming the priors are
rich enough).
Recently, there has been a growing interest in learning-
based approaches to tackle the problem of predicting the
canonical shape of an object from a single image [24, 8,
16, 41, 54, 22, 48, 33, 44, 47, 49, 55]. Two technical ad-
vances were responsible for this surge: (i) the easy access
to large-scale 3D Computer-Aided Design (CAD) repos-
itories, such as ShapeNet [7], Pascal3D+ [52], Object-
Net3D [51], Pix3D [40] and (ii) advances in deep learning
techniques [17].
Most of these methods contain a similar high-level archi-
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tecture that regresses a 3D shape from (rendered) images:
an encoder transforms a 2D image into a latent representa-
tion and a decoder reconstructs the 3D representation. They
differentiate in how constraints from 3D world are imposed,
e.g., [8, 54, 44] force multi-view consistency to learn the 3D
representation, while [47, 49] make use of 2.5D sketches.
These approaches use a large number of CAD models to
leverage shape priors (either making explicit use of 3D rep-
resentation or not).
Single-view 3D reconstruction is a very ill-posed prob-
lem. In order to learn strong shape priors to infer 3D struc-
ture, deep learning methods require a large amount of 3D
object annotations. However, acquiring good 3D object an-
notation from natural images is an extremely challenging
endeavor. Most deep learning approaches, therefore, make
use of synthetic images (which can be rendered easily if a
proper 3D representation is given).
Convolutional neural networks (CNNs) [29] are known
to perform sub-optimally when the data distribution of in-
puts changes, a problem known in the computer vision liter-
ature as domain shift [43]. For this reason, CNN-based 3D
reconstruction, trained on synthetic images, performs worse
when applied to natural images.
In this paper, we introduce a method to improve the per-
formance of reconstruction models in natural images, where
proper 3D labels are very difficult to acquire. To achieve
this goal, we impose two constraints on the network’s re-
construction loss (expressed as additional loss terms) based
on shape prior learned from large 3D CAD repository (see
Figure 1).
First, inspired by the domain adaptation literature [9, 15],
we force the encoded 2D features to be invariant with re-
spect to the domain they come from (rendered or natural).
This way, a decoder trained on synthetic images will natu-
rally perform better on real images. Second, we constraint
the encoded 2D features to lie in the manifold of realistic
objects shapes. This constraint forces the decoded 3D re-
construction to look more realistic. These two loss terms
are characterized through adversarial training [18, 15], an
active research topic.
Our main contributions can be summarized as follows:
(i) we propose a model and a loss function that exploit
learned shape priors to improve performance of natural im-
age 3D reconstructions (using adversarial training in two
different ways), (ii) we show that this method boost perfor-
mance in both voxel and point cloud representations, and
(iii) the proposed method achieves results competitive with
state of the art on different datasets, with a much simpler
architecture. Moreover, the proposed approach is indepen-
dent of the encoder-decoder architecture and can be applied
to different single-view 3D reconstruction models.
The rest of the paper is organized as follows: Section 2
presents related work, Section 3 describes how we learn the
shape prior and leverage it in two different ways for learning
reconstruction, and Section 4 describes our experiments in
different datasets. We conclude in Section 5.
2. Related Work
Single-view 3D reconstruction. Traditional reconstruc-
tion methods rely on multiple images of same object in-
stance to achieve reconstruction [28, 4, 6, 39, 14]. Re-
cently, data-driven approaches to 3D reconstruction from
single image have appeared. These methods can roughly
be divided into two types: (i) those that explicitly use 3D
structures [16, 8, 48, 13, 19, 47, 50] and (ii) those that
use other sources of information to infer the 3D struc-
ture [46, 24, 54, 22, 20, 6, 44, 55].
These approaches, based on deep learning techniques,
usually share a similar (high-level) architecture: an en-
coder that maps 2D (rendered) images into a latent repre-
sentation and a decoder that maps this representation into
a 3D object. They tend to differ in the way 3D world con-
straints are imposed. For instance, [8, 54, 54, 44, 20, 22, 27]
force multiview consistency to learn the 3D representation,
while [46, 24, 23] leverage keypoints and silhouette anno-
tations. Other approaches [47, 49] leverage 2.5D sketches
(surface normals, depth and silhouette) information to im-
prove prediction.
More recently, Zhang, Zhang et. al. [56] consider spher-
ical maps (in additional to 2.5D sketches) to learn 3D rep-
resentations. Contrary to most work on single-view 3D re-
construction, the proposed method does not use canonical
shape: every ground-truth 3D representation is on the same
viewpoint as the 2D training sample. This work is the first to
look at reconstructing shapes for unseen classes, however,
it does not deal with domain-adaptation issues.
Contrary to all these methods, our approach does not use
any additional information besides RGB images. However,
in addition to rendered images, we also use unlabeled nat-
ural images (which are easy to acquire). We note that our
contributions are independent of the encoder and decoder
architecture (as long as they are differentiable), and could
be applied in many of these more powerful encoder-decoder
architectures. In experiments, we show that our approach
improves performance over two baselines: a simple voxel
encoder-decoder architecture and AtlasNet [19], a state-of-
the-art encoder-decoder architecture based on point clouds
representation.
Domain adaptation. The difficulty to acquire 3D anno-
tations for natural images forces reconstruction models to
learn from rendered images. It is well known in the liter-
ature [43, 9] that the performance of a model drops if ap-
plied in data coming from a distribution different from the
one used during training. Ganin et al. [15] deal with this
issue by forcing domain confusion (between two domains)
through an adversarial objective. Many works have been
dealing with domain adaptation from synthetic to real for
image classification [36, 37, 34, 38].
In this work, we borrow ideas from domain adaptation
literature to impose domain confusion in a similar way as
these previous work. We consider, however, the more chal-
lenging problem of 3D reconstruction instead of simple im-
age classification.
Shape priors. Reconstruction of 3D structure from
single-view images requires strong priors about object’s
shape. Many works focus on better capturing the mani-
fold of realistic shapes. Non-deep approaches had focus
on low-dimensional parametric models [3, 24].The authors
of [16, 30] use CNNs to learn a common embedding space
for 2D rendered images and 3D shapes. Other methods rely
on generative modeling to learn shape prior, e.g., [50] use
deep belief nets to model 3D representations, [22, 6, 11]
consider variants of variational autoencoders and [48] use
a variant of GANs [18] to capture the manifold of shapes.
In [31], the authors propose an adversarial autoencoder that
uses adversarial training techniques to match aggregated
posterior to perform variational inference.
A few works use adversarial training for single-view 3D
reconstruction. Gwak et al. [20] use GANs to model 2D
projections instead of 3D shapes. More similar to our work,
Wu, Zhang et al. [49] use adversarial training techniques to
impose reconstructions to look more natural. They use the
discriminator of a pre-trained 3D GAN [48] to determine
whether a shape is realistic. This approach is similar in
principle to one of our contributions. It is, however, imple-
mented in very different way. The input to the discriminator
is a high dimensional 3D shape, which makes the training to
be very unstable. In our method, the input is a single vector
in a low-dimensional space.
3. Method
In our reconstruction setting, we are interested in pre-
dicting a volumetric representation vn ∈ V from a canoni-
cal view of a natural image xn ∈ In ⊂ R3×H×W . In our
experiments, the volumetric representation is either voxel
(V ⊂ {0, 1}dv×dv×dv ) or point cloud (V ⊂ Rdv×3).
At training time, we have access to a large repository of
3D CAD objects, where pairs of rendered images and vol-
umetric representation Drend = {(xri , vi)}Nri=1 are drawn
from a distribution pr(x, v), and unlabeled natural images,
Dnat = {xnj }Nnj=1, from a different distribution pn(x, v).
We note that during training the model has access to natu-
ral images (which are easy to acquire), but not their voxel
occupancy grid (which are very difficult to gather).
The proposed method, dubbed Domain-Adaptive RE-
Construction network (DAREC), is composed of two com-
ponents: (i) a shape autoencoder, responsible for learning
a rich latent representation of 3D objects and (ii) a recon-
struction network, responsible for inferring the voxel occu-
pancy grid from a 2D image.
The shape autoencoder is made of an encoder E and a
decoderD. The encoder maps 3D representation v ∈ V into
a low-dimensional embedding representation e ∈ E ⊂ Rde .
The decoder maps a data point in the latent space back to a
3D representation. The voxel shape autoencoder is trained
by minimizing the L2 reconstruction loss. The point cloud
shape autoencoder is trained by minimizing the Chamfer
distance between predicted and ground truth points.
Since the shape autoencoder is trained with true 3D
shapes, the learned latent representation lies in the shape
manifold E , containing low-dimensional embeddings of ‘re-
alistic’ shapes. This component is trained prior to the train-
ing of the reconstruction network. The shape prior informa-
tion is implicitly encoded in this rich representation space.
The reconstruction network also possesses an encoder-
decoder architecture. The encoder f , parameterized by θf ,
is responsible to transform a 2D image into an embedding
space from which a 3D representation can be reconstructed
with a decoder. At inference time, the reconstruction net-
work is the sole network used to predict the voxel occu-
pancy of a given natural test image.
The model is trained in a way that the encoder mapping
f : I → E can, at the same time: (i) reconstruct a 3D
representation given a rendered image, (ii) be indistinguish-
able w.r.t. the domain that the image comes from (either
synthetic or real) and (iii) stay in the manifold of ‘realistic’
shapes (learned with the shape autoencoder). To impose
these constraints, we define and add the relevant terms to
the loss function. Figure 2 shows an overview of the ap-
proach.
The reconstruction loss, Lrec, is applied to tuples of ren-
dered images and 3D representations (from Drend). We use
the L2 for reconstruction loss when considering voxel rep-
resentation and the Chamfer distance (as in [13, 19]) for the
point cloud representation. We opt to not update the de-
coder parameters at this training stage. This design choice,
combined with the constraint imposed by the third loss,
forces the image representations to lie on the manifold of
‘realistic’ shapes.
In the rest of this section, we show how we leverage ad-
versarial training techniques and (learned) shape prior to
improve performance of natural image 3D reconstruction.
3.1. Confusing Image Domains
It is well known that machine learning algorithms suf-
fer from domain shift [43]. Therefore, a model trained to
reconstruct 3D shape from rendered images performs sub-
optimally when applied to natural ones.
Theoretical studies [2, 1] suggest that a good cross-
domain representation is one in which input domain can-
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f
<latexit sh a1_base64="Drol6xsm4J fHAGg2yics9m9eBsg=">A AAB6HicbZBNS8NAEIYn9a vWr6pHL4tF8FQSEeqx6MV jC/YD2lA220m7drMJuxuh hP4CLx4U8epP8ua/cdvmo K0vLDy8M8POvEEiuDau++ 0UNja3tneKu6W9/YPDo/L xSVvHqWLYYrGIVTegGgWX 2DLcCOwmCmkUCOwEk7t5v fOESvNYPphpgn5ER5KHnF FjrWY4KFfcqrsQWQcvhwr kagzKX/1hzNIIpWGCat3z 3MT4GVWGM4GzUj/VmFA2o SPsWZQ0Qu1ni0Vn5MI6Qx LGyj5pyML9PZHRSOtpFNj OiJqxXq3Nzf9qvdSEN37G ZZIalGz5UZgKYmIyv5oMu UJmxNQCZYrbXQkbU0WZsdm UbAje6snr0L6qepab15X6 bR5HEc7gHC7BgxrU4R4a0 AIGCM/wCm/Oo/PivDsfy9 aCk8+cwh85nz/K84zq</l atexit><latexit sh a1_base64="Drol6xsm4J fHAGg2yics9m9eBsg=">A AAB6HicbZBNS8NAEIYn9a vWr6pHL4tF8FQSEeqx6MV jC/YD2lA220m7drMJuxuh hP4CLx4U8epP8ua/cdvmo K0vLDy8M8POvEEiuDau++ 0UNja3tneKu6W9/YPDo/L xSVvHqWLYYrGIVTegGgWX 2DLcCOwmCmkUCOwEk7t5v fOESvNYPphpgn5ER5KHnF FjrWY4KFfcqrsQWQcvhwr kagzKX/1hzNIIpWGCat3z 3MT4GVWGM4GzUj/VmFA2o SPsWZQ0Qu1ni0Vn5MI6Qx LGyj5pyML9PZHRSOtpFNj OiJqxXq3Nzf9qvdSEN37G ZZIalGz5UZgKYmIyv5oMu UJmxNQCZYrbXQkbU0WZsdm UbAje6snr0L6qepab15X6 bR5HEc7gHC7BgxrU4R4a0 AIGCM/wCm/Oo/PivDsfy9 aCk8+cwh85nz/K84zq</l atexit><latexit sh a1_base64="Drol6xsm4J fHAGg2yics9m9eBsg=">A AAB6HicbZBNS8NAEIYn9a vWr6pHL4tF8FQSEeqx6MV jC/YD2lA220m7drMJuxuh hP4CLx4U8epP8ua/cdvmo K0vLDy8M8POvEEiuDau++ 0UNja3tneKu6W9/YPDo/L xSVvHqWLYYrGIVTegGgWX 2DLcCOwmCmkUCOwEk7t5v fOESvNYPphpgn5ER5KHnF FjrWY4KFfcqrsQWQcvhwr kagzKX/1hzNIIpWGCat3z 3MT4GVWGM4GzUj/VmFA2o SPsWZQ0Qu1ni0Vn5MI6Qx LGyj5pyML9PZHRSOtpFNj OiJqxXq3Nzf9qvdSEN37G ZZIalGz5UZgKYmIyv5oMu UJmxNQCZYrbXQkbU0WZsdm UbAje6snr0L6qepab15X6 bR5HEc7gHC7BgxrU4R4a0 AIGCM/wCm/Oo/PivDsfy9 aCk8+cwh85nz/K84zq</l atexit><latexit sh a1_base64="Drol6xsm4J fHAGg2yics9m9eBsg=">A AAB6HicbZBNS8NAEIYn9a vWr6pHL4tF8FQSEeqx6MV jC/YD2lA220m7drMJuxuh hP4CLx4U8epP8ua/cdvmo K0vLDy8M8POvEEiuDau++ 0UNja3tneKu6W9/YPDo/L xSVvHqWLYYrGIVTegGgWX 2DLcCOwmCmkUCOwEk7t5v fOESvNYPphpgn5ER5KHnF FjrWY4KFfcqrsQWQcvhwr kagzKX/1hzNIIpWGCat3z 3MT4GVWGM4GzUj/VmFA2o SPsWZQ0Qu1ni0Vn5MI6Qx LGyj5pyML9PZHRSOtpFNj OiJqxXq3Nzf9qvdSEN37G ZZIalGz5UZgKYmIyv5oMu UJmxNQCZYrbXQkbU0WZsdm UbAje6snr0L6qepab15X6 bR5HEc7gHC7BgxrU4R4a0 AIGCM/wCm/Oo/PivDsfy9 aCk8+cwh85nz/K84zq</l atexit>
f
<latexit sh a1_base64="Drol6xsm4J fHAGg2yics9m9eBsg=">A AAB6HicbZBNS8NAEIYn9a vWr6pHL4tF8FQSEeqx6MV jC/YD2lA220m7drMJuxuh hP4CLx4U8epP8ua/cdvmo K0vLDy8M8POvEEiuDau++ 0UNja3tneKu6W9/YPDo/L xSVvHqWLYYrGIVTegGgWX 2DLcCOwmCmkUCOwEk7t5v fOESvNYPphpgn5ER5KHnF FjrWY4KFfcqrsQWQcvhwr kagzKX/1hzNIIpWGCat3z 3MT4GVWGM4GzUj/VmFA2o SPsWZQ0Qu1ni0Vn5MI6Qx LGyj5pyML9PZHRSOtpFNj OiJqxXq3Nzf9qvdSEN37G ZZIalGz5UZgKYmIyv5oMu UJmxNQCZYrbXQkbU0WZsdm UbAje6snr0L6qepab15X6 bR5HEc7gHC7BgxrU4R4a0 AIGCM/wCm/Oo/PivDsfy9 aCk8+cwh85nz/K84zq</l atexit><latexit sh a1_base64="Drol6xsm4J fHAGg2yics9m9eBsg=">A AAB6HicbZBNS8NAEIYn9a vWr6pHL4tF8FQSEeqx6MV jC/YD2lA220m7drMJuxuh hP4CLx4U8epP8ua/cdvmo K0vLDy8M8POvEEiuDau++ 0UNja3tneKu6W9/YPDo/L xSVvHqWLYYrGIVTegGgWX 2DLcCOwmCmkUCOwEk7t5v fOESvNYPphpgn5ER5KHnF FjrWY4KFfcqrsQWQcvhwr kagzKX/1hzNIIpWGCat3z 3MT4GVWGM4GzUj/VmFA2o SPsWZQ0Qu1ni0Vn5MI6Qx LGyj5pyML9PZHRSOtpFNj OiJqxXq3Nzf9qvdSEN37G ZZIalGz5UZgKYmIyv5oMu UJmxNQCZYrbXQkbU0WZsdm UbAje6snr0L6qepab15X6 bR5HEc7gHC7BgxrU4R4a0 AIGCM/wCm/Oo/PivDsfy9 aCk8+cwh85nz/K84zq</l atexit><latexit sh a1_base64="Drol6xsm4J fHAGg2yics9m9eBsg=">A AAB6HicbZBNS8NAEIYn9a vWr6pHL4tF8FQSEeqx6MV jC/YD2lA220m7drMJuxuh hP4CLx4U8epP8ua/cdvmo K0vLDy8M8POvEEiuDau++ 0UNja3tneKu6W9/YPDo/L xSVvHqWLYYrGIVTegGgWX 2DLcCOwmCmkUCOwEk7t5v fOESvNYPphpgn5ER5KHnF FjrWY4KFfcqrsQWQcvhwr kagzKX/1hzNIIpWGCat3z 3MT4GVWGM4GzUj/VmFA2o SPsWZQ0Qu1ni0Vn5MI6Qx LGyj5pyML9PZHRSOtpFNj OiJqxXq3Nzf9qvdSEN37G ZZIalGz5UZgKYmIyv5oMu UJmxNQCZYrbXQkbU0WZsdm UbAje6snr0L6qepab15X6 bR5HEc7gHC7BgxrU4R4a0 AIGCM/wCm/Oo/PivDsfy9 aCk8+cwh85nz/K84zq</l atexit><latexit sh a1_base64="Drol6xsm4J fHAGg2yics9m9eBsg=">A AAB6HicbZBNS8NAEIYn9a vWr6pHL4tF8FQSEeqx6MV jC/YD2lA220m7drMJuxuh hP4CLx4U8epP8ua/cdvmo K0vLDy8M8POvEEiuDau++ 0UNja3tneKu6W9/YPDo/L xSVvHqWLYYrGIVTegGgWX 2DLcCOwmCmkUCOwEk7t5v fOESvNYPphpgn5ER5KHnF FjrWY4KFfcqrsQWQcvhwr kagzKX/1hzNIIpWGCat3z 3MT4GVWGM4GzUj/VmFA2o SPsWZQ0Qu1ni0Vn5MI6Qx LGyj5pyML9PZHRSOtpFNj OiJqxXq3Nzf9qvdSEN37G ZZIalGz5UZgKYmIyv5oMu UJmxNQCZYrbXQkbU0WZsdm UbAje6snr0L6qepab15X6 bR5HEc7gHC7BgxrU4R4a0 AIGCM/wCm/Oo/PivDsfy9 aCk8+cwh85nz/K84zq</l atexit>
DimgI<latexit sha1_base64="CJJmR 6MBy2DV+wBL1ovE0JM ic/8=">AAAB83icbVD LSsNAFL2pr1pfVZduB ovgqiQi6LLoRncV7A OaUCbTaTt0MgkzN0IJ /Q03LhRx68+482+ctF lo64GBwzn3cs+cMJHC oOt+O6W19Y3NrfJ2ZW d3b/+genjUNnGqGW+ xWMa6G1LDpVC8hQIl7 yaa0yiUvBNObnO/88S 1EbF6xGnCg4iOlBgKR tFKvh9RHDMqs/tZpV+ tuXV3DrJKvILUoECz X/3yBzFLI66QSWpMz3 MTDDKqUTDJZxU/NTyh bEJHvGepohE3QTbPPC NnVhmQYaztU0jm6u+N jEbGTKPQTuYZzbKXi/ 95vRSH10EmVJIiV2x xaJhKgjHJCyADoTlDO bWEMi1sVsLGVFOGtqa 8BG/5y6ukfVH33Lr3c Flr3BR1lOEETuEcPLi CBtxBE1rAIIFneIU3 J3VenHfnYzFacoqdY/ gD5/MHtQ2Rcw==</la texit><latexit sha1_base64="CJJmR 6MBy2DV+wBL1ovE0JM ic/8=">AAAB83icbVD LSsNAFL2pr1pfVZduB ovgqiQi6LLoRncV7A OaUCbTaTt0MgkzN0IJ /Q03LhRx68+482+ctF lo64GBwzn3cs+cMJHC oOt+O6W19Y3NrfJ2ZW d3b/+genjUNnGqGW+ xWMa6G1LDpVC8hQIl7 yaa0yiUvBNObnO/88S 1EbF6xGnCg4iOlBgKR tFKvh9RHDMqs/tZpV+ tuXV3DrJKvILUoECz X/3yBzFLI66QSWpMz3 MTDDKqUTDJZxU/NTyh bEJHvGepohE3QTbPPC NnVhmQYaztU0jm6u+N jEbGTKPQTuYZzbKXi/ 95vRSH10EmVJIiV2x xaJhKgjHJCyADoTlDO bWEMi1sVsLGVFOGtqa 8BG/5y6ukfVH33Lr3c Flr3BR1lOEETuEcPLi CBtxBE1rAIIFneIU3 J3VenHfnYzFacoqdY/ gD5/MHtQ2Rcw==</la texit><latexit sha1_base64="CJJmR 6MBy2DV+wBL1ovE0JM ic/8=">AAAB83icbVD LSsNAFL2pr1pfVZduB ovgqiQi6LLoRncV7A OaUCbTaTt0MgkzN0IJ /Q03LhRx68+482+ctF lo64GBwzn3cs+cMJHC oOt+O6W19Y3NrfJ2ZW d3b/+genjUNnGqGW+ xWMa6G1LDpVC8hQIl7 yaa0yiUvBNObnO/88S 1EbF6xGnCg4iOlBgKR tFKvh9RHDMqs/tZpV+ tuXV3DrJKvILUoECz X/3yBzFLI66QSWpMz3 MTDDKqUTDJZxU/NTyh bEJHvGepohE3QTbPPC NnVhmQYaztU0jm6u+N jEbGTKPQTuYZzbKXi/ 95vRSH10EmVJIiV2x xaJhKgjHJCyADoTlDO bWEMi1sVsLGVFOGtqa 8BG/5y6ukfVH33Lr3c Flr3BR1lOEETuEcPLi CBtxBE1rAIIFneIU3 J3VenHfnYzFacoqdY/ gD5/MHtQ2Rcw==</la texit><latexit sha1_base64="CJJmR 6MBy2DV+wBL1ovE0JM ic/8=">AAAB83icbVD LSsNAFL2pr1pfVZduB ovgqiQi6LLoRncV7A OaUCbTaTt0MgkzN0IJ /Q03LhRx68+482+ctF lo64GBwzn3cs+cMJHC oOt+O6W19Y3NrfJ2ZW d3b/+genjUNnGqGW+ xWMa6G1LDpVC8hQIl7 yaa0yiUvBNObnO/88S 1EbF6xGnCg4iOlBgKR tFKvh9RHDMqs/tZpV+ tuXV3DrJKvILUoECz X/3yBzFLI66QSWpMz3 MTDDKqUTDJZxU/NTyh bEJHvGepohE3QTbPPC NnVhmQYaztU0jm6u+N jEbGTKPQTuYZzbKXi/ 95vRSH10EmVJIiV2x xaJhKgjHJCyADoTlDO bWEMi1sVsLGVFOGtqa 8BG/5y6ukfVH33Lr3c Flr3BR1lOEETuEcPLi CBtxBE1rAIIFneIU3 J3VenHfnYzFacoqdY/ gD5/MHtQ2Rcw==</la texit>
V
<latexit sha1_base64="Wj8yzC9JEhK8Jr i2+vqzDl9nJMw=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2L+3 SzSbsboQS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTAXXxnW/ncra+sbmVnW7trO7t39QPzz q6iRTDDssEYnqhVSj4BI7hhuBvVQhjUOBj+HktvAfn1BpnsgHM00xiOlI8ogzaqzk+zE1Y0 ZF3p3VBvWG23TnIKvEK0kDSrQH9S9/mLAsRmmYoFr3PTc1QU6V4UzgrOZnGlPKJnSEfUslj VEH+TzzjJxZZUiiRNknDZmrvzdyGms9jUM7WWTUy14h/uf1MxNdBzmXaWZQssWhKBPEJKQo gAy5QmbE1BLKFLdZCRtTRZmxNRUleMtfXiXdi6bnNr37y0brpqyjCidwCufgwRW04A7a0AE GKTzDK7w5mfPivDsfi9GKU+4cwx84nz/I25GA</latexit><latexit sha1_base64="Wj8yzC9JEhK8Jr i2+vqzDl9nJMw=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2L+3 SzSbsboQS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTAXXxnW/ncra+sbmVnW7trO7t39QPzz q6iRTDDssEYnqhVSj4BI7hhuBvVQhjUOBj+HktvAfn1BpnsgHM00xiOlI8ogzaqzk+zE1Y0 ZF3p3VBvWG23TnIKvEK0kDSrQH9S9/mLAsRmmYoFr3PTc1QU6V4UzgrOZnGlPKJnSEfUslj VEH+TzzjJxZZUiiRNknDZmrvzdyGms9jUM7WWTUy14h/uf1MxNdBzmXaWZQssWhKBPEJKQo gAy5QmbE1BLKFLdZCRtTRZmxNRUleMtfXiXdi6bnNr37y0brpqyjCidwCufgwRW04A7a0AE GKTzDK7w5mfPivDsfi9GKU+4cwx84nz/I25GA</latexit><latexit sha1_base64="Wj8yzC9JEhK8Jr i2+vqzDl9nJMw=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2L+3 SzSbsboQS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTAXXxnW/ncra+sbmVnW7trO7t39QPzz q6iRTDDssEYnqhVSj4BI7hhuBvVQhjUOBj+HktvAfn1BpnsgHM00xiOlI8ogzaqzk+zE1Y0 ZF3p3VBvWG23TnIKvEK0kDSrQH9S9/mLAsRmmYoFr3PTc1QU6V4UzgrOZnGlPKJnSEfUslj VEH+TzzjJxZZUiiRNknDZmrvzdyGms9jUM7WWTUy14h/uf1MxNdBzmXaWZQssWhKBPEJKQo gAy5QmbE1BLKFLdZCRtTRZmxNRUleMtfXiXdi6bnNr37y0brpqyjCidwCufgwRW04A7a0AE GKTzDK7w5mfPivDsfi9GKU+4cwx84nz/I25GA</latexit><latexit sha1_base64="Wj8yzC9JEhK8Jr i2+vqzDl9nJMw=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2L+3 SzSbsboQS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTAXXxnW/ncra+sbmVnW7trO7t39QPzz q6iRTDDssEYnqhVSj4BI7hhuBvVQhjUOBj+HktvAfn1BpnsgHM00xiOlI8ogzaqzk+zE1Y0 ZF3p3VBvWG23TnIKvEK0kDSrQH9S9/mLAsRmmYoFr3PTc1QU6V4UzgrOZnGlPKJnSEfUslj VEH+TzzjJxZZUiiRNknDZmrvzdyGms9jUM7WWTUy14h/uf1MxNdBzmXaWZQssWhKBPEJKQo gAy5QmbE1BLKFLdZCRtTRZmxNRUleMtfXiXdi6bnNr37y0brpqyjCidwCufgwRW04A7a0AE GKTzDK7w5mfPivDsfi9GKU+4cwx84nz/I25GA</latexit>
E
<latexit sha1_base64="5ox84HCCwSRdTx U9G/YuhqxzMsY=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LIogssK9gFNKJPptB0 6mYSZG6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7uWdOmEhh0HW/ndLa+sbmVnm7srO7t39QPTx qmzjVjLdYLGPdDanhUijeQoGSdxPNaRRK3gknt7nfeeLaiFg94jThQURHSgwFo2gl348ojh mV2d2s0q/W3Lo7B1klXkFqUKDZr375g5ilEVfIJDWm57kJBhnVKJjks4qfGp5QNqEj3rNU0 YibIJtnnpEzqwzIMNb2KSRz9fdGRiNjplFoJ/OMZtnLxf+8XorD6yATKkmRK7Y4NEwlwZjk BZCB0JyhnFpCmRY2K2FjqilDW1Negrf85VXSvqh7bt17uKw1boo6ynACp3AOHlxBA+6hCS1 gkMAzvMKbkzovzrvzsRgtOcXOMfyB8/kDrvWRbw==</latexit><latexit sha1_base64="5ox84HCCwSRdTx U9G/YuhqxzMsY=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LIogssK9gFNKJPptB0 6mYSZG6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7uWdOmEhh0HW/ndLa+sbmVnm7srO7t39QPTx qmzjVjLdYLGPdDanhUijeQoGSdxPNaRRK3gknt7nfeeLaiFg94jThQURHSgwFo2gl348ojh mV2d2s0q/W3Lo7B1klXkFqUKDZr375g5ilEVfIJDWm57kJBhnVKJjks4qfGp5QNqEj3rNU0 YibIJtnnpEzqwzIMNb2KSRz9fdGRiNjplFoJ/OMZtnLxf+8XorD6yATKkmRK7Y4NEwlwZjk BZCB0JyhnFpCmRY2K2FjqilDW1Negrf85VXSvqh7bt17uKw1boo6ynACp3AOHlxBA+6hCS1 gkMAzvMKbkzovzrvzsRgtOcXOMfyB8/kDrvWRbw==</latexit><latexit sha1_base64="5ox84HCCwSRdTx U9G/YuhqxzMsY=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LIogssK9gFNKJPptB0 6mYSZG6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7uWdOmEhh0HW/ndLa+sbmVnm7srO7t39QPTx qmzjVjLdYLGPdDanhUijeQoGSdxPNaRRK3gknt7nfeeLaiFg94jThQURHSgwFo2gl348ojh mV2d2s0q/W3Lo7B1klXkFqUKDZr375g5ilEVfIJDWm57kJBhnVKJjks4qfGp5QNqEj3rNU0 YibIJtnnpEzqwzIMNb2KSRz9fdGRiNjplFoJ/OMZtnLxf+8XorD6yATKkmRK7Y4NEwlwZjk BZCB0JyhnFpCmRY2K2FjqilDW1Negrf85VXSvqh7bt17uKw1boo6ynACp3AOHlxBA+6hCS1 gkMAzvMKbkzovzrvzsRgtOcXOMfyB8/kDrvWRbw==</latexit><latexit sha1_base64="5ox84HCCwSRdTx U9G/YuhqxzMsY=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LIogssK9gFNKJPptB0 6mYSZG6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7uWdOmEhh0HW/ndLa+sbmVnm7srO7t39QPTx qmzjVjLdYLGPdDanhUijeQoGSdxPNaRRK3gknt7nfeeLaiFg94jThQURHSgwFo2gl348ojh mV2d2s0q/W3Lo7B1klXkFqUKDZr375g5ilEVfIJDWm57kJBhnVKJjks4qfGp5QNqEj3rNU0 YibIJtnnpEzqwzIMNb2KSRz9fdGRiNjplFoJ/OMZtnLxf+8XorD6yATKkmRK7Y4NEwlwZjk BZCB0JyhnFpCmRY2K2FjqilDW1Negrf85VXSvqh7bt17uKw1boo6ynACp3AOHlxBA+6hCS1 gkMAzvMKbkzovzrvzsRgtOcXOMfyB8/kDrvWRbw==</latexit>
f
<latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBs g=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy 8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5 KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/VmFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5p yML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepa b15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latexit><latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBs g=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy 8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5 KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/VmFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5p yML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepa b15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latexit><latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBs g=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy 8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5 KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/VmFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5p yML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepa b15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latexit><latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBs g=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy 8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5 KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/VmFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5p yML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepa b15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latexit>
Dshape
E⇤
<latexit sha1_base64="YOYNfHpCNPMRocHQq2uOYa DbMOs=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9FkXwWMFtC+1asmnahmazSzIrlKW/wYsHRbz6g7z5 b0zbPWjrC4GHd2bIzBsmUhh03W+nsLK6tr5R3Cxtbe/s7pX3DxomTjXjPotlrFshNVwKxX0UKHkr0ZxGoeTNcHQz rTefuDYiVg84TngQ0YESfcEoWsu/fczOJt1yxa26M5Fl8HKoQK56t/zV6cUsjbhCJqkxbc9NMMioRsEkn5Q6qeEJ ZSM64G2LikbcBNls2Qk5sU6P9GNtn0Iyc39PZDQyZhyFtjOiODSLtan5X62dYv8qyIRKUuSKzT/qp5JgTKaXk57Q nKEcW6BMC7srYUOqKUObT8mG4C2evAyN86pn+f6iUrvO4yjCERzDKXhwCTW4gzr4wEDAM7zCm6OcF+fd+Zi3Fpx8 5hD+yPn8AXYGjnE=</latexit><latexit sha1_base64="YOYNfHpCNPMRocHQq2uOYa DbMOs=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9FkXwWMFtC+1asmnahmazSzIrlKW/wYsHRbz6g7z5 b0zbPWjrC4GHd2bIzBsmUhh03W+nsLK6tr5R3Cxtbe/s7pX3DxomTjXjPotlrFshNVwKxX0UKHkr0ZxGoeTNcHQz rTefuDYiVg84TngQ0YESfcEoWsu/fczOJt1yxa26M5Fl8HKoQK56t/zV6cUsjbhCJqkxbc9NMMioRsEkn5Q6qeEJ ZSM64G2LikbcBNls2Qk5sU6P9GNtn0Iyc39PZDQyZhyFtjOiODSLtan5X62dYv8qyIRKUuSKzT/qp5JgTKaXk57Q nKEcW6BMC7srYUOqKUObT8mG4C2evAyN86pn+f6iUrvO4yjCERzDKXhwCTW4gzr4wEDAM7zCm6OcF+fd+Zi3Fpx8 5hD+yPn8AXYGjnE=</latexit><latexit sha1_base64="YOYNfHpCNPMRocHQq2uOYa DbMOs=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9FkXwWMFtC+1asmnahmazSzIrlKW/wYsHRbz6g7z5 b0zbPWjrC4GHd2bIzBsmUhh03W+nsLK6tr5R3Cxtbe/s7pX3DxomTjXjPotlrFshNVwKxX0UKHkr0ZxGoeTNcHQz rTefuDYiVg84TngQ0YESfcEoWsu/fczOJt1yxa26M5Fl8HKoQK56t/zV6cUsjbhCJqkxbc9NMMioRsEkn5Q6qeEJ ZSM64G2LikbcBNls2Qk5sU6P9GNtn0Iyc39PZDQyZhyFtjOiODSLtan5X62dYv8qyIRKUuSKzT/qp5JgTKaXk57Q nKEcW6BMC7srYUOqKUObT8mG4C2evAyN86pn+f6iUrvO4yjCERzDKXhwCTW4gzr4wEDAM7zCm6OcF+fd+Zi3Fpx8 5hD+yPn8AXYGjnE=</latexit><latexit sha1_base64="YOYNfHpCNPMRocHQq2uOYa DbMOs=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9FkXwWMFtC+1asmnahmazSzIrlKW/wYsHRbz6g7z5 b0zbPWjrC4GHd2bIzBsmUhh03W+nsLK6tr5R3Cxtbe/s7pX3DxomTjXjPotlrFshNVwKxX0UKHkr0ZxGoeTNcHQz rTefuDYiVg84TngQ0YESfcEoWsu/fczOJt1yxa26M5Fl8HKoQK56t/zV6cUsjbhCJqkxbc9NMMioRsEkn5Q6qeEJ ZSM64G2LikbcBNls2Qk5sU6P9GNtn0Iyc39PZDQyZhyFtjOiODSLtan5X62dYv8qyIRKUuSKzT/qp5JgTKaXk57Q nKEcW6BMC7srYUOqKUObT8mG4C2evAyN86pn+f6iUrvO4yjCERzDKXhwCTW4gzr4wEDAM7zCm6OcF+fd+Zi3Fpx8 5hD+yPn8AXYGjnE=</latexit>
Rec.
D⇤
<latexit sha1_base64="ENj9Zjm+TkVVET11DDaHYTyVI b4=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9FvXgsYLbFtq1ZNO0Dc1ml2RWKEt/gxcPinj1B3nz35i2e9D WFwIP78yQmTdMpDDout9OYWV1bX2juFna2t7Z3SvvHzRMnGrGfRbLWLdCargUivsoUPJWojmNQsmb4ehmWm8+cW1ErB5 wnPAgogMl+oJRtJZ/+5idTbrlilt1ZyLL4OVQgVz1bvmr04tZGnGFTFJj2p6bYJBRjYJJPil1UsMTykZ0wNsWFY24CbL ZshNyYp0e6cfaPoVk5v6eyGhkzDgKbWdEcWgWa1Pzv1o7xf5VkAmVpMgVm3/UTyXBmEwvJz2hOUM5tkCZFnZXwoZUU4Y2 n5INwVs8eRka51XP8v1FpXadx1GEIziGU/DgEmpwB3XwgYGAZ3iFN0c5L8678zFvLTj5zCH8kfP5A3R+jnA=</latexi t><latexit sha1_base64="ENj9Zjm+TkVVET11DDaHYTyVI b4=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9FvXgsYLbFtq1ZNO0Dc1ml2RWKEt/gxcPinj1B3nz35i2e9D WFwIP78yQmTdMpDDout9OYWV1bX2juFna2t7Z3SvvHzRMnGrGfRbLWLdCargUivsoUPJWojmNQsmb4ehmWm8+cW1ErB5 wnPAgogMl+oJRtJZ/+5idTbrlilt1ZyLL4OVQgVz1bvmr04tZGnGFTFJj2p6bYJBRjYJJPil1UsMTykZ0wNsWFY24CbL ZshNyYp0e6cfaPoVk5v6eyGhkzDgKbWdEcWgWa1Pzv1o7xf5VkAmVpMgVm3/UTyXBmEwvJz2hOUM5tkCZFnZXwoZUU4Y2 n5INwVs8eRka51XP8v1FpXadx1GEIziGU/DgEmpwB3XwgYGAZ3iFN0c5L8678zFvLTj5zCH8kfP5A3R+jnA=</latexi t><latexit sha1_base64="ENj9Zjm+TkVVET11DDaHYTyVI b4=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9FvXgsYLbFtq1ZNO0Dc1ml2RWKEt/gxcPinj1B3nz35i2e9D WFwIP78yQmTdMpDDout9OYWV1bX2juFna2t7Z3SvvHzRMnGrGfRbLWLdCargUivsoUPJWojmNQsmb4ehmWm8+cW1ErB5 wnPAgogMl+oJRtJZ/+5idTbrlilt1ZyLL4OVQgVz1bvmr04tZGnGFTFJj2p6bYJBRjYJJPil1UsMTykZ0wNsWFY24CbL ZshNyYp0e6cfaPoVk5v6eyGhkzDgKbWdEcWgWa1Pzv1o7xf5VkAmVpMgVm3/UTyXBmEwvJz2hOUM5tkCZFnZXwoZUU4Y2 n5INwVs8eRka51XP8v1FpXadx1GEIziGU/DgEmpwB3XwgYGAZ3iFN0c5L8678zFvLTj5zCH8kfP5A3R+jnA=</latexi t><latexit sha1_base64="ENj9Zjm+TkVVET11DDaHYTyVI b4=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9FvXgsYLbFtq1ZNO0Dc1ml2RWKEt/gxcPinj1B3nz35i2e9D WFwIP78yQmTdMpDDout9OYWV1bX2juFna2t7Z3SvvHzRMnGrGfRbLWLdCargUivsoUPJWojmNQsmb4ehmWm8+cW1ErB5 wnPAgogMl+oJRtJZ/+5idTbrlilt1ZyLL4OVQgVz1bvmr04tZGnGFTFJj2p6bYJBRjYJJPil1UsMTykZ0wNsWFY24CbL ZshNyYp0e6cfaPoVk5v6eyGhkzDgKbWdEcWgWa1Pzv1o7xf5VkAmVpMgVm3/UTyXBmEwvJz2hOUM5tkCZFnZXwoZUU4Y2 n5INwVs8eRka51XP8v1FpXadx1GEIziGU/DgEmpwB3XwgYGAZ3iFN0c5L8678zFvLTj5zCH8kfP5A3R+jnA=</latexi t>
f
<latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBs g=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy 8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5 KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/VmFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5p yML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepa b15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latexit><latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBs g=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy 8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5 KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/VmFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5p yML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepa b15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latexit><latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBs g=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy 8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5 KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/VmFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5p yML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepa b15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latexit><latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBs g=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy 8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5 KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/VmFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5p yML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepa b15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latexit>
Dshape
<latexit sha1_base64="82zPGz2qTWwQByeA2fYIoqfvfkU="> AAAB8HicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBjUQ8eK9haaUvJprNtaJJdkqxQlv4KLx4U8erP8ea/MW33oK0vBB7emSEzb5gIbq zvf3uFldW19Y3iZmlre2d3r7x/0DRxqhk2WCxi3QqpQcEVNiy3AluJRipDgQ/h6Hpaf3hCbXis7u04wa6kA8Ujzqh11uNNLzNDmuCk V674VX8msgxBDhXIVe+Vvzr9mKUSlWWCGtMO/MR2M6otZwInpU5qMKFsRAfYdqioRNPNZgtPyIlz+iSKtXvKkpn7eyKj0pixDF2npH ZoFmtT879aO7XRZTfjKkktKjb/KEoFsTGZXk/6XCOzYuyAMs3droQNqabMuoxKLoRg8eRlaJ5VA8d355XaVR5HEY7gGE4hgAuowS3U oQEMJDzDK7x52nvx3r2PeWvBy2cO4Y+8zx/2n5CA</latexit><latexit sha1_base64="82zPGz2qTWwQByeA2fYIoqfvfkU="> AAAB8HicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBjUQ8eK9haaUvJprNtaJJdkqxQlv4KLx4U8erP8ea/MW33oK0vBB7emSEzb5gIbq zvf3uFldW19Y3iZmlre2d3r7x/0DRxqhk2WCxi3QqpQcEVNiy3AluJRipDgQ/h6Hpaf3hCbXis7u04wa6kA8Ujzqh11uNNLzNDmuCk V674VX8msgxBDhXIVe+Vvzr9mKUSlWWCGtMO/MR2M6otZwInpU5qMKFsRAfYdqioRNPNZgtPyIlz+iSKtXvKkpn7eyKj0pixDF2npH ZoFmtT879aO7XRZTfjKkktKjb/KEoFsTGZXk/6XCOzYuyAMs3droQNqabMuoxKLoRg8eRlaJ5VA8d355XaVR5HEY7gGE4hgAuowS3U oQEMJDzDK7x52nvx3r2PeWvBy2cO4Y+8zx/2n5CA</latexit><latexit sha1_base64="82zPGz2qTWwQByeA2fYIoqfvfkU="> AAAB8HicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBjUQ8eK9haaUvJprNtaJJdkqxQlv4KLx4U8erP8ea/MW33oK0vBB7emSEzb5gIbq zvf3uFldW19Y3iZmlre2d3r7x/0DRxqhk2WCxi3QqpQcEVNiy3AluJRipDgQ/h6Hpaf3hCbXis7u04wa6kA8Ujzqh11uNNLzNDmuCk V674VX8msgxBDhXIVe+Vvzr9mKUSlWWCGtMO/MR2M6otZwInpU5qMKFsRAfYdqioRNPNZgtPyIlz+iSKtXvKkpn7eyKj0pixDF2npH ZoFmtT879aO7XRZTfjKkktKjb/KEoFsTGZXk/6XCOzYuyAMs3droQNqabMuoxKLoRg8eRlaJ5VA8d355XaVR5HEY7gGE4hgAuowS3U oQEMJDzDK7x52nvx3r2PeWvBy2cO4Y+8zx/2n5CA</latexit><latexit sha1_base64="82zPGz2qTWwQByeA2fYIoqfvfkU="> AAAB8HicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBjUQ8eK9haaUvJprNtaJJdkqxQlv4KLx4U8erP8ea/MW33oK0vBB7emSEzb5gIbq zvf3uFldW19Y3iZmlre2d3r7x/0DRxqhk2WCxi3QqpQcEVNiy3AluJRipDgQ/h6Hpaf3hCbXis7u04wa6kA8Ujzqh11uNNLzNDmuCk V674VX8msgxBDhXIVe+Vvzr9mKUSlWWCGtMO/MR2M6otZwInpU5qMKFsRAfYdqioRNPNZgtPyIlz+iSKtXvKkpn7eyKj0pixDF2npH ZoFmtT879aO7XRZTfjKkktKjb/KEoFsTGZXk/6XCOzYuyAMs3droQNqabMuoxKLoRg8eRlaJ5VA8d355XaVR5HEY7gGE4hgAuowS3U oQEMJDzDK7x52nvx3r2PeWvBy2cO4Y+8zx/2n5CA</latexit>
Lrec
<latexit sha1_base64="dLokhAaxyRsDsjIt OiUTYAhKIzI=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4KokIuiy6ceGign1AG8JkOmmHTiZh ZqKUmE9x40IRt36JO//GSZuFth4YOJxzL3PuCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnkt A2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV6ER4KFjGBtJN+uDSKsxwTz7Db3 M0lJ7tt1p+HMgJaJW5I6lGj59tdgGJM0okITjpXqu06ivQxLzQineXWQKppgMsEj2jdU4IgqL5 tFz9GJUYYojKV5QqOZ+nsjw5FS0ygwk0VQtegV4n9eP9XhpZcxkaSaCjL/KEw50jEqekBDZo7V fGoIJpKZrIiMscREm7aqpgR38eRl0jlruIbfndebV2UdFTiCYzgFFy6gCTfQgjYQeIRneIU368 l6sd6tj/noilXuHMIfWJ8/3B2UYA==</latexit><latexit sha1_base64="dLokhAaxyRsDsjIt OiUTYAhKIzI=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4KokIuiy6ceGign1AG8JkOmmHTiZh ZqKUmE9x40IRt36JO//GSZuFth4YOJxzL3PuCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnkt A2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV6ER4KFjGBtJN+uDSKsxwTz7Db3 M0lJ7tt1p+HMgJaJW5I6lGj59tdgGJM0okITjpXqu06ivQxLzQineXWQKppgMsEj2jdU4IgqL5 tFz9GJUYYojKV5QqOZ+nsjw5FS0ygwk0VQtegV4n9eP9XhpZcxkaSaCjL/KEw50jEqekBDZo7V fGoIJpKZrIiMscREm7aqpgR38eRl0jlruIbfndebV2UdFTiCYzgFFy6gCTfQgjYQeIRneIU368 l6sd6tj/noilXuHMIfWJ8/3B2UYA==</latexit><latexit sha1_base64="dLokhAaxyRsDsjIt OiUTYAhKIzI=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4KokIuiy6ceGign1AG8JkOmmHTiZh ZqKUmE9x40IRt36JO//GSZuFth4YOJxzL3PuCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnkt A2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV6ER4KFjGBtJN+uDSKsxwTz7Db3 M0lJ7tt1p+HMgJaJW5I6lGj59tdgGJM0okITjpXqu06ivQxLzQineXWQKppgMsEj2jdU4IgqL5 tFz9GJUYYojKV5QqOZ+nsjw5FS0ygwk0VQtegV4n9eP9XhpZcxkaSaCjL/KEw50jEqekBDZo7V fGoIJpKZrIiMscREm7aqpgR38eRl0jlruIbfndebV2UdFTiCYzgFFy6gCTfQgjYQeIRneIU368 l6sd6tj/noilXuHMIfWJ8/3B2UYA==</latexit><latexit sha1_base64="dLokhAaxyRsDsjIt OiUTYAhKIzI=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4KokIuiy6ceGign1AG8JkOmmHTiZh ZqKUmE9x40IRt36JO//GSZuFth4YOJxzL3PuCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnkt A2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV6ER4KFjGBtJN+uDSKsxwTz7Db3 M0lJ7tt1p+HMgJaJW5I6lGj59tdgGJM0okITjpXqu06ivQxLzQineXWQKppgMsEj2jdU4IgqL5 tFz9GJUYYojKV5QqOZ+nsjw5FS0ygwk0VQtegV4n9eP9XhpZcxkaSaCjL/KEw50jEqekBDZo7V fGoIJpKZrIiMscREm7aqpgR38eRl0jlruIbfndebV2UdFTiCYzgFFy6gCTfQgjYQeIRneIU368 l6sd6tj/noilXuHMIfWJ8/3B2UYA==</latexit>
Limg
<latexit sha1_base64="RI2hlcF0Xf5vsvi+ MXDEAIOZiWw=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4KokIuiy6ceGign1AG8JkOmmHTiZh ZqKUmE9x40IRt36JO//GSZuFth4YOJxzL/fMCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnkt A2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV6ER4KFjGBtJN+uDSKsxwTz7Db3 MxaNct+uOw1nBrRM3JLUoUTLt78Gw5ikERWacKxU33US7WVYakY4zauDVNEEkwke0b6hAkdUed kseo5OjDJEYSzNExrN1N8bGY6UmkaBmSyCqkWvEP/z+qkOL72MiSTVVJD5oTDlSMeo6AENmaRE 86khmEhmsiIyxhITbdqqmhLcxS8vk85ZwzX87rzevCrrqMARHMMpuHABTbiBFrSBwCM8wyu8WU /Wi/VufcxHV6xy5xD+wPr8AeCilGM=</latexit><latexit sha1_base64="RI2hlcF0Xf5vsvi+ MXDEAIOZiWw=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4KokIuiy6ceGign1AG8JkOmmHTiZh ZqKUmE9x40IRt36JO//GSZuFth4YOJxzL/fMCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnkt A2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV6ER4KFjGBtJN+uDSKsxwTz7Db3 MxaNct+uOw1nBrRM3JLUoUTLt78Gw5ikERWacKxU33US7WVYakY4zauDVNEEkwke0b6hAkdUed kseo5OjDJEYSzNExrN1N8bGY6UmkaBmSyCqkWvEP/z+qkOL72MiSTVVJD5oTDlSMeo6AENmaRE 86khmEhmsiIyxhITbdqqmhLcxS8vk85ZwzX87rzevCrrqMARHMMpuHABTbiBFrSBwCM8wyu8WU /Wi/VufcxHV6xy5xD+wPr8AeCilGM=</latexit><latexit sha1_base64="RI2hlcF0Xf5vsvi+ MXDEAIOZiWw=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4KokIuiy6ceGign1AG8JkOmmHTiZh ZqKUmE9x40IRt36JO//GSZuFth4YOJxzL/fMCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnkt A2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV6ER4KFjGBtJN+uDSKsxwTz7Db3 MxaNct+uOw1nBrRM3JLUoUTLt78Gw5ikERWacKxU33US7WVYakY4zauDVNEEkwke0b6hAkdUed kseo5OjDJEYSzNExrN1N8bGY6UmkaBmSyCqkWvEP/z+qkOL72MiSTVVJD5oTDlSMeo6AENmaRE 86khmEhmsiIyxhITbdqqmhLcxS8vk85ZwzX87rzevCrrqMARHMMpuHABTbiBFrSBwCM8wyu8WU /Wi/VufcxHV6xy5xD+wPr8AeCilGM=</latexit><latexit sha1_base64="RI2hlcF0Xf5vsvi+ MXDEAIOZiWw=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSK4KokIuiy6ceGign1AG8JkOmmHTiZh ZqKUmE9x40IRt36JO//GSZuFth4YOJxzL/fMCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnkt A2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV6ER4KFjGBtJN+uDSKsxwTz7Db3 MxaNct+uOw1nBrRM3JLUoUTLt78Gw5ikERWacKxU33US7WVYakY4zauDVNEEkwke0b6hAkdUed kseo5OjDJEYSzNExrN1N8bGY6UmkaBmSyCqkWvEP/z+qkOL72MiSTVVJD5oTDlSMeo6AENmaRE 86khmEhmsiIyxhITbdqqmhLcxS8vk85ZwzX87rzevCrrqMARHMMpuHABTbiBFrSBwCM8wyu8WU /Wi/VufcxHV6xy5xD+wPr8AeCilGM=</latexit>
Lshape
<latexit sha1_base64="CkKqJwCy2cQBrrV Kk81uEPbNP2I=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiQi6LLoxoWLCvYBbQg300k7d DIJMxMhhPorblwo4tYPceffOGmz0NYDA4dz7uWeOUHCmdKO821V1tY3Nreq27Wd3b39A/vwq KviVBLaITGPZT8ARTkTtKOZ5rSfSApRwGkvmN4Ufu+RSsVi8aCzhHoRjAULGQFtJN+uDyPQE wI8v5v5uZpAQme+3XCazhx4lbglaaASbd/+Go5ikkZUaMJBqYHrJNrLQWpGOJ3VhqmiCZApj OnAUAERVV4+Dz/Dp0YZ4TCW5gmN5+rvjRwipbIoMJNFVLXsFeJ/3iDV4ZWXM5GkmgqyOBSmH OsYF03gEZOUaJ4ZAkQykxWTCUgg2vRVMyW4y19eJd3zpmv4/UWjdV3WUUXH6ASdIRddoha6R W3UQQRl6Bm9ojfryXqx3q2PxWjFKnfq6A+szx96y5VL</latexit><latexit sha1_base64="CkKqJwCy2cQBrrV Kk81uEPbNP2I=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiQi6LLoxoWLCvYBbQg300k7d DIJMxMhhPorblwo4tYPceffOGmz0NYDA4dz7uWeOUHCmdKO821V1tY3Nreq27Wd3b39A/vwq KviVBLaITGPZT8ARTkTtKOZ5rSfSApRwGkvmN4Ufu+RSsVi8aCzhHoRjAULGQFtJN+uDyPQE wI8v5v5uZpAQme+3XCazhx4lbglaaASbd/+Go5ikkZUaMJBqYHrJNrLQWpGOJ3VhqmiCZApj OnAUAERVV4+Dz/Dp0YZ4TCW5gmN5+rvjRwipbIoMJNFVLXsFeJ/3iDV4ZWXM5GkmgqyOBSmH OsYF03gEZOUaJ4ZAkQykxWTCUgg2vRVMyW4y19eJd3zpmv4/UWjdV3WUUXH6ASdIRddoha6R W3UQQRl6Bm9ojfryXqx3q2PxWjFKnfq6A+szx96y5VL</latexit><latexit sha1_base64="CkKqJwCy2cQBrrV Kk81uEPbNP2I=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiQi6LLoxoWLCvYBbQg300k7d DIJMxMhhPorblwo4tYPceffOGmz0NYDA4dz7uWeOUHCmdKO821V1tY3Nreq27Wd3b39A/vwq KviVBLaITGPZT8ARTkTtKOZ5rSfSApRwGkvmN4Ufu+RSsVi8aCzhHoRjAULGQFtJN+uDyPQE wI8v5v5uZpAQme+3XCazhx4lbglaaASbd/+Go5ikkZUaMJBqYHrJNrLQWpGOJ3VhqmiCZApj OnAUAERVV4+Dz/Dp0YZ4TCW5gmN5+rvjRwipbIoMJNFVLXsFeJ/3iDV4ZWXM5GkmgqyOBSmH OsYF03gEZOUaJ4ZAkQykxWTCUgg2vRVMyW4y19eJd3zpmv4/UWjdV3WUUXH6ASdIRddoha6R W3UQQRl6Bm9ojfryXqx3q2PxWjFKnfq6A+szx96y5VL</latexit><latexit sha1_base64="CkKqJwCy2cQBrrV Kk81uEPbNP2I=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiQi6LLoxoWLCvYBbQg300k7d DIJMxMhhPorblwo4tYPceffOGmz0NYDA4dz7uWeOUHCmdKO821V1tY3Nreq27Wd3b39A/vwq KviVBLaITGPZT8ARTkTtKOZ5rSfSApRwGkvmN4Ufu+RSsVi8aCzhHoRjAULGQFtJN+uDyPQE wI8v5v5uZpAQme+3XCazhx4lbglaaASbd/+Go5ikkZUaMJBqYHrJNrLQWpGOJ3VhqmiCZApj OnAUAERVV4+Dz/Dp0YZ4TCW5gmN5+rvjRwipbIoMJNFVLXsFeJ/3iDV4ZWXM5GkmgqyOBSmH OsYF03gEZOUaJ4ZAkQykxWTCUgg2vRVMyW4y19eJd3zpmv4/UWjdV3WUUXH6ASdIRddoha6R W3UQQRl6Bm9ojfryXqx3q2PxWjFKnfq6A+szx96y5VL</latexit>
(a)
D⇤
<latexit sha1_base64="ENj9Zjm+TkVVET11DDaHYTyVIb4=">AAAB7HicbZBNSwMxEIZn6 1etX1WPXoJFEA9lVwQ9FvXgsYLbFtq1ZNO0Dc1ml2RWKEt/gxcPinj1B3nz35i2e9DWFwIP78yQmTdMpDDout9OYWV1bX2juFna2t7Z3SvvHzRMnGrGfRbLWLdCargUivsoUPJWojmNQsmb4eh mWm8+cW1ErB5wnPAgogMl+oJRtJZ/+5idTbrlilt1ZyLL4OVQgVz1bvmr04tZGnGFTFJj2p6bYJBRjYJJPil1UsMTykZ0wNsWFY24CbLZshNyYp0e6cfaPoVk5v6eyGhkzDgKbWdEcWgWa1Pzv 1o7xf5VkAmVpMgVm3/UTyXBmEwvJz2hOUM5tkCZFnZXwoZUU4Y2n5INwVs8eRka51XP8v1FpXadx1GEIziGU/DgEmpwB3XwgYGAZ3iFN0c5L8678zFvLTj5zCH8kfP5A3R+jnA=</latexit><latexit sha1_base64="ENj9Zjm+TkVVET11DDaHYTyVIb4=">AAAB7HicbZBNSwMxEIZn6 1etX1WPXoJFEA9lVwQ9FvXgsYLbFtq1ZNO0Dc1ml2RWKEt/gxcPinj1B3nz35i2e9DWFwIP78yQmTdMpDDout9OYWV1bX2juFna2t7Z3SvvHzRMnGrGfRbLWLdCargUivsoUPJWojmNQsmb4eh mWm8+cW1ErB5wnPAgogMl+oJRtJZ/+5idTbrlilt1ZyLL4OVQgVz1bvmr04tZGnGFTFJj2p6bYJBRjYJJPil1UsMTykZ0wNsWFY24CbLZshNyYp0e6cfaPoVk5v6eyGhkzDgKbWdEcWgWa1Pzv 1o7xf5VkAmVpMgVm3/UTyXBmEwvJz2hOUM5tkCZFnZXwoZUU4Y2n5INwVs8eRka51XP8v1FpXadx1GEIziGU/DgEmpwB3XwgYGAZ3iFN0c5L8678zFvLTj5zCH8kfP5A3R+jnA=</latexit><latexit sha1_base64="ENj9Zjm+TkVVET11DDaHYTyVIb4=">AAAB7HicbZBNSwMxEIZn6 1etX1WPXoJFEA9lVwQ9FvXgsYLbFtq1ZNO0Dc1ml2RWKEt/gxcPinj1B3nz35i2e9DWFwIP78yQmTdMpDDout9OYWV1bX2juFna2t7Z3SvvHzRMnGrGfRbLWLdCargUivsoUPJWojmNQsmb4eh mWm8+cW1ErB5wnPAgogMl+oJRtJZ/+5idTbrlilt1ZyLL4OVQgVz1bvmr04tZGnGFTFJj2p6bYJBRjYJJPil1UsMTykZ0wNsWFY24CbLZshNyYp0e6cfaPoVk5v6eyGhkzDgKbWdEcWgWa1Pzv 1o7xf5VkAmVpMgVm3/UTyXBmEwvJz2hOUM5tkCZFnZXwoZUU4Y2n5INwVs8eRka51XP8v1FpXadx1GEIziGU/DgEmpwB3XwgYGAZ3iFN0c5L8678zFvLTj5zCH8kfP5A3R+jnA=</latexit><latexit sha1_base64="ENj9Zjm+TkVVET11DDaHYTyVIb4=">AAAB7HicbZBNSwMxEIZn6 1etX1WPXoJFEA9lVwQ9FvXgsYLbFtq1ZNO0Dc1ml2RWKEt/gxcPinj1B3nz35i2e9DWFwIP78yQmTdMpDDout9OYWV1bX2juFna2t7Z3SvvHzRMnGrGfRbLWLdCargUivsoUPJWojmNQsmb4eh mWm8+cW1ErB5wnPAgogMl+oJRtJZ/+5idTbrlilt1ZyLL4OVQgVz1bvmr04tZGnGFTFJj2p6bYJBRjYJJPil1UsMTykZ0wNsWFY24CbLZshNyYp0e6cfaPoVk5v6eyGhkzDgKbWdEcWgWa1Pzv 1o7xf5VkAmVpMgVm3/UTyXBmEwvJz2hOUM5tkCZFnZXwoZUU4Y2n5INwVs8eRka51XP8v1FpXadx1GEIziGU/DgEmpwB3XwgYGAZ3iFN0c5L8678zFvLTj5zCH8kfP5A3R+jnA=</latexit>
Dimg
<latexit sha1_base64="TUWp38TZMvtV4wUUPs0XWKZYcSQ=">AAAB7nicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBjUQ8eK9gP aJeSTadtaJJdkqxQlv4ILx4U8erv8ea/MW33oK0vBB7emSEzb5QIbqzvf3uFtfWNza3idmlnd2//oHx41DRxqhk2WCxi3Y6oQcEVNiy3AtuJRiojga1ofDurt55QGx6rRztJMJR0qPiAM2qd1brrZVwOp71yxa/6c5FVCHKoQK56r/zV7ccslagsE9SYTuAnNsyotpwJ nJa6qcGEsjEdYsehohJNmM3XnZIz5/TJINbuKUvm7u+JjEpjJjJynZLakVmuzcz/ap3UDq7DjKsktajY4qNBKoiNyex20ucamRUTB5Rp7nYlbEQ1ZdYlVHIhBMsnr0Lzoho4fris1G7yOIpwAqdwDgFcQQ3uoQ4NYDCGZ3iFNy/xXrx372PRWvDymWP4I+/zB2VXj5g= </latexit><latexit sha1_base64="TUWp38TZMvtV4wUUPs0XWKZYcSQ=">AAAB7nicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBjUQ8eK9gP aJeSTadtaJJdkqxQlv4ILx4U8erv8ea/MW33oK0vBB7emSEzb5QIbqzvf3uFtfWNza3idmlnd2//oHx41DRxqhk2WCxi3Y6oQcEVNiy3AtuJRiojga1ofDurt55QGx6rRztJMJR0qPiAM2qd1brrZVwOp71yxa/6c5FVCHKoQK56r/zV7ccslagsE9SYTuAnNsyotpwJ nJa6qcGEsjEdYsehohJNmM3XnZIz5/TJINbuKUvm7u+JjEpjJjJynZLakVmuzcz/ap3UDq7DjKsktajY4qNBKoiNyex20ucamRUTB5Rp7nYlbEQ1ZdYlVHIhBMsnr0Lzoho4fris1G7yOIpwAqdwDgFcQQ3uoQ4NYDCGZ3iFNy/xXrx372PRWvDymWP4I+/zB2VXj5g= </latexit><latexit sha1_base64="TUWp38TZMvtV4wUUPs0XWKZYcSQ=">AAAB7nicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBjUQ8eK9gP aJeSTadtaJJdkqxQlv4ILx4U8erv8ea/MW33oK0vBB7emSEzb5QIbqzvf3uFtfWNza3idmlnd2//oHx41DRxqhk2WCxi3Y6oQcEVNiy3AtuJRiojga1ofDurt55QGx6rRztJMJR0qPiAM2qd1brrZVwOp71yxa/6c5FVCHKoQK56r/zV7ccslagsE9SYTuAnNsyotpwJ nJa6qcGEsjEdYsehohJNmM3XnZIz5/TJINbuKUvm7u+JjEpjJjJynZLakVmuzcz/ap3UDq7DjKsktajY4qNBKoiNyex20ucamRUTB5Rp7nYlbEQ1ZdYlVHIhBMsnr0Lzoho4fris1G7yOIpwAqdwDgFcQQ3uoQ4NYDCGZ3iFNy/xXrx372PRWvDymWP4I+/zB2VXj5g= </latexit><latexit sha1_base64="TUWp38TZMvtV4wUUPs0XWKZYcSQ=">AAAB7nicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBjUQ8eK9gP aJeSTadtaJJdkqxQlv4ILx4U8erv8ea/MW33oK0vBB7emSEzb5QIbqzvf3uFtfWNza3idmlnd2//oHx41DRxqhk2WCxi3Y6oQcEVNiy3AtuJRiojga1ofDurt55QGx6rRztJMJR0qPiAM2qd1brrZVwOp71yxa/6c5FVCHKoQK56r/zV7ccslagsE9SYTuAnNsyotpwJ nJa6qcGEsjEdYsehohJNmM3XnZIz5/TJINbuKUvm7u+JjEpjJjJynZLakVmuzcz/ap3UDq7DjKsktajY4qNBKoiNyex20ucamRUTB5Rp7nYlbEQ1ZdYlVHIhBMsnr0Lzoho4fris1G7yOIpwAqdwDgFcQQ3uoQ4NYDCGZ3iFNy/xXrx372PRWvDymWP4I+/zB2VXj5g= </latexit>
E⇤
<latexit sha1_base64="YOYNfHpCNPMRocHQq2uOYaDbMOs=">AAAB7HicbZBNSwMxEIZn6 1etX1WPXoJFEA9lVwQ9FkXwWMFtC+1asmnahmazSzIrlKW/wYsHRbz6g7z5b0zbPWjrC4GHd2bIzBsmUhh03W+nsLK6tr5R3Cxtbe/s7pX3DxomTjXjPotlrFshNVwKxX0UKHkr0ZxGoeTNcHQ zrTefuDYiVg84TngQ0YESfcEoWsu/fczOJt1yxa26M5Fl8HKoQK56t/zV6cUsjbhCJqkxbc9NMMioRsEkn5Q6qeEJZSM64G2LikbcBNls2Qk5sU6P9GNtn0Iyc39PZDQyZhyFtjOiODSLtan5X 62dYv8qyIRKUuSKzT/qp5JgTKaXk57QnKEcW6BMC7srYUOqKUObT8mG4C2evAyN86pn+f6iUrvO4yjCERzDKXhwCTW4gzr4wEDAM7zCm6OcF+fd+Zi3Fpx85hD+yPn8AXYGjnE=</latexit><latexit sha1_base64="YOYNfHpCNPMRocHQq2uOYaDbMOs=">AAAB7HicbZBNSwMxEIZn6 1etX1WPXoJFEA9lVwQ9FkXwWMFtC+1asmnahmazSzIrlKW/wYsHRbz6g7z5b0zbPWjrC4GHd2bIzBsmUhh03W+nsLK6tr5R3Cxtbe/s7pX3DxomTjXjPotlrFshNVwKxX0UKHkr0ZxGoeTNcHQ zrTefuDYiVg84TngQ0YESfcEoWsu/fczOJt1yxa26M5Fl8HKoQK56t/zV6cUsjbhCJqkxbc9NMMioRsEkn5Q6qeEJZSM64G2LikbcBNls2Qk5sU6P9GNtn0Iyc39PZDQyZhyFtjOiODSLtan5X 62dYv8qyIRKUuSKzT/qp5JgTKaXk57QnKEcW6BMC7srYUOqKUObT8mG4C2evAyN86pn+f6iUrvO4yjCERzDKXhwCTW4gzr4wEDAM7zCm6OcF+fd+Zi3Fpx85hD+yPn8AXYGjnE=</latexit><latexit sha1_base64="YOYNfHpCNPMRocHQq2uOYaDbMOs=">AAAB7HicbZBNSwMxEIZn6 1etX1WPXoJFEA9lVwQ9FkXwWMFtC+1asmnahmazSzIrlKW/wYsHRbz6g7z5b0zbPWjrC4GHd2bIzBsmUhh03W+nsLK6tr5R3Cxtbe/s7pX3DxomTjXjPotlrFshNVwKxX0UKHkr0ZxGoeTNcHQ zrTefuDYiVg84TngQ0YESfcEoWsu/fczOJt1yxa26M5Fl8HKoQK56t/zV6cUsjbhCJqkxbc9NMMioRsEkn5Q6qeEJZSM64G2LikbcBNls2Qk5sU6P9GNtn0Iyc39PZDQyZhyFtjOiODSLtan5X 62dYv8qyIRKUuSKzT/qp5JgTKaXk57QnKEcW6BMC7srYUOqKUObT8mG4C2evAyN86pn+f6iUrvO4yjCERzDKXhwCTW4gzr4wEDAM7zCm6OcF+fd+Zi3Fpx85hD+yPn8AXYGjnE=</latexit><latexit sha1_base64="YOYNfHpCNPMRocHQq2uOYaDbMOs=">AAAB7HicbZBNSwMxEIZn6 1etX1WPXoJFEA9lVwQ9FkXwWMFtC+1asmnahmazSzIrlKW/wYsHRbz6g7z5b0zbPWjrC4GHd2bIzBsmUhh03W+nsLK6tr5R3Cxtbe/s7pX3DxomTjXjPotlrFshNVwKxX0UKHkr0ZxGoeTNcHQ zrTefuDYiVg84TngQ0YESfcEoWsu/fczOJt1yxa26M5Fl8HKoQK56t/zV6cUsjbhCJqkxbc9NMMioRsEkn5Q6qeEJZSM64G2LikbcBNls2Qk5sU6P9GNtn0Iyc39PZDQyZhyFtjOiODSLtan5X 62dYv8qyIRKUuSKzT/qp5JgTKaXk57QnKEcW6BMC7srYUOqKUObT8mG4C2evAyN86pn+f6iUrvO4yjCERzDKXhwCTW4gzr4wEDAM7zCm6OcF+fd+Zi3Fpx85hD+yPn8AXYGjnE=</latexit>
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<latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBsg=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD 2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/V mFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5pyML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepab15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latex it><latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBsg=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD 2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/V mFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5pyML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepab15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latex it><latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBsg=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD 2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/V mFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5pyML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepab15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latex it><latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBsg=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD 2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/V mFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5pyML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepab15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latex it>
Dshape
E⇤
<latexit sha1_base64="YOYNfHpCNPMRocHQq2uOYaDbMOs=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9F kXwWMFtC+1asmnahmazSzIrlKW/wYsHRbz6g7z5b0zbPWjrC4GHd2bIzBsmUhh03W+nsLK6tr5R3Cxtbe/s7pX3DxomTjXjPotlrFshNVwKxX0UKHkr0ZxGoeTNcHQzrTefuDYiVg84TngQ0YESfcEoWsu/fczOJt1yxa26M5Fl8HKoQK56t/zV6c UsjbhCJqkxbc9NMMioRsEkn5Q6qeEJZSM64G2LikbcBNls2Qk5sU6P9GNtn0Iyc39PZDQyZhyFtjOiODSLtan5X62dYv8qyIRKUuSKzT/qp5JgTKaXk57QnKEcW6BMC7srYUOqKUObT8mG4C2evAyN86pn+f6iUrvO4yjCERzDKXhwCTW4gzr4wED AM7zCm6OcF+fd+Zi3Fpx85hD+yPn8AXYGjnE=</latexit><latexit sha1_base64="YOYNfHpCNPMRocHQq2uOYaDbMOs=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9F kXwWMFtC+1asmnahmazSzIrlKW/wYsHRbz6g7z5b0zbPWjrC4GHd2bIzBsmUhh03W+nsLK6tr5R3Cxtbe/s7pX3DxomTjXjPotlrFshNVwKxX0UKHkr0ZxGoeTNcHQzrTefuDYiVg84TngQ0YESfcEoWsu/fczOJt1yxa26M5Fl8HKoQK56t/zV6c UsjbhCJqkxbc9NMMioRsEkn5Q6qeEJZSM64G2LikbcBNls2Qk5sU6P9GNtn0Iyc39PZDQyZhyFtjOiODSLtan5X62dYv8qyIRKUuSKzT/qp5JgTKaXk57QnKEcW6BMC7srYUOqKUObT8mG4C2evAyN86pn+f6iUrvO4yjCERzDKXhwCTW4gzr4wED AM7zCm6OcF+fd+Zi3Fpx85hD+yPn8AXYGjnE=</latexit><latexit sha1_base64="YOYNfHpCNPMRocHQq2uOYaDbMOs=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9F kXwWMFtC+1asmnahmazSzIrlKW/wYsHRbz6g7z5b0zbPWjrC4GHd2bIzBsmUhh03W+nsLK6tr5R3Cxtbe/s7pX3DxomTjXjPotlrFshNVwKxX0UKHkr0ZxGoeTNcHQzrTefuDYiVg84TngQ0YESfcEoWsu/fczOJt1yxa26M5Fl8HKoQK56t/zV6c UsjbhCJqkxbc9NMMioRsEkn5Q6qeEJZSM64G2LikbcBNls2Qk5sU6P9GNtn0Iyc39PZDQyZhyFtjOiODSLtan5X62dYv8qyIRKUuSKzT/qp5JgTKaXk57QnKEcW6BMC7srYUOqKUObT8mG4C2evAyN86pn+f6iUrvO4yjCERzDKXhwCTW4gzr4wED AM7zCm6OcF+fd+Zi3Fpx85hD+yPn8AXYGjnE=</latexit><latexit sha1_base64="YOYNfHpCNPMRocHQq2uOYaDbMOs=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9F kXwWMFtC+1asmnahmazSzIrlKW/wYsHRbz6g7z5b0zbPWjrC4GHd2bIzBsmUhh03W+nsLK6tr5R3Cxtbe/s7pX3DxomTjXjPotlrFshNVwKxX0UKHkr0ZxGoeTNcHQzrTefuDYiVg84TngQ0YESfcEoWsu/fczOJt1yxa26M5Fl8HKoQK56t/zV6c UsjbhCJqkxbc9NMMioRsEkn5Q6qeEJZSM64G2LikbcBNls2Qk5sU6P9GNtn0Iyc39PZDQyZhyFtjOiODSLtan5X62dYv8qyIRKUuSKzT/qp5JgTKaXk57QnKEcW6BMC7srYUOqKUObT8mG4C2evAyN86pn+f6iUrvO4yjCERzDKXhwCTW4gzr4wED AM7zCm6OcF+fd+Zi3Fpx85hD+yPn8AXYGjnE=</latexit>
Rec.
D⇤
<latexit sha1_base64="ENj9Zjm+TkVVET11DDaHYTyVIb4=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9FvXgs YLbFtq1ZNO0Dc1ml2RWKEt/gxcPinj1B3nz35i2e9DWFwIP78yQmTdMpDDout9OYWV1bX2juFna2t7Z3SvvHzRMnGrGfRbLWLdCargUivsoUPJWojmNQsmb4ehmWm8+cW1ErB5wnPAgogMl+oJRtJZ/+5idTbrlilt1ZyLL4OVQgVz1bvmr04tZGnGFTFJj2p6 bYJBRjYJJPil1UsMTykZ0wNsWFY24CbLZshNyYp0e6cfaPoVk5v6eyGhkzDgKbWdEcWgWa1Pzv1o7xf5VkAmVpMgVm3/UTyXBmEwvJz2hOUM5tkCZFnZXwoZUU4Y2n5INwVs8eRka51XP8v1FpXadx1GEIziGU/DgEmpwB3XwgYGAZ3iFN0c5L8678zFvLTj5z CH8kfP5A3R+jnA=</latexit><latexit sha1_base64="ENj9Zjm+TkVVET11DDaHYTyVIb4=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9FvXgs YLbFtq1ZNO0Dc1ml2RWKEt/gxcPinj1B3nz35i2e9DWFwIP78yQmTdMpDDout9OYWV1bX2juFna2t7Z3SvvHzRMnGrGfRbLWLdCargUivsoUPJWojmNQsmb4ehmWm8+cW1ErB5wnPAgogMl+oJRtJZ/+5idTbrlilt1ZyLL4OVQgVz1bvmr04tZGnGFTFJj2p6 bYJBRjYJJPil1UsMTykZ0wNsWFY24CbLZshNyYp0e6cfaPoVk5v6eyGhkzDgKbWdEcWgWa1Pzv1o7xf5VkAmVpMgVm3/UTyXBmEwvJz2hOUM5tkCZFnZXwoZUU4Y2n5INwVs8eRka51XP8v1FpXadx1GEIziGU/DgEmpwB3XwgYGAZ3iFN0c5L8678zFvLTj5z CH8kfP5A3R+jnA=</latexit><latexit sha1_base64="ENj9Zjm+TkVVET11DDaHYTyVIb4=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9FvXgs YLbFtq1ZNO0Dc1ml2RWKEt/gxcPinj1B3nz35i2e9DWFwIP78yQmTdMpDDout9OYWV1bX2juFna2t7Z3SvvHzRMnGrGfRbLWLdCargUivsoUPJWojmNQsmb4ehmWm8+cW1ErB5wnPAgogMl+oJRtJZ/+5idTbrlilt1ZyLL4OVQgVz1bvmr04tZGnGFTFJj2p6 bYJBRjYJJPil1UsMTykZ0wNsWFY24CbLZshNyYp0e6cfaPoVk5v6eyGhkzDgKbWdEcWgWa1Pzv1o7xf5VkAmVpMgVm3/UTyXBmEwvJz2hOUM5tkCZFnZXwoZUU4Y2n5INwVs8eRka51XP8v1FpXadx1GEIziGU/DgEmpwB3XwgYGAZ3iFN0c5L8678zFvLTj5z CH8kfP5A3R+jnA=</latexit><latexit sha1_base64="ENj9Zjm+TkVVET11DDaHYTyVIb4=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFEA9lVwQ9FvXgs YLbFtq1ZNO0Dc1ml2RWKEt/gxcPinj1B3nz35i2e9DWFwIP78yQmTdMpDDout9OYWV1bX2juFna2t7Z3SvvHzRMnGrGfRbLWLdCargUivsoUPJWojmNQsmb4ehmWm8+cW1ErB5wnPAgogMl+oJRtJZ/+5idTbrlilt1ZyLL4OVQgVz1bvmr04tZGnGFTFJj2p6 bYJBRjYJJPil1UsMTykZ0wNsWFY24CbLZshNyYp0e6cfaPoVk5v6eyGhkzDgKbWdEcWgWa1Pzv1o7xf5VkAmVpMgVm3/UTyXBmEwvJz2hOUM5tkCZFnZXwoZUU4Y2n5INwVs8eRka51XP8v1FpXadx1GEIziGU/DgEmpwB3XwgYGAZ3iFN0c5L8678zFvLTj5z CH8kfP5A3R+jnA=</latexit>
f
<latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBsg=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD 2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/V mFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5pyML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepab15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latex it><latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBsg=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD 2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/V mFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5pyML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepab15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latex it><latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBsg=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD 2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/V mFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5pyML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepab15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latex it><latexit sha1_base64="Drol6xsm4JfHAGg2yics9m9eBsg=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD 2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjrWY4KFfcqrsQWQcvhwrkagzKX/1hzNIIpWGCat3z3MT4GVWGM4GzUj/V mFA2oSPsWZQ0Qu1ni0Vn5MI6QxLGyj5pyML9PZHRSOtpFNjOiJqxXq3Nzf9qvdSEN37GZZIalGz5UZgKYmIyv5oMuUJmxNQCZYrbXQkbU0WZsdmUbAje6snr0L6qepab15X6bR5HEc7gHC7BgxrU4R4a0AIGCM/wCm/Oo/PivDsfy9aCk8+cwh85nz/K84zq</latex it>
Dshape
<latexit sha1_base64="82zPGz2qTWwQByeA2fYIoqfvfkU=">AAAB8HicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBjUQ8eK9haaUvJprNt aJJdkqxQlv4KLx4U8erP8ea/MW33oK0vBB7emSEzb5gIbqzvf3uFldW19Y3iZmlre2d3r7x/0DRxqhk2WCxi3QqpQcEVNiy3AluJRipDgQ/h6Hpaf3hCbXis7u04wa6kA8Ujzqh11uNNLzNDmuCkV674VX8msgxBDhXIVe+Vvzr9mKUSlWWCGtMO/MR2M6otZwInpU5qMKFsRAfYdqioRN PNZgtPyIlz+iSKtXvKkpn7eyKj0pixDF2npHZoFmtT879aO7XRZTfjKkktKjb/KEoFsTGZXk/6XCOzYuyAMs3droQNqabMuoxKLoRg8eRlaJ5VA8d355XaVR5HEY7gGE4hgAuowS3UoQEMJDzDK7x52nvx3r2PeWvBy2cO4Y+8zx/2n5CA</latexit><latexit sha1_base64="82zPGz2qTWwQByeA2fYIoqfvfkU=">AAAB8HicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBjUQ8eK9haaUvJprNt aJJdkqxQlv4KLx4U8erP8ea/MW33oK0vBB7emSEzb5gIbqzvf3uFldW19Y3iZmlre2d3r7x/0DRxqhk2WCxi3QqpQcEVNiy3AluJRipDgQ/h6Hpaf3hCbXis7u04wa6kA8Ujzqh11uNNLzNDmuCkV674VX8msgxBDhXIVe+Vvzr9mKUSlWWCGtMO/MR2M6otZwInpU5qMKFsRAfYdqioRN PNZgtPyIlz+iSKtXvKkpn7eyKj0pixDF2npHZoFmtT879aO7XRZTfjKkktKjb/KEoFsTGZXk/6XCOzYuyAMs3droQNqabMuoxKLoRg8eRlaJ5VA8d355XaVR5HEY7gGE4hgAuowS3UoQEMJDzDK7x52nvx3r2PeWvBy2cO4Y+8zx/2n5CA</latexit><latexit sha1_base64="82zPGz2qTWwQByeA2fYIoqfvfkU=">AAAB8HicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBjUQ8eK9haaUvJprNt aJJdkqxQlv4KLx4U8erP8ea/MW33oK0vBB7emSEzb5gIbqzvf3uFldW19Y3iZmlre2d3r7x/0DRxqhk2WCxi3QqpQcEVNiy3AluJRipDgQ/h6Hpaf3hCbXis7u04wa6kA8Ujzqh11uNNLzNDmuCkV674VX8msgxBDhXIVe+Vvzr9mKUSlWWCGtMO/MR2M6otZwInpU5qMKFsRAfYdqioRN PNZgtPyIlz+iSKtXvKkpn7eyKj0pixDF2npHZoFmtT879aO7XRZTfjKkktKjb/KEoFsTGZXk/6XCOzYuyAMs3droQNqabMuoxKLoRg8eRlaJ5VA8d355XaVR5HEY7gGE4hgAuowS3UoQEMJDzDK7x52nvx3r2PeWvBy2cO4Y+8zx/2n5CA</latexit><latexit sha1_base64="82zPGz2qTWwQByeA2fYIoqfvfkU=">AAAB8HicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBjUQ8eK9haaUvJprNt aJJdkqxQlv4KLx4U8erP8ea/MW33oK0vBB7emSEzb5gIbqzvf3uFldW19Y3iZmlre2d3r7x/0DRxqhk2WCxi3QqpQcEVNiy3AluJRipDgQ/h6Hpaf3hCbXis7u04wa6kA8Ujzqh11uNNLzNDmuCkV674VX8msgxBDhXIVe+Vvzr9mKUSlWWCGtMO/MR2M6otZwInpU5qMKFsRAfYdqioRN PNZgtPyIlz+iSKtXvKkpn7eyKj0pixDF2npHZoFmtT879aO7XRZTfjKkktKjb/KEoFsTGZXk/6XCOzYuyAMs3droQNqabMuoxKLoRg8eRlaJ5VA8d355XaVR5HEY7gGE4hgAuowS3UoQEMJDzDK7x52nvx3r2PeWvBy2cO4Y+8zx/2n5CA</latexit>
Lrec
<latexit sha1_base64="dLokhAaxyRsDsjItOiUTYAhKIzI=">AAAB+nicbVDLSsNAFL3xWesr1a WbwSK4KokIuiy6ceGign1AG8JkOmmHTiZhZqKUmE9x40IRt36JO//GSZuFth4YOJxzL3PuCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnktA2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV 6ER4KFjGBtJN+uDSKsxwTz7Db3M0lJ7tt1p+HMgJaJW5I6lGj59tdgGJM0okITjpXqu06ivQxLzQineXWQKppgMsEj2jdU4IgqL5tFz9GJUYYojKV5QqOZ+nsjw5FS0ygwk0VQtegV4n9eP9XhpZcxkaSaCj L/KEw50jEqekBDZo7VfGoIJpKZrIiMscREm7aqpgR38eRl0jlruIbfndebV2UdFTiCYzgFFy6gCTfQgjYQeIRneIU368l6sd6tj/noilXuHMIfWJ8/3B2UYA==</latexit><latexit sha1_base64="dLokhAaxyRsDsjItOiUTYAhKIzI=">AAAB+nicbVDLSsNAFL3xWesr1a WbwSK4KokIuiy6ceGign1AG8JkOmmHTiZhZqKUmE9x40IRt36JO//GSZuFth4YOJxzL3PuCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnktA2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV 6ER4KFjGBtJN+uDSKsxwTz7Db3M0lJ7tt1p+HMgJaJW5I6lGj59tdgGJM0okITjpXqu06ivQxLzQineXWQKppgMsEj2jdU4IgqL5tFz9GJUYYojKV5QqOZ+nsjw5FS0ygwk0VQtegV4n9eP9XhpZcxkaSaCj L/KEw50jEqekBDZo7VfGoIJpKZrIiMscREm7aqpgR38eRl0jlruIbfndebV2UdFTiCYzgFFy6gCTfQgjYQeIRneIU368l6sd6tj/noilXuHMIfWJ8/3B2UYA==</latexit><latexit sha1_base64="dLokhAaxyRsDsjItOiUTYAhKIzI=">AAAB+nicbVDLSsNAFL3xWesr1a WbwSK4KokIuiy6ceGign1AG8JkOmmHTiZhZqKUmE9x40IRt36JO//GSZuFth4YOJxzL3PuCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnktA2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV 6ER4KFjGBtJN+uDSKsxwTz7Db3M0lJ7tt1p+HMgJaJW5I6lGj59tdgGJM0okITjpXqu06ivQxLzQineXWQKppgMsEj2jdU4IgqL5tFz9GJUYYojKV5QqOZ+nsjw5FS0ygwk0VQtegV4n9eP9XhpZcxkaSaCj L/KEw50jEqekBDZo7VfGoIJpKZrIiMscREm7aqpgR38eRl0jlruIbfndebV2UdFTiCYzgFFy6gCTfQgjYQeIRneIU368l6sd6tj/noilXuHMIfWJ8/3B2UYA==</latexit><latexit sha1_base64="dLokhAaxyRsDsjItOiUTYAhKIzI=">AAAB+nicbVDLSsNAFL3xWesr1a WbwSK4KokIuiy6ceGign1AG8JkOmmHTiZhZqKUmE9x40IRt36JO//GSZuFth4YOJxzL3PuCRLOlHacb2tldW19Y7OyVd3e2d3bt2sHHRWnktA2iXksewFWlDNB25ppTnuJpDgKOO0Gk+vC7z5QqVgs7vU0oV 6ER4KFjGBtJN+uDSKsxwTz7Db3M0lJ7tt1p+HMgJaJW5I6lGj59tdgGJM0okITjpXqu06ivQxLzQineXWQKppgMsEj2jdU4IgqL5tFz9GJUYYojKV5QqOZ+nsjw5FS0ygwk0VQtegV4n9eP9XhpZcxkaSaCj L/KEw50jEqekBDZo7VfGoIJpKZrIiMscREm7aqpgR38eRl0jlruIbfndebV2UdFTiCYzgFFy6gCTfQgjYQeIRneIU368l6sd6tj/noilXuHMIfWJ8/3B2UYA==</latexit>
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Figure 2: (a) The reconstruction network maps an image to a rich embedding space E which is then decoded into a 3D shape
with the shape decoder D∗ (the star indicates we do not update the parameters of D and E). The two constraints are imposed
on the embedding space with the help of two discriminators: Dimg imposes image domain confusion and Dshape forces the
embeddings to lie on the shape manifold. (b) Overview of the proposed architecture.
not be easily identified. We implement such domain con-
fusion by mapping cross-domain features into a common
space through adversarial training. We cast this problem
as a minimax game between a domain classifier and feature
encoders. That is, we encourage the feature encoder to learn
features f(x) that maximize the domain confusion between
natural and rendered images.
We consider a discriminator Dimg , parameterized by
θimg . The discriminator that classifies the domain of a given
feature vector, is optimized by the standard adversarial clas-
sification loss as follows:
Limg(θf , θimg) = − E
xr∼pr
log Dimg(f(xr)) +
− E
xn∼pn
log (1−Dimg(f(xn))) .
(1)
We achieve domain confusion by applying Reverse Gra-
dient algorithm [15], which optimizes the parameters θf to
maximize the discriminator loss directly, while θimg mini-
mizes it.
3.2. Exploiting Shape Priors
A lot of inherent ambiguity exists in single image recon-
struction. Multiple objects exists that can explain a single
view. For this reason, as noted by Wu, Zhang et al. [49],
3D reconstruction with only supervised loss tends to pre-
dict unrealistic mean shapes.
We characterized a representation to be ‘realistic’ if it be-
longs close to the manifold created by the (learned) shape
autoencoder. We argue that if the feature of a single 2D im-
age f(x) lies in the same manifold, a realistic reconstruc-
tion can be achieved by leveraging the decoder of the shape
autoencoder.
The third component of our loss, Lshape, imposes this
constraint by penalizing the model if the distribution of la-
tent embeddings does not match that of the points in the
shape manifold. We rely on the learned shape autoencoder
to sample these points. Again, we use adversarial training
to optimize the loss.
Similar to Equation 1, we train a discriminator Dshape
(parameterized by θshape) to classify whether a sample is
drawn from a 2D encoding representation or from the shape
manifold. Samples from the shape manifold are generated
by sampling voxel (or point cloud) instances from ShapeNet
and mapping them to the E , using the learned shape encoder
E∗. The star means that the parameters of the encoder are
kept unchanged during this stage of training. This way, we
guarantee the encoded samples lie on the learned manifold.
Learning is achieved by minimizing the following loss:
Lshape(θf , θshape) = − E
xr∼pr
log Dshape(f(xr)) +
− E
v∼pr
log (1−Dshape(E∗(vr))) .
(2)
As before, the parameters θshape are optimized to min-
imize this loss while the parameters θf maximize it, there-
fore, forcing the 2D embeddings to lie on the shape mani-
fold.
3.3. Training Details
The training procedure is done in two stages.
We start by training the shape autoencoder to learn shape
priors. As we want to capture the intrinsic shape complex-
ity of different objects, we train the model using the full
ShapeNet dataset. We use a different shape autoencoder for
each 3D representation considered.
The voxel autoencoder has an encoder E composed of
four 3D convolutional layers, each followed by a max-
pooling and ReLU [32] non-linearity. The first layer con-
tains 5 × 5 filters while the remaining have 3 × 3. The
number of hidden units are 32, 64, 128 and 256 respec-
tively. Similarly, the voxel decoder D has four convolution
layers, but instead of max-pooling, we use bilinear upsam-
pling. The dimension of the latent representation is 256.
We use AtlasNet [19] 1 for the point cloud autoencoder.
The encoder, similar to PointNet [35], transforms the in-
put point cloud into a latent representation of dimension
1024. The decoder contains four fully-connected layers of
size 1024, 512, 256, 128 with ReLU non-linearities (except
the last layer, which has a tanh).
Once training converges, we freeze the parameters of the
encoder and the decoder and use them in the reconstruction
step.
The architecture of the reconstruction network is shown
on Figure 2b. The parameters of network f are initialized
with a ResNet-50 [21] that was pre-trained to perform clas-
sification on ImageNet dataset [10]. We replace the classi-
fication layer by a randomly initialized layer that outputs a
vector with dimension of the latent space.
The two discriminators Dimg and Dshape map the em-
bedded features to the probability of which domain the input
comes from (modeled by a softmax [5]). We use two fully-
connected layers of dimension 1024, followed by ReLU.
We choose not to share but have different set of parameters
between the two discriminators because it performs sightly
better in practice.
Finally the model is optimized to learn 3D representa-
tions that are domain-invariant and that lie in the manifold
from the prior of realistic shapes. Consequently, our final
goal is to optimize the following objective:
min
θf
max
θimg,θshape
Lrec(θf )
− λiLimg(θf , θimg)
− λsLshape(θf , θshape) ,
(3)
where λi and λs are balance parameters between the loss
terms. We chose λi and λs to be both 0.001 when consider-
ing voxel representation and 0.01 with point cloud represen-
tation. To optimize, we used Adam [25] with learning rate
of 10−4 for voxel and 10−5 for point cloud representation.
4. Experiments
In this section, we start by comparing the performance of
our approach with other methods on the problem of single-
1we use the official code provided at https://github.com/
ThibaultGROUEIX/AtlasNet
view reconstruction from natural images. We report results
with two variants of the model: DAREC-vox, which pre-
dicts voxel representations and DAREC-pc, which predicts
point cloud representations. We evaluate the models in two
important datasets: the recently released Pix3D [40] and
PASCAL 3D+ [52]. Then, we study how DAREC behaves
with respect to the different loss terms. Finally, we analyze
the learned representation and show qualitative results that
corroborates with the notion of domain confusion and shape
manifold.
4.1. Experimental Setup
Voxels and point clouds. In the first stage of training, we
learn shape priors by training a shape autoencoder for the
two 3D representations considered. In both cases, the au-
toencoder is trained to reconstruct the shape (voxels or point
clouds) from ShapeNet dataset [7] (we use the ShapeNet-
Core subset). This dataset contains over 50k object in-
stances of 55 categories. We use a voxel resolution of 323 (a
downsampled version of the voxels provided by the official
repository) and 2500 points in the point cloud representa-
tion.
The second training stage is responsible for inferring
shape representation from a single-view image. We train
two versions of our model: (i) DAREC-vox, which outputs
voxel representations and uses the voxel autoencoder and
(ii) DAREC-pc, which regresses point clouds and uses At-
lasNet for the point cloud shape autoencoder. In this step,
we make use of both natural and rendered 2D images. We
follow previous work and use the same rendered view pro-
vided by [8]. This allow a more fair comparison between
the proposed method and other approaches. Since we eval-
uate the model in natural images, we use all rendered data
for training.
Evaluation metrics. We evaluate the performance of our
method using two metrics: Intersection over Union (IoU)
and Chamfer Distance (CD). The metric IoU measures the
similarity between ground-truth and (discretized) recon-
struction voxels. This is the 3D extension of the common
metric (of same name) used in segmentation. The Chamfer
distance between two point clouds P1, P2 ⊂ R3 is defined
as:
CD(P1, P2) =
1
|P1|
∑
x∈P1
min
y∈P2
||x− y||2 + 1|P2|
∑
x∈P2
min
y∈P1
||x− y||2.
(4)
For each point in each set, CD finds the closest point (in
the other set) and average the distances. When dealing with
voxel occupancy, we first sample points in the the voxel iso-
surface before computing CD. It is shown by Sun, Wu et
al. [40] that CD better correlates with human perception.
For fair comparison, in the following sections we use the
same evaluation code provided by the authors of Pix3D2.
2http://pix3d.csail.mit.edu/
IoU CD
3D-R2N2[8] 0.136 0.239
3D-VAE-GAN [48] 0.171 0.182
PSGN∗ [13] - 0.199
MarrNet† [47] 0.231 0.144
DRC† [44] 0.265 0.160
AtlasNet [19] - 0.148
AtlasNet + g.t. mask∗ [19] - 0.126
ShapeHD† [49] 0.284 0.123
DAREC-vox 0.241 0.140
DAREC-pc - 0.112
Table 1: Single-view 3D reconstruction results on Pix3D.
We show results on both IoU and CD metrics. ∗ PSGN
require ground-truth mask as input. † MarrNet, DRC and
ShapeHD use 2.5D sketches to guide training. Our ap-
proach only considers (easily available) natural images dur-
ing training. We show competitive results in both metrics.
4.2. Comparison to Other Methods
Reconstruction on Pix3D. Pix3D is a large-scale bench-
mark of diverse image-shape pairs with pixel-level 2D-3D
alignment. A significant part of the dataset is chairs because
they are common and highly diverse. Following the previ-
ous works [40, 49], we evaluate our approach on the 2,894
untruncated and unoccluded ‘chair’ images.
During training, the reconstruction network has access
to synthetic ShapeNet renderings (and their corresponding
ground-truth, voxels or point clouds) and unlabeled natu-
ral images of ‘chair’ category (we use the natural images
of the PASCAL 3D+ r1.1, which contains also ImageNet
images). Figure 3 shows the qualitative results of voxel re-
constructions generated by our approach. As illustrated in
this figure, DAREC is able to reconstruct even in situations
of strong self-occlusion.
Table 1 compares the performance of our approach with
different methods on the Pix3D dataset. We show results on
both IoU (higher is better) and CD (lower is better) metrics.
Results from other models are taken from Wu, Zhang et
al. [49].
It is also important to mention that these methods use
different types of data during training. For instance,
PSGN [13] require ground-truth masks as input. Marr-
Net [47], DRC [44] and ShapeHD [49] use depth, surface
normals and silhouettes during training. DAREC achieves
competitive results using only RGB images as input and
with a much simpler architecture.
Reconstruction on Pascal 3D+. PASCAL 3D+ [52] pro-
vides annotations for (rough) 3D shape of different rigid
object instances from PASCAL VOC 2012 [12]. Each cate-
gory has a small set of about 10 CADs per category.
pix3D: 100, 103, 67, 66, 63, 50, 33, 24, 23
pred. g.t. pred. g.t.
vox_sz 64
vox_sz 32
pred. g.t. pred. g.t.
Figure 3: 3D reconstruction from single image on Pix3D
dataset. For each image, we show the predicted and the
ground-truth voxel representations. Our method is capable
of learning shape with very different appearances. We show
two different views for each 3D representation.
Similar to most of the recent works, we do not use any of
the PASCAL 3D+ training set. We use the CAD annotations
only for benchmarking purposes. As discussed in Tulsiani
et al. [44], using the small set of CADs for both training
and test would bias the model toward those samples and
therefore is not a recommended benchmark protocol.
We train our model in the categories that are present in
both Pascal3D+ and ShapeNet renderings provided by [8]:
‘aeroplane’,‘car’,‘chair’,‘table’ and ‘tv monitor’. During
training, our approach uses ShapeNet rendered images-
shape tuples and natural images (we use natural images
from ImageNet [10]). Figure 4 shows voxel reconstruction
results on different images (and their corresponding ground-
truths).
Table 2 shows the performance (in terms of CD) of dif-
ferent methods. Following previous work [44, 49], we show
chair car plane average
3D-R2N2[8] 0.238 0.305 0.305 0.284
DRC [44] 0.158 0.099 0.112 0.122
OGN [42] - 0.087 - -
ShapeHD [49] 0.137 0.129 0.094 0.119
DAREC-vox 0.135 0.101 0.108 0.115
DAREC-pc 0.140 0.100 0.112 0.117
Table 2: Single-view 3D reconstruction results on Pas-
cal3D+. We show results on CD metrics. DRC and
ShapeHD use depth/normals/silhouettes as extra informa-
tion during training. OGN considers a much stronger de-
coder and much higher voxel resolution. Our approach only
considers (easily available) natural images.
results in three categories. Our approach achieves compara-
ble state-of-the-art results with both 3D representations. As
before, our reconstruction network, contrary to other meth-
ods, does not make use of depths, surface normals, silhou-
ette nor it exploits any form of multiview consistency. In-
stead, we make use of unlabeled natural images, which are
very easy to obtain. We also note that OGN [42] uses a
much more complex decoder (based on octrees) and consid-
ers much higher resolution volumetric occupancy ground-
truths during training.
We note that the two novelties of our approach are com-
plementary to previous works and thus could potentially be
integrated with those methods for further performance gain.
4.3. Analyzing the Loss
Here, we perform an ablation study to see how our
method performs with respect to different loss terms. Ta-
ble 3 shows results of our method on Pix3D chair dataset
when considering: (i) only the reconstruction loss (Lrec),
(ii) the reconstruction and the shape prior losses (Lrec and
Lshape), (iii) the reconstruction and the image domain-
confusion losses (Lrec and Limg) and (iv) the full loss. In
all those cases, the models have same capacity at inference
time (all of them consists of same encoder/decoder archi-
tecture).
The first row (Lrec only) ignores the adversarial losses
and is trained only with synthetic images. Our method is
able to improve the performance by a large margin with
both 3D representations (e.g., from .220 to .140 with voxel
and .148 to .112 with point cloud).
We first observe that, for both datasets, each loss term
has a positive impact on the the final reconstruction re-
sult. The shape prior loss alone is not sufficient to sig-
nificantly improve the performance. However, the domain
confusion loss alone already provides a substantial boost in
performance. Finally, the model achieves its best perfor-
mance when combining both constraints at the same time.
Pix3D
Lrec Limg Lshape voxel point cloud
X .220 .148
X X .196 .140
X X .156 .129
X X X .140 .112
Table 3: The performance of our model, considering differ-
ent loss terms, measured with CD on Pix3D chair datasets.
We note the importance of each loss component on both
metrics, although the shape prior loss alone does not give
considerable improvement.
These results therefore confirm that each of the proposed
loss terms is critical in obtaining the final performance.
4.4. Analyzing the Learned Representations
Feature visualization. We use t-SNE [45] to visualize
feature representations from different domains and at dif-
ferent adaptation stages (we use the DAREC-vox model on
Pix3D). Figure 5(a-b) shows t-SNE features from synthetic
(blue) and real (red) images before and after adaptation, re-
spectively. Figure 5(c-d) shows embeddings (before and af-
ter training, respectively) of 2D rendered images (blue) and
points from the learned shape manifold, i.e., latent repre-
sentations from the shape autoencoder (yellow).
In both cases, we can see that features become much
more domain-invariant after training, as desired. During
our experiments, we indeed observed a strong correspon-
dence between reconstruction performance (on natural im-
ages) and the overlap between the different feature distribu-
tions.
Shape interpolation. In Figure 6, we show results of in-
terpolating between two natural images of different shapes.
We first transform each image into its latent representation.
Then, we walk through the shape manifold and reconstruct
the shape at different interpolated representations. We show
qualitatively that the learned shape manifold gives smooth
transition between the two object shapes.
Shape arithmetic. Another way to probe the learned rep-
resentations is to show arithmetic on the latent space. Pre-
vious work [8, 48, 55] showed they are able to learn a se-
mantic manifold of shapes in its latent space and arithmetic
is done in samples from this space. In Figure 7, we per-
form shape arithmetic on different natural images. We first
map them to the learned shape manifold (where arithmetical
operations are done), then we reconstruct its shape. We ob-
serve that the representation after the arithmetic operations
are still reasonable to reconstruct a realistic shape.
vox_sz 32
Figure 4: 3D reconstruction from single image on PASCAL 3D+. For each image, we show the predicted and ground-truth
(left) voxel representation (right). We show two different views for each 3D representation.
(a) (b)
(c) (d)
Figure 5: t-SNE visualization on Pix3D. (a-b) Rendered and
natural image embeddings before and after domain confu-
sion. (c-d) 2d rendered embedding and points from mani-
fold before and after training.
5. Conclusion
In this paper, we presented a framework for improved 3D
reconstruction from single-view natural image. Our method
leverages adversarial training and shape priors in two dif-
ferent ways. First it imposes learned features to be domain-
invariant to help with the problem of domain adaptation.
Second, we force the learned representations to lie in a rich
shape prior manifold, imposing the reconstructions to be re-
alistic. We show our method is able to improve the perfor-
mance when considering different 3D representations. By
using only RGB signal and with a much simpler network
architecture, our model achieves competitive performance
with the state of the art.
Figure 6: Shape interpolation from natural images.
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Figure 7: Shape arithmetic from natural images. The top
row show that ‘curviness’ vector can be added to other
chairs. The other rows show that ‘arm’ vector can be added
to other chairs.
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