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Abstract
The 1972 Mw 7.6 Sitka earthquake is the largest earthquake to have occurred along the
Alaska portion of the Queen Charlotte fault (QCF) in historic time. The QCF system forms the
plate boundary between the Pacific and North American plates within southeastern Alaska and has
accumulated enough slip since 1972 to produce a comparable sized event in the near future. Thus,
it is important to better understand the controls on the rupture process of the 1972 mainshock and
its aftershocks. Following the mainshock the U.S. Geological Survey installed a network of 11
portable seismographs that recorded over 200 aftershocks of the sequence. These locations were
never published and the digital phase data were misplaced; however, we were able to scan paperbased copies of the data, convert the data to digital form and successfully relocate 87 of the
aftershocks. The relocations show two clusters of aftershocks along the QCF, one to the north of
the main shock and the other one to the south. More aftershocks were located within the northern
cluster and some of the events appear to line up on structures at an angle to the QCF. These offfault lineations are similar to aftershock patterns observed in the 2013 Mw = 7.5 Craig, Alaska
earthquake. Recent and historical seismicity indicates that these clusters remain active through
time and that there is a small gap between 56.8° and 56.9° N. Gravity and magnetic anomalies
suggest that the structure of the Pacific plate plays an important role in the segmentation of the
QCF rupture zone.
I calculate stress drops for 26 events from three sequences of earthquakes in New Zealand:
Cook Strait, Lake Grassmere and Kaikoura and evaluate differences within the sequences and also
differences between them. The three sequences are in the over-riding plate of the subduction zone
in the northern South Island. I use an empirical Green’s function (EGF) approach, and require the
EGF earthquakes to be highly correlated to their respective main shocks. Since this approach also
requires that events used as EGF are close to the main shocks, a hierarchical clustering algorithm
was used to relocate all the earthquakes. I restrict my analysis to the better-constrained corner
frequency measurements. Relocations show that the Kaikoura earthquake activated structures that
vi

were not activated during the 2013 sequences. Other structures show activity during both
sequences. Most of the events are distributed along the previously unmapped transform fault.
There could be a stress drop variation with time, but more measurements are needed to support
this idea. Variation with other parameters like magnitude, latitude, depth or focal mechanism was
not found.
The Brady geothermal system is located 80 km northeast of Reno in the western part of the
Basin and Range Province in Nevada. It is one of the three independent geothermal systems of the
Hot Springs Mountains. The goal of this study was to use data from the PoroTomo project to
generate 2-D subsurface images of the Brady system to constrain the general structure and
composition of the area up to 200-300 m depth. First arrivals were manually picked for the sources
and stations along four different seismic lines: two of them subparallel and the other two
perpendicular to the strike of the main Brady fault. Ray coverage plots show the maximum area
that can be resolved for each seismic line. Checkerboard tests were used to determine the areas
with better resolution. They also indicate that the best spacing between the velocity nodes for this
geometry is 150 m horizontally and 30 m vertically. Starting from a 1-D velocity model, initial 2D velocity grids were generated to perform an inversion with the first arrival travel times. Parallel
lines included more data, so more lateral variations resulted from the inversion. Results broadly
agree with previous seismic studies in the Brady area. Evidence of thermal contraction of the rocks
in different parts of the Brady area had been observed in previous studies, but no correlation was
found between these rocks and the velocities estimated in this study.
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Chapter 1: Seismic analysis of the 30 July 1972 Sitka, Alaska earthquake
sequence
INTRODUCTION
A large (Mw 7.6) strike-slip earthquake occurred along the Queen Charlotte fault (QCF)
system on July 30, 1972 around 2145 UTC near the town of Sitka, Alaska (Figure 1.1). It was felt
over an area of about 130,000 km2 (Page and Gawthrop, 1973), causing moderate damage
including cracked walls and fallen objects. It is the third largest earthquake to have occurred along
the QCF in the last century. It ruptured ~180 km along part of the seismic gap, recognized by
Sykes (1971), located between the events of 1949 and 1958 (Figure 1.1). Considering that the
population of Sitka has almost tripled between 1970 and 2010 (State of Alaska, 2018) and that
urbanized areas have also increased in population in other parts of southeastern Alaska, damage
caused by anticipated future earthquakes along the QCF would be considerably higher than in
1972.
Because much of the QCF system is located offshore, it has been difficult to map the
geometry of the fault system, define the controls on its rupture segmentation, and determine how
plate motion is partitioned between strike-slip and reverse faulting. The objectives of this study
are: 1) examine patterns of seismicity along the QCF system following the 1972 mainshock, and
2) assess the relation of this seismicity to structural variations and possible segmentation along the
QCF.
Although several studies (e.g. Schell and Ruff, 1989; Doser and Lomas, 2000) have
focused on analysis of the 1972 mainshock, very little (Page and Gawthrop, 1973) has been
published on data collected during a temporary seismograph deployment by U.S. Geological
Survey personnel (Figure 1.1) that recorded aftershocks for ~2 months following the 1972
mainshock. By combining information from this 1972 aftershock survey and recent and historical
seismicity we hoped to determine if zones of fault complexity, similar to those observed in the
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2013 Craig earthquake (Holtkamp et al., 2015), are common along the QCF system and how they
may affect long-term fault behavior.
TECTONIC SETTING
The QCF system is located in southeastern Alaska and extends offshore from southern
Haida Gwaii Island (previously called Queen Charlotte Island) to the Icy Bay area. The QCF has
a constant strike of ~347° near Sitka. This mostly dextral strike-slip fault system forms part of the
plate boundary between the Pacific and North American plates. Because of these characteristics,
it is similar to the San Andreas fault in California, but these two faults are separated by a
convergent margin between the Juan de Fuca plate and North America.
Going northward, the QCF becomes an onshore fault, the Fairweather fault, at around 58°
N and its strike decreases and almost parallels the coast. The Fairweather fault is located at the
eastern margin of the Yakutat Block, which is subducting beneath the North American plate at a
similar velocity to the Pacific plate (Elliott et al., 2010). The southern boundary of this block is the
Transition Fault. It is still debated if this fault is active or not, the type of motion that might occur
on the fault (Christeson et al., 2010), and how its slip rate compares to the velocity of the Pacific
plate.
Using GPS measurements, Elliott et al. (2010) found relative velocities of 42.9 ± 0.9 mm/yr
for the Fairweather fault and 43.9 ± 0.6 mm/yr for the QCF, concluding that most of the relative
motion between the Pacific plate and North America occurs along the Queen CharlotteFairweather system. Another relevant result of this study is that along the Fairweather fault the
motion is nearly pure translation while the QCF displays varying degrees of transpression. With
the relatively high velocity between Pacific and North America plates, the QCF has produced
several large earthquakes (M > 7.0) in the last hundred years.
The 1927 (MS 7.1) earthquake, ~100 km to the north of the Sitka earthquake, is the first
large earthquake that was instrumentally recorded in this region. It had a strike-slip focal
mechanism, similar to the 1958 event (Stauder, 1959) and its rupture area was probably between
2

the 1958 and the 1972 ruptures (Doser and Rodriguez, 2011). Doser and Lomas (2000) used the
rupture duration to estimate a bilateral rupture length of ~35 km.
The largest historic earthquake along the QCF was the 1949 Queen Charlotte earthquake
(Mw = 8.1). It caused damage as far south as Seattle. It is believed to have involved pure strikeslip motion, but details of its rupture process are not well known. Using aftershock locations
Bostwick (1979) calculated a rupture length of 495 km that extends from northern Haida Gwaii
Island to the southern end of the 1972 rupture zone; however, it is not clear if these two areas
overlap.
The next large earthquake along the QCF system occurred in 1958 along the Fairweather
fault and was located ~200 km to the NNW of the Sitka event. It was previously thought to have
ruptured between 200 km (Brune, 1961) and 350 km (Ben-Menahem and Toksoz, 1963), but in a
more recent study, Doser (2010) estimated a length of 260-370 km using the distribution of
relocated aftershocks. This event ruptured unilaterally from the mainshock epicenter northwards.
Rupture to the south may have been impeded by the 1927 rupture zone (Figure 1.1).
Only a few studies have focused on the 1972 earthquake sequence. Schell and Ruff (1989)
determined the source characteristics of the mainshock and its rupture process using accelerograms
of the mainshock and teleseismic data. They calculated a moment magnitude of 7.6, depth extent
of 0-10 km, average slip of 6 m and an average stress drop of 100 bars. Doser and Lomas (2000)
used data from the 1972 event in a broader study to determine how motion transitions from strikeslip to oblique subduction in southeastern Alaska. Based on a focal mechanism of a larger
aftershock (4 August 1972, Mw = 5.8; strike = 167±13, dip = 78±8, rake = 178±8) they suggested
that a small change in fault orientation may occur at the southern end of the 1972 mainshock
rupture zone. In a later study, Doser and Rodriguez (2011) relocated 16 historical events within
the rupture zone of the 1972 earthquake. They noted a lack of recent seismicity within the rupture
zone that could be real or could be caused by poor station coverage.
One year after the 1972 mainshock, in August 1973, a series of earthquakes occurred in
the Cross-Sound region near the Transition fault zone between the Yakutat block and the Pacific
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plate. The largest event of this series had a moment magnitude of 6.4 and several following smaller
events (magnitude 5.8 to 6.2) showed northwestward migration of rupture along low angle thrust
faults (Doser et al., 1997; Doser and Lomas, 2000).
The last large event to occur in this region was the Mw 7.5 Craig earthquake on 5 January
2013. Holtkamp et al. (2015) relocated the aftershocks and results revealed that a complex fault
network was activated in response to the mainshock. The distribution of the aftershocks also shows
that rupture along the QCF terminated near the southern limit of the 1972 rupture (Figure 1.1).
Nearly two months before this event, near the west coast of the Haida Gwaii island, a Mw 7.8
thrust earthquake occurred. It generated a tsunami that affected at least 170 km of the coast line
with maximum run-ups of over 7m (Leonard and Bednarski, 2014).
DATA AND METHODS
A few days after the 1972 Sitka mainshock, the U.S. Geological Survey deployed a
temporary seismic network of 11 onshore stations in the region. Over 250 events were located
during its nearly two months of operation. Phase data for the aftershocks were handpicked from
paper seismograms, entered into digital form and used to determine locations with results of this
analysis presented by Page and Gawthrop (1973). The original digital phase data were then
misplaced and further analysis remained unpublished. In 2015 we were provided with paper copies
of the original computer printouts of the phase data (W. Ellsworth, written communication, 2015)
that we then had to convert to digital form. To accomplish this, we pre-processed in the following
way: paper copies were scanned and saved as images, were converted to text files using optical
character recognition software, were manually corrected for any errors and then re-formatted for
relocation algorithms with the help of a MATLAB script.
The data were then used to relocate the earthquakes using a double difference algorithm
(HYPODD, Waldhauser and Ellsworth, 2000) with the parameters and relocations given in
Appendix A. Since we did not have access to the waveforms, we only used P and S arrival times.
To obtain more reliable relocations, only phases with an initial residual smaller than 0.5 s were
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used. We used the 1-D velocity model of Matumoto and Page (1969) (Table 1.1), the standard
model used by the Alaska Earthquake Center for southeastern Alaska, in our relocation process.
Due to the reduced number of stations, the geometry of the stations array with respect to the
aftershocks and the fact that we only have the tabulated first motion information, we were not able
to determine focal mechanisms or reliable focal depths.
RESULTS
Figure 1.2 shows the events before and after the relocation process. From the dataset of
over 285 earthquakes, only 87 were successfully relocated (see Appendix A). This is mainly
because many phase residuals were higher than 0.5 s and they were not used in the relocation
process.
Before interpreting our relocations, we performed a number of tests to estimate our location
errors. We did this by perturbing the top four layers of the 1D velocity model by ±0.1 km/s and
then comparing the relocations derived from these eight perturbed models to the relocations from
the original model. Figure 1.3 shows the differences (residuals) between the locations obtained
from the perturbed velocity models and the original model in terms of latitude and longitude. For
latitude, 98% of the epicenters fall within 5 km (~0.05°); and for longitude, 94% fall within 5 km
(0.08°).
Before relocation, the events were mostly distributed in two regions and the remainder
were scattered across the area. The first group of events is located to the north of the mainshock
epicenter and east of the QCF near the intersection of the QCF with the Transition fault. The
second group was distributed along the QCF south of the mainshock epicenter.
After the relocation process, the general patterns of epicenters remain (Figure 1.2). The
group of events north of the mainshock epicenter still appear to be primarily located east of the
QCF and appear to form several linear bands that have a strike similar to the Transition fault.
Aftershocks extend ~85 km north of the mainshock epicenter, but there appears to be a 10-20 km
gap in seismicity just northwest of the mainshock. The group of events south of the mainshock
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epicenter continues to extend along the QCF for about 75 km. The total length of the aftershock
zone is ~160 km; this is smaller compared to the mainshock rupture length as estimated by Schell
and Ruff (1989). It is possible that aftershocks continued to the south but were not detected by
enough stations to be adequately located. Note that the mainshock epicenter also is located near
the midpoint of the aftershock zone, consistent with bilateral rupture.
Figure 1.4 shows the change in aftershock latitudes over time. Unfortunately, we do not
have information for the first ten days following the mainshock prior to installation of the
temporary network. After the first ten days of network operation, few aftershocks were recorded
south of 57 °N.
From the 87 relocated events, 78 included an estimation of the magnitude. These
magnitudes were calculated by Page and Gawthop (1973) using the magnitude-coda length
relationship from Lee et al. (1972). Magnitudes range from 0.5 to 2.7 (Figure 1.5c). The magnitude
of completeness (Mc=1.6) was calculated using the maximum curvature method included in the
seismic catalog analysis tools from ZMAP (Wiemer, 2001). A b-value of 1.16 ± 0.13 was also
calculated for the relocations. Figure 1.5b illustrates how the number of events decreased with
time, as is expected, over the first 10 days of network operation. After 10 days, the number of
relocated events remained almost constant.
DISCUSSION
As in our results, Holtkamp and Rupert (2015) observed off-fault earthquake trends for the
2013 Craig aftershocks, these trends included thrust events, which are not very common along this
part of the QCF. Unfortunately, we do not have enough first motion data or any waveform
information that would be required to compute reliable focal mechanisms. This prevents us from
determining if some of the north off-fault aftershocks could have involved reverse or thrust
faulting. It is important to note that events occurring in 1973 about 50 km to the northwest along
the Transition fault (Figure 1.1) did involve thrust faulting (Doser et al., 1997).
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The lack of aftershocks south of 57 °N after a few days appears to be related to the
magnitude of the events (Figure 1.5d). Events with M < 1.5 were not relocated after August 20.
One possibility is that weather conditions got worse, increasing noise levels and preventing phase
arrivals of being easily detected. This could also mean that, after August 20, most of the seismicity
that occurred south of 57 °N had a M < 1.5.
Background seismicity near the QCF after the 1972 Sitka sequence (green circles) is similar
to the pattern of aftershocks in 1972 (squares) (Figure 1.6). Background seismicity continues to
occur in the vicinity of two aftershock clusters, one north of 57°N latitude and the other near the
mainshock epicenter. Also, there continues to be a gap of 25 km between the mainshock and the
northern cluster of seismicity. Although some of the 1972 aftershocks occurred south of the
mainshock cluster, there has been little background seismicity in this region (about 75 km long).
These gaps in seismicity suggest there may be two persistent locked zones along the fault.
Background seismicity also indicates the portion of the QCF between the 1972 and 1958 rupture
zones has remained active, unlike segments to the south.
Although poorly located, the distribution of events (blue circles) that occurred before the
1972 Sitka mainshock, shows only events of magnitude <5 located near (<25 km) the 1972 rupture
zone. If this low level of seismicity is real, it would be natural to think that stress kept building up
until the 1972 Sitka earthquake. However, near the southern end of the rupture zone, there are
three events with magnitude greater than 5. They could be related to the physical barrier that
existed between the 1972 and the 2013 rupture zones. Aftershocks of the 2013 Craig earthquake
(yellow circles) extend to the southern edge of the 1972 aftershocks, suggesting that rupture in the
Craig earthquake did not extend into the 1972 rupture zone.
The aftershocks of the 2013 Craig earthquake occurred for a longer time at ~10-25 km to
the north of the mainshock. Finite-fault models from Aderhold and Abercrombie (2015) show that
higher slip values occurred within 20 km to the south. In their most constrained model, there is an
area of low slip that extends ~20 km to the north that overlaps the region where aftershocks lasted
longer. Aftershocks of the 1972 earthquake occurred for a longer time in the group located to the
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north of the mainshock (Figure 1.4). Comparing fault displacement estimated for the mainshock
in Schell and Ruff (1989) and the aftershocks distribution over time, it seems that lower slip areas
for the mainshock might be correlated with the regions affected by aftershocks for a longer time,
as in the 2013 Craig sequence.
We examined other regional geophysical data in an attempt to determine if the gaps and
clusters of seismicity observed in 1972 could be related to structural changes along the QCF.
Figure 1.7 shows a free-air gravity residual anomaly map (Sandwell and Smith, 2009) that was
high passed filtered with a pass band starting at wavelengths of 120 km. The resulting map shows
that the QCF is associated with high gravity anomaly values (red, pink) but these highs are
segmented.
The 2013 Craig aftershock sequence (x symbol) appears to span an anomaly high extending
from 55.1°N to 56.1°N. This high is paired with an anomaly low to the west of the QCF that is
deeper than lows observed to the north. The clear termination of the anomaly high at 56.1°N
suggests that there is an underlying structure that serves as a major barrier to fault rupture both in
1972 and 2013 (see Figure 1.1). It is possible that even the 1949 rupture terminated within this
zone. The spatial distribution of the aftershocks of the 2013 Craig earthquake seem to be correlated
with the shape of the high gravity anomaly that covers the aftershock area, although the small
cluster located to the west of the QFC falls on a negative gravity anomaly. Holtkamp et al. (2015)
indicate thrust mechanisms were associated with the small cluster on the negative gravity anomaly,
which is different from most other events with strike-slip mechanisms that fall within the high
gravity anomaly. The negative gravity anomaly is part of the area of crustal flexure and thicker
sediment deposits as determined by Walton et al. (2015). These differences between the small
cluster and the main cluster of events suggest that the small cluster to the west of the QCF
accommodates a small amount of contraction along the fault zone.
Aftershocks of the 1972 event extend along a gravity anomaly high from 56.1°N to 57.4°N.
Note that there is a change in the strike of the anomaly around 56.7°N that corresponds to the
location of the 1972 mainshock. The northern aftershock cluster is less well correlated to observed
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changes in the free-air anomalies, although the anomaly high appears to narrow in the vicinity of
the aftershock cluster as well as change strike by about 17 degrees. The anomaly high between
57.4°N and 57.8°N (45 km long), has a similar width and strike. This may represent the rupture
zone for the 1927 event (see Figure 1.1).
Figure 1.8 shows an overlay of a map of reduced to the pole magnetic data on the free-air
gravity anomaly map. The magnetic data were provided by R. Saltus from NOAA (personal
communication, 2017). The magnetic data indicate changes in the strike of offshore features
within the Pacific plate can be extended to the east and correlated with changes in the character of
the free-air anomaly highs (lines, Figure 1.9). This suggests the structure and age of the Pacific
plate plays a role in the segmentation of the QCF and the persistence of these features over time.
Changes in the Pacific plate influencing the QCF were also discussed in Aderhold and
Abercrombie (2015). They interpreted changes in the depth distribution of the 2013 Craig
aftershocks to be related with the change in the age of the oceanic floor in the Pacific plate.
Combining the observations from different geophysical datasets (seismic reflection, sonar,
magnetic and gravity), Walton et al. (2015) noted the existence of the fault rupture boundary at
56° N and proposed that it was related to the intersection of the Aja fracture zone with the QCF,
which also marks an abrupt ∼3 My change of crustal age. It is important to note that even though
gravity data were processed by Walton et al. (2015) in a different way, our results are similar.
In general, our observations of the distribution of 1972 aftershocks and background
seismicity, the magnetic anomaly data and the residual free-air anomaly data also indicate the
existence of such boundary, strengthening the idea that the fracture zone serves as a major segment
boundary along the QCF where the southern fault rupture in 1972, northern fault rupture in 2013
and possibly northern fault rupture in 1949 terminated.
The northernmost aftershocks of the 1972 Sitka sequence end near 57.4° N. This is very
close to the intersection of the Transition fault with the QCF. One possible reason for this northern
end to rupture is the combination of an abrupt change in crustal thickness, 32 km for the Yakutat
plate and 11.5 km for the Pacific plate (Christeson et al., 2010), and a considerable difference in
9

the plate ages: ~50 Ma for the Yakutat plate (Davis and Plafker, 1986) and less than ~25 Ma for
the Pacific Plate (Atwater, 1989). Figure 1.9 shows the alignment between magnetic features
observed on the Pacific plate with the gravity highs along the QCF. This helps to emphasize how
long wavelength structural changes within the Pacific plate may have influenced the segmentation
of the QCF.
CONCLUSIONS
We digitized old paper copies of phase arrival times for aftershocks of the 30 July 1972
Mw 7.6 Sitka earthquake in Alaska to successfully relocate 87 aftershocks from the original dataset
using only P and S arrival times and a double-difference algorithm. Relocated aftershocks
concentrate in two clusters, one to the south and one to the north of the mainshock. The aftershock
distribution suggests a rupture length of ~160 km. Clusters and gaps in the 1972 aftershock
sequence seem to be consistent features through time as indicated by the locations of historical
(pre-1972) and more recent background seismicity. Gravity and magnetic anomalies show
evidence of fault segmentation at 56.1° N related to the Aja fracture zone, as has been previously
suggested. These data suggest changes in the strike along the QCF at 56.7° N and 57.0° N may
also be related to structural variations in the Pacific plate. It is possible that these segment
boundaries limit the size of the events along the northern QCF in the future. If events with similar
size as the 1972 Sitka earthquake are expected to happen again, enough strain across the fault
might have been built to produce a new large earthquake fairly soon.
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TABLES
Table 1.1: Velocity model for southern Alaska
Depth

P-wave velocity

(km)

(km/s)

0-4

5.3

4-10

5.6

10-15

6.2

15-20

6.9

20-25

7.4

25-33

7.7

33-47

7.9

47-65

8.1

Below 65

8.3
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FIGURES

Figure 1.1: Study area. Important earthquakes in the region are represented with a star. The inset
map shows the location of the temporary stations that recorded aftershocks in 1972.
QCF is the Queen Charlotte fault, FF is the Fairweather fault, TF is the transition
fault. Areas outlined by dashed lines represent rupture areas for the 1927 (from
Doser and Rodriguez, 2011)), 2012, 2013 (from aftershocks in Figure 1.1 in
Holtkamp et al. 2015), 1949, 1972 and 1958 events (from Plafker et al., 1993).
Small black triangle near Sitka is Mt. Edgecumbe.
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Figure 1.2: 1972 Sitka earthquake aftershocks (a) before and (b) after relocation. Black circles
represent the events that were not relocated. Green circles indicate the aftershocks.
Yellow triangles indicate seismograph stations. Red star is 1972 mainshock.
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Figure 1.3: Relocation errors. Residual histograms for (a) latitude and (b) longitude.

Figure 1.4: Change in locations over time. The red star represents the mainshock and the blue
circles represent the aftershocks. Note that it took about 10 days after the
mainshock for the temporary network to be installed and aftershocks to be detected.
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Figure 1.5. 1972 Aftershocks statistics. a) Cumulative number of events versus magnitude. b)
Change in the number of events with time. c) Histogram of the magnitude
distribution. d) Distribution of magnitude with time. Symbol size changes with
magnitude.
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Figure 1.6: Comparison of the relocations with background seismicity. The red star represents
the mainshock, black squares the relocated 1972 aftershocks, green circles the
background seismicity from November 1972 to December 2015 (it does not include
the events of the 1972 sequence) and yellow circles are events that occurred during
three months after the Craig earthquake. Seismicity was obtained from the Alaska
Earthquake Center database (see References). Blue circles are relocations for events
prior to 1972 (Doser and Rodriguez, 2011). Focal mechanism is for August 4, 1972
aftershock from Doser and Lomas (2000).
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Figure 1.7: Residual Free-air gravity anomaly. Symbols indicate different groups of seismicity as
noted in the legend and black lines indicate known fault traces.
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Figure 1.8: Magnetic anomaly. Gravity anomaly map from Figure 1.6 is also shown behind the
magnetic anomalies to better observe correlations.
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Figure 1.9: Magnetic anomalies and highlighted gravity anomalies. Discontinuities in the
magnetic anomalies are represented with dashed lines.
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Chapter 2: Stress drops of aftershocks in Cook Strait, New Zealand following
the 2013 Cook Strait and Lake Grassmere and 2016 Kaikoura earthquakes
INTRODUCTION
In 2013, two strong earthquakes occurred at the northern end of the South Island in New
Zealand, near its capital, Wellington. The sequence began with a series of foreshocks that led to a
Mw 6.6 earthquake on 21 July within Cook Inlet. Less than a month later, on 16 August, a second
Mw 6.6 event occurred ~ 30 km to the southwest near Lake Grassmere on the northernmost South
Island (Holden et al., 2013). Besides having the same magnitudes, both show a similar strike-slip
focal mechanism with right lateral rupture and they also have similar shallow depths according to
the Global Centroid Moment Tensor Catalog (Dziewonski et al., 1981; Ekstrom et al., 2012). Using
geodetic data, Hamling et al. (2014) concluded that both events occurred along the same unmapped
fault (Figure 2.1). Furthermore, through analyzing stress transfer, they suggest that the two
earthquakes were triggered by the largest foreshocks (Mw 5.7 and 5.8) occurring on 18 and 19
July.
About three years later, on 13 November 2016, a Mw 7.8 earthquake (Figure 2.1) occurred
near the city of Kaikoura on the South Island. Its complex rupture process is still under study, but
Hamling et al. (2017) estimated that it extended more than 170 km to the NE, activating a variety
of faults, some of them unmapped, reaching the area of the 2013 earthquakes. Surprisingly, due to
the complexity of the rupture process, the spatial distribution of the aftershocks show that they are
clustered with higher density around the area of the 2013 events than the area around the Kaikoura
mainshock (Figures 2.2 and 2.3). Although the Kaikoura mainshock occurred in the overriding
plate of the subduction zone, results from Holden et al. (2017) and Cesca et al. (2017) suggest that
the plate interface was not necessarily involved in the rupture process.
When an earthquake occurs, the stress that has been accumulating near the fault is released
and the difference between the stress before and after the earthquake is called stress drop. In
seismology, stress drop is part of what are considered the earthquake’s source parameters.
Earthquake source parameters have been widely studied since the 1970s, with influential work
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such as Kanamori and Anderson (1975) establishing relationships between magnitude, fault
dimension, stress drop and seismic moment. After four decades of developing a more detailed
knowledge of source parameters, some new approaches have focused on using a large earthquake
dataset recorded at the same group of stations to increase stability of source parameter estimates,
obtain more reliable source parameters and refine source scaling models.
Oth and Kaiser (2013) studied the stress drop of 205 aftershocks of the 2010-2011
Canterbury (New Zealand) sequence. They used a spectral inversion technique that allows for a
separation of source, path and site contributions within the recorded ground motion spectra, and
focused on the source term. For this intraplate sequence, their results show a higher median stress
drop compared to other more seismically active regions like Japan. They also found that higher
stress drop events seem to occur at the edges of major fault planes. Allman and Shearer (2009)
calculated stress drops for globally distributed events, finding variations with focal mechanisms,
tectonic regime and plate setting (i.e., intraplate or interplate). In a recent series of papers about
the 2011 Yamagata-Fukushima earthquake swarm, Yoshida et al. (2016) and Yoshida and
Hasegawa (2018) were able to find evidence of a temporal variation of stress drop caused by
changes in pore pressure due to fluid migration. The investigation of the Cook Strait and Lake
Grassmere (CSLG) sequences could provide more information to test findings like these in a
slightly different tectonic setting.
Walter et al. (2017) developed a new methodology for determining earthquake stress
parameters via coda envelope-based spectral ratio asymptotic levels. This method avoids the need
to assume a particular spectral model and calculate stress drop from corner frequency measures,
which could help reduce uncertainties. Even though it eliminates some sources of error, the method
could have its own problems, such as how well the asymptotic levels fit the spectral ratios. It is
not clear if the real asymptotic levels are observed, and it does not account for the limitations in
the frequency range of the data.
On the other hand, Abercrombie (2013; 2014; 2015) analyzed smaller numbers of wellrecorded events to investigate the resolution and uncertainties of the stress drop measurements. In
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Abercrombie (2013) she calculated the corner frequencies and stress drops of the seven largest
earthquakes in the 2008 Wells, Nevada, sequence using both coda and direct waves. She used
different methods to investigate whether differences and uncertainties in the analyses could affect
the calculated source parameters. She found that differences between methods of obtaining source
parameters are larger than the published uncertainties, and that corner frequencies determined for
an earthquake that is the smaller in a spectral ratio are systematically lower (and typically less well
constrained) than when the same earthquake is the larger event in the ratio. In Abercrombie (2014)
she calculated corner frequencies and stress drops for 25 earthquakes in three repeating sequences
targeted by the San Andreas Fault Observatory at Depth, using borehole data and highly correlated
empirical Greens functions (EGFs). Results show that for earthquakes that are well recorded with
a simple source, stress drops can be computed more reliably, to the point that temporal variations
were resolved and consistent in independent studies. Part of the data used in this 2014 study and
the EGF approach was used again in Abercrombie (2015) with the inclusion of more data.
However, this time the objective was to investigate the uncertainties inherent in EGF analysis and
how the resolution of earthquake stress drops might be improved. Abercrombie concluded that a
good EGF must be located within approximately one source dimension of the large earthquake,
with a cross correlation of ~0.9 or more at frequencies up to the expected corner frequency of the
large earthquake; the highest resolvable corner frequency depends on the high-frequency limit of
the recording bandwidth and that uncertainties decrease as more recordings are included in the
estimate.
After these studies, Abercrombie et al. (2017) implemented an improved workflow to
analyze a larger dataset. They calculated stress drops for 176 earthquakes from four sequences
located in different tectonic settings in New Zealand. One of the sequences is the one studied here:
the 2013 Cook Strait sequence. Their results show that there is no clear systematic difference in
the analyzed clusters with tectonic setting; no dependence of the stress drop values on depth, time,
or magnitude is observed after taking the frequency bandwidth limitations into consideration. They

22

suggest that small-scale heterogeneity must therefore exert a more primary influence on
earthquake stress drop than these larger scale factors.
Since the goal of Abercrombie et al. (2017) was to determine if stress drop differences were
observed in different tectonic settings, they did not conduct a detailed study of the Cook Strait and
Lake Grassmere sequences. After analyzing 98 events from these sequences, their results could
not confirm any dependence of the stress drop with any other parameters like time, depth or
magnitude due to large variability of stress drops within the sequence. The study only included
earthquakes of these sequences that occurred over a short time period, thus limiting an evaluation
of stress drop change over time. Now, with a larger dataset, this project tries to determine if such
a relationship exists. Figures 2.2 and 2.3 show the levels of seismicity in the study area and how
this level drastically increased when the three earthquake sequences started. The Cook Strait is a
good area to study temporal variations of stress drop not only because of the levels of seismicity,
but also because of the magnitude range of the events, which offers the opportunity to have a
considerable amount of main events and each main event has many potential EGFs.
It is important to understand whether a long-term change in the fault zone induced by a
large event can have an effect on source parameters of smaller events within the affected zone.
And, if it does have an effect, can we use these source parameter variations to infer changes in the
physical properties of the fault zone (Allman and Shearer, 2007)? Ruhl et al. (2017) used the EGF
approach to investigate these problems. They found seismicity and stress drop variations in
foreshocks and aftershocks of the 2008 Mogul, Nevada, Mw 4.9 mainshock. Differences in the
rheology along the fault plane is given as a possible explanation.
Discovering any temporal and spatial variation of earthquake stress drop in a region is not
only important for a better understanding of the physics behind the earthquake rupture process, but
also for having more precise predictions of high frequency ground motion and seismic hazard
(Abercrombie et al. 2017). For example, the high ground accelerations and damage in the 2010
Christchurch earthquakes have been associated with higher stress drops than included in the New
Zealand hazard model (Fry and Gerstenberger 2011).
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Precise information about earthquake locations is very important in the EGF approach to
compute source parameters. Since the EGF approach assumes that the EGF is located very close
to the main event (within one source dimension ideally) (Abercrombie, 2015) it is important to
have high-quality locations for all main events and EGF. GeoNet has the locations for thousands
of earthquakes; most of the locations are obtained using automatic phase picking and the rest use
manually picked phases. Location errors associated with automatic phase picking are usually high;
certainly higher than the maximum that is expected for use in the proposed study. Also, when
reviewing the waveforms, it appeared that even the manually picked phases for some of the events
had errors. Errors in phase picking lead to errors in location and thus relocation algorithms are
usually necessary to improve the selection of EGFs.
Relocation also helps to assess the following issues related to the aftershocks distribution:
Are the same faults active in the Kaikoura aftershock sequence as before the sequence? If they are,
then is seismicity in the same places on the faults? Are there any repeating earthquakes or are new
structures activated? If new faults are activated after the Kaikoura event, is there any increase in
seismicity on the original faults of the Cook Strait sequences? How do the various sequences
propagate? What can the changing pattern of earthquake locations tell about the changing stresses?
Some of these behaviors during earthquake sequences have been addressed in studies by Bannister
and Gledhill (2012) in New Zealand (South Island) and Chiaraluce et al. (2017) in central Italy.
The area where the Cook Strait and Lake Grassmere (CSLG) events occurred is relatively
small, and they occurred along the same dextral strike-slip fault (Hamling et al. 2014). A subset of
the aftershocks of the Kaikoura earthquake occurred near the Needles fault, which is located to the
southwest of the fault that caused the CSLG sequence; and along the smaller London Hills fault
that practically crosses Lake Grassmere.
DATA
From the cluster of events in the Cook Strait region, a smaller area with higher event
density was chosen (Figure 2.1) since having events located close to each other is important for
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the EGF analysis. Seismograms of 785 earthquakes were downloaded from the New Zealand
National Seismograph Network (Figure 2.1) GeoNet website. The network consists of broadband,
three-component instruments recorded at 100 samples per second. Only data from the eight closest
broadband stations to the study area were acquired. Although there are other regional networks
with short period instruments, they were not used to preserve the simplicity of the dataset and
avoid the possibility of obtaining a systematic error using two different types of instrumental data.
Main event magnitudes ranged between 4.0 and 5.0 and empirical Green’s functions’ (EGF)
magnitudes ranged between 1.5 and 4.0. There were 73 main events and 712 possible EGF.
RELOCATION
Method
Seismograms were processed using the Seismic Analysis Code (SAC) (Goldstein et al.,
2003; Goldstein and Snoke, 2005). The trend and mean were removed and a bandpass filter from
1 to 8 Hz was applied to remove noise. This filter was used only for the phase picking process.
This helped remove the effects of ocean related microseisms which are considerable in New
Zealand. Then, P- and S- waves were manually picked from all three components if possible.
The newest complete relocation package available is GrowClust, a hierarchical clustering
algorithm, that has provided very good results and it could be even better than the widely used
HypoDD (see Trugman and Shearer, 2017). It requires both differential travel times and crosscorrelation values, obtained through waveform cross-correlation of sets of earthquake event pairs
observed at common stations. The differential times are used to relocate the events, and the crosscorrelation values are used to weight the data by quality and group events by waveform similarity
(Trugman and Shearer, 2017). Unfortunately, the process to obtain differential travel times and
cross correlation values is not done within GrowClust, so a separate code needs to be used. I
developed two Matlab scripts to extract arrival times from the SAC files and use the waveforms
to calculate the cross-correlation coefficients (Figure 2.4). Only events within 5 km of each other
were cross correlated. The time window for the cross-correlation is 0.5 s before the arrival and 1 s
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after. Time window lengths vary across different studies (e.g. Shearer, 1997; Du et al. 2004;
Hauksson et al., 2012) but the ones that are used here seemed to be the best for this particular
dataset. With the output data from cross correlation, the GrowClust algorithm can be used to
relocate the events. The algorithm is described in Trugman and Shearer (2017) but a simplified
version is presented here:
1.

The N events are each assigned to a distinct starting cluster number. Many of these

clusters will later be merged as part of the relocation process, but in the beginning every event is
a cluster.
2.

For each event pair i,j compute a similarity coefficient Zij that serves as a metric to

measure the data quality and waveform similarity of each distinct event pair.
3.

Sort the event pairs i, j by the similarity coefficient Zij and process each event pair

in turn, starting with the most similar. Depending on the case, the events are merged into a new
cluster (now with two events), and both are relocated with respect to the new cluster centroid, the
algorithm decides whether to merge the clusters and relocate all events within both clusters with
respect to one another or the algorithm skips the relocation of event pair.
4.

The algorithm continues processing clusters in this way until no more of them can

be merged and relocated given the algorithm control parameters.
One of the main differences between HypoDD and GrowClust is the estimation of
uncertainties. If the number of earthquakes is too large, HypoDD cannot estimate accurate location
errors, while GrowClust does not have this problem. To calculate uncertainties, GrowClust uses a
modified bootstrap approach based on statistical resampling theory (Trugman and Shearer, 2017).
Results
Results from cross correlation are summarized in Figure 2.5. Correlation coefficients and
differential travel times show a similar distribution for both P- and S- waves. The availability of
P- wave arrivals is higher than for S-waves. The distribution of S-wave correlation coefficients
appears slightly more compact and it has a smaller number of low value coefficients (<0.3), but
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there are considerably more high value coefficients (>0.8) for P-waves. This is expected
considering that the noise levels for P-waves are lower most of the time. The distribution for
differential travel times is also is also similar, but the S-wave histogram is slightly more
symmetrical. The main difference is that all differential travel times for the P-waves are within 1
s, while for S-waves, some differential travel times range between 1.0 and 1.5 s.
Phase arrivals and results from the cross-correlation were reformatted to be used in
GrowClust. Errors for the relocations were calculated using the built-in method in GrowClust
which is based on a bootstrap approach. Figure 2.6 shows histograms of the location errors after
the relocation process. In general, the three distributions are skewed to the left, but this is more
notable for the vertical error. Location errors are higher than the ones obtained in Trugman and
Shearer (2017) and other studies (e.g Hatch et al., 2018; Trugman et al., 2018), which report errors
lower than 300 m. This could be due to a combination of the following situations: the study area
was considerably smaller, they used more events, or they used more stations.
In general, events that were scattered around the denser area were clustered making them
closer to each other (Figure 2.7). As expected, the aftershocks of the Cook Strait and Lake
Grassmere (CSLG) earthquakes (blue and yellow circles Figure 2.8) locate to the northwest while
aftershocks of the Kaikoura earthquake (red circles) concentrate in the south and southwest. CSLG
aftershocks tend to be aligned with the previously unmapped fault suggested by Hamlin et al.
(2014), but they concentrate in different groups along the fault and another large group to the
southwest, ~5 km off the fault. Smaller earthquake lineations appeared across the area. Many of
them strike at angle to the main previously unmapped strike-slip fault (Figure 2.8). In Hamling et
al. (2014) mapped structures on the seafloor are shown near the main previously unmapped fault,
with some of them having a similar length and orientation to the smaller seismicity lineations that
are seen in Figure 2.8 (dashed ellipses). No details are given about these structures, but there is a
possibility that they are also present between the main previously unmapped fault and the Needles
fault and that they were activated during the three sequences between 2013 and 2016. Focal
mechanisms for earthquakes above 20 km in Reyners et al., (1997) do not show evidence of the
27

activation of NW-SE striking faults in the Cook Strait region. However, focal mechanisms in
Figure A2.12 and trends in Figures A2.5-A2.11 show that faults with that orientation might exist.
Events that occurred between the 2013 and 2016 sequences when the seismicity levels were
lower are scattered throughout the area, although some of them tend to be aligned with the
previously unmapped fault. Near -41.7° latitude, a few events that occurred after the Kaikoura
mainshock seem to be distributed along an east-west trend that extends from 174.3° to 174.4° E
longitude crossing the Needles fault (Figure 2.8). Faults with a comparable orientation located at
a very similar latitude are also shown in Hamling et al. (2014), nearly intersecting with the Needles
fault from the east. These faults were probably activated only during the Kaikoura sequence, since
it affected the area near the Needles fault more than other areas in the Cook Strait (Hamling et al.,
2017).
Cross sectional views are presented in Figure 2.9. Most of the seismicity is concentrated
above ~16 km. Kaikoura aftershocks are concentrated in the more southern latitudes. On cross
sections A and B, there are two trends of earthquakes separated by about 5km at 4 km depth that
continue to 16 or 18 km. The vertical trend near 15 km horizontally is probably caused by an
unknown structure. Cross sections A, B and C show a trend of seismicity that is dipping at 7075°. Hamling et al. (2014) estimated a dip of 75° for the main previously unmapped fault using
fault modelling and geodetic data. They also estimated depth extents of the ruptures for the CS and
LG mainshocks ranging between 7 and 24 km for CS and between 3 and 15 for LG. My relocations
agree better with the depth estimation for the LG earthquake. Because of the similarity between
the two angles and depth extents, these trends are most likely related to aftershocks along the main
previously unmapped fault. A dip of 70° northwestward was estimated by Litchfield et al., (2018)
for the Needles fault. Since there are only a few aftershocks near this fault, I did not see any trend.
Cross sections D and E show events projected to lines parallel to the previously unmapped fault.
The Kaikoura aftershocks can be seen at shallower depths than the CSLG aftershocks as before.
They concentrate near 174.3° E longitude and between 8 and 18 km deep. CSLG aftershocks also
seem to concentrate in this area, but there is also a similar, smaller group of events that is gathered
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near 174.2°E and extends from 12 to 18 km depth. Between these two groups there is an area of
lower seismicity that goes from ~14 to 20 km. These trends were not evident before relocation.
EMPIRIC GREEN’S FUNCTIONS AND SOURCE PARAMETERS
Method
To calculate corner frequencies, stress drops and their associated uncertainties, the process,
in general, followed Abercrombie et al. (2017). It has been improving for many years especially
since Abercrombie (2013; 2014; 2015).
For each main event, potential EGFs (see Figure 2.10 for an example) were identified from
the relocated catalog. To avoid the overlapping of events that usually occurs right after a large
event, only EGF that occurred three days after a main event were included. All earthquakes within
a 3 km epicentral distance of the main earthquake, within 10 km depth and between 1 and 2.5
magnitude units smaller were included. Waveform cross-correlation is then used to select good
EGF events for further analysis. In Abercrombie et al. (2017) the time window used for the analysis
is based on the magnitude of the main earthquake because of the wide magnitude range:
𝑛𝑠𝑒𝑐 = 𝑟𝑜𝑢𝑛𝑑(10 ×

1
𝑀03

20000

)/10

where 𝑀0 is the seismic moment of the main event. For events with magnitudes from 4 to
5, nsec values would range between 5.5 and 17 s. In this study, a constant 8 s time window was
used, because windows greater than 8 s were too long and the algorithm was including S-wave
information for the P-wave calculations for stations like WEL (Wellington). A larger value of nsec
could have been used for S-waves, but it was kept the same for simplicity. The same value of nsec
is used for the main earthquake and all its EGFs (Figures 2.11c, d). To calculate the crosscorrelation between seismograms, waveforms were bandpass filtered to an appropriate frequency
band, using a two-pole Butterworth filter. A low-pass filter was applied to both the main event and
each potential EGF. Also, a high-pass corner of 0.5 Hz was necessary to remove microseismic
noise which is large in New Zealand (2.11e, f). Then, the cross-correlation between the filtered
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target earthquake and the EGF seismograms within the selected time windows was calculated
(Figures 2.11g,f), treating P and S waves individually. All seismogram pairs where the crosscorrelation is <0.7 were discarded.
When the pair of seismograms (main and EGF) had a cross correlation of ≥0.7, the spectra
and spectral ratios (Figures 2.11i, j) were calculated using the multitaper method of Prieto et al.
(2009) and the unfiltered seismograms. Deconvolution was performed and if it resulted in a clear
source pulse it confirms the EGF assumptions. The shape of the source time function (STF)
(Figures 2.11i, j) also assisted in identifying complex sources that were not well fit by the simple
source models (e.g. Abercrombie 2014); complex sources could not be used.
After analyzing the data individually, seismograms were stacked in order to try to reduce
noise. Including poor quality data in the stacks can increase uncertainty and bias the results (e.g.
Kane et al. 2013; Abercrombie, 2015). For each main event, all the ratios that met the crosscorrelation threshold (≥ 0.7) were normalized and stacked from all stations and EGFs. Stacked
ratios were then fit using the same approach as for the individual spectral ratios, including
performing a grid search to determine the uncertainties in the model fits to the ratios with varying
corner frequency.
Each stack of spectral ratios was fit to calculate the corner frequencies using the spectral
source model (Brune 1970, Boatwright 1980):
1

𝑀̇1 (𝑓) 𝑀01 1 + (𝑓/𝑓𝑐1 )𝛾𝑛 𝛾
=
(
)
𝑀̇2 (𝑓) 𝑀02 1 + (𝑓/𝑓𝑐2 )𝛾𝑛

Where f is frequency, 𝑓𝑐1 and 𝑓𝑐2 are the corner frequencies of the main event and EGF,
respectively, 𝑀01 and 𝑀02 are the seismic moments, n is the high-frequency fall-off (assumed as
2) and 𝛾 is a constant controlling the shape of the corner. Based on the results from Abercrombie
et al. (2017), a value of 𝛾= 2 was used here. For each spectral ratio, only the frequency range in
which (at each sample) the signal of both large and small events was at least three times the spectral
amplitude level in a noise window immediately preceding was used (Figure A2.2), and of the same
length as the respective signal window. Spectral ratios were fit using the Nelder–Meade inversion
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in MATLAB (Abercrombie and Rice, 2005). Following Viegas et al. (2010), a grid search around
the resulting value of 𝑓𝑐1 should be performed to determine the 𝑓𝑐1 value with lowest variance
(best fit) and the range of 𝑓𝑐1 and 𝑓𝑐2 in which the variance of the fit of the model to the observed
spectral ratio was within 5% of the minimum value. The lowest and highest possible values of
𝑓𝑐1 within the determined range were used as the errors below and above 𝑓𝑐1 . Estimates of 𝑓𝑐2 were
not used since they were typically out of the available bandwidth.
Because the EGF approach does not calculate absolute moment, independent
measurements are needed. For some earthquakes, regional moment tensors were determined by
GeoNet, but for the rest of them, a relationship between ML and Mw (Mw = 1.1369*ML - 0.9) was
used to calculate moment magnitude (Figure 2.12). The relationship was obtained using 21 events
from the dataset with both ML and Mw values. Abercrombie et al. (2017) calculated a relationship
for the Cook Strait area but it did not fit my data as well. Moment magnitude was used to calculate
the seismic moment using the relationship (log(M0) = 1.5 Mw + 16.1) from Hans and Kanamori
(1979). To calculate stress drop using seismic moment and corner frequency, the simple circular
model by Eshelby (1957) was used:
7𝑀0 𝑓𝑐3
∆𝜎 =
16 𝑘 3 𝛽 3
where 𝛽 is the S-wave velocity and k is determined by the source model. For example,
common values for k come from the Madariaga (1976) source model: k = 0.32 for P waves and
0.21 for S waves, averaged over azimuth.
Results
After running the EGF approach for the 73 main events, only 26 included enough data to
be considered in the analysis (Table 2.1, Figure A2.4). Problems with the rejected events usually
included: corner frequency was not calculated because amplitude ratios were not above noise
levels (or the part above noise level was very short), it was calculated, but with very few data, and
the stacked spectral ratio or STF was too noisy, or only the S-waves were used. Out of the 26
events that were suitable for analysis, 13 occurred after the Cook Strait sequence, 4 after the Lake
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Grassmere sequence and 9 after the Kaikoura earthquake. Unfortunately, no corner frequencies
were calculated for events that occurred before the Cook Strait earthquake or between the CSLG
sequences and the Kaikoura earthquake when the level of seismicity returned to its base level.
Figure 2.13 shows the summary for the outputs of the EGF codes. For each of the four plots
on top, there are 4 different corner frequencies, one for xc (cross correlation coefficient) > 0.7 with
no constrained fc2, one for xc > 0.7 with a constrained fc2 (dark blue), and then the same but for xc
> 0.8 (light blue). A station weighted fit is also shown (Figure 2.13 b and d). Constrained corner
frequencies are calculated assuming limits within reasonable values of fc. The weighting consists
of taking the average of the ratios for each station so the algorithm weights stations equally. This
could help in cases where the number of ratios for each station is very different resulting in the fc
being biased. Shearer et al. (2019) compared the use of weighted and unweighted stacks and
concluded the results of weighted stacks were better. Their results also highlight the importance
of using as many stations as possible.
In general, corner frequencies from S-waves were discarded because their frequency range
was always narrower, possibly due to attenuation effects, when compared to the P-wave (see
Figure 2.13 a, c). This problem biases the algorithm to calculate lower corner frequencies.
Constrained corner frequencies for P-waves for xc > 0.8 were calculated using less (but better) data
and are similar to the ones for xc > 0.7. The main issue is that with xc > 0.8, the algorithm does not
calculate the corner frequencies for four events. With an already reduced dataset, using x c > 0.8
results in a big loss (15% of data). The four remaining corner frequency calculations with their
errors are in Figure A2.3 in the Appendix. Fifteen of the events have all four measurements within
their error range, which means that they are the more consistent. There are other cases where
constrained fc have differences with the unconstrained. Unconstrained unweighted (Ufc) and
weighted (UWfc) corner frequencies are higher most of the time, when compared to the constrained
unweighted (Cfc) and weighted (CWfc) ones. The errors of the unconstrained results are also higher.
Cfc and CWfc are not very different, and neither are their errors. For 23 events, the two constrained
corner frequencies overlap each other in error range. The difference is that when weighting by
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station the algorithm does not calculate the corner frequencies for two of the events, because these
events have only one ratio for each station.
Plots of the corner frequencies’ variation with moment are shown in Figure 2.14. Results
are divided into three groups: aftershocks of the Cook Strait earthquake (blue circles), aftershocks
of the Lake Grassmere earthquake (green circles) and aftershocks of the Kaikoura earthquake (red
circles). Comparing results between Cfc and CWfc, they seem less scattered except for events 17
and 25. Since events 20 and 13 were discarded during the weighting analysis, the means also
changed. In terms of the mean of the Cfc, aftershocks of Kaikoura have the highest corner
frequencies, LG aftershocks have the lowest and CS aftershocks’ have a value in between. For the
CWfc, the mean of the CS and KA aftershocks becomes the same, while the mean of the LG
aftershocks remains lower at a similar level compared to the Cfc. The CWfc of the aftershocks of
the CS earthquake decreases as moment increase. The four aftershocks of the LG earthquake have
a low fc that is consistent among the range of moments. This trend is clearly not consistent with
self-similarity, but since there are only four events, this effect could be due to the lack of fc
measurements for this sequence. The KA corner frequencies also decrease with moment (M0)
except for event 25. Two of the KA aftershocks have the highest error of all the events.
Corner frequencies and their uncertainties were used to calculate the stress drops and their
uncertainties as well. Error above and below the corner frequencies was added to, or subtracted
from the fc measurement to calculate the possible lowest and highest limits of the stress drop (see
Table 2.1). Stress drop depends on 𝑓𝑐3 , so even if errors in fc do not seem to be too large, they
greatly increase when transferred to the stress drops (see Figure 2.15). Some events of the CS
group with lower stress drops when calculated with Cfc increased when calculated with CWfc. In
general, these changes in the KA and CS groups make the events’ distribution more compact. For
the LG group, stress drop very clearly increases as moment or magnitude increase, but as noted
before, this could be an effect of the lack of data for this sequence. It is hard to see any trend for
the CS or KA aftershocks, which is consistent with self-similarity. There is one aftershock of KA
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with a very high stress drop (above 300 MPa). The mean for the three groups behaves in the same
way as it does for the corner frequencies.
Based on the discussion of the previous three paragraphs, the values expected for the corner
frequencies and their associated errors, I used the weighted constrained corner frequencies
obtained for the P waves and stress drops obtained from them for the further analysis.
Most of the corner frequencies in the Cook Strait area calculated by Abercrombie et al.,
(2017) for events with ML > 3.2 range from about 1 to 7 Hz, except for one earthquake that is
above 10 Hz and another below 1 Hz. My results range from 1.5 to 7 Hz, however my uncertainties
seem to be larger. It is expected that the distribution of my events is more compact since the
magnitude range used here is narrower than what they used. There are only two events that
Abercrombie et al. (2017) and this study have in common (Table 2.2). Unfortunately, they
calculated the corner frequencies of those events using only S-waves. Corner frequencies
calculated using S-waves are not as strong in my results (because of the narrower frequency range
of spectral ratios), which explain the differences.
There are some cases where events with a very similar moment, have different corner
frequencies. Events #3 and #17 are a good example of this. To investigate if this difference is real,
I looked at the spectral ratios of each event. The spectral stacking for both events included stations
NNZ, THZ and KHZ but event #3 also used ratios from WEL. The source time function for event
#17 indicates source complexity resulting in error due to the rupture model used. Another example
is for events #18 and #25. Spectral ratios come from three stations for event #18 (THZ, WEL,
BHW) and five stations for event #25 (QRZ, NNZ, THZ, KHZ, WEL). Differences in stations
used could, by themselves, cause differences in the calculated corner frequency, but there is also
the problem that the stacked STFs from stations NNZ and KHZ from event #25 seem noisy. I also
compared events #15, #16 and #17 from the Lake Grassmere group with events #5 and #8 from
the Cook Strait group. The stacks of frequency ratios for events #15, #16, #17 and #5 are similar
and they all have low corner frequencies (Table 2.1). Event #8 has a higher corner frequency but
it could be because station stacks do not seem consistent, especially for station THZ.
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Even though the corner frequency range of Abercrombie et al. (2017) and this study are
very similar, the stress drops have many differences. Their stress drops range between ~1-100
MPa, while stress drops from this study range between 4-435 MPa. However, 22 of 24 events of
my study range between 4-135 MPa which is closer to their results. Abercrombie et al. (2017)
calculated a mean stress drop of 10 MPa while the mean for the 24 final events of this study is 78
MPa. Again, removing the two highest values, the mean is still higher at 55 MPa. It is hard to
compare absolute values of stress drop between studies that use different approaches as Allman
and Shearer (2009) suggested or even if the same approach is used with but different models or
slightly different parameters (e.g. Abercrombie 2014; 2015). In this case, I used the same models
from Abercrombie et al., (2017) but the window lengths and the lowpass filter applied to the data
were different. These small differences could at least partially explain the variations observed
between studies. Another possible explanation is the difference in the number of spectral ratios
used for each stack, as they used more. Increased variability of stress drop with the use of less
spectral ratios was observed by Abercrombie (2014) when comparing different clusters of
earthquakes. Taking this in consideration, only the patterns that are easily distinguishable should
be interpreted.
The change of stress-drop over time is shown in Figure 2.17. Stress drops were plotted
from the 2013 CS earthquake to early 2017 (Figure 2.17a), a few months after the Kaikoura
earthquake. KA events are distributed at higher stress drops than the CSLG aftershocks. This is
also indicated by the means, as in previous plots. Figure 2.17b is a closer view of the mid 2013
area. The red line indicates the time of the CS mainshock and the yellow line indicates the time of
the LG mainshock. Most of these aftershocks occurred on the same day or only a few days after
their respective mainshocks. This effect happens because of the rapid decay in the number of M >
4 events after each mainshock (Figure 2.3). As in Figure 2.15, events from the LG group have a
lower mean stress drop than events from the CS group.
Assuming that stress drops are normally distributed, two sample t-tests of the logarithm
(base 10) of the stress drops from the three sequences were performed to evaluate if the difference
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between the means is significant or not (Table 2.3). Based on the results (p-value < 0.05 and |tstat|> t-critical), it can be stated that the mean of the stress drops from the Lake Grassmere
sequence is significantly different from the other two sequences; however, for the Cook Strait and
Kaikoura sequences, the null hypothesis was not rejected and it cannot be stated that the means of
the stress drops are different. Since these results come from very limited (in number) samples of
the data, any interpretation needs to be taken with caution.
Variations of stress drop with time have been observed in previous studies (e.g.
Abercrombie, 2014; Yoshida et al., 2017). The clearest trend in those studies is that stress drop
values decrease abruptly after a large earthquake, then they rapidly increase for a short time, and
finally the increasing rate declines until they stabilize. The ideal situation would be to have stress
drop measurements distributed continuously from 2013 to 2017. However, only events that
occurred within a few days after each mainshock (CS, LG, KA) were resolved, i.e., I only have
three snapshots of what happened. Assuming that the stress drop means of the three groups are
close to the true values, the scenario observed in this study would be: (1) Cook Strait earthquake
ruptured and its aftershocks have presumably low stress drops. (2) Less than one month later, ~20
km southwest of CS, the Lake Grassmere earthquake ruptures along the same fault. With the state
of stress in this area still recovering from the CS earthquake, stress drops of the aftershocks were
even lower. (3) After more than three years, the Kaikoura earthquake occurred, but at this point
the stress state of the area was similar to the pre-Cook Strait resulting in similar stress drop values
for the Kaikoura aftershocks.
The change of stress drop with latitude and depth is shown in Figure 2.16. Considering all
the events, there are no clear trends in the data. Individually, the stress drop of the CS group seems
to be increasing northwards and this might also be happening for the KA group. However, these
trends are mostly influenced by events #11 and #25, if they were removed, trends would not be
distinguishable. Most of the KA group tends to be located towards the south (-41.7°), the CS
towards the north, and the LG group in the middle. No trends are clear when analyzing the change
of stress drop with depth. Abercrombie et al. (2017) did not observe a change of stress drop with
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depth for the same study area. Some studies have observed a change of stress drop with depth (e.g.
Boyd et al. 2017; Huang et al., 2017), however the change is usually very small and hard to
distinguish considering uncertainties even when very large datasets are used (Trugman and
Shearer, 2017b).
Variations of stress drop and focal mechanism are shown in Figure 2.19. There does not
seem to be any correlation between aftershocks groups and type of focal mechanism or between
type of focal mechanism and stress drops. There are differences in stress drop for some events of
the same sequence and that are located within 5 km from each other. Abercrombie et al., (2017)
did not find evidence to support the idea of stress drop changing with focal mechanism. Allman
and Shearer (2009) found evidence of stress drop variation with tectonic regime, where oceanic
transform faults had the highest stress drops and the lowest values were found in reverse faults
along the Central America subduction zone. This is inconsistent with Boyd et al. (2017), that
observed an increasing stress drop with focal mechanism transitioning from normal to thrust
faulting. These examples illustrate how hard it is to relate stress drop with other parameters.
I also investigated the change of other parameters, besides stress drop, with time (Figure
2.19). The average magnitude for the KA and GS groups is basically the same, they differ less than
0.1 units (Figure 2.19a). Average magnitude for the LG group is less than 0.2 units above the
others. The three groups have an average depth between 10 and 14 km (Figure 2.19b). Considering
errors from relocation, the difference of the means is not significant. Differences in latitude
between the three groups confirm the relocation results (Figure 2.11): most of the Kaikoura
aftershocks are located towards the south of the study area while aftershocks of CSLG tend to be
located towards the northeast.
CONCLUSIONS
Relocations show that the Kaikoura earthquake activated structures that were not activated
during the 2013 sequences. Other structures show activity during both sequences. Most of the
events are distributed along the previously unmapped transform fault. The EGF approach gave
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results of corner frequencies, stress drops and uncertainties for 26 main events. Differences in
corner frequencies for some events with similar moment can be at least partially explained by
problems with the data. There could be a stress drop variation with time, but more measurements
are needed to support this idea. Variation with other parameters like magnitude, latitude, depth or
focal mechanism was not found.
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TABLES
Table 2.1. P wave constrained weighted corner frequencies for the best 26 events. *The
unweighted constrained corner frequency is shown for these two events. #S:
number of stations used. #R: number of ratios used
Event
#

Error
Public ID

Lon (W)

Lat (N)

Depth
(km)

Mw

CWfc
(Hz)

Error

below above
fc

fc

(Hz)

(Hz)

#S

#R

1

2013p544117 174.2842

-41.6007

12.7

4.1

4.6

0.37

0.32

1

7

2

2013p544136 174.2497

-41.6289

17.0

3.9

5.3

0.92

1.05

2

4

3

2013p544164 174.2861

-41.6015

12.8

4.0

5.6

0.20

0.22

4

42

4

2013p544197 174.3142

-41.5942

20.7

4.6

2.0

0.48

0.64

5

36

5

2013p544317 174.2909

-41.6266

11.3

4.4

2.9

0.43

0.30

5

19

6

2013p544418 174.2166

-41.6453

12.1

3.9

5.2

0.55

0.63

3

10

7

2013p545809 174.2808

-41.6007

16.2

5.0

1.7

0.21

0.23

6

54

8

2013p545900 174.2099

-41.6426

10.6

4.3

4.2

0.50

0.25

5

40

9

2013p546702 174.2257

-41.6541

10.6

4.3

3.3

0.58

0.74

5

38

10

2013p547077 174.2690

-41.6385

11.3

4.2

7.0

0.49

0.49

2

18

11

2013p548356 174.2027

-41.6681

12.2

4.4

2.0

0.12

0.29

5

24

12

2013p552596 174.2946

-41.6018

11.0

4.1

5.8

0.35

0.35

6

29

13*

2013p561823 174.1985

-41.6693

11.2

4.0

0.58

0.72

1

5

14

2013p613844 174.2809

-41.6538

9.4

4.8

2.9
2.2

0.18

0.20

6

72

15

2013p613862 174.2241

-41.7132

5.8

4.4

1.7

0.26

0.30

1

5

16

2013p615178 174.2989

-41.6557

13.0

4.6

1.7

0.13

0.15

4

28

17

2013p616815 174.2842

-41.6598

16.0

4.1

2.2

0.19

0.19

3

16

18

2016p860725 174.2915

-41.6895

5.0

4.5

3.1

0.31

0.15

3

42

19

2016p860755 174.2599

-41.6819

9.2

4.0

3.9

0.88

0.98

1

7

20*

2016p863723 174.2078

-41.6723

13.2

4.5

0.64

0.73

3

3

21

2016p867529 174.3095

-41.7023

14.3

4.3

6.0
4.3

0.30

0.26

5

22

22

2016p875317 174.2856

-41.6848

12.3

4.3

4.8

0.72

0.43

4

26

39

23

2016p907628 174.2790

-41.6860

14.9

3.9

5.2

0.54

0.54

2

9

24

2016p965164 174.3027

-41.6903

13.5

4.3

2.9

0.22

0.31

4

15

25

2016p969664 174.2766

-41.6529

16.0

4.5

5.7

0.34

0.28

5

28

26

2017p014499 174.2940

-41.6371

9.0

4.4

3.2

0.64

0.72

2

6

Table 2.2. Comparison of corner frequencies calculated in this study with corner frequencies
from Abercrombie et al. (2017). The three columns to the right of Public ID are my
results. The three columns to the right of ID are the results from Abercrombie et al.
(2017).
PublicID

fc S

Error

Error

below (Hz)

above (Hz)

ID

fc S

Error

Error

below (Hz)

above (Hz)

2013p544164

3.0

0.15

0.51

857

4.6

0.20

0.23

2013p548356

2.1

0.17

0.17

256

1.4

0.10

0.08

Table 2.3. Two sample t-test for the three different earthquake sequences at 95% confidence
level. H0: Null hypothesis. The data in Samples 1 and 2 comes from independent
random samples from normal distributions with equal means and equal but
unknown variances. H1: Alternative hypothesis. The data in samples 1 and 2 comes
from populations with unequal means.
Sample 1

Sample 2

t-stat

t-critical

p-value

Result

CS

LG

2.4881

2.1447

0.0261

Reject H0

CS

KA

-1.0189

2.1009

0.3218

Fail to reject H0

LG

KA

-2.8073

2.2281

0.0186

Reject H0
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FIGURES

Figure 2.1. Tectonic setting of the study area. Inset map at lower right shows subduction zones as
orange lines and the transform boundary as a green line. The green dashed line near
the Lake Grassmere and Cook Strait events (main map) is the unmapped causative
fault (dextral) (Hamling, 2014). The other smaller dashed fault is the Needles fault;
it was activated during the Kaikoura earthquake (Hamling et al. 2017). Other faults
from GNS Science: https://data.gns.cri.nz/af/. The smaller map at upper left shows
the seismicity used for this study and the location of the CSLG earthquakes. Blue
circles are events before Kaikoura and red circles are events after Kaikoura. Yellow
circles represent the events from Table 2.1. Squares are locations of cities and
towns. Blue triangles are seismograph stations used in this study.
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Figure 2.2. Important periods of seismicity in the area. a) Three days of seismicity before the
2013 Cook Strait mainshock. Gray circles are seismicity from 01/01/12 to 30/05/13,
b) seismicity after the Cook Strait event and before the Lake Grassmere mainshock
(25 days), c) one month of seismicity after the Lake Grassmere event, and d) one
month of seismicity after the Kaikoura earthquake. Stars are the locations of the
2013 Cook Strait and Lake Grassmere, and 2016 Kaikoura mainshocks.
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Figure 2.3. Distribution of seismicity with time starting on 2013/05/02. The other three dates
shown are the dates of start of the Cook Strait, Lake Grassmere and Kaikoura
sequences, respectively.
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Figure 2.4. Example of the cross-correlation. Waveforms for two different events before and
after cross-correlation.
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Figure 2.5. Histograms of the results from cross correlation. a) Distribution of the correlation
coefficients for P-waves and b) for S-waves. c) Distribution of differential travel
times for P-waves and d) for S-waves.
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Figure 2.6. Relocation errors. a) Distribution of horizontal error, b) distribution of vertical error
and c) distribution of the error in time.
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Figure 2.7. Relocation results. Top: before relocation. Bottom: after relocation.
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Figure 2.8. Time variation of the relocated aftershocks. Dashed ellipses highlight areas where
lineations appeared after relocation.
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Figure 2.9. Cross sectional views of the aftershocks. The color scale is in days after 21/07/2013.
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Figure 2.10. Examples of a main event and one of its empirical Green’s functions. Y-axis is
amplitude, X-axis is time in seconds. a) a main event and its P wave pick (station
KHZ, channel N), b) its EGF, c) other main event and its S wave pick (station KHZ,
channel N), and d) its EGF. These examples are the ones used to obtain the plots of
Figures 2.9 and 2.10. Dashed rectangles represent the segment of the waveform that
was used to obtain the spectra.
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Figure 2.11. Example of the results from the individual processing of the data. a) time window
around the P wave of the main event, b) the same as a), c) time window around the
P wave of the EGF (same length), d) same as c) but time shifted (the time shift
comes from the lag after performing cross correlation), e) filtered main event and
EGF signals plotted in the same window, f) the same as e) but shifted in time,
correlation values before g) and after h) the time shift, amplitude ratios and source
time function before i) and after j) the time shift. The red ratios in i) and j) are used
just to plot the STF, and the blue ratios are used in the analysis.
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Figure 2.12. Mw and ML relationship of Mw=1.1369 ML-0.9. The relationship was calculated
using a least squares approach and events from the dataset that included both
measures of magnitude.
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Figure 2.13. Corner frequency results for event #3 Mw = 4. Stacked spectral ratios and fits for a)
Unweighted fit of P-wave data, b) weighted fit, c) unweighted fit for S-wave data,
and d) weighted. Light blue indicates when the xc threshold is 0.8 and dark blue
when the threshold is 0.7. e) and f) are the stacked source time functions for the
stations used for the fit at xc > 0.7 for P and S, respectively. N is the number of
ratios for each station.
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Figure 2.14. Corner frequency variation with moment. The Cook Strait group is represented with
blue circles, the Lake Grassmere group with green circles and Kaikoura group with
red circles. Dashed lines represent the means and the vertical bars for all points are
their uncertainties. The event number is also shown. a) Unweighted constrained
corner frequencies and b) weighted constrained corner frequencies. The symbol size
is related to the error range of the corner frequency and how well the model fitted
the spectral ratios stack. Larger symbol denotes better quality estimate.
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Figure 2.15. Stress drop variation with moment. The Cook Strait group is represented with blue
circles, the Lake Grassmere group with green circles and Kaikoura group with red
circles. Dashed lines represent the means and the vertical bars for all points are their
uncertainties. The event number is also shown. a) Unweighted constrained corner
frequencies and b) weighted constrained corner frequencies. The symbol size is
related to the error range of the corner frequency and how well the model fitted the
spectral ratios stack. Larger symbol denotes better quality estimate.
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Figure 2.16. Stress drop variation with a) latitude and b) depth. The Cook Strait group is
represented with blue circles, the Lake Grassmere group with green circles and
Kaikoura group with red circles. Dashed lines represent the means and the vertical
bars for all points are their uncertainties. The event number is also shown. The
symbol size is related to the error range of the corner frequency and how well the
model fitted the spectral ratios stack. Larger symbol denotes better quality estimate.
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Figure 2.17. Change of stress drop over time. a) Stress drops (blue circles) for the 26 final events
from mid-2013 to early 2017. The yellow line indicates the time of the Cook Strait
mainshock and the red line indicates the Kaikoura mainshock. Dashed lines
represent the mean for the three different groups. b) A closer view at the time of the
Cook Strait (red line) and Lake Grassmere (yellow line) mainshocks, and c) a closer
view at the time of the Kaikoura mainshock.
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Figure 2.18. Focal mechanisms and stress drop. a) The Cook Strait group is represented with
blue color, the Lake Grassmere group with green and Kaikoura group with red. b)
The color scale represents the logarithm base 10 of the stress drop. Only 19 of the
24 events had a focal mechanism calculated.
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Figure 2.19. Change of magnitude, depth and latitude over time.
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Chapter 3: 2D seismic tomography in the Brady hot springs geothermal site,
Nevada
INTRODUCTION
The Brady geothermal system is located 80 km northeast of Reno in the western part of the
Basin and Range Province in Nevada. It is one of the three independent geothermal systems of the
Hot Springs Mountains region, along with the Desert Peak and Desert Queen geothermal systems
(Appendix Figure A3.1). Geothermal exploration results (geothermal reservoir temperatures of
177 C) led to the development of the Brady hot springs dual flash plant. In 1992, it had the capacity
to produce 20 megawatts electric (MWe) (Ettinger et al., 1992) but in 2016 it produced 26.1 MWe
(Nevada Division of Minerals, 2019).
Most of the higher temperature geothermal activity, including Brady geothermal field,
occurs in the northwestern part of the Great Basin even though volcanism generally ceased in this
region 3 to 10 Ma (Faulds et al. 2004). The lack of recent volcanism suggests that upper crustal
magmatism is not a heat source for most of the geothermal activity in the region (Faulds et al.
2004). Instead, multiple fault strands in the stepovers provide subvertical conduits of high fracture
density that probably enhance fluid flow and facilitate the rise of thermal plumes. The NNEstriking faults are orthogonal to the regional WNW extension direction and are thus favorably
oriented for fluid flow (Faulds et al. 2006; 2010; 2010b). High levels of fluid transmittivity occur
along known NNE-striking faults like the Brady fault, but high transmittivity has also been related
to stratigraphic units or faults perpendicular to the Brady fault (Faulds et al. 2010b).
Using the Brady geothermal field as a laboratory, the objective of the Poroelastic
Tomography by Adjoint Inverse Modeling of Data from Seismology, Geodesy, and Hydrology
(PoroTomo) project is to assess the performance of integrated technology for characterizing and
monitoring changes in an enhanced geothermal system (EGS) reservoir in three dimensions with
a spatial resolution better than 50 meters. Brady geothermal field was selected as the laboratory
due to multiple shallow subsidence signatures observed by satellite interferometric synthetic
aperture radar (Ali et al., 2016). The targeted characteristics include: saturation, porosity, Young’s
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modulus, Poisson’s ratio, and density, all of which are “critically important” to a viable EGS
reservoir (DOE GTO, 2014). Estimating these parameters and their uncertainties will contribute
to the overarching goal of characterizing the reservoir in terms of its effective permeability and/or
fracture transmissivity (Feigl et al., 2017). It is important because for example, the operator at
Brady wants to identify locations for injection that meet two conditions: that they are hydraulically
connected to the production reservoir, and that they are thermally remote from the production
reservoir. At the moment, injection areas are either: (a) too well connected (by fault-controlled
fluid migration) to the reservoir so that injected water cools it, or (b) completely disconnected so
the injected water does not provide sufficient “pressure support” (Feigl et al., 2015).
Before PoroTomo, Queen et al., (2016) performed a seismic reflection study along 9 lines
across the Brady field using a receiver and source spacing of either 6.1 or 12.2 meters, but their
results for seismic velocities start at a depth of ~100 m or more. They built a geologic model
integrating the seismic data with geologic and other geophysical data (Queen et al., 2016; Siler et
al., 2016). Parker et al. (2018) used the PoroTomo vibroseis active-source data recorded on nodal
seismometers to perform a 3-D P-wave tomography study in the Brady field. They found that
velocity contrasts correspond with some faults, that shallow low velocity zones are close to
fumaroles and that velocity increases near the bottom of the injection wells. Interferometric
synthetic aperture radar (InSAR) measurements between 2004 and 2014 suggested areas of
subsidence correlated with faults that could be related to thermal contraction of the rock, decline
in pore pressure or dissolution of the minerals over time (Ali et al., 2016). Cardiff et al. (2018)
compared geothermal production with local seismicity. They infer that when the effective stress
on faults is higher (normal operations), seismicity is suppressed, and when effective normal stress
is lower (shutdown of operations) microseismicity can occur. Zhan and Li (2018) observed the
same behavior using distributed acoustic sensing (DAS) data.
The goal of the study reported on here is to use the seismic data from the PoroTomo project
during normal operations of the facility to generate 2-D subsurface images along four seismic lines
(subsets of the PoroTomo array) in the area of the Brady system (Figure 3.1). With a reduced
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dataset, first arrivals are manually picked instead of using an automatic algorithm which can
introduce errors. 2-D velocity models aid in validating previous models in the study area and
provide a reference to compare future models obtained with data from other stages of operation.
The models can also be used for seismic migration in future reflection studies.
GEOLOGIC BACKGROUND
The Brady geothermal system is located in the northwestern Great Basin. This region is
characterized by a complex system of kinematically related and broadly of similar age northweststriking dextral faults, north-striking normal faults, and east-north-east-striking sinistral normal
faults (Faulds et al. 2004). The Brady geothermal system lies within a discrete left step in the westnorthwest-dipping Brady fault zone but also within a broader accommodation zone consisting of
overlapping west- and east-dipping faults (Faulds et al., 2006). It is dominated by NNE-trending
tilted fault blocks bounded by normal faults. Faults in the area accommodated both E- and Wtilting of fault blocks. West-tilted fault blocks predominate, suggesting that ESE-dipping faults
have accommodated the bulk of extension in the area (Faulds et al. 2010; 2013). At the surface,
the Brady geothermal system is a 4 km long zone of extensive sinter, warm ground, fumaroles and
mud pots along the Brady fault (Faulds et al. 2010).
Faulds et al., (2010) described the stratigraphy of the Hot Springs Mountains including
Brady, Desert Peak and Desert Queen geothermal systems. The systems are dominated by a thick
(>2 km) section of Miocene volcanic and sedimentary rocks resting on either Oligocene ash-flow
tuffs or Mesozoic plutonic-metamorphic basement. The Neogene section for the Brady area is
described as follows (ascending order):
•

Late Oligocene ash-flow tuffs, which are not exposed at the surface but are found in several
wells in the Brady and Desert Peak areas;

•

A lower Miocene sequence of andesite, dacite, and rhyolite lavas and subordinate rhyolitic
to dacitic ash-flow tuffs, ranging from ~16 to 13 Ma;

62

•

A complex section of interfingering late Miocene diatomite, siltstone (commonly
tuffaceous), limestone, sandstone, and basalt flows, ranging from ~13 to 10 Ma;

•

A sequence of dominantly sedimentary rocks (mainly diatomite and tuffaceous siltstone)
and lesser olivine basalt flows, ranging from ~12 to 9 Ma;

•

An ~10-9 Ma limestone unit that pinches out eastward and interfingers with the upper part
of the underlying sedimentary suites;

•

Late Miocene to Quaternary basin-fill sediments primarily in the Desert Queen basin and
in the eastern Hot Springs Flat basin in the western part of the Brady area;

•

Quaternary sediments dominated by lacustrine deposits of late Pleistocene Lake Lahonton.

In terms of seismicity, since the year 1990 the NEIC PDE Catalog only reports two
earthquakes in the area of the Brady geothermal field. One with ML = 0.51 occurred in 2014 and
the other with ML = 1.3 occurred in 2018. The reported depth of both events is 0 km, which is very
likely wrong, but if it is assumed that they were shallow, they could be related to the operations of
the geothermal plant. Induced seismicity observed in Cardiff et al., (2018) below the Brady area
occurred at depths greater than 500 m. This means that the structures related to the seismicity are
outside the volume of interest.
DATA
During March 2016, the PoroTomo Project deployed seismic equipment and other sets of
instruments in the Brady geothermal field (Feigl and PoroTomo Team, 2017, 2018). The activesource seismic data that we use in this study involved a triaxial vibroseis source recorded by 238
nodal seismometers. The seismic instrumentation included 238 Z-Land, generation 2, 3component sensors manufactured by FairfieldNodal (now Magseis Fairfield). Each of these
instruments has a corner frequency of 5 Hz, a 24-bit digitizer with a dynamic range of 127 dB, and
a timing accuracy of ±10 microseconds from a GPS receiver. Between March 11 and 26, 2016,
these instruments operated and recorded autonomously and continuously with a sampling interval
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of 0.002 s (i.e. a sampling frequency of 500 samples per second) (e.g., Feigl et al., 2017). The
active source was a 29,030 kg (64,000 lb) triaxial vibrating source named T-REX (Stokoe et al.,
2004). The vibration protocol included three sweeps for each of P, transverse S, and longitudinal
S at each of approximately 200 locations during each of the four stages of the 15-day field
experiment. For each of the three modes, the vibroseis source made three sweeps over 20 seconds.
Each sweep increased in frequency from 5 Hz to 80 Hz. Figure 3.2 shows an example of a sweep
recorded along line 1. During this time, the seismic array recorded data for four stages of water
pumping in the geothermal field: (1) Normal operations, (2) Site shutdown, (3) Increased infield
injection and (4) Normal operations.
A copy of the data was downloaded from a University of Wisconsin server that is publicly
available (see references). The dataset was reduced, using ArcMap and Linux scripts, to end up
with only the vertical components of the sweeps and stations along the four lines shown in Figure
3.1. Line 1 includes 26 sweeps and 25 stations, Line 2 includes 26 sweeps and 22 stations, Line 3
includes 8 sweeps and 10 stations and Line 5 includes 6 sweeps and 10 stations.
METHODS
Sweep recordings can be cross-correlated or deconvolved with the source functions to
isolate the earth response from the complete recorded signal. Cross-correlation or deconvolution
are standard procedures to remove the source signature, and in this case, the cross-correlation
worked better (Parker et al., 2018). The sweeps (SAC files) and source functions (SEGY files) are
read in Matlab using the rsac (Michael Thorne, 2004) script and the SegyMAT library. Then, a
Matlab script is used to compute the cross-correlation, cut the relevant part of the output and save
the new waveform in SAC format. Figure 3.3 shows an example of performing a cross-correlation.
In general, besides reducing the noise level, the first arrival changes from an emergent to a welldefined, high amplitude pulse. The enhancement of the first arrival helps when selecting phase
arrivals for further analisys.
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For each line (Figure 3.1) the sources and stations within 20 m from the line were projected
to a straight line (Figure 3.4). The lines that defined the horizontal extent of the tomography were
calculated using a least squares approach fitting the sweeps (sources) and seismic stations.
After all the data were cross-correlated, P-wave arrivals were handpicked and arrival times
were transferred to input files in the format of Tomo2D. Tomo2D is a tomographic method
developed by Korenaga et al. (2000; 2001) that is capable of performing joint inversions of
refraction, reflection and gravity data. Tomo2D uses a hybrid method based on the graph method
(shortest path method) and the ray-bending method to solve the forward problem. The graph
method calculates the shortest connections from an origin node to all other nodes in a network,
this can be used to create synthetic first-arrival travel times and the corresponding ray paths. The
ray-bending method, which applies the conjugate gradient method to minimize the travel time
along a ray path, is used afterwards to refine the solution. The inverse problem can be set up as:
𝑑⃑ = 𝐺𝑚
⃑⃑⃑
Where d is the travel time residual vector, G is the Fréchet derivative matrix (describes the
rate of change of observables with respect to the model parameters (Rawlinson et al. 2010)), and
m is the unknown model perturbation vector. Model parameters are normalized to minimize a
possible solution bias and smoothing and damping constrains are also added to the system to
stabilize the inversion.
Tomo2D requires a file containing travel times, source and receiver locations, and the
associated error (to be used as a weighing factor). Since errors in phase picking often get larger as
the source-receiver distance increases, I assigned the error to each phase pick based on the sourcereceiver distance: from 0 m to 400 m the error is 0.01 s, from 400 m to 700 m the error is 0.02 s
and for any distance greater than 700 m the error is 0.03 s. The other file that Tomo2d needs
contains the reference velocity model. The initial model (Table 3.1) was obtained from the velocity
models for the Brady field area in Figure 10 of Parker et al. (2018). It was modified so velocity
only increases as depth increases.
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RESULTS
In order to find reasonable values for the damping and smoothing parameters, the scheme
used by Rawlinson et al. (2006) was applied. The scheme consists of performing several full
inversions with different damping and smoothing values (Figure 3.5). For Line 1, the damping was
set to 1, and the smoothing value is changed in the range from 0 to 100. The RMS and the model
roughness were part of the output from the inversion and they were plotted to evaluate the tradeoff of using different damping and smoothing parameters (Figure 3.5a). In this case, a smoothing
value of 10 or 20 seemed to work well. The former value was chosen though, because a value of
20 made the model too similar to the initial model (fewer lateral variations would be displayed).
Then, the smoothing value was set to 10 and the damping value varies from 1 to 50 (Figure 3.5b).
Damping values between 5 and 20 seem to work well minimizing the trade-off between the RMS
and the model roughness. The same process was applied to Line 2 (Figure 3.5c,d) yielding similar
results. Due to the similarities in the results for these two lines, similar values were used for Line
3 and Line 5 (Table 3.2).
The checkerboard test is a common method used across all scales to evaluate the robustness
of the tomographic inversion (e.g. Baumann-Wilke et al., 2012; Fishwick and Rawlinson, 2012;
Araujo de Azevedo et al. 2015; Huang et al., 2015) in a qualitative way. It is relatively easy to
implement and to interpret; for these reasons it was used in this study.
This method can be summarized in a few steps: (1) an alternating pattern was added to the
initial velocity model with help of a Matlab script (Figures 3.6a, 3.6c, 3.7a), (2) the forward
problem was run using the alternating model as initial model to generate synthetic travel times, (3)
synthetic travel times were used for the inversion using the unaltered initial velocity model, (4) the
model obtained from the inversion (Figures 3.6b, 3.6d, 3.7b) was then compared to the initial
alternating model to evaluate how well is the pattern recovered (how well does the final pattern
resembles the initial pattern). One of the problems is that sometimes, even when the recovered
pattern in the area below the seismic array is good, it does not capture the strong velocity variability
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that is actually present (Rawlinson et al. 2010). In other cases, it overestimates the magnitude of
the velocity variations as it is shown in Figures 3.6, 3.7, 3.8 and 3.9.
Figures 3.6, 3.7, 3.8 and 3.9 show the results of the resolution tests. All the tests were
performed using a vertical spacing between velocity nodes of 30 m. Using a smaller separation
yielded worse results. Figures 3.6 and 3.7 show the patterns for different values of horizontal
spacing between velocity nodes (50 m, 100 m and 150 m) for Line 1. For the 50-m spacing patterns
(Figure 3.6a,b) they seem to be well recovered between 0.4 and 2.1 km horizontally and from 0 to
0.1 km vertically. Outside this area, the pattern is greatly distorted and the magnitudes of the
velocity anomalies are too low or, in most cases, too high. Increasing the vertical spacing between
velocity nodes was not done due to fact that we can only solve for a very shallow area, i.e., it would
not make a lot of sense to have only 3 or 4 velocity nodes vertically. Thus, I increased the
horizontal spacing to 100 m (Figures 3.6c and 3.6d). As expected, the recovered pattern appears
better with the larger spacing. The area where the pattern is well recovered extends from 0.4 to 2.0
km horizontally and from 0 to 0.13 km in depth. Below 0.13 km depth the pattern is still recovered
in many smaller areas, although there is some distortion of the shape of the anomalies and also a
slight overestimation of the magnitude of the anomalies. Since I wanted to solve for velocities as
deep as possible, I changed the horizontal spacing to 150 m (Figure 3.7) and this is the spacing
that was used for every other tomographic inversion including the other two lines. For this spacing,
most of the area is well resolved (even at 0.25 km), except for the edges where the shapes are
distorted or merged together and the magnitude of the anomalies is also overestimated.
The results for Line 2 are shown in Figure 3.8a and 3.8b. The recovered pattern is almost
as good as the one for Line 1, but the best recovered area is between 0.4 and 2.0 km horizontally
and between 0 and 0.20 km vertically. Figure 3.8c and 3.8d show results for Line 3. The velocity
blocks now look elongated, but that is just an effect of the horizontal scale because instead of the
2.3 km long plots (Lines 1 and 2), the plots for Line 3 only extend 1.5 km. The recovered pattern
looks less accurate than Lines 1 and 2, and the area that was reasonably well recovered is also
smaller. The recovered area extends from about 0.4 to 1.1 km horizontally and from 0 to 0.2 km
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vertically. For this area, the recovered region gets very narrow towards the bottom. The line 5
geometry is similar to the one of Line 3 but with two less available sources. Because data are
sparse, two iterations of the inversion were needed for this line (instead of one, as in the other three
lines) to obtain a satisfactory final model. Horizontally, it looks well resolved from 0.6 to 1.3 km
and 0 to 0.20 km vertically. The magnitudes of the anomalies are very well recovered in this case.
There is a general trend for all resolution tests: the recovered area gets narrower as depth
increases. This effect can be easily explained if the resolution tests are compared to the ray
coverage shown in Figure 3.10. Lines 1 and 2 (Figure 3.10a and 3.10b, respectively) show a wide
area with dense ray coverage, especially below the seismic stations. Nevertheless, Line 2 includes
fewer rays than Line 1, this is why they look sparser and it also explains why the resolution tests
are slightly less accurate. Lines 3 and 5 include less stations and sources than Lines 1 and 2. Hence,
the poor ray coverage shown is expected. The ray coverage of Lines 3 and 5 also explains the
results of their resolution test; the resolved area is the region with better ray coverage. Line 3 still
has better coverage (more rays in about the same area) than Line 5 though, and this means that the
tomographic profile for Line 3 should be more reliable than for Line 5. The four lines can be ranked
in levels of robust results: (1) Line 1, (2) Line 2, (3) Line 3 and (4) Line 5. Thus, it will be important
to weight the results before interpreting them.
The initial velocity model is the same for all the lines. The small differences between
different lines is due to the topography changes along the lines. In general, final velocity models
were faster than the initial model. The central area of the final models is the best resolved and it
contains most of the lateral variations, as expected from the ray coverage and checkerboard tests.
Horizontal velocity layers from the initial model are distorted in different amounts depending on
the line.
The strongest lateral variations with respect to the initial model are for Line 1 (Figure 3.11).
This is probably because the ray coverage is denser and it allowed the inversion algorithm to
constrain more spatial features. Near 0.6 km there is a higher velocity vertical feature that extends
from 50 to 150 m in depth. At 0.7-0.8 km velocity layers below 100 m bend down, dipping at a
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high angle to the NE, at 1.0 km they appear horizontal again but at deeper depths they begin to dip
to the SW at a lower angle. This forms a “pool” of lower velocity material between 0.7 and 1.5
km. The general trend of the layers is disturbed by smaller changes that sometimes persist at
different depths.
On average, Line 2 (Figure 3.12) shows higher velocities than Line 1. The vertical, high
velocity feature that was seen in Line 1 can be seen in this profile too at about the same position.
To the NE of this feature, layers below 50 m dip at a very low angle to the NE. This is in the
opposite direction when compared to Line 1. The low velocity zone from Line 1 apparently has
disappeared here, but there might be some remnants of it between 1.0 and 1.5 km, only this time
the anomaly is much shallower. At 1.6 km there is a higher velocity that extends from ~70 m to a
few meters below the surface. This feature might also be present in Line 1, but it is about 50 m
deeper and less pronounced. Close to a distance of 2.0 km the resolution degrades, so changes at
this distance or beyond are meaningless. This also applies to Line 1. There is a very high velocity
area between 0 and 1.3 km and below 170 m. This area is outside of the resolvable region as well.
Line 3 is shorter than the first two, and it also contained fewer sources and stations (Figure
3.13). This is probably the reason that the output profile appears to be so similar to the initial
model. The velocity layers are slightly tilted, but probably at the same angle as the changes in
topography. The main difference from the initial model is that it is faster, similarly to the other
two lines. The only important changes occur at 0.8 km: there is a small, but abrupt shift in the
depth of the velocity layers extending from 50 to 200 m. At a shallower depth, this shift is also
present, but now at 1.0 instead of 0.8 km. This area still has good resolution, so these features
could represent real structural changes.
The tomography for Line 5 is on average slower than the other three lines, but still faster
than the initial model (Figure 3.14). This is unexpected since this line crosses Lines 1 and 2, thus
they should be similar. Out of the five lines, Line 5 is the one with the least data (travel times).
Like Line 3, the resulting velocity model does not appear very different from the initial model.
The contour line for 2 km/s shows a change near 0.7 km. This small low velocity area could be
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related to the one observed on lines 1 and 2. There is also a higher velocity area at 1 km horizontally
and 0.2 km in depth.
DISCUSSION
Presumably, the strongest variations in velocity would be expected for lines 3 and 5 and
not for lines 1 and 2 since the latter run subparallel to the faults in the area. Results show the
opposite, but this could be explained by considering the amount of data that was used for each line.
Line 1 shows a high velocity structure that is right under a well near 0.7 km. Line 5 also
shows slightly higher velocities under a well near 1 km. Higher velocities were associated with
injection wells in Parker et al. (2018). Line 2 shows a high velocity structure at nearly the same
position as in line 1, but there are no wells near line 2. This suggests that the high velocity structure
of line 1 is at least partially caused by something other than the well, and that this structure persists
between lines 1 and 2.
Figure 3.15 illustrates how the geology is changing as we go from SW to NE in the area of
the PoroTomo array since the two cross sections are subparallel to lines 3 and 5 (for surface
geology, see Appendix Figure A3.2). The cross-section in Figure 3.15a is located between lines 3
and 5 and in Figure 3.15b is located ~1km to the SW of line 3 (see Figure 3.1), very near the
southernmost corner of the array. The entire area is dominated by normal faults but the strike of
lines 1 and 2 (thick black lines) is not perfectly aligned with the strike of these faults in part of the
southern half of the study area. This causes the effect that as we move from SW to NE the structures
are displaced to the NW. Such an effect might be related to the high velocity structures in lines 1
and 2 that can be seen only in the SW area. It can also be noted that the direction of dip of the
normal faults is the opposite from line 1 (dipping west) to line 2 (dipping east). This could be
related to the change in the orientation of the velocity trends from 1.1 to 2 km in lines 1 and 2.
Final velocity models of this study are comparable to the model of Parker et al. (2018). It
also appears their models included stronger lateral variations, probably because of the damping
value that they used and/or the nodes spacing. In Figure 9 of Parker et al. (2018) they show a cross
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section (d) at Y = 600 m that is only 120 m to the southwest of line 3 in my study. They also show
another line (c) at Y = 900 m that is between lines 3 and 5 at about 180 m from each line, and a
line (b) at Y = 1200 m located 120 m to the northeast of line 5. Their cross sections are parallel to
lines 3 and 5, so they are the best candidates for comparison. Their cross sections run along the x
axis for 500 m. This area is the same that I show below the dense part of the array (Figures 3.13
and 3.14). They show other cross sections but they are located further away from my lines. Lines
3 and (d) have both a lower velocity area that is thicker on the left side (NW) of the profiles. They
seem to be related to the geometry of units Tsl (lacustrine sediments) and Tbo (basalt lavas) from
Figure 3.15. Line 5 shows a small low velocity area that could be related to the one shown in (c)
but displaced about 100 m to the left (NW). They could be related with the geometry of units Tsl,
or Tws (siltstone) and Tbo from Figure 3.15. The thicker low velocity area centered at 1 km along
line 1 also seems to appear in Figure 8 from Parker et al. (2018). In their depth slices, the low
velocity zone is at X = 0 (which is the location of line 1) and near Y = 600 m (1 km along line 1)
which area is decreasing as depth increases up to 150 m. The depth extent in also consistent with
my results.
Lines 3 and (d) cross line 1 where the thicker low velocity area can also be seen, although
there is a mismatch for velocities > 1.5 km/s (Figure 3.16). This could be due the loss of resolution
as depth increases in line 3. The area where lines 3 and (d) cross line 2 matches better for velocities
> 2 km/s. The discrepancies between line 5 and line 1 are smaller. Following the 2 km/s contour
line along line 5, it looks like the small low velocity area should continue to the northwest to match
the velocity of line 1, but it ends before line 1. Since the low velocity zone is below the edge of
the area where stations are closer to each other, the fact that the anomaly does not appear to
continue to the west could be also related to a loss of resolution. The largest discrepancy is between
lines 5 and 2 above 1.5 km/s. This also happens between lines 3 and 2 but the discrepancy is
smaller. Summarizing, in the region where lines cross with each other, low velocities extend deeper
in the northwestern area, and they extend in a narrower zone southwestward. As noted before, this
could be related to the geometry of units Tsl, or Tws (siltstone) and Tbo from Figure 3.15.
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The Queen et al. (2016) velocity model, calculated from seismic reflection, is located ~800
m to the southwest of line 3 and it is sub parallel to line 3. They show velocities extending to nearly
1400 m below the surface. Because of these two reasons it is hard to compare their model to the
models presented here, but there are some general aspects that can be noted. From 0 to 250 m deep,
velocities do not show very strong lateral variations, even with the presence of several faults; this
is more consistent with my models. At these depths, velocities are no greater than 3.5 km/s. Lines
1, 2 and 3 of this study have areas with velocities > 4 km/s but most of those velocities are outside
the resolvable area according to resolution tests and ray coverage so they most likely are not real.
Ali et al. (2016) and Reinisch et al. (2018) observed subsidence, possibly caused by thermal
contraction of the rocks, in the central area of the PoroTomo array. It is natural to think that this
would result in velocity variations but no correlations were found between their observations and
the results here presented. Parker et al. (2018) did not report any correlations either. This could
mean that thermal contraction is occurring at depths greater than 250 m.
CONCLUSIONS
I was able to obtain four tomographic 2-D images using the seismic array from the
PoroTomo experiment in the Brady geothermal fields in Nevada. Manually-picked first arrival
travel times were used with the Tomo2d software for the inversion. Shallow structures could be
causing reverberations that affect the signal for source-receiver distances > 1 km. My results
broadly agree with previous velocity and geologic models. Some higher velocities could be related
to the location of wells as in Parker et al. (2018). Shallower lower velocities seem to be related to
the contrast between lacustrine sediments, siltstone and basalt lavas. Changes in velocity along the
strike of lines 1 and 2 are probably caused by a drastic change in the dip orientation of the normal
faults and horizontally varying stratigraphic units. No correlation was found between regions of
possible thermal contraction and the velocities estimated in this study. 2-D models for the other
two stages of operation (shutdown and increased injection) are needed to compare changes in the
level of water injection and possible changes in velocity.
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TABLES
Table 3.1. 1D initial velocity model used for the tomographic inversions.
Depth (m)

Velocity (km/s)

0-5

1.00

5-35

1.18

35-65

1.37

65-95

1.55

95-125

1.73

125-155

1.92

155-185

2.10

185-215

2.28

215-245

2.47

Table 3.2. Damping and smoothing values used for the inversions of the different lines.
Damping value

Smoothing value

Line 1

10

10

Line 2

8

10

Line 3

8

10

Line 5

10

4
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FIGURES

Figure 3.1. Map of the Brady geothermal field and the stations and sources used in the
PoroTomo seismic experiment. Blue lines indicate selected sources and receivers
for the 2-D tomography of this study. Geothermal features from (Nevada Bureau of
Mines and Geology, 2010). Dashed lines A and B represent approximate locations
for the cross sections from Faulds et al. (2017). Line A also indicates the line at Y =
900 m and C is the approximate location of the line at Y = 600 m from Parker et al.
(2018).
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Figure 3.2. SWEEP 0453 recorded by the stations (channel EHZ) along line 1. Signals are crosscorrelated with the source functions and filtered from 1 to 8 Hz (for visual
purposes). Red lines indicate manually picked first arrivals. The records get very
noisy at distances > 1 km from the source.
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Figure 3.3. Cross-correlation example for sweep 0453, station N186, channel EHZ. Top: source
function for this sweep, middle: raw sweep signal, bottom: result from crosscorrelation.
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Figure 3.4. Projection of the stations to a fitted line (Line 1). Top: before the projection, bottom:
after the projection.
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Figure 3.5. Damping and smoothing parameters estimation. a) The damping is set to a constant
value (1) while the smoothing varies for Line 1. b) The smoothing is set to a
constant value (10) while the damping varies. c) and d) are the same process but for
Line 2. See text for details.
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Figure 3.6. Checkerboard resolution tests for the tomographic inversion of Line 1. Vertical
spacing between velocity nodes is 30-m. Horizontal spacings are a) 50-m and c)
100-m. b) and d) show the recovered checkerboard velocity perturbation patterns
for 50-m and 100-m respectively. Gray areas represent regions with no ray
coverage.
79

Figure 3.7. Checkerboard resolution test for the tomographic inversion of Line 1. Vertical
spacing between velocity nodes is 30-m. Horizontal spacing is 150-m. a) Initial
pattern. b) Recovered pattern. Gray areas represent regions with no ray coverage.
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Figure 3.8. Checkerboard resolution tests for line 2 and line 3. Vertical spacing between velocity
nodes is 30-m. Horizontal spacing is 150-m. a) Initial velocity pattern for line 2, b)
recovered pattern for line 2, c) initial pattern for line 3, d) recovered pattern for line
3. Gray areas represent regions with no ray coverage.
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Figure 3.9. Checkerboard resolution test for line 5. Vertical spacing between velocity nodes is
30-m. Horizontal spacing is 150-m. a) Initial velocity pattern, b) recovered pattern
for line 5. Gray areas represent regions with no ray coverage.
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Figure 3.10. Ray coverage for the four lines. Green triangles represent the stations and the red
stars represent the sources.
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Figure 3.11. P-wave velocity model along line 1. a) initial model and b) final model. Velocity
contours are displayed every 0.5 km/s. Green triangles represent the stations along
the line. The orange circle represents the location of a well. Gray areas represent
regions with poor pattern recovery during resolution tests.
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Figure 3.12. P-wave velocity model along line 2. Top: initial model. Bottom: final model.
Velocity contours are displayed every 0.5 km/s. Green triangles represent the
stations along the line. The orange circle represents the location of a well. Gray
areas represent regions with poor pattern recovery during resolution tests.
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Figure 3.13. P-wave velocity model along line 3. Top: initial model. Bottom: final model.
Velocity contours are displayed every 0.5 km/s. Green triangles represent the
stations along the line. Gray areas represent regions with poor pattern recovery
during resolution tests.
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Figure 3.14. P-wave velocity model along line 5. Top: initial model. Bottom: final model.
Velocity contours are displayed every 0.5 km/s. Green triangles represent the
stations along the line. The orange circle represents the location of a well. Gray
areas represent regions with poor pattern recovery during resolution tests.
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Figure 3.15. Geologic cross sections of the area. Modified from Faulds et al. (2017). a) cross
section located between lines 3 and 5 (A in Figure 3.1). b) cross section located
~1km SW of line 3 (B in Figure 1). The location of cross sections A and B is also
indicated in the Appendix Figure A3.1. Both cross sections are subparallel to lines 3
and 5. Thick black lines represent where lines 1 and 2 intersect the cross sections
and the depth extent of the tomographic images. Tbo = Aphanitic basalt lavas, Tws
= white siltstone with lesser diatomite, Tsl = lacustrine sediments including shale,
siltstone and limestone, Tts = tuffaceous sedimentary rocks, Tls = limestone, Tabo
= altered basalt lavas.
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Figure 3.16. 3-D view of lines 1, 2, 3 and 5. Velocity profiles were rearranged in three
dimensions to show an overview of the tomographic results.
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Appendix
SUPPLEMENTAL FIGURES

Figure A2.1. Example of the results from the individual processing of the data. a) time window
around the S wave of the main event, b) the same as a), c) time window around the
S wave of the EGF (same length), d) same as c) but time shifted (the time shift
comes from the lag after performing cross correlation), e) filtered main event and
EGF signals plotted in the same window, f) the same as e) but shifted in time,
correlation values before (g) and after (h) the time shift, amplitude ratios and source
time function before (i) and after (j) the time shift.
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Figure A2.2. Signal and noise spectra for a main event (ME) and an empiric Green’s function
(EGF). The events, station, and channel are the same as in Figures 10 and 11. a)
Frequency range of the signals above acceptable noise levels. b) Frequency range of
the amplitude ratio above acceptable noise levels. c) Signal (solid lines) and noise
(dashed lines) spectra of the ME (blue) and EGF (cyan).
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Figure A2.3. Comparison of the different corner frequencies calculated with xc > 0.7. Plots
showing results of unconstrained corner frequencies (Ufc), unconstrained weighted
corner frequencies (UWfc), constrained weighted corner frequencies (CWfc) and
constrained corner frequencies (Cfc). Each fc also has error bars representing the
error associated with them.
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Figure A2.4. Location of the 26 events from the results. Blue circles represent aftershocks of the
2013 Cook Strait earthquake, green circles represent aftershocks of the 2013 Lake
Grassmere earthquake and red circles represent aftershocks of the 2016 Kaikoura
earthquake. Events without labels are other relocated events occurring between
2013 and 2018.
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Figure A2.5. Main events (large circles) and their empiric Green’s functions (small circles).
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Figure A2.6. Main events (large circles) and their empiric Green’s functions (small circles).
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Figure A2.7. Main events (large circles) and their empiric Green’s functions (small circles).
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Figure A2.8. Main events (large circles) and their empiric Green’s functions (small circles).
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Figure A2.9. Main events (large circles) and their empiric Green’s functions (small circles).
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Figure A2.10. Main events (large circles) and their empiric Green’s functions (small circles).
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Figure A2.11. Main events (large circles) and their empiric Green’s functions (small circles).
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Figure A2.12. Comparison of the relocated events (circles) with all the seismicity in the area
between magnitudes 1.5 and 5.0 for the time period used in this study. Events were
separated by color depending on the magnitude range. “All” column indicates the
number of events considering all seismicity. “Rel” column indicates the number of
relocated events. Focal mechanisms for the relocated events from GeoNet.
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Figure A3.1. Location of the three independent geothermal systems (red circles) in the Churchill
county, Nevada. The orange polygon represents the boundary of the Great Basin.
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Figure A3.2. Geologic map of the Brady geothermal field. The black rectangle indicates the
central area of the PoroTomo seismic array. From Faulds et al., (2017).
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