In paper [5] S.Gol^b has proved that thé only differentiable solution <p of the functional equation (*)
(1) cp 2 (x) = fix)
on an interval I is the function <p{x) -x. In the present paper we shall investigate the more general equation
where N>2 is a fixed integer. The modification of our investigations to the case N = 1 is trivial.
The problem is closely connected with that of fractional iteration, since every solution of equation (2) must satisfy (3) y N (x) = g(x)
on the range of the function y>(cf. [7] , Chapter XV). Differentiable solutions of equation (3) have been examined in [8] , [9] and [10] .
(*) jp n denotes the n-th iterate of <p .
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M.Kuczma
In the sequel we assume that the function g fulfils the following hypothesis.
(H) g is of class c'' in the interval I = [o,a) , 0<a<oo f g'(x)>0 in (0,a) and 0<g(x)<x in (0,a). The value s = g'(0+) (the multiplier of g) evidently fulfils the inequalities 0<s<1. Depending on whether a » 1, 0<s<1, or s = 0, we shall assume that the function g fulfils one of the following asymptotic relations: (4) g'(x) = 1 -A(k+l)x k + 0(x k+,y )t x-"0+ ;
(5) g'(x) = s + 0(x 5 ) , 0i+ ; 0 <s <1 ;
In formulae (4)-(6) A, k and 8 are positive constants, and B is an arbitrary constant. We shall confine our attention to those solutions f of equation (2) which satisfy (7) 9 (I) c I and which are of class C in I. Lemma 1. If 90 is a continuous solution of equation (3) in an interval J such that (p (J) c J, and if g is strictly increasing in J and g(x)<x in J, then <p is strictly increasing in J and
Proof. Since g is invertible, so is also 50 ([7] , Lemma 15.1), and consequently 50 is strictly monotonic in J. If p were decreasing, it would have a fixed-point xQ in J; 3 but then x Q would also be a fixed-point of = g, which contradicts the inequality g(x)< x. Now, the proof of (8) is analogous to that given in [3] » Lemma 2,in the particular case N = 2. Lemma 2. If g fulfils hypothesis (H) and jt is a continuous solution of equation (2) in I fulfilling condition (7), then f satisfies equation (3) in the interval ' [o,M) , where
Then <p maps the interval (m,M) into itself and, since (m,M) c 50(1) , <p satisfies equation (3) on (m,M) (cf.
[7], Theorem 15.14). By (7), (8) If the function g fulfils hypothesis (H), then the general C solution of equation (2) in I fulfilling condition (7) Is given by the formula
where M is an arbitrary point such that 0 <M a, <p is an 1 r arbitrary C solution of equation (3) in |_0,M) such that 0«p> Q (x)<M, and y is an arbitrary function 0>f class C 1 in [l!,a) and fulfilling the conditions
Pro of. Let <f be a C 1 solution of (2) fulfilling (7) and define M by (9). By Lemma 2 the restriction <pQ of <p to [o,M) satisfies equation (3) and hence, by Lemma 1, it is strictly increasing. If M^a, then $c(M)<M.In fact, (8) implies that <p (M)<Mj but y>'(M) = M and the continuity of f would imply g(M) = M, which is incompatible with (H). This proves that the restriction y of cp to [M,a) fulfils conditions (12). Conditions (11) are a consequence of the regularity properties of <p .
Conversely, it is easily seen that every function <p of form (10), where oe , y and M have the properties described, yl ' O is a C solution of equation (2) in I " fulfilling condition (7). Remark 2.
Conditions (11) and (12) are not contradictory. iThe limit lim <pAx)
exists in virtue of Lemma 1. a-M-° Differentiating equation (3) with <p replaced by fQ we get AM . n = g'U) .
As was shown in the proof of Theorem 1 above, we have
exists. Finally, it follows from (13) that conditions (12) can be realized. 1 2. As we see, there is no uniqueness attached to the C solutions of equation (2) in I, contrary to the situation in the case of equation (1). However, in many cases there is a local uniqueness in the sense that the function f Q in (10) is uniquely determined. (In other words,the solution is uni^uelv determined in a sufficiently small neighbourhood of zero, the neighbourhood being dependent on the solution;or,equivalently, every two solutions considered must coincide in a neighbourhood of the origin.) In particular, the following two theorems are an immediate consequence of those proved in [l0]. Theorem 2. Ifg fulfils hypothesis (H) and cpndition (4), then the function <p in (10) is uniquely determined. Theorem 3. Ifg fulfils hypothesis (H) and condition (5), then the function f Q in (10) is uniquely determined.
However, in the case where g has the multiplier 0, the function f Q depends in general on an arbitrary function (cf.
[9])< In order to force a uniqueness we shall make further assumptions concerning the asymptotic behaviour of y at zero.
For every p> 0 we denote by UP the class of those functions f which are defined and positive in a right neighbourhood of zero and for which there exists the limit 0 < lim x~p f (x) < 00 .
x-OnFurther we put
We shall prove the following Theorem 4.
If the function g fulfils hypothesis (H) and condition (6), then, for arbitrary 0<M«a, equation 
Consequently lim x~p g(x) = A and we may oonsider the funcx-0+ tion In [x~p g(x) ] as continuous at x =» 0. In fact we may consider it eyen as of class C 1 in [0,U)j. IU is clearly of class C^ in (0,M) and we have Theorems 1 and 4 imply the following Theorem 5. If g fulfils hypothesis (H) and condition (6) and if. we. assume additionally that <p6 U*, then the function in (10) is uniquely determinfed.
