While recent techniques for discriminative dictionary learning have demonstrated tremendous success in image analysis applications, their performance is often limited by the amount of labeled data available for training. Even though labeling images is difficult, it is relatively easy to collect unlabeled images either by querying the web or from public datasets. Using the kernel method, we propose a non-linear discriminative dictionary learning technique which utilizes both labeled and unlabeled data for learning dictionaries in the high-dimensional feature space. Furthermore, we show how this method can be extended for ambiguously labeled classification problem where each training sample has multiple labels and only one of them is correct. Extensive evaluation on existing datasets demonstrate that the proposed method performs significantly better than state of the art dictionary learning approaches when unlabeled images are available for training.
Introduction
Sparse and redundant signal representations have recently gained much interest in computer vision field [34] , [12] , [27] . This is partly due to the fact that signals or images of interest are often sparse with respect to some dictionary. These dictionaries can be either analytic or they can be learned directly from the data. In fact, it has been observed that learning a dictionary directly from data often leads to improved results in many practical applications such as classification and restoration [34] , [22] , [6] .
While dictionaries are often trained to obtain good reconstruction, training supervised dictionaries with a specific discriminative criterion has also been considered. For instance, linear discriminant analysis (LDA)-based basis selection and feature extraction algorithm for classification using wavelet packets was proposed by Etemand and Chellappa [14] in the late nineties.
Recently, similar algorithms for simultaneous sparse signal representation and discrimination have also been proposed [25] , [15] , [24] [38] , [17] , [18] , [36] , [21] , [37] .
Sparse representation and dictionary learning methods for unsupervised learning have also been proposed. In [33] , a method for simultaneously learning a set of dictionaries that optimally represent each cluster is proposed. To improve the accuracy of sparse coding, this approach was later extended by adding a block incoherence term in their optimization problem [23] . Some of the other sparsity motivated clustering and subspace clustering methods include [13] , [8] .
The performance of a supervised classification algorithm is often depen- dent on the quality and diversity of training images, which are mainly handlabeled. However, labeling images is expensive and time consuming due to the significant human effort involved. On the other hand, one can easily obtain large amounts of unlabeled images from public image datasets like Flickr or by querying image search engines like Bing. This has motivated researchers to develop semi-supervised algorithms, which utilize both labeled and unlabeled data for learning classifier models. Such methods have demonstrated improved performance when the amount of labeled data is limited.
See [4] for an excellent survey of recent efforts on semi-supervised learning.
Two of the most popular methods for semi-supervised learning are CoTraining [2] and Semi-Supervised Support Vector Machines (S3VM) [32] .
Co-Training assumes the presence of multiple views for each feature and uses the confident samples in one view to update the other. However, in applications such as image classification, one often has just a single feature vector and hence it is difficult to apply Co-Training. S3VM considers the labels of the unlabeled data as additional unknowns and jointly optimizes over the classifier parameters and the unknown labels in the SVM framework [3] .
Using the kernel trick, several methods have been proposed in the literature that exploit sparsity of data in the high dimensional feature space. In these methods, a preselected Mercer kernel is used to map the input data onto a features space where dictionaries are trained. It has been shown that such non-linear dictionaries can provide better discrimination than their linear counterparts [20] , [30] , [19] .
Motivated by the success of non-linear dictionary learning methods [20] , [30] , we propose a novel method to learn kernel discriminative dictionaries for classification in a semi-supervised manner. Fig. 1 shows the block diagram of the proposed approach which uses both labeled and unlabeled data. While learning a dictionary, we maintain a probability distribution over class labels for each unlabeled data. The discriminative part of the cost is made proportional to the confidence over the assigned label of the participating training sample. This makes the proposed method robust to label assignment errors. This paper makes the following contributions 1 :
1. We propose a discriminative dictionary learning method that utilizes both labeled and unlabeled data.
2. Using the kernel trick, we extend the formulation for learning linear dictionaries with labeled and unlabeled data to the non-linear case. An efficient optimization procedure is proposed for solving this non-linear dictionary learning problem.
3. We show how the proposed method can be extended to ambiguously 1 Preliminary version of this work appeared in [31] . Items 2 and 3 are extensions to [31] .
labeled data where each training sample has multiple labels and only one of them is correct.
In our previous work [30] , we developed a supervised non-linear discriminative dictionary learning method for image classification. The method proposed in this paper is different from [30] in that it is a general non-linear semisupervised dictionary learning method. The methods proposed for learning dictionaries form ambiguously labeled data [7] are also different from the one proposed in this paper. Specifically, in [7] two linear methods are proposed -one based on soft decision rules and the other based on hard decision rules. In contrast to linear reconstructive dictionary leaning methods in [7] and [38] , we propose a general discriminative non-linear kernel dictionary learning method for semi-supervised learning.
The rest of the paper is organized as follows. In Section 2, we formulate the problem of non-linear dictionary learning with partially labeled data.
The optimization of the proposed framework is presented in Section 3. Experimental results are presented in Section 4 and Section 5 concludes the paper with a brief summary and discussion.
Problem Formulation
In this section, we formulate the optimization problem for learning discriminative dictionaries with partially labeled data. We first present the linear formulation. We then extend it to the non-linear case.
Linear Dictionary Learning with Partially Labeled Data
Let Y = [y 1 , . . . , y N ] ∈ R d×N be the data matrix where d is the dimension of each data sample y i and N is the total number of training samples. We assume that the data is partially labeled and denote the label of the i th sample by l i . When the sample y i is not labeled, we set l i to 0, i.e., l i ∈ {0, 1, . . . C},
where C is the total number of classes.
Our goal is to learn a dictionary D ∈ R d×K , where K is the number of unit norm atoms. We represent this dictionary as the concatenation of all
represent the c th class data well while not economically representing the other class data. Here, K c is the number of atoms in dictionary D c , and hence,
Enforcing each D c to represent only its own class c improves the discriminative capability of the learned dictionary. We represent each sample y i by sparse linear combination of dictionary D's atoms and represent the sparse coefficient of the i th sample by x i . Furthermore, we denote the coefficient matrix for all the samples by X, i.e.,
In order to deal with unlabeled data, we introduce a probability matrix P ∈ R C×N such that each column of P represents the class distribution of the corresponding data sample. In other words, (c, i) th element P ci of P denotes the probability of the i th sample belonging to class c. Hence, by definition, P ci = 1 if y i is labeled with one class and l i = c.
P ci = 0 if y i is labeled with one class and l i = c.
We denote the probability of all the samples belonging to class c by a diagonal matrix P c ∈ R N ×N such that P c (i, i) = P ci and the non-diagonal elements of P c are set equal to zeros. Also, we define a matrix Q c 1 − P c to denote the probability of all the samples not belonging to the c th class.
Furthermore, we define P Equipped with these notations, we formulate the dictionary learning problem as one of optimizing
where,
and X c is the coefficient matrix corresponding to the cth class. Here, the first The second term H of J 0 in (2) makes the sparse coefficients of samples discriminative by decreasing the trace of within-class scatter matrix
and increasing the trace of between-class scatter matrix
where m c is the average of the c th class coefficients, m is the average of all the coefficients and N c is the number of samples in class c. However, when the label information is available in the form of probability matrix, these scatter matrices can be defined as follows
where E c ∈ R N ×N has N repeated column and each of them, denoted by e c , has the following form,
and
Note that Xe c is the average of the c th class coefficients and Xb is the average of all the coefficients.
In (4), tr(.) denotes the matrix trace operator and an elastic term X 2 F is added to make the cost with respect to X convex and stable. Similar formulations have been used in [35, 14] . The last term of J 0 enforces the sparsity of coefficients. Finally, λ 1 , λ 2 and η are the parameters controlling sparsity of coefficients, discriminability of sparse codes and elastic term, respectively. with K columns [20] , [30] . By changing the columns of A, we can learn the dictionary atoms in the feature space. Hence, the columns of A are referred to as atoms and denoted by a k , with k = 1, . . . , K. The k th atom in the feature space can be written as Φ(Y)a k . In order to enforce unit norm constraint on the atoms in the feature space, a k Ka k should be equal to 1 for all k. Also, we define A as the concatenation of C matrices, one for each
Non-Linear Dictionary Learning
Next, we can change F 0 and denote it by F such that,
As we will see later, each of the terms in F containing Φ(Y) can be written in terms of the dot products
. This allows us to use the kernel trick by writing
where, K is the kernel matrix whose (i, j) th element measures the similarity between y i and y j by means of a mercer kernel function denoted by κ(y i , y j ) :
Some commonly used kernels include polynomial kernels
and Gaussian kernels
where a, b and c are the parameters of the kernel functions. The overall cost for the non-linear dictionary learning can be written as follows
Having proposed the formulation for learning non-linear dictionaries with partially labeled data, we describe our approach to optimize the cost in (9).
Optimization of the Proposed Formulation
Our optimization problem is to minimize the cost in (9) with respect to dictionary A, sparse coefficient matrix X and probability matrix P, A,X,P = arg min
Equation (10) is jointly non-convex in all the three variable. Hence, we resort to optimizing one variable at a time, while keeping the other two fixed.
Optimization of the Dictionary A
When the coefficient matrix X and the probability matrix P are fixed, we optimize A one class at a time. To optimize the c th class dictionary, we write the cost J with respect to A c as
where, Y o and A o denote the other class (i.e. not c) data matrix and dictionary, respectively. X o denotes the coefficient matrix corresponding to A o .
These matrices are defined as,
where Y c ∈ R d×Nc is part of the data matrix consisting of samples from the c th class. To update A, we solve the following optimization problem for all
where a k is the k th columns of A c .
Next, we optimize one atom at a time while keeping the others fixed. The cost with respect to a k can be written as
Writing J a k in kernel form (and ignoring the terms independent of a k ), we get
To optimize, J a k , subject to a k Ka k = 1, we write the Lagrange function as
where, γ is a Lagrange multiplier. Next, we take the derivative of L(.) with respect to a k and set it equal to zero
where α is a scalar constant. Denoting the right hand side of the above equation by Kv, we get α.a k = v, where,
and along with the constraint a T k Ka k = 1, we choose the dual variable γ, and hence α, such that the condition is satisfied. In other words,
Optimization of the Coefficient Matrix X
With the fixed dictionary A, and the probability matrix P, the cost in (9) can be re-written with respect to X as,
, and
The problem of updating X can be written aŝ
In order to minimize J X with respect to X, we use the Iterative Projection Method (IPM) that minimizes a cost consisting of a convex term with an additional ℓ 1 regularizer [26, 35] . IPM is an iterative algorithm that computes the derivative of all the terms except the ℓ 1 part of the cost and takes a gradient descent step at each iteration. Followed by this gradient descent at each iteration, the values of X are soft thresholded [26] . The required derivative of all the terms in (23) can be computed as follows
Note that
Hence,
Similarly,
where, T c := w c (e c − b)(e c − b) T .
Optimization of the Probability Matrix P
With the fixed dictionary A, and the coefficient matrix X, the cost in (9) can be re-written with respect to P as,
We can solve the above problem by optimizing for the class probabilities for the i th sample p i independently, where
T , provided that m c does not change much with each update. Hence, the cost with respect to p i is given by
where the cth element of v i is given by,
The goal is to, minimize J p i subject to p
To minimize a linear cost subject to linear constraints is a linear programming (LP) optimization problem whose solution is on one of the vertices. In other words, the element of p i corresponding to minimum value in v i would be 1 and other elements would be zeros. This is to say that each sample will be assigned to a fixed class rather than a class distribution. Hence, instead of solving this LP, we compute the probability of each sample based on the reconstruction error e ci of the i th sample on the c th class dictionary, defined as
where x c i is the sparse coefficient of the i th sample corresponding to dictionary A c . Now, the probability of the i th sample belonging to the c th class can be defined as
Here, σ is a parameter that controls how sharp the probability distributions are. Furthermore, we want to add only those samples which are quite confident about its class and remove the ones that have similar probability of having come from multiple classes. This is achieved by setting the probability of those samples to zero which are less than a certain parameter θ.
Furthermore, instead of updating P at each iteration, we skip a few iteration(s) (typically 1 − 5) before updating the probability matrix. This gives some time for the learned dictionary to converge before adding more samples.
The proposed method for learning dictionary is summarized in Algorithm 1.
Dictionary Learning with Ambiguously Labeled Data
In many practical situations there might be multiple labels available for each training sample. For example, given a picture with multiple faces and a caption specifying who are in the picture, the reader may not know which face goes with the names in the caption. The problem of learning identities Output: Dictionary A.
Initialize Dictionary A, sparse Coefficient matrix X and Probability matrix P.
Update sparse coefficient matrix X by solving (24) .
if mod(itr, skipItr)=0 then Update Probability matrix P using (36) end for c = 1, . . . , C do for k = 1, . . . , K c do Update atom a k using (22) . where each example is associated with multiple labels, when only one of which is correct is often known as ambiguously labeled learning [11] .
This ambiguously labeled data can be easily handled using the proposed formulation by giving equal probabilities to each of the given class for that sample. For example, if a sample y i has labels 1, 4, 5, 7, we can set P(c, i) = 0.25, for c = 1, 4, 5, 7. However, a major challenge in handling such ambiguously labeled data is to learn an initial dictionary [7] . For the cases where data is either unambiguously labeled or completely unlabeled, we can use the unambiguously labeled data to learn an initial dictionary for each class. However, when each sample has multiple labels, we first need to cluster the data into different classes to make sure that the learned dictionary for each class is not influenced by the samples of the other classes.
Let y i have multiple labels denoted by the set L i and the number of ambiguous labels be denoted by C i |L i |. In order to assign one cluster label to y i , we learn C i dictionaries, one for each ambiguous class label, using all the samples excluding y i . While learning the c th class dictionary D ci , where c ∈ L i , for the i th sample, we use all the samples excluding y i and with at least one class label as c. Let the set of these samples be denoted by
We learn a dictionary D ci with the data matrix Y ci using the KSVD algorithm [1] for each c ∈ L i . The reconstruction error of y i is computed on D ci as follows,
Next, y i is assigned to the cluster c with the minimum reconstruction error r ci . These steps are summarized in Algorithm Algorithm 2: Algorithm for clustering ambiguously labeled data into C clusters.
Input: Training Data Y, Partial Labels L i , ∀i = 1, . . . N.
Output:
Cluster labels h i ∈ {1, . . . , C} for each sample y i , for all i = 1, . . . , N.
Collect all the samples except y i with at least one class label as
Learn dictionary D ci with Y ci using KSVD algorithm.
end Cluster label h i = arg min c∈L i r ci end return h i , ∀i = 1, . . . , N.
For each class, an initial dictionary
is learned with samples in the c th cluster using the KSVD algorithm. Finally, initial non-linear dictionary
c is computed using D
c as
where pinv(Y) is the pseudo-inverse of the data matrix Y.
Classification
Having learned the non-linear dictionary A, we classify a given test sample y t by first computing its sparse code x t by solving the following optimization problem,
The above problem in (40) is solved using the IPM. Next, to determine the class of the test sample, we compute the reconstruction error for each class
Finally, the test sample is assigned the class corresponding to the minimum reconstruction error as class of y t = arg min c r c .
Experimental Results
To illustrate the effectiveness of our method, we present experimental results on some of the publicly available databases such as the USPS digit dataset [16] , the Kimia's object dataset [29] and TV LOST dataset [10, 9] that consists of cropped face images from TV series 'LOST'. A comparison with other existing object recognition methods in [35] suggests that the discriminative dictionary learning algorithm known as Fisher Discriminant Dictionary Learning (FDDL) is among the best dictionary-based method for
classification. Hence, we use FDDL and a semi-supervised dictionary learning algorithm S2D2 [31] to compare the performance on semi-supervised experiments. We also compare our method with that of Support Vector Machines (SVM) as well as a semi-supervised extension of SVM known as (S3VM) [32] .
Also, we compare our method with recently proposed Pseudo Multi-view Automatic Feature Decomposition for Co-training (PMC) method [5] . In all of our experiments, λ is set equal to 0.05 and η is set equal to 0.001. The number of iterations are set to a maximum value of 30. All the other parameters are set using cross-validation separately for each experiment. For big training datasets, they can be optimized on a small validation dataset to reduce training time. In our experiments, we optimized the sparsity parameter over the set {0.01, 0.05, 0.1, 0.5}. The discriminative parameters τ 1 and τ 2 were optimized over the set {0.1, 1, 5, 10}. We skipped a few iterations when updating P to ensure the convergence of the cost function. This allows dictionary atoms to converge before using them to compute the probability matrix. Furthermore, the parameter σ controls the sharpness of probability distribution. Although, this can be computed in each iteration as the average reconstruction error as was done in [7] , we set this equal to 1 for simplicity.
If the probability distributions appear very flat, we reduce it to a smaller value.
Digit Recognition
The USPS digit dataset [16] We compare the recognition accuracies of the proposed method with other methods in Table 1 . The parameters τ 1 and τ 2 were set equal to 10 and 0.1, respectively, for this dataset. Observe that the proposed method outperforms the other methods by more than 5%. The major difference between S2D2 and the proposed method is the use of non-linear kernel. This confirms the importance of non-linear kernels in dictionary learning methods.
The improvement in performance compared to SVM and FDDL is due to the fact that we utilize the unlabeled data for updating dictionaries in the training stage. Being supervised techniques, the performance of SVM and FDDL reduces when the available labeled samples are small. Unlike S3VM which assigns hard labels to the unlabeled data points at each iteration, the proposed method assigns only a soft probability of class for each unlabeled data.The reason why the proposed method performs better than S3VM is because the soft assignment approach is more robust to labeling errors when compared to the hard assignment. pre-image can be reconstructed without venturing into feature space using techniques described in [28] . In Fig. 2 , we show the pre-images of some of the learned dictionary atoms from each class.
Performance in the presence of missing and noisy pixels: To further evaluate the robustness of the proposed method, we computed the recog- nition performance of the proposed method when pixels in the image are either missing or corrupted by noise. In the missing data experiment, we set pixels at random locations to zero for test images in the digit recognition application. The number of corrupted pixels was varied and we plot the corresponding accuracy in Fig. 3(a) . Note that the recognition accuracy falls as expected when the amount of missing pixels is increased. But the fall in accuracy is much lower for the proposed technique when compared to the other methods. This clearly demonstrates the improved robustness of the proposed method compared to the competing methods. Similarly to study the robustness of our method in the presence of noise, we added independent and identically distributed Gaussian noise to the pixels. We varied the variance of the added noise and compute the recognition accuracy for all the methods. The results are shown in Fig. 3(b) . We observed a similar improvement in robustness of the proposed technique.
Object Recognition
In the next set of experiments, we use Kimia's object dataset [29] which has 18 object categories each with 12 binary shapes. We randomly chose and intensity values were used as features. The classification rates for all the algorithms are compared in Table 2 . We see that the proposed method performs better than the other methods. In this experiment we used polynomial kernel of degree 2. We set sparsity parameter λ 1 = 0.5, τ 1 = 0.1 and τ 2 = 1. Furthermore, to avoid low confidence samples we set θ = 0.5.
These results clearly demonstrate that the performance of discriminative dictionary learning methods can be improved significantly by using unlabeled data, when the available labeled data is limited. Furthermore, the use of nonlinear kernel can improve the performance of dictionary learning methods for classification. ject categories and each category has about 40 to 80 images downloaded from Internet. We randomly selected 10 labeled and 10 unlabeled training images from each category to evaluate the proposed algorithm. To evaluate our method on this dataset, we used spatial pyramid features [17] . For each image, dense SIFT descriptors were extracted from 16 × 16 patches, separated by 6 pixels. To train the codebook for spatial pyramid, standard k-means clustering with k = 1024 was used. Finally, the dimension of spatial pyramid features were reduced to 3000 dimensions by PCA. The results of our comparison are provided in Table 3 . As can be seen from this table, the proposed method compares favorably even on the large dataset.
Ambiguously Labeled Data
In order to test our algorithm on ambiguously labeled data we chose the TV LOST dataset as used by [7] . This dataset consists of face images from TV series 'LOST'. In original dataset, there are 1122 registered face images corresponding to a total of 14 subjects, each containing from 18 to 204 images. In our experiment, we followed the same setting as [7] and chose 12 subjects with at least 25 face images per subject. For each subject, first 25 images were selected to evaluate our method. Each image was resized to 30×30 pixels, and histogram-equalized intensities were used as features. This experiment was conducted under transductive setting, meaning all the data was available at training time. We ambiguously labeled 85% of the data and remaining 15% of the data was correctly labeled. For each ambiguously labeled sample, we assigned one correct label and 3 randomly chosen incorrect class labels. We compare our method with the Convex Learning from Partial Labels (CLPL) presented in [9] , and various dictionary learning-based methods proposed in [7] . DLHD [7] clusters training data into various clusters based on the reconstruction error, and then learn dictionary for each cluster. DLSD [7] assigns a soft label to each sample based on the the reconstruction error and learns a dictionary for each class based on the assigned soft labels. Equallyweighted K-SVD [7] learns a dictionary using K-SVD for each class by giving equal weight to each ambiguous class. We compare our method with the other methods in Table 4 . We use a polynomial kernel of degree 4 and set sparsity Algorithms Accuracy(%) CLPL [9] 78.53
Equally-Weighted K-SVD [7] 81.67 DLHD [7] 86.17 DLSD [7] 86.63
Proposed Method 88.33 Table 4 : Recognition accuracy for the proposed method, compared to competing ones for TV LOST dataset.
parameter λ 1 = 0.05. Furthermore, discriminative parameters τ 1 , and τ 2 are set equal to 1 and 0.1, respectively. In order to visualize the dictionary atoms, we plot pre-images of the dictionary atoms for each class in Figure 4 . As we can see the learned dictionary atoms capture the variations present in each
class. Furthermore, we analyze the convergence of our algorithm. In Figure   5 , we display the probability matrices at the start, end and intermediate iterations. We can clearly visualize how the label accuracy improves over iterations. We also plot the total cost over iterations in Figure 6 . As can be seen from this figure, our cost decreases with increase in iterations.
Conclusion
We proposed a method that utilizes unlabeled and ambiguously labeled training data for learning non-linear discriminative dictionaries. The proposed method iteratively estimates the confidence of unlabeled samples belonging to each of the classes and uses it to refine the learned dictionaries.
Experiments using various publicly available datasets demonstrate the im- (d) show the probability matrix P at intermediate iterations. proved accuracy and robustness to noise and missing information of the proposed method compared to state-of-the-art dictionary learning techniques.
