Abstract. We discussed the accuracy of the estimation of the n identical unknown actions of SU(2) with quantum entanglement. It is found that this problem has a similar structure with the same estimation problem with the knowledge of the eigenvalue, which was discussed by Bužek, Derka and Massar [1] . By using this relation, it is shown that the estimation error asymptotically goes to 0 with the order 1 n 2 when the unknown operation acts at n times, Comparing Bagan et al. 's result [10], we find that sharing entanglement between the input system and the output system does not improve the estimation error in the asymptotic setting.
Introduction

Estimation of unitary action
Quantum information processing architecture is constructed from combination of various quantum devices. That is, each quantum device works as parts which provides the output quantum state from the input quantum state. Hence, it is required to identify what quantum operation each device plays. Such a problem is called identification of the quantum operation, in which, we usually estimate it based on the pair of the input (initial) state and the measured data through the measurement for the output state. Generally, such a quantum operation is described by trace preserving completely positive (TP-CP) map. In this paper, we consider the noiseless case, i.e., there is no noise in the quantum operation. In this case, the quantum operation is described by unitary matrix. In the adiabatic case, it is described by unitary matrix.
If we prepare the reference system with the same dimensional space as the input system, and assume that the initial state is a maximally entangled state on the joint system between the original input system and the reference system, the final state uniquely presents the unitary matrix as the corresponding maximally entangled state. Hence, repeating this operation n times, we can estimate this unitary matrix through appropriate measurement for the total joint system between output system and the reference system. In the two-dimensional case, Fujiwara [2] showed that a maximally entangled state is the optimal initial state on the single input system and its reference system. Ballester [3] discussed this problem in the d-dimensional case. We should remark that, in this method, even if we optimize the output measurement, the estimation error goes to 0 with the order 1/n. This order comes from the accuracy of estimation of quantum state.
One-parameter case: Phase estimation
As a similar problem phase estimation problem is known, in which, we estimate the eigenvalue e iθ of the unknown unitary matrix in a two-level system with the knowledge of the eigenvectors in the same setting. phase estimation C The phase estimation with the fixed input state is discuss by Helstrom [4] , and by Holevo [5] with the more general framework of the group covariance. The optimization problem of the input state for the phase estimation was discossed by Bužek et al. [1] in the asymptotic setting. They proved that the error goes to 0 with the speed π 2 /4n 2 when we choose the optimal input state and optimal measurement. Since the estimation error usually goes to 0 in proportion to the inverse of the number of samples, their result is very surprising and indicates the importance of the entangled input state.
Three-parameter case: Our result
In the present work, we discuss whether such a phenomena happens in the estimation of SU (2) unitary action. When the error between the true SU(2) action U and the estimated oneÛ is given by d(U,Û)
, we obtain a surprising relation between our problem and Bužek et al. [1] 's one. By this relation, we can trivially show that our error goes to 0 in proportion to 1/n 2 , and its coefficient is π 2 . We also show that this bound can be asymptotically attained with no use of the reference system. We can also regard a part of the composite system of n input systems as the tensor product of the system of interest and the reference system. In other words, there is an effect of "self-entanglement" in this method.
Phase estimation: Estimation of eigenvalues with the knowledge of eigenvectors
In order to mention the interesting relation between phase estimatin and estimation of SU(2) action, we briefly summarize the known facts on phase estimation. When we know the eigenvectors of the unknown SU(2) matrix U, the estimation problem can be reduced to the estimation of the unknown parameter θ ∈ [0, 2π) of the family
) because the action of U is equivalent to that of cU.
In our setting, we assume that the tensor product matrix U , the mean error is given by
Thus, when we fix the input state x ∈ H ⊗n , our estimation problem can be reduced to the estimation of the state family U † . In order to treat this problem in a simple way, we focus on the phase estimation problem in the d-dimensional space H ′ spanned by orthonormal basis u 1 , . . . , u d as follows. We choose a vector
Suppose that the state to be estimated has the form ρ θ,x def = U θ |x x|U * θ with the unknown parameter θ ′ ∈ [0, 2π), where the unitary matrix U θ is defined by
In this case, the error of the estimator M( dθ) can be be expressed as
In order to guarantee the accuracy, it is suitable to focus on the worst case, That is, we minimize max θ D θ (M, x). This problem is called minimax.
On the other hand, since the state ρ θ,x has the symmetry
it is natural to treat the measurement M(θ)dθ with the same symmetry:
Such a measurement M is called the covariant measurement and it has the form
where the Hermitian matrix
Holevo proved that the minimum error in the minimax criteria equals the minimum error among covariant measurements, i.e.,
This relation is called quantum Hunt-Stein lemma, and was proved in the more general covariant setting.
By elementary formulas of trigonometric functions, the equation
can be checked. Using this relation, we have
where the inequality follows from | u k |T |u k+1 | ≤ u k |T |u k u k+1 |T |u k+1 = 1. Hence, the equality holds iff
Since the matrix (5) and (8), we obtain
Now, we return to the estimation of unknown unitary U θ with its multiple action. Since the unitary matrix U ⊗n θ has eigenvalues 1, e iθ , . . . , e niθ , by applying d = n + 1 case, the relation (9) yields
Bužek, Derka and Massar [1] proved that its optimal value almost equals
In this setting, the irreducible representation space of the action of the onedimensional circle S 1 = [0, 2π) is the one-dimensional space spanned by u k . In the above discussion, we use n + 1 different irreducible representation spaces.
Estimation of the unknown SU(2) action
Next, we proceed to estimation of the unknown SU(2) action g ∈ SU(2) on the twodimensional space H. We suppose that the unitary matrix g ⊗n acts on the tensor product space H ⊗n , and that we can choose a suitable initial state on H ⊗n . On the other hand, Fujiwara [2] focused on the estimation problem with the use of the initial state entangled with the reference system H R , on which the unknown SU(2) action g does not act. He proved that this method reduces the estimation error. But, he did not treat the entanglement on the n-tensor product space H ⊗n . Our choice of measurement is wider than his choice as follows. Suppose that we can choose an initial state entangled between H ⊗n and the reference space H ⊗n R which has the same dimension as the original input system H ⊗n . Hence, when we choose the initial state x on the tensor product space H ⊗n ⊗ H ⊗n R and the measurement (POVM) M n (dĝ) on H ⊗n ⊗ H ⊗n R with the outcome in SU(2), the error is evaluated as
Here, we focus on the SU(2) action on the tensor product space H ⊗n . Then, its irreducible decomposition is given as follows:
where H k is the k-dimensional irreducible space of the SU(2) action, and H n,k is the corresponding irreducible space of the action of the permutation group, in which the SU(2) does not act. Note that the dimension of H n,k equals the number of representation spaces equivalent to H k in the tensor product space H ⊗n . In the following, we denote the SU(2) action on H k by V k g . For simplicity, we focus on the estimation of SU(2) action on a single irreducible space H j at first. In this case, we let the initial state be the maximally entangled state x j,E between H j and the reference space H j,R whose dimension is the same as the space H j . The measurement is chosen as the POVM M j,E (dĝ)
† µ(dĝ), where µ is invariant probability distribution on SU(2) and the integer j 2 is the normalizing factor. Using Schur's lemma, we can easily check that the total integral is the constant times of identity matrix because x j,E is the maximally entangled state.
) † , the mean error is calculated as
The final equation follows from elementary calculus on trigonometric function. For details, please see section 4. Therefore, if we use only one irreducible space H j , even if the dimension of H j is large, we cannot reduce the estimation error. That is, in order to make the estimation error small, we have to use several irreducible spaces.
In the following, we treat the case of n = 2d − 1, but the following discussion can be applied to the even case. In the odd case, there are d irreducible spaces different from one another. Hence, it is essential to use the correlation between them. We focus on the following subspace of
and denote the SU(2) representation on this space by U 2d−1 g . As is demonstrated in the following, this problem can be treated parallel to the phase estimation, where the base u j corresponds to the maximally entangled state x 2k,E or the vector (2k)x 2k,E . We choose a vector x d = (x k ) d k=1 satisfying the condition (1), and let the initial state be x
x k x 2k,E and Similarly to (4), the measurement is chosen as
based on a Hermitian matrix T = (t k,j ) satisfying the condition (5). Using Schur's lemma and the condition (5), we can check that its total integral is the identity matrix. Similarly to (6), the equations
hold, where the final equation is derived in section 4 based on elementary formulas of trigonometric functions. Using this relation, similarly to (7), we have
The equality holds when the matrix T = (t k,l ) satisfies (8) . Thus, the optimal error of this estimation method coincides with D m−1 opt . That is, our problem can be resulted in Bužek, Derka, and Massar's phase estimation problem. Since
n 2 , When we choose a suitable initial state and measurement in the large n case, the estimation error asymptotically equals π 2 n 2 . In the case of n = 2d, we let the initial state be the x
has no negative element. When we choose a measurement similar to the above, the estimation error is calculated as
opt . The same conclusion as the odd case is obtained.
Next, we focus on the reference space in the odd dimensional case. When we use the above method, the dimension of the reference space H R,2d−1 is 2d. If the dimension of H 2d−1,2k is larger than that of H 2k , we can use the space H 2d−1,2k as the reference space. For k = d, the dimension of H 2d−1,2k is 1, i.e., is smaller than that of H 2k . But, for k < d, 
n 2 , the estimation error π 2 n 2 can be attained without the reference space. This discussion also can be applied to the even n case.
Technical details
In the following, we treat the derivation of the last equations of (11) and (12) . Since Tr V ĵ g and d(I,ĝ) depend only on the eigenvalues e iθ/2 , e −iθ/2 of g, we have
dθ sin φ 1 dφ 1 dφ 2 in the parameterization:
Hence, the relation
holds. Because d(I,ĝ) = sin )θ , applying (14), we have
When j ≥ 2, this integral equals Concerning (12), we can calculate
In the above integral, the term
can be expanded to many terms, but the terms except for three terms: the constant term, 2 cos θ, and 2 cos 2θ vanish. That is, only the coefficients of the above three terms are important.
In the following, we calculate this integral in the three cases
The case (i) has already been calculated in (11) . In the case (ii), these three coefficients coincide with one another. Thus, the integral equals 0. Next, we proceed to the case (iii). When k ′ = k+1, the term
can be expanded to k + 2k cos θ + 2(k − 1) cos 2θ + · · ·. Thus, the integral equals − . Similarly, we can show that the integral equals − 1 4 in the case of k ′ = k − 1. Therefore, we obtain (12).
Concluding remark
In this paper, we derived a remarkable relation between estimation of SU(2) action and phase estimation. Using this relation, we showed that the optimal estimation error is less than π 2 n 2 . The essence of this relation is laid in the relation between the two similar relations (6) and (12) . Indeed, since sin over the dimension. Hence, the essence of (6) is the equation
where χ l (θ) is the character of the one-dimensional representation of e iθ → e ilθ .
On the other hand, when we let χ l (g) be the character of the l-dimensional irreducible representation of SU(2) over the dimension l, the essence of (12) is the equation
Therefore, the main reason of the relation between two estimation problems is the above character formulas (16) and (15) . In other words, the integrals concerning characters is the essence of phase estimation as well as that of the estimation of SU(2) action. Physically, both square-error estimators in both settings can be realized by effective use of interference between different irreducible representations. In this paper, regarding the irreducible space H n,k of the action of the permutation group as the reference space of the irreducible space H k of SU (2) action, we proved the existence of the square-error estimator in the estimation SU(2) action without use of the real reference system. Since the irreducible space H n,k of the action of the permutation group has a greater dimension than the corresponding irreducible space H k of SU (2) action except for the exceptional cases, the correspondence between the irreducible space H n,k and the reference space of the corresponding irreducible space H k is not unique. Hence, it is desired to seek a physically more realizable correspondence [13] . It is an interesting future study.
Finally, we should remark the relation between our group covariance approach and Cramér-Rao approach. In the later, we focus on the Cramér-Rao type bound, i.e., the weighted sum of minimum mean square errors under the locally unbiased conditions. As is discussed in Fujiwara and Imai [7] , we often seek the input state minimizing this bound. Even though this bound goes to 0 with the order 1/n 2 , we cannot conclude that there exists a sequence of estimators whose the weighted sum of minimum mean square errors goes to 0 with 1/n 2 , while, in the state estimation, there exists a sequence of estimators with the weighted sum of minimum mean square errors whose asymptotic coefficient equals the Cramér-Rao type bound. The reason of the later is that an suitable adaptive estimator can be chosen as follows [8, 9] . In the state estimation, we can choose the set of neighborhoods, in which the weighted sum of minimum mean square errors can be approximated the Cramér-Rao type bounds with bounded differences. Hence, if we choose the first estimator whose estimate belongs to the above neighborhood with an exponentially small error probability, the adaptive estimator satisfies the required condition. However, the situation of the estimation of SU(2) action is different from the above. In this case, the existence of such neighborhoods, i.e., the neighborhood depend on the number n. That is, there is a possibility that the radius of the neighborhoods goes to 0 in proportion with the number n of actions. Hence, we cannot directly estimate the estimation error based on the optimal Cramér-Rao type bound.
After finishing this research, the author found the same results obtained by two other groups [10, 11, 12] . However, this approach is different from them in that it is based on the notable relation between the SU(2) estimation and the phase estimation. Indeed, Bagan et al. [10] proved that the error π 2 n 2 is optimal in the asymptotic setting even if we share entanglement between the input system and the output system. Therefore, we can check that sharing entanglement between the input system and the output system cannot improve the estimation error in the asymptotic setting. The author also found the paper Acin et al. [15] after finishing this research. They almost mentioned that the optimal initial state has the form x 2d−1 x d . However, they did not derive the equation corresponding to (13) . In addition, Rudolph and Grover [14] discussed a similar problem from the computational viewpoint.
