Abstract. We develop the theory of J-holomorphic discs in Hilbert spaces with almost complex structures. As an aplication, we prove a version of Gromov's symplectic nonsqueezing theorem for Hilbert spaces. It can be applied to short-time symplectic flows of a wide class of Hamiltonian PDEs.
Introduction
In his fundamental work, Gromov [14] proposed a new approach to the symplectic geometry based on the theory of pseudoholomorphic curves in almost complex manifolds. Every symplectic manifold (M, ω) admits many almost complex structures J in a natural co-relation with the symplectic structure ω. A pseudoholomorphic (or J-holomorphic, or J-complex) curve in (M, J) is a holomorphic map from a Riemann surface X to M. In view of the uniformization theorems this is not surprising that the following two choices of X are of major importance: the unit disc D and the Riemann sphere S 2 . The corresponding Jholomorphic maps are called respectively J-holomorphic discs and J-holomorphic spheres. The spheres appear naturally in the case where M is a compact manifold while the discs are appropriate when M is a manifold with boundary. In the last case usually some boundary conditions are imposed making the families of such discs (moduli spaces) finite dimensional. In turns out that moduli spaces of J-holomorphic discs or spheres reflect some important topological properties of the underlying symplectic structure ω and in some cases allow to describe efficiently symplectic invariants. Thus, Gromov's approach became a powerful tool of symplectic geometry.
Usual symplectic structures and Hamiltonians on smooth manifolds arise from the classical mechanics and dynamical systems with finite-dimensional phase spaces. On the other hand, the important classes of Hamiltonian PDEs of the mathematical physics, such as the (non-linear) Schrödinger equation, the Korteweg-de Vries equation and others, have a Hamiltonian nature too, but the corresponding symplectic structures and flows are defined on suitable Hilbert spaces (see for instance [17] ). Usually these Hilbert spaces are Sobolev spaces, in which the existence and regularity of solutions of (the Cauchy problem for) Hamiltonian PDEs are established. In the finite-dimensional case, one of the most striking results of Gromov is the symplectic non-squeezing theorem describing quantitatively the topological rigidity of symplectic transformations. The first results of this type for various classes of Hamiltonian PDEs were obtained by Kuksin [16, 17] and later extended in the work of Bourgain [5, 6] , Colliander, Keel, Staffilani, Takaoka, and Tao [9] , and Roumégoux [19] . Their approach is based on approximation of a symplectic flow in Hilbert space by finite-dimensional symplectic flows which reduces the situation to Gromov's theorem. This method requires a version of such approximation theory separately for each class of Hamilto-nian PDEs. Recently Abbondandolo and Majer [1] made a step toward a general version of the infinite-dimensional non-squeezing using the theory of symplectic capacities. In view of the above work it seems appropriate to extend Gromov's theory of pseudoholomorphic curves to the case of the Hilbert spaces equipped with symplectic and almost complex structures. The goal of the present paper is to develop an analog of Gromov's theory of pseudoholomorphic curves directly on Hilbert's spaces making it available for the study of symplectic flows of a wide class of Hamiltonian PDEs.
If (M, J) is an almost complex manifold of complex dimension n, then pseudoholomorphic curves in M are solutions of quasilinear ellipitic systems of PDEs with two independent and 2n dependent variables. Locally such a system can be viewed as a perturbation of the usual ∂-system. Global problems lead to elliptic equations of Beltrami type which in general are large deformations of the usual Cauchy-Riemann equations. This allows to apply methods of complex analysis and PDEs. The infinite-dimensional case requires the analysis of quasi-linear Beltrami type equations for Hilbert space-valued functions. The main method for solving the Beltrami equation for scalar-valued functions is based on the theory of singular integrals and the non-linear analysis, especially the fixed point theory. We use this approach in the present paper. We point out that our approach is rather different from Gromov's approach based on the compactness and transversality theory for pseudoholomorphic curves. The extension of Gromov's theory to infinite dimension remains a difficult open problem. As an application of our methods we prove in the last section a version of the non-squeezing theorem in Hilbert space for symplectic maps with small "antiholomorphic terms". In particular, it can be applied to short-time symplectic flows or small perturbations of holomorphic symplectic flows associated with Hamiltonian PDEs.
Our main results are contained in Section 4, 5 and 6. In Section 4 we establish the local existence and regularity of pseudoholomorphic curves in Hilbert spaces with almost complex structures. In Section 5 we consider boundary value problems for pseudoholomorphic curves in Hilbert space. Our approach is based on methods developed in our previous work in the finite-dimensional case [10, 21, 22] . Using suitable singular integral operators related to the Cauchy integral, we reduce boundary value problems to integral equations in appropriate function spaces and construct solutions by Schauder's fixed point theorem. Sections 2 and 3 are devoted to technical tools of our method and contain some necessary properties of almost complex structures in Hilbert spaces and some results on singular integral operators in spaces of vector functions. We present some of them in detail because of their importance for our approach and because we could not find references in the literature.
In conclusion we note that by using the methods and technical tools elaborated in the present paper, we obtain in [23] a version of the non-squeezing theorem for general symplectic transformations under certain regularity and boundedness assumptions with respect to Hilbert scales (see Section 5).
Almost complex structures on Hilbert spaces
In this section we establish some basic facts on almost complex structures in Hilbert spaces. We always restrict to separable Hilbert spaces.
Almost complex structures
Let V be a real vector space. If the dimension of V is finite, we assume that it is even. A linear almost complex structure J on V is a bounded linear operator J : V −→ V satisfying J 2 = −I. Here and below, I denotes the identity map or the identity matrix depending on the context. Theorem 2.1 Let H be a real Hilbert space. Then every two linear almost complex structures J k , k = 1, 2, are equivalent. That is, there exists a bounded linear invertible operator R :
Since all (separable and ∞-dimensional) complex Hilbert spaces are isometrically isomorphic, the above theorem follows by Proposition 2.2 Let H be a real Hilbert space. Let also J be a linear almost complex structure on H. Then there is an equivalent norm and an inner product on H making it into a complex Hilbert space.
Proof. Introduce a new norm • n on H:
Since J is a bounded operator, then the new norm is equivalent to the original one. It is immediate that the new norm is J-invariant: Jh 2 n = h 2 n and verifies the parallelogram identity. Hence, this norm is a Hilbert space norm.
Let H be a complex Hilbert space with Hermitian scalar product •, • . Fix an orthonormal basis {e j } ∞ j=1 in H such that Z = ∞ j=1 Z j e j for every Z ∈ H. Here Z j = x j +iy j = Z, e j are complex coordinates of Z. Put Z = ∞ j=1 Z j e j . The standard almost complex structure J st on H is a real linear operator on H defined by J st (Z) = iZ. In the case where H has a finite dimension n the structure J st is the usual complex structure on C n ; we do not specify the dimension (finite or infinite) in this notation since it will be clear from the context.
In what follows we also use the standard notation
The standard symplectic form ω on H is a nondegenerate antisymmetric bilinear form defined by
We use the natural identification of H with its tangent space at every point. Denote by L(H) the space of real linear bounded operators on H. An almost complex structure J on H is a continuous map J : H → L(H), J : H ∋ Z → J(Z) such that every J(Z) satisfies J 2 (Z) = −I. Such a structure is tamed by ω if ω(u, Ju) > 0 for every u ∈ H. An almost complex structure J is compatible with ω if it is tamed and ω(Ju, Jv) = ω(u, v) for all u, v ∈ H. Note that J st is compatible with ω. If the map Z → J(Z) is independent of Z, we can identify the tangent space of H at Z with Z and view J as a linear almost complex structure on H.
A
If f : H → H is a diffeomorphism and J ′ is an almost complex structure on H, one can consider its direct image defined by
It is equipped with the standard complex structure J st of C. Let J be an almost complex structure on
Here the star denotes the pull-back. For a map Z :
similarly to the finite-dimensional case. If Z is a J-complex disc, its symplectic area coincides with the area induced by the Riemannian metric canonically defined by J and ω. Hence if Z is J st -holomorphic, (3) represents its area induced by the inner product of H.
Cauchy-Riemann equations
All linear operators in this subsection are bounded. For an R-linear operator F : H → H we denote by F * its adjoint, that is, Re F u, v = Re u, F * v . Put F Z = (F Z), and F t = F * Thus F t is the transpose of F . Every R-linear operator F : H → H has the form
where P and Q are C-linear operators. For brevity we write
Note that
Proof. Consider R = P Q Q P as a linear operator on H ⊕ H. Then F preserves ω if and only if R preserves a bilinear form on H ⊕ H with the matrix
that is R t ΛR = Λ. This is equivalent to (4). A linear operator F : H → H is called a linear symplectomorphism if F preserves ω and is invertible.
Lemma 2.4 Let F = {P, Q} be a linear symplectomorphism. Then F t also preserves ω. Hence
Proof. Since F preserves ω, then R t ΛR = Λ. The operator R is invertible because F is. Multiplying by RΛ from the left and by R −1 Λ from the right, we obtain RΛR t = Λ. The latter is equivalent to (5).
Proof.
(a) follows by (4) and (5) . By (4) and (5), spectral values of the self-adjoint operators P P * and P * P are not smaller that 1. Then both P * P and P P * are invertible which gives (b). For (c), put A = QP −1 . We estimate A = AA * 1/2 . By (4) and (5) respectively, we have QP
Using the latter, AA * = (P P * ) −1 QQ * . Since P P * = I + QQ * and QQ * is self-adjoint, then by the spectral mapping theorem
because the function λ → λ(1 + λ) −1 is increasing for λ > 0. Assume that J is an almost complex structure tamed by ω. Then ω(h, (J st + J)h) > 0 for all h = 0 and the operator J st + J is injective. In the finite dimensional case this implies that the operator is invertible. In the Hilbert case this is not so immediate although one can show that this is also always true. Assume that for all Z ∈ H the operator
is invertible. Then the linear operator
is defined and bounded.
Lemma 2.6 The operator (7) is C-antilinear.
Proof. Note
Then (10) implies
We show LJ st = −J st L. Using consequently (8) , (11), (9), (8) we obtain
Thus, if we view (H, J st ) as a complex vector space, the action of L can be expressed in the form Lh = A J h where A J : H → H is a bounded J st -linear operator. We call A J the complex representation of J and often omit J. With this convention the Cauchy-Riemann equations (2) for a J-
can be written in the form
In the present paper an almost complex structure J will arise as the direct image
We discuss assumptions on Φ that allow to deduce the equations (12) .
Let Φ :
and G of H. Suppose that the tangent maps dΦ are uniformly bounded on G ′ . Then by Proposition 2.5 (a), the tangent maps dΦ −1 also are uniformly bounded. Set J = Φ * (J st ). Put P (Z) = Φ Z (Z) and Q = Φ Z (Z). Since the operator P is invertible by Proposition 2.5 (b), then it follows from [20] that
Indeed, the proof of Lemma 2.3 from [20] can be carried to the Hilbert case without changes and gives (13) . Hence Proposition 2.5 (c) implies that there exists a constant 0 < a < 1 such that
for all Z ∈ G.
Lemma 2.7 Let B : X → X be a linear operator on a real Hilbert space X. Suppose Bx, x > 0 for all x = 0. Then I + B is invertible and Lx < x , x = 0, here L = (I + B) −1 (I − B). Conversely, if I + B is invertible and Lx < x for all x = 0, then Bx, x > 0 for all x = 0.
Proof. We can consider B as a complex linear operator on X⊗ R C = X C . Since Bx, x > 0, x ∈ X, x = 0, then for every spectral value λ ∈ σ(B), we have Re λ ≥ 0. Hence 0 / ∈ σ(I +B), and I + B is invertible.
Put y = (I +B)
The converse is obtained along the same lines.
Proposition 2.8 Let J be a linear almost complex structure tamed by the standard symplectic form ω. Then J st +J is invertible, and Lx < x for x = 0; here L = (J st +J) −1 (J st −J).
Proof. As a bilinear form,
Proposition 2.9 Let J be a linear almost complex structure on H tamed by ω. Then J is compatible with ω if and only if B * = B or equivalently A t = A; here B = −J st J and
Moreover in this case L = A < 1.
Proof. Suppose J is compatible with ω, that is, J is a linear symplectomorphism. Let J = {P, Q}. By Proposition 2.5,
By spectral mapping theorem,
Since L is self-adjoint, then
Since the function λ
The rest of the conclusions are obvious.
In the finite-dimensional case Proposition 2.9 also holds for tamed almost complex structures. The following example shows that in general this is not true in the Hilbert case.
Example. We construct a tamed linear almost complex structure J on H for which A = 1. Let J = {P, Q}. Put P = iI. Then J 2 = −I reduces to QQ = 0. Put B = −J st J = {I, −iQ}. Then I +B = {2I, −iQ}, I −B = {0, iQ} and (I +B)
Q}.
Q . The structure J is tamed if and only if Re Bz, z > 0 for z = 0. This condition reduces to
We now construct Q satisfying (15) with Q = 2, hence A = 1. We represent H = H 1 ⊕H 2 , the sum of two copies of the Hilbert space. Define (15) is fulfilled because 0 < c n < 1.
Some properties of the Cauchy integral
The main analytic tool in the theory of pseudoholomorphic curves is the Cauchy integral. In this section we recall some important regularity properties of the Cauchy (Cauchy-Green) integral and related integral operators and generalize them to Hilbert space-valued functions. They are crucial for our method because we employ them in order to solve boundary value problems for Beltrami type equation. Everywhere ζ, z and t denote scalar complex variables. Denote by D = {ζ ∈ C : |ζ| < 1} the unit disc in C.
Modified Cauchy integrals
Let f : D → C be a measurable function. The Cauchy (Cauchy-Green) operator is defined by
The Beurling integral operator is the formal derivative of T , i.e.,
is bounded for p > 1 and (∂/∂ζ)T f = f as Sobolev's derivative, i.e., T solves the ∂-problem in D. Furthermore, T f is holomorphic on C\D. There are additional properties. Proposition 3.1 Set g = T f and h = Sf . Then the following holds.
(iii) The operator S can be uniquely extended to a bounded linear operator S :
The proofs are contained in [2, 24] . We introduce modifications of the above integral operators useful for applications to boundary value problems.
Consider distinct complex numbers z k , k = 1, ..., n , |z k | = 1 and real 0 < α k < 1,
Here we make the cuts Γ k = {λz k : λ > 0} and fix a branch of
In order to simplify notations, we write
Define the operator
as the weak derivative of T Q f . The following result is contained in [18] .
We present the proof in Appendix II slightly improving the original argument of [18] . We closely follow [18] and do not claim originality.
As examples we consider two operators corresponding to two special weights Q. Consider the arcs γ 1 = {e iθ : 0 < θ < π/2}, γ 2 = {e iθ : π/2 < θ < π}, γ 3 = {e iθ : π < θ < 2π} on the unit circle in C. Introduce the functions
and X(ζ) = R(ζ)/ ζ.
Here we choose the branch of R continuous in D satisfying R(0) = e 3πi/4 . For definiteness, we also choose the branch of √ ζ continuous in C with deleted positive real line, √ −1 = i. Then arg X on arcs γ j , j = 1, 2, 3 is equal to 3π/4, π/4 and 0 respectively. Therefore, the function X satisfies the boundary conditions
which represent the lines through 0 parallel to the sides of the triangle ∆ with vertices at ±1, i. Consider the operators
and
The formal derivatives of these operators are denoted by
as integrals in the sense of the Cauchy principal value. As a consequence of the above results, we have Proposition 3.3 The operators T j , S j enjoy the following properties:
, is a bounded linear operator for p 1 < p < p 2 . Here for S 1 one has p 1 = 1 and p 2 = ∞, and for S 2 one has p 1 = 4/3 and p 2 = 8/3. For
, 2 < p < p 2 , the function T 1 f satisfies Re T 1 f | bD = 0 whereas T 2 f satisfies the same boundary conditions (18) as X.
Our next goal is to extend the previous results on the Cauchy integral in Sobolev classes to Hilbert space-valued functions.
Bochner's integral
Following [25] we recall basic properties of Bochner's integral. Let (S, µ) be a measure space, X be a Banach space X and X ′ be the dual of X. A map u : S → X is called weakly measurable if, for any f ∈ X ′ , the function S ∋ s → f (u(s)
. This fact is a special case of Pettis's theorem. We will deal with the case where X is a separable Hilbert space, so this these two notions of measurability will coincide.
Consider a simple function u : S → X; let u = x j on B j , j = 1, ..., n, where B j 's are disjoint and µ(B j ) < ∞ and u = 0 on S \ ∪ j B j . Then we put
A function u : S → X is called Bochner integrable if there exists a sequence (u k ) of simple functions strongly convergent to u a.e. on S such that
Then the Bochner integral of u is defined by
where the limit in the right hand denotes the strong convergence. One can show that this definition is consistent. The fundamental theorem of Bochner states that a strongly measurable function u is Bochner integrable if and only if the function s → u(s) is integrable. Furthermore, Bochner's integral enjoys the following properties:
(ii) Let L : X → Y be a bounded linear operator between two Banach spaces. Assume that u : S → X is a Bochner integrable function. Then Lu is a Bochner integrable function, and
In our applications we deal with the case where S = D or another subset of C and X = H is a Hilbert space. Denote by W k,p (D, H) the Sobolev classes of maps Z : D → H admitting the p-integrable weak partial derivatives D α Z up to the order k (as usual we identify functions coinciding almost everywhere). We define weak derivatives in the usual way using the space of scalar-valued test functions. We write simply
The space W k,p (D, H) equipped with the norm
is a Banach space. We define Lipshitz spaces
respectively. We note that the system (12) still makes sense for Z ∈ W 1,p (D) for p ≥ 2.
Linear operators in vector-valued Sobolev spaces and their extension
For definiteness we only consider the functions D → H, where as usual H is a separable Hilbert space.
and h ∈ H we have P H (uh) = P (u)h. We will usually omit the index H in P H .
Proposition 3.4 (i) Every bounded linear operator
for appropriate p as in Proposition 3.3, we have
as weak derivatives.
(iv) The operators T ,
Proof. (i) If P is a singular integral operator, the result follows because H is a UMD space [7] . For a general bounded linear operator the result follows because H is so called p-space [15] , which means exactly the same as Proposition 3.4 (i). Since the operators T , T 1 , T 2 , S, S 1 , S 2 are bounded linear operators in L p (D) for appropriate p > 1, they extend to L p (D, H). Note that these extended operators preserve the same norms. The parts (ii), (iii), and (iv) are proved in [23] Remark
converging in H a.e. in D. Here u n (ζ) = u(ζ), e n is measurable, hence u n ∈ L p (D), u n p ≤ u p . It is easy to see that for every u ∈ L p (D, H), p ≥ 1, the series (24) 
converges a.e. in D if and only if it converges in
L p (D, H). Furthermore, if P : L p (D) → L p (D), p ≥ 1,
is a bounded linear operator and u ∈ L p (D, H) is given by (24), then
P H u = ∞ n=1 (P u n )e n .
Cauchy integral for Lipschitz classes of vector functions
Above we considered the properties of the Cauchy integral for Sobolev classes of vector functions. The Lipschitz classes also are useful for applications. Here the situation is simpler and the proofs follow the scalar case line-by-line with obvious changes (essentially the module must be replaced by the Hilbert space norm). For this reason we omit proofs. The Cauchy type integral of a function f : bD → H
is defined for z ∈ C\bD. Similarly to the scalar case, the Cauchy type integral is holomorphic on C \ bD.
Theorem 3.5 We have: H) is a bounded linear operator.
(ii) Let f ∈ C m,α (D), 0 < α < 1, m ≥ 0 be an integer. Then the Cauchy-Green integral T f is of class C m+1,α (D, H) and T :
For the proof of (i) in the scalar case see [11] when m = 0 and [24] for m ≥ 1. Let f ∈ C 0,α (bD, H). The classical argument deals with the integrals of the form
where ζ 0 ∈ bD. The property (22) of Bochner's integral shows that the estimates of these integrals performed in [11] for scalar functions, literally go through for vector functions. This allows to establish the Plemelj-Sokhotski formulae for Kf and to deduce that the boundary values of Kf on bD satisfy the α-Lipschitz condition quite similarly to the scalar case [11] . Then Kf ∈ C 0,α (D) for example, by the classical Hardy-Littlewood theorem (see [12] ); its proof can be extended to the vector case without changes. This is the only type of modifications which are required in order to extend the proofs of [11] and [24] from the scalar case to the case of vector functions.
The proof of (ii) is contained in [24] for scalar functions. This proof is based on properties of integrals of the form
Here z j ∈ D, α, β > 0 and a function g : D → H coincides with f (ζ) or with f (ζ) ± f (z j ). Note that integrals along the boundary arising in [24] disappear in our case since we deal with the circle. Applying the estimate (22), we reduce the estimation of these integrals to estimates of their scalar kernels performed in [24] . With this the argument of [24] also literally goes through for the case of vector functions.
Local existence and regularity of pseudoholomorphic discs
In this section we establish two basic properties of pseudoholomorphic curves: the local existence (Nijenhuis-Woolf's theorem in the finite dimensional case, see [4] ) and the interior regularity. Since these properties are local, it suffices to establish them for "small" discs.
Local existence
Let H be a Hilbert space (identified with complex l 2 ) and J be an almost complex structure on H. Denote by B ∞ = {Z ∈ H : Z < 1} the unit ball in H. A simple but very useful fact is that in a neighborhood p + rB ∞ of every point p ∈ H the structure J can be represented as a small perturbation (in every C k norm) of the standard structure J st ; furthermore, the size of perturbation decreases to 0 as r → 0.
More precisely, we have the following lemma.
Lemma 4.1 For every point p ∈ H, every k ≥ 1 and every λ 0 > 0 there exist a neighborhood U of p and a coordinate diffeomorphism Z :
Proof. The linear almost complex structure J(p) is equivalent to J st . Hence there exists a diffeomorphism Z of a neighborhood U ′ of p ∈ H onto B ∞ satisfying (i) and (ii). Given λ > 0 consider the dilation d λ : h → λ −1 h for h ∈ H and the composition
λ (B ∞ ) for λ > 0 small enough, we obtain the desired statement.
The central result of this section is the following Theorem 4.2 Let (H, J) be a Hilbert space with an almost complex structure. For integer k ≥ 1, and 0 < α < 1, every point p ∈ H and every tangent vector v ∈ T p H there exists a
Proof. We suppose that local coordinates near p = 0 are chosen by Lemma 4.1. Its proof provides us with the family (J λ ) of almost complex structures over the ball B ∞ smoothly depending on the parameter λ ≥ 0,and J 0 = J st . Each structure J λ is equivalent to the initial structure J in a neighborhood U λ of p. A map Z : D → B ∞ is J λ -holomorphic if and only if its satisfies the Cauchy-Riemann equations
Here we use the notation A λ = A J λ for the complex representation of the structure J λ .Note that
Using the Cauchy-Green operator T in D we replace equation (26) by an integral equation
where W ∈ C k,α (D, H) is a holomorphic (in the usual sense) vector function in D. Recall that ∂ • T = I. Therefore, given W of this class, a solution Z to (27) automatically is also a solution to (26). Fix λ 0 > 0 small enough and denote by S the class of maps
This map is well defined by the regularity of T (Theorem 3.5 (ii)) and is smooth in (λ, Z). We view λ as a parameter and use the notation Φ λ := Φ(λ, Let r > 0 be small enough such that 2rB ∞ ⊂ U. For q and v in rB ∞ consider the map W q,v (ζ) = q + ζv holomorphic in ζ ∈ D. This is the usual complex line through q in the direction v. Then Z q,v,λ := Ψ λ (W q,v ) is a J λ -holomorphic disc. Define the evaluation map
Then Ev 0 = I. Hence for λ sufficiently close to 0 the map Ev λ is a diffeomorphism between neighborhoods of the origin in H × H. This proves theorem.
Interior regularity
The equation (12) makes sense if z belongs to the Sobolev space W 1,p (D, H), p > 2. However its ellipticity implies the regularity of generalized solutions.
Theorem 4.3 Suppose that A : H → L(H) is a map of class C
k,α for some integer k ≥ 1 and 0 < α < 1. Assume also A is small enough in the C k,α norm. Let p > 2 be such that α < β = 1 − 2/p. Then the solutions of (12) 
Proof. Fix ε > 0 and a real cut-off function χ ∈ C ∞ (C) such that supp(χ) ∈ (1 − ε)D, and χ ≡ 1 on (1 − 2ε)D. Set W = χZ. Then W satisfies the linear non-homogeneous equation 
where h is a usual holomorphic function on C and T is the Cauchy-Green operator in D.
Since W , T aW ζ and T b are bounded at infinity, we conclude that h ≡ 0. The linear operator
is well-defined and bounded by Theorem 3.5 (ii). This operator is invertible since the norm of a is small. Hence the equation (29) 
Boundary value problems for J-holomorphic discs
Let E be a closed real submanifold in a Hilbert space (H, J). For applications of theory of pseudoholomorphic curves it is important to construct J-holomorphic discs Z : D → H with boundary attached to E. Of course, here we consider discs which are at least continuous on D (in fact, they usually belong to Sobolev classes W 1,p (D, H) with p > 2, so they are α-Lipschitz in D by the Morrey-Sobolev embedding). As usual, we say that the boundary of such a disc is attached or glued to E if Z(bD) is contained in E. Usually E is defined by a finite or infinite system of equations. To be concrete, consider a smooth map ρ : H → X and assume that
here X is an appropriate space of finite or infinite dimension. Then attaching a J-holomorphic disc to E reduces to the following boundary value problem
This boundary value problem for a quasi-linear first order PDE in general has non-linear boundary conditions. Even in the finite-dimensional case the general theory of such problems is not available. Gromov was able to construct solutions in some important special cases, for example, when E is a compact Lagrangian submanifold of C n . As we mentioned in the introduction, his method is based on the compactness theorems and the deformation theory of pseudoholomorphic curves; a direct attempt to extend these techniques to the space Hilbert case leads to difficulties. Our approach to this boundary value problem is inspired by the theory of scalar Beltrami equation and allows to solve (30) for some special choices of ρ arising in applications. It can be described as follows.
Step 1. We replace the boundary value problem (30) by a system of (singular) integral equations which can be written in the form:
For some special choices of ρ this step can be done using the integral operators T Q , T j and S j studied in Section 3. They are modifications of the Cauchy integral so ∂T Q = I. This allows to use them in order to construct the solutions of (12) as we did in the previous section. Their boundary properties are determined by the choice of their kernels and imply that a solution to (31) automatically satisfies the boundary condition from (30).
Step 2. We prove that in suitably chosen spaces of maps D → H the operator F is compact and takes some convex subset (in fact, some ball) to itself. This gives the existence of solution to (31) by Schauder's fixed point theorem. In order to obtain the required properties of F , the results of Section 3 are crucially used. First, regularity properties of integral operators are necessary in order to define F correctly in suitable functional spaces. The second key information is a precise control over the norms of these integral operators in the spaces W 1,p (D, H). Note that the compactness of F also requires some regularity in scales of Hilbert spaces.
We illustrate this approach in two special cases important for applications.
Gluing discs to a cylinder
Let H be a complex Hilbert space with fixed basis. Let (θ n ) ∞ n=1 be a sequence of positive numbers such that θ n → ∞ as n → ∞, for example θ n = n. Introduce a diagonal operator D = Diag(θ 1 , θ 2 , . . .) . For s ∈ R we define H s as a Hilbert space with the following inner product and norm:
Thus H 0 = H, H s = {x ∈ H : x s < ∞} for s > 0, and H s is the completion of H in the above norm for s < 0. The family (H s ) is called a Hilbert scale corresponding to the sequence (θ n ). For s > r, the space H s is dense in H r , and the inclusion H s ⊂ H r is compact. We refer to [17] for a detailed account concerning Hilbert scales and their applications to Hamiltonian PDEs. We also have the following analog of Sobolev's compactness theorem: the inclusion
is compact. This result is well-known [3] in the case of vector functions defined on an interval of R. In the case of the unit disc the required result can be deduced from Morrey's embedding: there exists a bounded inclusion
We now use the notation
for the coordinates in H. Here z = Z, e 1 ∈ C. For a domain Ω ⊂ C we define the cylinder Σ Ω = {Z ∈ H : z ∈ Ω} in H. Denote by ∆ the triangle ∆ = {z ∈ C : 0 < Im z < 1 − |Re z|}. Note that Area(∆) = 1. Put Σ := Σ ∆ .
for some a < 1 and all Z. Then there exists p > 2 such that for every point
, Area(Z) = 1, and
The proof is given in [23] (in the finite dimensional case the present method was introduced in [22] ). It follows the general method described above and reduces the problem to solution of an operator equation of type (31). Let us present the key idea.
Consider the biholomorphism Φ : D → ∆ satisfying Φ(±1) = ±1 and Φ(i) = i. Note that Φ ∈ W 1,p (D) for p ≥ 2 close enough to 2 by the classical results on boundary behavior of conformal maps. We use the integral operators T 1 , T 2 , S 1 , S 2 introduced in Section 3.1.
We look for a solution Z = (z, w) :
for some τ ∈ D; hence, w(τ ) = w 0 . The Cauchy-Riemann equation (12) for Z of the form (36) turns into the integral equation
We have to show that there exists a solution of (36, 37) so that z(τ ) = z 0 for some τ ∈ D. It follows from the estimates of the norms of operators S j in Section 3, that given (z, w) ∈ C(D, H 0 ) the operator in (37) 
This in turn gives the compactness of the operator F from (31) required by hypothesis of Schauder's theorem. Again using precise estimates of the norms of operators T j and S j in the spaces W 1,p (D, H s ) established in Section 3, we show that the operator F leaves some ball in C(D, H 0 ) invariant which is sufficient (together with the compactness of F ) in order to apply Schauder's fixed point theorem. See [22, 23] for details.
Gluing J-holomorphic discs to real tori
Represent H as the direct sum H = C z ⊕ H w where Z = (z, w 1 , w 2 , ...) = (z, w).
Let J be an almost complex structure in H with complex matrix A of the form
where a : H → C z and b : H → H w . Then the equation (12) means that a map D ∋ ζ → (z(ζ), w(ζ)) ∈ D × H w is J-holomorphic if and only if it satisfies the following quasi-linear system:
We assume that |a(z, w)| ≤ a 0 < 1, which implies the ellipticity of the system. We are looking for pseudoholomorphic discs Z = (z, w) with boundary glued to the "torus" bD × {w ∈ H w : w = r} with r > 0. This leads to the boundary value problem for (38) with non-linear boundary conditions.
Our main result here is the following theorem which can be viewed as a generalization of the Riemann mapping theorem. 
Then there exist C > 0 and integer N ≥ 1 such that for every integer n ≥ N, every 0 < r ≤ 1 and every V ∈ H w , V = r (alternatively, there exist C > 0 and 0 < r 0 ≤ 1 such that for every n ≥ 0 and 0 < r < r 0 ), the system (39) has a solution (z, w) :
, for some p > 2, with the properties:
The proof for the case of C 2 (i.e., when w is a complex-valued scalar function) with a and b of class C ∞ is given in [10, 21] . The proof of the present statement is similar and requires only a few modifications in the spirit of [23] . We briefly describe it below.
We look for a solution of (39) in the form z = ζe u , w = rζ n e v . Then the new unknowns u and v satisfy a similar system but with linear boundary conditions.
We reduce the system of PDEs for u and v to a system of singular integral equations using suitable modifications of the Cauchy-Green operator (16) and the Beurling operator (17) as in [10] . Of course, here we apply them for vector-valued functions. The method in [10] which is based on the contraction mapping principle and the Schauder fixed point theorem, goes through under the present assumptions on a and b. The assumption of regularity in scales of Hilbert spaces is used similarly to the previous theorem. Of course, here we use the extension of these operators to the space of vector-valued functions preserving their norm as described in Section 3. This is crucial for the application of the Schauder fixed point theorem. All technical work, including regularity properties of the integral operators and their norms estimates, is done in Section 3, so now the method of [10, 23] goes through literally. This gives the existence of solutions z, w with the required properties (i)-(iii) in the Sobolev class W 1,p (D, H) for some p > 2.
6 Non-squeezing for symplectic transformations
Consider the space R 2n with the coordinates (x 1 , ..., x n , y 1 , ..., y n ) and the standard symplectic form ω = j dx j ∧ dy j . Consider also the Euclidean unit ball B, and define the cylinder Σ = {(x, y) : x 2 1 + y 2 1 < 1}. Seminal Gromov's non-squeezing theorem [14] states that if for some r, R > 0 there exists a symplectic embedding f : rB → RΣ, that is, f * ω = ω, then r ≤ R.
Let H be a complex Hilbert space with a fixed orthonormal basis {e n } and the standard symplectic structure ω. We now use the notation
for the coordinates in H. Here z = Z, e 1 ∈ C. For a domain Ω ⊂ C we define the cylinder Σ Ω = {Z ∈ H : z ∈ Ω} in H. Let Φ be a symplectomorphism. As in Section 2, we use the notation P = Φ Z and Q = Φ Z .
Recall that in Section 2 we proved that the complex representation A J for the almost complex structure J = Φ * (J st ) has the form
We prove a version of non-squeezing theorem under the assumption that A J is small enough. Our main result here is the following Theorem 6.1 (Non-squeezing theorem.) Let r, R > 0 and G be a domain in Σ RD . There exists ε 0 > 0 with the following property: if there exists a symplectomorphism Φ :
The condition (41) means that the "anti-holomorphic part" of Φ is small enough. It holds if Φ is a small perturbation of a holomorphic symplectic map. In particular, the assumption (41) holds automatically if Φ and Φ −1 are close to the identity map in the C 2 norm on rB ∞ and G respectively. In particular, this gives the non-squeezing theorem for short-time symplectic flows. The case of long-time symplectic flows is proved in [23] . Essentially it is a consequence of Theorem 5.1. It requires an additional assumption of regularity of a symplectic flow in Hilbert scales. Theorem 6.1 shows that this regularity assumption can be dropped in the short-time case. This is due to the fact that the assumption (41) allows to use the implicit function theorem instead of Schauder's fixed point theorem.
Theorem 6.1 is a consequence the following proposition concerning the existence of Jcomplex discs for J = Φ * (J st ). 
2 , and
Let us prove Theorem 6.1 assuming Proposition 6.2. We essentially follow the original argument of Gromov [14] .
Proof of Theorem 6.1. Since Φ * ω = ω, the almost complex structure 
∞ with boundary contained in (r − ε)bB ∞ . Furthermore, 0 ∈ X and Area(X) ≤ πR 2 . Consider the canonical projection π n :
n is a closed complex (with respect to J st ) curve through the origin in B n . By the classical result due to Lelong (see, e.g., [8] ) we have Area(X n ) ≥ π(r − 2ε)
2 . Since Area(X n ) ≤ Area(X) and ε is arbitrary, then r ≤ R as desired.
Proof of Proposition 6.2. Without loss of generality assume R = 1. Use the notation p = (p 1 , p 2 , ..., p n , ...) = (p 1 , p ′ ) ∈ H. Denote by H R the real span of {e j }. Denote by M the space of C 2 maps from H to L(H). In the case where A = 0, i.e., J = J st we have the family of J st -holomorphic discs ζ → Z 0 (ζ) = (z(ζ), w(ζ)) = (ζ, p ′ ),
which clearly satisfies Proposition 6.2 because p = (p 1 , p ′ ) ∈ Z 0 (D) for every p 1 ∈ D. We will prove that for A close to 0 in the C 1 -norm this family can be perturbed to a family of J-holomorphic (A = A J ) discs proving the proposition.
Let A ∈ M, d ∈ H R and let Z : D ∋ ζ → Z(ζ) = (z(ζ), w(ζ)) be a map of class It is easy to see that this is a bounded surjective operator. Indeed, let L 0 (Ż, d) = (Z ′ , g, h) with Z ′ = (z ′ , w ′ ). This is a linear Riemann-Hilbert boundary value problem which splits into two independent boundary value problems forẇ andż respectively. They can be explicitly solved by the Cauchy integral (more precisely, by the generalized Cauchy-Schwarz integral). Since the index of the boundary value problem forẇ is equal to 0, the solution is given bẏ
with c 0 ∈ R. The index of the boundary value problem forż is equal to 1. Therefore the solution is given bẏ
with c 2−k = −c k , see for example [24] . In view of the regularity properties of the Cauchy integrals (Theorem 3.5) this proves thatΛ 0 is a bounded surjective operator so the same is true forΛ A when A is close to 0 in the C 1 norm. By the implicit function theorem, we obtain a family of discs which is a small perturbation of (43). Clearly this family fills Σ D . Since the real part of the w j 's component is constant on bD, it follows by Stokes' formula that D dw j ∧ dw j = 0. Hence the area of every disc is equal to 1. The proof is complete.
If now |z| ≤ 1/2, then |tz − 1| ≥ 1/2 and by Hölder inequality
D) is bounded.
Step 2. We now express T Q in terms of T Q , namely,
We have
here ρ(z) is a locally constant function in C \ ∪ k Γ k and |ρ(z)| = 1. For simplicity we use the assumption
which is the case of our application, although the result holds without this restriction. We now have T Q f (z) = T Q f (z) + ρ(z)T Q f (z −1 ),
We note that the pointwise and weak derivatives coincide for f ∈ C Since ∂Q = Q n k=1 α k (z − z k ) −1 , then one can see
HereS k :=S Q k and Q k (z) = (z − z k ) −1 Q(z). With our assumption (44), this gives
Slightly changing notation, we now allow Q to have negative powers, that is,
Our theorem is a consequence of the following result from [18] .
