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The aim of this paper is to establish an extension of Kummer’s second theorem in the form 𝑒
−𝑥/2
2𝐹2 [
𝑎, 2+𝑑;
𝑥
2𝑎+2, 𝑑; ]=
0𝐹1 [
−;
𝑥2/16
𝑎+3/2;
] + ((𝑎/𝑑 − 1/2)/(𝑎 + 1))𝑥 0𝐹1 [
−;
𝑥2/16
𝑎+3/2;
]+( 𝑐 𝑥
2/2(2𝑎 + 3)) 0𝐹1 [
−;
𝑥2/16
𝑎+5/2;
],w h e r e𝑐 = (1/(𝑎 + 1))(1/2 − 𝑎/𝑑)+
𝑎/𝑑(𝑑 + 1), 𝑑 ̸ =0,−1,−2,....F o r𝑑=2 𝑎 , we recover Kummer’s second theorem. The result is derived with the help of Kummer’s
second theorem and its contiguous results available in the literature. As an application, we obtain two general results for the termi-
nating 3𝐹2(2) series. The results derived in this paper are simple, interesting, and easily established and may be useful in physics,
engineering, and applied mathematics.
1. Introduction
Thegeneralizedhypergeometricfunction
𝑝𝐹𝑞 with𝑝numer-
ator and 𝑞 denominator parameters is defined by [1]
𝑝𝐹𝑞 [
[
𝑎1,...,𝑎 𝑝;
𝑧
𝑏1,...,𝑏 𝑞;
]
]
=
𝑝𝐹𝑞 [𝑎1,...,𝑎 𝑝;𝑏 1,...,𝑏 𝑞;𝑧 ]
=
∞
∑
𝑛=0
(𝑎1)𝑛 ⋅⋅⋅(𝑎 𝑝)
𝑛
(𝑏1)𝑛 ⋅⋅⋅(𝑏 𝑞)
𝑛
𝑧
𝑛
𝑛!
,
(1)
where (𝑎)𝑛 denotes Pochhammer’s symbol (or the shifted or
raised factorial, since (1)𝑛 =𝑛 ! ) defined by
(𝑎)𝑛 ={
𝑎(𝑎+1 )⋅⋅⋅(𝑎+𝑛−1 ),𝑛 ∈ N,
1, 𝑛 = 0.
(2)
Using the fundamental properties of Gamma function Γ(𝑎 +
1) = 𝑎Γ(𝑎), (𝑎)𝑛 c a nb ew r i t t e ni nt h ef o r m
(𝑎)𝑛 =
Γ(𝑎+𝑛 )
Γ(𝑎)
, (3)
where Γ is the familiar Gamma function.
It is not out of place to mention here that whenever a
generalized hypergeometric or hypergeometric function 2𝐹1
reduces to Gamma function, the results are very important
from the applicative point of view. Thus, the classical sum-
mation theorem for the series 2𝐹1 such as those of Gauss,
Gauss second, Kummer, and Bailey plays an important role
inthetheoryofhypergeometricseries.Forgeneralizationand
extensionsoftheseclassicalsummationtheorems,wereferto
[2, 3].
By employing the above mentioned classical summation
theorems, Bailey [4]h a do b t a i n e dal a r g en u m b e ro fv e r y
interesting results (including results due to Ramanujan,
Gauss, Kummer, and Whipple) involving products of gener-
alized hypergeometric series.
On the other hand, from the theory of differential equa-
tions, Kummer [5] established the following very interesting
andusefulresultknown intheliteratureasKummer’ssecond
theorem:
𝑒
−𝑥/2
1𝐹1 [
[
𝑎;
𝑥
2𝑎;
]
]
= 0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
1
2
;
] ] ] ]
]
. (4)2 Abstract and Applied Analysis
Bailey [4]e s t a b l i s h e dt h er e s u l t( 4)b ye m p l o y i n gt h e
Gauss second summation theorem, and Choi and Rathie [6]
established the result (4)( o fc o u r s e ,b yc h a n g i n g𝑥 to 2𝑥)b y
employingtheclassicalGausssummationtheorem.From(4),
Rainville [7] deduced the following two useful and classical
results:
2𝐹1 [
[
−2𝑛, 𝑎;
2
2𝑎;
]
]
=
(1/2)𝑛
(𝑎+1 / 2 )𝑛
,( 𝑛 ∈ N0 := N ∪ {0}),
(5)
2𝐹1 [
[
−2𝑛 − 1, 𝑎;
2
2𝑎;
]
]
=0 , ( 𝑛∈N0). (6)
Using (5)a n d( 6), it is not difficult to establish the follow-
ing transformation due to Kummer:
(1−𝑥 )
−𝑟
2𝐹1
[ [
[
𝑟, 𝑚;
−
2𝑥
1−𝑥
2𝑚;
] ]
]
= 2𝐹1
[ [ [ [
[
1
2
𝑟,
1
2
𝑟+
1
2
;
𝑥
2
𝑚+
1
2
;
] ] ] ]
]
.
(7)
In 1995, Rathie and Nagar [8]o b ta inedtw or es ul tsc lose l y
related to Kummer’s second theorem (4); one of those results
is given below:
𝑒
−𝑥/2
1𝐹1 [
[
𝑎;
𝑥
2𝑎 + 1;
]
]
= 0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
1
2
;
] ] ] ]
]
−
𝑥
2(2𝑎 + 1)
0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
3
2
;
] ] ] ]
]
.
(8)
In 2010, Kim et al. [1]havegeneralizedtheKummer’ssec-
ond theorem and obtained explicit expressions of
𝑒
−𝑥/2
1𝐹1 [
[
𝑎;
𝑥
2𝑎 + 𝑗;
]
]
, (9)
for 𝑗=0,±1,...,±5by employing the generalized Gauss sec-
ond summation theorem obtained earlier by Lavoie et al. [9].
We,however,wouldliketomentiononeoftheirresultswhich
we will require in our present investigation:
𝑒
−𝑥/2
1𝐹1 [
[
𝑎;
𝑥
2𝑎 + 2;
]
]
= 0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
3
2
;
] ] ] ]
]
−
𝑥
2(𝑎+1 )
0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
3
2
;
] ] ] ]
]
+
𝑥
2
4(𝑎+1 )(2𝑎 + 3)
0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
5
2
;
] ] ] ]
]
.
(10)
In 2008, Rathie and Pog` any [10] established a new sum-
mation formula for 3𝐹2(1/2) and, as an application, obtained
the following result which is known as an extension of Kum-
mer’s second Theorem (4):
𝑒
−𝑥/2
2𝐹2 [
[
𝑎, 1 + 𝑑;
𝑥
2𝑎 + 1, 𝑑;
]
]
= 0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
1
2
;
] ] ] ]
]
−
𝑥(1 − 2𝑎/𝑑)
2(2𝑎 + 1)
0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
3
2
;
] ] ] ]
]
,
(11)
for 𝑑 ̸ =0,−1,−2,....
I ti sn o t e dt h a ti fi n( 11)w es e t𝑑=2 𝗼 ,w ei m m e d i a t e l y
recover Kummer’s second Theorem (4).
Very recently Rakha [11] rederived the result (11)i ni t s
equivalentformbyemployingtheclassicalGausssummation
theorem,andKim et al. [12] derived (11) in a very elementary
wayand,asanapplication,obtainedthefollowingtwoelegant
results:
3𝐹2 [
[
−2𝑛, 𝑎, 1 + 𝑑;
2
2𝑎 + 1, 𝑑;
]
]
=
(1/2)𝑛
(𝑎+1 / 2 )𝑛
,( 𝑛 ∈ N0),
(12)
3𝐹2 [
[
−2𝑛 − 1, 𝑎, 1 + 𝑑;
2
2𝑎 + 1, 𝑑;
]
]
=
(1 − 2𝑎/𝑑)
(2𝑎 + 1)
(3/2)𝑛
(𝑎+3 / 2 )𝑛
,
(𝑛 ∈ N0).
(13)
It is interesting to mention here that the right-hand side
of (12) is independent of 𝑑,w h e r e𝑑 ̸ =0,−1,−2,....Abstract and Applied Analysis 3
Remark 1. (a)In (12)a n d(13),ifweset 𝑑=2 𝑎 ,w er ec o v e r( 5)
and (6), respectively.
(b) Using (12)a n d( 13), Kim et al. [12]h a v eo b t a i n e dt h e
following extension of transformation (7)d u et oK u m m e r :
(1−𝑥 )
−𝑟
3𝐹2
[ [
[
𝑟, 𝑚, 𝑑 + 1;
−
2𝑥
1−𝑥
2𝑚 + 1, 𝑑;
] ]
]
= 2𝐹1
[ [ [ [
[
1
2
𝑟,
1
2
𝑟+
1
2
;
𝑥
2
𝑚+
1
2
;
] ] ] ]
]
+
𝑥𝑟(1 − 2𝑚/𝑑)
(2𝑚 + 1)
2𝐹1
[ [ [ [
[
1
2
𝑟+
1
2
,
1
2
𝑟+1 ;
𝑥
2
𝑚+
3
2
;
] ] ] ]
]
,
(14)
for 𝑑 ̸ =0,−1,−2,....
The aim of this paper is to establish another extension of
Kummer’s second Theorem (4)b ye m p l o y i n gt h ek n o w n
results (4), (8), and (10). As an application, we mention two
interesting results for the terminating 3𝐹2(2) series. The
results established in this paper are simple, interesting, and
easily established and may be useful in physics, engineering,
and applied mathematics.
2. Main Result
The result to be established in this paper is as follows:
𝑒
−𝑥/2
2𝐹2 [
[
𝑎, 2 + 𝑑;
𝑥
2𝑎 + 2, 𝑑;
]
]
= 0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
3
2
;
] ] ] ]
]
+
(𝑎/𝑑 − 1/2)
(𝑎+1 )
𝑥 0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
3
2
;
] ] ] ]
]
+
𝑐𝑥
2
2(2𝑎 + 3)
0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
5
2
;
] ] ] ]
]
,
(15)
where 𝑑 ̸ =0,−1,−2,...and 𝑐 is given by 𝑐 = (1/(𝑎+1))(1/2−
𝑎/𝑑) + 𝑎/𝑑(𝑑 + 1).
2.1.Derivation. Inordertoderive(15),weproceedasfollows.
Denotingtheleft-handsideof (15)b y𝑆andexpressing 2𝐹2 as
a series with the help of (1), we have
𝑆=𝑒
−𝑥/2
∞
∑
𝑛=0
(𝑎)𝑛
(2𝑎 + 2)𝑛
𝑥
𝑛
𝑛!
{
(2+𝑑 )𝑛
(𝑑)𝑛
}. (16)
Now, it is not difficult to see that
(2+𝑑 )𝑛
(𝑑)𝑛
=1+
2
𝑑
𝑛+
𝑛(𝑛−1 )
𝑑(𝑑+1 )
; (17)
we have
𝑆=𝑒
−𝑥/2
∞
∑
𝑛=0
(𝑎)𝑛
(2𝑎 + 2)𝑛
𝑥
𝑛
𝑛!
{1 +
2
𝑑
𝑛+
𝑛(𝑛−1 )
𝑑(𝑑+1 )
}. (18)
Separating (18)i n t ot h r e et e r m s ,w eh a v e
𝑆=𝑒
−𝑥/2 [
∞
∑
𝑛=0
(𝑎)𝑛
(2𝑎 + 2)𝑛
𝑥
𝑛
𝑛!
+
2
𝑑
∞
∑
𝑛=1
(𝑎)𝑛
(2𝑎 + 2)𝑛
𝑥
𝑛
(𝑛−1 )!
+
1
𝑑(𝑑+1 )
∞
∑
𝑛=2
(𝑎)𝑛
(2𝑎 + 2)𝑛
𝑥
𝑛
(𝑛−2 )!
].
(19)
For the second and third terms on the right-hand side of
(19),changing𝑛to𝑛+1and𝑛to𝑛+2,respectively ,andmaking
use of the following results:
(𝑎)𝑛+1 =𝑎 (𝑎+1 )𝑛,
(2𝑎 + 2)𝑛+1 = (2𝑎 + 2)(2𝑎 + 3)𝑛,
(𝑎)𝑛+2 =𝑎(𝑎+1 )(𝑎+2 )𝑛,
(2𝑎 + 2)𝑛+2 = (2𝑎 + 2)(2𝑎 + 3)(2𝑎 + 4)𝑛,
(20)
we have, after some simplification,
𝑆=𝑒
−𝑥/2 [
∞
∑
𝑛=0
(𝑎)𝑛
(2𝑎 + 2)𝑛
𝑥
𝑛
𝑛!
+
𝑎𝑥
𝑑(𝑎+1 )
∞
∑
𝑛=0
(𝑎+1 )𝑛
(2𝑎 + 3)𝑛
𝑥
𝑛
𝑛!
+
𝑎𝑥
2
2𝑑(𝑑+1 )(2𝑎 + 3)
∞
∑
𝑛=0
(𝑎+2 )𝑛
(2𝑎 + 4)𝑛
𝑥
𝑛
𝑛!
].
(21)
Now, summing up the series with the help of (1), we have
𝑆=𝑒
−𝑥/2
1𝐹1 [
[
𝑎;
𝑥
2𝑎 + 2;
]
]
+
𝑎𝑥
𝑑(𝑎+1 )
𝑒
−𝑥/2
1𝐹1 [
[
𝑎+1 ;
𝑥
2𝑎 + 3;
]
]
+
𝑎𝑥
2
2𝑑(𝑑+1 )(2𝑎 + 3)
𝑒
−𝑥/2
1𝐹1 [
[
𝑎+2 ;
𝑥
2𝑎 + 4;
]
]
.
(22)
Finally, observing the right-hand side of (22), we see that
the first, second, and third expressions can now be evaluated
withthehelpoftheresults(10),(8),and(4),respectively,and,
after some simplification, we arrive at the desired result (15).
This completes the proof of (15).4 Abstract and Applied Analysis
3. New Results for Terminating 3𝐹2 (2)
In this section, from our newly obtained result (15), we will
establishtwonewresultsfortheterminating 3𝐹2 series.These
are
3𝐹2 [
[
−2𝑛, 𝑎, 2 + 𝑑;
2
2𝑎 + 2, 𝑑;
]
]
=
(1/4𝑐 + 1)𝑛(1/2)𝑛
(1/4𝑐)𝑛(𝑎+3 / 2 )𝑛
,
(𝑛 ∈ N0),
3𝐹2 [
[
−2𝑛 − 1, 𝑎, 2 + 𝑑;
2
2𝑎 + 2, 𝑑;
]
]
=
(𝑑−2 𝑎 )
𝑑(𝑎+1 )
(3/2)𝑛
(𝑎+3 / 2 )𝑛
,
(𝑛 ∈ N0),
(23)
where 𝑐 = (1/(𝑎 + 1))(1/2 − 𝑎/𝑑) + 𝑎/𝑑(𝑑 + 1),a n d𝑑 ̸ =0,
−1,−2,,....
3.1. Derivations. In order to derive the results (23), we pro-
ceedasfollows.Denotingtheleft-handsideof (15)by𝑆1,then
expressing both of the functions involved in the series, we
have
𝑆1 =
∞
∑
𝑛=0
(−1)
𝑛
2𝑛
𝑥
𝑛
𝑛!
∞
∑
𝑚=0
(𝑎)𝑚(2+𝑑 )𝑚
(2𝑎 + 2)𝑚(𝑑)𝑚𝑚!
𝑥
𝑚
=
∞
∑
𝑛=0
∞
∑
𝑚=0
(−1)
𝑛(𝑎)𝑚(2+𝑑 )𝑚
2𝑛(2𝑎 + 2)𝑚(𝑑)𝑚𝑚!𝑛!
𝑥
𝑛+𝑚.
(24)
Replacing 𝑛 by 𝑛−𝑚in (24)a n du s i n gt h ek n o w nr e s u l t[ 7,
page 56, Lemma 10]:
∞
∑
𝑛=0
∞
∑
𝑘=0
𝐴(𝑘,𝑛) =
∞
∑
𝑛=0
𝑛
∑
𝑘=0
𝐴(𝑘,𝑛 − 𝑘), (25)
we have
𝑆1 =
∞
∑
𝑛=0
𝑛
∑
𝑚=0
(−1)
𝑛−𝑚(𝑎)𝑚(2+𝑑 )𝑚
2𝑛−𝑚(2𝑎 + 2)𝑚(𝑑)𝑚𝑚!(𝑛−𝑚 )!
𝑥
𝑛. (26)
Using the identity
(𝑛−𝑚 )!=
(−1)
𝑚𝑛!
(−𝑛)𝑚
, (27)
we have, after some simplification,
𝑆1 =
∞
∑
𝑛=0
(−1)
𝑛𝑥
𝑛
2𝑛𝑛!
𝑥
𝑛
𝑛
∑
𝑚=0
(−𝑛)𝑚(𝑎)𝑚(2+𝑑 )𝑚
(2𝑎 + 2)𝑚(𝑑)𝑚𝑚!
2
𝑚. (28)
Expressing the inner series in the last result, we get
𝑆1 =
∞
∑
𝑛=0
(−1)
𝑛𝑥
𝑛
2𝑛𝑛!
𝑥
𝑛
3𝐹2 [
[
−𝑛, 𝑎, 2 + 𝑑;
2
2𝑎 + 2, 𝑑;
]
]
. (29)
Now, separating the 3𝐹2 into even and odd powers of 𝑥
and making use of the results:
(2𝑛)!=2
2𝑛𝑛!(
1
2
)
𝑛
,
(2𝑛 + 1)!=2
2𝑛𝑛!(
3
2
)
𝑛
,
(30)
we finally have
𝑆1 =
∞
∑
𝑛=0
𝑥
2𝑛
24𝑛𝑛!(1/2)𝑛
3𝐹2 [
[
−2𝑛, 𝑎, 2 + 𝑑;
2
2𝑎 + 2, 𝑑;
]
]
−
∞
∑
𝑛=0
𝑥
2𝑛+1
24𝑛+1𝑛!(3/2)𝑛
3𝐹2 [
[
−2𝑛 − 1, 𝑎, 2 + 𝑑;
2
2𝑎 + 2, 𝑑;
]
]
.
(31)
Also, it is not difficult to see that
1𝐹2
[ [ [ [ [ [
[
1
4𝑐
+1 ;
𝑥
2
16
1
4𝑐
,𝑎 +
3
2
;
] ] ] ] ] ]
]
= 0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
3
2
;
] ] ] ]
]
+
𝑐𝑥
2
2(2𝑎 + 3)
0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
5
2
;
] ] ] ]
]
.
(32)
Now, if we denote the right-hand side of (15)b y𝑆2,t h e n
with the help of (32) ,i tc a nb ee x p r e s s e da s
𝑆2 = 1𝐹2
[ [ [ [ [ [
[
1
4𝑐
+1 ;
𝑥
2
16
1
4𝑐
,𝑎 +
3
2
;
] ] ] ] ] ]
]
+
(𝑎/𝑑 − 1/2)
(𝑎+1 )
𝑥 0𝐹1
[ [ [ [
[
−;
𝑥
2
16
𝑎+
3
2
;
] ] ] ]
]
.
(33)
Thus, from (31)a n d( 33), if we equate the coefficients of
𝑥
2𝑛 and 𝑥
2𝑛+1 on both sides, we at once arrive at the results
(23). This completes the proof.
Remark 2. (a) Setting 𝑑=2 𝑎in (15), we immediately recover
Kummer’s second Theorem (4). Thus, (15) can be regarded as
the extension of (4).
(b)Also,ifwetake𝑑=2 𝑎in(12)and(13),weagainatonce
get the result (5)a n d( 6), respectively. Thus, our results (12)
and (13) can be regarded as extensions of (5)a n d( 6).Abstract and Applied Analysis 5
4. Extension of a Transformation
due to Kummer
In this section, we will establish a natural extension of Kum-
mer’s transformation:
(1−𝑥 )
−𝑟
3𝐹2
[ [
[
𝑟, 𝑚, 𝑑 + 2;
−
2𝑥
1−𝑥
2𝑚 + 2, 𝑑;
] ]
]
= 3𝐹2
[ [ [ [
[
1
2
𝑟,
1
2
𝑟+
1
2
,
1
4𝑐
+1 ;
𝑥
2
𝑚+
3
2
,
1
4𝑐
;
] ] ] ]
]
+
𝑥𝑟(𝑑−2 𝑚 )
𝑑(𝑚+1 )
2𝐹1
[ [ [ [
[
1
2
𝑟+
1
2
,
1
2
𝑟+1 ;
𝑥
2
𝑚+
3
2
;
] ] ] ]
]
,
(34)
for 𝑑 ̸ =0,−1,−2,...and 𝑐 is given by
𝑐=
1
𝑚+1
(
1
2
−
𝑚
𝑑
)+
𝑚
𝑑(𝑑+1 )
. (35)
4.1. Derivation. In order to establish the result (34), we pro-
ceed as follows. Denote the left-hand side of (34)b y𝑆3;w e
have
𝑆3 = (1−𝑥 )
−𝑟
3𝐹2
[ [
[
𝑟, 𝑚, 𝑑 + 2;
−
2𝑥
1−𝑥
2𝑚 + 2, 𝑑;
] ]
]
; (36)
expressing 3𝐹2 as a series, we have
𝑆3 =
∞
∑
𝑘=0
(𝑟)𝑘(𝑚)𝑘(𝑑+2 )𝑘(−1)
𝑘2
𝑘𝑥
𝑘
(2𝑚 + 2)𝑘(𝑑)𝑘𝑘!
(1−𝑥 )
−(𝑟+𝑘). (37)
Applying the generalized Binomial theorem
(1−𝑧 )
𝑎 =
∞
∑
𝑛=0
(−𝑎)𝑛
𝑛!
𝑧
𝑛 (|𝑧| <1 ), (38)
we have
𝑆3 =
∞
∑
𝑘=0
∞
∑
𝑛=0
(𝑟)𝑘(𝑚)𝑘(𝑑+2 )𝑘(−2)
𝑘
(2𝑚 + 2)𝑘(𝑑)𝑘𝑘!𝑛!
(𝑟+𝑘 )𝑛𝑥
𝑘+𝑛. (39)
Using (𝑟)𝑘(𝑟 + 𝑘)𝑛 =( 𝑟 ) 𝑘+𝑛,w eh a v e
𝑆3 =
∞
∑
𝑘=0
∞
∑
𝑛=0
(𝑚)𝑘(𝑑+2 )𝑘(−2)
𝑘(𝑟)𝑘+𝑛
(2𝑚 + 2)𝑘(𝑑)𝑘𝑘!𝑛!
𝑥
𝑘+𝑛; (40)
changing 𝑛 to 𝑛−𝑘and using (25), we have
𝑆3 =
∞
∑
𝑛=0
𝑛
∑
𝑘=0
(𝑚)𝑘(𝑑+2 )𝑘(−2)
𝑘(𝑟)𝑛
(2𝑚 + 2)𝑘(𝑑)𝑘𝑘!(𝑛−𝑘 )!
𝑥
𝑛. (41)
Using
(𝑛−𝑘 )!=
(−1)
𝑘𝑛!
(−𝑛)𝑘
(0≤𝑘≤𝑛 ), (42)
we have
𝑆3 =
∞
∑
𝑛=0
𝑛
∑
𝑘=0
(𝑚)𝑘(𝑑+2 )𝑘(−2)
𝑘(𝑟)𝑛(−𝑛)𝑘
(2𝑚 + 2)𝑘(𝑑)𝑘𝑘!(−1)
𝑘𝑛!
𝑥
𝑛
=
∞
∑
𝑛=0
(𝑟)𝑛
𝑛!
𝑥
𝑛
𝑛
∑
𝑘=0
(−𝑛)𝑘(𝑚)𝑘(𝑑+2 )𝑘
(2𝑚 + 2)𝑘(𝑑)𝑘𝑘!
2
𝑘.
(43)
Expressing the inner series, as 3𝐹2,w efi n d
𝑆3 =
∞
∑
𝑛=0
(𝑟)𝑛
𝑛!
𝑥
𝑛
3𝐹2 [
[
−𝑛, 𝑚, 𝑑 + 2;
2
2𝑚 + 2, 𝑑;
]
]
, (44)
from which, we have
𝑆3 =
∞
∑
𝑛=0
(𝑟)2𝑛
(2𝑛)!
𝑥
2𝑛
3𝐹2 [
[
−2𝑛, 𝑚, 𝑑 + 2;
2
2𝑚 + 2, 𝑑;
]
]
+
∞
∑
𝑛=0
(𝑟)2𝑛+1
(2𝑛 + 1)!
𝑥
2𝑛+1
3𝐹2 [
[
−2𝑛 − 1, 𝑚, 𝑑 + 2;
2
2𝑚 + 2, 𝑑;
]
]
.
(45)
Using the the following identities:
(𝑟)2𝑛 =2
2𝑛(
1
2
𝑟)
𝑛
(
1
2
𝑟+
1
2
)
𝑛
,
(𝑟)2𝑛+1 =𝑟 2
2𝑛(
1
2
𝑟+
1
2
)
𝑛
(
1
2
𝑟+1 )
𝑛
,
(2𝑛)!=2
2𝑛(
1
2
)
𝑛
𝑛!,
(2𝑛 + 1)!=2
2𝑛(
3
2
)
𝑛
𝑛!
(46)
together with the 3𝐹2(2) result, we have
𝑆3 =
∞
∑
𝑛=0
((1/2)𝑟)𝑛((1/2)𝑟+1 / 2 )𝑛
𝑛!
𝑥
2𝑛 (1/4𝑐 + 1)𝑛
(1/4𝑐)𝑛(𝑚+3 / 2 )𝑛
+𝑥
∞
∑
𝑛=0
𝑟((1/2)𝑟+1 / 2 )𝑛 ((1/2)𝑟+1 )
𝑛!
𝑥
2𝑛+1
×
(𝑑−2 𝑚 )
𝑑(𝑚+1 )(𝑚+3 / 2 )𝑛6 Abstract and Applied Analysis
= 3𝐹2
[ [ [ [
[
1
2
𝑟,
1
2
𝑟+
1
2
,
1
4𝑐
+1 ;
𝑥
2
1
4𝑐
,𝑚 +
3
2
;
] ] ] ]
]
+
𝑥(𝑑−2 𝑚 )𝑟
𝑑(𝑚+1 )
2𝐹1
[ [ [ [
[
1
2
𝑟+
1
2
,
1
2
𝑟+1 ;
𝑥
2
𝑚+
3
2
;
] ] ] ]
]
,
(47)
with
𝑐=
1
𝑚+1
(
1
2
−
𝑚
𝑑
)+
𝑚
𝑑(𝑑+1 )
,𝑑 ̸ =0,−1,−2,.... (48)
This completes the proof of (34).
Remark 3. In (34), if we take 𝑑=2 𝑚 ,w eg e t( 7). Thus, (34)
may be regarded as an extension of (7).
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