We propose a model for F-actin interacting with its nucleation promoting factors. The model consists of 3 PDES of the reaction-diffusion type. The model exhibits novel dynamics of waves and propagating patterns. A non-linear, local perturbation analysis is used to investigate pattern initiation. Our model depicts the minimal set of interactions that can produce these dynamics. a r t i c l e i n f o We describe and analyze a minimal reaction diffusion model depicting the feedback between signalling proteins and filamentous actin (F-actin). Using numerical simulation, we show that this model displays a rich variety of patterning regimes. A relatively recent nonlinear stability method, the Local Perturbation Analysis (LPA), is used to map the parameter space of this model and explain the genesis of patterns in various linear and nonlinear patterning regimes. We compare our model for actin waves to others in the literature, and focus on transitions between static polarization, transient waves, periodic wave trains, and reflecting waves. We show, using LPA, that the spatially distributed model gives rise to dynamics that are absent in the kinetics alone. Finally, we show that the width and speed of the waves depend counter-intuitively on parameters such as rates of NPF activation, negative feedback, and the F-actin time scale.
Introduction
The actin cytoskeleton is an important determinant of cell shape, function, and motility. Hence, the dynamics and assembly of filamentous actin (F-actin) from its subunits (G-actin) is highly regulated in living cells. Recent experimental observations have shown remarkable spontaneously generated spatio-temporal patterns of F-actin in cells such as Dictyostelium discoideum (Vicker, 2002a (Vicker, , 2002b , neutrophils (Weiner et al., 2007) , fibroblasts (Millius et al., 2009 ) and mast cells (Wu et al., 2013) . The patterns include stationary fronts, moving spots, and moving waves, providing a rich set of "benchmark dynamics" that models for actin organization should address. An interesting theoretical question is what minimal, biologically grounded mechanism suffices to explain such waves and patterns.
Actin interacts with other proteins that regulate its nucleation and assembly. Experimental data supports the role of these regulatory proteins (often denoted actin "nucleation promoting factors," abbreviated NPFs) in producing the dynamic patterns of actin Gerisch et al., 2004; Xiong et al., 2010) . Such observations have led to physical and biophysical models that aim to understand the interactions between these signalling proteins and actin (Weiner et al., 2007; Doubrovinski and Kruse, 2008; Whitelam et al., 2009; Iglesias and Devreotes, 2012) . However little effort so far has been devoted to using mathematical methods to investigate these phenomena, motivating our exploration in this paper.
In a previous paper (Holmes et al., 2012a) , we considered signalling proteins such as small GTPases (Rac, Rho, and Cdc42) as putative NPFs. Upstream of actin, small GTPases have been observed to undergo spontaneous symmetry breaking leading to wave dynamics. Polarization of Rac was shown to be required for formation of Hem1/F-actin waves in Weiner et al. (2007) . Machacek et al. (2009) provided quantitative evidence for the correlation of Cdc42, Rac1, and RhoA wave dynamics with F-actin mediated edge protrusion. In Wu et al. (2013) , waves of Cdc42 were shown to be correlated in both space and time with waves of F-actin.
We describe the interactions of F-actin and its regulators by a system of reaction-diffusion equations (RDEs) and view the formation of waves and other dynamics as a pattern formation process. More broadly, reaction-diffusion models have been used to investigate pattern formation in physical or physico-chemical processes (Cross and Hohenberg, 1993; Maini et al., 1997; Gollub and Langer, 1999) , morphogenesis and development (Turing, 1952; Murray, 1981) , or distributions of populations in a changing environment (Segel and Jackson, 1972; Okubo and Levin, 2002; Cantrell and Cosner, 2004; Yizhaq et al., 2005) . A common sufficient (and usually necessary) condition for patterning in these cases is different rates of diffusion. The system discussed here, like many biochemical regulatory systems, is characterized by not just different, but vastly different rates of diffusion, which we exploit to simplify model analysis.
To search the parameter space of this model and investigate the structure responsible for initiation of patterning in different regimes of behavior, we utilize a relatively new nonlinear stability analysis method for such systems, the Local Perturbation Analysis (LPA) (Walther et al., 2012) . This method takes advantage of the disparity between slow and fast diffusion timescales to reduce the system of RDE's to a system of ODE's whose linear and nonlinear stability properties mimic those of the RDE's. Results of this analysis in conjunction with linear stability analysis and numerical simulation demonstrate a rich collection of patterning behaviors distinct from those observed in other systems. We identify the mathematical structure responsible for these distinct dynamics and show that this is a minimal model capable of producing such dynamics.
In our previous paper (Holmes et al., 2012a) , we presented preliminary analysis of the actin wave model, together with some simulation results. In this follow-up paper we have two distinct aims. (1) To understand the regimes of behavior of the waves in greater detail and to characterize parameter dependence of wave attributes such as speed and width. (2) To highlight and explain features of LPA and its mathematical properties. Our detailed (though informal) exposition is meant to enable the reader to use similar methods on related problems.
Biological and modeling background
Many previous models of actin waves (Weiner et al., 2007; Doubrovinski and Kruse, 2008; Whitelam et al., 2009; Carlsson, 2010a; Doubrovinski and Kruse, 2011; Iglesias and Devreotes, 2012) , reviewed in Carlsson (2010b) and Holmes et al. (2012a) , are based on F-actin interacting with nucleation promoting factors such as Hem1 Weiner et al. (2007) and WASP or Scar/Wave Gerisch et al., 2004; Xiong et al., 2010) . Some of these models consider the length or angular distributions of F-actin, and some depict the interactions of individual actin filaments (Carlsson, 2010a) .
In contrast, we consider a simplified model that can be analyzed mathematically. We focus on signalling proteins (small GTPases), coupled to a minimal F-actin representation. Our motivation for so doing is as follows: (a) small GTPases (such as Cdc42 and Rac) are known to regulate the assembly of F-actin (Machacek et al., 2009; Mackay and Hall, 1998; Ridley, 2006; Hall, 1998; Sit and Manser, 2011) and participate in the propagation of actin waves (Weiner et al., 2007; Machacek et al., 2009; Wu et al., 2013) . (b) A minimal model of small GTPases (Mori et al., 2008 (Mori et al., , 2011 exhibits wavebased symmetry-breaking and formation of a simple polarization pattern. (c) There is evidence for the existence of feedback between F-actin and the small GTPases; see experimental work in Xu et al. (2003) , Sasaki et al. (2004) , Sasaki et al. (2007) on the PI3K pathway and Calderwood et al. (2000) , Abram and Lowell (2009) on integrins. (d) Combining the minimal GTPase model with a simplified F-actin model leads to a range of interesting patterns, as we have already described in Holmes et al. (2012a) . As we sought a model of sufficient simplicity to yield mathematical insights, this minimal model proved to be ideal.
Briefly, small GTPases are proteins that cycle between an active state A (bound to the cell membrane) and an inactive state I (in the cytosol, the fluid cell interior). GTPases are activated by GEFs and inactivated by GAPs. In the previous work, we investigated the role of these proteins in cell polarization, arriving at a simple caricature in Mori et al. (2008) that was analyzed mathematically in Mori et al. (2011) . We showed that the A, I model sustains waves that decelerate and stop inside the cell domain; this behavior was termed "wave-pinning". Here we ask whether a small extension of the A, I model to include feedback to and from F-actin would engender any patterns similar to those observed experimentally. As we show in this paper, this proves to be the case.
The regulatory sub-model and its "wave-pinning" behavior
In this section, we briefly describe the regulatory sub-model. Let A, I represent active and inactive forms of a small GTPase protein with A bound to the membrane and I freely diffusing in the cell interior. This A; I system plays a regulatory role for F-actin assembly (analogous to the role of nucleation promoting factors, abbreviated NPFs) as well as being affected by feedback from F-actin. Equations for A, I, modified slightly from Mori et al. (2008) , are
withD A oD I and no flux boundary conditions. Note that we used A; I here to denote the amount of active and inactive NPFs. In the interconversion of A and I (which corresponds to activation and inactivation), the total amount A+I is conserved and A enhances its own activation. This positive feedback is represented by a Hill function (with magnitude γ, sharpness controlled by n≥2, andÃ 0 the typical level of A at which positive feedback "turns on"). The parameter k 0 is the basal rate of activation andδ sets the overall rate of dynamics. Details for the choice of this function are motivated in Marée et al. (2006) , Jilkine et al. (2007) , Dawes and Edelstein-Keshet (2007) , and Mori et al. (2008) based on known and hypothesized properties of the small GTPases. In Holmes et al. (2012b) , we noted two regimes of behavior. In one regime, arbitrarily small noise can destabilize a homogeneous steady state (HSS) and lead to patterning, as in classical Turing pattern formation. In the second regime, the HSS is linearly stable, and only a sufficiently large perturbation can lead to patterning. This perturbation produces a region of high activity that spreads then stalls ("wave-pinning"). The properties of this model responsible for wave-pinning include (1)D A oD I (resulting from membrane bound versus free diffusing character), and (2) conservation of the total A+I in the domain. Heuristically, autoactivation of A induces a region of locally high activity. Diffusion causes this region to spread. Depletion of I as the wave spreads causes the wave to slow and stall in the interior of the domain.
3. Model for the full system: regulators and F-actin with positive and negative feedback We asked whether linking the A, I signalling model to an F-actin equation could account for some of the dynamic F-actin patterns and waves. In experimentally observed actin waves, it is seen that a localized wave of actin nucleators leads and a localized F-actin wave follows Weiner et al. (2007) . This observation suggests negative feedback from F-actin to NPFs. These ideas led us to adopt a framework similar to the FitzHugh Nagumo model, with nonlinear wave generation coupled to slow feedback as depicted in Fig. 1(a) . We investigate how this coupling leads to both stationary and wave dynamics.
The model, schematically outlined in Fig. 1(a) , represents the interactions of the active (A) and inactive (I) regulatory protein (NPF) with F-actin (F). 
We refer to this as the full model or as the F-actin regulation model. Neumann boundary conditions are assumed for A, I. The regulatory kinetics f are as in (1), with the modification that F-actin exerts a net negative feedback on its own regulators. Here we have chosen to depict this feedback with a Michaelis-Menten actin-dependent rate of inactivation of A. This saturating response prevents over-damping of the entire system. The parameters s 1 and s 2 represent the relative contributions of basal inactivation, and inactivation due to feedback from F. We are particularly interested in understanding how the balance between NPF activation and actin-feedback mediated inactivation affect wave formation and propagation. We thus focus on the parameters k 0 and s 2 that affect this balance. Other combinations of (in)activation parameters yield similar results. That is, an analysis of the parameter space structure with respect to γ and s 2 , for example, is qualitatively the same. The parameter ϵ determines the relative timescales of actin and regulatory protein dynamics, respectively, and will be considered as well. We assume that the F-actin feedback occurs on a slower timescale, so that ϵ o 1. In models for wave propagation in neurons, variables that play a similar role to F are often denoted "slow", or "recovery" or "refractory". We will use similar terminology here. The balance between feedback and activation, and the effect of relative timescales will be investigated in subsequent sections.
We have made a few standard simplifying assumptions in formulating the model. We assume that the cell has spread onto a flat surface and that its depth is uniformly thin. To leading order, the concentration of I in the cell interior is then uniform in the depth direction. We further neglect structures such as the nucleus and consider a 1D strip of uniform width along the diameter of the cell. A, I, F are then functions of a single spatial variable (x) and time. The membrane bound/freely diffusing proteins differ only in their rates of diffusion, avoiding the issue of multiple physical compartments. See Holmes et al. (2012a , 2012b for details and justification. It is easily seen that A, I in Eq. (2) satisfy a conservation law R 1 0 ðAðx; tÞ þ Iðx; tÞÞ dx≔T NPF ¼ 1.
Methods
Here we define terminology and introduce the techniques used to analyze the model. Consider a system of reaction-diffusion equations
that has been nondimensionalized appropriately, so that f ; g ¼ Oð1Þ with no flux boundary conditions on ½À1; 1. Here, p represents a vector of system parameters and in general, u,v could be vector valued with D u and D v being diagonal matrices encoding diffusion coefficients. We further restrict attention to a class of RDEs involving fast and slow diffusing variables so that
For example, u ¼ ðA; FÞ represents membrane bound or stationary proteins and v ¼ ðIÞ represents cytosolic proteins. We also frequently refer to the "well-mixed", i.e. spatially homogeneous variant of this system:
The Local Perturbation Analysis (LPA) is an effective method for analyzing fast/slow systems of the form (3) (Walther et al., 2012) . This method was introduced in the Grieneisen PhD thesis (2009) A is active, membrane-bound protein and I is its inactive cytosolic form. We assume that A promotes actin nucleation and assembly. We also assume positive feedback from A and negative feedback from F to the rate activation of A. Total A þ I is conserved. Dashed arrow represent slow or fast diffusion (not to scale). (b) A spatially localized perturbation showing the idealization that leads to the LPA system of local and global variables (solid), and the actual behavior in the full RD system (dotted). (c) Schematic representation of interactions of the local and global LPA variables. ug; vg interact exactly as in the well-mixed system. u l is local, and influenced by (but does not affect) the global variables.
been used extensively in Marée et al. (2006 Marée et al. ( , 2012 , Holmes et al. (2012b Holmes et al. ( , 2012a , to parameterize and explore models of signalling networks.
LPA is an approximation of the dynamics of a pulse under the limit where D u -0 (u is infinitely slow diffusing) and D v -1 (v is infinitely fast diffusing, reminiscent of a "shadow system" (Nishiura, 1982) ). Let u l ðtÞ denote the amplitude of a spatially localized perturbation and u g ðtÞ; v g ðtÞ the essentially homogeneous background levels of u, v. Then u l will grow or decay independently of u g . Inhomogeneities of v will be instantly smoothed out, leaving only a global quantity v g . Assuming a perturbation with negligible total mass (i.e. whose "area" vanishes with D u ), v g will be affected only by u g (see Fig. 1(c) ).
Under this limiting approximation, the dynamics of the narrow pulse-like perturbation can be approximated by ODEs for ðu l ðtÞ; u g ðtÞ; v g ðtÞÞ: 
In the Appendix we provide arguments to support the following properties.
Property 1: LPA recapitulates linear stability results for the well-mixed system (4); that is to say, eigenvalues of the linearized well-mixed system about ðu s ; v s Þ are contained in the spectrum of (6). These will be referred to as the well-mixed eigenvalues of J LP .
Property 2: LPA recapitulates linear stability results for the full reaction-diffusion system (Turing stability analysis). More precisely, the remaining eigenvalues of J LP approximate Turing eigenvalues obtained by linearizing the full system of RDE's about ðu s ; v s Þ. We will refer to these as the "local" eigenvalues of fλ LP j g j . In Appendix A, we show Property 2 in a 2 Â 2 system. In the 3 Â 3 ðA; I; FÞ system, we show this property numerically. In higher order systems, we conjecture (but do not prove) that the same property holds.
The advantages of the LPA method are as follows:
LPA mirrors predictions of other stability analysis methods; it detects the number, values, and stability of spatially homogeneous steady states (HSS).
LPA predicts the response of the system to large amplitude perturbations. This property will be illustrated by example.
Since LPA leads to a set of ODE's (5) and harnesses standard bifurcation techniques and software, it is substantially simpler to implement than other nonlinear, weakly nonlinear (Rubinstein et al., 2012) , or asymptotic methods (Iron and Ward, 2000) .
Further, LPA is scalable to systems with many interacting components provided their components are separable into fast and slow diffusion classes. (Within a class, diffusivities need not be the same.) While this scalability will not be illustrated here (given the relatively few components of the actin waves model), we refer the reader to Holmes et al. (2012b) for an example of a complex system with many interacting components to which this method was successfully applied.
While LPA makes useful predictions under specific conditions, it also has limitations as follows:
LPA applies only to RDEs with fast-slow variables, and not to reaction-advection PDEs.
LPA does not approximate the full dynamics of RDEs nor the evolution of their solutions, only stability properties.
The LPA approximation breaks down if the perturbation becomes very large or spreads in space. (This leads to interactions between local and global variables and boundary layer issues).
LPA provides no information about wave numbers of destabilizing periodic perturbations (predicted by Turing analysis), since spatial scales are absent in the asymptotic limit.
With these caveats in mind, we next apply LPA to the actin waves model.
Analysis of the ðA; I; FÞ model
Parameter values for the underlying A, I dynamics are based on Mori et al. (2008) . In absence of conclusive experimental data, feedback from F-actin is chosen to be in a range that is neither too strong nor too weak. All parameters are nondimensionalized as discussed in Appendix B and listed in Table 1 .
We apply the local perturbation reduction to (2) and analyze the resulting LPA-ODE's to determine regimes of pattern initiation. We focus on how the basal activation rate (k 0 ) and the negative feedback from F-actin (s 2 ) influence dynamics. (Other parameters were tested and found to produce similar results. For example, the behavior relative to s 1 is reciprocal to that relative to k 0 . Results for γ were similar, and are omitted for brevity.) After the LPA, we explore the long-term dynamics of the patterns with full RDE simulations. See Appendix D for details about numerical implementation. 
The well-mixed system
A standard bifurcation analysis of the well-mixed variant of the system (2) with respect to k 0 leads to Fig. 2(a) , where we display the steady state A. There is a single unique HSS that is stable for all k 0 values, given the default parameter set.
Local perturbation analysis (LPA)
We set up LPA equations for the full actin-regulatory protein model (see Eq. (C.1)). In doing so, we treat the non-diffusive F-actin and the active protein A as slow variables and inactive protein I (rapidly diffusing in the cytosol) as a fast variable. Consequently, the LPA equations have variables
A bifurcation analysis of the LPA equations (C.1) is shown for A l versus k 0 in Fig. 2 Fig. 2(a) , the monotonically increasing well-mixed branch (hereafter denoted the "global branch") appears in both as expected. We also find new features in the LPA diagram, including a second "local branch" emanating from branch points (BP). This local branch represents additional states that only the local variables can attain.
(c). Comparing this diagram to the diagram in
Interpreting the LPA bifurcation diagram of Fig. 2(c) from left to right, we first find that for small k 0 , the global branch is stable to small perturbations, whereas the local branch has both unstable (dashed) and stable (solid) regions. Taken together, the global and local branches demonstrate a response threshold: a local perturbation large enough to elevate A l above the (dashed) threshold will be attracted to the upper (stable) local branch while the global variables remain at their unique fixed point (lowest, global branch). Significantly, as the background rate of activation of regulatory protein increases, the size of the stimulating pulse needed to produce a patterned response decreases. This result implies that the system becomes more sensitive to stimulation.
In the LPA diagram, we also find Hopf bifurcations (H) at which the global branch loses stability. Here, the three "well-mixed" eigenvalues have negative real parts (indicating stability). Thus the instability must arise from the two remaining "local" eigenvalues, in this case complex conjugates whose real and imaginary parts plotted in Fig. 2(b) . At H, these eigenvalues cross the imaginary axis. This fact indicates that oscillations arise not from the kinetics of the well-mixed system (where no interesting bifurcations take place) but rather from the interactions of the local variables A l ; F l .
We compared eigenvalues of the LPA system and of the full RDEs in the limit D u -0; D v -1. From Fig. 3(a) and (b) , we see that LPA eigenvalues provide a reasonable asymptotic approximation of Turing eigenvalues. This confirms that Property 2 in Appendix A holds for this three component system. The significance of this result is that the full model exhibits responses that depend on spatial aspects of the system that are absent in homogeneous (wellmixed) variants of the model.
Further notice that between the branch points (BP) in Fig. 2 
Role of conservation
Consider for the moment the actin-NPF model equation (2) with the quantity I fixed as a parameter. Then the remaining A, F system has an activator-inhibitor structure that can be shown to oscillate. This is the source of the Hopf bifurcation and corresponding oscillatory dynamics of the local variables A l ; F l , for which I g plays the role of a parameter (since I is fixed at its steady state value). The global variables A g ; I g ; F g , on the other hand, satisfy the conservation law A g þ I g ¼ 1 and evolve according to the kinetics of the well-mixed system, which exhibits a single stable steady state without oscillatory dynamics. We thus see that a minimum of two slow variables (A, F) are required to produce the complex pair of local eigenvalues corresponding to oscillations on a local scale. The third fast variable ðIÞ is necessary to suppress these oscillations on the global scale and stabilize the well mixed system. In this way, the A, I, F model is a minimal system demonstrating the type of dynamics observed in our spatial model.
Two-parameter bifurcation analysis
In order to investigate the interplay between the activation parameter k 0 and the F-actin negative feedback s 2 , we next perform a two-parameter bifurcation analysis, tracking both the Hopf (H) and branch point (BP) bifurcations, Fig. 4 . Interesting dynamics lie along a diagonal region in Fig. 4(a) , where the activation and feedback are roughly balanced. While Fig. 2 (c) identifies both wave and Turing instabilities for s 2 ¼0.7, there is a region at higher s 2 values where only wave instabilities occur. As s 2 is increased further, the Turing region shrinks and terminates. This observation indicates that (a) stationary Turing instabilities are prominent at lower s 2 values, (b) oscillatory wave instabilities take over at intermediate s 2 values, and (c) yet higher s 2 values stabilize the HSS.
For low values of s 2 ; k 0 , in Fig. 4 (a) the Hopf bifurcations are sub-critical and large amplitude oscillations result immediately upon crossing these bifurcation points. When s 2 ; k 0 increase, the Hopf branch undergoes a Generalized Hopf bifurcation (GH), becoming super-critical. Bogdanov-Takens (BT) bifurcations represent the intersection of the Hopf and BP curves. For s 2 below these bifurcation points, the H branch represents neutral saddles rather than an oscillatory bifurcation. As s 2 is increased, the neutral saddles cross through the BP curve becoming true Hopf points.
Long term evolution of patterns
In order to gain insight about how predictions of LPA and standard stability analysis compare with actual long-term evolution of patterns, we carried out full numerical simulations of the model equations (2). We explored the simulated behavior (with default parameters as in Table 1) , and compared the actual patterns observed to the regimes obtained in the LPA twoparameter continuation of Fig. 4(a) . To do so, we used an automated classification algorithm (Holmes et al., 2012a) for broad pattern classification, as shown in Fig. 4(b) . For each s 2 , k 0 grid point, a simulation is run and we indicate one of five basic behaviors: no pattern (o), boundary localized ( ⋄ ), reflecting pulse (+), pulse trains (n), and a single pulse ( Â ). As suggested by the LPA continuation curves, interesting dynamics occur along the diagonal in the s 2 ; k 0 plane, where activation (k 0 ) and feedback mediated inactivation (s 2 ) of the regulatory protein roughly balance. The labeled arrows in Fig. 4 (b) correspond to simulations in Fig. 5 .
We examined in greater detail some of the transitions between pattern types. Here we comment on several examples, indicated by the span and direction of arrows in Fig. 4(b) . In each case, we explain how the pattern changes over a parameter sweep (base to tip of arrow). Then, we show these transitions (bottom to top) in correspondingly labeled panels in Fig. 5 . The value s 2 ¼ 0 corresponds to pure wave-pinning and hence, to a polarized state. (a) For relatively low values of s 2 and k 0 , a transition from static to dynamic patterns is seen: As s 2 increases, the polarized state first undergoes local oscillations at the boundary, and then transitions smoothly into a reflecting pulse solution. (b) At larger k 0 ; s 2 values, the width of the reflecting pulse decreases. Eventually, a single pulse traverses the domain once and terminates. (c) For larger s 2 , an oscillating amplitude is superimposed on the traveling wave train. In both (b) and (c), the pulse is suppressed smoothly with increased s 2 , eventually leading to transient dynamics. A few additional exotic patterns (d-f) are also shown in Fig. 5 . We found that at higher values of s 2 (not shown), there is complete suppression of dynamics.
Further comparing long-term behavior with the LPA bifurcation structure, we see that different wave regimes can be identified with distinct regimes depicted in the LPA. Wave trains are associated with a Turing bifurcation in which a pair of complex conjugate eigenvalues have a positive real part ("non-stationary Turing bifurcation"). The oscillatory nature of these waves arises as an instability of the HSS, and is predicted by linear stability analysis. In this sense, the wave trains occur "spontaneously" in response to small perturbations or noise. In contrast, reflecting waves occur either in (1) a stationary Turing regime (a single real positive eigenvalue) or (2) linearly stable regime with a threshold that can be breached by a sufficiently large perturbation. In the stationary Turing regime, noise initiates patterning but without any propagation dynamics. Once this pattern grows, nonlinear effects become important and lead to propagation. Thus, reflecting waves are inherently a nonlinear phenomenon, and they can be either spontaneous or excitable. In both regimes (1) and (2), the dynamics of reflecting waves cannot be predicted based on linear stability analysis. We conclude that, while the LPA does not directly predict long-term patterns, it allows some inferences about how stability properties correlate with dynamics. In particular, LPA suggests that reflecting waves and wave trains are initiated in fundamentally distinct ways.
Pulse width/velocity
To further characterize how patterns change as the parameters of the model are varied, we investigated pulse width and velocity (for reflecting pulses and pulse trains). Results for k 0 and s 2 are shown in Fig. 6 . Pulse width was computed at the half maximum and velocity was computed by tracking the location of the maximal value of A as a function of time and computing the slope of the resulting line. This width increases as the activation rate k 0 increases (or as the negative feedback parameter s 2 decreases), as expected. Wave speed decreases as k 0 is increased (or as s 2 is decreased) which is unusual, since wave velocities typically increase with activation rates. Both patterns, reflecting pulses and pulse trains, exhibit similar parameter dependence.
The dependencies of pulse velocity and width on parameters are particularly interesting as they depart from expectation. In classical wave propagation models such as FitzHugh Nagumo (compared to our model in Section 6), propagation velocity increases with an activation rate, in contrast to what we find here. We can explain this by noting that in our model, the rate of activation depends not only on the rate parameters k 0 ; γ, but also on the available pool of inactive form I. As that pool is depleted, propagation velocity falls (Mori et al., 2008) . Thus there is an inverse relationship between pulse width and velocity, larger pulses deplete the inactive pool further, slowing propagation. So paradoxically, increasing the rate of activation (k 0 ) increases the depletion of this pool and slows propagation. Similarly, it is depletion of the inactive protein limits the width of the activated regions. Fig. 7 supports this relationship. Fig. 7(a) shows that as the total pool of regulatory protein, T NPF , is increased, the pulse width increases commensurately. This increase in pulse width depletes the pool of inactive NPF to roughly the same level at each value of T NPF (data not shown). For this reason, while pulse velocity increases, it does so by a smaller fraction since the net activation rate remains roughly the same.
The F-actin (refractory) time scale, ϵ
So far, we have explored the roles of activation rate and negative feedback parameters. Small values of ϵ correspond to a slow F-actin response. Varying this parameter will increase or decrease the influence of the F-actin on its regulators, which corresponds to a change in the timescale for the slow (refractory) negative feedback. It is well known that the timescale of refractory negative feedback is an important determinant of oscillatory dynamics. Hence, we here explore the role of ϵ and characterize the conditions required for these oscillatory bifurcations to occur.
In Appendices C.1 and C.2, we show that ϵ does not affect the values of the steady state of the LPA-system q n ¼ ðA g ; I g ; F g ; A l ; F l Þ but does affect stability. Briefly, the LPA Jacobian is in the from
J 0 is the well mixed Jacobian (A.1), and J loc is the Jacobian of the equations involving the local variables. Both H i (Eq. (C.7)) are independent of ϵ. J ext does not affect eigenvalues due to the block lower triangular structure. Since eigenvalues of J 0 are negative, J loc alone governs the appearance of Hopf bifurcations and oscillations, and its eigenvalues are
(These explicitly depend on ϵ.) The conditions for a Hopf bifurcation are now
which can be reformulated as
For a fixed set of parameters excluding ϵ, the above implies that there is a maximum value ϵ n where B 1 ≤B 2 , for which a Hopf bifurcation exists. As an illustration, we plot ϵ ¼ B 1;2 ðk 0 Þ for two parameter sets in Fig. 8 (a) and (c) and LPA diagrams for ϵ ¼ 0:3 in Fig. 8 (b) and (d) . A Hopf bifurcation exists wherever the curve ϵ ¼ B 1 lies below the curve ϵ ¼ B 2 . Where B 1 4 B 2 , the B 1 curve represents saddle points without oscillatory instabilities. The associated LPA diagrams in panels (b) and (d) showing the presence (or absence) of Hopf bifurcations are consistent with the results of this eigenvalue analysis.
Thus, as the relative timescale of the refractory negative feedback τ ¼ 1=ϵ decreases, oscillatory dynamics are suppressed. Intuitively, the refractory timescale should be long enough that large deviations of A l driven by activation are achieved before suppression by feedback. This timescale dependence often occurs in single refractory feedback systems, such as the FitzHugh Nagumo (FHN) model. While these conclusions are based on LPA, the fact that local eigenvalues approximate eigenvalues of the linearized RDEs, means that oscillatory linear instabilities would be seen in the original RDE system. This refractory timescale does not affect the branch point (BP) bifurcations since those result purely from the presence of local branches representing ϵ independent steady states.
We explored the effect of ϵ on long term behavior. Keeping other parameters at their default values (Table 1) , we varied ϵ from 0.001 to 0.5 in Fig. 9(a) . When ϵ is small, F-actin responds slowly, somewhat decoupling the regulatory protein equations. Consequently, that system exhibits wave pinning dynamics, and static patterns result (panel a, top left). For large values of ϵ, actin polymerization and regulatory protein dynamics occur on the same timescale, also resulting in static patterns (panel a, bottom right). Patterning is most dynamic between these extremes. Finally, we asked how ϵ affects pulse width and velocity. Results for reflecting pulses are shown in Fig. 9b . Similar results were found for pulse trains (not shown). Increasing ϵ by a factor of 2 results in a 20% increase in the velocity, as expected, but hardly affects the width of the pulse (a mere 2% change). The latter result is counterintuitive, since a larger feedback rate ϵ should suppress the trailing edge faster, leading to smaller activated regions.
Comparison to FitzHugh Nagumo model
It is illuminating to compare our F-actin regulation model with the FitzHugh Nagumo (1969) model, a well-known elementary model for excitation waves. Both models have a nonlinear wave generator, and a refractory negative feedback.
In the FHN system, one equation consist of nonlinear ("cubic") kinetics that engenders bistability and hysteresis. A second linear equation describes the evolution of a "recovery" (or refractory) variable whose feedback leads to cycling around the hysteretic loop. The system has limit cycle oscillations even in the spaceindependent case. Diffusion spreads the excitation in space, spawning a traveling wave-front separating regions of low and high activity that sweeps entirely through the domain. Refractory negative feedback suppresses the trailing edge of that wave, producing a traveling pulse with a spatially localized high state separating low states on either side. For this model, pulse velocity increases with respect to an activation rate that resembles the activation parameter k 0 , and pulse width decreases as an ϵ like refractory rate parameter increases.
In the F-actin regulation model, our results indicate that stability properties and long term dynamics of (2) are not merely inherited from the behavior of the space-free system. In the parameter range of interest, and in absence of feedback ðs 2 ¼ 0Þ, that underlying system has a single steady state. Turning on the refractory feedback (s 2 4 0) does not induce limit cycle oscillations. Rather, diffusion plays a vital role in determining the wave and pulse behavior. So, in contrast to the standard FHN system, the reaction kinetics alone do not sustain oscillatory dynamics; in fact, diffusion is required for wave formation. The reason for this is that in contrast to the FHN system, instead of traditional bistability associated waves, the wave generating A, I system of proteins sustain a "wave pinning" behavior, for which diffusion is a key ingredient. Refractory feedback interacts with this form of wave generation to produce traveling wave and Turing bifurcations of the full RDEs. Conservation of A+I is a key feature that gives rise to these interesting stability properties. With I held fixed, A and F exhibit typical activator/inhibitor oscillations on a local spatial scale (as demonstrated by the local variables). The conservative dynamics of I on the other hand stabilize the spatially homogeneous system. Furthermore, as shown above, the long-term dynamics of the F-actin regulation model and those of FHN differ significantly. In our model, we find both persistent and transient dynamics in linearly stable parameter regimes, whereas FHN shows only transient single pulse dynamics. Second, polarized patterns, boundary oscillations, and reflecting wave dynamics are not exhibited by the FHN system. Third, pulse velocities depend inversely on the regulatory protein activation parameter k 0 rather than directly. Fourth, the size of an activated region is insensitive to the refractory timescale ϵ. Finally, our results on the relationship between the total pool of regulatory protein, T NPF , and pulse width and velocity (Fig. 7) also demonstrate the importance of conservation of the total amount of regulating protein (T NPF ). This is the key structural property differentiating our model from FHN.
Discussion
At present, it is not certain whether actin waves are secondary phenomena, or whether they have functional significance to cell behavior. It has been speculated that the waves of F-actin aid cells to explore their environment (Weiner et al., 2007; Schroth-Diez et al., 2009) , engulf particles (Gerisch, 2010) , and/or organize cell edge protrusion (Driscoll et al., 2012) . Whether or not such waves have functional significance, their existence informs models for Factin and its regulators. Here we have shown that a minimal model, combining a caricature of small GTPases (the "wave pinning" A, I system) with feedback to/from F-actin is capable of producing a rich diversity of patterns: static polarization, reflecting waves, wave trains, transient pulses, and persistent boundary oscillations, with a variety of smooth transitions between them. Further, it is one of the simplest models exhibiting such behavior.
In analyzing regimes of behavior of the model, we introduced and applied the local perturbation analysis (LPA), a method for determining nonlinear stability properties. This method rests on the observation that for systems with a large diffusion disparity, the response to an arbitrarily tall but spatially localized perturbation can be approximated by a set of ODEs for global (fast) and local (slow) variables. LPA bifurcation plots (Figs. 2 and 4a ) then provide useful information about growth or decay of that perturbation. While the predictions are (like all stability analyses) shortterm, they help to highlight how patterning is initiated: whether through arbitrarily small amplitude stimuli, or as threshold responses to perturbations of some finite size. In this sense, LPA provides a combination of linear and nonlinear stability information.
It is worth mentioning that LPA is uniquely suited to analyze biologically motivated systems. For one thing, it is capable of detecting both linear and nonlinear patterning phenomena. Linear and nonlinear methods can in some cases be combined to provide similar or even more complete information. However this is usually possible only in specific situations where functional forms are amenable to analysis. Furthermore, such methods are usually only applicable in systems involving a small number of variables. We have applied LPA to substantially larger and more complex systems without particular difficulty. Examples can be found in Holmes et al. (2012b) , Marée et al. (2006 Marée et al. ( , 2012 . Since LPA takes advantage of existing bifurcation software, the technical/computational "cost" of its implementation is low compared to other methods.
Applied to the actin-waves model, LPA reveals two distinct linearly unstable regimes (both stationary Turing and oscillatory wave instabilities, in agreement with classical linear analysis), and a third regime whose homogeneous steady state is unstable to a sufficiently large perturbation (not detected by linear methods). Simulations of the full model confirmed those LPA predictions. For example, the two-parameter LPA bifurcation diagram (Fig. 4) predicts that interesting dynamics occur when there is a rough balance between activation (k 0 ) and inactivation (s 2 ) parameters, in agreement with simulations. Wave trains were found to correlate with the wave instability detected by the LPA, and reflecting waves with the stationary Turing instability and threshold patterning regimes. Further analysis showed oscillatory instabilities require the actin feedback rate ðϵÞ to be smaller than the protein activation rate.
While aspects of the model were motivated by the refractory and bistable components of the FitzHugh Nagumo model, we showed that its behavior contrasts in important ways. For one thing, our model has no inherent oscillatory features when the system is well-mixed and the spatial distribution is essential. Second, pattern regimes are significantly more diverse than those found in the FHN model. Third, pulse width and velocities depend in counterintuitive ways on parameters. Finally, the conservation of A+I in our model appears to be a distinguishing feature that is vitally important in determining these dynamics.
We can use several features of the model to suggest experimental tests. Among these are the role of conservation of the regulatory proteins and the predicted inverse relationship between pulse width and velocity. First, we predict that any perturbation that increases NPF activation would lead to wider, slower waves. Consequently, increasing GEF activation or overexpressing a GEF (which corresponds to increasing the basal activity k 0 , of NPF's such as Cdc42 or Rac) should produce this effect. Conversely, overexpressing or increasing GAP activity (identified with increasing the rate of inactivation of GTPases, s 1 ) should have the opposite effect, producing thinner, faster waves. Perturbations that magnify F-actin mediated feedback, indicative of an increase in s 2 should produce this result. Overexpression of Arp2/3, WASP, or the Wave complex (identified with an increase in k n ) would, by enhancing F-actin production, also lead to thinner, faster waves. Finally, overexpressing GTPases such as Cdc42 or Rac, which is equivalent to increasing T NPF should lead to wider waves while having a modest effect on propagation velocity. Note that while total protein amounts have been normalized to one, we will allow T NPF to vary in order to investigate the effects of protein amounts on dynamics. In this way, T NPF parameterizes total protein levels relative to a typical amountT NPF . Further note that several rate parameters from the original model (k 0 ; γ; s 1 ; s 2 ; k n ; k s ) were
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