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El sistema tradicional d’estadiatge és inadequat per identificar els pacients de càncer 
colorectal (CCR) en estadi II amb alt risc i aquells en estadi III amb risc baix de 
recurrència. Fins a la data, s’han proposat un bon nombre de perfils d’expressió gènica 
amb l’objectiu de predir pronòstic en CCR. Malgrat tot, cap d’aquests perfils s’utilitza 
actualment de forma rutinària en la pràctica clínica. L’objectiu d’aquest treball és 
avaluar la capacitat predictiva i el potencial ús clínic d’aquests perfils a una sèrie de 
dades independents de gran mida mostral. 
Mètodes 
Una revisió sistemàtica del la literatura va identificar 31 perfils que utilitzaven dades 
d’expressió gènica per a predir pronòstic en teixit de CCR. Aquesta cerca es va centrar 
en la base de dades PubMed i es va restringir a articles publicats des del gener del 
2004 fins el desembre del 2011. A més, es van identificar onze conjunts de dades 
d’expressió en CCR amb informació de recurrència procedents de repositoris públics. 
Aquestes llistes de gens es van utilitzar per construir models predictors de recaiguda 
amb Random Forest. Com a mesura de precisió, es va triar el coeficient de correlació 
de Mathews, i el seu p-valor associat per avaluar la seva significació estadística. Per 
avaluar la utilitat clínica d’aquests perfils, es van calcular les probabilitats post-test en 
els pacients en estadi II i estadi III de forma separada. 
Resultats 
Cinc signatures mostraren associació significativa amb pronòstic i una capacitat 
predictiva raonable a les seves pròpies dades d’entrenament. No obstant això, la 
reproductibilitat a dades independents va ser baixa per a tots els perfils. Les anàlisis 
estratificades per estadi i per inestabilitat de microsatèl·lit van mostrar associació 
estadística, però també un poder de discriminació limitat. Des d’una perspectiva 
clínica, els perfils més predictius mostraren una millora petita, tot i que significativa, 
respecte el sistema tradicional d’estadiatge. 
Conclusions 
Els perfils d’expressió publicats per predir pronòstic en CCR mostren una baixa 
capacitat predictiva i una utilitat moderada en la pràctica clínica. Malgrat que els gens 
d’aquestes signatures poden ser informatius de pronòstic, es fan necessàries millors 
estratègies de validació per fomentar el seu ús en la pràctica clínica. 
 
Paraules clau: pronòstic, càncer colorectal, perfil d’expressió gènica, meta-anàlisi, 
biomarcador 






































The traditional staging system is inadequate to identify those patients with stage II 
colorectal cancer (CRC) at high risk of recurrence or with stage III CRC at low risk. A 
number of gene expression signatures to predict CRC prognosis have been proposed, 
but none is routinely used in the clinic. The aim of this work was to assess the 
prediction ability and potential clinical usefulness of these signatures in a series of 
independent datasets. 
Methods 
A literature review identified 31 gene expression signatures that used gene expression 
data to predict prognosis in CRC tissue. The search was based on the PubMed 
database and was restricted to papers published from January 2004 to December 
2011. Eleven CRC gene expression datasets with outcome information were identified 
and downloaded from public repositories. Random Forest classifier was used to build 
predictors from the gene lists. Matthews correlation coefficient was chosen as a 
measure of classification accuracy and its associated p-value was used to assess 
association with prognosis. For clinical usefulness evaluation, positive and negative 
post-tests probabilities were computed in stage II and III samples. 
Results 
Five gene signatures showed significant association with prognosis and provided 
reasonable prediction accuracy in their own training datasets. Nevertheless, all 
signatures showed low reproducibility in independent data. Stratified analyses by stage 
or microsatellite instability status showed significant association but limited 
discrimination ability, especially in stage II tumors. From a clinical perspective, the most 
predictive signatures showed a minor but significant improvement over the classical 
staging system. 
Conclusions 
The published signatures show low prediction accuracy but moderate clinical 
usefulness. Although gene expression data may inform prognosis, better strategies for 
signature validation are needed to encourage their widespread use in the clinic. 
 
Keywords: prognosis, colorectal cancer, gene expression profile, meta-analysis, 
biomarker 
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El càncer colorectal (CCR) és el tercer tipus de càncer més comú al món i la 
segona causa de mort per càncer. La seva incidència s’ha vist augmentada 
durant les últimes dècades, a la vegada que decreixia la seva mortalitat de forma 
moderada [1-3].  
Una de les característiques més remarcables en aquest tipus de tumor és la 
diferència en pronòstic entre tumors amb diferents estadis: els pacients 
diagnosticats en estadis I i II tenen un risc de baix a moderat de recurrència 
després de la resecció quirúrgica, mentre que els pacients en estadi III tenen una 
probabilitat molt més alta de recaure [4-6].  
Desafortunadament i malgrat que els factors informatius del pronòstic en CCR 
són coneguts des de fa temps, aquests resulten insuficients per identificar 
aquells pacients en estadi II amb un risc baix de recaiguda i els pacients en 
estadi III amb risc alt, el que probablement porta a un infra o sobretractament 
d’aquests pacients [5, 7]. 
La metàstasi en CCR és un procés altament regulat que requereix la presència 
d’aberracions en l’expressió d’un gran nombre de gens, els quals permeten les 
cèl·lules canceroses progressar al llarg de diverses etapes fins arribar a 
colonitzar un òrgan distant [8]. Probablement, les alteracions necessàries per 
aquest procés són ja presents en el tumor primari del que procedeix la metàstasi, 
fet que hauria de permetre identificar perfils d’expressió gènica informatius de 
pronòstic [9-11]. 
Sota aquestes premisses, alguns estudis han tingut èxit en la identificació de 
perfils d’expressió gènica predictors de pronòstic en càncer de mama [12-16]. No 
obstant això i malgrat el gran nombre de signatures reportades per aquesta 






L’objectiu d’aquest treball és avaluar la capacitat predictiva dels perfils publicats 
com marcadors de pronòstic en CCR en un conjunt gran de dades independents, 
per tal de comprendre els seus punts forts i les seves febleses, i identificar el seu 
potencial ús en la pràctica clínica per guiar les decisions sobre el tractament dels 
pacients en estadis II i III. 
El present treball s’estructura com segueix: el següent capítol inclou una 
descripció dels aspectes clínics més importants del CCR, posant especial 
atenció en aquells relacionats amb el problema del pronòstic en els casos amb 
estadis II i III (capítol 2); tot i que els continguts d’aquesta part ajuda a 
comprendre el context i objectius del treball, la seva lectura no és imprescindible 
per seguir el fil conductor de la memòria.  
A continuació es detallen els materials i els mètodes utilitzats en l’estudi (capítol 
3), els resultats més importants (capítol 4), la discussió i interpretació d’aquests 
resultats (capítol 5) i les principals conclusions (capítol 6) que se’n deriven.  
A la part final de la memòria, s’inclou una sèrie d’annexos on s’estenen els 
mètodes estadístics utilitzats, i on es tracten temes que poden ajudar al lector no 
expert a comprendre millor els mètodes utilitzats en el treball i el seu camp 
d'aplicació: conceptes bàsics de biologia molecular relacionats amb el paper de 
l’expressió gènica dins els organismes (A1), funcionament i ús dels microarrays 
d’expressió gènica (A2), conceptes bàsics de l’anàlisi de classificació (A3), 
Random Forest (A4), Support Vector Machine (A5) i un detall de les mesures de 
capacitat predictiva utilitzades (A6). 
Les anàlisis i resultats mostrats en aquest treball formen part de l’estudi Clinical 
value of prognosis gene expression signatures in colorectal càncer: a systematic 
review, publicat a la revista PLos One el novembre del 2012 (PMID: 23145004, 
http://www.plosone.org/article/info%3Adoi%2F10.1371%2Fjournal.pone.0048877
). Aquest estudi es va realitzar com a part de l’activitat habitual desenvolupada 
per la Unitat de Biomarcadors i Susceptibilitat (UBS) de l’Institut Català 





Pamplona, investigadora de la mateixa unitat. La UBS és un grup dedicat a la 
recerca en marcadors de diagnòstic, pronòstic i susceptibilitat en càncer, 
emmarcat a l’ICO dins del Programa de Prevenció i Control del Càncer (PPCC), 
programa que és liderat pel Dr. Víctor Moreno Aguado, responsable d’aquest 













































2. EL CÀNCER COLORECTAL: ASPECTES CLÍNICS 
El càncer colorectal (CCR) és el tercer tipus de càncer més freqüent en els 
homes i el segon en les dones. S’estima que, anualment, apareixen més de 
1.300.000 casos que provoquen al voltant de 700.000 morts a tot el món. 
Aquestes xifres el converteixen en la quarta causa de mort relacionada amb 
càncer (8.5%) [2]. 
El CCR és més freqüent als països desenvolupats, on es donen prop del 60% 
dels casos. A Europa i durant els últims anys, la seva incidència ha seguit 
augmentant de forma moderada, especialment entre els homes (un 15% en taxa 
estandarditzada per edat des de 1995). Actualment, és el segon tipus de càncer 
més freqüent (12.6%) i la segona causa de mort relacionada amb càncer (11.8%) 
[1-3].  
Els avenços realitzats en el tractament i detecció precoç del CCR han fet minvar 
la seva taxa de mortalitat durant les últimes dècades. Malgrat això, aquesta 
mortalitat segueix sent alta, i encara es troba per sobre del 40% a la major part 
dels països europeus [16, 17]. 
 
2.1. CCR esporàdic, familiar i hereditari 
S’estima que entre un 70 i un 85% dels casos de CCR són esporàdics, és a dir, 
s’originen a partir de mutacions espontànies que apareixen en un nombre reduït 
de cèl·lules i que, es creu, són degudes a factors ambientals. Aquestes 
mutacions poden donar lloc a un adenoma (lesió benigne) que, en alguns casos, 
pot progressar fins a convertir-se en un tumor maligne o carcinoma [16, 18]. 
Se sap que la resta dels casos tenen algun component familiar, en vista de l’alta 
prevalença observada en familiars de primer i segon grau [19, 20]. 
Aproximadament tres quarts d'aquests casos familiars (~ 20% del total) són 













Figura 1: anatomia del còlon i el recte. Figura adaptada de The Colon & Rectal Clinic of 

















Figura 2: taxes d’incidència i de mortalitat dels càncers més freqüents, ajustades per edat 




























































Figura 3: taxes d’incidència del CCR ajustades per edat mundial (ASR-W) en homes (superior) i 








d'associació amb la malaltia), possiblement desconeguts, que confereixen una 
major predisposició a adquirir la malaltia (de dues a tres vegades més que a la 
població general). Alguns autors engloben aquest grup de casos familiars dins el 
conjunt d’esporàdics, utilitzant aquest terme per designar tots aquells casos que 
no són síndromes hereditaris (a continuació) [16, 18]. 
La resta dels casos familiars (menys del 5% dels CCRs) són causats per 
síndromes hereditàries, és a dir, l'origen del tumor és una mutació genètica 
d'alta penetrància heretada dels progenitors. La major part de les síndromes 
hereditàries s'atribueixen a l’anomenat CCR hereditari no associat a poliposi 
(HNPCC, Hereditary NonPolyposis Colorectal Cancer) o síndrome de Lynch 
(3%), la poliposi adenomatosa familiar (FAP, Familial Adenomaotus Polyposis, 
~0.5%) i altres síndromes estretament relacionades amb aquesta última [16, 18].  
Malgrat que el càncer hereditari representa una fracció relativament petita dels 
casos totals de CCR, l'estudi de les seves bases moleculars ha estat crucial per 
conèixer millor els factors i mecanismes específics del CCR esporàdic [18].  
 
2.2. Classificació molecular  
El CCR és el resultat de l'acumulació d’un gran nombre de canvis genètics i 
epigenètics en cèl·lules epitelials normals del còlon o del recte. Aquests canvis 
donen com a resultat aberracions en l’expressió d’un gran nombre de gens, els 
quals proporcionen a les cèl·lules canceroses els mitjans per sobreviure i 
reproduir-se en un medi que li és hostil i esquivar, d’aquesta manera, els 
mecanismes de defensa immunològics i moleculars dels que disposa 
l’organisme. En darrer terme, totes aquestes alteracions són les responsables de 
l’aparició d’un tumor maligne o carcinoma amb capacitat d’envair teixits 
circumdants. Alguns tumors poden, fins i tot, adquirir capacitat per migrar i 





Tradicionalment, el CCR s'havia considerat com una única patologia amb origen, 
mecanismes de progressió i característiques molt homogenis, i els criteris de 
classificació en la pràctica clínica eren purament morfològics i patològics. 
Aquesta visió simplificada ha condicionat enormement la recerca en CCR, 
especialment en el que respecta als seus factors de risc tant genètics com 
epidemiològics.  
No obstant això, els avenços realitzats durant els últims anys en el coneixement 
de la seva biologia molecular han generalitzat la idea de que, en realitat, el CCR 
és un procés complex i heterogeni que, des de molts punts de vista, no s'hauria 
de contemplar com una sola malaltia; el CCR pot ser esporàdic o hereditari, i el 
seu procés de tumorgènesi pot transcórrer per diverses vies moleculars, les 
quals originen tipus de tumors molt diferents pel que fa a les seves 
característiques moleculars, clíniques i histopatològiques (fenotip).  
Actualment, existeix un ampli consens sobre la classificació del CCR en 5 
subgrups moleculars que, a més, mostren també un perfil específic des del punt 
de vista clínic i patològic (Taula 1) (veure [22-26] per més informació).  
 
2.3. Factors de risc del CCR esporàdic 
El CCR esporàdic és més freqüent en homes que en dones, i el seu risc 
s’incrementa amb l’edat, en presència d’una història prèvia de pòlips al còlon o 
d’un altre CCR. Entre els factors de risc ambientals destaquen una alta ingesta 
de carns vermelles, greixos i alcohol, un baix consum de fibra, un estil de vida 
sedentari, el consum de tabac i patir diabetis mellitus [16, 27]. 
Aproximadament dos terços dels casos es donen en pacients amb malaltia 
intestinal inflamatòria. Aquests pacients són molt més propensos al CCR, i el seu 
























Taula 1: subgrups moleculars de CCR i les seves principals característiques clíniques i 















































































































































































































































































































































































































































































































































































































































































Alguns estudis apunten que la interacció entre ingesta i consum energètic, 
hormones, flora intestinal i inflamació podrien tenir un paper en el procés de 
tumorgènesi del CCR. Per altra banda, els medicaments antiinflamatoris no 
esteroïdals, l’estrogen, el calci i, potser, algunes estatines en podrien ser factors 
protectors [18].  
 
2.4. La prevenció: el cribratge 
Tot i el descens de la taxa de mortalitat observat a Europa a les últimes dècades, 
la supervivència dels pacients de CCR a 5 anys des del tractament segueix sent 
baixa (< 60%) [17]. Malgrat l’evidència epidemiològica acumulada en els últims 
anys, el 75% dels casos apareixen en individus que no semblen mostrar cap 
altre factor de risc conegut que l’edat. Per aquests motius, el cribratge en 
població general sembla una de les eines amb més potencial per reduir les taxes 
de mortalitat del CCR [16].  
L’objectiu d’un pla de cribratge és la detecció en població general dels casos de 
càncer asimptomàtics que es troben encara en els seus estadis primerencs, o bé 
lesions precursores que encara no mostren un comportament maligne. El 
diagnòstic precoç d’aquest tipus de lesions fa que el seu tractament sigui molt 
senzill i eficient del que ho seria en etapes posteriors de la seva evolució, fet que 
repercuteix directament en les taxes de mortalitat [28]. 
Els tests diagnòstics més utilitzats actualment pel cribratge en població general 
es basen en la detecció de sang oculta en femta [29]. Molts països han adoptat 
aquesta modalitat de cribratge i la seva solvència en termes de cost-benefici està 
totalment contrastada [30-32]. El test guaiac per exemple, ha estat el primer i 
més estudiat i ha demostrat en varis assajos clínics que pot reduir la mortalitat 
del CCR en un 16%, malgrat mostrar una sensibilitat baixa (25-38%, segons 





Una altra modalitat del test de sang oculta en femta està basat en una anàlisi 
immunohistoquímica, i ofereix moltes millores respecte el test guaiac: la dieta no 
interfereix amb els seus resultats, la recollida de mostres és més senzilla i 
mostra una major sensibilitat (61-91%), encara que a expenses d’una 
especificitat més baixa (91-98% per l’immunològic, 98-99% pel test guaiac) [34].  	  
2.5. Diagnòstic i paràmetres clínics 
El diagnòstic del CCR es realitza en base als resultats d’una colonoscòpia o una 
sigmoidoscòpia en la que es recull una mostra del tumor o biòpsia. Una vegada 
confirmat el diagnòstic i com a pas previ al tractament, es realitza un examen 
físic, una colonoscòpia completa per excloure la presència d’altres tumors, i una 
tomografia axial computeritzada del pit, abdomen i pelvis per descartar possibles 
processos metastàtics derivats del tumor detectat. També s’utilitzen altres eines 
de diagnòstic per determinar de forma precisa la localització i extensió del tumor 
o de la seva metàstasi, així com per mesurar la profunditat d’invasió de la paret 
intestinal (tomografia colorectal, ressonància magnètica i ultrasons). Finalment, 
el diagnòstic és completat amb un estudi patològic i molecular del tumor i/o 
metàstasi que s’ha reseccionat quirúrgicament, procediment aquest últim que sol 
ser el primer pas del seu tractament [16]. 
La informació que sobre el tumor es recull a totes aquestes proves és essencial, 
perquè d’ella en depenen les decisions clíniques per al seu tractament. La 
caracterització del tumor és resumida en un nombre reduït de paràmetres clínics 
i moleculars [16]. 
- Estadiatge: aquest paràmetre resumeix la informació sobre la mida del tumor, la 
invasió de teixit circumdant, la invasió de nodes limfàtics circumdants (que és el 
pas previ a la migració del tumor) i la colonització d’òrgans distants del colon o 





classificació de tumors TNM (Tumor, Nodes, Metàstasis), tot i que existeixen 
sistemes alternatius més resumits. 
- Tipus histològic: es tracta d’una descripció del tipus de cèl·lules que formen el 
tumor i del qual en sol dependre la seva malignitat. Aquesta informació és 
recollida per un patòleg a partir de l’anàlisi microscòpica del teixit tumoral extret 
quirúrgicament. 
- Grau de diferenciació: és una escala de tres valors que mesura quant de 
diferent és el teixit tumoral a nivell microscòpic respecte a la mucosa normal, i 
que també dóna informació del pronòstic de la malaltia. Aquest paràmetre també 
és recollit pel patòleg mitjançant l’anàlisi microscòpica del tumor. 
- Fenotip molecular: l’estudi molecular del teixit tumoral permet determinar el seu 
fenotip i la presència d’algunes mutacions específiques, informació que és 
altament rellevant en la decisió del tipus de tractament. 
 
2.6. Tractament i pronòstic 
Generalment, el primer pas en el tractament del CCR és l’extirpació quirúrgica 
del tumor i, si és el cas, de la seva metàstasi. En alguns casos on la mida del 
tumor o la metàstasi és gran, pot ser necessària l’administració d’un tractament 
amb compostos químics (quimioteràpia), amb radiació (radioteràpia) o amb una 
combinació d’ambdós. 
El quant al seu tractament post-quirúrgic, existeixen grans diferències en el 
pronòstic del CCR en funció de l’estadiatge. Per aquest motiu, el seu tractament 







2.6.1. CCR metastàtic (estadi IV) 
Quan el tumor ha colonitzat òrgans distants (generalment fetge o pulmó i, amb 
menor freqüència, ossos i cervell), la supervivència global als 5 anys és de 
menys del 10% [36, 37] . En aquests casos, la resecció quirúrgica de la 
metàstasi millora de forma substancial la supervivència del pacient i és el 
procediment utilitzat quan aquesta intervenció és possible. L’ús de quimioteràpia 
en pacients amb metàstasi massa gran per ser operada pot reduir la seva mida 
fins fer-les aptes per la cirurgia, sobretot en els casos de metàstasi hepàtica. En 
els casos on la cirurgia no és possible, la quimioteràpia pal·liativa pot 
incrementar la supervivència del pacient, alleugerir els seus símptomes i, en 
general, millorar la seva qualitat de vida.  
En el transcurs de la última dècada, els avenços en el tractament de CCR 
metastàtic ha aconseguit augmentar de forma significativa la supervivència dels 
pacients: l´ús de teràpies basades en 5-fluorouracil i leucovorin van augmentar la 
mediana de supervivència dels 6 als 12 mesos; l’administració addicional de 
drogues citotòxiques com l’irinotecan i l’oxaliplatin van representar un augment 
en la supervivència fins als 20 mesos en mediana; durant els últims anys, els 
medicaments dirigits a dianes terapèutiques específiques, com la via de 
senyalització EGFR (cetuximab i panitumumab) i l’angiogènesi (bevacizumab) 
han augmentat de forma moderada la supervivència dels pacients (2 anys en 
mediana) [16, 35, 38, 39]; per últim, un enfoc multidisciplinari del tractament del 
CCR metastàtic en el que es combina cirurgia, radioteràpia, tècniques d’ablació, 
quimioteràpia tradicional i les noves drogues dirigides a dianes terapèutiques 
han contribuït també de forma significativa a la reducció de les seves taxes de 








2.6.2. CCR no metastàtic (estadis I, II, III) 
Pràcticament la totalitat dels tumors d’estadi I es curen sense més tractament 
que la cirurgia [4]. En canvi, els pacients amb nodes limfàtics afectats (estadi III, 
taula) afronten un risc d’entre 50 a un 60% de recaure en la seva malaltia 
després de la resecció quirúrgica. La quimioteràpia augmenta entre un 8 i un 
10% la seva supervivència, [36, 41, 42] un benefici considerat suficient per 
recomanar-ne l’ús [43].  
El tractament dels pacients d’estadi III consisteix en l'administració durant varis 
mesos d'un règim de quimioteràpia adjuvant per via intravenosa a base de 
fluorouracil, o per via oral amb capecitabine o fluoropyrimidine, complementada 
o no per altres medicaments (oxaliplatine, àcid folínic, irinotecan). En la decisió 
sobre la teràpia a utilitzar, es pren en consideració la seva potencial toxicitat, 
l’estat general del pacient i les seves preferències, així com el judici de l’oncòleg 
sobre la capacitat del pacient per complir amb el tractament [16].  
Estimacions globals realitzades sobre pacients de CCR sense afectació de 
ganglis limfàtics (estadi II) situen la seva probabilitat de recaiguda al voltant del 
20% [6, 7]. En aquests pacients, l’ús de quimioteràpia adjuvant és controvertit: 
els estudis mostren un guany molt petit en aquest grup de pacients quant a 
supervivència (3.6%), que ha de ser avaluat en cada cas tenint en compte els 
seus potencials efectes adversos [7]. Generalment però, s’ofereix tractament als 
pacients d’estadi II considerats d’alt risc en base a factors pronòstic addicionals: 
l'extensió del tumor, el seu grau, presència d'invasió venosa, obstrucció de 
l’intestí i els resultats de la cirurgia (< 10-12 nodes limfàtics recollits, marges 
reseccionats amb presència tumoral) [16, 36, 5, 44]. 
Una vegada realitzada la cirurgia, amb o sense quimioteràpia adjuvant, els 
pacients amb CCR no metastàtic són sotmesos a un procés de seguiment 
intensiu amb l’objectiu de detectar qualsevol evidència de metàstasi o d’un nou 
tumor primari amb la màxima precocitat possible. Aquest seguiment acostuma a 





colonoscòpies. La majoria de les recaigudes en pacients operats de CCR no 
metastàtic es produeixen durant els tres primers anys després de la cirurgia, i es 
considera que un pacient ha superat totalment la malaltia després de 
transcorreguts 5 anys [16]. 
Tot i que els factors informatius de pronòstic del CCR són ben coneguts des de 
fa temps, aquests encara resulten insuficients per identificar aquells pacients 
d’estadi II amb un alt risc de recurrència, o aquells que, malgrat ser diagnosticats 
en estadi III, la seva probabilitat de recaure és baixa. A causa d’aquesta limitació, 
és molt probable que una proporció important de pacients estigui sent 
infratractada o sobretractada, o que les teràpies escollides segons els protocols 
clínics actuals siguin subòptimes per a les necessitats terapèutiques d’alguns 
pacients [5, 7].  
 
2.7. Biomarcadors moleculars i CCR 
Durant les darreres dècades, la recerca sobre la biologia molecular del CCR ha 
donat lloc a grans avenços en el coneixement del seu procés de tumorgènesi i 
dels seus factors de risc, així com en les eines pel seu diagnòstic precoç i 
tractament. Malgrat això, la taxa de mortalitat dels pacients de CCR segueix sent 
molt alta, situant-se per sobre del 40% a la major part dels països europeus [17].  
Aproximadament el 75% dels nous casos de CCR són asimptomàtics i no 
presenten cap altre factor de risc conegut que l'edat [16]. A més, els factors 
pronòstic coneguts fins el moment resulten insuficients per estimar amb precisió 
la probabilitat de recaiguda en els pacients d’estadis II i III, el que dóna lloc al 
seu probable sobretractament o infratractament, o fins i tot a l’elecció de teràpies 
inadequades [5, 7]. Per altra banda i malgrat el desenvolupament de la nova 
generació de medicaments orientats a dianes terapèutiques, la mortalitat en els 
pacients metastàtics segueix sent molt alta, i encara queda molt per saber sobre 





En aquest escenari, es fa evident la necessitat de que els nous coneixements 
sobre les bases moleculars del CCR es tradueixi en la identificació de nous 
marcadors capaços de diagnosticar-lo precoçment, de predir el pronòstic d’un 
pacient i la seva resposta a tractaments específics, així com d’identificar grups 
de pacients amb necessitats de nous enfocs terapèutics. Per aquests motius, la 
recerca en biomarcadors sembla cridat a jugar un paper fonamental en l’objectiu 
de reduir la mortalitat per CCR [35]. 
 
2.8. Els perfils d’expressió gènica com marcadors de pronòstic 
En l’actualitat i malgrat els esforços invertits em aquest camp, existeix només un 
nombre relativament petit de biomarcadors amb evidència científica que recolzi 
la seva capacitat predictiva del pronòstic en CCR. A la literatura podem trobar 
revisions molt detallades sobre el tema a [25, 35, 45, 46, 47]. Possiblement, una 
de les línies més prometedores i explorades en aquest camp és l’estudi dels 
perfils d’expressió gènica dels tumors. 
Tal i com s’explica en seccions anteriors, la tumorgènesi en CCR és un procés 
complex i heterogeni que requereix l’ocurrència seqüencial d’un bon nombre 
d’alteracions genètiques i epigenètiques. Aquestes alteracions es tradueixen en 
aberracions en l’expressió (veure Annex 1) d’un gran nombre de gens que són 
imprescindibles per permetre la progressió de les cèl·lules canceroses en un 
medi que li és hostil i, d’aquesta forma, esquivar de forma continuada els 
mecanismes de defensa immunològics i moleculars dels que disposa 
l’organisme. Eventualment, aquestes aberracions poden proveir el tumor dels 
mitjans necessaris per colonitzar un òrgan distant [8].  
Probablement, aquestes alteracions en l’expressió gènica són presents en el 
tumor primari en fases prèvies a l’aparició de la metàstasi, fet que hauria de 
permetre l’ús de perfils d’expressió gènica per identificar quins pacients recauran 





En aquest context, les tècniques basades en tecnologia de microarrays (veure 
Annex 2) són una de les eines amb més potencial per la identificació de 
biomarcadors de pronòstic. Aquesta tecnologia permet interrogar de forma 
simultània l’expressió de milers de gens en una sola mostra de tumor, permetent 
la seva classificació en patrons característics d’expressió [48-50]. Sota aquestes 
premisses, diversos estudis han tingut èxit en la creació de signatures 
d’expressió gènica amb valor pronòstic en càncer de mama [12-16]. No obstant 
això i malgrat haver-se publicat un gran nombre de perfils d’expressió amb 
suposat valor pronòstic en CCR, cap d’ells ha estat adoptat en la pràctica clínica 
de forma rutinària [51-53]. D’entre tots aquests perfils publicats, en destaquen 
dos per haver donat lloc a tests que actualment ja es troben en fase de 
comercialització.  
El primer d’ells està basat en les dades d’expressió de més de 1.800 pacients de 
CCR en estadis II i III, procedents de 5 cohorts diferents i obtingudes amb una 
plataforma basada en la reacció en cadena de la polimerasa amb transcriptasa 
inversa en temps real (RT-PCR) a partir de tumors conservats en blocs de 
parafina [54]. Com a resultat d’aquest estudi, es van reportar dos perfils 
d’expressió gènica diferents, associats a pronòstic i a resposta a la teràpia amb 
fluorouracil i leucovorin respectivament. La capacitat predictiva d’aquest últim no 
ha pogut reproduir-se en dades externes a aquest estudi. En quant al perfil de 
pronòstic, està format per 12 gens (7 associats amb recurrència i 5 utilitzats com 
a referència en la classificació), i la seva capacitat predictiva ha estat validada 
amb èxit en 711 pacients d’estadi II sense tractament adjuvant procedents d’una 
cohort independent de gran mida [55].  
L’associació amb recurrència d’aquest perfil, tot i que moderada (47% d’augment 
de risc en el grup d’alt risc respecte el grup de baix risc), es va mostrar 
independent de factors pronòstics convencionals. Actualment, aquests 12 gens 
formen part d’Oncotype DX, un kit comercial per la predicció de pronòstic en 
pacients de CCR en estadi II. L’algorisme suggerit pels creadors d’Oncotype DX 





del sistema Miss Match Repair (MMR), un mecanisme de reparació de l’ADN 
[22]. Tot i que es considera la seva aplicació en la decisió del tractament amb 
quimioteràpia en pacients en estadi III, la validació del seu valor pronòstic o 
predictiu de resposta en aquest grup de pacients encara no ha estat publicat 
[http://www.oncotypedx.com; accedit l’1 de desembre del 2013), 55].  
L’altre test comercial prové d’un estudi sobre perfils d’expressió gènica construït 
amb tecnologia de microarrays que va donar lloc a ColoPrint, una signatura 
formada per 18 gens i desenvolupada per Agendia (http://www.agendia.com/) 
seguint els passos del seu predecessor en càncer de mama (MammaPrint) [56]. 
El valor pronòstic d’aquest perfil es va validar en 206 mostres independents de 
CCR no metastàtic, la majoria d’ells en estadi II sense tractament adjuvant. La 
signatura va estratificar els pacients en dos grups de risc amb una diferència 
estadísticament significativa del 21% en la seves taxes de supervivència [57]. 
Malgrat tot, es fan necessaris estudis addicionals per determinar la conveniència 







































3. MATERIALS I MÈTODES 
3.1. Perfils d’expressió gènica 
En primer lloc i seguint les recomanacions descrites a [58], es va realitzar una 
revisió sistemàtica de la literatura per identificar estudis que fessin ús de dades 
d’expressió gènica per predir pronòstic en CCR. La cerca es va realitzar a la 
base de dades PubMed [59] i es va restringir als articles més recents per 
assegurar una adequada qualitat dels treballs (des de gener del 2004 a 
desembre del 2011).  
La Figura 4 i la Taula 2 resumeixen el protocol i els resultats d’aquesta revisió 
sistemàtica. Breument, es van incloure dins del treball tots aquells estudis que 
reportessin una llista de gens diferencialment expressats en tumors primaris de 
CCR en relació amb el pronòstic de la malaltia. Durant tot el treball, ens referirem 
a aquestes llistes de gens com signatures o perfils. De la selecció inicial, es van 
excloure els estudis basats en microarrays de teixits (tissue microarray), i també 
aquells centrats en comparacions entre tumors de diferents estadis o entre tumor 
primari i metàstasi. La selecció final va incloure un total de 31 perfils d’expressió 
procedents de 29 articles diferents [60-86, 54, 55, 57] (Taula 3). 
 
3.2. Dades de validació 
Quant a les dades de validació, es va realitzar una cerca als dos principals 
repositoris de dades públiques de microarrays: GEO [87] i ArrayExpress [88]. 
Com a criteris de selecció, es van seleccionar aquells conjunts de dades amb 
mesures de l’expressió gènica a nivell del genoma complet, realitzades en 
tumors primaris i amb informació disponible sobre el pronòstic dels pacients. 
Aquests criteris van ser complerts per un total d’onze sets de dades (Taules 4 i 
5). Per l’anàlisi, es van utilitzar les versions preprocessades d’aquestes dades, 































Figura 4: representació de les diferents fases de la revisió sistemàtica d’estudis de perfils 













































Taula 2: detall de la revisió sistemàtica de perfils d’expressió gènica predictives de pronòstic en 
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Recurrència 55 (29 + 26) 71% d'encerts 17255271 [74]
Recurrència 149 (102 + 47) 67% d'encerts 17255271 [74]








--- --- --- 19380020 [73]















KN11 634 215 (142 + 73)
Metàstasi en 
tumors de còlon
cDNA Metastasi 144 (85 + 59) 22067406 [72]





JS09 163 209 (86 + 123) Affymetrix 2F-CV 99* Association 19996206 [70]
Tumors 
colorectals amb 




181* Associació 20077526 [68]









HO09 32 6 (3 + 3)
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EC05 43 78 (32 + 46)
Supervivència 
global en tumors 
colorectals
LOO-CVcDNA --- --- 82% d'encerts 14973550 [66]
78% d'encerts 16091735 [64]




Affymetrix --- --- 16966692 [65]
--- 17390049 [63]




Affymetrix 3F-CV --- ---
137* 16143127 [62]




Human 19K Oligo 
Array
Sense validació --- ---
Recurrència 108 (84 + 24) Associacíó 19238634 [61]





Recurrència 50 (25 + 25) Associació 19156145 [60]
AJ08 36 20 (10  + 10)




derivada de línies 
cel·lulars i un set 
de dades amb 
expressió en 
criptes de còlon 
humanes
Dos sets de dades 
independents
--- --- --- 19156145 [60]













Taula 3: descripció dels perfils d’expressió analitzats al treball. Abreviacions: TMA: Tissue 
Microarray; KF-CV: K-fold cross-validation; CCR: Càncer Colorrectal. * Freqüències dels 
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50 (25 + 25)
24 (14 + 10)
206*
100 (62 + 38)
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177 (103 + 71) / 
(122 + 55)/
(104 + 73) 





50 (25 + 25) 94% d'encerts
24 (14 + 10) 75% d'encerts
Metàstasi 28 (18 + 10) 93% d'encerts 17143521 [86]
--- --- 86% d'encerts 20570135 [85]







--- --- 92% d'encerts 19016304 [84]
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Affymetrix Recurrence 60 (44 + 16)
Recurrència, 
supervivència 
específica a CCR i 
supervivència 
global
63-70% d'encerts 19914252 [79]
ST09 113 159*


















SC09 6 57* RT-PCR
Supervivència 
específica a CCR
83* Associació 19737943 [78]
--- --- 19901968 [77]
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--- --- 20706727 [76]
PL10 7 74 (54 + 20)
Supervivència 
global en tumors 
colorectals
RT-PCR Sense validació ---
1436 (1158 + 278) Associació 20679606 [54]

















MT10 12 48 (32 + 16)
Signatura 
d'inestabilitat a 
partir de tumors 
de mama
cDNA
Dos sets de dades 
independents
T
Taula 3 (continuació): descripció de perfils d’expressió analitzats al treball. Abreviacions: TMA: 
Tissue Microarray; KF-CV: K-fold cross-validation; CCR: Càncer Colorrectal. * Freqüències dels 









A causa de la diversitat en les plataformes i en els identificadors dels gens 
utilitzats en aquests experiments, va ser necessàri realitzar una traducció 
d’aquests identificadors al símbol de gen oficial, a fi de disposar d’una anotació 
comú per totes les dades d’expressió. Per fer aquesta traducció, es va utilitzar el 
Universal Protein Resource Annotation Database [89], el repositori públic HUGO 
Gene Nomenclature Committee [90] i l’arxiu de fitxers d’anotació de la pàgina 
web d’Affymetrix [91]. Inevitablement, no es va poder trobar el corresponent 
símbol de gen per algunes sondes d’algunes plataformes i, per tant, les seves 
mesures corresponents van ser excloses de les anàlisis. Es poden trobar els 
resultats detallats d’aquesta traducció al material suplementari de l’article (Fitxer 
Suplementari S3). 
 
3.3. Anàlisi estadística 
3.3.1. Variable resposta 
Molts dels conjunts de dades seleccionats per avaluar els perfils no tenien 
disponible informació sobre el seguiment dels pacients. Per aquest motiu, es va 
definir com a resposta una variable binària indicadora del seu pronòstic: aquells 
pacients que havien patit una recaiguda de la seva malaltia (ja sigui una 
metàstasi distant, un nou tumor local-regional o la mort per la malaltia) van ser 
inclosos en el grup de mal pronòstic, mentre que aquells pels quals no s’havia 
observat cap d’aquests events van ser etiquetats com de bon pronòstic. Aquesta 
variable binària es va utilitzar com resposta per realitzar els anàlisis de 
classificació (veure Annex 3). 
Quan això va ser possible, es va imposar com a requeriment un temps mínim de 
seguiment de 3 anys perquè un pacient fos inclòs dins del grup de bon pronòstic; 
els pacients sense observació de recaiguda que no complien aquesta condició 
van ser eliminats de l’anàlisi. No obstant això i per augmentar la mida de la 





d’informació de seguiment (GSE5206 i GSE10402) i, per tant, sense possibilitat 
de contrastar aquesta condició. 
Els individus diagnosticats amb CCR en estadi IV es van incloure en el grup de 
pacients de mal pronòstic, decisió que assumeix de forma implícita que els 
canvis en l’expressió gènica responsables de la recurrència romanen inalterats 
en el tumor una vegada s’ha produït la metàstasi. 
Quan les dades disposaven d’aquesta informació, es van realitzar anàlisis per 
subgrups definits d’acord a l’estadi (II i III) i la inestabilitat de microsatèl·lit 
(MicroSatellite Instability o MicroSatellite Instable, MSI; MicroSatellite Stability o 








Mínim temps de 
seguiment
Mida mostral          





GSE5206 ST09 SL10 Recurrència No disponible 100 (62 + 38)
Estadis 0-IV, MSI 
no info
Affymetrix





3 anys 47 (27 + 20)








3 anys 141 (68 + 73)
Estadis I-IV, MSI 
(NA)
Affymetrix
GSE2630 BD07 --- Recurrència 5 anys 16 (10 + 6)
Estadis I-II, MSI no 
info
H 19K Oligo
E-MEXP-1245 LN07NZ SL10 Recurrència 5 anys 149 (102 + 47)
Estadis I-IV (NA),  
MSI no info
MWG H 30K
GSE12945 --- ST09 Recurrència 3 anys 55 (42 + 13)
Estadis I-IV, MSI no 
info
Affymetrix
GSE10402 --- SL10 Recurrència No disponible 73 (63 + 10)
Estadis I-III (NA), 
MSI no info
Hs OperonV2
GSE14333 JS09b VL10, JS09b Recurrència 3 anys 227 (116 + 111)
Estadis I-IV, MSI no 
info
Affymetrix
GSE13294 --- --- Recurrència 3 anys 146 (110 + 36) Estadis I-IV, MSI Affymetrix
GSE28722 --- --- Metàstasi 3 anys 86 (51 + 35)
Estadis I-IV, MSI no 
info
Rosetta 23K
GSE18088 --- --- Recurrència 3 anys 53 (40 + 13) Estadi 2, MSI Affymetrix  
Taula 4: descripció de les dades públiques utilitzades al treball. * NA: els autors no proporcionen 
la informació clínica sobre MSI o estadiatge; No info: tot i que els autors proporcionen la 
informació clínica en l’article, les mostres no es troben etiquetades amb aquesta informació a 
GEO o ArrayExpress. a. Els pacients en estadi II i III als sets de dades GSE17536 i GSE17537 
es van utilitzar de forma conjunta per construir el perfile VL10, però el darrer no inclou suficients 
pacients amb recaiguda per aquests subgrups. b. El perfil JS09 es va crear amb els pacients 





3.3.2. Classificació amb Random Forest 
Per cadascun dels perfils i de les dades de validació, es va avaluar la capacitat 
de predir pronòstic mitjançant un classificador Random Forest (RF) [92, 93] 
(veure Annex 4). Cadascun d’aquests models es va crear utilitzant un gran 
nombre d’arbres (5 000), a fi d’assegurar la convergència de l’error out-of-bag 
(OOB). Seguint les recomanacions dels autors del mètode, es va fixar en 1 el 
mínim nombre d’observacions incloses a cada node terminal. Per avaluar les           
 
GSE5206 GSE17537 GSE17536 GSE2630 E-MEXP-1245 GSE12945 GSE10402 GSE14333 GSE13294 GSE28722 GSE18088 Total
Bon pronòstic 62 (62.0%) 27 (57.4%) 68 (48.2%) 10 (62.5%) 102 (68.5%) 42 (76.4%) 63 (86.3%) 116 (51.1%) 110 (75.3%) 51 (59.3%) 40 (75.5%) 691 (63.2%)
Pronòstic Mal pronòstic 38 (38.0%) 20 (42.6%) 73 (51.8%) 6 (37.5%) 47 (31.5%) 13 (23.6%) 10 (13.7%) 111 (48.9%) 36 (24.7%) 35 (40.7%) 13 (24.5%) 402 (36.8%)
Total 100 (100.0%) 47 (100.0%) 141 (100.0%) 16 (100.0%) 149 (100.0%) 55 (100.0%) 73 (100.0%) 227 (100.0%) 146 (100.0%) 86 (100.0%) 53 (100.0%) 1093 (100.0%)
Homes 46 (46.0%) 21 (44.7%) 79 (56.0%) 11 (68.8%) 70 (47.0%) 30 (54.5%) 133 (58.6%) 71 (50.4%) 26 (49.1%) 487 (52.4%)
Gènere Dones 54 (54.0%) 26 (55.3%) 62 (44.0%) 5 (31.2%) 79 (53.0%) 25 (45.5%) 94 (41.4%) 70 (49.6%) 27 (50.9%) 442 (47.6%)
Total 100 (100.0%) 47 (100.0%) 141 (100.0%) 16 (100.0%) 149 (100.0%) 55 (100.0%) 227 (100.0%) 141 (100.0%) 53 (100.0%) 929 (100.0%)
Miss 0 (0.0%) 0 (0.0%) 0 (0.0%) 0 (0.0%) 0 (0.0%) 0 (0.0%) 0 (0.0%) 5 (3.4%) 0 (0.0%) 164 (15.0%)
Edat
Mitjana         
(desviació 
estàndar)
64 (14.2) 61 (13.5) 65 (13.0) 64 (11.2) 64 (11.6) 67 (12.8) 65 (12.5) 63 (12.5) 65 (12.2) 65 (12.7)
I 15 (15.5%) 4 (8.5%) 18 (12.8%) 6 (37.5%) 11 (20.0%) 31 (13.7%) 5 (3.4%) 13 (15.3%) 0 (0.0%) 103 (11.9%)
II 29 (29.9%) 9 (19.1%) 38 (27.0%) 10 (62.5%) 23 (41.8%) 64 (28.2%) 123 (84.2%) 44 (51.8%) 53 (100.0%) 393 (45.3%)
Estadi III 33 (34.0%) 17 (36.2%) 46 (32.6%) 0 (0.0%) 16 (29.1%) 71 (31.3%) 10 (6.8%) 23 (27.1%) 0 (0.0%) 216 (24.9%)
IV 20 (20.6%) 17 (36.2%) 39 (27.7%) 0 (0.0%) 5 (9.1%) 61 (26.9%) 8 (5.5%) 5 (5.9%) 0 (0.0%) 155 (17.9%)
Total 97 (100.0%) 47 (100.0%) 141 (100.0%) 16 (100.0%) 55 (100.0%) 227 (100.0%) 146 (100.0%) 85 (100.0%) 53 (100.0%) 867 (100.0%)
Miss 3 (3.0%) 0 (0.0%) 0 (0.0%) 0 (0.0%) 0 (0.0%) 0 (0.0%) 0 (0.0%) 1 (1.2%) 0 (0.0%) 226 (20.7%)
Còlon 75 (75.0%) 16 (100.0%) 149 (100.0%) 26 (47.3%) 73 (100.0%) 193 (85.4%) 121 (82.9%) 72 (83.7%) 53 (100.0%) 778 (86.1%)
Localització Recte 25 (25.0%) 0 (0.0%) 0 (0.0%) 29 (52.7%) 0 (0.0%) 33 (14.6%) 25 (17.1%) 14 (16.3%) 0 (0.0%) 126 (13.9%)
Total 100 (100.0%) 16 (100.0%) 149 (100.0%) 55 (100.0%) 73 (100.0%) 226 (100.0%) 146 (100.0%) 86 (100.0%) 53 (100.0%) 904 (100.0%)
Miss 0 (0.0%) 0 (0.0%) 0 (0.0%) 0 (0.0%) 0 (0.0%) 1 (0.4%) 0 (0.0%) 0 (0.0%) 0 (0.0%) 189 (17.3%)
MSS 73 (50.0%) 34 (64.2%) 107 (53.8%)
inestablitat de 
microsatèl·lit
MSI 73 (50.0%) 19 (35.8%) 92 (46.2%)
stability Total 146 (100.0%) 53 (100.0%) 199 (100.0%)
Miss 0 (0.0%) 0 (0.0%) 894 (81.8%)
Ben diferenciat 8 (8.3%) 1 (3.1%) 12 (8.5%) 0 (0.0%) 2 (3.8%) 23 (7.1%)
Moderadament 
diferenciat




10 (10.4%) 7 (21.9%) 24 (17.0%) 27 (49.1%) 16 (30.2%) 57 (17.7%)
Total 96 (100.0%) 32 (100.0%) 141 (100.0%) 55 (100.0%) 53 (100.0%) 322 (100.0%)
Miss 4 (4.0%) 15 (31.9%) 0 (0.0%) 0 (0.0%) 0 (0.0%) 771 (70.5%) T
Taula 5: característiques clíniques de les dades públiques utilitzades al treball. 
 
signatures, es van calcular mesures de precisió fent servir un esquema de 
validació creuada sobre 10 (10-fold cross-validation, 10CV) estratificant les 
particions en base a les freqüències de la variable resposta. En els conjunts de 
dades de mida més petita, el nombre de particions es va triar d’acord amb la 





d’aquest procés i en cada iteració es va seleccionar, com a nombre de variables 
candidates a realitzar les partició, aquell valor que minimitzava l’error OOB dins 
d’un rang de valors possibles prèviament fixat (des de p /3 fins a p  x 3, sent 
p el nombre de gens o sondes predictors de la signatura). El valor òptim d’aquest 
paràmetre va ser optimitzat de forma independent per a cada partició. 
Degut al desigual nombre de pacients en els grups de bon i mal pronòstic, es va 
observar una tendència en els models RF a classificar a la classe més freqüent. 
Per corregir aquesta tendència i millorar l’estimació de l’error de predicció 
esperat, es va substituir el procés de bagging per un remostratge amb 
reemplaçament fent servir el mateix nombre d’observacions a cada grup de 
pronòstic (0.632 vegades la freqüència del grup de menor mida) [94].  
Tots aquestes anàlisis van ser realitzades amb la llibreria d’R randomForest [95]. 
 
3.3.3. Classificació amb Support Vector Machine 
Per confirmar els nostres resultats, es van refer totes les anàlisis utilitzant com a 
classificador la Màquina de Vectors de Suport (Support Vector Machine, SVM, 
veure Annex 5), combinat amb un kernel radial per modelar llindars de separació 
no lineals entre els grups a l’espai definit pels predictors [96, 97].  
De nou i tal com passava amb el classificador RF, es va observar una forta 
tendència a classificar els pacients a la categoria més freqüent. En aquest cas, 
es va decidir corregir aquest artefacte utilitzant una estratègia de infra-
remostratge descrita a [98]. Donada una mostra d’entrenament, aquest procés 
consta de les següents passes: 






ii) Seleccionar de forma aleatòria el mateix nombre d’individus en el grup més 
freqüent. 
iii) Ajustar el model sobre les observacions seleccionades a i) i ii), i realitzar les 
prediccions sobre la mostra de prova. 
iv) Repetir el procés un nombre determinat de vegades, 25 en el nostre cas. 
v) Definir la predicció per cada individu de la mostra de prova utilitzant les 
prediccions dels 25 models anteriors, fent servir una simple regla de majoria de 
vots. 
De forma anàloga a l’anàlisi amb RF, es va fer servir un procés de 10CV per 
calcular les mesures de precisió, incloent a cada iteració un altre procés 10CV 
aniuat per realitzar la selecció del model. Pel que fa a aquesta selecció, el valor 
òptim dels paràmetres de cost i del kernel van ser avaluats d’entre un ampli rang 
de valors prefixats i equidistants entre ells: 20 valors des de 0.001 fins a 1.000 en 
escala logarítmica, i 11 valors des de 0.05 x p fins a 20 x p, sent p el nombre de 
predictors. De nou i en els conjunts de dades de mida més petita, la freqüència 
del grup pronòstic menys freqüent va determinar el nombre de les particions. 
Les anàlisis amb SVM es van realitzar amb ajuda de la llibreria d’R svmpath [99]. 
 
3.3.4. Mesures de precisió 
A cada conjunt de dades i com a mesura de la capacitat predictiva de les 
signatures, es va utilitzar el Coeficient de Correlació de Mathews (Mathews 
Correlation Coefficient, MCC) [100, 101]. Aquesta quantitat pren valors entre 0 
(cap capacitat predictiva) i +1 (capacitat predictiva perfecta), amb la possibilitat 
d’ocurrència de valors negatius prop de zero en el cas de classificadors totalment 
aleatoris degut a la variabilitat de la mostra. En el nostre context, valors de MCC 
menors de 0.3 es consideren indicatius d’un baix poder predictiu (65% d’encert 





calcular com a mesures de precisió la taxa d’encerts, la sensibilitat i l’especificitat 
(veure Annex 6). 
Per avaluar l’ús potencial dels perfils d’expressió a la pràctica clínica, es van 
utilitzar les raons de versemblança (positives i negatives: LR+ i LR-, 
respectivament) i les probabilitats post-test de recurrència (positives i negatives: 
PPTpr i NPTpr, respectivament), calculades de forma separada pels pacients 
d’estadi II i III [102] (veure Annex 6). 
D’altra banda i per expressar la capacitat predictiva d’una signatura de forma 
global, es va resumir cadascuna de les mesures anteriors en un sol valor calculat 
com la mitjana ponderada dels valors obtinguts de forma separada en cada set 
de dades, i utilitzant com a factor de ponderació el seu corresponent nombre 
d’observacions. Per tal d’atenuar la inestabilitat de l’estimació de les mesures de 
precisió, els conjunts dades amb menys de 10 individus en algun dels grups 
pronòstic van ser exclosos d’aquestes estimacions [103]. A més i per evitar 
biaixos, també van ser exclosos d’aquests càlculs els conjunts de dades que 
havien intervingut en la creació del perfil a l’estudi original (és a dir, la seva 
mostra d’entrenament). 
 
3.3.5. Inferència de les mesures de precisió 
Pe avaluar la significació estadística de les estimacions dels MCCs, es van 
utilitzar distribucions nul·les construïdes amb 100 000 permutacions aleatòries de 
les categories de pronòstic. Aquests càlculs es van dur a terme en el context del 
marc teòric per contrastos de permutacions descrit a [104] i implementat a la 
llibreria d’R coin 105, 106].  
Per estimar intervals amb un 95% de confiança (95%CI), es va utilitzar el mètode 
bootstrap accelerat i corregit per biaix (Bias Corrected and Accelerated Boostrap, 





pronòstic i estimant per jackknife els valors empírics d’influència [107]. Aquests 
càlculs es van realitzar amb la llibreria d’R boot [108]. 
En tots els casos, les permutacions i el procés de remostratge es van aplicar 
directament sobre els valors predits dels models originals, sense realitzar cap 
remodelització de les dades. Aquesta estratègia no és acurada perquè no té en 
compte la dependència entre les prediccions induïda de forma implícita pel 
procés de validació creuada. Per aquesta raó, els contrastos realitzats d’aquesta 
forma poden presentar un biaix cap al rebuig de la hipòtesi nul.la, i els intervals 
de confiança poden ser més estrets del necessari per cobrir el nivell de confiança 
reportat. Aquest efecte és especialment important quan els efectes estimats són 
petits en magnitud [109]. Malgrat això, es va decidir procedir d’aquesta forma per 
evitar incórrer en costos computacionals prohibitius, i perquè les conseqüències 

















4.1. Capacitat predictiva global de les signatures 
Com a resultat de la revisió sistemàtica de la literatura, es van identificar 29 
estudis publicats que proposaven un total de 31 perfils d’expressió com a 
predictors de pronòstic en CCR, o que mostraven una associació 
estadísticament significativa amb recurrència (Taula 3 i Fitxer Suplementari S4 
de l’article). Gairebé totes les signatures eren basades en dades de microarrays, 
amb l’excepció de tres que havien estat obtingudes d’experiments amb reacció 
en cadena de la polimerasa amb transcriptasa inversa en temps real (RT-PCR) 
(OC10, PL10, SC09). El nombre de gens que formaven aquestes signatures era 
molt variable (de 3 fins a 537). 
Malgrat les recomanacions generals de fer públiques les dades crues utilitzades 
en estudis de microarray, només es van trobar les dades d’entrenament de 5 
d’aquestes signatures: ST09, SM09, BD07, LN07 i VL10. Addicionalment, la 
cerca en els repositoris de dades públiques GEO i ArrayExpress va donar com a 
resultat la identificació de 6 conjunts de dades amb informació sobre el pronòstic 
dels pacients, completant un total d’onze sets de dades disponibles per l’anàlisi 
(Taules 4 i 5). 
Per a cada signatura i cada conjunt de dades, es va calcular la capacitat 
predictiva mitjançant l’MCC i el seu corresponent p-valor (Figura 5). La Figura 6 
mostra una representació d’aquests MCCs en colors d’acord a la magnitud dels 
seus valors (veure detalls d’aquests resultats al Fitxer Suplementari S5). Tal i 
com s’esperava, els 5 perfils pels quals es disposava de les dades 
d’entrenament van mostrar una associació significativa i una capacitat predictiva 
raonable en aquestes dades (cel·les delimitades en negre en el quadrant 
esquerre superior de la Figura 6). Els valors observats per l’MCC van ser majors 
























Figura 5: diagrames de caixa amb els valors d’MCC per cada signatura a cada conjunt de dades, 
i MCC global calculat sobre el total de les dades. El set de dades GSE2630 va ser exclòs de 








Figura 6:  heatmap que mostra els valors dels Coeficients de Correlació de Mathews (MCC) per 
cada perfil a cada set de dades com resultat de l’anàlisi amb Random Forest. Les files de la 
matriu correspon a les signatures, mentre que les columnes representen els conjunts de dades. 
La última columna mostra l’MCC mitjà i ponderat per tots els sets de dades, utilitzant les seves 
mides mostrals com a factors de ponderació. Les línies negres delimiten les cinc signatures per 
les que es disposava de les dades d’entrenament originals (cel·les ressaltades en negre). Les 
signatures amb dades d’avaluació originals disponibles es troben ressaltades en blau. L’escala 
de colors representa els valors d’MCC, de tal manera que quant més fosc és el color, més alt és 







No obstant això, el comportament d’aquests perfils a la resta de dades es va 
mostrar molt heterogeni i cap d’ells va poder reproduir el nivell predictiu 
aconseguit amb les dades d’entrenament. Quan es van avaluar la resta dels 26 
perfils (aquells sense dades d’entrenament disponibles), els resultats obtinguts 
van ser molt similars: alguns perfils mostraren una associació significativa amb 
recurrència però, en general, el seu poder per discriminar entre pacients de bon i 
mal pronòstic va ser baix o moderat (Figures 5 i 6; Fitxer Suplementari S5).  
Per resumir la capacitat predictiva de cada perfil, es va calcular un MCC global 
utilitzant el total de les dades disponibles per l’anàlisi i format per 1 077 pacients, 
dels quals 396 havien experimentat recaiguda de la malaltia (Figures 5 i 6; Fitxer 
Suplementari S5). D’acord a aquesta mesura, els perfils BT04 i KN11 van 
mostrar la millor capacitat predictiva, ambdós amb un valor per l’MCC de 0.25 
(95%CI de 0.19 a 0.31 i de 0.19 a 0.30, respectivament; p-valors < 1.0e-5). 
Malgrat que gairebé totes les signatures van exhibir una associació significativa 
amb pronòstic (nivell de significació del 5%), només tres van mostrar valors 
d’MCC global majors de 0.20. La taxa d’encerts màxima observada en aquestes 
anàlisis va ser de tan sols el 63% (BT04, sensibilitat = 65% i especificitat = 61%), 
i els seu rang de valors oscil·là entre el 52 i el 61% per la resta de perfils (Taula 
6; Fitxer Suplementari S6). 
Per avaluar la influència de la metodologia estadística en aquests resultats, totes 
les anàlisis es van refer fent servir un classificador alternatiu (SVM). Excepte 
algunes variacions menors observades en l’ordre dels perfils d’acord a la seva 
capacitat predictiva, els resultats d’aquestes anàlisis van ser similars en termes 



























Taula 6: avaluació global de les 10 millors signatures en els análisis amb tots els pacients, amb 



























































































































































































































































































































































































































































































































































































































































Figura 7: heatmap de resultats de l’anàlisi amb Support Vector Machine sobre totes les 










4.2. Anàlisis per subgrups: capacitat predictiva dels perfils estratificant per 
estadi i estatus MSI 
Per tal d’avaluar els perfils d’expressió en subgrups específics de tumors, es va 
realitzar una anàlisi estratificada d’acord a l’estadi (II i III) i l’estatus d’inestabilitat 
de microsatèl·lit, quan aquesta informació es trobava disponible a les dades. Per 
tal d’obtenir estimadors estables de la precisió dels perfils, aquells conjunts de 
dades amb menys de 10 pacients en el grup de mal pronòstic van ser exclosos 
d’aquests càlculs. 
De forma similar a les anàlisis amb totes les mostres, les signatures van mostrar 
un poder predictiu heterogeni quan s’avaluaven separadament en pacients 
d’estadi II i d’estadi III (Figures 8 i 9). D’acord als MCCs globals, 17 perfils en 
estadi II i 22 en estadi III mostraren una associació estadísticament significativa 
amb pronòstic (p-valor < 0.05). Sis d’aquests perfils es trobaven entre les millors 
10 signatures en ambdúes anàlisis.  
Els valors globals d’MCC de l’anàlisi dels pacients en estadi II van resultar molt 
més petits que els obtinguts en estadi III; en estadi II, els MCCs més alts van ser 
assolits per YM06 (MCC = 0.21; 95%CI de 0.11 a 0.31) i BT04 (MCC = 0.20; 
95%CI de 0.10 a 0.31) mentre que, en estadi III, les dues millor signatures van 
ser AJ08 (MCC = 0.42; 95%CI de 0.28 a 0.55) i VL10 (MCC = 0.40; 95%CI de 
0.23 a 0.55) (es poden trobar més detalls d’aquests resultats a la Taula 6, als 
Fitxers Suplementaris S5, S6 i S7, i a les Figures 8, 9, 10 i 11). 
La informació sobre MSI només es trobà disponible per dos dels onze sets de 
dades seleccionats (GSE13294 i GSE18088). En l’anàlisi dels pacients amb 
MSS, les signatures associades amb pronòstic mostraren valors de MCC baixos 
i moderats (de 0.19 a 0.38), i només tres perfils van mostrar associació en els 
dos conjunts de dades. Pel que fa als pacients amb tumors MSI, només la 
signatura HO09 va mostrar un poder predictiu raonablement bo (MCC = 0.30) 






Figura 8: heatmap de resultats de l’anàlisi amb Random Forests pels pacients en estadi II 










Figura 9: heatmap de resultats de l’anàlisi amb Random Forests pels pacients en estadi III 














Figura 10: heatmap de resultats de l’anàlisi amb Support Vector Machie pels pacients en estadi II 










Figura 11: heatmap de resultats de l’anàlisi amb Support Vector Machie pels pacients en estadi III 





4.3. Avaluació del potencial ús clínic dels perfils en estadi II i III 
Un test amb utilitat clínica es caracteritza per mostrar valor alts de LR+ i valors 
baixos de LR-, els quals es tradueixen en probabilitats post-test extremes en 
comparació amb la taxa de recurrència a priori. Tot i la modesta capacitat de 
predicció mesurada amb criteris purament estadístics i expressada per l’MCC, 
els perfils d’expressió encara podrien ser útils en la pràctica clínica, si aquestes 
probabilitats post-test fossin significativament diferents de la taxa de recaiguda 
observada en la població abans de realitzar cap test.  
Per explorar aquesta possibilitat, es van calcular els valors de PPTpr i NPTpr de 
forma separada pels pacients diagnosticats en estadi II i en estadi III. Per 
aquests dos subgrups es va assumir una taxa de recurrència a priori del 20% i 
del 34% respectivament [5, 6]. 
Pel que fa a la signatura amb millor poder predictiu de pronòstic en estadi II 
(YM06), la probabilitat post-test de recurrència en el grup d’alt risc (PPTpr) es va 
veure incrementada respecte a la prevalença de recaiguda a priori fins a un 
28%, mentre que en el grup de baix risc aquesta probabilitat (NPTpr) es va veure 
disminuïda fins el 12% (16% de diferència entre els dos grups de risc) (Taula 6 i 
Figura 12A). En el que respecta al millor perfil en estadi III (AJ08), les 
probabilitats post-test van exhibir una diferència més gran respecte a la 
prevalença de recaiguda a priori; el grup de pacients classificats d’alt risc va 
mostrar una probabilitat estimada del 56%, mentre que la NPTpr va ser estimada 
en un 18% (38% de diferència entre els dos grups de risc) (Taula 6 i Figura 12B) 
(es poden trobar més detalls d’aquests resultats als Fitxers Suplementaris S6 i 


























Figura 12: diferències entre les probabilitats post-test positives i negatives de recurrència i els 
seus intervals al 95% de confiança pels pacients en estadi II (A) i en estadi III (B). Pels càlculs, es 
van assumir prevalences de recurrència del 20% i del 34% per estadi II i estadi III 































La identificació de marcadors de pronòstic que serveixin com guia en les 
decisions terapèutiques és una pas crucial per aconseguir la personalització del 
tractament dels pacients de càncer [11]. En aquest treball es reporten els 
resultats d’una anàlisi exhaustiva dels perfils d’expressió gènica predictors de 
pronòstic en CCR publicats fins el moment, analitzant la seva validesa externa a 
dades independents que inclouen en total més de 1 000 pacients. El treball 
actual se centra en dos objectius principals: avaluar la capacitat predictiva 
d’aquests perfils d’una forma global, des d’un punt de vista estadístic i utilitzant 
totes les observacions disponibles, i avaluar el seu potencial ús en la pràctica 
clínica en pacients d’estadi II i d’estadi III de forma separada utilitzant mesures 




Amb anterioritat, ja s’havia publicat una meta-anàlisi de perfils d’expressió 
gènica en pacients de CCR d’estadi II [51]. En aquest estudi es reporten 
resultats prometedors referents a la capacitat predictiva d’aquestes signatures, 
però l’anàlisi es limita a les mateixes dades i prediccions realitzades pels estudis 
originals sense fer cap tipus de reanàlisi. Fins on sabem, el present treball és la 
primera meta-anàlisi en el que el poder predictiu d’un gran nombre de signatures 
és mesurat en un gran nombre d’individus independents, a fi d’avaluar la seva 
validesa externa i el seu potencial ús en la pràctica clínica.  
 
5.2. Poder predictiu global 
En termes de poder predictiu global, els resultats del nostre treball indiquen que 





de predir recurrència amb una precisió raonable quan són avaluats en les seves 
dades d’entrenament. Malgrat tot, cap d’ells mostrà un comportament satisfactori 
quan aquesta capacitat predictiva és avaluada en dades independents. L’MCC 
més alt obtingut en aquesta anàlisi va ser de 0.25 (BT04), un valor que només 
es pot considerar com baix en termes de poder predictiu. Com a referència, una 
classificació basada únicament en l’estadiatge (el paràmetre clínic més 
informatiu sobre pronòstic actualment) proporcionaria un MCC de 0.23 (resultats 
no mostrats). 
Com s’ha esmentat i malgrat aquests pobres resultats en termes de precisió de 
classificació, gairebé tots els perfils (30) mostraren una associació estadística 
amb pronòstic en ser avaluats en dades independents (p-valor < 0.05). No 
obstant això, una associació estadística només significa que la predicció de la 
signatura no és completament aleatòria (MCC = 0). A més, la forma de 
contrastar aquesta significació en el nostre estudi introdueix, probablement, un 
biaix cap al rebuig de la hipòtesi nul.la, circumstància que ha de ser tinguda en 
compte en interpretar aquests resultats (veure apartat 5.5.5). 
De qualsevol forma, la significació estadística no és un bon indicador de poder 
predictiu ja que, amb una mida mostral suficient, fins i tot efectes molt petits i poc 
útils en la pràctica poden ser significatius. Altres mesures més adequades 
d’aquest poder predictiu són la magnitud de la sensibilitat, l’especificitat, la taxa 
d’encerts o altres mesures derivades, com l’MCC i les raons de versemblança.  
 
5.3. Anàlisis estratificades per estadi 
A continuació, l’objectiu es va centrar en avaluar els perfils de forma separada 
pels individus amb tumors en estadi II i en estadi III, ja que són els pacients que 
podrien beneficiar-se més d’una predicció més acurada del pronòstic de la 
malaltia. Malgrat que es va observar associació estadística per 17 dels 31 perfils 





vista estadístic. D’altra banda, els valors d’MCC observats en el pacients d’estadi 
III doblaven els obtinguts en estadi II. Tot i això, només 8 signatures mostraren 
un MCC global major de 0.30 en aquest grup de pacients, un valor considerat 
només com indicador de valor predictiu moderat. 
 
5.4. Avaluació de la utilitat clínica en estadis II i III 
Malgrat aquests resultats decebedors d’acord amb criteris purament estadístics, 
els perfils encara podrien tenir utilitat en la pràctica clínica. Per explorar aquesta 
possibilitat, es van calcular les probabilitats de recaiguda post-test de forma 
separada pels pacients en estadi II i en estadi III, a fi de comprovar si els perfils 
proporcionaven una estratificació addicional del risc més enllà de l’estadiatge.  
Els resultats per la millor signatura en estadi II (YM06) modificaven la probabilitat 
a priori de recurrència d’un 20% a un 28% i a un 12% d’acord a les probabilitats 
post-test positiva i negativa respectivament. Aquesta capacitat de discriminació 
no es pot considerar satisfactòria, donada les altes taxes de falsos positius i 
falsos negatius en què s’incorreria si es fes servir aquest test per prendre 
decisions sobre el tractament adjuvant. Tot i això, el seu ús amb paràmetres 
clínics addicionals i coneguts podria ajudar a la identificació d’aquells pacients 
en estadi II amb un risc més alt de recaure, contribuint a una millor indicació de 
tractament amb quimioteràpia adjuvant [7].  
Pel que fa als tumors en estadi III, els resultats del millor perfil (AJ08) van 
proporcionar una millor discriminació dels grups de risc, amb una diferència 
entre les probabilitats post-test del 38%. Malgrat tot, el grup de pacients 
classificats de baix risc seguia mostrant una probabilitat molt alta de recaiguda 
(18%), massa alta com per recomanar la supressió del tractament adjuvant que 






5.5. Interpretació del resultats i limitacions de l’estudi 
5.5.1. Construcció dels classificadors originals 
Existeixen vàries possibles explicacions pel pobre poder predictiu mostrat per les 
signatures estudiades en aquest treball. Des d’un punt de vista estadístic, s’ha 
reportat alguns problemes tècnics com possibles responsables de la falta de 
translació dels perfils d’expressió gènica a la pràctica clínica: creació del perfil 
amb una mida mostral massa petita, la selecció d’un nombre insuficient de gens 
pel perfil, una traducció poc acurada entre diferents plataformes de microarray i 
l’heterogeneïtat entre les mostres [110 -112].  
En el nostre cas i per moltes de les signatures, els autors només van reportar 
una associació estadística amb pronòstic en els treballs originals, reconeixent de 
forma implícita una pobra capacitat predictiva. En aquells perfils on es reportava 
un alt valor pronòstic, l’explicació podria ser un control insuficient del 
sobreajustament en el procés d’entrenament del model, ja que només es va 
realitzar validació externa en tres estudis i les mides de les mostres de prova 
eren petites (JG08, WN10 i YM06) (Taula 3).  
 
5.5.2. Heterogeneïtat en les dades 
La traducció de sondes a símbols de gens, realitzada per les diferents 
plataformes utilitzades a les dades de validació, també podrien haver afectat els 
nostres resultats. És ben conegut que, fins i tot diferents sondes mapant al 
mateix gen a la mateixa plataforma, poden mostrar una variabilitat important. 
Malgrat tot, no vam detectar a les nostres dades que la plataforma tingués un 
efecte rellevant en les estimacions dels MCCs. 
Curiosament, el comportament dels predictors en alguns sets de dades (per 
exemple, GSE17537) va ser consistentment millor que per d’altres. No vam 





amb un major nombre de pacients de mal pronòstic (GSE14333 i GSE13294) no 
classificats de forma raonablement acurada per cap de les signatures 
estudiades. 
L’heterogeneïtat i la manca de disponibilitat d’informació clínica es un problema 
comú en l’ús de dades públiques, i un dels majors impediments per la 
reproductibilitat i integració d’estudis amb microarrays [113]. Els conjunts de 
dades inclosos en el nostre estudi difereixen en les seves característiques, 
criteris d’inclusió i la definició de les seves variables d’interès. Per una banda, 
seria desitjable una definició més precisa i homogènia de la variable resposta 
per tots els conjunts de dades, a fi d’obtenir una estimació més acurada de la 
capacitat predictiva dels perfils. No obstant això i per altra banda, 
l’heterogeneïtat de les dades permet la realització d’un tipus d’anàlisi més 
pragmàtic i ajustat a un escenari real, ja que el contextos dels hospitals són 
també heterogenis. A més, se sap que els diferents tipus d’output associats amb 
recurrència en CCR estan molt correlacionats entre si [114] i, per aquest motiu, 
es va decidir sacrificar l’homogeneïtat en favor d’una major grandària de la 
mostra. El tipus de teràpia administrada als pacients que havien rebut tractament 
no va ser considerat en l’anàlisi, ja que aquesta informació no es trobava 
disponible a la major part dels sets de dades analitzats. 
Per tal d’evitar introduir una variabilitat massa alta en les estimacions de l’MCC 
global, es va decidir excloure de l’estudi conjunts de dades amb menys de 10 
pacients al grup de mal pronòstic [103]. Un altra decisió encaminada a 
maximitzar la mida mostral va ser el requeriment d’un seguiment mínim de 3 
anys pels pacients sense recaiguda enlloc dels 5 anys pels que es considera 
curat un pacient de CCR; aquesta decisió està recolzada per la literatura, ja que 
se sap que la major part de les recaigudes es produeixen durant els 3 anys 
posteriors a la cirurgia, i és un criteri recomanat en els assajos clínics sobre 





Els pacients diagnosticats en estadi IV van ser inclosos i tractats com pacients 
amb recaiguda en l’anàlisi de capacitat predictiva global. Aquesta decisió 
assumeix, implícitament, que els canvis moleculars que juguen un paper 
rellevant en la recurrència de la malaltia romanen inalterats en el tumor una 
vegada ha succeït aquesta recaiguda. Malgrat que aquesta hipòtesi pot ser 
qüestionable, el cert és que molts dels perfils d’expressió analitzats en aquest 
treball incloïen pacients en estadi IV a les seves mostres d’entrenament o de 
prova (AJ08, BT04, EC05, HO09, JS09, LN07G, LN07NZ, PL10, SC09, SL10, 
SM09, ST09, VL10 i YM06). 
 
5.5.3. Heterogeneïtat en els tumors 
Des d’una perspectiva biològica, la moderada capacitat predictiva mostrada pels 
perfils estudiats en aquest treball podria ser explicada per l’heterogeneïtat en les 
poblacions de cèl·lules tumorals, fet que podria diluir el senyal molecular 
associat amb pronòstic. És ben sabut que els tumors de CCR no estan formats 
nomes per cèl·lules epitelials tumorals, si no també per fibroblastes estromals 
associades a càncer (CAFs), cèl·lules endotelials i cél·lules inflamatòries, entre 
d’altres [115]. A més, les cèl·lules presents en el front invasiu del tumor són 
diferents d’aquelles més freqüents en la seva massa principal [116]. El problema 
de la heterogeneïtat cel·lular al tumor es pot evitar aïllant cèl·lules d’una població 
específica mitjançant microdisseció làser [117].  
En nostre estudi i en el que respecte a aquest tema, només a un dels onze 
conjunts de dades (GSE12945) es va utilitzar microdisseció làser per hibridar de 
forma específica cèl·lules procedents del cos del tumor. Per altres sets de 
dades, les mostres de tumor van ser revisades per un patòleg per assegurar un 
mínim de contingut tumoral del 80% (GSE5206, GSE18088, E-MEXP-1245). 
Malgrat tot, no vam observar diferències rellevants en el comportament dels 





En el present estudi, els tumors de còlon i recte han estat inclosos de forma 
indiscriminada ja que, en un treball previ, vam demostrar que no existeixen 
diferències significatives entre aquestes dues localitzacions a nivell 
transcripcional [118]. No obstant això, aquesta decisió podria explicar part del 
baix poder predictiu de les signatures, ja que és ben conegut que la qualitat de la 
cirurgia és un important factor pronòstic en el casos de càncer de recte però, en 
canvi, és menys important en els tumors de còlon [119]. A les dades utilitzades 
en aquest treball, no es va trobar cap associació estadística entre el pronòstic i 
la localització del tumor (resultats no mostrats). 
 
5.5.4. Solapament de les signatures 
Les llistes de gens incloses en aquest treball presentaven un solapament molt 
petit: dels 1 530 gens reportats en els 31 perfils, només dos eren compartits per 
quatre signatures; 10 gens pertanyien a tres signatures a la vegada i 102 eren 
presents en dos perfils. Aquest resultat no és sorprenent perquè ja havia estat 
reportat prèviament a la literatura [120, 121]. Aquesta falta de solapament 
s’interpreta, generalment, com si cada signatura fos una realització aleatòria d’un 
subgrup petit de gens, procedents d’una signatura de gran mida que representa 
les vies moleculars que s’hi troben involucrades [52, 122]. 
 
5.5.5. Metodologia d’anàlisi 
La tria de la metodologia estadística també va ser una decisió important. La 
intenció de les anàlisis era la d’avaluar la capacitat predictiva dels perfils a dades 
independents, i no tant la de reproduir els resultats publicats per aquests perfils 
utilitzant la metodologia original. En aquest context, RF és un mètode eficient 






Com era d’esperar, les signatures avaluades a les seves pròpies mostres 
d’entrenament van mostrar una alta taxa d’encerts. A més, es va aconseguir 
reproduir els resultats de validació de 3 dels 5 perfils d’expressió pels quals es 
disposava de les dades de prova (SM09, VL10 i JS09) (Figura 6 i Fitxers 
Suplementaris S5 i S6). Per contra, no es va observar associació amb pronòstic 
per la signatura ST09 al set de dades GSE12945, ni tampoc es va observar per 
dos dels tres sets de dades de prova del perfil SL10, tot i que als seus articles 
originals es reportava una forta associació estadística (Taula 3, Figura 6 i Fitxers 
Suplementaris S5 i S6 ).  
Una explicació d’aquest fet podria ser que la metodologia utilitzada no hagi 
capturat completament el valor pronòstic d’alguns dels perfils, els quals podrien 
haver estat creats en els estudis originals amb algoritmes més complexos o de 
diferent naturalesa als empleats en aquest treball. Preveient aquest problema, 
totes les anàlisis van ser refetes utilitzant un mètode alternatiu i de naturalesa 
molt diferent al RF, el SVM, el qual va proporcionar resultats molt similars 
(Figures 7, 10 i 11 i Fitxer Suplementari S7). En la creació de la signatura ST09 
es va utilitzar un mètode d’anàlisi semi-supervisada mentre que, a SL10, es va 
fer servir un algoritme basat en el centroide més proper que no es descriu de 
forma clara en l’article original. SL10 va ser desenvolupada amb una plataforma 
diferent (de l’empresa Agilent), i la traducció realitzada de sondes a símbols de 
gens podria ser una font addicional de discordança en aquest cas. 
En el context de l’anàlisi supervisada en dades d’alta dimensionalitat, alguns 
estudis han reportat que mètodes més simples podrien ser igual o més acurats 
que els utilitzats en aquest treball [125]. Malgrat això, vam optar per RF i SVM 
perquè són robustos al sobreajustment i a la presència de soroll, i per ser 
capaços d’aprendre d’estructures complexes subjacents a les dades [92, 93, 95, 
96]. Aquestes propietat són especialment desitjables en el nostre estudi, ja que 
s’intenta capturar la suposada capacitat de predicció d’un gran nombre de 
signatures creades amb una varietat molt heterogènia de metodologies. Per tant, 





informació sobre pronòstic continguda en els perfils estudiats i reportada en els 
articles originals.  
Per altra banda i quant a la inferència, la forma en què s’ha calculat la 
significació i els intervals de confiança no té en compte la dependència inherent 
entre les prediccions com a resultat del procés de validació creuada. Degut a 
això, podria existir una tendència a sobreestimar la significació dels MCCs i a 
proporcionar intervals de confiança massa estrets i amb una cobertura inferior a 
la desitjada [109], quelcom que s’ha de tenir en consideració en interpretar els 
resultats. Tot i no ser una forma acurada de realitzar la inferència sobre 
aquestes estimacions, es va decidir procedir d’aquesta manera per no incórrer 
en costos computacionals prohibitius, i perquè el caràcter anticonservatiu 
d’aquest enfoc no comprometia les conclusions extretes del treball. 
 
5.5.6. Perfils de pronòstic comercialitzats 
Val la pena destacar que dos dels perfils analitzats corresponen a tests de 
pronòstic de CCR actualment comercialitzats; Oncotype DX [126] va ser creat a 
partir de la signatura OC10 i, notablement, les estimacions dels riscos reportats 
en pacients d’estadi II en el seu estudi de validació [55] són similars als obtinguts 
en les nostres anàlisis (PPTpr = 25% i 22%, NPTpr = 12% i 16% 
respectivament). L’algoritme per l’estimació del risc d’Oncotype DX implica l’ús 
de paràmetres clínics addicionals, els quals contribueixen a millorar de forma 
substancial l’estratificació dels pacients per risc de recurrència. Fins on sabem, 
no s’han publicat resultats de validació d’aquesta signatura per pacients d’estadi 
III. L’altre test comercial de pronòstic en CCR és Coloprint, procedent del perfil 
SL10, el qual va mostrar una capacitat predictiva molt baixa en les nostres 





































Malgrat que la majoria de les signatures estudiades en aquest treball han 
mostrat una associació estadísticament significativa amb pronòstic, la seva 
capacitat per classificar de forma acurada mostres independents en grups d’alt i 
baix risc de recurrència és limitada. Tot i existir diferències en pronòstic a nivell 
d’expressió gènica, es necessita una major precisió per poder considerar útil una 
signatura des d’un punt de vista clínic. Per aquest motiu, es fa palesa la 
necessitat de nous estudis amb un disseny adequat, amb una mida mostral gran 
i preferiblement prospectius, amb l’objectiu d’identificar i avaluar perfils 
d’expressió amb capacitat predictiva de pronòstic en CCR, especialment en 










































ANNEX A1. L’EXPRESSIÓ GÈNICA 
A1.1. L’ADN 
L’àcid desoxiribonucleic (ADN) és un àcid nucleic, una molècula orgànica que 
codifica les instruccions pel funcionament i el desenvolupament de tots els 
éssers vius i alguns virus. Generalment, l’ADN consta de dues cadenes unides i 
orientades en sentit contrari, les quals estan formades per una seqüència 
ordenada de 4 molècules més petites anomenades nucleòtids o bases: guanina 
(G), adenina (A), tiamina (T) i citosina (C). Existeix una atracció química natural 
entre les molècules de A i T i entre C i G, una propietat coneguda com hibridació 
o complementarietat de bases. Aquesta atracció és la que manté unides i 
estables les dues cadenes complementàries d’ADN. 
Tots els éssers vius contenen una còpia exactament igual del seu ADN a dins de 
cadascuna de les seves cèl·lules (amb algunes excepcions, com els glòbuls 
vermells i les plaquetes) que, en la seva major part, roman inalterable durant tota 
la seva vida. La seva funció principal és l’emmagatzematge i preservació de tota 
aquesta informació a llarg termini, tot i que algunes de les seves seqüències 
també tenen funcions estructurals o de regulació de l’ús d’aquesta informació 
[127, 128]. 
 
A1.2. Les proteïnes 
Les proteïnes són molècules de gran mida i altament complexes que juguen un 
paper fonamental en els éssers vius: són, literalment, els components 
estructurals de les cèl·lules, i intervenen en gairebé tots els processos biològics 
que es produeixen dins seu i que són imprescindibles per a la seva existència. 
Les proteïnes estan formades per seqüències d’un conjunt de 20 molècules més 
petites que reben el nom d’aminoàcids, les quals sovint són anomenades els 

















Figure 13: cadena doble d’ADN (font: Wikipedia. http://en.wikipedia.org/wiki/DNA, accedit el 
06/01/2014). 
 
A1.3. Els gens i l’expressió gènica 
La producció de proteïnes és controlada pels gens, considerats la unitat 
d’emmagatzematge de la informació genètica i unitat d’herència. Un gen és una 
seqüència ordenada de nucleòtids continguda a la molècula d’ADN, que conté la 
informació necessària per la síntesi d’una proteïna o d’altres macromolècules 
amb funcions cel·lulars específiques.  
L’expressió gènica és un procés altament específic en el qual un gen és activat 
per iniciar la síntesi d’una proteïna. Tot i que cada cèl·lula d’un ésser viu conté 





activats (o expressats) en un determinat tipus de cèl·lula. L’expressió gènica té, 
entre d’altres funcions, permetre l’especialització de les cèl·lules en funcions 
específiques i, en últim terme, la diferenciació dels teixits dels òrgans que formen 
part dels organismes. També és el mecanisme que permet activar o desactivar 
els processos biològics que es produeixen dins de la cèl·lula segons les 
necessitats de l’organisme en cada moment [127, 128]. 
 
A1.4. La síntesi de proteïnes 
El procés de síntesi de proteïnes va ser descrit per primer cop per Francis Crick 
el 1958 [129] i posteriorment reformulat a principis dels 70 [130]. El Dogma 
Central de la Biologia Molecular, tal i com es coneix aquesta descripció, consta 
de dues fases: la transcripció i la traducció [127, 128]: 
- Durant la transcripció, el fragment d’ADN que codifica el gen és copiat a una 
forma anàloga d’un altre tipus d’àcid nucleic, l’àcid ribonucleic (ARN). Més 
concretament, el material generat en aquest procés rep el nom d’ARN missatger 
(mRNA) perquè és una molècula intermediària; la seva funció és transportar la 
informació que codifica la proteïna fins el ribosoma de la cèl·lula, que és el lloc 
on es produeix la síntesi proteica.  
- Un cop al ribosoma, el mRNA és utilitzat com a plantilla per construir la cadena 
d’aminoàcids amb la llargada i seqüència específiques que formen la proteïna. 
Aquest procés s’anomena traducció. 
 
A1.5. El transcriptoma 
Malgrat que, en general, les proteïnes encara experimentaran modificacions 



















Figura 14: representació esquemàtica de la síntesi de proteïnes segons el Dogma Central 
de la Biologia Molecular (Font: [50]) 
 
en l’estat d’una cèl·lula estan estretament relacionats amb canvis en els seus 
nivells de mRNA o transcriptoma. Per aquest motiu, l’estudi d’aquest 
transcriptoma és de gran interès en nombrosos camps de la recerca en biologia 
molecular i biomedicina. Els estudis d’expressió gènica tenen com objectiu 






ANNEX 2. ELS MICROARRAYS D’EXPRESSIÓ GÈNICA 
A2.1. La mesura del transcriptoma 
Existeixen nombroses tècniques per mesurar l’expressió d’un gen. D’entre elles, 
la reacció en cadena de la polimerasa amb transcriptasa inversa en temps real 
(RT-PCR) és considerada com el mètode de referència, per mostrar una alta 
sensibilitat, especificitat, precisió i reproductibilitat.  
Durant les últimes dècades, el desenvolupament de tècniques basades en 
tecnologia de microarrays ha estat un dels principals impulsors dels estudis 
sobre expressió gènica, en permetre la quantificació exhaustiva dels nivells de 
mRNA en milers de gens de forma simultània, virtualment la totalitat del genoma 
d’un organisme [131, 132]. 
En l’actualitat, l’anàlisi del transcriptoma està vivint una revolució amb l’ús de les 
noves tecnologies de seqüenciació massiva de molècules d’ADN, les quals han 
estat adaptades a la seqüenciació de l’ARN (RNA-seq). En no requerir 
coneixement previ sobre el genoma que s’està analitzant, l’RNA-seq presenta 
molts avantatges respecte els microarrays; una de les més importants és que 
permet mesurar de forma especifica l’expressió de diferents versions del gen, 
anomenades isoformes i creades per un mecanisme post-trascripcional de 
maduració de l’ARN (splicing) i, fins i tot, la identificació de noves d’aquestes 
isoformes no descrites anteriorment [133, 134, 135]. 
Malgrat això, el cost d’aquestes tècniques de seqüenciació massiva és encara 
molt elevat. A més, el processament de les dades que generen encara és motiu 
de recerca per corregir les seves fonts de variabilitat tècnica i biaixos específics, 
a fi d’assegurar la seva precisió i reproductibilitat. L’anàlisi de microarrays en 
canvi, ha passat ja per aquest procés; els microarrays han sigut utilitzats de 
forma exhaustiva durant la última dècada, i aquest ús ha permès detectar i 
entendre els problemes inherents a la tècnica, i trobar solucions analítiques 





grans dipòsits de dades públiques amb informació valuosíssima sobre gran part 
dels experiments realitzats durant els últims anys amb aquesta tecnologia. Per 
aquests motius els microarrays són, encara ara, una eina acurada i enormement 
útil en l’estudi dels nivells d’expressió gènica [134].  
 
A2.2. Microarrays: funcionament i tipus 
En l’actualitat, existeixen dos paradigmes tècnics en la tecnologia dels 
microarrays d’expressió gènica: els arrays de cDNA i els arrays d’oligonucleòtids 
[50]. 
 
A2.2.1. Arrays de cDNA 
En els microarrays de cDNA, el mRNA procedent de dues mostres és transcrit de 
forma inversa a la seva versió anàloga i originària d’ADN (complementary DNA, 
cDNA). Aquest material genètic és marcat amb un pigment de diferents colors 
(canals) per cada mostra (habitualment vermell i verd) i aplicat sobre una gran 
quantitat de seqüències d’ADN artificials (sondes) distribuïdes en petites regions 
al llarg d’una làmina de vidre. En fer això, s’espera que les seqüencies de cDNA 
s’uneixin (s’hibridin) de forma específica amb les sondes que estan formades per 
la seva seqüència complementària d’ADN.  
Després de la hibridació, es procedeix a la mesura dels nivells de fluorescència 
de cada sonda i color mitjançant un escàner làser; quant més intensitat de 
fluorescència s’obté per un color, més quantitat de cDNA s’ha hibridat i, per tant 
més alt és el nivell d’expressió en la mostra corresponent en relació a la mostra 
marcada amb l’altre color. Aquest tipus de microarray, per tant, produeix 








Figura 15: representació esquemàtica del procés d’hibridació en un microarray d’expressió (font: 
Translational Genomics Research Institute,  
http://public.tgen.org/tgen.org/downloads/autism/Genotypingessentials.pdf, accedit el 06/01/2014) 
 
A2.2.2. Arrays d’oligonucleòtids 
El mercat dels microarrays d’expressió gènica està dominat pels arrays 
d’oligonucleòtids i, més concretament, pels arrays d’oligonucleòtids de l’empresa 
Affymetrix Inc (http://www.affymetrix.com/). Els oligonucleòtids són seqüències 
curtes d’ADN (o d’ARN) amb diverses aplicacions, entre elles la síntesi de 
sondes pel seu ús en aquest tipus d’array.  
L’expressió de cada gen es quantifica mesurant la intensitat de fluorescència en 
un conjunt de sondes format per un nombre que oscil·la entre 11 i 20 
oligonucleòtids. Cadascun d’aquests nucleòtids té una llargada de 25 parells de 
bases i representa una seqüència complementària a un fragment del gen del 
qual se’n pretén mesurar l’expressió (sondes Perfect Match, PM). Alguns arrays 





de cada gen (sondes Miss Match, MM), i que són exactament iguals a les sondes 
PM excepte per un canvi a la tretzena base de la seqüència que la formen.  
Les intensitats de fluorescència mesurades per les sondes PM i per les sondes 
MM (quan l’array disposa d’aquestes) són resumides en un sol valor que 
representa el nivell d’expressió del gen que està mesurant. Al contrari que en els 
arrays de cDNA, les mostres són marcades amb un sol color i cadascuna és 
hibridada a un array de forma separada. En aquest cas, les intensitats de 
fluorescència corresponen, per a cada gen, a la quantitat absoluta de mRNA 
present a cada mostra [50]. 
 
A2.3. Preprocessament 
En els seus inicis, els microarrays patien d’una marcada falta de reproductibilitat; 
experiments realitzats amb microarrays de diferents fabricants semblaven produir 
resultats diferents per les mateixes mostres. Els valors de les intensitats de 
fluorescència mostraven una gran variabilitat entre diferents laboratoris i també 
entre diferents escàners dins del mateix laboratori. 
No obstant això i a mesura que els investigadors van millorar el seu coneixement 
sobre aspectes relacionats amb el seu disseny i la seva química, la qualitat de 
les dades de microarrays van augmentar de forma substancial. La identificació 
de les fonts de biaix i de variabilitat sistemàtica no desitjada per part 
d’investigadors i organitzacions, com el consorci pel Control de Qualitat de 
Microarrays (MicroArray Quality Control consortium, MAQC) [136], ha portat al 
desenvolupament d’estàndards de control de qualitat i preprocessament que 
asseguren la utilitat d’aquells experiments amb microarrays que són duts a terme 
de forma adequada. 
Habitualment, el preprocessament de les dades obtingudes amb microarrays 
d’expressió consta de quatre fases que, sovint, es troben estretament 





de fons i normalització de les mesures entre mostres. La correcta aplicació 
d’aquests procediments el que assegura que els valors obtinguts en un 
experiment siguin estimacions fiables, reproduïbles i comparables entre si [50 , 
137]. 
 
A2.4 Anàlisi estadística 
L’objectiu de molts experiments amb microarrays és el d’identificar gens 
l’expressió dels quals es veu alterada en modificar una condició d’interès. Aquest 
senzill problema estadístic esdevé un veritable repte en el context dels 
experiments amb microarrays, on el nombre d’individus sol ser petit (unes 
poques desenes de mostres) en comparació amb els gens dels quals es vol 
comparar l’expressió (desenes de milers). Aquest escenari ha donat lloc al 
desenvolupament d’un gran nombre de tècniques específiques per l’anàlisi 
d’expressió diferencial de dades de microarrays, amb especial èmfasi en la 
regularització de tests estadístics i en l’ajustament de la significació per 
contrastos múltiples [96, 138, 139]. En aquestes anàlisis, la caracterització 
funcional dels gens diferencialment expressats és sovint el següent abans de la 
selecció de candidats per posteriors validacions experimentals [140, 141].  
Un altre problema freqüentment abordat en experiments amb microarrays és la 
cerca d’un subconjunt de gens amb capacitat per discriminar entre dues o més 
característiques d’interès com, per exemple, teixit sa i tumoral o tumors amb bon 
i mal pronòstic. En el llenguatge de l’anàlisi de dades de microarrays, hom sol 
referir-se a aquests subconjunts de gens com perfils o signatures. Per abordar 
aquests problemes, existeix tota una bateria de tècniques d’anàlisi supervisada 
que han esta adaptades amb més o menys èxit als problemes d’alta 
dimensionalitat [96, 125]. En aquest context i degut a l’alt risc de 
sobreajustament, cobren una especial importància els protocols per avaluar la 





Altres tipus d’anàlisis comunament aplicades sobre dades de microarrays són la 
identificació de subgrups moleculars, on es fan necessàries les tècniques 
d’anàlisis no supervisada procedents de l’estadística clàssica i de l’aprenentatge 
automàtic [96], i l’anàlisi de xarxes transcripcionals [143]. 
. 
A2.5. Els microarrays a la literatura 
Durant les últimes dues dècades, l’ús de la tecnologia de microarrays s’ha estès 
de forma extraordinària en els estudis sobre perfils d’expressió gènica. Una 
cerca dels termes microarray & expression al PubMed [59] dóna com a resultat 
més de 40 000 entrades; la mateixa cerca al GEO, el principal dipòsit de dades 
públiques de microarrays [87], mostra més de 200 000 mostres pertanyents a 
més de 30 000 experiments diferents. Aquest impressionant volum de dades ha 
donat lloc a una gran nombre de resultats, hipòtesis de treball i estratègies per 
l’anàlisi de dades i de disseny experimental amb microarrays, i representa un 
material de gran valor pel contrast d’hipòtesis i per la validació de resultats [132, 
134].  
Pel que fa al CCR, la creixent necessitat d’una millor comprensió de les seves 
bases moleculars ha donat lloc a un gran nombre d’estudis de perfils d’expressió 
gènica [53]. De tots aquests estudis, una gran part han tingut com objectiu la 
identificació de marcadors predictius de pronòstic i resposta terapèutica que 
poguessin servir de guia en la pràctica clínica [revisats a 52-53]. Els resultats 
d’aquests treballs suggereixen que l’estudi del transcriptoma a nivell global té un 
gran potencial per assolir aquests objectius. No obstant això, sembla que encara 
queda molta feina per endavant abans de veure aplicats a la pràctica clínica 








ANNEX A3. ELEMENTS DE L’ANÀLISI DE CLASSIFICACIÓ 
Utilitzant el llenguatge propi del camp de l’Aprenentatge Automàtic (Machine 
Learning), l’objectiu en un problema d’anàlisi (o aprenentatge) supervisada és el 
de predir el valor d’una funció o d’una variable, anomenada output, utilitzant les 
mesures d’altres variables, anomenades inputs.  
En l’anàlisi supervisada, les prediccions es realitzen mitjançant una sèrie de 
regles de decisió o model, que es construeix amb la informació provinent d’un 
conjunt d’individus dels quals es coneix els valors pels seus inputs i de l’output 
(mostra d’entrenament). Quanta més informació continguin aquests inputs sobre 
l’output (és a dir, quant més dependència estadística mostrin amb ell), i quant 
més gran sigui la mostra d’entrenament i més representativa sigui aquesta de la 
població de la qual procedeix, més acurades seran les prediccions que realitzarà 
el model sobre mostres independents.  
En la literatura Estadística, els inputs solen anomenar-se predictors o variables 
independents, el seu nom més clàssic. Els outputs sovint reben el nom de 
respostes o variables dependents. El procés de construcció del model predictiu 
s’anomena aprenentatge, entrenament o, fent servir la nomenclatura estadística, 
ajust del model. 
L’ús del terme supervisat és degut a la presència d’un output en el problema que 
guia el procés d’aprenentatge. En contraposició, l’objectiu d’una anàlisi no 
supervisat és el de trobar estructures naturals explicades pels predictors, és a 
dir, identificar com s’organitzen o s’agrupen les dades sense la intervenció d’una 
resposta que condicioni l’ús de la informació que contenen. En alguns camps, 
aquest tipus d’anàlisi rep el nom de Classificació No Supervisada o Class 
Discovery. 
Les variables que intervenen en un problema d’anàlisi supervisada poden ser 
quantitatives, categòriques o ordinals. Concretament i quant a l’output, la 





quantitatiu ens referim al problema com anàlisi de regressió, mentre que quan és 
categòric diem que és una anàlisi de classificació [96]. 
 
A3.1. Anàlisi de classificació 
Suposem un conjunt de variables aleatòries  X ∈ p  (inputs) i una variable 
categòrica G ∈ G1,G2,...,GL{ }  (output) amb funció de probabilitat conjunta 
Pr(X,G) . L’objectiu d’una anàlisi de classificació és construir una regla de 
classificació (o classificador) capaç de predir les categories de G donats els 
valors de X (Gˆ(X)) . Per fer-ho, disposem dels valors G (i )  i Xi  i = 1,...,N  
coneguts per una mostra d’entrenament Τ  amb N individus, els quals es faran 
servir per entrenar el classificador. 
Per crear aquesta regla de classificació, es pot utilitzar la mostra d’entrenament 
Τ  per construir un model que estimi les probabilitats condicionades 
Pr(G = Gl / X)  o, més generalment, una transformació monòtona fl (X)  
d’aquestes probabilitats. En aquests casos, el classificador assignarà una nova 
observació a aquella categoria per la qual mostra una major probabilitat de 
pertànyer segons el model, és a dir:  
Gˆ(X) = Gh , amb h = argmax1≤l≤L fˆl (X) . 
Altres tipus de classificadors estimen directament les prediccions Gˆ(X) , o bé 
intenten optimitzar directament alguna mesura de la precisió del classificador 
ignorant (almenys de forma explícita) el model de probabilitat subjacent a les 
dades. En aquests casos, la funció f (X)  pot representar una partició del 
subespai que formen els inputs a   p , formant regions etiquetades amb les 
categories predites. 
En qualsevol cas, un model utilitzat en un problema d’anàlisi supervisada sols 
incloure un vector de paràmetres  α ∈





paràmetres de tuning). Els valors d’aquests paràmetres varien la complexitat del 
model, i una de les tasques del procés d’entrenament és trobar aquells valors 
que maximitzin la capacitat predictiva del classificador. 
 Les tècniques que es poden utilitzar en una anàlisi de classificació són 
nombroses i molt heterogènies, i procedeixen de camps tan diferents (i a la 
vegada convergents) com l’Estadística, la Investigació Operativa i l’Aprenentatge 
Automàtic [96]. 
 
A3.2. La funció de cost 
Per poder avaluar de forma objectiva un classificador, es necessita una funció de 
cost L(G,Gˆ(X))  que penalitzi els errors de predicció. Aquesta funció de cost és 
una mesura de la gravetat que suposa incórrer en un error determinat quan 
realitzem la classificació, i la seva tria és determinant en la construcció del 
model. En el cas de l’anàlisi de classificació, aquesta funció de cost es pot 
representar per una matriu L × L  on L = card(G)  i on els seus elements L(k,l)  
representen el cost de classificar dins la categoria Gl  una observació que, en 
realitat, pertany a la classe Gk . Una tria freqüent per aquesta funció de cost és 
una matriu amb valors diagonals 0 i iguals a 1 a la resta; aquesta matriu assigna 
la mateixa penalització (1) a tots els errors de classificació que es cometen 
independentment la categoria real i la predita pel model [96]. 
 
A3.3. L’error d’entrenament 
La funció de cost es pot fer servir per construir un resum numèric que indiqui 
com de prop són les prediccions de G  respecte els seus valors reals, és a dir, 





mig del cost de predicció calcular en els N individus de la mostra d’entrenament 
[96]: 






A3.4. L’error de predicció 
L’error de generalització o error de predicció es defineix com: 
ErrΤ = E[L(G,Gˆ(X)) /Τ = τ ] , 
on G  i X  provenen d’una mostra aleatòria de la seva distribució conjunta 
Pr(G / X)  (població), i la mostra d’entrenament τ  és fixa. Les prediccions es 
realitzen individus independents d’aquesta mostra d’entrenament. 
L’error de predicció quelcom desitjable com avaluador pel classificador; aquesta 
quantitat estima l’error en que s’incorre en fer prediccions amb un model 
construït fent servir una determinada mostra d’entrenament, i aquesta és 
exactament la situació en què ens trobem en un problema de classificació. 
Malgrat això, l’error de predicció es una esperança condicionada a la mostra 
d’entrenament i, degut a que sovint tenim dades provinents d’una sola 
d’aquestes mostres, la seva estimació és complicada en molts casos [96]. 
 
A3.5. L’error de predicció esperat 
Una quantitat relacionada amb l’anterior és l’esperança de l’error de predicció, 
definit com: 





on l’esperança es calcula sobre tot el que és aleatori al problema, incloent la 
mostra d’entrenament. Degut als motius explicats a l’apartat anterior, l’esperança 
de l’error de predicció és molt més tractable des del punt de vista estadístic que 
el propi error de predicció, i és la mesura que estimen de forma eficient molts 
dels mètodes existents per avaluar classificadors [96].  
 
A3.6. Complexitat del model, biaix, variància i sobreajustament 
En un problema d’anàlisi supervisada, l’error de predicció esperat per una 
observació independent amb valors input X = xo  es pot expressar de la següent 
forma: 
Err(xo ) = Error irreductible + Biaix2 +Variància . 
Aquesta igualtat es coneix com descomposició biaix-variància i, tot i que la seva 
derivació és més senzilla i intuïtiva en els problemes de regressió (quan l’output 
es quantitatiu), existeixen generalitzacions pel cas de variables resposta 
categòriques [144]. La descomposició biaix-variància expressa l’error en termes 
de tres components diferents: 
- El primer terme representa la variància de l’output G definida per la seva funció 
de probabilitat, és a dir, com difereix la nova observació respecte de la seva 
esperança a la població. Per tant, aquest error no es pot evitar ni reduir 
independentment de com de bé s’estimi la funció f (X) , i per això se l’anomena 
error irreductible. 
- El segon terme és el quadrat del biaix del classificador, i és una mesura de 
quant difereix l’estimació respecte a la veritable esperança condicionada als 
valors dels inputs E[G(X = xo )] . 
- Finalment, el tercer terme és la variància del classificador, que expressa la 





El grau de complexitat del model triat per realitzar la classificació (controlada pel 
vector de paràmetres  a∈d ) sovint té una gran incidència en els dos últims 
termes d’aquesta expressió. A mesura que augmentem el nivell de complexitat 
del model, aquest utilitza la informació continguda en la mostra d’entrenament τ  
de forma més exhaustiva, adaptant-se a formes cada cop més complicades que 
són presents a τ .  
Ajustant el model d’aquesta forma, el biaix esperat per les prediccions serà més 
baix, però el model serà menys generalitzable a mostres independents i, en 
conseqüència, la variància d’aquestes estimacions serà més gran. De vegades 
aquest increment de la variància pot compensar i fins i tot sobrepassar el 
benefici de tenir un model menys esbiaixat, donant lloc a un error esperat de 
predicció més gran i, per tant, a un classificador menys precís. Aquest fenomen 
és conegut amb el nom de sobreajustament, i és el motiu pel qual l’error en la 
mostra d’entrenament no és una bona mesura per seleccionar o avaluar un 
model predictiu. 
Per altra banda i si el model no és suficientment complex, la variabilitat del 
classificador serà petita, però la magnitud del biaix pot afectar de forma 
important la seva capacitat predictiva. 
Idealment, existeix un punt intermedi de complexitat en el que el biaix i la 
variància es combinen per obtenir el mínim error esperat de predicció; la 
determinació d’aquest punt intermedi és el principal repte a l’hora d’entrenar un 
model predictiu [96]. 
 
A3.7. Selecció i avaluació del model 
El procés d’entrenament o ajust d’un model per utilitzar-lo en un classificador 





- Selecció del model: donada una família de models indexada per un vector de 
paràmetres d’ajust  α ∈
d , es tracta d’avaluar diferents valors d’aquests 
paràmetres a fi d’escollir el millor model. 
- Avaluació del model: una vegada triat el millor model, volem avaluar la seva 
capacitat predictiva en una mostra independent de la mostra d’entrenament. 
En ambdós processos es necessita una mesura de quant bo és el classificador 
realitzant prediccions sobre l’output. La forma d’avaluar aquesta capacitat 
predictiva incideix de forma determinant en la selecció del model i, en darrer 
terme, dóna una mesura de la qualitat del classificador.  
Una tria òbvia d’aquest tipus de mesura és la taxa d’error, és a dir, la proporció 
d’individus als quals el classificador ha assignat una categoria incorrecta, que, 
quan es calcula en una mostra independent, estima de forma directa l’error 
esperat de predicció. De forma anàloga i complementària, la taxa d’encerts es 
defineix com la proporció d’individus als quals se’ls ha assignat la seva categoria 
correcta [96]. 
 
A3.8. Mostres d’entrenament, de validació i d’avaluació 
Com hem vist a la secció anterior, l’error calculat a la mostra d’entrenament no 
és una bona mesura per ser utilitzada en la selecció o avaluació d’un model. El 
motiu és que no té en compte de forma apropiada el seu grau de complexitat i, 
per tant, portaria a la creació d’un classificador molt complex i poc esbiaixat, 
però també amb molta variabilitat i poc generalitzable i, en darrer terme, molt poc 
precís. L’error en la mostra d’entrenament estima la capacitat predictiva de forma 
massa optimista, i el grau d’optimisme depèn de en quina mesura les 






Qualsevol mesura que s’utilitzi per seleccionar o avaluar un model predictiu 
hauria de ser calculada en individus diferents i independents als de la mostra 
d’entrenament. Idealment i en una situació amb disponibilitat d’un gran nombre 
d’observacions, la millor estratègia per realitzar l’entrenament d’un classificador 
és dividir les dades en tres parts: 
- La mostra d’entrenament, ja descrita al principi de la secció, utilitzada per 
ajustar el model del classificador. 
- Una mostra de validació, per realitzar la selecció del model amb els seus 
corresponents paràmetres d’ajust en base, per exemple, a la taxa d’errors. 
- Una mostra de prova o avaluació, utilitzada per avaluar l’error de generalització 
del model seleccionat. Per evitar sobreajustar el model amb les dades, aquesta 
partició només s’hauria de fer servir al final de l’anàlisi, i no hauria d’intervenir en 
cap part del procés d’ajust ni de selecció del model. Sovints s’anomena també 
aquesta partició mostra de validació, sense fer cap distinció de nomenclatura 
entre aqueste dues fases de l’anàlisi. 
Desafortunadament, no sempre es disposa d’una mostra prou gran com per 
dividir-la en una mostra d’entrenament, una mostra de validació i una mostra de 
prova amb suficients observacions per realitzar la tasca de classificació de forma 
eficient. Per aquestes situacions, existeixen mètodes per realitzar la validació del 
model, ja sigui de forma analítica o fent servir mètodes de remostreig que, a la 
vegada, també proporcionen estimacions fiables de l’error de predicció esperat 
del model final. Sense dubte, el més estès de tots aquests mètodes és la 
validació creuada [96]. 
 
A3.9. La validació creuada 
La validació creuada (CV) sobre K (K-fold cross-validation) és un mètode de 





De forma breu, consisteix en partir tota la mostra disponible en K parts 








       Figura 16: mostra d’entrenament, mostra de validació i mostra d’avaluació. 
 
observacions pertanyents a K-1 de les particions i avaluar aquest model en la 
única partició que no ha participat de la seva construcció. Aquest procés es 
repeteix per cadascuna de les K particions i, finalment, es combinen les K 
estimacions de l’error de predicció per obtenir una única mesura de precisió. 
Més formalment, sigui κ : 1,2,...,N{ }→ 1,2,...,K{ }  una funció indexadora que 
indica a quina partició pertany cada individu de la mostra per randomització, 
sigui G (i ) ∈G = G1,...,GL{ }  la classe real observada per l’individu i, i sigui 
Gˆ−k (i )(Xi )  la predicció per aquest individu realitzada sense la partició k  a la qual 
pertany, llavors l’estimació de l’error de predicció esperat és: 
CV (Gˆ) = 1N L(G












A més i a cadascuna d’aquestes K iteracions, sol ser necessari un procés de 
validació creuada addicional i aniuat per realitzar la selecció del model i 
seleccionar els seus corresponents paràmetres d’ajust. 
Els valors més freqüentment triats per la K són 5, 10 o N; aquest últim cas és 
conegut com leave-one-out CV perquè només deixa un individu fora del procés 
d’entrenament en cadascuna de les iteracions. Amb K = N, la taxa d’error és un 
estimador aproximadament no esbiaixat de l’error de predicció esperat, però la 
seva variància pot ser gran degut a que les N mostres d’entrenament que el 
generen són molt similars. A més, el cost computacional és també molt alt, ja 
que es necessita aplicar N vegades el mateix procés d’entrenament. Per altra 
banda, amb un valor més alt de K (K = 5, per exemple), la taxa d’error és menys 
variable però també més esbiaixada, el que pot portar a sobreestimar l’error de 
predicció esperat [96]. 
En general doncs, el valor de K té incidència en la qualitat de les prediccions i la 
seva tria dependrà de la mida de mostra total disponible. A grans trets, valors de 
5 o 10 són considerats un bon compromís entre biaix i variància [145, 146]. 
Per la seva construcció, es podria pensar que la taxa d’error calculada amb un 
procediment de validació creuada és una bon forma d’estimar l’error de 
predicció. No obstant això i tal com s’ha assenyalat en seccions anteriors, 











ANNEX A4. RANDOM FORESTS 
Random Forest (RF) és un mètode que combina dues tècniques de l’anàlisi 
supervisada: els arbres de classificació o de regressió i el bagging. A les 
següents seccions fem una breu introducció d’aquestes dues tècniques per, a 
continuació, descriure les característiques i funcionament dels models RF [96]. 
 
A4.1. Arbres de regressió i classificació (CART) 
Les tècniques d’anàlisi supervisada basades en arbres realitzen una partició de 
l’espai dels inputs en un nombre més o menys gran de regions, pels quals 
s’ajusta després un model simple de forma independent. D’entre els mètodes 
basats en arbres, potser el més popular és l’anomenat Arbres de Regressió i 
Classificació (Classification and Regression Trees, CART), del qual es descriu a 
continuació la seva aplicació als problemes de classificació. 
Tal com el seu nom indica, el model pot representar-se amb un diagrama en 
forma d’arbre; inicialment partim amb el conjunt de dades sencer i situat en el 
node inicial, a la part superior de l’arbre. A continuació s’avalua una condició 
matemàtica basada ens els inputs a cadascuna de les observacions. Aquesta 
condició divideix la mostra en dues (o més) parts; aquells individus que 
compleixen la condició s’assignen a una de les branques que procedeix del node 
inicial, mentre que aquells que no la compleixen s’assignen a l’altra branca. Com 
a resultat d’aquest procediment s’obtindran dos nous nodes, als quals se’ls 
aplicarà el mateix procés de forma iterativa fins que es compleix alguna regla 
que atura l’algoritme. Els nodes més extrems de l’arbre generat reben el nom de 
nodes terminals o fulles, i corresponen a les regions en les que queda dividit 
l’espai d’inputs. Finalment, s’assigna a cada node una predicció de la categoria 

















      Figura 17: exemple d’arbre de classificació [96]. 
 
Més formalment i seguint la nomenclatura de la secció anterior (Anàlisi o 
aprenentatge supervisat), suposem N individus d’una mostra d’entrenament amb 
valors observats d’un output G = G1,G2,...,GL{ }  i pels quals també hem observat 
els valors dels inputs  X ∈ p . És a dir, tenim una col·lecció de valors (xi ,G (i ) )  per 
a i = 1, ..., N. Per generalitzar, suposem també que tenim un arbre a mig 
construir que indueix una partició de l’espai de paràmetres en M regions 
R1,R2,...,RM . Com hem dit abans, una tria habitual com a criteri de predicció és 
assignar les observacions d’un node a la seva classe més freqüent. 





I(G (i ) = Gl )
xi∈m





classificarem les observacions del node m a la classe Gˆ(xi ) = Glo on 
lo = argmax1≤l≤L pˆlm  
Per trobar la regla de partició en cada node, se sol utilitzar un algoritme que 
recorre el rang de valors possibles de cada variable input. Més concretament, 
suposem una variable input Xj  i un dels seus possibles valors s, els quals 
defineixen una partició de les dades en dues regions: 
R1( j, s) = X / Xj ≤ s{ } , R2 ( j, s) = X / Xj > s{ } . 
Aleshores, busquem la variable Xj  i el valor s que produeix la partició amb 
millors prediccions, és a dir, aquella que minimitza al funció de cost L: 
L(G (i ),Gˆ(xi ))
xi∈R1( j ,s )
∑ + L(G (i ),Gˆ(xi ))
xi∈R2 ( j ,s )
∑  
Aquest procés es repeteix per cada node resultant fins obtenir les regions finals. 
En general, les particions s’aturen quan s’arriba a una mínima quantitat 
d’observacions en un node (profunditat) i, aleshores, aquest node esdevé una 
fulla de l’arbre o node terminal. La quantitat d’observacions mínima en els nodes 
d’un arbre de classificació és un paràmetre d’ajust, i es tria dins del procés de 
selecció del model mitjançant algoritmes específics per aquesta tasca. 
Un dels principals avantatges dels arbres de classificació és la seva 
interpretabilitat; tot i que són capaços de capturar estructures d’interacció 
complexes dins de les dades, sempre és possible visualitzar aquesta estructura 
en forma d’un simple arbre de decisió. Aquesta forma de representar el model és 
clara i intuïtiva, i és molt popular entre els metges clínics i els investigadors en 
medicina perquè imita la seva forma de raonar quan, per exemple, es realitza el 





El principal inconvenient dels mètodes basats en arbres de classificació és que 
són molt inestables, és a dir, produeixen classificadors amb una variància molt 
alta. La causa d’aquesta inestabilitat la trobem en la seva estructura jeràrquica: 
els errors de predicció que es cometen al principi de la seva construcció es 
propaguen al llarg de tota la seva estructura, sense possibilitat de que es 
corregeixin en particions posteriors [96].  
 
A4.2. Bagging 
L’agregació bootstrap o bagging consisteix en l’agregació d’un gran nombre de 
classificadors construïts a partir de remostres amb reemplaçament procedents 
del conjunt d’observacions total. L’objectiu d’aquest procediment és disminuir la 
variància del predictor a fi d’obtenir prediccions més estables. 
Concretament i en el cas de la classificació, suposem una col·lecció de valors 
(xi ,G (i ) )  per a i = 1, ..., N corresponents a N individus d’una mostra 
d’entrenament. A més, serà convenient definir fˆ (x)  com una funció indicadora 
que expressa la predicció que fa un classificador sobre un individu en base als 
seus valors inputs, de tal forma que G (i ) = Gl 0  amb l0 = argmax1≤l≤L fˆ (x) , i fˆ (x)  és 
un vector amb valor 1 a la posició l0  i zeros a la resta.  
Amb aquesta nomenclatura, es defineix l’estimador bagging construït amb B 








on fˆ *b (x)  és la predicció realitzada pel classificador ajustat amb la remostra b. 
Aquest estimador es pot expressar com  


















                Figura 18: representació del procés de bagging amb arbres de classificació [96]. 
 
on pl (x)  és la proporció de classificadors bootstrap que prediuen l’observació x  
dins la classe l . Per tant, el classificador bagging prediu la classe de l’observació 
x  mitjançant una simple regla de majoria de vots a partir dels B predictors 
bootstrap. 
L’objectiu del bagging és obtenir un classificador amb una variància més petita 
que la que obtindríem ajustant el model amb la mostra d’entrenament una sola 





predictors bootstrap mostrin una baixa dependència estadística entre ells. 
Concretament, en combinar mitjançant bagging B classificadors independents i 
idènticament distribuïts amb variància comú σ , obtenim una disminució de la 
variància proporcional a B:  




Si els arbres són idènticament distribuïts però no necessàriament independents, 
la correlació ρ  positiva entre els arbres limita el benefici d’aquesta combinació 
d’arbres: 




Augmentar el nombre d’arbres B redueix el segon terme de la igualtat però, en 
canvi, el primer roman inalterat.  
Els classificadors amb alta variància i poc esbiaixats són els més beneficiats per 
d’aquesta estratègia. Un exemple típic és el seu ús en amb arbres de 
classificació i de regressió [96]. 
 
A4.3. El model Random Forest 
Un model RF està format per un gran nombre d’arbres que s’agreguen per 
realitzar prediccions, utilitzant un simple sistema de majoria de vots com a regla 
de decisió. El benefici d’aquesta agregació es deu a la forma en que es 
construeixen els arbres, on s’utilitza un subconjunt dels individus (bagging) i de 
predictors que es seleccionen de forma aleatòria. Els arbres construïts d’aquesta 
forma són el que coneix com classificadors dèbils, és a dir, són aproximadament 
no esbiaixats però molt poc acurats perquè la seva variància és molt gran. No 
obstant això i degut a aquest mètode de construcció, aquests arbres mostren 





forest, en anglès) vegi reduïda la seva variabilitat de forma dràstica i, en 
conseqüència, augmenti la seva precisió. 
Els arbres de classificació i regressió són candidats ideals per ser utilitzats en 
combinació amb el bagging: són capaços de capturar estructures complexes en 
les dades i, quan s’ajusten amb una profunditat suficient, són aproximadament 
no esbiaixats. No obstant això, la seva variabilitat és molt alta i aquest fet 
proporciona marge de millora a efectes de precisió. Aquesta variabilitat també és 
el motiu de que arbres construïts amb diferents mostres d’entrenament, malgrat 
ser idènticament distribuïts, mostrin una baixa correlació entre ells.  
La principal millora del RF respecte al simple bagging d’arbres de classificació i 
regressió consisteix en una reducció addicional de la correlació entre els arbres. 
Aquesta reducció s’aconsegueix durant el procés de construcció dels arbres, 
mitjançant una selecció aleatòria de les variables input de mida m < p  a l’hora de 
realitzar les particions dels nodes. Aleshores, el criteri per realitzar la partició no 
es tria en base totes les variables predictores disponibles, si no en base a 
aquests m  inputs seleccionats. Aquesta aleatorització addicional redueix la 
dependència entre els arbres, disminuint la variabilitat de l’estimador agregat i, 
en conseqüència, augmentant la seva precisió [96].  
 
A4.4. Error out-of-bag 
Els individus que no són utilitzats per construir un arbre determinat s’anomenen 
dades out-of-bag (OOB). L’agregació de les prediccions OOB per a cada mostra i 
per a tots els arbres rep el nom d’error OOB. Generalment, l’error OOB és 
pràcticament idèntic a l’error que es pot obtenir per validació creuada, i s’utilitza 







A4.5. Paràmetres d’ajust 
Els principals paràmetres dels models RF són tres: el nombre B d’arbres que 
formen el model, el nombre de variables predictores seleccionades en cada 
partició dels nodes i la profunditat dels arbres.  
Generalment, el nombre d’arbres que formen el bosc (forest) se selecciona com 
el mínim necessari per aconseguir la convergència del error OOB. Com que 
aquesta estimació de la precisió es calcula amb els individus que no intervenen 
en la creació dels arbres, un increment arbitrari de B no causa sobreajustament a 
les dades. 
Pel que fa al nombre d’inputs en cada partició i la profunditat dels arbres, 
ambdós són paràmetres d’ajust i, com a tals, necessiten se optimitzats en el 
procés de selecció del model. No obstant això, els resultats del classificador no 
són molt sensibles a l’elecció d’aquests paràmetres, i els valors recomanats pels 
autors són robustos i adequats en moltes situacions. En el cas l’anàlisi de 
classificació, aquests valors són d’1 pel nombre mínim d’observacions en un 
node, i p  pel nombre d’inputs a considerar en una partició, on p és el nombre 
total d’inputs [96]. 
 
A4.6. Importància dels predictors 
RF utilitza les observacions OOB per construir una mesura de la importància dels 
inputs a la predicció, la qual pot ser utilitzada per realitzar una priorització dels 
predictors. Un cop construït l’arbre b, aquest s’utilitza per realitzar prediccions 
sobre els individus OOB i calcular l’error OOB. Aleshores, es permuten els valors 
de l’input j i es calcula de nou l’error OOB. Per a cada arbre, es repeteix el 
mateix procés i es calcula la pèrdua mitjana de precisió causada per aquesta 
permutació. Aquest valor mitjà és el que s’utilitza com mesura de la importància 





A4.7. Avantatges i inconvenients 
Diversos estudis han descrit el bon rendiment de RF en problemes de 
classificació, en comparació amb altres mètodes competidors com l’Anàlisi 
Discriminant, el Support Vector Machine i les Xarxes Neuronals [123, 124]. A 
més i com s’ha explicat anteriorment, el RF només té tres paràmetres d’ajust i 
l’elecció dels seus valors sovint no tenen una gran incidència en els resultats, fet 
que redueix de forma considerable la necessitat d’ajust del model i, per tant, els 
seus costos computacionals. A més, RF és robust al sobreajustament, mostra 
una bona capacitar predictiva, fins i tot quan la majoria dels inputs són només 
soroll, i incorpora de forma implícita interaccions entre els predictors [92, 93, 95]. 
Per altra banda i com inconvenient més important, un model RF està format per 
un gran nombre d’arbres que difereixen en la seva mida, en la seva forma i en 
l’ús de les variables predictores. En conseqüència, la seva interpretabilitat és 
problemàtica, i es perd la senzillesa i elegància de representació en forma 
d’arbre de decisió típica dels CARTs. 
Per últim, tot i que el seu ús més estès el trobem en els problemes d’anàlisi 
supervisada (és a dir, regressió i classificació), el RF també es pot adaptar per 




































ANNEX A5. SUPPORT VECTOR MACHINE 
La Màquina de Vectors de Suport (en anglès Support Vector Machine, SVM) és 
un mètode d’anàlisi supervisada descrit per primer cop a [97] i desenvolupat 
posteriorment per altres autors. En la seva versió original, el SVM és una tècnica 
per problemes de classificació amb resposta binària, tot i que posteriorment es 
va generalitzar per outputs amb més de dues categories i també per problemes 
de regressió [96].  
Pel que fa al seu ús amb variables categòriques, l’estratègia del SVM consisteix 
en buscar un hiperplà que indueixi una separació òptima les dades, de forma que 
hi hagi la major distància possible entre els grups de la resposta. Aquest hiperplà 
òptim és el resultat d’un problema d’optimació matemàtica i es calcula utilitzant 
tècniques d’investigació operativa. Quan els grups no són totalment separables, 
el SVM permet que les observacions se situïn al costat incorrecte de l’hiperplà a 
canvi d’un cert cost en la funció objectiu del problema d’optimització [96]. 
A les següents seccions podem trobar una breu descripció d’aquesta tècnica, la 
seva formulació i les seves característiques. 
 
A5.1. SVM: cas binari amb categories separables 
Suposem N individus d’una mostra d’entrenament amb valors observats d’un 
output binari G = G1,G2{ } . Definim la variable Y = −1,1{ } , on Y = −1 si G = G1  i 
Y = +1  per G = G2 ; suposem també que hem observat els valors dels predictors 
 X ∈ p  per aquests individus. És a dir, tenim una col·lecció (xi , yi )  per a i = 1, ..., 
N.  
El SVM busca un llindar o frontera que separi les dues categories de la variable 
resposta deixant el màxim marge possible entre elles. Aquesta frontera estarà 





x : f (x) = xTβ + β0 = 0{ }  
on β  és un vector unitari ( β = 1 ) i la funció f (x)  representa la distància signada 
des de l’hiperplà xTβ + β0 = 0  fins el punt x . Aquest hiperplà indueix de forma 
explícita la següent regla de classificació: 
G(x) = sign xTβ + β0⎡⎣ ⎤⎦ . 
Com que estem suposant que les categories són completament separables, 
aquest hiperplà compleix yi ⋅ f (x) > 0,  ∀i , i es troba en resoldre el següent 
problema d’optimització: 
maxβ ,β0 , β =1M      subjecte a     yi (xiTβ + β0 ) ≥ M ,  i = 1,...,N . 
En la notació anterior, M representa la distància entre l’hiperplà i l’observació 
més propera i, per tant, 2M representa el marge de separació entre les dues 
categories. Aquesta formulació correspon a un problema d’optimització convexa i 
la seva solució és ben coneguda. De vegades, és convenient expressar aquest 
problema amb la formulació alternativa: 
minβ ,β0 β    subjecte a   yi (xiTβ + β0 ) ≥ M ,  i = 1,...,N , 
on es pot veure fàcilment que M = 1 β . Aquesta és la forma més utilitzada per 
expressar el cas del SVM per dades separables [96]. 
 
A5.2. SVM: cas binari amb categories no separables 
Suposem ara que existeix un cert solapament de les classes de G en l’espai de 
predictors Xj . La manera com el SVM tracta amb aquest solapament és 







Figura 19: classificador amb Support Vector Machine [96].  
 
el costat incorrecte de la frontera. Per modelar això, es pot modificar la 
formulació del problema anterior de dues maneres; definint les variables de 
relaxació (slack variables) ξ = ξ1,ξ2,...,ξN( ) , podem reescriure la restricció com: 
yi (xiTβ + β0 ) ≥ M −ξi         o bé 
yi (xiTβ + β0 ) ≥ M (1−ξi )  
∀i , ξi > 0 , ξi
i=1
N
∑ ≤ λ , on λ  és una constant. Aquestes dues opcions donen lloc a 
solucions diferents; la primera d’elles sembla la tria més natural ja que, en 
l’expressió, el terme dret mesura la distància de solapament des del marge 
mentre que la segona expressa aquesta distància en termes relatius. No obstant 
això, la primera fòrmula dóna lloc a un problema d’optimització no convex i, per 
tant, de més difícil resolució. Aquest és el motiu de que, en general, s’utilitzi la 





En el problema, els valors de les variables slack ξi  incloses en les restriccions 
representen, en termes relatius a M, la quantitat per la qual la predicció 
f (x) = xTβ + β0  es troba situada en el cantó incorrecte del marge. Per tant, en 
acotar la suma ξi
i=1
N
∑ ≤ λ , estem limitant el cost que estem disposats a acceptar 
per una mala classificació de les observacions. Igual que el cas de grups 
separables, podem reescriure el problema d’optimització eliminant la restricció 
β = 1  i definir M = 1 β , obtenint: 
   min β   subjecte a  
yi (xiTβ + β0 ) ≥1−ξi  ∀i













A5.3. Marges no lineals: l’ús de kernels 
En la seva versió més senzilla, l’hiperplà buscat pel SVM defineix llindars o 
fronteres lineals per a les regions assignades a cadascuna de les categories de 
l’output. Tot i això, també es poden considerar marges no lineals introduint un 
nucli (kernel) apropiat en la formulació del problema d’optimització. Aquests 
kernels indueixen de forma implícita una transformació 
h(X) = h1(X1),h2 (X2 ),...,hp (Xp )( )  en els predictors originals que estén el seu espai 
a un de dimensionalitat molt més alta. Els llindars lineals en l’espai d’inputs 
ampliat es tradueixen en fronteres no lineals en l’espai original, i sovint 
aconsegueixen una millor separació de les categories de la variable resposta.  
Per la formulació i resolució del problema, es pot demostrar que no és necessari 
especificar les transformacions h(X) ; l’únic que es necessita conèixer és 







    Figura 20: llindars lineals (esquerra) i llindars no lineals (dreta) modelats amb Support Vector     
   Machine (font: [96]). 
 
K(x, x ') = h(x),h(x ') , 
on x, x '  representa el producte intern de x i x’. Alguns dels kernels més utilitzats 
en SVM són: 
- Kernel polinomial de grau d: K(x, x ') = (1+ x, x ' )d  
- Kernel radial:   K(x, x ') = exp −γ x − x ' 2( )  








A5.4. Paràmetres d’ajust 
Els paràmetres d’ajust en un model de SVM són els relacionats amb la 
formulació del kernel i la fita superior del cost λ  associat a classificar individus 
de forma errònia. En general, no es té cap idea prèvia a l’anàlisi del rang 
d’aquests paràmetres, i el seus valors òptims es determinen durant el procés de 
selecció del model [96]. 
 
A5.5. Avantatges i inconvenients 
Existeixen nombroses raons teòriques que fan del SVM una eina apropiada pels 
problemes de classificació, especialment en presència d’alta dimensionalitat: el 
seu rendiment és molt bo quan el nombre de variables és més gran que el 
nombre d’individus, fins i tot quan la majoria de variables només contenen soroll; 
a més, captura de forma eficient estructures complexes subjacents a les dades, i 
inclou de forma implícita principis de regularització que protegeix el model contra 
el sobreajustament [96]. De fet, s’ha reportat que el SVM funciona millor que 
altres tècniques freqüentment utilitzades en tasques de classificació amb 
respostes de més de dues categories [147], i que el seu rendiment és similar al 












ANNEX A6. MESURES DE CAPACITAT PREDICTIVA 
A6.1. Taxa d’encerts, sensibilitat i especificitat 
Generalment, els resultats d’un problema de classificació amb variable resposta 
binària queden totalment caracteritzats per quatre quantitats. Per concretar, 
suposarem que les classes de la resposta són bon pronòstic i mal pronòstic. En 
aquest escenari, les quatre quantitats esmentades són: 
- Veritables positius (True Positives, TP): nombre d’individus classificats 
correctament a la classe mal pronòstic; 
- Veritables negatius (True Negatives, TN): nombre d’individus classificats 
correctament a la classe bon pronòstic; 
- Falsos positius (False Positives, FP): nombre d’individus classificats a la classe 
mal pronòstic de forma equivocada; 
- Falsos negatius (False Negatives. FN): nombre d’individus classificats a la 
classe bon pronòstic de forma equivocada; 
Amb aquesta nomenclatura, TP + TN + FP + FN = N, la mida total de la mostra. 
Sovint és útil representar aquests valors en una matriu anomenada matriu de 
confusió: 
En aquest escenari, també poden definir les següents mesures de la capacitat 
predictiva del classificador: 
- Taxa d’encerts (Accuracy, ACC): ja descrita en seccions anteriors, és la 










- Sensibilitat (Sensitivity, SENS): proporció d’individus pertanyents a la classe 
mal pronòstic que han estat classificats correctament. 
- Especificitat (Specificity, SPEC): proporció d’individus pertanyents a la classe 
bon pronòstic que han estat classificats correctament. 
O, en la notació que acabem d’introduir:   
ACC = TN +TPTN + FN +TP + FP  
SENS = TPTP +TN  
SPEC = TNTN + FP  
[100, 102]. 
 
A6.2. Coeficient de Correlació de Mathews 
Amb la notació anterior, el Coeficient de Correlació de Mathews (Mathews 
Correlacion Coefficient, MCC) s’expressa com: 
MCC = TP ⋅TN − FP ⋅FN(TP + FN ) ⋅(TP + FP) ⋅(TN + FP) ⋅(TN + FN )  
L’MCC (també conegut com coeficient Phi) [100] és una mesura de concordança 
que s’utilitza sovint per mesurar la precisió d’un classificador de resposta binària. 
La seva interpretació és similar a la del coeficient de correlació de Pearson per 
variables contínues; el seu rang de valors va de -1 a +1 i pren el valor de 0 quan 
les prediccions són totalment aleatòries (el contrari no és cert en tots els casos). 
En el context d’un problema de classificació, s’espera que l’MCC prengui valors 





negatius a prop de zero en el cas de classificadors aleatoris degut a la variabilitat 
en el mostratge. Valors de MCC menors de 0.3 es poden considerar indicadors 
de baix poder predictiu, ja que corresponen a menys d’un 65% d’encerts amb 
dades balancejades. 
L’MCC combina de forma equitativa els resultats de sensibilitat i d’especificitat 
del classificador, i proporciona una mesura de predicció més equilibrada que les 
basades en proporcions com, per exemple, la taxa d’errors. Aquesta 
característica evita que s’assigni de forma incorrecta una precisió molt alta a 
models que, simplement, tendeixen a classificar els individus a la classe més 
freqüent. 
Per contrastar si l’MCC és significativament diferent de zero, existeix un test 
d’hipòtesi que està estretament relacionat amb el test de Fisher d’independència 
per a taules de contingència [100, 148]: 
H0 :MCC = 0
H1 :MCC ≠ 0
 
 M
2 = N ⋅MCC  χ 2     sota H0 , 
on χ 2  és una distribució Chi-quadrat amb un grau de llibertat. En problemes de 
classificació, l’interès es centra només en els valors positius del MCC i, per tant, 
pot ser més apropiat considerar la versió unilateral del test: 
H0 :MCC ≤ 0
H1 :MCC > 0
 
 M = N ⋅MCC  N(0,1)    sota H0  
Aquestes distribucions són aproximades i poden ser massa inexactes en algunes 
situacions, especialment quan es disposa de poques observacions per algunes 
de les classes de la resposta. En aquests casos, es pot derivar la distribució de 






 A6.3. Raons de versemblança i probabilitats post-test 
En el context de l’aplicació d’un test de pronòstic a la pràctica clínica i amb la 
notació introduïda en els apartats anteriors, la capacitat predictiva d’un test T es 
pot mesurar mitjançant les anomenades raons de versemblança (Likelihood ratio, 
LR), definides per: 
LR+ = Pr(T + /ϕm )Pr(T + /ϕb )
 
LR− = Pr(T − /ϕm )Pr(T − /ϕb )
, 
o, de forma equivalent: 
LR+ = SENS1− SPEC  
LR− = 1− SENSSPEC  
on, per exemple, Pr(T + /ϕb )  és la probabilitat d’obtenir un resultat positiu pel test 
T (mal pronòstic) donat que el pacient, en realitat, ha evolucionat favorablement 
(bon pronòstic). 
Les raons de versemblança amb un valor pròxim a 1 tenen una utilitat nul.la, ja 
que indiquen que el test dóna probabilitats similars independentment de l’estatus 
de l’individu en la variable resposta. Per altra banda, tests amb LR +  i LR −  
molt més grans i molt més petites que 1 respectivament són indicadors d’una 
bona utilitat potencial en la pràctica clínica. 
Amb la mateixa notació, es pot definir la probabilitat pre-test (Pre-Test 





l’aplicació del test T. Aquesta quantitat es pot expressar en termes d’odds (Pre-
Test Odds, PTodds): 
PTpr = Pr(ϕm )  
PTodds = PTpr1− PTpr , 
A la pràctica, aquesta probabilitat pren el valor de la prevalença de la resposta 
en la població o, en el nostre cas, la taxa de pacients amb mal pronòstic. De la 
mateixa forma, també es poden definir la probabilitat post-test positiva (Positive 
Post-Test Probability, PPTpr), la probabilitat post-test negativa (Negative Post-
test Probability, NPTpr) i les seves odds corresponents: 
PPTpr = Pr(ϕm /T +)  
NPTpr = Pr(ϕm /T −)  
PPTodds = PPTpr1− PPTpr  
NPTodds = NPTpr1− NPTpr . 
Aquestes quantitats poden interpretar-se com les probabilitats (a posteriori) de 
recaiguda del pacient un cop coneixem els resultats del test T. Les raons de 
versemblança LR +  i LR −  poden aplicar-se a la PTodds per obtenir la PPTodds i 
la NPTodds (i, per tant, les seves corresponents probabilitats): 
PPTodds = PTodds ⋅LR +  
NPTodds = NTodds ⋅LR −  
Un bon test es caracteritza per valors grans de LR +  i valors petits de LR − , els 
quals es tradueixen en PPTpr grans i NPTpr petites en comparació amb la 





grups de pacients (T+ i T-) amb una probabilitat de recaiguda significativament 
superior i inferior respectivament que aquella que s’espera a la població abans 
d’utilitzar els resultats de cap test. Les raons de versemblança i, de forma 
equivalent, les diferències entre les probabilitats post-test i la probabilitat pre-test 
són utilitzades habitualment en la pràctica clínica per reportar com de diferents 
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