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RATE OF CONVERGENCE OF WEAK EULER APPROXIMATION
FOR NONDEGENERATE ITOˆ DIFFUSION AND JUMP PROCESSES
REMIGIJUS MIKULEVICˇIUS ∗ AND CHANGYONG ZHANG †
Abstract. The paper studies the rate of convergence of the weak Euler approximation for Itoˆ
diffusion and jump processes with Ho¨lder-continuous generators. It covers a number of stochastic
processes including the nondegenerate diffusion processes and a class of stochastic differential equa-
tions driven by stable processes. To estimate the rate of convergence, the existence of a unique
solution to the corresponding backward Kolmogorov equation in Ho¨lder space is first proved. It then
shows that the Euler scheme yields positive weak order of convergence.
Key words. Stochastic differential equations, Itoˆ diffusion and jump processes, weak Euler
approximation, rate of convergence, Ho¨lder conditions, backward Kolmogorov equation
1. Introduction.
1.1. Continuous and Discontinuous Processes. Since it was introduced in
the early years of the twentieth century as a model for the physical phenomenon of
Brownian motion by Einstein and Smoluchowski [14, 46] and as a description of the
dynamical evolution of stock prices by Bachelier [4], the Wiener process has been the
most intensively-studied stochastic process.
Two important properties of the Wiener process are continuity of sample paths
and scale invariance, while many phenomena that were first described by the Wiener
process do not exhibit these properties. For example, the classical Black-Scholes model
assumes that a stock price follows a geometric Brownian motion [8], whereas essen-
tially stock prices change by units and move by jumps, further due to external shocks
such as earnings announcements and natural disasters. Moreover, empirical studies
have shown that stock prices follow distributions with heavy tails and skewness, which
are incompatible with models based on the Wiener process.
On the other hand, stochastic processes with jumps, for instance Le´vy pro-
cesses [3, 7, 36], provide more flexibility in modeling large and sudden changes and
naturally exhibit high skewness and leptokurtosis levels. This makes them useful
tools in a broad variety of fields [5], for instance, differential geometry and extreme
value theory in mathematics, Burgers’ turbulence and quantum theory in physics,
and particularly in finance [12, 37], from portfolio and risk management to option
and bond pricing and hedging. Other applications can be found in engineering and
science [11, 40, 47].
1.2. Analytic and Numerical Solutions. Let X = {Xt}t∈[0,T ], T ∈ (0,∞) be
the process modeling the system of interest and (Ω,F , P ) be a complete probability
space with a filtration F = {Ft}t∈[0,T ] of σ-algebras satisfying the usual conditions.
In many applications, it is frequently necessary to evaluate functionals of the under-
lying process, such as the moments. In particular, for a given test function g, the
problem of computing E[g(XT )] arises from various applications. For example, in
telecommunication, the expectation represents the average energy of the system at
time T , which is critical to the design and maintenance of telephone lines [40]. In
∗Department of Mathematics, University of Southern California, Los Angeles, USA
(mikulvcs@math.usc.edu).
†Department of Mathematics, Uppsala University, Uppsala, Sweden
(changyong.zhang@math.uu.se).
1
finance and insurance, it is extremely common to evaluate E[g(XT )], for instance, in
pricing options and other derivatives [20, 23].
When both the model and test function are simple, as in the case that g is
sufficiently smooth and the increments of the driving process can be simulated, there
exists a closed-form expression for the expectation. For instance in one dimension,
Xt = X0(1 + c)
Nt exp
[(
a−
1
2
b2
)
t+ bWt
]
is the solution to the stochastic differential equation
Xt = X0 + a
∫ t
0
Xs−ds+ b
∫ t
0
Xs−dWs + c
∫ t
0
Xs−dNs, ∀t ∈ [0, T ],
where W = {Wt}t∈[0,T ] is a Wiener process, N = {Nt}t∈[0,T ] is a Poisson process,
and Xt− denotes the left-hand limit of X at t [15]. In general, a system is more
complicated and a closed-form solution is unrealistic.
An alternative option is to numerically approximate E[g(XT )] by a discrete-time
simulation of the stochastic processX [15, 43]. This approach has been widely applied
in practice [2, 9, 13, 48]. One of the most commonly-used methods is Monte-Carlo
simulation and the simplest scheme is the weak Euler approximation, for which it is
of theoretical and practical importance to estimate the rate of convergence.
The Euler approximation Y of a stochastic process X is said to converge with a
weak order κ > 0 if for any smooth function g, there exists a constant K, depending
only on g, such that
|E[g(YT )]− E[g(XT )]| < Kδ
κ,
where δ > 0 is the maximum step size of the time discretization.
1.3. Smooth and Ho¨lder-Continuous Coefficients. The problem of esti-
mating the rate of convergence has been systematically studied for processes with
smooth coefficients. Milstein was one of the first who looked into the order of
weak convergence of discrete-time approximations for diffusion processes [30, 31].
Talay investigated a class of second weak-order approximations for diffusion pro-
cesses [41, 42]. Platen and Kloeden studied both Euler and higher-order schemes
for Itoˆ processes [18, 32]. For discrete-time approximations of Itoˆ processes with
jumps, Mikulevicˇius and Platen showed first weak-order convergence in the case that
the coefficient functions possess fourth-order continuous differentiability [24]. Prot-
ter, Talay, Jacod, and Rubenthaler presented similar results for Le´vy-driven stochastic
differential equations [17, 33, 34].
In general, the coefficient and test functions do not necessarily satisfy the smooth-
ness conditions assumed in the aforementioned papers. Mikulevicˇius and Platen first
proved that there is still some weak-order convergence of the Euler approximation for
diffusion processes under Ho¨lder conditions [25]. Kubilius and Platen generalized the
result to diffusion processes with a finite number of jumps in finite time intervals [21].
In this paper, the rate of convergence for Itoˆ diffusion and jump processes under
β-Ho¨lder conditions is derived, by using the solution to the corresponding backward
Kolmogorov equation associated with the underlying stochastic process. In Section 2,
the model being considered is introduced and the main result is stated. In Section 3,
the main theorem is proved, with the necessary and essential technical results.
2. Model and Result.
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2.1. Itoˆ Diffusion and Jump Process. Denote Rd0 = R
d \ {0} and χ˜α(y) =
1{α∈[1,2]}1{|y|≤1}. For a fixed α ∈ (0, 2], consider a d-dimensional F-adapted stochastic
process X = {Xt}t∈[0,T ], which solves
Xt = X0 +
∫ t
0
aα(Xs−)ds+
∫ t
0
bα(Xs−)dWs
+
∫ t
0
∫
Rd
0
y
[(
1− χ˜α(y)
)
pα(dy, ds) + χ˜α(y)qα(dy, ds)
]
,
(2.1)
where aα(x) = a(x) =
(
ai(x)
)
1≤i≤d
and bα(x) = b(x) =
(
bij(x)
)
1≤i,j≤d
, x ∈ Rd are
measurable and bounded, a = 0 if α ∈ (0, 1) and b = 0 if α 6= 2, and b is nondegenerate;
W = {Wt}t∈[0,T ] is a d-dimensional F-adapted standard Wiener process; p
α(dy, dt) is
a jump measure on Rd0 × [0, T ] with p
α(Γ, [0, t]) =
∑
s≤t 1Γ(Xs − Xs−), Γ ∈ B(R
d
0)
and qα(dy, dt) = pα(dy, dt) − piα(Xt, dy)dt is the corresponding martingale measure
with piα(x, dy), x ∈ Rd being a measurable family of nonnegative measures on Rd0.
For α ∈ (0, 2), it is assumed that piα consists of two parts. The principal part has a
nondegenerate density with respect to the Le´vy measure of the spherically-symmetric
α-stable process S = {St}t∈[0,T ] defined by
St =
∫ t
0
∫
y
[(
1− χα(y)
)
p0(dy, ds) + χ
α(y)q0(dy, ds)
]
, α ∈ (0, 2), (2.2)
where χα(y) = 1{α=1}1{|y|≤1} + 1{α∈(1,2)}, p0(dy, ds) is the jump measure, and
q0(dy, ds) = p0(dy, ds) −
dy
|y|d+α
ds is the martingale measure. S is a Wiener pro-
cess if α = 2. The second part has a density with respect to a lower-order Le´vy
measure. That is,
piα(x, dy) = mα(x, y)
dy
|y|d+α
+ ρα(x, y)να(dy), (2.3)
where να is a nonnegative measure on Rd0 and m
α, ρα are nonnegative measurable
functions such that mα and
∫
Rd
0
(|y|α ∧ 1)ρα(x, y)να(dy), x ∈ Rd are bounded. For
α = 2, piα(x, dy) = ρα(x, y)να(dy). In particular, if piα = 0, then X is a diffusion
process.
A large class of strong Markov processes satisfying (2.1) has been constructed [1,
19, 22, 26, 39]. The processes are characterized by the drift coefficient a, diffusion
coefficient b, and Le´vy jump measure piα(x, dy), or equivalently by their generators,
as defined in Section 3. They naturally arise in stochastic differential equations driven
by Le´vy processes. One example is the solution to the following stochastic differential
equation driven by a spherically-symmetric stable process.
Example 2.1. Let S = {St}t∈[0,T ] be a d-dimensional standard spherically-
symmetric α-stable process defined by (2.2) and L = (L1, . . . , Ld), with Li, i = 1, . . . , d
being independent one-dimensional standard symmetric αi-stable processes indepen-
dent of S. Consider for t ∈ [0, T ],
Xt = X0 + 1{α∈(1,2]}
∫ t
0
aα(Xs−)ds+
∫ t
0
c(Xs−)dSs +
∫ t
0
diag
(
l(Xs−)
)
dLs, (2.4)
where aα(x) =
(
ai(x)
)
1≤i≤d
, c(x) =
(
cij(x)
)
1≤i,j≤d
, and l(x) =
(
li(x)
)
1≤i≤d
, x ∈ Rd
are β-Ho¨lder continuous and bounded with β > 0, β 6= α, β /∈ N, and diag(l) is a
3
d × d-dimensional diagonal matrix with diagonal elements l1, . . . , ld. It is assumed
that c is nondegenerate with infx det |c(x)| > 0 and α
i < α ≤ 2. In this case, (2.3)
holds for piα with
mα(x, y) =
|y|d+α
| det c(x)||c(x)−1y|d+α
,
ρα(x, y) =
d∑
i=1
1{y=yiei}|l
i(x)|α
i
,
να(dy) =
d∑
i=1
1{y=yiei}
dyi
|yi|1+α
i ,
(2.5)
where {ei, i = 1, . . . , d} is the canonical basis of R
d.
Mathematical models defined by (2.1) are used in fields such as finance and in-
surance to capture continuous and discontinuous uncertainty associated with various
random dynamic phenomena.
2.2. Weak Euler Approximation. Let the time discretization {τ}δ = {τi}i=0,...,nT
with a maximum step size δ ∈ (0, 1) be a partition of [0, T ] such that 0 = τ0 < τ1 <
· · · < τnT = T and maxi(τi − τi−1) ≤ δ. The weak Euler approximation of X is an
F-adapted stochastic process Y = {Yt}t∈(0,T ] defined by
Yt = X0 +
∫ t
0
aα(Yτis )ds+
∫ t
0
bα(Yτis )dWs
+
∫ t
0
∫
Rd
0
y
[(
1− χ˜α(y)
)
p˜α(dy, ds) + χ˜α(y)q˜α(dy, ds)
]
,
(2.6)
where τis = τi if s ∈ [τi, τi+1), i = 0, . . . , nT − 1, p˜
α(dy, dt) is the jump measure and
q˜α(dy, dt) = p˜α(dy, dt) − piα(Yτit , dy)dt is the corresponding F-adapted martingale
measure on Rd0 × [0, T ].
Contrary to those in (2.1), the coefficients in (2.6) are piecewise constant in each
time interval [τi, τi+1).
Proposition 2.2. For each stochastic process defined by (2.1), there exists an
Euler approximation defined by (2.6).
Proof. By Lemma 14.50 in [16], there exists a measurable function lα : Rd×R0 7→
R
d such that piα(x, dy) =
∫
R0
1dy
(
lα(x, z)
)dz
z2
, x ∈ Rd. Given Xt satisfying (2.1), let
p′(dz, dt) be an independent Poisson point measure on R0× [0, T ] with a compensator
dz
z2
dt, the weak Euler approximation for t ∈ [0, T ] is then defined by
Yt = X0 +
∫ t
0
aα(Yτis )ds+
∫ t
0
bα(Yτis )dWs
+
∫ t
0
∫
Rd
0
lα(Yτis , z)
[(
1− χ˜α
(
lα(Yτis , z)
))
p′(dz, ds) + χ˜α
(
lα(Yτis , z)
)(
p′(dz, ds)−
dz
z2
ds
)]
,
where χ˜α(lα(Yτis , z)) = 1{α∈[1,2]}1{|lα(Yτis ,z)|≤1}
.
The result on rate of convergence is stated in Theorem 2.3, followed by the main
assumptions A1 and A2. If without being explicitly specified, C = C(·, . . . , ·) denotes
possibly different constants depending only on the corresponding arguments and the
following notations are used.
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Denote H = [0, T ] × Rd and N = {0, 1, 2, . . .}. For x, y ∈ Rd, write (x, y) =∑d
i=1 xiyi, |x| =
√
(x, x) and |B| =
∑d
i=1 |B
ii|, B ∈ Rd×d.
For (t, x) ∈ H, multiindex γ ∈ Nd, and i, j = 1, . . . , d, denote
∂tu(t, x) =
∂
∂t
u(t, x), ∂γxu(t, x) =
∂|γ|
∂γ1x1 . . . ∂γdxd
u(t, x),
∂iu(t, x) =
∂
∂xi
u(t, x), ∂2iju(t, x) =
∂2
∂xixj
u(t, x),
∂xu(t, x) = ∇u(t, x) =
(
∂1u(t, x), . . . , ∂du(t, x)
)
,
∂2u(t, x) = ∆u(t, x) =
d∑
i=1
∂2iiu(t, x),
∂αv(x) = F−1[|ξ|αFv(ξ)](x), α ∈ (0, 2),
where F is the Fourier transform with respect to x ∈ Rd and F−1 is the inverse
Fourier transform: Fv(ξ) =
∫
Rd
e−i(ξ,x)u(x)dx andF−1v(x) =
1
(2pi)d
∫
Rd
ei(ξ,x)v(ξ)dξ.
C∞b (H) is the set of functions u on H such that u(t, x), ∀t ∈ [0, T ] is infinitely
differentiable in x and sup(t,x)∈H |∂
γ
xu(t, x)| < ∞, ∀γ ∈ N
d. C∞0 (G) is the set of
infinitely differentiable functions on an open set G ⊆ Rd with compact support.
For β = [β]− + {β}+ > 0, where [β]− ∈ N and {β}+ ∈ (0, 1], Cβ(H) denotes the
space of measurable functions u on H such that the norm
|u|β =
∑
|γ|≤[β]−
sup
t,x
|∂γxu(t, x)|+ 1{{β}+<1} sup
|γ|=[β]−,
t,x,h 6=0
|∂γxu(t, x+ h)− ∂
γ
xu(t, x)|
|h|{β}+
+1{{β}+=1} sup
|γ|=[β]−,
t,x,h 6=0
|∂γxu(t, x+ h)− 2∂
γ
xu(t, x) + ∂
γ
xu(t, x− h)|
|h|{β}+
is finite. Accordingly, Cβ(Rd) denotes the corresponding space of functions on Rd.
The classes Cβ are Ho¨lder-Zygmund spaces and coincide with Ho¨lder spaces if β /∈
N [45].
Assume that mα(x, y) and its partial derivatives ∂γym
α(x, y), |γ| ≤ d0 = [
d
2 ] + 1
are continuous in (x, y), mα(x, y) is homogeneous in y with index zero, mα ≡ 0 for
α = 2, and ∫
Sd−1
ymα(·, y)µd−1(dy) = 0 for α = 1,
where Sd−1 is the unit sphere in Rd and µd−1 is the Lebesgue measure.
Theorem 2.3. Let α ∈ (0, 2], β > 0, β 6= α, β /∈ N, and Y = {Yt}t∈(0,T ] be the
weak Euler approximation of the stochastic process X = {Xt}t∈(0,T ] defined by (2.1).
Assume A1 and A2 hold. Then there exists a constant C such that,
|E[g(YT )]− E[g(XT )]| ≤ C|g|α+βδ
κ(α,β), ∀g ∈ Cα+β(Rd), (2.7)
where
κ(α, β) =
{
β
α
, β < α,
1, β > α.
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A1 There exists a constant µ > 0 such that for all x ∈ Rd and |ξ| = 1,∫
Sd−1
|(y, ξ)|αmα(x, y)dy ≥ µ, α ∈ (0, 2),(
B(x)ξ, ξ
)
≥ µ, α = 2,
(2.8)
where B(x) = b(x)∗b(x), x ∈ Rd and
lim
δ↓0
sup
x∈Rd
∫
|y|≤δ
|y|αρα(x, y)να(dy) = 0; (2.9)
A2 For β = [β] + {β} > 0 with [β] ∈ N and {β} ∈ (0, 1),
Mαβ +N
α
β <∞,
where
Mαβ = 1{α=1}|a|β + 1{α=2}|B|β + 1{α∈(0,2)} sup
|γ|≤d0,
|y|=1
|∂γym
α(·, y)|β (2.10)
and
Nαβ = 1{α∈(1,2]}|a|β + sup
|γ|=[β],x
∫
Rd
0
(
|y|α ∧ 1
)[∣∣ρα(x, y)∣∣+ ∣∣∂γxρα(x, y)∣∣]να(dy)
+ sup
|γ|=[β],
h 6=0
1
|h|β−[β]
∫
Rd
0
(
|y|α ∧ 1
)∣∣∂γxρα(x+ h, y)− ∂γxρα(x, y)∣∣να(dy).
Remark 2.4. Assumptions A1 and A2 guarantee that the solution to the back-
ward Kolmogorov equation associated with Xt is (α + β)-Ho¨lder. They are in direct
correspondence to the standard classical assumptions when the operator is differential.
The regularity of the solution determines the rate of convergence of the weak Euler
approximation.
Remark 2.5. Since g(XT ) is the value of the solution to the backward Kol-
mogorov equation (3.3), a parabolic integro-differential equation of order α ∈ (0, 2],
the estimate provides the rate of convergence of a probabilistic approximation E[g(YT )]
to E[g(XT )].
Remark 2.6. Condition (2.8) holds with a constant µ > 0 if, for example, there
is a Borel set Γ ⊆ Sd−1 such that µd−1(Γ) > 0 and inf
x∈Rd,y∈Γ
mα(x, y) > 0.
Condition (2.9) is satisfied if there is a measurable function ρα(y) such that
ρα(x, y) ≤ ρα(y) and
∫
Rd
0
(|y|α ∧ 1)ρα(y)να(dy) <∞.
Assumption A2 holds for β /∈ N if and only if
1{α∈[1,2]}|a|β + 1{α=2}|B|β <∞,
and there exists a constant C such that for all multiindices |γ| ≤ [β], |γ′| ≤ [d2 ] + 1
and x ∈ Rd,
∫
Rd
0
(
|y|α ∧ 1
)∣∣∂γxρα(x, y)∣∣να(dy) + |∂γx∂γ′y mα(x, y)| ≤ C, and for all
x, x˜ ∈ Rd, y ∈ Sd−1, and multiindices |γ| = [β], |γ′| ≤ [d2 ] + 1,
|∂γx∂
γ′
y m
α(x, y)− ∂γx∂
γ′
y m
α(x˜, y)| ≤ C|x− x˜|β−[β],∫
R
d
0
(
|y|α ∧ 1
)∣∣∂γxρα(x, y)− ∂γxρα(x˜, y)∣∣να(dy) ≤ C|x− x˜|β−[β].
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The very last inequality holds if, for example, for all x, x˜ ∈ Rd, y ∈ Rd0,
∣∣∂γxρα(x, y)− ∂γxρα(x˜, y)∣∣ ≤ C|x− x˜|β−[β] and
∫
Rd
0
(|y|α ∧ 1)να(dy) <∞.
Remark 2.7. For the process defined by (2.4), assumptions A1 and A2 are
satisfied if c is nondegenerate with infx det |c(x)| > 0 and c
ij ∈ Cβ(Rd), |li|α
i
∈
Cβ(Rd), i, j = 1, . . . , d.
Applying Theorem 2.3 to (2.4) results in Corollary 2.8.
Corollary 2.8. Let X = {Xt}t∈[0,T ] satisfy (2.4) and Y = {Yt}t∈[0,T ] defined
by
Yt = X0 + 1{α∈(1,2]}
∫ t
0
aα(Yτis )ds+
∫ t
0
c(Yτis )dSs +
∫ t
0
diag
(
l(Yτis )
)
dLs
be the weak Euler approximation. Then (2.7) holds.
Proof. By applying Theorem 14.80 in [16] and changing the variable of integration,
for any f ∈ C∞0 (R
d
0), the compensator of
∫ t
0
∫
f(y)pα(dy, ds) =
∫ t
0
∫
f
(
c(Xs−)y
)
p0(dy, ds)+
d∑
i=1
∫ t
0
∫
f
(
li(Xs−)yiei
)
pLi(dyi, ds)
is
∫ t
0
∫
f
(
c(Xs−)y
) dy
|y|d+α
ds+
d∑
i=1
∫ t
0
∫
f
(
li(Xs−)yiei
) dyi
|yi|1+αi
ds
or
∫ t
0
∫
f(y)mα(Xs, y)
dy
|y|d+α
ds+
∫ t
0
∫
f(y)ρα(Xs, y)ν
α(dy)ds.
Thus,
qα(dy, dt) = pα(dy, dt)−mα(Xt, y)
dy
|y|d+α
− ρα(Xt, y)ν
α(dy)
is a martingale measure with mα, ρα, and να being as defined in (2.5). Clearly, (2.1)
holds for α ∈ (0, 1). Since mα(x, y) and ρα(x, y) are symmetric in y, then
Xt = X0 +
∫ t
0
∫
|y|>1
ypα(dy, ds) +
∫ t
0
∫
|y|≤1
yqα(ds, dy), α ∈ [1, 2).
Hence, the statement follows by Theorem 2.3.
Remark 2.9. Under the assumption of Example 2.1 with α = 2, it was derived
that the convergence rate of a diffusion process is of the order 13−β < κ(2, β) =
β
2 for
β ∈ (1, 2) [25]. Corollary 2.8 improves the rate of convergence.
3. Proof. The rate of convergence is estimated by solving the associated back-
ward Kolmogorov equation, whose operators are defined as follows.
7
For u ∈ Cα+β(H) and z ∈ Rd, denote
Aαz u(t, x) = 1{α=1}
(
a(z),∇xu(t, x)
)
+
1
2
1{α=2}
d∑
i,j=1
Bij(z)∂2iju(t, x)
+
∫
Rd
0
[
u(t, x+ y)− u(t, x)− χα(y)
(
∇xu(t, x), y
)]
mα(z, y)
dy
|y|d+α
,
Aαu(t, x) = Aαxu(t, x) = A
α
z u(t, x)|z=x,
(3.1)
where χα(y) = 1{α=1}1{|y|≤1} + 1{α∈(1,2)}, and
Bαz u(t, x) = 1{α∈(1,2]}
(
a(z) +
∫
|y|>1
ymα(z, y)
dy
|y|d+α
,∇xu(t, x)
)
+
∫
Rd
0
[
u(t, x+ y)− u(t, x)− 1{α∈(1,2]}1{|y|≤1}
(
∇xu(t, x), y
)]
ρα(z, y)να(dy),
Bαu(t, x) = Bαxu(t, x) = B
α
z u(t, x)|z=x.
(3.2)
The operator Lα = Aα + Bα is the generator of Xt defined in (2.1). A
α is the
principal part and Bα is the lower-order or subordinated part.
Remark 3.1. If a = 0, (Bij) = I, and mα = 1, then Aα is the generator of a
standard spherically-symmetric α-stable process as defined in (2.2).
Remark 3.2. Under assumptions A1 and A2, there exists a unique weak solution
to (2.1) and the stochastic process
u(Xt)−
∫ t
0
(Aα + Bα)u(Xs)ds, ∀u ∈ C
α+β(Rd), ∀β > 0
is a martingale [26].
If v(t, x), (t, x) ∈ H satisfies the backward Kolmogorov equation
(
∂t +A
α
x + B
α
x
)
v(t, x) = 0, 0 ≤ t ≤ T,
v(T, x) = g(x),
(3.3)
then by Itoˆ’s formula,
E[g(YT )]− E[g(XT )] = E[v(T, YT )− v(0, Y0)] = E
[ ∫ T
0
(∂t + L
α
Yτis
)v(s, Ys)ds
]
.
The regularity of v determines a one-step estimate, a key step in estimating the
rate of convergence. For β ∈ (0, 1), the results on Kolmogorov equations in Ho¨lder
classes have been proved [27, 28]. They can be extended to the case β > 1 in a
standard analytic way. Due to the lack of regularity, probabilistic techniques such as
stochastic flows cannot be applied. Instead, Fourier multipliers are used to estimate
precisely the principal part of the operator in Ho¨lder spaces, as shown in Lemma 3.7
and Corollary 3.8. This also provides an alternative way to approach problems of the
same kind.
3.1. Backward Kolmogorov Equation. In Ho¨lder-Zygmund spaces, consider
the backward Kolmogorov equation associated with Xt:
(
∂t +A
α
x + B
α
x
)
v(t, x) = f(t, x),
v(T, x) = 0.
(3.4)
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The regularity of its solution is essential for the one-step estimate, which determines
the rate of convergence.
For β ∈ (0, 1) and f ∈ Cβ(H), it has been shown that there exists a unique
solution v ∈ Cα+β(H) to (3.4) and |v|α+β ≤ C|f |β [28]. To extend the result to the
case β > 1, a standard induction method is applied, with steps including considering
the differences defining the derivatives, interpreting them as solutions to (3.4), using
uniform estimates, and passing to the limit. The result is stated in Theorem 3.3.
Theorem 3.3. Let α ∈ (0, 2], β > 0, β 6= α, β /∈ N, and f ∈ Cβ(H). Assume A1
and A2 hold. Then there exist a unique solution v ∈ Cα+β(H) to (3.4) and a constant
C independent of f such that |u|α+β ≤ C|f |β.
An immediate consequence of Theorem 3.3 is the following statement.
Corollary 3.4. Let α ∈ (0, 2] and β > 0, β 6= α, β /∈ N. Assume A1 and
A2 hold. Then for f ∈ Cβ(H) and g ∈ Cα+β(Rd), there exist a unique solution
v ∈ Cα+β(H) to the Cauchy problem(
∂t +A
α
x + B
α
x
)
v(t, x) = f(t, x),
v(T, x) = g(x)
(3.5)
and a constant C independent of f and g such that |v|α+β ≤ C(|f |β + |g|α+β).
To prove Theorem 3.3 and Corollary 3.4, the Ho¨lder-norm estimates of Aαf and
Bαf are first derived for f ∈ Cα+β(Rd), β > 0. An auxiliary lemma about uniform
convergence of Ho¨lder-continuous functions is proved as well.
3.1.1. Estimate of Principal Operator. Let α ∈ (0, 2] and β > 0. For z ∈ Rd
and f ∈ Cα+β(Rd), the principal part of the generator is
Aαz f(x) = F
−1[ψα(z, ξ)Ff(ξ)](x), x ∈ Rd, (3.6)
where
ψα(z, ξ) = −K
∫
Sd−1
|(y, ξ)|α
[
1− i
(
1{α6=1} tan
αpi
2
sgn(y, ξ)
−
2
pi
1{α=1}sgn(y, ξ) ln |(y, ξ)|
)]
mα(z, y)µd−1(dy)
−i1{α=1}
(
a(z), ξ
)
−
1
2
1{α=2}
(
B(z)ξ, ξ
)
, z, ξ ∈ Rd
(3.7)
and K = K(α) is a constant depending on α [19, 27]. By Theorem 2.3.1 in [35], for a
fixed z ∈ Rd, exp
{
tψα(z, ξ)
}
is the characteristic function of a stable process, whose
generator Aαz has the property that for α ∈ (0, 2),∫ [
f(x+ y)− f(x)− χα(y)
(
∇f(x), y
)] dy
|y|d+α
= C(α, d)∂αf
= C(α, d)F−1[|ξ|αFf(ξ)],
(3.8)
where χα(y) = 1{α=1}1{|y|≤1} + 1{α∈(1,2)} and C(α, d) is a constant.
For the derivation of the estimate related to Aα, Fourier multipliers in Cα+β(Rd)
is used [44]. For β > 0, the Ho¨lder-Zygmund space Cβ(Rd) coincides with the Besov
space Bβ∞∞ and the theory of multipliers in the latter can be applied, by considering
the equivalent norms in Cβ(Rd).
Let φ ∈ C∞0 (R
d) be a nonnegative function such that suppφ = {ξ : 12 ≤ |ξ| ≤ 2}
and
∞∑
j=−∞
φ(2−jξ) = 1, ∀ξ 6= 0. Define ϕk ∈ S(R
d), k = 0,±1, . . . by
Fϕk = φ(2
−kξ) (3.9)
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and ψ ∈ S(Rd) by
Fψ = 1−
∑
k≥1
Fϕk(ξ), (3.10)
where S(Rd) is the Schwartz space of rapidly-decaying smooth functions on Rd [6].
Lemma 3.5. For α ∈ (0, 2], β > 0, and γ = α+ β, it holds that
(i) |u|β ∼ sup
x
|ψ ∗ u(x)| + sup
k≥1
2βk sup
x
|ϕk ∗ u(x)|;
(ii) |u|α,β = |u|0 + |∂
αu|β ∼ |u− ∂
αu|β ∼ |u|γ.
Lemma 3.5 can be proved by first defining a family of operators Js : S ′(Rd) →
S ′(Rd),
Jsu = F−1
(
(1 + | · |2)
s
2 Fu
)
and Isu = F−1
(
(1 + | · |s)Fu
)
, s > 0,
where S ′(Rd) is the Schwartz space of generalized functions. By Theorem 2.3.8 in
[44], Js : Cβ+s(Rd)→ Cβ(Rd), β > 0 is an isomorphism. By Proposition 2 of Section
V.3.1 and Lemma 2 of Section V.3.2 in [38],
F
−1
[ 1 + |ξ|s
(1 + |ξ|2)
s
2
Fu
]
and F−1
[(1 + |ξ|2) s2
1 + |ξ|s
Fu
]
, s > 0
map L∞(R
d) onto L∞(R
d). This implies that Is : Cβ+s(Rd)→ Cβ(Rd), s > 0, β > 0
is an isomorphism as well. The results then follows.
For the estimates of Ho¨lder differences, the following Lemma 3.6 from 2.6.1 in
[44] will be called.
Lemma 3.6. Let β > 0, h ∈ Cd0(Rd) for d0 =
[
d
2
]
+1, and K0 be a constant such
that |∂γh(ξ)| ≤ K0(1 + |ξ|)
−|γ| for any ξ ∈ Rd and every multiindex γ with |γ| ≤ d0.
Then there exists a constant C such that
|F−1(hFf)|β ≤ CK0|f |β, ∀f ∈ C
β(Rd).
For a solution u ∈ Cα+β(H) to (3.4) with β > 1, it is necessary to consider Aα
whose coefficients are differentiated. This requires estimating Aα with coefficients not
satisfying A1. Let a¯ = (a¯i)1≤i≤d = a¯(x), b¯ = (b¯
ij)1≤i,j≤d = b¯(x), m¯
α = m¯α(x, y),
and ρ¯α = ρ¯α(x, y), x ∈ Rd, y ∈ Rd0 be measurable functions such that m¯
α(x, y) and
its partial derivatives ∂γy m¯
α(x, y), |γ| ≤
[
d
2
]
+ 1 are continuous in (x, y), m¯α(x, y) is
homogeneous in y with index zero, and∫
Sd−1
ym¯α(·, y)µd−1(dy) = 0 for α = 1.
Define M¯αβ , β > 0, A¯
α, and ψ¯α by (2.10), (3.1), and (3.7), respectively, with a,
b, and mα replaced by a¯, b¯, and m¯α, respectively. Apparently, for A¯α, the equality
(3.6) holds with ψ¯α.
Let φ¯(z, ξ) = ψ¯α(z, ξ)(1 + |ξ|α)−1, z, ξ ∈ Rd. By Remark 10 in [28], for every
multiindex γ with |γ| ≤ d0 =
[
d
2
]
+ 1, it holds that,
∣∣∂γξ φ¯(·, ξ)∣∣β ≤ CM¯αβ |ξ|−|γ|,
∣∣∂γξ φ¯(·, ξ)∣∣ ≤ CM¯α|ξ|−|γ|, ∀β > 0, ∀ξ ∈ Rd, (3.11)
where
M¯α = sup
x
[
1{α=1}|a¯(x)| + 1{α=2}|b¯(x)|+ 1{α∈(0,2)} sup
|γ|≤d0,|y|=1
|∂γy m¯
α(x, y)|
]
.
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Denote Φ¯f(z, x) = F−1ξ
[
φ¯(z, ξ)Ff(ξ)
]
(x) and Φ˜f(x) = Φ¯f(x, x), z, x ∈ Rd. The
estimates for Aα are derived from Lemma 3.7.
Lemma 3.7. Let β > 0 and β¯ ∈ (0, β]. Assume M¯αβ < ∞. Then there exists a
constant C such that for all f ∈ Cβ(Rd),
|Φ¯f(z, ·)|β ≤ CM¯
α|f |β, z ∈ R
d,
|Φ¯f(·, x)|β ≤ CM¯
α
β |f |β¯, x ∈ R
d,
|Φ˜f |β ≤ C
(
M¯α|f |β + M¯
α
β |f |β¯
)
.
Proof. Let ζ1 ∈ C
∞
0 (R
d) and ζ2 = 1− ζ1 with ζ1 ∈ [0, 1] and ζ1(x) = 1 if |x| ≤ 1.
Then Φ¯f(z, x) = Φ¯1f(z, x)+Φ¯2f(z, x), where Φ¯kf(z, x) = F
−1
[
φ¯(z, ξ)ζk(ξ)Ff(ξ)
]
(x), k =
1, 2.
Clearly, Φ¯kf(z, x) = ηk(z, x) ∗ f˜ , with
f˜ = F−1
[
(1 + |ξ|α)−1Ff
]
and ηk(z, x) = F
−1
[
ψ¯α(z, ξ)ζk(ξ)
]
(x).
Let u˜ = F−1ζ1, then u˜ ∈ S(R
d) and
η1(z, x) = F
−1
[
ψ¯α(z, ξ)ζ1(ξ)
]
(x)
= F−1
[
ψ¯α(z, ξ)F u˜(ξ)
]
(x)
= 1{α=1}
(
a¯(z),∇u˜(x)
)
+
1
2
1{α=2}
d∑
i,j=1
B¯ij(z)∂2ij u˜(x)
+
∫ [
u˜(x+ y)− u˜(x) − χα(y)
(
∇xu˜(x), y
)]
m¯α(z, y)
dy
|y|d+α
.
Thus,
∫
|η1(·, x)|βdx ≤ CM¯
α
β and
∫
|η1(z, x)|dx ≤ CM¯
α.
By Lemma 3.5, |f˜ |α+β ≤ C|f |β <∞. Then for any x, z ∈ R
d, β¯ ≤ α+ β,
∣∣ ∫ η1(·, y)f˜(x − y)dy∣∣β ≤ |f˜ |∞
∫
|η1(·, y)|βdy ≤ CM¯
α
β |f |β¯,
∣∣ ∫ η1(z, y)f˜(· − y)dy∣∣β ≤ |f˜ |β
∫
|η1(z, y)|dy ≤ CM¯
α|f |β.
Hence,
|Φ¯1f(·, x)|β ≤ CM¯
α
β |f |β¯ and |Φ¯1f(z, ·)|β ≤ CM¯
α|f |β.
Lemma 3.6 and (3.11) imply that for any β¯ ∈ (0, β],
|Φ¯2f(·, x)|β ≤ CM¯
α
β |f |β¯ and |Φ¯2f(z, ·)|β ≤ CM¯
α|f |β.
For any multiindex |γ| ≤ [β]−,
∂γ [Φ˜kf(x, x)] =
∑
µ+ν=γ
∂µx∂
ν
z Φ˜kf(z, x)|z=x =
∑
µ+ν=γ
∂νz Φ˜k(∂
µf)(z, x)|z=x, k = 1, 2.
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It then follows that |Φ˜kf |β ≤ C(M¯
α|f |β + M¯
α
β |f |β¯)|f |β, k = 1, 2, where Φ˜kf(x) =
Φ˜kf(x, x), ∀x ∈ R
d.
Corollary 3.8. Let α ∈ (0, 2], β > 0, β¯ ∈ (0, β], and M¯αβ < ∞. Assume
f ∈ Cα+β(Rd). Then there exists a constant C such that
|A¯α· f(x)|β ≤ CM¯
α
β |f |α+β¯ , x ∈ R
d,
|A¯αz f(·)|β ≤ CM¯
α|f |α+β , z ∈ R
d,
|A¯αf |β ≤ C(M¯
α
β |f |α+β + M¯
α|f |α+β).
Proof. Let f˜ = F−1[(1 + |ξ|α)Ff ]. Then by Lemma 3.5, f˜ ∈ Cβ(Rd), |f˜ |β ≤
C|f |α+β , and A¯
α
z f(x) = F
−1[ψ¯α(z, ξ)(1+ |ξ|α)−1F f˜ ] = F−1[φ¯(z, ξ)F f˜ ]. The state-
ment follows by Lemma 3.7.
3.1.2. Estimate of Lower-Order Operator. As in the case of Aα, it is nec-
essary to consider Bα whose coefficients are differentiated. Let a¯ = (a¯i)1≤i≤d = a¯(x)
and ρ¯α = ρ¯α(x, y), x ∈ Rd, y ∈ Rd0 be measurable functions. Define N¯
α
β and B¯
α by
(2.11) and (3.2), respectively, with a and ρα being replaced by a¯ and ρ¯α.
Lemma 3.9, the result of which is stated in Lemma 2.1 in [19], will be called for
the estimate of Bα.
Lemma 3.9. Let δ ∈ (0, 1) and u ∈ C∞0 (R
d). Denote
k(δ)(y, z) = |z + y|−d+δ − |z|−d+δ.
Then there exist constants C and K = K(δ, d) such that∫
|k(δ)(y, z)|dz ≤ C|y|δ, ∀y ∈ Rd
and
u(x+ y)− u(x) = K
∫
k(δ)(y, z)∂δu(x− z)dz.
Denote N¯α = 1{α∈(1,2]} sup
x
|a¯(x)|β + sup
x∈Rd
∫
Rd
0
(
|y|α ∧ 1
)∣∣ρ¯α(x, y)∣∣να(dy).
Lemma 3.10. Let β > 0, β¯ ∈ (0, β], and N¯αβ <∞. Then there exists a constant
C such that for all f ∈ Cα+β(Rd),
|B¯αz f(·)|β ≤ CN¯
α|f |α+β, z ∈ R
d,
|B¯α· f(x)|β ≤ CN¯
α
β |f |α+β¯, x ∈ R
d,
|B¯αf |β ≤ CN¯
α
β |f |α+β.
Proof. Rewrite B¯αz f(x) = B¯
α,1
z f(x) + B¯
α,2
z f(x), where
B¯α,1z f(x) =
∫
|y|>1
[f(x+ y)− f(x)]ρ¯α(z, y)να(dy) + 1{α∈(1,2]}
(
a¯(z),∇f(x)
)
,
B¯α,2z f(x) = 1{α∈(0,1]}
∫
|y|≤1
[f(x+ y)− f(x)]ρ¯α(z, y)να(dy)
+1{α∈(1,2]}
∫
|y|≤1
∫ 1
0
(
∇f(x+ sy)−∇f(x), y
)
ρ¯α(z, y)dsνα(dy).
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By Lemma 3.9,
B¯α,2z f(x) = 1{α∈(0,1)}K
∫
|y|≤1
∫
k(α)(y, y˜)∂αf(x− y˜)dy˜ρ¯α(z, y)να(dy)
+1{α=1}
∫
|y|≤1
(
∇f(x+ sy), y
)
ρ¯α(z, y)να(dy)
+1{α∈(1,2)}K
∫
|y|≤1
∫ 1
0
( ∫
k(α−1)(sy, y˜)∂α−1∇f(x− y˜)dy˜, y
)
× ρ¯α(z, y)dsνα(dy)
+1{α=2}
d∑
i,j=1
∫
|y|≤1
∫ 1
0
(1− s)∂2ijf(x+ sy)yiyjdsρ¯
2(z, y)ν2(dy).
For α > 1, by Lemma 3.5,
|∂α−1∇f |β ≤ |(1− ∂
α−1)∇f |β + |∇f |β ≤ C(|∇f |α+β−1 + |∇f |β) ≤ C|f |α+β , ∀β > 0.
The first two inequalities then follow. For example, if α ∈ (1, 2), β /∈ N,
∣∣ ∫
|y|≤1
∫ 1
0
( ∫
k(α−1)(sy, y˜)∂α−1∇f(x− y˜)dy˜, y
)
ρ¯α(·, y)dsνα(dy)
∣∣
β
≤ C sup
x
|∂α−1∇f(x)| sup
|γ|≤[β],
z,h 6=0
∫
|y|≤1
|y|α
[
|∂γ ρ¯α(z, y)|+
|∂γ ρ¯α(z + h, y)| − |∂γ ρ¯α(z, y)|
|h|β−[β]
]
να(dy),
and
∣∣ ∫
|y|≤1
∫ 1
0
( ∫
k(α−1)(sy, y˜)∂α−1∇f(· − y˜)dy˜, y
)
ρ¯α(z, y)dsνα(dy)
∣∣
β
≤ C|∂α−1∇f |β
∫
|y|≤1
|y|α|ρ¯α(z, y)|να(dy).
Also, for |γ| ≤ [β]−, ∂γ(B¯αf) =
∑
κ+µ=γ
∂κz B¯
α,k
z (∂
µf)(x)|z=x, k = 1, 2. The third
inequality follows as well.
3.1.3. Uniform Convergence of Ho¨lder-Continuous Functions. The re-
sult of Lemma 3.11 will be applied in the proof of Theorem 3.3 by induction and
passing to the limit.
Lemma 3.11. Assume un ∈ C
β(Rd), n ∈ N with supn |un|β < ∞ and un → u
uniformly on compact subsets. Then u ∈ Cβ, |u|β ≤ supn |un|β, and ∂
δ∂γun →
∂δ∂γu, |γ| ≤ [β]− uniformly on compact subsets as n→∞ for any δ ∈ [0, 1) such that
[β]− + δ < β.
Proof. Let ψ, ϕk be functions defined by (3.9) and (3.10), respectively. If un → u
uniformly on compact sets, then
|ψ ∗ u(x)| = lim
n
|ψ ∗ un(x)| ≤ sup
n
sup
y
|ψ ∗ un(y)|, ∀x ∈ R
d
and
2βk|ϕk ∗ u(x)| = 2
βk lim
n
|ϕk ∗ un(x)| ≤ sup
n
sup
k
2βk sup
y
|ϕk ∗ un(y)|, ∀x ∈ R
d.
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Hence by Lemma 3.5 (i), |u|β ≤ sup
n
|un|β <∞. By the Arzela`-Ascoli theorem, there
exist continuous functions vγ(x), x ∈ R
d, |γ| ≤ [β]− and a subsequence unk , whose
limit is continuously differentiable up to [β]−, such that ∂γunk → vγ uniformly on
compact subsets ofRd as k →∞. Then by Theorem 3.6.1 in [10], vγ = ∂
γv0. By (3.8),
for δ ∈ [0, 1) such that [β]− + δ < β and |µ| ≤ [β]−, ∂δ∂µun(x) = K
∫ [
∂µun(x +
y)− ∂µun(x)
] dy
|y|d+δ
. Passing to the limit yields that ∂δ∂µun → ∂
δ∂µu uniformly on
compact subsets as n→∞.
3.1.4. Solution to Kolmogorov Equation. Theorem 3.3 is proved by induc-
tion.
Proof. For α ∈ (0, 2] and β ∈ (0, 1), given f ∈ Cβ(H), there exists a unique
solution u ∈ Cα+β(H) to the Kolmogorov equation (3.4) and |u|α+β ≤ C|f |β [27].
Assume the result holds for β ∈
n−1⋃
l=0
(l, l+ 1), n ∈ N. Suppose that β ∈ (n, n+ 1)
and f ∈ Cβ . Let β¯ = β − 1. Then β¯ ∈ (n − 1, n), f ∈ C β¯(H) as well, and there
exists a unique solution v ∈ Cα+β¯(H), α ∈ (0, 2] to the Cauchy problem (3.4) and
|v|α+β¯ ≤ C|f |β¯ .
For h ∈ R and k = 1, . . . , d, denote
vhk (t, x) =
v(t, x+ hek)− v(t, x)
h
,
where {ek, k = 1, . . . , d} is the canonical basis in R
d. Let
Aα,k,hz v(t, x) =
1
h
(
Aαz+hek −A
α
z
)
v(t, x),
and
Bα,k,hz v(t, x) =
1
h
(
Bαz+hek − B
α
z
)
v(t, x).
Apparently,
(
∂t +A
α
x+hek + B
α
x+hek
)
v(t, x + hek) = f(t, x+ hek),
v(T, x+ hek) = 0, k = 1, . . . , d.
(3.12)
Subtracting (3.4) from (3.12) and dividing the difference by h yields
(
∂t +A
α
x + B
α
x
)
vhk (t, x) = f
h
k (t, x) −A
α,k,h
x v(t, x + hek)− B
α,k,h
x v(t, x + hek),
vhk (T, x) = 0, k = 1, . . . , d.
(3.13)
Since f ∈ Cβ(H) and
fhk (t, x) =
f(t, x+ hek)− f(t, x)
h
=
∫ 1
0
∂kf(t, x+ heks)ds, ∀h 6= 0,
then
|fhk |β¯ ≤ C|∇f |β−1 ≤ C|f |β, (3.14)
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where C is a constant independent of h. Since v ∈ Cα+β¯(H), then vhk ∈ C
α+β¯(H).
For x ∈ Rd, let
a¯h,k(x) =
1
h
(
a(x+ hek)− a(x)
)
=
∫ 1
0
∂ka(x+ heks)ds,
B¯ijh,k(x) =
∫ 1
0
∂kB
ij(x+ shek)ds,
m¯αh,k(x, y) =
∫ 1
0
∂km
α(x + heks, y)ds,
ρ¯αh,k(x, y) =
∫ 1
0
∂kρ
α(x + shek, y)ds, y ∈ R
d
0.
Then for (t, x) ∈ H,
Aα,k,hx v(t, x + hek)
=
1
h
(
Aαx+hek −A
α
x
)
v(t, x + hek)
= 1{α=1}
(
a¯h,k(x),∇v(t, x + hek)
)
+
1
2
1{α=2}
d∑
i,j=1
B¯ijh,k(x)∂
2
ijv(t, x+ hek)
+
∫ [
v(t, x+ hek + y)− v(t, x+ hek)− χ
α(y)
(
∇xv(t, x+ hek + y), y
)]
m¯αh,k(x, y)
dy
|y|d+α
and
Bα,k,hx v(t, x + hek) =
1
h
(
Bαx+hek − B
α
x
)
v(t, x+ hek)
= 1{α∈(1,2]}
(
a¯h,k(x),∇v(t, x + hek)
)
+
∫
|y|>1
∇1yv(t, x+ hek)ρ¯
α
h,k(x, y)ν
α(dy)
+1{α∈(1,2]}
∫
|y|≤1
∇2yv(t, x+ hek)ρ¯
α
h,k(x, y)ν
α(dy)
+1{α∈(0,1]}
∫
|y|≤1
∇1yv(t, x+ hek)ρ¯
α
h,k(x, y)ν
α(dy),
where
∇1yv(t, x) = v(t, x+ y)− v(t, x),
∇2yv(t, x) = v(t, x+ y)− v(t, x)−
(
∇v(t, x), y
)
.
By applying Corollary 3.8 with a¯ = a¯h,k, B¯ = B¯h,k, m¯
α = m¯αh,k, β = β¯ and by
the induction assumption, it follows that
|Aα,k,hv|β¯ ≤ CM
α
β |v|α+β¯ ≤ CM
α
β |f |β¯, k = 1, . . . , d,
with a constant C independent of h and f .
Applying Lemma 3.10 with a¯ = a¯h,k, ρ¯
α = ρ¯αh,k, β = β¯, f = v(t, ·+ hek) together
with the induction assumption yields
∣∣Bα,k,hv∣∣
β¯
≤ CNαβ |v|α+β¯ ≤ CN
α
β |f |β¯, k = 1, . . . , d, (3.15)
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where C is a constant independent of h and f .
Hence, fhk (t, x) − A
α,k,h
x v(t, x + hek) − B
α,k,h
x v(t, x + hek) ∈ C
β¯(H) and vhk ∈
Cα+β¯(H) satisfies (3.13). By the induction assumption and (3.14) - (3.15),
|vhk |α+β¯ ≤ C
∣∣fhk −Aα,k,hv − Bα,k,hv∣∣β¯ ≤ C|f |β , k = 1, . . . , d,
with C being independent of h and f . Also by Corollary 3.8 and Lemma 3.10,
|Bαvhk |β¯ ≤ C|v
h
k |α+β¯ ≤ C|f |β and |A
αvhk |β¯ ≤ C|v
h
k |α+β¯ ≤ C|f |β . (3.16)
Therefore by (3.13), for any (t, x) ∈ H,
vhk (t, x)− v
h
k (s, x) =
∫ t
s
[
fhk (r, x) −A
α,k,h
x v(r, x+ hek)− B
α,k,h
x v(r, x+ hek)
]
dr
−
∫ t
s
(
Aαx + B
α
x
)
vhk (r, x)dr, 0 ≤ s < t ≤ T, k = 1, . . . , d
and by (3.14) - (3.16),
|vhk (t, x)− v
h
k (s, x)| ≤
(∣∣fhk −Aα,k,hx v − Bα,k,hx v∣∣β¯ +
∣∣(Aαx + Bαx)vhk ∣∣β¯
)
|t− s|
≤ C|t− s|,
where C is a constant independent of h and k. Hence, vhk (t, x), k = 1, . . . , d are
equicontinuous in (t, x) and by the Arzela`-Ascoli theorem, for each hn → 0, there
exist a subsequence {hnj} and continuous functions vk(t, x), (t, x) ∈ H, k = 1, . . . , d,
such that v
hnj
k (t, x) → vk(t, x) uniformly on compact subsets of H as j → ∞. By
Lemma 3.11, vk ∈ C
α+β¯ and |vk|α+β¯ ≤ C|f |β , k = 1, . . . , d.
It then follows from passing to the limit in (3.13) and the dominated convergence
theorem that uk is the unique solution to
(
∂t +A
α
x + B
α
x
)
vk(t, x) = ∂kf(t, x)−
(
∂kA
α
x
)
v(t, x)−
(
∂kB
α
x
)
v(t, x),
vk(T, x) = 0, k = 1, . . . , d
and so vhnk (t, x)→ vk(t, x), ∀hn → 0. Hence,
vk(t, x) = lim
h→0
vhk (t, x) = lim
h→0
v(t, x+ hek)− v(t, x)
h
= ∂kv(t, x),
∂kv ∈ C
α+β¯(H), k = 1, . . . , d, and |∇v|α+β¯ ≤ C|f |β . Therefore, v ∈ C
α+β(H) and
the statement follows.
With Theorem 3.3, Corollary 3.4 follows straightforward and the proof is omitted
here.
Remark 3.12. If the assumptions of Corollary 3.4 hold and v ∈ Cα+β(H) is the
solution to (3.5), then ∂tv = f −A
α
xv − B
α
xv and by Corollary 3.8 and Lemma 3.10,
|∂tv|β ≤ C(|f |β + |g|α+β).
3.2. One-Step Estimate. To determine the rate of convergence of the Euler
approximation, a key step is to estimate the conditional expectation of each increment.
Lemma 3.13 provides such a one-step estimate.
Lemma 3.13. Let Y = {Yt}t∈(0,T ] be the weak Euler approximation with step size
δ ∈ (0, 1) of the stochastic process X = {Xt}t∈(0,T ] defined by (2.1). For α ∈ (0, 2]
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and β > 0, β 6= α, β /∈ N, assume A1 and A2 hold. Then there exists a constant C
such that for all f ∈ Cβ(Rd),
∣∣E[f(Ys)− f(Yτis )|Fτis ]∣∣ ≤ C|f |βδκ(α,β), ∀s ∈ [0, T ],
where is = i if τi ≤ s < τi+1 and κ(α, β) is as defined in Theorem 2.3.
The proof of Lemma 3.13 is based on applying Ito’s formula to f(Ys)−f(Yτis ), f ∈
Cβ(Rd) and using the estimates for Azf
ε and Bzf
ε, which are stated in Lemma 3.14
and Corollary 3.15, respectively. Here for ε ∈ (0, 1), f ε is the convolution defined by
f ε(x) =
∫
f(y)wε(x − y)dy =
∫
f(x− y)wε(y)dy, x ∈ Rd,
where wε(x) = ε−dw
(
x
ε
)
, given a nonnegative smooth function w ∈ C∞0 (R
d) with
support on {|x| ≤ 1} such that w(x) = w(|x|), x ∈ Rd and
∫
w(x)dx = 1.
Similar steps as those in [29] can be followed to prove Lemma 3.13, as well as
Lemma 3.14 and Corollary 3.15. The details are omitted here.
Lemma 3.14. Let α ∈ (0, 2), β < α, β 6= 1, ε ∈ (0, 1), and f ∈ Cβ(Rd). Then
(i) there exists a constant C such that
|f ε(x)− f(x)| ≤ C|f |βε
β , ∀x ∈ Rd;
(ii) there exists a constant C such that
|Aαz f
ε(x)| ≤ C|f |βε
−α+β, ∀z, x ∈ Rd
and in particular,
|∂αf ε(x)| ≤ C|f |βε
−α+β, ∀x ∈ Rd;
(iii) there exist constants Cs such that for k, l = 1, . . . , d,
|∂kf
ε(x)| ≤ C|f |βε
−1+β, ∀x ∈ Rd, if β < 1,
|f ε|1 ≤ C|f |1,
|∂2klf
ε(x)| ≤ C|f |βε
−2+β, ∀x ∈ Rd, if β < 2,
and for α ∈ (1, 2),
|f ε|α ≤ C|f |βε
−α+β, if β ∈ (0, 1],
|∂α−1∇f ε(x)| ≤ C|f |βε
−α+β, ∀x ∈ Rd, if β ∈ (1, α).
Corollary 3.15. Let ε ∈ (0, 1). Assume a(x) and
∫
Rd
0
(
|y|α ∧ 1
)
ρα(x, y)να(dy),
x ∈ Rd are bounded. Then there exists a constant C such that
|Bαz f
ε(x)| ≤ C|f |βε
−α+β, ∀z, x ∈ Rd, ∀f ∈ Cβ(Rd).
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3.3. Rate of Convergence. With results on the backward Kolmogorov equa-
tions and one-step estimates, the rate of convergence stated in Theorem 2.3 is proved
by applying Itoˆ’s formula. The idea is the same as that in [29]. The main steps are
provided here for reference.
Proof. Let v ∈ Cα+β(H) be the unique solution to (3.5) with f = 0. By Itoˆ’s
formula and Remark 3.2,
E[v(0, X0)] = E[v(T,XT )] = E[g(XT )].
By Corollaries 3.4 and 3.8, Lemma 3.10, and Remark 3.12, for s ∈ [0, T ],
|Aαz v(s, ·)|β + |B
α
z v(s, ·)|β ≤ C|v|α+β ≤ C|g|α+β ,
|∂tv(s, ·)|β ≤ C|g|α+β .
Then, by Itoˆ’s formula, Remark 3.2, and Corollary 3.4, it follows that
E[g(YT )]− E[g(XT )] = E[v(T, YT )]− E[v(0, X0)]
= E[v(T, YT )− v(0, Y0)]
= E
[ ∫ T
0
[∂tv(s, Ys) +A
α
Yτis
v(s, Ys) + B
α
Yτis
v(s, Ys)]ds
]
= E
[ ∫ T
0
{
[∂tv(s, Ys)− ∂tv(s, Yτis )]
+[AαYτis
v(s, Ys)−A
α
Yτis
v(s, Yτis )]
+[BαYτis
v(s, Ys)− B
α
Yτis
v(s, Yτis )]
}
ds
]
.
Hence, by Lemma 3.13, there exists a constant C independent of g such that
|E[g(YT )]− E[g(XT )]| ≤ C|g|α+βδ
κ(α,β).
The statement thus follows.
4. Conclusion. The paper studies the weak Euler approximation of Itoˆ diffusion
and jump processes. In particular, it investigates the dependence of convergence rate
on the regularity of the coefficients and driving processes, under the assumption of
Ho¨lder continuity. The rate of convergence is estimated by first solving the associated
backward Kolmogorov equation in Ho¨lder space and then applying Itoˆ’s formula. It
is proved that the rate of convergence is β
α
∧1, given that the coefficients are β-Ho¨lder
continuous and the principal part of the jump intensity measure has a nondegenerate
density with respect to the Le´vy measure of a spherically-symmetric α-stable process.
For the stochastic processes considered in this paper, a minor restriction on the
scale of regularity is that β 6= α and β /∈ N. A further step is to remove the restriction
and to derive the rate of convergence for the whole Ho¨lder-Zygmund scale.
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