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SISSEJUHATUS
Kui evolutsiooni ka¨igus tekib u¨hest liigist kaks uut, on uute liikide genoomid omavahel
sarnased. Selline uute liikide tekkimine ta¨hendab, et eellasliigi DNA-jadaga on toimunud
teisendusi, ta¨psemalt:
• mo˜ned jada elemendid on asendunud teistega (mutatsioonid),
• jada varasemate elementide vahele on sisestatud uusi elemente (sisestused),
• jadast on elemente kaduma la¨inud (kadumised).
Seega, mida la¨hemal on liigid evolutsioonipuus u¨ksteisele, seda sarnasemad on nende
genoomid.
To¨o¨ on jagatud kaheks peatu¨kiks.
Esimesene peatu¨kk on puhtteoreetiline. Siin konstrueeritakse mudel jada kahe ja¨rglasjada
moodustumiseks koos mutatsioonide ja kadumistega. Lisaks esitatakse mo˜ned teoreetili-
sed tulemused mudeli kohta.
Teine peatu¨kk keskendub simulatsioonidele. Siin tutvustatakse u¨ht lihtsamat pikima
u¨hisjada pikkusel po˜hinevat jadade sarnasusmo˜o˜tu ning uuritakse, kuidas esimeses peatu¨kis
konstrueeritud ja¨rglasjadade sarnasus so˜ltub nende vahelisest so˜ltuvusma¨a¨rast.
To¨o¨s esitatud to˜estuska¨igud on autor kas ise leidnud vo˜i leidnud etteantud skeemi vo˜i
idee po˜hjal.
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1. MUDEL
1.1 Mutatsioonid
Olgu A lo˜plik ta¨hestik.
Definitsioon 1.1. Olgu
f : A× R→ A.
ja olgu ξ juhuslik suurus mingist fikseeritud jaotusest. Mutatsiooniks nimetame sellist
juhuslikku funktsiooni
F : A → A,
et iga a ∈ A korral
F (a) := f(a, ξ).
Sellise juhusliku funktsiooni F jaotuse ma¨a¨rab u¨leminekumaatriks
Q : Q(a, b) = P (F (a) = b), a, b ∈ A,
st Q(a, b) on to˜ena¨osus, et ta¨ht a muutub ta¨heks b (Q(a, b) on maatriksi Q element ta¨hele
a vastavast reast ning ta¨hele b vastavast veerust). Kui Q on u¨hikmaatriks, siis iga ta¨ht
ja¨a¨b iseendaks.
Definitsioon 1.2. Juhuslikku jada (st juhuslike suuruste jada) nimetatakse iid (ingl k
independent and identically distributed) jadaks, kui ko˜ik selle liikmed on sama jaotusega
ja so˜ltumatud.
Olgu ξ1, ξ2, ... so˜ltumatud ja sama jaotusega (iid) juhuslikud suurused. Defineerime mu-
tatsioonid F1, F2, ... ja¨rgmiselt: Fi(a) := f(a, ξi) iga a ∈ A korral. Ko˜ik mutatsioonid
F1, F2, ... on siis sama u¨leminekumaatriksiga.
Olgu a1, a2, ... etteantud ta¨hed. Paarid (a1, ξ1), (a2, ξ2), ... on so˜ltumatud, kuid pole u¨ldjuhul
sama jaotusega. Seega juhuslikud suurused
F1(a1), F2(a2), ... = f(a1, ξ1), f(a2, ξ2), ...
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on so˜ltumatud, kuid ei pruugi olla samast jaotusest.
Olgu Z1, Z2, ... iid juhuslikud suurused ta¨hestikul A, mis on so˜ltumatud juhuslikest suu-
rustest ξ1, ξ2, ... Rakendades selle jada juhuslikele suurustele mutatsioone F1, F2, ..., saame
muteerunud juhuslikud suurused F1(Z1), F2(Z2), ...
Omadus 1.1. F1(Z1), F2(Z2), ... on iid.
To˜estus. Kuna Z1, Z2, ... on samast jaotusest, ξ1, ξ2, ... on samast jaotusest ning Z1, Z2, ..., ξ1, ξ2, ...
on so˜ltumatud, siis paarid (Z1, ξ1), (Z2, ξ2), ... on so˜ltumatud ja sama jaotusega. Seega ju-
huslikud suurused
F1(Z1), F2(Z2), ... = f(Z1, ξ1), f(Z2, ξ2), ...
on so˜ltumatud ja samast jaotusest. 
Milline peab olema u¨leminekumaatriks Q, et Fi(Zi) oleks samast jaotusest kui Zi? U¨he
vo˜imalusena vo˜ib Q olla u¨hikmaatriks. Vaatleme veel u¨hte vo˜imalust. Olgu ta¨hestikuks
A = {z1, ..., zn}. Kasutame lu¨hendatud kirjaviisi:
{Zi = zj} = {zj} ∀ j ∈ {1, ..., n}.
Olgu
Q =

z1 z2 ... zn
z1 P (z1) P (z2) ... P (zn)
z2 P (z1) P (z2) ... P (zn)
...
...
...
. . .
...
zn P (z1) P (z2) ... P (zn)
.
Siis
P (Fi(Zi) = zj) = P (z1)P (zj) + ...+ P (zn)P (zj) = P (zj) · 1
ehk Fi(Zi) on samast jaotusest kui Zi.
1.2 Kadumised
Jadast F1(Z1), F2(Z2), ... saadakse peale osade ta¨htede kustutamist jada X1, X2, .... Kus-
tutamine toimub jaotusega Be(p) iid juhuslike suuruste Dx1 , D
x
2 , ... abil – kui D
x
i = 1,
siis Fi(Zi) ja¨a¨b alles, vastasel juhul kaob. Kogu ja¨rgneva to¨o¨ jooksul eeldame, et p > 0,
vastasel korral ei ja¨a¨ kadumiste tagaja¨rjel alles u¨htegi ta¨hte.
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Olgu alles ja¨a¨nud juhuslikust suurusest Fk(Zk) jadas eespool pool kaduma la¨inud s (0 ≤
s ≤ k − 1) juhuslikku suurust, st Xk−s = Fk(Zk). Samava¨a¨rselt vo˜ime kirjutada, et
k∑
j=1
Dxj = k − s ja Dxk = 1.
Vo˜tame i = k − s. Seega
Xi = Fk(Zk) parajasti siis, kui D
x
k = 1 ja
k∑
j=1
Dxj = i.
Kui Xi = Fk(Zk), siis nimetame juhuslikku suurust Zk juhusliku suuruse Xi eellaseks
ning juhuslikku suurust Xi juhusliku suuruse Zk ja¨rglaseks. Juhusliku suuruse Xi eellase
indeks on juhuslik suurus, mida ta¨histame su¨mboliga Ki. Pole raske na¨ha, et Ki ≥ i.
Na¨ide 1.1. Olgu Dx1 , ..., D
x
8 antud ja¨rgmise tabeliga:
i 1 2 3 4 5 6 7 8
Dxi 0 1 0 0 0 1 0 1
Siis K1 = 2, K2 = 6, K3 = 8 ning X1 = F2(Z2), X2 = F6(Z6), X3 = F8(Z8).
1.3 Ja¨rglased
Olgu η1, η2, ... iid juhuslikud suurused, mis on sama jaotusega kui ξi ning so˜ltumatud
juhuslikest suurustest Z1, Z2, ..., ξ1, ξ2, ... Lisaks olgu Gi(a) := f(a, ηi). Siis G1, G2, ... on
so˜ltumatud mutatsioonid ja G1(Z1), G2(Z2), ... iid jada.
Kuna juhuslik suurus Zi pole iseendast so˜ltumatu (eeldame, et ta ei ole konstant), siis
paarid (Zi, ξi), (Zi, ηi) pole so˜ltumatud (kuid on sama jaotusega). Seeto˜ttu juhuslikud
suurused Fi(Zi) = f(Zi, ξi) ja Gi(Zi) = f(Zi, ηi) on sama jaotusega, kuid pole u¨ldjuhul
so˜ltumatud.
Defineerime funktsiooni g ja¨rgmiselt:
g(Z, ξ, η) = (f(Z, ξ), f(Z, η)).
Kuna kolmikute jada (Z1, ξ1, η1), (Z2, ξ2, η2), ... on iid, siis ka paaride jada
(F1(Z1), G1(Z1)), (F2(Z2), G2(Z2)), ... = g(Z1, ξ1, η1), g(Z2, ξ2, η2), ...
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on iid.
Jadast G1(Z1), G2(Z2), ... saame jada Y1, Y2, ... peale osade ta¨htede kustutamist. See toi-
mub iid Bernoulli jaotusega juhuslike suuruste Dy1 , D
y
2 , ... abil, allesja¨a¨mise to˜ena¨osus on
endiselt p.
Kui Yi = Gk(Zk), siis nimetame juhuslikku suurust Zk juhusliku suuruse Yi eellaseks ning
juhuslikku suurust Yi juhusliku suuruse Zk ja¨rglaseks. Juhusliku suuruse Yi eellase indeks
on juhuslik suurus, mida ta¨histame su¨mboliga Li.
Jadad X1, X2, ... ja Y1, Y2, ... so˜ltuvad juhuslikest suurustest
Z1, Z2, ..., ξ1, ξ2, ..., η1, η2, ..., D
x
1 , D
x
2 , ..., D
y
1 , D
y
2 , ..., (1.1)
ko˜ik need juhuslikud suurused on omavahel so˜ltumatud. Jadasid X1, X2, ... ja Y1, Y2, ...
nimetatakse jada Z1, Z2, ... ja¨rglasteks ; jada Z1, Z2, ... nimetatakse jadade X1, X2, ... ja
Y1, Y2, ... eellaseks.
Na¨ide 1.2. Olgu meil lo˜plik jada DDACBA. Allja¨rgnevalt on na¨idatud ja¨rglaste moo-
dustumine sellest jadast. Kahe otsaga noolega on na¨idatud, milleks jada element muutus
mutatsiooni tagaja¨rjel (ilma nooleta jada liikmed ja¨id samaks). U¨he otsaga noolega on
na¨idatud kadumised. Ja¨rglasjadades on paksus kirjas ma¨rgitud u¨hise eellasega juhuslikud
suurused (antud juhul on selliseid paare ainult u¨ks).
B D
l l ↑ ↑
DDACBA −→ DBACBD −→ DBCD
C
l ↑ ↑ ↑
DDACBA −→ DDCCBA −→ CCB
Lause 1.1. P (Xi = x) = P (F1(Z1) = x); P (Yi = y) = P (F1(Z1) = y).
To˜estus. Ta¨isto˜ena¨osuse valemi ja¨rgi
P (Xi = x) =
∞∑
k=1
P (Xi = x | Ki = k) · P (Ki = k) =
∞∑
k=1
P (Fk(Zk) = x) · P (Ki = k).
Omaduse 1.1 po˜hjal aga teame, et F1(Z1), F2(Z2), ... on sama jaotusega, seega
P (Xi = x) =
∞∑
k=1
P (F1(Z1) = x) · P (Ki = k) = P (F1(Z1) = x) · 1.
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Analoogiliselt P (Yi = y) = P (G1(Z1) = y). Kuna F1(Z1) ja G1(Z1) on sama jaotusega,
siis
P (Yi = y) = P (F1(Z1) = y).

Ma¨rkus 1.1. Juhusliku suuruse (vo˜i juhusliku vektori) vo˜imalike va¨a¨rtuste hulka ma¨rgime
sama su¨mboliga kui juhuslikku suurust (juhuslikku vektorit) ennast.
Omadus 1.2. Jada X1, X2, ... on iid ja jada Y1, Y2, ... on iid.
To˜estus. Lause 1.1 po˜hjal X1, X2, ... on sama jaotusega.
Olgu j ∈ {2, 3, ...}, 1 ≤ i1 < ... < ij ning x1, ..., xj ∈ A. Olgu K := (Ki1 , ..., Kij).
Ta¨isto˜ena¨osuse valemi ja¨rgi
P (Xi1 = x1, ..., Xij = xj) =
∑
(k1,...,kj)∈K
P ∗(k1, ..., kj) · P (K = (k1, ..., kj)), (1.2)
kus
P ∗(k1, ..., kj) := P (Xi1 = x1, ..., Xij = xj | K = (k1, ..., kj))
= P (Fk1(Zk1) = x1, ..., Fkj(Zkj) = xj).
Omaduse 1.1 po˜hjal teame, et F1(Z1), F2(Z2), ... on so˜ltumatud ja sama jaotusega, seega
P ∗(k1, ..., kj) = P (F1(Z1) = x1) · ... · P (F1(Z1) = xj) =: P ∗.
Samasuses (1.2) saame avaldise P ∗ = P ∗(k1, ..., kj) summa ette tuua:
P (Xi1 = x1, ..., Xij = xj) = P
∗ · 1 lause 1.1= P (Xi1 = x1) · ... · P (Xij = xj).
Seega X1, X2, ... on iid. Analoogiliselt saab na¨idata, et Y1, Y2, ... on iid. 
Definitsioon 1.3. Punktide a, b ∈ R kumeraks kombinatsiooniks nimetatakse punkti
λa+ (1− λ)b, 0 ≤ λ ≤ 1.
Kui 0 < λ < 1, siis nimetatakse seda punkti rangeks kumeraks kombinatsiooniks.
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Lause 1.2. (i) Range kumer kombinatsioon kujul
λa+ (1− λ)b, 0 < λ < 1
on vo˜rdne punktiga b parajasti siis, kui a = b.
(ii) Kumerad kombinatsioonid kujul
λ1a+ (1− λ1)b, λ2a+ (1− λ2)b (λ1 6= λ2), (1.3)
on vo˜rdsed parajasti siis, kui a = b.
To˜estus. (i) Piisavus.
a = b ⇒ λa+ (1− λ)b = λb+ (1− λ)b = b.
Tarvilikkus. Olgu a 6= b. Oletame vastuva¨iteliselt, et λa+ (1− λ)b = b. Siis
λa+ (1− λ)b = λb+ (1− λ)b ⇒ a = b,
mis on vastuolu.
(ii) Piisavus. Vt osa (i) piisavuse to˜estus.
Tarvilikkus. Olgu a 6= b ja λ2 = λ1 + , kus  6= 0. Oletame vastuva¨iteliselt, et kumerad
kombinatsioonid kujul (1.3) on vo˜rdsed. Siis
(λ1 + )a+ (1− λ1 − )b = λ1a+ (1− λ1)b ⇒ a− b = 0 ⇒ a = b,
mis on vastuolu. 
Ma¨rkus 1.2. Ja¨rgnevas kasutame lu¨hendatud kirjaviisi:
{Xi = xi} = {xi},
{Yi = yi} = {yi},
{X = x} = {x},
{Y = y} = {y}.
Omadus 1.3. Kui p < 1 (meenutame, et p = P (Dx1 = 1) = P (D
y
1 = 1)), siis Xi ja Yj
pole u¨ldiselt so˜ltumatud.
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To˜estus. Olgu p < 1. Olgu K := Ki, X := Xi, L := Lj ning Y := Yj. Ta¨histame
P1 := P (x, y, K = L),
P2 := P (x, y, K 6= L).
Paneme ta¨hele, et
P (x, y) = P1 + P2.
Avaldame P1.
P1 =
∞∑
k=1
P ∗1 (k) · P (K = L = k), (1.4)
kus
P ∗1 (k) := P (x, y | K = L = k).
Paneme ta¨hele, et juhuslik suurus K so˜ltub vaid juhuslikest suurustest Dx1 , D
x
2 , ... ning
juhuslik suurus L so˜ltub vaid juhuslikest suurustest Dy1 , D
y
2 , .... Juhuslike suuruste (1.1)
so˜ltumatuse to˜ttu
P ∗1 (k) =
∑
z∈A
P (Zk = z) · P (f(z, ξk) = x) · P (f(z, ηk) = y).
Kuna ξ1, ξ2, ... on sama jaotusega, η1, η2, ... on sama jaotusega ning Z1, Z2, ... on sama
jaotusega, siis
P ∗1 (k) = P
∗
1 :=
∑
z∈A
P (Z1 = z) · P (f(z, ξ1) = x) · P (f(z, η1) = y). (1.5)
Summast (1.4) saab P ∗1 = P
∗
1 (k) sulgude ette tuua, saame samasuse
P1 = P
∗
1 · P (K = L).
Avaldame P2.
P2 =
∑
k 6=l
P ∗2 (k, l) · P (K = k, L = l), (1.6)
kus
P ∗2 (k, l) := P (x, y | K = k, L = l).
Kui k 6= l, siis Fk(Zk) ja Gl(Zl) on so˜ltumatud:
P ∗2 (k, l) = P (Fk(Zk) = x) · P (Gl(Zl) = y) = P (F1(Z1) = x) · P (F1(Z1) = y) =: P ∗2 .
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Summast (1.6) saab P ∗2 = P
∗
2 (k, l) sulgude ette tuua. Rakendades lauset 1.1, saame
samasuse
P2 = P (x)P (y) · P (K 6= L).
Kokkuvo˜ttes
P (x, y) = P1 + P2 = P
∗
1 · P (K = L) + P (x)P (y) · P (K 6= L). (1.7)
Juhusliku suuruse K va¨a¨rtus on u¨heselt ma¨a¨ratud ainult siis, kui p = 1; vastasel korral on
ta vo˜imalike va¨a¨rtuste hulgaks {i, i+1, ...}. Analoogiliselt on juhusliku suuruse L va¨a¨rtus
u¨heselt ma¨a¨ratud samuti ainult siis, kui p = 1; vastasel korral on ta vo˜imalike va¨a¨rtuste
hulgaks {j, j + 1, ...}. Seega, to˜ena¨osus P (K = L) saab vo˜rduda arvuga 1 vo˜i arvuga 0
ainult siis, kui p = 1. Antud to˜estuses eeldame, et p < 1. Seega avaldise (1.7) na¨ol on
tegemist range kumera kombinatsiooniga, misto˜ttu saame rakendada lause 1.2 osa (i).
Saame samava¨a¨rsuse
P = P (x)P (y) ⇔ P ∗1 = P (x)P (y). (1.8)
Lause 1.1 po˜hjal
P (x)P (y) = P (F1(Z1) = x) · P (F1(Z1) = y)
=
(∑
z∈A
P (Z1 = z) · P (f(z, ξ1) = x)
)(∑
z∈A
P (Z1 = z) · P (f(z, η1) = y)
)
. (1.9)
Ta¨histame p(z) := P (Z1 = z), q(z, x) := P (f(z, ξ1) = x). Kuna ξ1, η1 on sama jaotusega,
siis P (f(z, η1) = y) = q(z, y). Kasutades suuruse P (x)P (y) esitust kujul (1.9), suuruse
P ∗1 esitust kujul (1.5), ning arvestades, et kehtib samava¨a¨rsus (1.8), piisab na¨idata, et
vo˜rdus (∑
z∈A
p(z)q(z, x)
)(∑
z∈A
p(z)q(z, y)
)
=
∑
z∈A
p(z)q(z, x)q(z, y) (1.10)
ei kehti. To˜epoolest, vo˜ttes ta¨hestiku A pikkuseks na¨iteks 2 ning
x = z1, y = z2,
p(z1) = 0.4, p(z2) = 0.6,
q(z1, z1) = 0.1, q(z2, z1) = 0.2,
q(z1, z2) = 0.9, q(z2, z2) = 0.8,
saame vo˜rduse (1.10) vasakpoolse avaldise va¨a¨rtuseks
(0.4 · 0.1 + 0.6 · 0.2)(0.4 · 0.9 + 0.6 · 0.8) ≈ 0.134
12
ja parempoolse avaldise va¨a¨rtuseks
0.4 · 0.1 · 0.9 + 0.6 · 0.2 · 0.8 = 0.132.

Ja¨reldus 1.1. Kui maatriksi Q read on vo˜rdsed, siis jadad X1, X2, ... ja Y1, Y2, ... on
so˜ltumatud.
To˜estus. Olgu maatriksi Q read vo˜rdsed. See ta¨hendab, et iga x ∈ A korral
q(zi, x) = q(zj, x) ∀zi, zj ∈ A.
Jagame vo˜rduse (1.10) suurusega q(x) := q(z, x) la¨bi. Kuna
∑
z∈A p(z) = 1, siis vo˜rdus
(1.10) kehtib iga x, y ∈ A korral. Seega Xi, Yj on so˜ltumatud iga i ja j korral; sellest
ja¨reldub, et jadad X1, X2, ... ja Y1, Y2, ... on so˜ltumatud. 
Ma¨rkus 1.3. Juhuslikke suurusi Xi, Yj nimetatakse sugulasteks, kui neil on u¨hine eellane
(st Ki = Lj). Juhul p = 1 on Xi ja Yj sugulased parajasti siis, kui i = j. Seose (1.7)
po˜hjal on avaldis (1.5) X = Xi ja Y = Yj u¨hisjaotus tingimusel, et nad on sugulased,
ning avaldis (1.9) Xi ja Yj u¨hisjaotus tingimusel, et nad ei ole sugulased.
Omadus 1.4. Kui p < 1, siis paarid (X1, Y1), (X2, Y2), ... pole u¨ldiselt so˜ltumatud.
To˜estus. Omaduse 1.3 po˜hjal paarid (Xi, Yi), (Xj, Yj) pole u¨ldiselt so˜ltumatud, kui p < 1;
sellest ja¨reldub to˜estatav va¨ide. 
Lause 1.3. Kui p = 1, siis siis ko˜ik paarid (X1, Y1), (X2, Y2), ... on so˜ltumatud, aga iga i
korral Xi, Yi u¨ldiselt pole.
To˜estus. Kui p = 1, siis iga i korral Xi = F (Zi) ja Yi = G(Zi). Juhuslikud suurused
F (Zi) ja G(Zi) u¨ldiselt pole so˜ltumatud, aga paarid
(F1(Z1), G1(Z1)), (F2(Z2), G2(Z2)), ...
on so˜ltumatud. 
Lause 1.4. Kui p < 1, siis iga m ∈ {0, 1, ...} korral P (Kn = Ln+m) → 0 protsessis
n→∞.
To˜estus. a) To˜estame lause m = 0 korral. Olgu K0 := 0 ja L0 := 0. Defineerime:
T xi = Ki −Ki−1,
T yi = Li − Li−1,
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i = 1, 2, ... Paneme ta¨hele, et
Kn =
n∑
i=1
T xi , Ln =
n∑
i=1
T yi .
Va¨ite to˜estamiseks m = 0 korral na¨itame, et P (
∑n
i=1(T
x
i − T yi ) = 0) → 0 protsessis
n→∞.
Jaotises “Juhuslikud suurused T1, T2, ...” na¨idatakse, et juhuslikud suurused
T1, T2, ... = T
x
1 , T
x
2 , ...
on sama geomeetrilise jaotusega ja so˜ltumatud. Analoogiliselt saab na¨idata, et juhusli-
kud suurused T y1 , T
y
2 , ... on sama geomeetrilise jaotusega ja so˜ltumatud, kusjuures T
x
i , T
y
i
on sama jaotusega. Kuna juhuslikud suurused T x1 , T
x
2 , ... so˜ltuvad vaid vektorist D
x :=
(Dx1 , D
x
2 , ...) ja juhuslikud suurused T
y
1 , T
y
2 , ... so˜ltuvad vaid vektorist D
y := (Dy1 , D
y
2 , ...)
ning vektorid Dx, Dy on so˜ltumatud, siis jadad T x1 , T
x
2 , ... ja T
y
1 , T
y
2 , ... on so˜ltumatud.
Eelneva po˜hjal on paarid (T x1 , T
y
1 ), (T
x
2 , T
y
2 ), ... so˜ltumatud. Olgu
ζi := (T
x
i − T yi ), i = 1, 2, ...
Jada ζ1, ζ2, ... on iid, kusjuures Eζi = ET
x
i − ET yi = 0. Kuna ζi on kahe geomeetrilise
jaotusega juhusliku suuruse vahe, siis tal leidub standardha¨lve – olgu selleks σ. Tsentraalse
piirteoreemi kohaselt ∑n
i=1 ζi
σ
√
n
d→ N (0, 1)
protsessis n→∞. Seega
lim
n→∞
P
(∑n
i=1 ζi
σ
√
n
= 0
)
= 0
ehk
lim
n→∞
P
(
n∑
i=1
ζi = 0
)
= 0.
b) To˜estame lause m ≥ 1 korral. Olgu
ωn :=
n+m∑
i=n+1
T yi .
Va¨ite to˜estamiseks m ≥ 1 korral na¨itame, et limn→∞ P (
∑n
i=1 ζi = ωn) = 0. Avaldame:
lim
n→∞
P
(
n∑
i=1
ζi = ωn
)
= lim
n→∞
∞∑
k=m
P
(
n∑
i=1
ζi = k | ωn = k
)
· P (ωn = k).
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Paneme ta¨hele, et juhuslikud suurused ζ1, ..., ζn ei so˜ltu juhuslikust suurusest ωn. Lisaks
on juhuslikud suurused ω0, ω1, ... sama jaotusega. Seega
lim
n→∞
P
(
n∑
i=1
ζi = ωn
)
= lim
n→∞
∞∑
k=m
P
(
n∑
i=1
ζi = k
)
· P (ω0 = k).
Paneme ta¨hele, et
P
(
n∑
i=1
ζi = k
)
· P (ω0 = k) ≤ P (ω0 = k) ∀n, k
ja
∞∑
k=m
P (ω0 = k) = 1 <∞.
Lisaks
lim
n→∞
P
(
n∑
i=1
ζi = k
)
· P (ω0 = k) = 0 ∀k,
sest
lim
n→∞
P
(∑n
i=1 ζi
σ
√
n
=
k
σ
√
n
)
= 0 ∀k.
Seega domineeritud koondumise teoreemi kohaselt
lim
n→∞
P
(
n∑
i=1
ζi = ωn
)
=
∞∑
k=m
0 = 0.

Ja¨reldus 1.2. Kui p < 1, siis iga m ∈ {0, 1, ...} korral P (Ln = Kn+m) → 0 protsessis
n→∞.
To˜estus. To˜estus on su¨mmeetriline lause 1.4 to˜estusega. 
Ja¨reldus 1.3. Kui p < 1, siis iga m ∈ {1, 2, ...} korral
P (Kn ∈ {Ln−m, Ln−m+1, ..., Ln+m−1, Ln+m})→ 0.
protsessis n→∞.
To˜estus. Lause 1.4 ja ja¨relduse 1.2 po˜hjal
lim
n→∞
P (Kn ∈ {Ln−m, Ln−m+1, ..., Ln+m−1, Ln+m}) =
n+m∑
i=n−m
lim
n→∞
P (Kn = Li) = 0.

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Ma¨rkus 1.4. Lause 1.4 ja ja¨reldus 1.2 ta¨hendavad kokku vo˜ttes sisuliselt, et iga m ∈
Z korral to˜ena¨osus, et juhuslik suurus Xi on juhusliku suuruse Yi+m sugulane, koon-
dub nulli protsessis i → ∞. Ja¨reldus 1.3 ta¨hendab sisuliselt, et iga m ∈ {1, 2, ...}
korral to˜ena¨osus, et juhuslik suurus Xi on sugulane mo˜ne juhusliku suurusega hulgast
{Yi−m, Yi−m+1, ..., Yi+m−1, Yi+m}, koondub nulli protsessis i→∞.
Omadus 1.5. Kui p < 1, siis
(i) paarid (X1, Y1), (X2, Y2), ... pole u¨ldiselt sama jaotusega,
(ii) kahedimensionaalne protsess {(Xi, Yi)}i pole u¨ldiselt statsionaarne.
To˜estus. (i) Samasuse (1.7) po˜hjal
P (xi, yi) = P1 · P (Ki = Li) + P2 · (1− P (Ki = Li)), (1.11)
kus
P1 :=
∑
z∈A
P (Z1 = z) · P (f(z, ξ1) = xi) · P (f(z, µ1) = yi).
ja
P2 := P (xi)P (yi)
(1.9)
=
(∑
z∈A
P (Z1 = z) · P (f(z, ξ1) = xi)
)(∑
z∈A
P (Z1 = z) · P (f(z, µ1) = yi)
)
.
Avaldise (1.11) na¨ol on tegemist kumera kombinatsiooniga. Lause 1.4 po˜hjal leiduvad
n,m nii, et P (Kn = Ln) 6= P (Km = Lm). Lisaks on P1 ja P2 iga i korral samad. Seega
saame rakendada lause 1.2 osa (ii). Et P1 6= P2, siis P (xn, yn) 6= P (xm, ym).
(ii) Piisab na¨idata, et leiduvad (Xn, Yn) ja (Xm, Ym) nii, et P (xn, yn) 6= P (xm, ym). See
ja¨reldub osast (i). 
Omadus 1.6. Kui p < 1, siis iga m ∈ Z korral |P (xi, yi+m) − P (xi)P (yi+m)| → 0
protsessis i→∞.
To˜estus. Samasuse (1.7) po˜hjal
P (xi, yi+m) = P (xi, yi+m | Ki = Li+m)·P (Ki = Li+m)+P (xi)P (yi+m)·(1−P (Ki = Li+m)).
Lause 1.4 ja ja¨relduse 1.2 po˜hjal P (Ki = Li+m)→ 0 protsessi i→∞. 
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Ma¨rkus 1.5. Olgu p < 1. Omadus 1.6 u¨tleb, et juhuslikud suurused Xi, Yi+m la¨henevad
iga m ∈ Z korral so˜ltumatusele protsessis i→∞. Olgu lisaks
m1 ≤ m2, n1 ≤ n2, m1,m2, n1, n2 ∈ Z,
Dxi (m1,m2) := (Xi+m1 , Xi+m1+1, ..., Xi+m2−1, Xi+m2),
Dyi (n1, n2) := (Yi+n1 , Yi+n1+1, ..., Yi+n2−1, Yi+n2).
Omadust 1.6 kasutades saab na¨idata, et
|P (Dxi (m1,m2) = d1, P (Dyi (n1, n2) = d2)−P (Dxi (m1,m2) = d1)·P (Dyi (n1, n2) = d2)| → 0
protsessis i → ∞. Teisiso˜nu vektorid Dxi (m1,m2), Dyi (n1, n2) la¨henevad so˜ltumatusele
protsessis i→∞.
Omadus 1.7. |P (Xi = x, Yn = y)− P (Xi = x) · P (Yn = y)| → 0 protsessis n→∞.
To˜estus. Kui p = 1, siis Xi = F (Zi) ja Yn = G(Zn) iga n korral ning va¨ide kehtib
triviaalselt. Olgu p < 1. Samasuse (1.7) po˜hjal
P (Xi = x, Yn = y)
= P (Xi = x, Yn = y | Ki = Ln) · P (Ki = Ln) + P (Xi = x) · P (Yn = y) · (1− P (Ki = Ln)).
Piisab na¨idata, et P (Ki = Ln) → 0 protsessis n → ∞. Et iga n korral Ln ≥ n ning
juhuslikud suurused Ln, Ki on so˜ltumatud, siis
lim
n→∞
P (Ki = Ln) ≤ lim
n→∞
P (Ki ≥ n, Ln ≥ n) = lim
n→∞
P (Ki ≥ n)· lim
n→∞
P (Ln ≥ n) = 0·1 = 0.

Ma¨rkus 1.6. Omadus 1.7 u¨tleb, et juhuslikud suurused Xi, Yn la¨henevad so˜ltumatusele
protsessis n→∞. Olgu
m1,m2, n1, n2, D
x
i (m1,m2), D
x
n(n1, n2)
sellised nagu nad on ma¨rkuses 1.5 defineeritud. Omadust 1.7 kasutades saab na¨idata, et
|P (Dxi (m1,m2) = d1, P (Dyn(n1, n2) = d2)−P (Dxi (m1,m2) = d1)·P (Dyn(n1, n2) = d2)| → 0
protsessis n → ∞. Teisiso˜nu vektorid Dxi (m1,m2), Dyn(n1, n2) la¨henevad so˜ltumatusele
protsessis n→∞.
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2. SIMULATSIOONID
2.1 Po˜himo˜isted
Definitsioon 2.1. Jada y1, ..., yk nimetatakse jada x1, ..., xm osajadaks, kui leiduvad in-
deksid n1 < ... < nk ≤ m nii, et y1, ..., yk = xn1 , ..., xnk (k ≤ m).
Teisiso˜nu jadast x1, ..., xm saadakse osajada 0 kuni m− 1 ta¨he eemaldamise teel.
Definitsioon 2.2. Kahe lo˜pliku pikkusega jada u¨hisjadaks nimetatakse jada, mis on nen-
de mo˜lema osajadaks. Pikimaks u¨hisjadaks nimetatakse maksimaalse vo˜imaliku pikkusega
u¨hisjada.
Na¨ide 2.1. Kahe ja¨rgneva jada u¨hisjada on ABCD:
GAHABJTHCRDMW
QKLAODBCKBLCMDOBB
Vaatleme jadasid x1, ..., xkx ja y1, ..., yky ning nende u¨hisjada z1, ..., zk (k ≤ min{kx, ky}).
U¨hisjada definitsiooni kohaselt leiduvad indeksid m1 < ... < mk ja n1 < ... < nk nii, et
xm1 , ..., xmk = yn1 , ..., ynk .
Moodustame vo˜rdsete elementidega paarid
(xm1 , yn1), ..., (xmk , ynk).
Selliste paaride moodustamist nimetame vastavate elementide u¨hendamiseks, selliseid
paare nimetame u¨hendusteks.
Asetades kaks jada u¨ksteise kohale, vo˜ime nende vahelised u¨hendused kujutada joontena
u¨hendatud elementide vahel. Siis u¨kski joon ei lo˜iku. Joonisel 2.1 on kujutatud na¨ites 2.1
toodud jadad ning nende u¨hisjadale ABCD vastavad u¨hendused.
18
GAHABJ T HCRDMW
QKLAODBCKBLCMDOBB
Joonis 2.1: u¨hisjadale ABCD vastavad u¨hendused
Kahe jada u¨hisjada pikkust vo˜ib vaadelda nende sarnasusskoorina. Edaspidi kasutamegi
mo˜isteid “u¨hisjada pikkus” ja “sarnasusskoor” samas ta¨henduses.
Iid jada jaotuse all mo˜istame ta mis tahes liikme jaotust.
Olgu funktsioon L selline, et L(X;Y ) on jadade X, Y pikima u¨hisjada pikkus mis ta-
hes lo˜plike juhuslike jadade X, Y korral. Olgu lo˜plikud iid jadad X, Y so˜ltumatud ning
mo˜lemad jaotusega G. Siis ja¨reldusena Kingmani subaditiivsest ergoodilisest teoreemist
(vt [1]) leidub konstant γ∗ nii, et
L(X;Y )
n
p.k.−→ γ∗
protsessis n→∞.
Suurust γ∗ nimetatakse Chva´tal-Sankoffi konstandiks. Chva´tal-Sankoffi konstandi ta¨pne
va¨a¨rtus pole teada u¨hegi G va¨a¨rtuse korral. Simulatsioonide teel on aga kindlaks tehtud,
et na¨iteks G = Be(0.5) korral on Chva´tal-Sankoffi konstant ligikaudu va¨a¨rtusega 0.81.
Olgu juhuslikud suurused
X1, X2, ..., Y1, Y2, ..., Z1, Z2, ...
sellised nagu nad on 1. peatu¨kis defineeritud. Olgu iga n korral
Xn := X1, ..., Xn,
Y n := Y1, ..., Yn,
Zn := Z1, ..., Zn
ja
Ln := L(X
n;Y n).
Kuigi protsess {Xi, Yi}i pole statsionaarne ning Kingmani subaditiivne ergoodiline teo-
reem antud juhul ei rakendu, leidub siiski konstant γ nii, et
Ln
n
p.k.−→ γ
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protsessis n→∞ [2]. Suurus γ so˜ltub juhuslike suuruste Z1, Z2, ... jaotusest, u¨leminekumaatriksist
Q ning ta¨he sa¨ilimisto˜ena¨osusest p.
2.2 Sissejuhatus simulatsioonidesse
Simulatsioonide eesma¨rk on ko˜igepealt kontrollida suuruse Ln/n koondumist konstan-
diks γ protsessis n → ∞ ning seeja¨rel uurida, kuidas funktsioon γ = γ(p,Q) so˜ltub
parameetritest p ja Q. Simulatsioonides vo˜tame jada Z1, Z2, ... jaotuseks Be(0.5).
Ta¨hestikule {0, 1} vastava u¨leminekumaatriksi Q kirjeldamiseks kasutame suurusi 1, 2,
kusjuures maatriks Q avaldub 1 ja 2 kaudu ja¨rgmiselt:
Q =
( 0 1
0 1− 1 1
1 2 1− 2
)
. (2.1)
Kui 1 = 2, siis kasutame nende mo˜lema ma¨rkimiseks ta¨hist .
Paneme ta¨hele, et kui kujul (2.1) toodud maatriks on su¨mmeetriline ning juhuslike suu-
ruste Z1, Z2, ... jaotuseks on Be(0.5), siis
P (Xi = 0) = P (Yi = 0) =
1
2
(1− ) + 1
2
 =
1
2
ja juhuslikud suurused X1, X2, ..., Y1, Y2, ... on jaotusega Be(0.5).
Simulatsioonides kasutatakse programmeerimiskeelt R [3]. Pikima u¨hisjada leidmiseks ka-
sutatakse Needleman-Wunschi algoritmi, mis realiseeritakse paketi Biostrings [4] funkt-
siooni pairwiseAlignment kaudu.
2.3 Ln/n koondumine
Simulatsioonid koondumise kohta on kujutatud joonisel 2.2. Simuleerimiseks genereeriti
jadad Zm (jaotusega Be(0.5)) – joonise 2.2a puhul
m = 3000, 6000, ..., 300 000
ning joonise 2.2b puhul
m = 2700, 5400, ..., 270 000.
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(a)  = 0.9, p = 0.9
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L n
n
−
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2
(b)  = 0.5, p = 1
Joonis 2.2: suuruse Ln/n koondumine
Jadast Zm saadakse mutatsioonide ja kadumiste tagaja¨rjel jadad XNX , Y NY . Saamaks
vo˜rdse pikkusega jadad Xn ja Y n, eemaldame vajadusel jada XNX vo˜i jada Y NY lo˜pust
elemente. Teisiso˜nu
n = min{NX , NY }.
Kuna joonise 2.2b puhul kadumisi pole, siis seal n = m.
Vaatleme joonist 2.2b. Kuna siin  = 0.5, siis jadad Xn ja Y n on so˜ltumatud (ja¨relduse
1.1 kohaselt on jadad X1, X2, ... ja Y1, Y2, ... so˜ltumatud, kui maatriksi Q read on vo˜rdsed)
ja jaotusega Be(0.5) (sest Q on su¨mmeetriline). Seega joonisel 2.1b on kujutatud suuruse
Ln/n koondumine so˜ltumatute jadade korral. Na¨eme, et koondumine tundub toimuvat
oodatavalt ligikaudselt va¨a¨rtuseks 0.81.
Vaatleme joonist 2.2a. Ja¨llegi on jadad Xn ja Y n jaotusega Be(0.5), kuid seekord nad ei
ole so˜ltumatud. Na¨eme, et joonis kinnitab koondumist, kusjuures koondumine tundub toi-
muvat ligikaudu va¨a¨rtuseks 0.84. Selgitame, miks selline tulemus on vo˜ib-olla mo˜nevo˜rra
u¨llatav. Kujutleme jadasid Xn, Y n asetsemas u¨ksteise kohal. Vo˜iks arvata, et kui juhus-
lik suurus Xi asub oma sugulasest piisavalt kaugel, siis neid ei u¨hendata. Kui see on nii,
siis ja¨relduse 1.3 kohaselt to˜ena¨osus, et Xi u¨hendatakse tema sugulasega, koondub nulli
protsessis i→∞. Siis peaks aga Ln/n koonduma ligikaudu suuruseks 0.81. Miks koondus
Ln/n suuruseks 0.84? Vo˜ib-olla sugulasi u¨hendatakse ka siis, kui nendevaheline vahemaa
on suur? Ja¨rgmises jaotises na¨itame ta¨psemalt, et see on to˜epoolest nii.
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2.4 Alumine to˜ke suurusele γ
Ka¨esolevas jaotises konstrueerime alumise to˜kke suurusele γ = limn→∞ Ln/n ning na¨itame
seda to˜ket kasutades teoreetiliselt, et kui jadad Xn ja Y n on jaotusega Be(0.5), siis see ei
ta¨henda, et γ on ligikaudu vo˜rdne suurusega 0.81. Tehnilisem osa alumise to˜kke to˜estusest
on toodud ka¨esoleva jaotise lo˜pus.
Peale alumise to˜kke konstrueerimise tutvustame sarnasusskoori Dn ja esitame simulat-
sioone to˜kke kohta.
Esmalt defineerime aga alumise to˜kke konstrueerimisel kasutatava funktsiooni M.
2.4.1 U¨hisjada tagastav funktsioon M
Rakendades jadale ZKn mutatsioone F1, ..., FKn ja kadumisi D
x
1 , ...D
x
Kn
, saame jada Xn.
Olgu
ny :=
Kn∑
j=1
Dyj .
Rakendades jadale ZKn mutatsioone G1, ..., GKn ja kadumisi D
y
1 , ...D
y
Kn
, saame jada Y ny .
Defineerime K0 := 0. Olgu hulgad Ai (i = 1, 2, ...) defineeritud ja¨rgmiselt:
Ai := {GKi−1+1(ZKi−1+1), ..., GKi(ZKi)}.
Jadade Xn ja Y ny u¨hisjada leidmist funktsiooni M abil illustreerib joonisel 2.3 toodud
na¨ide. Seal n = 7 ja ny = 9. Halli va¨rviga on ma¨rgitud elemendid, mis kaovad a¨ra,
u¨leja¨a¨nud ja¨a¨vad alles. Paksus kirjas on ma¨rgitud elemendid, mille sugulane ja¨a¨b alles.
Pidevate nooltega on ma¨rgitud u¨hendused elementide vahel. Katkendlikud pu¨stjooned
on barja¨a¨rid u¨henduste jaoks, st u¨kski u¨hendusjoon ei tohi nendega lo˜ikuda. Paneme
ta¨hele, et funktsioon M ei pruugi tagastada pikimat u¨hisjada: katkendlike nooltega on
ta¨histatud vo˜imalikud u¨hendused, mis ei la¨heks konflikti teiste u¨hendustega, kuid mida
siiski funktsiooni M eeskirja kohaselt ei lubata. Na¨ites saadakse u¨hisjadaks 110.
Funktsioon M leiab jadade Xn ja Y ny u¨hisjada, konstrueerides u¨hendused ja¨rgmiselt:
1. kui juhuslikul suurusel Xi on temaga vo˜rdne sugulane, siis nad u¨hendatakse (i =
1, ..., n);
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X1 X2 X3 X4 X5 X6 X7
F1(Z1), ..., FK7(ZK7) = 0 1 0 0 1 1 1 1 1 0 1 0 0 0 0 1 0 0 1 1 1
G1(Z1), ..., GK7(ZK7) = 1 0 0 0 1 1 1 1 1 0 0 1 0 0 0 1 1 0 0 1 1
Y1Y2 Y3 Y4 Y5Y6 Y7 Y8 Y9
A1 A2 A3 A4 A5 A6 A7
Joonis 2.3: jadade Xn ja Y ny u¨hisjada leidmine funktsiooniga M (n = 7)
2. kui juhuslikul suurusel Xi pole sugulast ning hulgas Ai leidub temaga vo˜rdne mit-
tekaduv element, siis Xi u¨hendatakse selle elemendiga (i = 1, ..., n).
Paneme ta¨hele, et kui juhuslikul suurusel Xi on sugulane, siis on see GKi(ZKi). Seega
juhuslikku suurust Xi saab funktsiooni M eeskirja ja¨rgi u¨hendada vaid hulka Ai kuuluva
elemendiga.
2.4.2 To˜kke konstrueerimine
Toome sisse juhuslikud suurused V1, V2, ... ja W1,W2, ... Formaalselt defineeritakse need
juhuslikud suurused vastavalt jaotistes “Juhuslikud suurused V1, V2, ...” ja “Juhuslikud
suurused W1,W2, ...”. Siin esitame vaid nende sisulise ta¨henduse.
Juhusliku suuruse Vi va¨a¨rtus on 1, kui juhuslikul suurusel Xi leidub vo˜rdse va¨a¨rtusega
sugulane; vastasel korral on Vi va¨a¨rtus 0 (i = 1, 2, ...). Jaotistes “Juhuslikud suurused
V1, V2, ...” leitakse juhuslike suuruste V1, V2, .. jaotus (na¨idatakse, et nad on sama jaotu-
sega) ning na¨idatakse, et nad on so˜ltumatud. Etteruttavalt:
P (V1 = 1) = p · pz,
kus pz = P (Fi(Zi) = Gi(Zi)).
Juhusliku suuruseWi va¨a¨rtus on 1, kui hulgas Ai leidub alles ja¨a¨vXi-ga vo˜rdse va¨a¨rtusega
element ning Xi sugulane ei ja¨a¨ alles; vastasel korral on Wi va¨a¨rtus 0 (i = 1, 2, ...).
Jaotises “Juhuslikud suurused W1,W2, ...” leitakse juhuslike suuruste W1,W2, ... jaotus
(na¨idatakse, et nad on sama jaotusega) ning na¨idatakse, et nad on so˜ltumatud. Ja¨llegi
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etteruttavalt:
P (W1 = 1) = 1− p− 1− p
1 + qz − pqz ,
kus qz = P (Fi(Zi) = Gj(Zj)), i 6= j.
Seega funktsiooniga M leitud jadade Xn ja Y ny u¨hisjada pikkus (teisiso˜nu funktsiooniga
M teostatud u¨henduste arv) avaldub kujul
Bxn :=
n∑
i=1
(Vi +Wi).
Suurte arvude seaduse po˜hjal
Bxn
n
p.k.−→ EV1 + EW1 = p · pz + 1− p− 1− p
1 + qz − pqz =: α
protsessis n→∞.
Analoogiliselt u¨laltooduga saab na¨idata, et
Byn
n
p.k.−→ α protsessis n→∞,
kus Byn on jadade Y
n ja Xnx u¨hisjada pikkus. Siin
nx :=
Ln∑
j=1
Dxj .
Paneme ta¨hele, et kui mingite jadade x, y osajadadel leidub u¨hisjada z, siis z on u¨hisjadaks
ka jadadele x, y. Vaatleme nu¨u¨d jadasid Xn ja Y n. Kui ny ≤ n, siis eelneva po˜hjal leidub
neil u¨hisjada pikkusega Bxn.
Kui ny > n, siis Ln < Kn ning
n =
Kn∑
j=1
Dxj ≥
Ln∑
j=1
Dxj = nx
(tegelikult kehtib ka range vo˜rratus, kuid see ei oma antud juhul ta¨htsust). Seega juhul
ny > n leidub jadade X
n ja Y n u¨hisjada pikkusega Byn.
Eelneva po˜hjal leidub jadade Xn, Y n u¨hisjada pikkusega Bn := min{Bxn, Byn}. Kuna
Bxn
n
p.k.−→ α ja B
y
n
n
p.k.−→ α protsessis n→∞,
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siis
Bn
n
p.k.−→ α protsessis n→∞.
Kokku vo˜ttes, suuruse γ alumiseks to˜kkeks on
α = p · pz + 1− p− 1− p
1 + qz − pqz ,
kus pz = P (Fi(Zi) = Gi(Zi)) ning qz = P (Fi(Zi) = Gj(Zj)) (i 6= j).
Suurused pz, qz so˜ltuvad vaid juhuslike suuruste Z1, Z2, ... jaotusest ning maatriksist Q.
Kui Z1, Z2, ... on jaotusega Be(0.5), siis kasutades maatriksi Q esitust kujul (2.1) saame
samasused
pz =
1
2
((1− 1)2 + 21) +
1
2
(22 + (1− 2)2),
qz =
1
4
((1− 1)2 + 21) +
1
4
(22 + (1− 2)2) +
1
2
((1− 1)2 + 1(1− 2)).
Olgu Q su¨mmeetriline ja juhuslikud suurused Z1, Z2, ... jaotusega Be(0.5). Siis 1 = 2 = 
ning jadad Xn, Y n on jaotusega Be(0.5). Lisaks pz → 1 ja qz → 0.5 protsessis  → 0.
Seega α → 1 protsessis (p, ) → (1, 0). Seega oleme to˜estanud, et kui jadad Xn, Y n on
jaotusega Be(0.5) ja p < 1, siis γ ei ole alati ligikaudselt vo˜rdne va¨a¨rtusega 0.81.
2.4.3 Jadade Xn, Y n sarnasusskoor Dn
Meenutame, et mo˜iste “sarnasusskoor” all mo˜istame u¨hisjada pikkust. Siiamaani oleme
ka¨sitlenud jadade Xn ja Y n sarnasusskoore Ln ja Bn. Vaatleme nu¨u¨d veel u¨hte jadade
Xn, Y n sarnasusskoori, mida me ma¨rgime ta¨hisega Dn.
Nagu sarnasusskoor Bn, on ka Dn selline sarnasusskoor, mille puhul u¨hendatakse ko˜ik
vo˜rdsed sugulased. Erinevalt sarnasusskoorist Bn u¨hendatakse Dn puhul aga vo˜rdsete su-
gulaste vahel nii palju elemente kui vo˜imalik. Kuna piirva¨a¨rtuse limn→∞Dn/n teoreetiline
avaldamine ka¨ib to¨o¨ autoril u¨le jo˜u, piirdume vaid suuruse Dn/n empiirilise arvutamisega
simulatsioonides.
Defineerime sarnasusskoori Dn formaalselt.
Olgu Sx1 < ... < S
x
M nende jada X
n elementide indeksid, millel on jadas Y n vo˜rdne
sugulane, ning analoogiliselt Sy1 < ... < S
y
M nende jada Y
n elementide indeksid, millel on
jadas Xn vo˜rdne sugulane. Olgu
Sx0 := 0, S
y
0 := 0, S
x
M+1 := n+ 1, S
y
M+1 := n+ 1.
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XSx1XSx2 XSx3 XSx4
X10 = 1 1 1 0 0 1 0 1 0 0
Y 10 = 1 1 1 0 1 1 0 0 1 0
YSy1 YS
y
2
YSy3 YS
y
4
Ry1 R
y
2 R
y
4 R
y
5
Rx3 R
x
4 R
x
5
Joonis 2.4: na¨ide sarnasusskoori Dn leidmise kohta
Defineerime ja¨rgmised jada Xn alamlo˜igud:
Rxi :=
XSxi−1+1, ..., XSxi −1, kui Sxi − Sxi−1 ≥ 2;∅, mujal. , i = 1, ...,M + 1.
Analoogiliselt defineerime ja¨rgmised jada Y n alamlo˜igud:
Ryi :=
YSyi−1+1, ..., YSyi −1, kui S
y
i − Syi−1 ≥ 2;
∅, mujal.
, i = 1, ...,M + 1.
Meenutame, et L on pikima u¨hisjada tagastav funktsioon. Olgu L(∅;A) := 0, L(A; ∅) := 0
ja L(∅; ∅) := 0 mis tahes jada A korral. Defineerime sarnasusskoori Dn ja¨rgmiselt:
Dn :=
M+1∑
i=1
L(Rxi ;R
y
i ) +M, (2.2)
Joonisel 2.4 toodud na¨ites on valemis (2.2) esinevad jadad a¨ra na¨idatud. Seal n = 10,
M = 4 ning Rx1 = R
x
2 = R
y
3 = ∅. Vo˜rdsed sugulased on u¨hendatud katkendlike joontega.
Pole raske na¨ha, et
Bn
n
≤ Dn
n
≤ Ln
n
.
Suure n korral
α ≈ Bn
n
.
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p
γ^
Dn
n
α
(b)  = 0
Joonis 2.5: suuruste γˆ, Dn/n, α so˜ltuvus parameetritest  ja p
2.4.4 Simulatsioonid to˜kke kohta
Simulatsioonide tulemused on kujutatud joonisel 2.5. Suuruse γ hinnangu ja Dn/n leid-
miseks genereeritakse jada Zm (jaotusega Be(0.5)) – joonise 2.5a puhul m = 15 000 ning
joonise 2.5b puhul m = 25 000. Pa¨rast mutatsioonide ja kadumiste teostamist saame
jadad XNX ja Y NY . Taas
n = min{NX , NY }.
Suuruse γ hinnang leitakse ja¨rgmiselt:
γˆ =
L(Xn;Y n)
n
=
Ln
n
.
Ma¨rgime, et γˆ ja Dn/n on leitud alati samade jadade pealt.
Vaatleme joonist 2.5a.
Siin 1 = 2 = , st Q on alati su¨mmeetriline. Mida la¨hemal on  arvule 0.5, seda va¨iksem
on to˜ena¨osus, et sugulased on vo˜rdsed – see selgitab, miks γ on  = 0.5 korral minimaalne.
Suurus Dn/n kaugeneb γ-st parameetri  la¨henemisel arvule 0.5. Seega on to˜ena¨osus,
et pikima u¨hisjada konstrueerimisel vo˜rdsed sugulased u¨hendatakse, seda va¨iksem, mida
va¨hem vo˜rdseid sugulasi jadades Xn, Y n on.
To˜ke α kaugeneb suurusest Dn/n parameetri  la¨henedes arvule 0.5. Selgitame, miks see
nii on. Vo˜rdsete sugulaste arvukus jadades Xn, Y n va¨heneb, kui  la¨heneb arvule 0.5.
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Sarnasusskoori Dn puhul u¨hendatakse vo˜rdsete sugulaste vahel nii palju elemente, kui
vo˜imalik – sarnasusskoori Bn puhul aga u¨hendatakse vo˜rdsete sugulaste vahel u¨ldjuhul
va¨hem elemente, kui vo˜imalik (meenutame, et limn→∞Bn/n = α).
Vaatleme joonist 2.5b.
Siin  = 0, st mutatsioone pole.
Interpreteerime γ va¨henemist suuruse p kahanedes. See on tingitud sellest, et mida
va¨iksem on p, seda suurem on to˜ena¨osus, et jada Xn (vo˜i jada Y n) elemendi sugula-
ne on a¨ra kadunud.
2.4.5 Juhuslikud suurused T1, T2, ...
Defineerime K0 := 0 ning
Ti := Ki −Ki−1, i = 1, 2, ...
T1, T2, ... on sama jaotusega:
P (Ti = t) =
∞∑
k=i−1
P (Ti = t | Ki−1 = k) · P (Ki−1 = k)
=
∞∑
k=i−1
P (Dxk+1 = ... = D
x
k+t−1 = 0, D
x
k+t = 1) · P (Ki−1 = k)
= p(1− p)t−1, t = 1, 2, ...
Olgu i ≥ 2 ja (t1, ..., ti−1) vektori (T1, ..., Ti−1) suvaline va¨a¨rtus. Olgu s := t1 + ...+ ti−1.
Avaldame:
P (Ti = t | (T1, ..., Ti−1) = (t1, ..., ti−1)) = P (Dxs+1 = ... = Dxs+t−1 = 0, Dxs+t = 1)
= p(1− p)t−1 = P (Ti = t).
Seega juhuslik suurus Ti ei so˜ltu iga i ≥ 2 korral juhuslikest suurustest T1, ..., Ti−1.
To˜ena¨osusteooria ja¨rgi ta¨hendab see, et juhuslikud suurused T1, T2, ... on so˜ltumatud.
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2.4.6 Juhuslikud suurused V1, V2, ...
Olgu
Vi :=
1, kui D
y
Ki
= 1 ja FKi(ZKi) = GKi(ZKi)
0, mujal
, i = 1, 2, ...
Ehk Vi = 1 parajasti siis, kui juhuslikul suurusel Xi leidub temaga vo˜rdne alles ja¨a¨nud
sugulane.
Paneme ta¨hele, et
Ki, D
y
1 , D
y
2 , ..., (F1(Z1), G1(Z1)), (F2(Z2), G2(Z2)), ... on so˜ltumatud iga i korral. (2.3)
Olgu pz := P (Fi(Zi) = Gi(Zi)). V1, V2, ... on sama jaotusega:
P (Vi = 1) =
∞∑
k=i
P (DyKi = 1, FKi(ZKi) = GKi(ZKi) | Ki = k) · P (Ki = k)
(2.3)
= p · pz.
Meenutame, et juhusliku suuruse (vo˜i juhusliku vektori) vo˜imalike va¨a¨rtuste hulka ta¨histame
sama su¨mboliga kui juhuslikku suurust (juhuslikku vektorit) ennast.
Lause 2.1. Olgu antud diskreetsed juhuslikud vektorid X, Y, Z. Kui X, Y on mis tahes
fikseeritud Z va¨a¨rtuse korral tinglikult so˜ltumatud ning vektorid Y ja Z on so˜ltumatud,
siis vektorid X, Y on so˜ltumatud.
To˜estus. Avaldame:
P (X = x, Y = y) =
∑
z∈Z
P (X = x, Y = y | Z = z) · P (Z = z)
=
∑
z∈Z
P (X = x | Z = z) · P (Y = y | Z = z) · P (Z = z)
= P (Y = y)
∑
z∈Z
P (X = x | Z = z) · P (Z = z)
= P (X = x) · P (Y = y).

Lause 2.2. Olgu X, Y diskreetsed juhuslikud suurused, kusjuures X on binaarne ehk X-il
on kaks vo˜imalikku va¨a¨rtust. Olgu x1 ∈ X. Eeldame, et iga y ∈ Y korral kehtib samasus
P (X = x1 | Y = y) = P (X = x1).
Siis X, Y on so˜ltumatud.
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To˜estus. Kehtigu va¨ites esitatud eeldused. Olgu x2 ∈ X\{x1}. Siis
P (X = x2 | Y = y) = 1− P (X = x1 | Y = y) = 1− P (X = x1) = P (X = x2).
Seega X, Y on so˜ltumatud. 
Olgu i ≥ 2. Fikseeritud Ki = k korral juhuslikud suurused (V1, ..., Vi−1) so˜ltuvad ainult
juhuslikust vektorist
D1 := (D
x
1 , ..., D
x
k−1, D
y
1 , ..., D
y
k−1, F1(Z1), ..., Fk−1(Zk−1), G1(Z1), ..., Gk−1(Zk−1))
ning juhuslik suurus Vi so˜ltub vaid juhuslikust vektorist
D2 := (D
y
k, Fk(Zk), Gk(Zk)).
Kuna vektorid D1, D2 on so˜ltumatud, siis fikseeritud Ki korral on (V1, ..., Vi−1), Vi tingli-
kult so˜ltumatud. Lisaks
P (Vi = 1 |Ki = k) = P (DyKi = 1, FKi(ZKi) = GKi(ZKi) | Ki = k)
(2.3)
= p · pz = P (Vi = 1).
Seega lause 2.2 po˜hjal juhuslikud suurused Vi, Ki on so˜ltumatud. Lause 2.1 po˜hjal (V1, ..., Vi−1), Vi
on so˜ltumatud. Seega juhuslikud suurused V1, V2, ... on so˜ltumatud.
2.4.7 Juhuslikud suurused U1, U2, ...
Olgu nu¨u¨d
Ui :=
1, kui leidub j ∈ {Ki−1 + 1, ..., Ki − 1} nii, et FKi(ZKi) = Gj(Zj) ja D
y
j = 1
0, mujal
,
i = 1, 2, ... Ehk Ui = 1 parajasti siis, kui juhuslikul suurusel Xi leidub hulgas Ai temaga
vo˜rdne alles ja¨a¨v mittesugulasest element.
U¨laltoodut illustreerib joonises 2.6 toodud na¨ide. Halli va¨rviga on taas ma¨rgitud kaduvad
elemendid. Nooltega ma¨rgitud u¨hendused na¨itavad, et U3 = U4 = U6 = 1. Samas U1 =
U2 = U5 = U7 = 0.
Leiame juhusliku suuruse Ui jaotuse. Meenutame, et Tj = Kj −Kj−1 (j = 1, 2, ...). Kuna
P (Tj = t | Kj−1 = k) = P (Dxk+1 = ... = Dxk+t−1 = 0, Dxk+t = 1) = (1−p)t−1p = P (Tj = t),
siis
Tj, Kj−1 on so˜ltumatud iga j ≥ 2 korral. (2.4)
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X1 X2 X3 X4 X5 X6 X7
F1(Z1), ..., FK7(ZK7) = 0 1 0 0 1 1 1 1 1 0 1 0 0 0 0 1 0 0 1 1 1
G1(Z1), ..., GK7(ZK7) = 1 0 0 0 1 1 1 1 1 0 0 1 0 0 0 1 1 0 0 1 1
Y1Y2 Y3 Y4 Y5Y6 Y7 Y8 Y9
A1 A2 A3 A4 A5 A6 A7
Joonis 2.6: juhuslike suuruste U1, ..., U7 va¨a¨rtustamine
Avaldame:
P (Ui = 0) =
∞∑
t=1
P1(t) · P (Ti = t),
kus
P1(t) = P (Ui = 0 | Ti = t) =

∑∞
k=i−1 P2(t, k) · P (Ki−1 = k | Ti = t), kui i > 1
P2(t, 0), kui i = 1
(2.4)
=

∑∞
k=i−1 P2(t, k) · P (Ki−1 = k), kui i > 1
P2(t, 0), kui i = 1
.
Siin
P2(t, k) = P (Ui = 0 | Ki−1 = k, Ti = t).
Olgu qz := P (Fi(Zi) = Gj(Zj)) (i 6= j). Kuna juhuslikud suurused
G1(Z1), ..., Gn−1(Zn−1), Fn(Zn), D
y
1 , D
y
2 , ...
on so˜ltumatud iga n korral ning ka su¨ndmused
{G1(Z1) 6= Fn(Zn)}, ..., {Gn−1(Zn−1) 6= Fn(Zn)}
on so˜ltumatud iga n korral, siis
P2(t, k) = P ({{Dyk+1 = 1, Gk+1(Zk+1) 6= Fk+t(Zk+t)} ∪ {Dyk+1 = 0}}, ...
{{Dyk+t−1 = 1, Gk+t−1(Zk+t−1) 6= Fk+t(Zk+t)} ∪ {Dyk+t−1 = 0}})
= (p(1− qz) + 1− p)t−1 = (1− pqz)t−1 =: P2(t). (2.5)
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Seega P1(t) = P2(t) ning
P (Ui = 0) =
∞∑
t=1
P2(t) · P (Ti = t) (2.6)
= p
∞∑
t=1
((1− pqz)(1− p))t−1.
Geomeetrilise rea summa valemi ja¨rgi
P (Ui = 0) =
p
1− (1− p− pqz + p2qz) =
1
1 + qz − pqz .
Seega U1, U2, ... on sama jaotusega.
Olgu i ≥ 2. Fikseeritud Ki−1 = k korral juhuslikud suurused U1, ...Ui−1 so˜ltuvad ainult
juhuslikust vektorist
D1 := (D
x
1 , ..., D
x
k−1, D
y
1 , ..., D
y
k−1, F1(Z1), ..., Fk(Zk), G1(Z1), ..., Gk−1(Zk−1))
ning Ui so˜ltub vaid juhuslikust vektorist
D2 := (D
x
k+1, D
x
k+2, ..., D
y
k+1, D
y
k+2, ..., Fk+1(Zk+1), Fk+2(Zk+2), ...,
Gk+1(Zk+1), Gk+2(Zk+2), ...).
Kuna vektorid D1, D2 on so˜ltumatud, siis fikseeritud Ki−1 korral on (U1, ..., Ui−1), Ui
tinglikult so˜ltumatud. Lisaks
P (Ui = 0 | Ki−1 = k) =
∞∑
t=1
P2(t, k) · P (Ti = t | Ki−1 = k) (2.5),(2.4)=
∞∑
t=1
P2(t) · P (Ti = t)
(2.6)
= P (Ui = 0).
Seega lause 2.2 po˜hjal
Uj, Kj−1 on so˜ltumatud iga j ≥ 2 korral. (2.7)
Lause 2.1 po˜hjal (U1, ..., Ui−1), Ui on so˜ltumatud. Seega juhuslikud suurused U1, U2, ... on
so˜ltumatud.
2.4.8 Juhuslikud suurused W1,W2, ...
Olgu iga i korral
Wi := Ui(1−DyKi).
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Seega Wi = 1 parajasti siis, kui Ui = 1 ja D
y
Ki
= 0.
P (Wi = 1) =
∞∑
k=i
P (Ui = 1, D
y
Ki
= 0 | Ki = k) · P (Ki = k).
Fikseeritud Ki = k korral Ui, D
y
k on tinglikult so˜ltumatud. Lisaks D
y
k, Ki on iga k korral
so˜ltumatud. Seega
P (Wi = 1) =
∞∑
k=i
P (Ui = 1 | Ki = k) · P (Dyk = 0 | Ki = k) · P (Ki = k)
= (1− p)
∞∑
k=i
P (Ui = 1 | Ki = k) · P (Ki = k) = (1− p) · P (U1 = 1)
= (1− p)
(
1− 1
1 + qz − pqz
)
= 1− p− 1− p
1 + qz − pqz .
Seega W1,W2, ... on sama jaotusega.
Olgu i ≥ 2. Fikseeritud Ki−1 = k korral juhuslikud suurused W1, ...,Wi−1 so˜ltuvad ainult
juhuslikust vektorist
D1 := (D
x
1 , ..., D
x
k−1, D
y
1 , ..., D
y
k, F1(Z1), ..., Fk(Zk), G1(Z1), ..., Gk−1(Zk−1))
ning Wi so˜ltub ainult juhuslikust vektorist
D2 := (D
x
k+1, D
x
k+2, ..., D
y
k+1, D
y
k+2, ..., Fk+1(Zk+1), Fk+2(Zk+2)..., Gk+1(Zk+1), Gk+2(Zk+2), ...).
Kuna D1, D2 on so˜ltumatud, siis (W1, ...,Wi−1),Wi on fikseeritud Ki−1 korral tinglikult
so˜ltumatud. Paneme ta¨hele, et
P (DyKi = 1 | Ki−1 = k)
=
∞∑
k∗=k+1
P (Dyk∗ = 1 | Ki = k∗, Ki−1 = k) · P (Ki = k∗ |Ki−1 = k) = p.
Samas
P (DyKi = 1) =
∞∑
k∗=i
P (Dyk∗ = 1 | Ki = k∗) · P (Ki = k∗) = p.
Seega
P (DyKi = 1 | Ki−1 = k) = P (DyKi = 1)
ning lause 2.2 po˜hjalDyKi , Ki−1. on so˜ltumatud. Lisaks (2.7) kohaselt Ui, Ki−1 on so˜ltumatud.
Olgu
g(U,D) := U(1−D).
Kuna Wi = g(Ui, D
y
Ki
), siis eelneva po˜hjal Wi, Ki−1 on so˜ltumatud. Lause 2.1 po˜hjal
(W1, ...,Wi−1),Wi on so˜ltumatud. Seega juhuslikud suurused W1,W2, ... on so˜ltumatud.
33
2.5 Suuruse γ so˜ltuvus maatriksist Q
2.5.1 Sissejuhatus
Meenutame, et γˆ = L(Xn, Y n)/n = Ln/n, kus L on pikima u¨hisjada tagastav funktsioon.
Seega γˆ on jadade Xn, Y n normeeritud sarnasusmo˜o˜t: mida sarnasemad on jadad Xn, Y n,
seda suurem on γˆ. Kui Xn, Y n on identsed, siis γˆ = 1. Praktikas ei huvita meid niivo˜rd
jadade sarnasus, vaid nende so˜ltuvus – jadade sarnasuse mo˜o˜tmine on tihtipeale vaid
vahend nende so˜ltuvuse hindamiseks.
Eelnevalt na¨gime, et va¨hemasti siis, kui jada Z1, Z2, ... jaotuseks on Be(0.5) ja Q on
su¨mmeetriline, funktsioon γ = γ(p,Q) to˜epoolest so˜ltub parameetritest p ja Q ning ei ole
konstant. Mudeli seisukohast on selline so˜ltuvus tegelikult vajalik, sest kui γ ei so˜ltuks
jadade X1, X2, ... ja Y1, Y2, ... fikseeritud jaotuse korral parameetritest p,Q, siis ei so˜ltuks
γ ka jadade Xn, Y n vahelise so˜ltuvuse suurusest ning mudelil ei oleks praktikas erilist
va¨a¨rtust.
To˜ena¨osus, et juhusliku suuruse sugulane ja¨a¨b alles on p. Seega p va¨henedes va¨heneb ka
jadade X1, X2, ... ja Y1, Y2, ... vaheline so˜ltuvus. Seega vo˜iks arvata, et p va¨henedes ka γ
va¨heneb – seda kinnitavad ka joonisel 2.5b toodud simulatsioonid.
JadadeX1, X2, ... ja Y1, Y2, ... vahelise so˜ltuvuse suurus so˜ltub ka maatriksistQ. Ka¨esolevas
jaotises tutvustame informatsiooniteooriast pa¨rinevat mo˜istet “vastastikune informat-
sioon”. Vastastikune informatsioon vo˜imaldab meil leida maatriksi Q funktsiooni, mis
mo˜o˜dab jadade X1, X2, ... ja Y1, Y2, ... vahelist so˜ltuvust fikseeritud p korral. Seeja¨rel
vo˜rdleme simulatsioonide abil selle funktsiooni ka¨itumist suuruse γ ka¨itumisega.
Kasutame lu¨hendatud kirjaviisi:
{X = x} = {x},
{Y = y} = {y},
{Z = z} = {z}.
Olgu log := log2. Ja¨rgnev teave vastastikuse informatsiooni kohta on saadud kirjandusest
[1].
Definitsioon 2.3. Diskreetsete juhuslike suuruste X, Y vastastikuseks informatsiooniks
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nimetatakse suurust
I(X;Y ) :=
∑
x∈X, y∈Y
P (x, y) · log P (x, y)
P (x)P (y)
.
Vastastikune informatsioon on mittenegatiivne. Lisaks on ta su¨mmeetriline, st I(X;Y ) =
I(Y ;X). Vastastikune informatsioon mo˜o˜dab kahe juhusliku suuruse so˜ltuvust, kusjuures
I(X;Y ) = 0 parajasti siis, kui X, Y on so˜ltumatud.
Vastastikuse informatsiooni saab avaldada informatsiooniteooria baassuuruste “entroo-
pia” ja “tinglik entroopia” kaudu. Entroopia H(X) mo˜o˜dab juhusliku suuruse X ju-
huslikkust. Entroopia on mittenegatiivne, kusjuures H(X) = 0 parajasti siis, kui X on
konstant. Tinglik entroopia H(X|Y ) mo˜o˜dab juhusliku suuruse X keskmist juhuslikkust
tingimusel, et Y va¨a¨rtus on teada. Kehtib seos
I(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X).
Seega vastastikune informatsioon na¨itab, kui palju va¨heneb keskmiselt u¨he juhusliku
suuruse va¨a¨rtuse teadasaamisel teise juhusliku suuruse juhuslikkus – ehk kui palju annab
u¨he juhusliku suuruse va¨a¨rtuse teadasaamine keskmiselt teise juhusliku suuruse kohta
informatsiooni. Juhul, kui X = Y , siis H(X|Y ) = H(Y |X) = 0 ning I(X;Y ) = H(X) =
H(Y ).
Olgu juhusliku suuruse Z := Zi ja¨rglasteks X := XCX ja Y := YCY , st CX , CY on sellised,
et KCX = LCY = i. Lisaks lepime kokku, et 0 log 0 = 0. Siis
I(X;Z) =
∑
x,z∈A
P (z)Q(z, x) · log Q(z, x)∑
z∗∈A P (Z = z
∗)Q(z∗, x)
ning
I(X;Y ) =
∑
x,y∈A
(∑
z∈A
P (z)Q(z, x)Q(z, y)
)
log
∑
z∈A P (z)Q(z, x)Q(z, y)(∑
z∈A P (z)Q(z, x)
) (∑
z∈A P (z)Q(z, y)
) .
Fikseeritud p korral I(X;Z) mo˜o˜dab jadade X1, X2, ... ja Z1, Z2, ... vahelist so˜ltuvust ning
I(X;Y ) mo˜o˜dab jadade X1, X2, ... ja Y1, Y2, ... vahelist so˜ltuvust.
To˜estame mo˜ne tulemuse.
Lause 2.3. (i) Juhuslikud suurused X,Z on so˜ltumatud parajasti siis, kui maatriksi Q
read on vo˜rdsed.
(ii) Juhuslikud suurused Y, Z on so˜ltumatud parajasti siis, kui maatriksi Q read on vo˜rdsed.
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To˜estus. (i) Piisavus. Paneme ta¨hele, et
P (z, x) = P (z)Q(z, x)
ja
P (x) =
∑
z∗∈Z
P (z∗)Q(z∗, x).
Seega Z,X on so˜ltumatud parajasti siis, kui iga z ∈ Z ja x ∈ X korral
Q(z, x) =
∑
z∗∈Z
P (z∗)Q(z∗, x). (2.8)
Kui Q(z, x) ei so˜ltu z va¨a¨rtusest (ehk kui maatriksi Q read on vo˜rdsed), saame selle
u¨laltoodud summas ette tuua ja samasus (2.8) to˜epoolest kehtib.
Tarvilikkus. Kuna vo˜rduse (2.8) parem pool on fikseeritud x korral alati sama, siis ka
Q(z, x) ei tohi vo˜rduse kehtimiseks z va¨a¨rtusest so˜ltuda.
(ii) To˜estus on analoogiline osaga (i). 
Lause 2.4. Jada X,Z, Y on Markovi ahel.
To˜estus. Avaldame:
P (y | z, x) = P (f(z, ηi) = y, Z = z, f(z, ξi) = x)
P (Z = z, f(z, ξi) = x)
=
P (f(z, ηi) = y, Z = z)
P (Z = z)
= P (y | z).

Ja¨reldus 2.1. Juhuslikud suurused X, Y on so˜ltumatud parajasti siis, kui maatriksi Q
read on vo˜rdsed.
To˜estus. Kuna lause 2.4 kohaselt jada X,Z, Y on Markovi ahel, siis X, Y on so˜ltumatud
parajasti siis, kui Y, Z on so˜ltumatud. Lause 2.3 kohaselt Y, Z on so˜ltumatud parajasti
siis, kui maatriksi Q read on vo˜rdsed. 
2.5.2 Simulatsioonid
Simuatsioonides vo˜tame lihtsuse huvides p = 1 (st kadumisi pole). Meenutame, et X, Y
on sugulased eellasega Z, et γˆ = Ln/n ja et jada Z
n elemendid genereeritakse jaotusega
Be(0.5). Suuruseks n vo˜eti 10 000.
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Joonisel 2.7 on toodud simulatsioonid su¨mmeetriliste Q-de korral. Su¨mmeetrilise Q korral
P (X = 0) = P (Y = 0) =
1
2
(1− ) + 1
2
 =
1
2
.
Jooniselt 2.7b na¨eme, kuidas nii I(X;Z) kui ka I(X;Y ) on maksimaalsed, kui maatriksi Q
mo˜lemas veerus on u¨ks 0 ja u¨ks 1, ning kuidas I(X;Z) ja I(X;Y ) saavutavad miinimumi,
kui maatriksi Q read on vo˜rdsed ehk kui juhuslikud suurused X, Y, Z on so˜ltumatud.
Informatsiooniteooriast on teada ja¨rgmine tulemus.
Lause 2.5. (Andmeto¨o¨tlusvo˜rratus) [1] Kui jada X1, X2, X3 on Markovi ahel, siis
I(X1;X2) ≥ I(X1;X3),
kusjuures vo˜rdus kehtib parajasti siis, kui jada X1, X3, X2 on Markovi ahel.
Lause 2.4 kohaselt jadaX,Z, Y on Markovi ahel. Seega I(X;Z) ≥ I(X;Y ) – seda kinnitab
ka joonis. Vo˜rdus I(X;Z) = I(X;Y ) kehtib andmeto¨o¨tlusvo˜rratuse kohaselt parajasti
siis, kui X, Y, Z on Markovi ahel – joonise ja¨rgi tundub see vo˜rdus kehtivat kolmel juhul:
kui  = 0.5,  = 0 ja  = 1. Esimesel juhul on X,Z, Y so˜ltumatud, seega jada X, Y, Z on
to˜epoolest Markovi ahel. Kui  = 0 vo˜i  = 1, on fikseeritud Y va¨a¨rtuse korral suurused
X,Z konstandid, seega ka nendel juhtudel jada X, Y, Z on Markovi ahel.
Jooniselt 2.7 on na¨ha, kuidas suurus γ ka¨itub samamoodi kui I(X;Z) ja I(X;Y ): kui
 la¨heneb arvule 0.5, siis γ va¨heneb; kui  eemaldub arvust 0.5, siis γ kasvab. Lisaks
ka¨ituvad suurused γ, I(X;Z), I(X;Y ) punkti  = 0.5 suhtes su¨mmeetriliselt. Seega nii
γ ja I(X;Z) kui ka γ ja I(X;Y ) vahel on u¨ksu¨hene seos. See u¨ksu¨hene seos eksisteerib
ta¨nu sellele, et jadade X1, X2, ... ja Y1, Y2, ... jaotus on fikseeritud (su¨mmeetrilise Q korral
juhuslikud suurused X1, X2, ..., Y1, Y2, ... on mis tahes  korral jaotusega Be(0.5)).
Joonistel 2.8 ja 2.9 on na¨idatud γ ja I(X;Y ) ka¨itumine (u¨ldiselt) ebasu¨mmeetriliste Q-
de korral. Sellisel juhul jadade X1, X2, ... ja Y1, Y2, ... jaotus pole fikseeritud. Ja¨rgnevalt
interpreteerime jooniseid 2.8 ja 2.9 erinevatel juhtudel.
a) Ko˜ik maatriksi Q elemendid on la¨hedal arvule 0.5
ehk 1 ≈ 0.5 ja 2 ≈ 0.5. Suurused I(X;Y ) ja γ on mo˜lemad va¨ikesed, sest ju-
huslikud suurused X, Y on la¨hedal so˜ltumatusele (sest maatriksi Q read on la¨hedal
juhule, kus nad vo˜rdsed) ja jadades X1, X2, ... ja Y1, Y2, ... on nullide ja u¨htede
proportsioon ligikaudu vo˜rdne arvuga 0.5.
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Joonis 2.7: suuruse γ ning I(X;Z), I(X;Y ) ka¨itumine 1 = 2 korral
b) Maatriks Q on la¨hedal juhule, kus mo˜lemas veerus on u¨ks 1 ja u¨ks 0
ehk (1, 2) ≈ (0, 0) vo˜i (1, 2) ≈ (1, 1). Suurused I(X;Y ) ja γ on juhuslike suuruste
X, Y vahelise tugeva so˜ltuvuse to˜ttu mo˜lemad suured.
c) Maatriks Q on la¨hedal juhule, kus u¨hes veerus on nullid ja teises u¨hed
ehk (1, 2) ≈ (0, 1) vo˜i (1, 2) ≈ (1, 0). Suurus I(X;Y ) on va¨ike, sest juhuslikud
suurused X, Y on la¨hedal juhule, kus nad on konstandid. Suurus γ on suur, sest
nullide vo˜i u¨htede osakaal jadades X1, X2, ... ja Y1, Y2, ... on suur.
Nagu na¨gime punktis c), vo˜ib ebasu¨mmeetriliste maatriksite korral olla γ suur, kuid
I(X;Y ) va¨ike.
Kokku vo˜ttes vo˜ib ka¨esolevas jaotises toodud simulatsioonide po˜hjal o¨elda, et kui p ning
jadade X1, X2, ... ja Y1, Y2, ... jaotus on fikseeritud, siis mida suurem on jadade X1, X2, ...
ja Y1, Y2, ... vaheline so˜ltuvus, seda suurem on γ. Vo˜ttes arvesse joonisel 2.5b esitatud
simulatsioone p ja γ vahelise seose kohta, vo˜ime saadud tulemuse u¨ldistada juhule, kus
p ei ole fikseeritud; teisiso˜nu, kui jadade X1, X2, ... ja Y1, Y2, ... jaotus on fikseeritud, siis
mida suurem on jadade X1, X2, ... ja Y1, Y2, ... vaheline so˜ltuvus, seda suurem on γ.
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Joonis 2.8: suuruse γ ka¨itumine u¨ldjuhul (p = 1)
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Joonis 2.9: I(X;Y ) ka¨itumine u¨ldjuhul
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A MODEL FOR RELATED SEQUENCES
Bachelor thesis
Joonas Sova
Summary
At the beginning of the thesis a model for generating two random sequences X, Y was
constructed. Both X and Y are obtained by mutating (i.e altering) and deleting some
elements in an independent and identically distributed (iid) sequence Z. The probability
that any given element in Z is mutated is determined by transition matrix Q. The pro-
bability that any given element in Z is not deleted is p. It was shown that both X and Y
are iid sequences, and that X and Y are generally related. Some other theoretical results
were shown.
Further on, the notion of longest common subsequence was introduced. A simple similarity
measure for X and Y was constructed using that notion. As the length of X and Y
approaches to infinity, this similarity measure converges to a constant γ = γ(Q, p). A
lower bound for γ was constructed. Using this lower bound, it was shown that function
γ(Q, p) is not constant when the distribution of X and Y is fixed.
One of the purposes of the thesis is to see how γ depends on the relatedness of X and Y .
The relatedness of X and Y depends on both transition matrix Q and deletion parameter
p. The relation between p and γ was studied with simulations. Using the notion of mutual
information from the information theory, a function of matrix Q was constructed, that
measures the relatedness of X and Y when p is fixed. That function was compared to
estimate of γ in simulations.
The final conclusion of the thesis is that, when the distribution of X and Y is fixed, the
greater the relatedness of X and Y , the greater the γ.
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LISA A Simulatsioonides kasutatud funktsioonid
#Funktsioon mutats ioonide t eo s t ami s e k s Bernou l l i j ao tu s ega jadas .
#Maatriks Q on ku j u l ( 2 . 1 ) .
mutatsioon=function (Z , Q){
#Moodustatakse t o˜ e v e k t o r u¨ h tede muteerimise jaok s
u¨htedeMuteerimine=rep (0 , length (Z ) )
u¨htedeMuteerimine [ Z==1]=rbinom( length (Z [ Z==1]) , 1 , Q[ 2 , 1 ] )
u¨htedeMuteerimine=u¨htedeMuteerimine==1
#Moodustatakse t o˜ e v e k t o r n u l l i d e muteerimise j aok s
nul l ideMuteer imine=rep (0 , length (Z ) )
nu l l ideMuteer imine [ Z==0]=rbinom( length (Z [ Z==0]) , 1 , Q[ 1 , 2 ] )
nu l l ideMuteer imine=nul l ideMuteer imine==1
#U¨htede muutmine n u l l i d e k s
Z [ u¨htedeMuteerimine ]=0
#Nu l l i d e muutmine u¨ h t edek s
Z [ nu l l ideMuteer imine ]=1
return (Z)
}
#Funktsioon kadumiste t eo s t ami s e k s Bernou l l i j ao tu s e ga jadas .
kadumised=function (FZ , p){ #p − a l l e s j a¨ a¨mise t o˜ena¨ osus
#Moodustatakse t o˜ e v e k t o r kadumiste j aok s
a l l e s j a¨ a¨mised=rbinom( length (FZ) , 1 , p )
t o˜ evektor=a l l e s j a¨ a¨mised==1
return (FZ [ t o˜ evektor ] )
}
#Funktsioon v a s t a s t i k u s e in fo rmat s i oon id I (X;Z) arvutamiseks .
infXZ=function ( e1 , e2 ){
infXZ=rep (NA, length ( e1 ) )
#e1=eps i l on1
#e2=ep s i l on2
for ( i in 1 : length ( e1 ) ){
summa0=0.5∗(1−e1 [ i ] )+0 .5∗e2 [ i ]
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summa1=0.5∗e1 [ i ]+0.5∗(1−e2 [ i ] )
summa=0
#z=0, x=0
i f (1−e1 [ i ] !=0){ #0∗ l o g0=0
summa=0.5∗(1−e1 [ i ] ) ∗log2 ((1− e1 [ i ] ) /summa0)
}
#0 ,1
i f ( e1 [ i ] !=0){ #0∗ l o g0=0
summa=summa+0.5∗e1 [ i ] ∗log2 ( e1 [ i ] /summa1)
}
#1 ,0
i f ( e2 [ i ] !=0){ #0∗ l o g0=0
summa=summa+0.5∗e2 [ i ] ∗log2 ( e2 [ i ] /summa0)
}
#1 ,1
i f (1−e2 [ i ] !=0){ #0∗ l o g0=0
summa=summa+0.5∗(1−e2 [ i ] ) ∗log2 ((1− e2 [ i ] ) /summa1)
}
infXZ [ i ]=summa
}
return ( infXZ )
}
#Funktsioon v a s t a s t i k u s e in fo rmat s i oon id I (X;Y) arvutamiseks .
infXY=function ( e1 , e2 ){
#e1 − ep s i l on1
#e2 − ep s i l on2
M=matrix (c ( 0 , 0 , 1 , 1 , 0 , 1 , 0 , 1 ) , ncol=2)
i n f=rep (NA, length ( e1 ) )
for ( i in 1 : length ( e2 ) ){
Q=matrix (c(1−e1 [ i ] , e2 [ i ] , e1 [ i ] ,1− e2 [ i ] ) , ncol=2)
summa=0
for ( j in 1 : 4 ){
a1=0.5∗Q[1 ,M[ j , 1 ]+1 ]∗Q[1 ,M[ j , 2 ]+1 ] + 0 .5∗Q[2 ,M[ j , 1 ]+1 ]∗Q[2 ,M[ j , 2 ]+1 ]
a2=0.5∗Q[1 ,M[ j ,1 ]+1 ]+0.5∗Q[2 ,M[ j , 1 ]+1 ]
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a3=0.5∗Q[1 ,M[ j , 2 ]+1 ] + 0 .5∗Q[2 ,M[ j , 2 ]+1 ]
i f ( a1 !=0){ #0∗ l o g0=0
summa=summa+a1∗log2 ( a1/ ( a2∗a3 ) )
}
}
i n f [ i ]=summa
}
return ( i n f )
}
#Funktsioon gene r e e r i b j a¨ r g l a s j a dad X 1 , . . . ,X n ja Y 1 , . . . ,Y n
#ning t a ga s t a b D n/n ja L n/n .
#s − e e l l a s j a d a p i kkus
F=function ( s , p ,Q){
#Sarnasusmaatr iks i loomine
sarnasus=matrix (c (1 , 0 , 0 , 1 ) , nrow=2)
rownames( sarnasus )=c ( ”0” , ”1” )
colnames ( sarnasus )=c ( ”0” , ”1” )
Z=rbinom( s , 1 , 0 . 5 ) #e e l l a s e genereer imine
muteerunudZ1=mutatsioon (Z , Q) #jada F 1(Z 1 ) , . . . , F s (Z s )
muteerunudZ2=mutatsioon (Z ,Q) #jada G 1(Z 1 ) , . . . ,G s (Z s )
a l l e s j a¨ a¨mised1=rbinom( s , 1 , p )
#a l l e s j a¨ a¨miste t o˜ ev a¨a¨ r t u s v e k t o r j a¨ r g l a s e 1 jaok s
t o˜ evektor1=a l l e s j a¨ a¨mised1==1
a l l e s j a¨ a¨mised2=rbinom( s , 1 , p )
#a l l e s j a¨ a¨miste t o˜ ev a¨a¨ r t u s v e k t o r j a¨ r g l a s e 2 jaok s
t o˜ evektor2=a l l e s j a¨ a¨mised2==1
#Soovime saada u¨ hep ikkused j a¨ r g l a s j a dad . S e l l e k s vaatame
#kummal t o˜ ev a¨a¨ r t u s v e k t o r i l on rohkem t o˜ e s e i d v a¨a¨ r t u s i .
#Vastava l v e k t o r i l muudame l o˜ pus t a l u s t a d e s v a j a l i k u l
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#hu l g a l t o˜ e s e i d v a¨a¨ r t u s i v a¨ a¨ radeks . Tulemuseks saame
#t o˜ ev a¨a¨ r t u s v e k t o r i d , m i l l e l on u¨ h epa l j u t o˜ e s e i d v a¨a¨ r t u s i .
vahe=sum( t o˜ evektor1)−sum( t o˜ evektor2 )
i f ( vahe>0){
b=length (which( t o˜ evektor1 ) )
a=b−vahe+1
l o˜ puIndeks id=which( t o˜ evektor1 ) [ a : b ]
t o˜ evektor1 [ l o˜ puIndeks id ]=FALSE
}
i f ( vahe<0){
vahe=vahe∗−1
b=length (which( t o˜ evektor2 ) )
a=b−vahe+1
l o˜ puIndeks id=which( t o˜ evektor2 ) [ a : b ]
t o˜ evektor2 [ l o˜ puIndeks id ]=FALSE
}
#leiame su gu l a s t e i nde k s i d
sugu l a s t e Indek s i d=intersect (which( t o˜ evektor1 ) ,which( t o˜ evektor2 ) )
sugulasedX=muteerunudZ1 [ sugu l a s t e Indek s i d ]
sugulasedY=muteerunudZ2 [ sugu l a s t e Indek s i d ]
#vo˜ r d s e t e s u gu l a s t e i nde k s i d ( VSIndeksid )
VSIndeksid=sugu l a s t e Indek s i d [ sugulasedX==sugulasedY ]
#Suuruse Dn l e i dm i s e k s peame summeerima jada VSIndeksid p i kkuse (M)
#ja suurused L(R 1ˆx ;R 1ˆy ) , . . . , L(R {M+1}ˆx ;R {M+1}ˆy )
Dn=length ( VSIndeksid )
#l e i t a k s e L(R 1ˆx ;R 1ˆy )
i f ( VSIndeksid [1 ]>1){
l o˜ i k1=muteerunudZ1 [ 1 : ( VSIndeksid [ 1 ] −1) ]
l o˜ i k2=muteerunudZ2 [ 1 : ( VSIndeksid [ 1 ] −1) ]
t o˜ evektor iL o˜ ik1=t o˜ evektor1 [ 1 : ( VSIndeksid [ 1 ] −1) ]
t o˜ evektor iL o˜ ik2=t o˜ evektor2 [ 1 : ( VSIndeksid [ 1 ] −1) ]
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#kon t r o l l i t a k s e , ega R 1ˆx v o˜ i R 1ˆy po l e t u¨ h i hu l gad
i f (TRUE %in% t o˜ evektor iL o˜ ik1 & TRUE %in% t o˜ evektor iL o˜ ik2 ){
#a l l e s j a¨ a¨ va t e e l ement ide osajada l o˜ i g u s t 1 (Rˆx 1)
l o˜ i k1=l o˜ ik1 [ t o˜ evektor iL o˜ ik1 ]
#a l l e s j a¨ a¨ va t e e l ement ide osajada l o˜ i g u s t 2 (Rˆy 1)
l o˜ i k2=l o˜ ik2 [ t o˜ evektor iL o˜ ik2 ]
l o˜ i k1=c2s ( l o˜ i k1 )
l o˜ i k2=c2s ( l o˜ i k2 )
Dn=Dn+pairwiseAl ignment ( l o˜ ik1 , l o˜ ik2 , subs t i tu t i onMat r i x=sarnasus ,
gapOpening=0, gapExtension=0, scoreOnly=TRUE)
}
}
#l e i t a k s e L(R 2ˆx ;R 2ˆy ) , . . . , L(R Mˆx ;R Mˆy )
for ( i in 2 : length ( VSIndeksid ) ){
i f ( VSIndeksid [ i ]−VSIndeksid [ i −1]>1){
l o˜ i k1=muteerunudZ1 [ ( VSIndeksid [ i −1]+1):( VSIndeksid [ i ]−1) ]
l o˜ i k2=muteerunudZ2 [ ( VSIndeksid [ i −1]+1):( VSIndeksid [ i ]−1) ]
t o˜ evektor iL o˜ ik1=t o˜ evektor1 [ ( VSIndeksid [ i −1]+1):( VSIndeksid [ i ]−1) ]
t o˜ evektor iL o˜ ik2=t o˜ evektor2 [ ( VSIndeksid [ i −1]+1):( VSIndeksid [ i ]−1) ]
i f (TRUE %in% t o˜ evektor iL o˜ ik1 & TRUE %in% t o˜ evektor iL o˜ ik2 ){
l o˜ i k1=l o˜ ik1 [ t o˜ evektor iL o˜ ik1 ]
l o˜ i k2=l o˜ ik2 [ t o˜ evektor iL o˜ ik2 ]
l o˜ i k1=c2s ( l o˜ i k1 )
l o˜ i k2=c2s ( l o˜ i k2 )
Dn=Dn+pairwiseAl ignment ( l o˜ ik1 , l o˜ ik2 , subs t i tu t i onMat r i x=sarnasus ,
gapOpening=0, gapExtension=0, scoreOnly=TRUE)
}
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}
}
#l e i t a k s e L(R {M+1}ˆx ;R {M+1}ˆy )
i=length ( VSIndeksid )
i f ( s>VSIndeksid [ i ] ) {
l o˜ i k1=muteerunudZ1 [ ( VSIndeksid [ i ]+1) : s ]
l o˜ i k2=muteerunudZ2 [ ( VSIndeksid [ i ]+1) : s ]
t o˜ evektor iL o˜ ik1=t o˜ evektor1 [ ( VSIndeksid [ i ]+1) : s ]
t o˜ evektor iL o˜ ik2=t o˜ evektor2 [ ( VSIndeksid [ i ]+1) : s ]
i f (TRUE %in% t o˜ evektor iL o˜ ik1 & TRUE %in% t o˜ evektor iL o˜ ik2 ){
l o˜ i k1=l o˜ ik1 [ t o˜ evektor iL o˜ ik1 ]
l o˜ i k2=l o˜ ik2 [ t o˜ evektor iL o˜ ik2 ]
l o˜ i k1=c2s ( l o˜ i k1 )
l o˜ i k2=c2s ( l o˜ i k2 )
Dn=Dn+pairwiseAl ignment ( l o˜ ik1 , l o˜ ik2 , subs t i tu t i onMat r i x=sarnasus ,
gapOpening=0, gapExtension=0, scoreOnly=TRUE)
}
}
#Arvutatakse L n
Ln=pairwiseAl ignment ( c2s (muteerunudZ1 [ t o˜ evektor1 ] ) , c2s (muteerunudZ2 [ t o˜ evektor2 ] ) ,
subs t i tu t i onMat r i x=sarnasus , gapOpening=0, gapExtension=0, scoreOnly=TRUE)
n=length (which( t o˜ evektor1 ) )
return (c (Dn/n , Ln/n ) )
}
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l ibrary ( B i o s t r i n g s )
l ibrary ( s e q i n r )
#Sarnasusmaatr iks i loomine
sarnasus=matrix (c (1 , 0 , 0 , 1 ) , nrow=2)
rownames( sarnasus )=c ( ”0” , ”1” )
colnames ( sarnasus )=c ( ”0” , ”1” )
#U¨leminekumaatr iks
Q=matrix (c ( 0 . 9 , 0 . 1 , 0 . 1 , 0 . 9 ) , nrow=2)
p=0.9
m=10000
Z=rbinom(m, 1 , 0 . 5 )
FZ1 = mutatsioon (Z , Q)
j a¨ r g l ane1=kadumised (FZ1 , p)
FZ2 = mutatsioon (Z , Q)
j a¨ r g l ane2=kadumised (FZ2 , p)
n=min( length ( j a¨ r g l ane1 ) , length ( j a¨ r g l ane2 ) )
j a¨ r g l ane1=j a¨ rg l ane1 [ 1 : n ]
j a¨ r g l ane2=j a¨ rg l ane2 [ 1 : n ]
j a¨ r g l ane1=c2s ( chars=j a¨ rg l ane1 )
j a¨ r g l ane2=c2s ( chars=j a¨ rg l ane2 )
Ln=pairwiseAl ignment ( j a¨ rg lane1 , j a¨ rg lane2 , subs t i tu t i onMat r i x=sarnasus ,
gapOpening=0, gapExtension=0, scoreOnly=TRUE)
gamma=Ln/n
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