The strong convergence of Euler approximations of stochastic delay differential equations is proved under general conditions. The assumptions on drift and diffusion coefficients have been relaxed to include polynomial growth and only continuity in the arguments corresponding to delays. Furthermore, the rate of convergence is obtained under one-sided and polynomial Lipschitz conditions. Finally, our findings are demonstrated with the help of numerical simulations.
Introduction
In modeling many real world phenomena, the future states of the system depend not only on the present state but also on its past state(s). The models based on stochastic delay differential equations (SDDEs) could be used in such situations. They have found numerous applications in various fields, for example, in communications, physics, biology, ecology, economics and finance.
One could refer to [1] - [10] and references therein. * The authors would like to thank Lukas Szpruch for his useful discussions.
Let (Ω, {F t } {t≥0} , F, P) be a filtered probability space satisfying the usual conditions, i.e. the filtration is increasing and right continuous. Let {W (t)} {t≥0} be an m-dimensional Wiener martingale.
Furthermore, it is assumed that β(t, y 1 , . . . , y k , x) and α(t, y 1 , . . . , y k , x) are B(R + ) ⊗ B(R d×k ) ⊗ B(R d )-measurable functions and take values in R d and R d×m respectively. For a fixed T > 0, let the stochastic delay differential equation (SDDE) on (Ω, {F t } {t≥0} , F, P) be defined as follows, dX(t) = β(t, Y (t), X(t))dt + α(t, Y (t), X(t))dW (t), t ∈ [0, T ],
where {ξ(t) : −H ≤ t ≤ 0} ∈ C b F 0
([−H, 0]; R d ) for some H > 0 and Y (t) := (X(δ 1 (t)), . . . , X(δ k (t))).
The delay parameters δ 1 (t), . . . , δ k (t) are increasing functions of t and satisfy −H ≤ δ j (t) ≤ [ t τ ]τ for some τ > 0 and j = 1, . . . , k.
Further, for every n ≥ 1 and t ∈ [0, T ], the Euler scheme of SDDE (1) is given by dX n (t) = β(t, Y n (t), X n (κ n (t)))dt + α(t, Y n (t), X n (κ n (t)))dW (t), t ∈ [0, T ],
where Y n (t) := (X n (δ 1 (t)), . . . , X n (δ k (t))) and κ n is defined by
with the observation that for equation (2) one takes t 0 = 0 in (3). We note that two popular cases of delay viz. δ i (t) = t − τ and δ i (t) = t τ τ can be addressed by our findings. This type of delay parameters have been extensively discussed and found wide applications in the literature. The reader could consult the following, for example, [1] - [6] , [10] and references therein. Remark 1. We note that the Euler scheme (2) defines approximations to SDDEs in an explicit way without a discretization of the delay terms. From our main theorem and corollaries on convergence of scheme (2) , one could easily obtain results on convergence of this scheme with discretized delay terms. Therefore for matters of notational simplicity, we choose the former approach.
Let y := (y 1 , . . . , y k ). We make the following assumptions for our result.
C-1. There exist constants G > 0 and l > 0 such that for any t ∈ [0, T ],
for all x ∈ R d and y ∈ R d×k .
C-2. For every R > 0, there exists a constant K R > 0 such that for any t ∈ [0, T ],
whenever |x|, |y|, |z| < R.
C-3. The functions β(t, y, x) and α(t, y, x) are continuous in y uniformly in x from compacts, i.e.
for every R > 0 and t
The conditions C-1 and C-2 are sufficient for existence and uniqueness of solution of SDDE (1) and the Euler scheme (2)(see [12] , [22] ). We state the main result of this paper in the following theorem.
Theorem 1. Suppose C-1 to C-3 hold, then the Euler scheme (2) converges to the true solution of
Remark 2. We note that we can assume, without loss of generality, that T is a multiple of τ . If not, then SDDE (1) and its EM scheme (2) are defined for T ′ > T with T ′ = N τ , where N is a positive integer. The results given in this report are then recovered for the original SDDE (1) by choosing drift and diffusion parameters as β1 {t≤T } and α1 {t≤T } .
First, we develop requisite theory for SDEs with random coefficients in the following section and then prove Theorem 1 in Section 4.
Let b(t, x) and σ(t, x) be P ⊗ B(R d )-measurable functions which take values in R d and R d×m respectively. Suppose 0 ≤ t 0 < t 1 ≤ T , then let us consider an SDE with random coefficients given by
with initial value X(t 0 ) which is an almost surely finite F t 0 -measurable random variable.
For every n ≥ 1, let b n (t, x) and σ n (t, x) be P ⊗ B(R d )-measurable functions which take values in R d and R d×m respectively. Then for any t ∈ [t 0 , t 1 ], we define the following Euler scheme corresponding to the SDE (4) as,
with initial value X n (t 0 ), which is an F t 0 -measurable, almost surely finite, random variable and κ n as defined in (3).
We make the following assumptions.
A-1. There exists a constant c > 0 and non-negative random variables {M n } n≥1 and M with E M p ∨ sup n≥1 E M p n < N for every p > 0 and some N := N (p) > 0 such that, almost surely,
A-2. For every R > 0, there exists an F t 0 -measurable random variable C R such that, almost surely,
for all |x|, |y| ≤ R. Moreover, there exists a function f :
A-3. For every R > 0 and p > 0,
A-4. The initial values of SDE (4) and its Euler scheme (5) satisfy
for every p > 0.
A-5.
The initial values of SDE (4) and its Euler scheme (5) have bounded p-th moments, i.e. there
We note that assumptions A-1 and A-2 are sufficient for existence and uniqueness of solution of SDE (4) (see [23] and [24] ). Before proving the main result (Theorem 2) of this section, we establish some lemmas.
Lemma 1.
Suppose that A-1 and A-5 hold, then for some
Proof. First one chooses any p > 2. Then for the true solution {X(t)} t∈[t 0 ,t 1 ] , by using Hölder's inequality, one obtains,
Thus on taking supremum over [t 0 , u] for some u ∈ [t 0 , t 1 ] and by applying Burkholder-Davis-Gundy inequality with constantc :=c(p) > 0, one observes that
Now A-1 and A-5 give
which on the application of Gronwall's inequality yields
For any p > 2, we adopt similar arguments for {X n (t)} {t∈[t 0 ,t 1 ]} in order to prove (6) with the remark that A-5 guarantees that K does not depend on n. Then one observes that the application of Hölder's inequality completes the proof.
For every R > 0 and n ≥ 1, let us define the stopping times,
where inf ∅ = ∞.
We prove below a very useful lemma of this article as it is used in the penultimate section in order to recover the rate of convergence.
Lemma 2. Let us assume that A-1 and A-5 hold. Then
Proof. In order to prove the result, one chooses p ≥ 2. Then one immediately writes,
which implies on applying Hölder's inequality
One finds bounds for the integrand of the first term of (8) as follows,
For the second term of (8), one writes,
which on the application of A-1 and Lemma 1 yields
Substituting (9) and (10) in (8) yields
Then by letting n → ∞ on both sides, one obtains
for all p ≥ 2. Then one observes that the application of Hölder's and Jensen's inequalities completes the proof.
In order to prove the following theorem, a similar approach to the one adopted by [25] for SDEs is followed here, but in a more general context. Theorem 2. Let A-1 to A-5 hold and suppose there exists a unique solution {X n (t)} {t 0 ≤t≤t 1 } of the Euler scheme (5). Then, the Euler scheme (5) converges to the SDE (4) in L p -sense, i.e.
for all p > 0.
Proof. For every R > 0 and n ≥ 1, we consider stopping times as defined in (7). First we fix p > 4.
To estimate the first term of (13), one can use Young's inequality for q > p (1/p + 1/q = 1) and η > 0 to obtain the following.
which becomes
Further for estimating the second term of (13), let e n (s) := X(s) − X n (s) for s ∈ [t 0 , t 1 ], then one could write
the application of Itô's formula, one obtains
where σ i n and W i denote the i-th column of (d × m)-matrix σ and the i-th element of Wiener (m × 1)-vector W respectively for all i ∈ {1, . . . , m}. Further, after raising the power to p/2 for some p > 4 and applying Hölder's and Burkholder-Davis-Gundy inequalities, one obtains the following,
wherec :=c(p) is the constant of the Burkholder-Davis-Gundy inequality.
In order to estimate II, one observes that the application of A-2 and Cauchy-Schwarz inequality yields,
and on further application of Young's inequality and A-1, this becomes
Therefore raising power p/2 on both sides, we get
Hence one obtains the following estimate on using Hölder's inequality,
Now in order to estimate III of (15), one observes that for every i ∈ {1, . . . , m}, the assumption A-2 yields
Finally, to estimate IV , observes that for i ∈ {1, . . . , m}, an application of assumption A-2 yields
which by using Young's inequality becomes
Hence using (17) , (18) and (19) in (15) and then after applying Gronwall's inequality, one obtains
where constantsK 1 ,K 2 ,K 3 ,K 4 andK 5 are appropriately defined and depend explicitly on f (R)
but not on R and they are independent of n. Thus one can choose η sufficiently small and R sufficiently large such that for ǫ > 0 (however small),
Therefore, substituting equations (14) and ( 
Proof of Main Result
In this section, we shall prove Theorem 1 by considering SDDE (1) as a special case of an SDE with random coefficients. In particular, we set
for any t ∈ [0, T ] and x ∈ R d .
Proof of theorem 1. We shall prove the result using an induction method so as to show that,
for every i ∈ {1, . . . , N } and for all p > 0. (1) and Euler scheme (2) become SDE (4) and scheme (5) with t 0 = 0, t 1 = τ , X(0) = X n (0) = ξ(0) and coefficients given by (21) . Also one observes that A-1 to A-5 hold due to C-1 to C-3. In particular, A-1 is a consequence of C-1 with δ 1 (t) ), . . . , ξ(δ k (t)))|, which is uniformly bounded due to the fact that ξ ∈ C b F 0
. Further, A-2 is a consequence of C-2 since one observes that C R is deterministic and in fact C R = f (R), where f (R) = K Ψ ½ {0<R<Ψ} + K R ½ {R≥Ψ} and therefore P(C R > f (R)) = 0 for any R > 0. Finally, A-3, A-4 and A-5 hold trivially. Therefore, for i = 1, equation (22) holds due to Theorem 2 and Lemma 1 for t 0 = 0 and t 1 = τ .
For inductive arguments, we assume that when i = r, i.e. t ∈ [(r − 1)τ, rτ ] for some r ∈ {1, . . . , N − 1}, equation (22) is satisfied and Lemma 1 holds for t 0 = (r − 1)τ and t 1 = rτ . Then we claim that when i = r + 1, i.e. t ∈ [rτ, (r + 1)τ ], equation (22) holds and Lemma 1 is true for t 0 = rτ and t 1 = (r + 1)τ .
Case: t ∈ [rτ, (r + 1)τ ]. When t ∈ [rτ, (r + 1)τ ], then SDDE (1) and its Euler scheme (2) become SDE (4) and scheme (5) with t 0 = rτ , t 1 = (r + 1)τ , X(t 0 ) = X(rτ ), X n (t 0 ) = X n (rτ ) and coefficients given by (21) .
Verify A-1. Consider for t ∈ [rτ, (r + 1)τ ] and x ∈ R d , then due to C-1,
where M := 1 + sup rτ ≤t≤(r+1)τ |Y (t)| l and M n := 1 + sup rτ ≤t≤(r+1)τ |Y n (t)| l which are bounded in L p for every p > 0 because of Lemma 1 and the inductive assumptions.
Verify A-2. For every R > 0, |x|, |z| ≤ R and t ∈ [rτ, (r + 1)τ ], from C-2, one obtains,
where the random variable C R is given by
with Ω j := {ω ∈ Ω : sup t∈[rτ,(r+1)τ ] |Y (t)| ≤ j}. One observes that C R is an F rτ -measurable random variable. Further one takes f (R) := K R for every R > 0 so that
Verify A-3. For R > 0 and |x| ≤ R, one observes that
for every p > 0 when n → ∞. Therefore from C-3,
Furthermore, one observes that sequences
and sup
are uniformly integrable since they are bounded in L q for any q > 1,
and similarly, for the sequence {sup |x|≤R |α(t,
as n → ∞ due to Dominated Convergence Theorem which also yields
Thus A-3 is satisfied.
Verify A-4. This holds due to the inductive assumptions.
Verify A-5. This follows due to the inductive assumptions.
Finally Lemma 1 holds for t 0 = rτ and t 1 = (r+1)τ due to the fact that A-1 holds for t ∈ [rτ, (r+1)τ ] and x ∈ R d and A-5 is true for t 0 = rτ . This completes the proof.
Rate of Convergence
In this section, we shall recover the rates of convergence of the Euler scheme (2) under different set of assumptions. First we state below the relevant assumptions.
C-4.
There exist constants C > 0 and l 1 > 0 such that for any t ∈ [0, T ],
for all x, x ′ ∈ R d and y, y ′ ∈ R d×k .
C-5.
There exist constants C > 0 and l 2 > 0 such that for any t ∈ [0, T ],
In Corollary 1, we prove that under C-1 and C-4, the rate of convergence of Euler scheme (2) is one-fourth. On the other hand, in Corollary 2 we prove that if one makes assumption C-5 in addition to C-1 and C-4, then the classical rate of convergence (one-half) can be recovered (see also [11] , [14] , [15] , [16] and [20] ). where the constantC > 0 does not depend on n.
Proof. In equation (14), we choose η = n
where we choose C R ≡ C and f (R) ≡ C. Then one can show that,
for each k ∈ {1, . . . , N }. As seen before, SDDE (1) corresponds to the ordinary SDE (4) with
Therefore, one obtains the rate as in (25) for k = 1, which is 1/4 instead of 1/2, due to the last term of (17), that is also the last term in (20) , the estimate in (11) and the fact that
for every i ∈ {1, . . . , m}.
One then assumes that (25) holds for k = r, i.e. t ∈ [(r − 1)τ, rτ ] for some r ∈ {1, . . . , N − 1}, so as to show that it also holds for t ∈ [rτ, (r + 1)τ ]. Due to inductive assumption, the initial data of SDE (4) satisfy
and due to (21), C-4, Lemma 1 and inductive assumptions, one obtains the following estimates,
One similarly estimates
for every i ∈ {1, . . . , m}. Therefore, (25) holds due to (20) by taking into account (11), (24), (26) 
where the constantC > 0 does not depend on n.
Proof. In order to prove this, one observes that the estimates of the rate of convergence of terms of II in (17) is improved if C-5 is used along with C-4. For this, one could replace the right hand side of (16) by the following,
which on using (21) becomes
By using C-4 and Cauchy-Schwartz and Young's inequalities, one obtains
which due to C-4 and C-5 yields
Therefore, one estimates II in (17) by the following,
which on the application of Hölder's inequality and Lemma 1 yields
whereK is a constant which does not depend on n. Therefore, in (15) , one replaces the estimate (17) of II by the estimate (29) whereas III and IV remain the same. Then the first term of (29) is incorporated with similar terms of III and IV so as to apply Gronwall's inequality. Furthermore, one observes that the second and third terms of (29) are of (improved) order O(n −p/2 ) due to Lemma 2 and inductive assumptions respectively. Thus, by adopting same arguments as adopted in the proof of Corollary 1 with η = n − p 2 , one obtains the desired rate (1/2).
Numerical Examples
In this section, we shall illustrate our findings with the help of numerical examples. We consider the following SDDE given by dZ(t) = [aZ(t) + b{Z(t − τ )} l 1 ]dt + [β 1 + β 2 Z(t) + β 3 {Z(t − τ )} We take values of the parameters of SDDE (30) given in Table 1 . From Table 2 , we observe that as step size is decreased, the error is decreased too. In Figure 1 , the reference line has a slope of −0.5. (a) l1 = 1, l2 = 1 (b) l1 = 2, l2 = 3
