Abstract-It has been shown that simple substitution ciphers can be solved using statistical methods such as probabilistic relaxation. However, the utility of such solutions has been limited by their inability to cope with noise encountered in practical applications. In this paper, we propose a new solution to substitution deciphering based on hidden Markov models. We show that our algorithm is more accurate than relaxation and much more robust in the presence of noise, making it useful for applications in compressed document processing. Recovering character interpretations from the sequence of cluster identifiers in a symbolically compressed document can be treated as a cipher problem. Although a significant amount of noise is present in the cluster sequence, enough information can be recovered with a robust deciphering algorithm to accomplish certain document analysis tasks. The feasibility of this approach is demonstrated in a multilingual document duplicate detection system.
INTRODUCTION
A substitution cipher replaces each character in a plain text message with a cipher symbol. It is one of the earliest cryptographic techniques used, but it is vulnerable to simple attacks based on language statistics. Numerous algorithmic solutions for the deciphering problem have been proposed [7] , [8] , [11] , [12] , among which the relaxation method is the most common. However, this approach is unstable in the presence of noise, limiting its usefulness in real applications.
We propose another solution using the well developed theory of Hidden Markov Models (HMMs), which has been applied to processing sequential data such as speech and online handwriting recognition with great success. We point out the abstraction of state transitions from symbol observations in an HMM is analogous to the separation of a Markov language source model and a substitution enciphering process. Therefore, an HMM properly initialized with the statistics of a source language can be used to find the most likely character mappings for a given cipher passage. Despite the intuitive connection between the HMM and the substitution deciphering problem, we are not aware of any previous work using this approach. We show that a solution based on a Markov model of the language source offers superior performance over a probabilistic relaxation method where each pair of letters are considered independent. Experimental results show our approach performs better and is robust in the presence of noise.
A robust deciphering algorithm has applications in symbolically compressed document processing. Symbolic compression works by grouping similarly shaped components in a document image and replacing them with a shape identifier. Consequently, the sequence of shape identifiers appearing in the document resembles a noisy substitution cipher. Deciphering the compressed file produces the text in the original image. We show that the results can be used for language identification and duplicate detection. By taking advantage of the computation done at compression time, less data needs to be processed and transmitted.
The rest of the paper is organized as follows: In the next section, we describe an HMM-based solution to substitution ciphers. Experimental results comparing it to a probabilistic relaxation algorithm are presented. In Section 3, we discuss applications to symbolically compressed document processing. The feasibility of such a system is demonstrated for the tasks of language identification and duplicate detection in a multilingual document database. Finally, conclusions are drawn in Section 4.
SOLVING SUBSTITUTION CIPHERS
We propose a new solution to substitution deciphering based on HMMs. The basic observation is that language statistics, which can be modeled as a Markov process, are maintained in both the cipher and the plain text message, and we can recover the plain text if we know the enciphering function, which can be represented by the probability density functions of the output symbols. We provide a brief introduction to substitution ciphers, followed by a description of our proposed solution. Experimental results on a simple and a noisy cipher problem are then presented. It is shown that an HMM approach is fundamentally more sound and more robust than the relaxation approach for deciphering.
HMM-Based Deciphering
We first introduce substitution ciphers and the notation used in this paper. Consider a plain text alphabet A ¼ fa 1 ; a 2 ; . . . ; a n g and a set of cipher symbols C ¼ fc 1 ; c 2 ; . . . ; c n g, a simple substitution cipher encodes a plain text message V V ¼ ðv 1 ; v 2 ; . . . ; v L Þ; v i 2 A of length L as a sequence of cipher symbols S S ¼ ðs 1 ; s 2 ; . . . ; s L Þ; s k 2 C, where s k ¼ f en ðv k Þ, and f en ða i Þ ¼ c j j A ! C is a one-to-one enciphering function. In a cipher text only attack, one wishes to determine the deciphering function f de ðc j Þ ¼ a i j C ! A from a given cipher text passage S so that V can be recovered.
A purely statistical approach to this problem can be formulated using HMMs. Markov models have been used for natural language modeling. In a simplistic view, there are two major components in a Markov model: A set of labeled states and a set of probability functions governing the transitions among those states. A sequence of labels can be generated by starting at a state according to some initial probability, outputting the state's label, then moving to another, possibly the same, state randomly selected according to the transition probabilities of the current state. The process is then repeated at the next state. If the states and transition probabilities are properly configured according to the statistics of a language, sequences of labels thus generated will display characteristics similar to that language. Although a low order Markov model used in practice cannot fully represent all syntactic aspects of a language, it does provide a compact and well defined language source from which further analysis can be derived.
In contrast to Markov models where labels of traversed states are directly observed, hidden Markov models introduce an additional layer of abstraction by separating the state labels from the observed symbols. Instead of producing a fixed label at the current state, one of a set of symbols is produced according to the output probabilities associated with that state. Consequently, there is no explicit correspondence between the sequence of states traversed and the sequence of symbols observed. If we accept the Markov process of state traversal as a language source from which a particular plain text message can be generated with some probability, then the subsequent symbol production at the traversed states in an HMM perfectly describes the enciphering procedure of a monographic substitution cipher, where each letter in the plain text is replaced with a cipher symbol one at a time. This analogy between the source language modeling as a Markov process and a representation of the enciphering function by symbol probabilities is the basis for our solution, as illustrated in Fig. 1 . Using the framework of HMM and EM learning, we incorporate constraints specific to the deciphering problem in the initialization of symbol probabilities and final computation of the deciphered text. We now describe the details of our algorithm using a first-order HMM as an example. First, the underlying language model is determined. Let the alphabet of our source language be A ¼ fa 1 ; a 2 ; . . . ; a n g and the set of observed cipher symbols be C ¼ fc 1 ; c 2 ; . . . ; c m g. A first-order HMM would consist of n states, each representing a character in A. Associated with each state are a state transition probability P ð i jÞ, a symbol probability P ðc i Þ, and an initial probability P ðÞ. The initial and transition probabilities are initialized with unigram and conditioned bigram statistics of the language and remain fixed. The only parameters being estimated for a given cipher passage are the symbol probabilities. Let P ðtÞ ðc i Þ be the probability estimation at iteration t that symbol c i will be produced at state . Since P ðc i Þ is an estimate of probðc i jÞ, it is initialized with
where probðc i Þ is the symbol frequency of c i in cipher text S, and Q ð0Þ i ðÞ denotes our initial estimation of the probability that c i is the character . Given that c i occurs exactly k i times in a cipher text of length L, it follows a binomial distribution and simplifies to Learning is done using the EM algorithm [13] and repeats for a maximum number of iterations or until parameter changes are small. At convergence, the underlying plain text V V 0 can be recovered by computing the most likely sequence of state traversal using the Viterbi algorithm. Although V V 0 represents the most likely plain text that generated the observed cipher passage under our model, it does not take into account the problem constraint that all occurrences of a particular cipher symbol must map to a common character. To compute the most likely plain text that has a consistent cipher-to-character mapping, we explicitly compute the deciphering function from the maximum likelihood estimate of the symbol probabilities. The mapping from cipher symbols to plain characters is computed from the symbol probabilities as
and the plain text V is generated by replacing cipher symbols in S using this function. Since the Viterbi solution does not take into account contributions from other paths which are consistent with a deciphering function, we suspect it will not perform as well as explicitly constructing the maximum aposterior deciphering function. Empirical results confirm that the indirect approach performs significantly better than the Viterbi approach. It should also be mentioned that the above formulation extends naturally to a more general case of substitution ciphers where the character-to-cipher mapping is not strictly one-to-one. In fact, the symbol probabilities can easily represent a mapping where each character is enciphered as one of several cipher symbols, as one would expect in a noisy cipher. A representation that directly accommodates imperfect conditions in a noisy cipher, combined with a well-understood learning algorithm for improving parameter estimation, are important elements that contribute to the robustness of the solution and make it possible to use in practical applications.
Deciphering Experiments
The proposed method was compared to a probabilistic relaxation method (PRX) employing the product rule [7] in two deciphering experiments conducted using the Brown corpus. The plain text alphabet consisted of 26 uppercase letters and the space character. Therefore, all characters in the corpus were converted to uppercase and punctuations were removed. N-gram statistics computed from approximately one million words were used to initialize both methods in all experiments. Seven test sets were generated by randomly extracting text segments of a fixed length from the corpus. Ten different test files were generated for each test set, resulting in a total of 70 test files of lengths between 100 and 2,500 characters.
The first experiment was a simple substitution cipher where characters in the test files were mapped to themselves. In other words, the enciphering function is a 27 x 27 identity matrix. We ran all methods over the test files and computed the average decoding rate for each test set. The decoding rate is the percentage of correctly interpreted characters in the decoded message. Therefore, a 100 percent decode rate can be achieved regardless of how the solution maps symbols which do not appear in the test file. Each method was trained for a maximum of 10 iterations, which was sufficient for convergence in all cases. Since neither method is guaranteed to improve the decoding rate with more iterations, several criteria are possible for selecting the final decoding function among the solutions found at different iterations. We computed the results obtained from the last iteration, the iteration that produced the highest likelihood of the deciphered text, and the iteration that produced the best decoding rate compared to the ground truth.
The HMM-based methods, benefiting from an EM learning that led to nonnegative improvements on the likelihood of the observed cipher text with each iteration, showed almost monotonically increasing decoding rates and, therefore, were relatively unaffected by the choice of stopping and selection criteria. In contrast, the relaxation learning was unstable and displayed a large variance in performance depending on the selection criterion. To avoid bias in our choice of the stopping and selection criteria, the best decoding rate achieved at any iteration was used. The results are summarized in Fig. 2 . The average decoding rate for each test set is plotted against cipher lengths. The range of decoding rates achieved for files within a single test set is indicated by an error bar.
A comparison of the bigram models showed the HMM solution consistently out performed PRX by a large margin. The difference was more significant with short ciphers, averaging 15 percent for ciphers of 500 characters or less. For long ciphers, the HMM achieved almost perfect decoding, usually missing only on rare letters such as "x"s and "z"s. Comparing the range of decoding rates over the test files revealed another important difference. The HMM approach showed relatively consistent performance across test files of a certain length. The range between the maximum and the minimum decoding rate narrowed as the cipher length increased. In contrast, the sensitivity of PRX to idiosyncrasies of individual cipher sequence was apparent from the large variance in performance across test files. This indicates the HMM solution is more tolerant to small differences in statistics between the cipher and the source language, which tends to decrease as the cipher length is increased. For comparison, the direct HMM approach with Viterbi decoding (HMM-vbi) is also shown. Without enforcing a consistent cipher mapping, it did not perform as well as the solution that explicitly constructs the deciphering function, as we had hypothesized. Performance of the trigram models, shown without the error bars to avoid clutter, showed a similar pattern. For ciphers longer than 1,000 characters, both methods were able to achieve almost perfect decoding rates. However, the HMM method achieved higher accuracy than PRX on short ciphers. Comparing a bigram HMM model to a trigram PRX, we observed that a bigram HMM performed as well as the trigram PRX for ciphers of 500 characters or longer.
In the second experiment, we tested the robustness of each algorithm against a noisy cipher problem. We arbitrarily decided to use 81 cipher symbols, three times the size of our plain text alphabet. Each character in the plain text files was first randomly switched to any one of 81 cipher symbols with a 10 percent chance. The other 90 percent of the time, it was mapped to one of two cipher symbols with equal probability. This resulted in a noisy cipher with 81 cipher symbols, 54 of which should map to 27 characters. The remaining 27 cipher symbols were just noise. N-gram statistics in these new cipher sequences were smoothed out considerably compared to the originals. The best decoding rates are summarized in Fig. 3 . The difference is dramatic. Most trials with PRX converged to a poor solution, mapping all cipher symbols to just two or three characters. On the contrary, the HMM approach was quite robust even at high noise levels. Although the performance with short ciphers suffered greatly, better than 90 percent decoding rates were achieved for ciphers longer than 1,000 characters. The same advantage over the direct Viterbi decoding was also observed in this experiment.
In summary, the overall performance of the proposed HMM solution is clearly better than that of probabilistic relaxation. In addition to higher accuracy, it is also more consistent across test files and less dependent on the stopping criterion. Furthermore, it is more robust against noise. These advantages are attributed to a more suitable underlying language model and a well-developed learning theory. The significance of these properties will become apparent in Section 3 when we apply the deciphering technique to a real problem.
APPLICATIONS TO SYMBOLICALLY COMPRESSED DOCUMENT PROCESSING
There are interesting connections between substitution deciphering and symbolically compressed document processing. Symbolic compression algorithms, such as JBIG2 [5] or DjVu [4] , work by clustering similarly shaped blobs in a document into clusters and storing only representative cluster templates. The sequence of occurrence of blobs in the document is then represented by a sequence of cluster identifiers. Direct processing of such compressed documents can be formulated as a deciphering problem that recovers character interpretations from a sequence of cluster identifiers. In this section, we describe how the proposed deciphering procedure can be used to partially recover character interpretations directly from a symbolically compressed document and discuss the utility of such partial information for document processing tasks.
Compressed Document Processing
Considering earlier works on the deciphering approach to OCR, the application of a substitution deciphering algorithm to extracting information from a symbolically compressed document should seem natural. In the reading system proposed by Casey and Nagy [1] , character images are first grouped into anonymous categories and then each category is identified by sorting them to match language statistics. If sufficient knowledge is available about the character image generation and document layout process, the deciphering process can be extended down to the pixel level, as done in the document decoding system of Kopec and Chou [9] . In contrast to previous works, component clustering is already performed by the compression algorithm in our application. Moreover, we are not incorporating domain specific knowledge and complicated postprocessing, as one would if the goals were OCR. Instead, the objective in our case is to extract information without decompressing the entire image and applying a full OCR, as shown in Fig. 4 . We demonstrate that the information recovered can be sufficient for language identification [3] and duplicate detection [2] .
Obviously, achievable deciphering performance is determined by many factors such as image quality, pattern matching accuracy, and the amount of context available. Some of the limitations are inherent in the content itself. For example, italic and boldfaced characters will naturally result in multiple clusters. Sequences like numeric strings that lack a statistical structure cannot be deciphered. Fortunately, these instances constitute only a small fraction of a typical document's content. As for other practical issues such as degraded image quality and skew, their effects can be greatly reduced by employing suitable preprocessing in the compression algorithms. Connected component grouping and sophisticated pattern matching are often used in symbolic compression algorithms to improve the compression ratio [15] . Those procedures also help preserve the source language statistics in the sequence of identifiers, a precondition for the success of this approach.
As long as the source language statistics are preserved, a significant amount of the original text should be recovered. In anticipation of the situation where the mapping between clusters and characters is not one-to-one and the cluster sequence does not follow the correct reading order, we analyze their impacts on the cipher problem. If we assume documents contain mostly wellformed and separated characters, but allow for occasional occurrences of multiple typefaces, fragmented, and touching characters, then it is reasonable to expect that most well-formed characters will fall into one or two large clusters of their respective classes, leaving only a small number of samples scattered in different clusters. In addition to mapping a single character to one or more clusters, misclassified patterns introduce cross class errors. Since there is no corresponding truth for patterns containing fragmented or touching characters, they can be regarded as noisy symbols. As a result, the enciphering function will map single characters to multiple clusters, contain cross class errors and extraneous symbols, similar to the one we used in the noisy cipher experiment.
The second factor to be considered is the ordering of patterns produced during coding and the effect of document layout. Symbolic compressors usually sort image patterns in a left-toright, top-to-bottom order to improve the predictability of cluster identifiers and position offsets. Image skew and multiple column layouts can make cipher sequences deviate from the logical reading order. However, these deviations typically occur only in a small number of places. Consequently, the correct ordering for a sufficient amount of text is usually preserved to reflect the correct n-gram frequencies.
The proposed solution has several important advantages in handling these conditions. First of all, it is robust against noise. As shown in the noisy cipher experiment, it is capable of achieving over 90 percent decode rates on ciphers longer than 1,000 characters even in the presence of high levels of noise. Furthermore, its consistency across test files indicates it is more tolerant to small differences in individual ciphers, making it a better candidate in handling occasional glitches in sequence ordering.
In addition to its robustness in handling the noisy ciphers encountered in this application, the proposed solution offers additional benefits. Not only is the deciphering algorithm quick to adapt to other languages, the underlying Markov framework integrates naturally with language recognition. The clear distinction in language statistics has long been noted for Roman languages. A deciphering module for a different source language is easily created by initializing with the appropriate statistics. The deciphered output provides not only the most likely plain text interpretation under the assumption of a particular language model, but also the likelihood of that text message being produced from the language. The likelihoods produced from deciphering modules of different languages can be compared to identify the language in a document.
Document Processing Experiments
To test the feasibility of this approach, we conducted a multilingual document duplicate detection experiment. We collected 141 pages of text in three languages: 39 in English, 49 in Russian, and 53 in German. The original texts were unprocessed and, therefore, contained both upper-and lowercase letters, as well as punctuations. A postscript image for each page of text was generated using the program a2ps. These perfect postscript images were compressed using mgtic [15] and used as reference documents. We modified the mgtic software so that the sequence of cluster identifiers could be extracted and a symbol was inserted whenever the horizontal offset between consecutive blobs was greater than a threshold. Each reference document was deciphered using a first-order HMM initialized with statistics of its respective language. The HMMs were trained for ten iterations and the deciphering function computed in the last iteration was used. Three indexing tables, one for each language, were constructed using a variation of n-gram descriptors generated from the deciphered outputs [10] .
For testing, the goal is to identify the language and the corresponding reference document for a test image. We used the Infinite Memory Multifunction Machine [6] developed in our lab to generate the testing images. A Ricoh Aficio digital copier was modified to automatically save a 400dpi digital image of every document copied. Each page in the collection was repeatly copied to produce images of different generation copies. Three generation copies were collected, resulting in 423 test images. The same process of compression, deciphering, and descriptor generation was applied to all test images. Three deciphering modules, one for each language, were applied in parallel to each testing document. The likelihood of the final deciphered text produced by each module was used to determine the language. Based on the decision of language identification, the corresponding index table was invoked for duplicate detection. A simple weighting scheme based on term frequency and inverse document frequency [14] was used to find the best matching reference document. Therefore, the system must identify both the language and the particular reference document for a correct match.
The results are summarized in Table 1 . Overall, end-to-end system performance on 423 images was 99.1 percent correct. First and second generation copies were quite clean and the system had no trouble deciphering and detecting the matching document, achieving 100 percent correct recall at the top choice on both sets of images. On third generation images, our system was still able to achieve 97.2 percent recall. Among the four pages that were not detected, three pages contained fewer than 100 words. The system correctly identified the language but failed to identify the document. The fourth image failed because it was very fragmented, creating almost 700 clusters, many of which were noncharacters.
To verify the deciphering performance on these real documents, a more detailed analysis was conducted for the English pages. The deciphering rate and the average number of clusters generated in the compressed images are shown in Table 2 . The deciphering rate is computed as the percentage of characters in the truth that were correctly deciphered. Clustering in the first generation copies was close to perfect, producing an average of 77 symbols. As a result, 97.26 percent of the characters were correctly deciphered. For the second generation copies, the deciphering algorithm was able to achieve an average 93.81 percent decoding rate. With the English documents averaging almost 2,500 characters in length and mgtic producing 89 clusters on average, this is consistent with the performance observed in the noisy cipher experiment. In the third generation copies, image quality degraded quite noticeably. Characters started to get blocky and extraneous ink blobs appeared. An average of 134 clusters were generated, a significant increase compared to the second generation copies. Despite the almost 5 to 1 ratio between the number of clusters and the size of the alphabet, an average of 86.46 percent decoding rate was achieved, and the system was still able to achieve 97.2 percent correct recall in the top choice.
CONCLUSIONS
In this paper, we proposed a solution to the substitution deciphering problem using hidden Markov models and demonstrated its application to symbolically compressed document processing. We point out that an HMM, viewed as a Markov language source coupled with a probabilistic mapping from plain characters to cipher symbols, provides an intuitive and welldefined framework for the substitution cipher problem. Experimental results show that this approach is more accurate and more tolerant to noise than probabilistic relaxation. The robustness of this method makes it possible for applications in the processing of symbolically compressed documents, where cluster identifiers stored roughly in reading order resemble a noisy cipher. Therefore, the original document content can be recovered using a robust deciphering algorithm. We demonstrated that sufficient information can be recovered for tasks such as language identification and document duplicate detection in a multilingual database system.
