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This paper is motivated by the apparent lack of a precise mathematical description of
the very “natural” idea of variable bandwidth for a function, deﬁned on the real line.
Different existing concepts suffer from serious shortcomings. We will present a new and
mathematically well justiﬁed function space model, which is based on the theory of coorbit
spaces, in a time-frequency context. Making use of the ﬂexibility of this approach we
deﬁne a family of Hilbert spaces which can be viewed as generalised modulation spaces.
More precisely, we deﬁne a family of Banach spaces of functions with variable bandwidth
(VB-functions) by imposing a weighted mixed-norm condition on the short-time Fourier
transform of their elements, “punishing” the contributions outside a strip of variable width
described by the band-width function b. Similar bandwidth functions deﬁne the same
space with equivalent norms. Any “good” Gabor frame (e.g. with Schwartz windows) can
be used to characterize the membership of a function in such a space. Moreover, various
classes of functions, e.g. those obtained by a time-variant ﬁlter, are shown to belong to
such a space. In addition, error estimates are given when approximating certain subclasses.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The motivation for this paper was the lack of a mathematically rigorous deﬁnition for the very natural idea of functions
of variable bandwidth. Although several attempts were made in the literature [8,10,11,28,2], all of them have their short-
comings and no detailed study or comparison of concepts has been undertaken so far. We shall demonstrate that one very
attractive way of describing Banach spaces of functions of variable bandwidth is to characterize its elements by the behavior
of their short-time Fourier transform (STFT). These spaces are characterized by the fact, that STFT of their elements show
the same amount of concentration within a strip in phase-space.
The idea of variable bandwidth (VB) was brought up in Slepian’s talk [27] and used in [7,10] and others. Some authors
refer to the phenomena as warped frequency [4], time-varying spectrum [9,3,22], or, approximately band limited functions.
Early attempts to produce and analyze VB-signals were made in [26], by applying time-variant ﬁlters to band-limited func-
tions.
We will show that the theory of coorbit spaces [17], adapted to the time-frequency setting, as described in [16], provides
the appropriate tools. In analogy to Sobolev spaces we deﬁne a family of new Banach/Hilbert spaces of functions with variable
bandwidth by imposing a weighted norm condition on the STFTs of their elements. By taking the weight constant (≡ 1)
within a VB-strip in the TF-plane, but rapidly growing outside of the strip, the space will contain only functions whose STFT
is essentially contained in that strip. In order to be able to make use of coorbit theory we have to ensure that the weight,
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like a polynomial, as a function of the vertical distance from the boundary.
This approach supports the idea that signals of variable bandwidth are signals with essential TF support within the strip
STb , i.e. such signals may be non-zero beyond the strip STb , but those values are assigned with a strong weight. For practical
purposes, one can shift the time-frequency content of the function within STb , or one can shift the time-frequency plane so
that V g f is contained in STb , as suggested in [21].
In the next section we shall give an overview of time-frequency analysis tools: weight functions, the short-time Fourier
transform and Gabor frames, used to deﬁne and characterize modulation spaces. In Section 3 we construct a weight that
ﬁts well with the VB-concept and study its properties. We use this weight to deﬁne VB-spaces in Section 4. We present two
different methods to generate VB-functions in Sections 5 and 6. Section 7 deals with approximations of VB-functions.
2. Preliminaries
In this section we recall the concepts of weights, weighted modulation spaces, Toeplitz operators and Gabor frames. Note
that if for any reason we are interested in the behavior of a function F on a subset Ω of its domain, we use the function’s
restriction F |Ω .
2.1. Weights in general
Throughout this paper, a weight is a positive function on R2. By v we denote a continuous, positive, even, submultiplica-
tive weight function such that v(0) = 1, v(z) = v(−z), z ∈ R2 and
v(z1 + z2) v(z1)v(z2), ∀z, z1, z2 ∈ R2. (1)
A positive, even weight function m on R2 is called v-moderate if it satisﬁes for some C > 0:
m(z1 + z2) C v(z1)m(z2), ∀z, z1, z2 ∈ R2. (2)
Since one can replace v(z) by Cv(z) we will assume whenever convenient that C = 1. Two weights m1 and m2 are equivalent
if for some c > 0
c−1m1(z)m2(z) cm1(z), z ∈ R2. (3)
The standard class of weights on R2 are the (equivalent) submultiplicative radial weights of polynomial type(
1+ |x| + |ω|)s and vs(x,ω) := (1+ x2 + ω2)s/2, s 0. (4)
They are at least moderate for general s ∈ R, with respect to v |s| . It is the TF-analogue of (1 + ω2)s/2, a weight which is
important for the description of the reproducing kernel of Sobolev spaces [20], which is also equivalent to (1+ |ω|)s .
Lemma 1. If the moderate weight mo (with respect to v) is equivalent to weight m, then m is also moderate with respect to the same
weight v.
Proof. If mo(z1 + z2) cv(z1)mo(z2) and k−1mo(z)m(z) kmo(z), then
m(z1 + z2) kmo(z1 + z2) ckv(z1)mo(z2) ck2v(z1)m(z2). 
2.2. Mixed-norm spaces
We make use of mixed-norm weighted spaces Lp,qm (R
2), suitable for working on the time-frequency plane. The idea is to
measure with Lp-norm in one parameter (time x) and with Lq-norm in the other parameter (frequency ω). That is, given
1 p,q < ∞, a submultiplicative weight v and a v-moderate weight m, the mixed-norm weighted space is the collection
of all measurable functions F for which the following norm is ﬁnite:
‖F‖Lp,qm (R2) =
( ∫
R
( ∫
R
∣∣F (x,ω)∣∣pm(x,ω)p dx)q/p dω)1/q. (5)
For p or q = ∞ in (5), the appropriate ess-sup-norm is used. For the case p = q we have ordinary weighted Lp-spaces and
we write Lpm .
Mixed-norm spaces share most properties with Lp-spaces. For instance, if m is v-moderate, then Lp,qm is shift-invariant
and it holds ‖Tz F‖ p,q  v(z)‖F‖ p,q , for Tz being the translation operator deﬁned by Tz F := F (. − z). In addition, ifLm Lm
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‖H ∗ F‖Lp,qm  ‖H‖L1v ‖F‖Lp,qm . (6)
In other words, L1v ∗ Lp,qm ⊆ Lp,qm . See [12] for more details.
2.3. Short-time Fourier transform
The short-time Fourier transform (STFT for short notation) of a function f ∈ L2 with respect to a window function g ∈ L2
is
V g f (x,ω) :=
∫
R
f (t)g(t − x)e−2πıω·t dt = 〈 f ,MωTxg〉 (x,ω ∈ R) (7)
and it holds ‖V g f ‖2 = ‖ f ‖2‖g‖2.
The deﬁnition of V g f can be generalized to larger classes, whenever the inner product in (7) is well deﬁned, for instance:
f ∈ S ′(R) and g ∈ S(R). In fact, it is enough that g and f belong to time-frequency shift-invariant, mutually dual spaces,
where a time-frequency shift of a function f we mean MωTx f (t) := e2π it·ω f (t − x).
Apart from the description given in (7) there is a long list of equivalent descriptions of the STFT:
V g f (x,ω) = F( f · Txg)(ω) = 〈 f ,MωTxg〉
= e−2π ix·ω〈 fˆ ,M−xTω gˆ〉 = e−2π ix·ωF( fˆ · Tω gˆ)(−x)
= e−2π ix·ωV gˆ fˆ (ω,−x) =
(
fˆ ∗ M−x ĝ∗
)
(ω). (8)
In the last expression ∗ is the ﬂip operator, that is g∗(t) = g(−t).
The isometry property of V g implies the inversion formula for the STFT
f = 1〈γ , g〉
∫∫
V g f (x,ω)MωTxγ dxdω = 1〈γ , g〉 V
∗
γ V g f (9)
is well deﬁned in the weak sense for all f ∈ L2(R) and windows 〈γ , g〉 = 0. Written as vector-valued integrals, we have
the adjointness relation 〈V ∗γ F ,h〉 = 〈F , Vγ h〉 for, say F ∈ S ′(R2) and h ∈ S(R). V ∗γ is a well-deﬁned operator on modulation
spaces and is in fact very useful for generating functions in these spaces, see (15). For nice windows, the integral (9) can
even be interpreted as convergent Riemannian sums in the corresponding modulation space (the case p = 2 = q is treated
in [30]).
2.4. Modulation spaces
Modulation spaces theory is a special example of the much wider co-orbit theory (see [14,15,17]), which covers the case
of solid, translation-invariant spaces. We give a short overview of the theory of modulation spaces, using mostly Chapters 11
and 12 of [23] and some of the co-orbit literature.
Modulation spaces are deﬁned via weighted Lp,q-norms of the STFT. Given a ﬁxed Schwartz window function g = 0,
say the Gaussian, a v-moderate weight m on R2 and 1 p,q < ∞, the modulation space Mp,qm (R) consists of all tempered
distributions f ∈ S ′(R) for which V g f has ﬁnite weighted mixed-norm (5)
‖ f ‖Mp,qm :=
( ∫
R
( ∫
R
∣∣V g f (x,ω)∣∣pm(x,ω)p dx)q/p dω)1/q < ∞ (10)
(with the usual adjustment for p,q = ∞).
If p = q, we write Mpm instead of Mp,pm and if m = 1 then we write Mp,q and Mp instead of Mp,q1 and Mp,p1 . From the
deﬁnition we see that each Mp,qm (R) has a natural embedding in the corresponding L
p,q
m (R
2). That is, V g(M
p,q
m ) ⊆ Lp,qm as a
closed subspace.
Interesting examples of modulation spaces are M2m(R) = L2m(R) (in particular M2(R) = L2(R)) and M2m(R) = F L2m(R), for
m(x,ω) =m(x) and m(x,ω) =m(ω) resp. (Proposition 11.3.1 in [23, p. 232]). So, given the weight
ms(ω) =
(
1+ |ω|2)s/2, the space M2ms (R) (11)
is the classical Sobolev space H2s . The space So(R) = M1(R) is known as Feichtinger’s algebra and is isometrically invariant
under translation, modulation and the Fourier transform.
All modulation spaces are shift-invariant under arbitrary time-frequency shifts π , deﬁned for all λ = (x,ω) ∈ R2 by
π(λ) := MωTx . Due to (6), Mp,qm (R) is a Banach space whose deﬁnition is independent of the choice of the non-zero window
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produce equivalent norms, i.e. there exists a constant c > 0 such that for all f ∈ Mp,qm it holds
c−1‖V g f ‖Lp,qm  ‖V go f ‖Lp,qm  c‖V g f ‖Lp,qm . (12)
By Lemma 1 equivalent weights m1 and m2 deﬁne the same modulation space and there exists c > 0 such that for all f in
that space one has
c−1‖V g f ·m1‖Lp,q  ‖V g f ·m2‖Lp,q  c‖V g f ·m1‖Lp,q . (13)
If p1  p2, q1  q2 and m2  cm1, then
Mp1,q1m1 ⊆ Mp2,q2m2 . (14)
If m is v-moderate, go – the normalized Gaussian window and γ ∈ S , then the inverse STFT maps Lp,qm (R2) into (and in
fact onto) Mp,qm (R) and satisﬁes∥∥V ∗γ F∥∥Mp,qm  c‖V goγ ‖L1v‖F‖Lp,qm . (15)
For a v-moderate weight m it holds
M1v ⊆ Mp,qm =
(
Mp
′,q′
1/m
)∗ ⊆ (M1v)∗ = M∞1/v , (16)
for all p, p′ and q,q′ such that 1p + 1p′ = 1 = 1q + 1q′ . In other words, if m is a v-moderate weight, then the space M1v is the
appropriate joint pool of windows for the spaces Mp,qm .
A recent result in [25] is giving an explicit isomorphism between modulation spaces, by the use of Toeplitz operators.
For a ﬁxed function a ∈ S(R2) (called a symbol) and ϕ ∈ S(R), the Toeplitz operator is deﬁned by〈
Tpϕ(a) f1, f2
〉
L2(R) = 〈aVϕ f1, Vϕ f2〉L2(R2), f1, f2 ∈ S(R). (17)
Tpϕ(a) is well deﬁned and extends uniquely to a continuous operator from S ′(R) to S(R). Its deﬁnition can be extended to
more general classes of symbols and windows by using the appropriate description of the STFT (8).
Theorem 2. (See [25].) Let m be a v-moderate weight and 0 = ϕ ∈ S(R) a Gabor window. Then for every v-moderate weight mo and
p,q ∈ [1,∞], we have the following two isomorphisms:
Tpϕ(m) : Mp,qmo (R) → Mp,qmo/m(R) and Tpϕ(1/m) : M
p,q
mom(R) → Mp,qmo (R).
Even for the case p = 2 = q, i.e. for the Hilbert space case this result is non-trivial (because unlike the case of Fourier
multipliers the product of these two operators is not just the identity operator!), and quite important in establishing further
results about pseudo-differential operators.
2.5. Gabor analysis on modulation spaces
Gabor frame theory is originally developed on L2(R). Mild restrictions on the used windows allow to extend it the
corresponding atomic decomposition to families of modulation spaces (cf. [16,13]). Let us collect a few facts about Gabor
frames (see also [5,6,23] for details).
Gabor frames G are produced from a single function g , called an atom, via time-frequency shifts along a lattice Λ = AZ2,
for some invertible real 2 × 2-matrix A, or equivalently with Λ being an arbitrary discrete (and co-compact) subgroup
of R2. Its adjoint lattice is Λo = (AT )−1Z2, which by deﬁnition is the set of all λo ∈ R2 so that for all λ ∈ Λ one has
π(λo)π(λ) = π(λ)π(λo), i.e. that the corresponding TF-shifts commute.
A special case of a lattice is of form αZ× βZ, it is called separable. The parameters α and β are called lattice parameters.
The adjoint lattice can be shown to have the form Λo = 1
β
Z× 1α Z.
Given a lattice Λ in R2 and a Gabor atom g ∈ L2, the associated Gabor family is deﬁned by
G(g,Λ) = {π(λ)g}
λ∈Λ,
where we denote gλ = π(λ)g = MωTxg for any λ = (x,ω).
If G(g,Λ) is a frame for L2, we call it a Gabor frame, i.e. it satisﬁes the frame condition on L2(R),
Ao‖ f ‖2 
(∑∣∣〈 f , gλ〉∣∣2)1/2  Bo‖ f ‖2 (18)λ
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The frame operator
S f =
∑
λ∈Λ
〈
f ,π(λ)g
〉
π(λ)g
commutes with all time-frequency shifts π(λ) for λ ∈ Λ and we denote S = Sg,g whenever only one ﬁxed window g is
used for both analysis and synthesis. In general, we operate with Sg,γ , with different windows for analysis and synthesis,
deﬁned for each function f as
Sg,γ f =
∑
λ∈Λ
〈
f ,π(λ)g
〉
π(λ)γ .
A very important result is that the canonical dual frame of G(g,Λ) is G(h,Λ) with h = S−1g; so it has a Gabor structure
too. This fact reduces computational issues to solving the linear system Sh = g for h. Many other functions (atoms) h can
generate a dual Gabor frame for G(g,Λ); each such pair (g,h) is called a Λ-dual pair.
The Gabor analysis operator Cγ , deﬁned by C f = (〈 f , gλ〉), is bounded from any modulation space to the corresponding
Banach space of sequences. More precisely, there exists come c > 0 such that for any analysis window γ ∈ M1v one has
‖Cγ f ‖p,qm  ‖γ ‖M1v ‖ f ‖Mp,qm . (19)
Next we cite a result on atomic decompositions (generalizing the result of [18]):
Theorem 3. (See [15].) Assuming g, γ ∈ M1v and Sg,γ = Sγ ,g = I on L2 , then for all f ∈ Mp,qm , all v-moderate weights m and all
lattice constants α,β > 0 it holds
f =
∑
λ∈Λ
〈
f ,π(λ)g
〉
π(λ)γ =
∑
λ∈Λ
〈
f ,π(λ)γ
〉
π(λ)g, (20)
with unconditional convergence in Mp,qm for all 1  p,q < ∞ and weak∗ convergence otherwise. In particular, there are constants
A, B > 0 such that for all f ∈ Mp,qm
A‖ f ‖Mp,qm 
(∑
n
(∑
k
∣∣〈 f ,π(λ)g〉∣∣pm(λ)p)q/p)1/q  B‖ f ‖Mp,qm , (21)
for λ = (αk, βn) ∈ Λ. That is, the norm equivalence
A′‖ f ‖Mp,qm 
∥∥〈 f ,π(λ)g〉
Λ
∥∥

p,q
m˜
 B ′‖ f ‖Mp,qm , (22)
holds on Mp,qm . By m˜ we denote the discretized version of the weight m. Coeﬃcients A
′ , B ′ are independent on p,q and even m.
We call inequality (21) a Gabor frame inequality on Mp,qm .
Gabor expansions are essential in both pure and applied mathematics; for example, its use is of core importance when
establishing Schatten–von Neumann properties for pseudo-differential operators or non-stationary ﬁlters [24,29].
3. Customized weights on the time-frequency plane
Let the function b 0 describe the time-varying broadness of a strip STb in the time-frequency plane R × R̂, i.e.
STb :=
{
(x,ω) ∈ R × R̂: |ω| b(x)}. (23)
We call the set STb a strip with variable bandwidth (VB-strip). For both simplicity and practical reasons we choose to work
with symmetric strips.1
The vertical distance function db at point z = (x,ω) ∈ R × R̂ is given by
db(z) :=
{
0, if z ∈ STb ,
|ω| − b(x), if z /∈ STb .
(24)
Then, a variable bandwidth weight on the time-frequency plane (VB-weight) is deﬁned by
mb,s(z) =
(
1+ db(z)
)s
, s > 0. (25)
1 This is a very reasonable approach in applications e.g. music, the human ear cannot make a difference of positive/negative frequency spin; thus a
symmetric strip is justiﬁed.
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or s = 10):
ma,s(z) =
{
1, if |ω| a,
(1+ |ω| − a)s, otherwise. (26)
Notice that, whenever we choose b ≡ 0, we get the standard submultiplicative weight (1+ |ω|)s .
We work with s > 0 in (25) for the following reasoning: Applying weight (25) on the time-frequency plane means that
we are adding graded weight to the exterior of STb . Then if a weighted STFT of a function f is integrable for some s > 0,
the STFT itself is decaying faster then a polynomial of order s outside the strip. In other words, this weight is giving us the
opportunity to locally describe the STFT decay.
Alternative deﬁnitions of weights are in more depth discussed in [1]. For instance, another good candidate for a VB-
weight is(
1+ db(z)2
)s/2
, (27)
which is a moderate weight with respect to (1 + |ω|2)s/2 and is equivalent to (25), just as the two weights in (4) are
equivalent. It is possible to work with a differently deﬁned distance function db (e.g. minimal distance) but we shall here
limit ourselves only to vertical distance.
We shall now prove that, assuming Lipschitz continuity of the bandwidth function, the weight we deﬁned here is mod-
erate, which provides for well-deﬁned modulation spaces later.
Proposition 1. Let s > 0, take b to be a non-negative function on R and choose
mb(z) =mb,s(z) =
(
1+ db(z)
)s
, (28)
for db given as in (24), z = (x,ω) ∈ R × R̂.
If for some k1,k2  0 the boundary function b satisﬁes
(∀x, y ∈ R) ∣∣b(x) − b(y)∣∣ k1|x− y| + k2, (29)
then the weight mb is moderate with respect to
vs(x,ω) =
(
1+ |x| + |ω|)s, s > 0, (30)
i.e. for all (xi,ωi) ∈ R × R̂, i = 1,2, it holds
mb(x1 + x2,ω1 + ω2) ksvs(x1,ω1)mb(x2,ω2). (31)
As a consequence, mb is moderate if b′ is bounded (since b is then satisfying (29), known as the Lipschitz condition).
Proof of Proposition 1. Let s > 0. If z1 + z2 ∈ STb , zi = (xi,ωi), i = 1,2, then the weight at that point is 1 and the criteria
for moderate weights (2) is trivially satisﬁed for any C  1.
If (x1 + x2,ω1 + ω2) /∈ STb and (x2,ω2) ∈ STb (that is, |ω2| b(x2)), then
mb(x1 + x2,ω1 + ω2) =
(
1+ |ω1 + ω2| − b(x1 + x2)
)s
and mb(x2,ω2) = 1. We use (29) to estimate
1+ |ω1 + ω2| − b(x1 + x2) 1+ |ω1| + |ω2| − b(x1 + x2)
 1+ |ω1| + b(x2) − b(x1 + x2)
 1+ |ω1| +
∣∣b(x2) − b(x1 + x2)∣∣
 1+ |ω1| + k1|x1| + k2,
 k · (1+ |x1| + |ω1|) · 1, k = max{k1,1+ k2} (32)
which yields (31).
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1+ |ω1 + ω2| − b(x1 + x2) 1+ |ω1| + |ω2| − b(x1 + x2) + b(x2) − b(x2)
 |ω1| +
(
1+ |ω2| − b(x2)
)+ ∣∣b(x2) − b(x1 + x2)∣∣

(|ω1| + 1+ ∣∣b(x2) − b(x1 + x2)∣∣) · (1+ |ω2| − b(x2))

(|ω1| + 1+ k1 · |x1| + k2) · (1+ |ω2| − b(x2))
 k
(
1+ |x1| + |ω1|
) · (1+ |ω2| − b(x2)), (33)
for k = max{k1,1+ k2}, which gives us again (31), that is, (2) is satisﬁed. 
Notice that the VB-weight, deﬁned as in (28), is moderate for s < 0 as well; we can prove this with a simple change
of variables. We make use of the polynomial weight vs(x,ω) = (1 + |x| + |ω|)|s| . Denoting z1 = (x,ω), z2 = (y, ξ), from
Proposition 1 we know that for some c > 0 it holds (1 + db(z1 + z2))|s|  c(1 + |x| + |ω|)|s|(1 + db(z2))|s| . Then surely
(1+ db(z2))−|s|  c(1+ |x| + |ω|)|s|(1+ db(z1 + z2))−|s| .
Writing Z1 = −z1 = (−x,−ω) and Z2 = z1 + z2 = (x+ y,ω + ξ) we get(
1+ db(Z1 + Z2)
)−|s|  cvs(Z1)(1+ db(Z2))−|s|, (34)
implying the following result:
Corollary 1. If mb,s(z) = (1+ db(z))s is moderate, s > 0 and db given as in (24), then m−1b,s =mb,−s is also a moderate weight.
Case k1 = 0 in Proposition 1 means that the bandwidth function b is bounded and consequently the controlling weight
in inequalities (32) and (33) depends only on the frequency variable ω.
Corollary 2. If b is a bounded function, then the weight mb, given by (25), is moderate with respect to vs(x,ω) = (1+ |ω|)s .
Due to the uncertainty principle it does not make sense to talk of the bandwidth at a given point, nor to try to describe
rapid changes of local band-width. Accordingly the concept of variable bandwidth should show some robustness, and small
local changes should not effect the resulting spaces. Our proposed concept shows such properties:
Proposition 2. Let |h(x)| < 1 for all x ∈ R, and let b 0 generate a moderate weight mb (25). Then b+h generates a moderate weight
mb+h, equivalent to mb, provided b + h 0.
Proof. We give the proof for the case when 0  h(x) < 1 for all x ∈ R. On STb+h , we have mb = mb+h = 1, as |ω| <
b(x) < b(x) + h(x) for all (x,ω) ∈ STb+h , and the equivalence inequality (3) is satisﬁed. Let b(x) < |ω|  b(x) + h(x). Then
|ω| − b(x) h(x), mb+h(x,ω) = 1 and one has
mb+h(x,ω) = 1 <mb(x,ω)
(
1+ h(x))s  2s = 2smb+h(x,ω).
If |ω| −m(x) − h(x) > 0, then both weights have non-trivial values,
mb(x,ω) =
(
1+ |ω| − b(x))s and mb+h(x,ω) = (1+ |ω| − b(x) − h(x))s.
Via this estimate
1+ |ω| − b(x)
1+ |ω| − b(x) − h(x) = 1+
h(x)
1+ |ω| − b(x) − h(x)
 1+ 1
1+ |ω| − b(x) − h(x)
 2,
we derive that(
1+ |ω| − b(x))s  2s(1+ |ω| − b(x) − h(x))s.
Evidently (1+ |ω| − b(x) − h(x))s  (1+ |ω| − b(x))s , thus it holds
mb+h(x,ω)mb(x,ω) 2smb+h(x,ω). (35)
It follows from Lemma 1 that the weight mb+h is also moderate. 
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equivalence. In other words,
Corollary 3. If there is a positive constant C so that the bandwidth shift is 0 h < C, then the weight equivalence constant for mb and
mb+h is at most (C + 1)s .
Due to the equivalence of a constant bandwidth weight to (1+ |ω|)s and (1+ |ω|2)s/2, Corollary 3 implies
Corollary 4. A VB-weight mb, deﬁned with respect to a bounded bandwidth b, is equivalent to (1+ |ω|2)s/2 .
The ﬁnite bandwidth shift property (Corollary 3) may give the impression that there is only one VB-weight up to equiv-
alence, but this is not true. Here is a counter-example: consider an unbounded bandwidth function of form b(x) = (1+ |x|)a
and take a ∈ (0,1]. Such a bandwidth gives a moderate weight as b′ is bounded, but the generated weights for different
values of a are not equivalent. The reason for it is the different growth of b for different values of a.
4. Banach spaces of variable bandwidth functions
Using the moderate weights deﬁned with respect to a variable bandwidth strip (23), we can proceed to the deﬁnition
of functions with variable bandwidth, using the tools from Section 2.4. We have seen that VB-weights provide for a certain
ﬂexibility, that is, the precise knowledge of the bandwidth is not necessary as ﬁnite changes give equivalent weights. This
shall provide for equivalent norms (13) on the function spaces level.
Deﬁnition 1. Let f be deﬁned on R and ﬁx s > 0. We say that f is a function with variable bandwidth b = b(t) if it belongs
to a weighted modulation space Mp,qm (R) for some 1  p,q ∞ and a VB-weight m = mb,s , related to b and deﬁned as
in (25).
We shall call the space Mp,qm (R) a variable bandwidth space and denote it by VB
p,q
m (R), or simply VB when parameters
p,q are known and m = mb,s is ﬁxed up to equivalence. As usual, if p = q we write VBpm instead of VBp,pm . The norm is
marked with ‖ · ‖VB = ‖ · ‖Mp,qmb,s .
This way we quantitatively describe a function f ∈ VB, whose STFT is weighted mixed-norm Lebesgue – integrable. Due
to the special design of the weight, the STFT of f is decreasing faster than a polynomial of degree s on the exterior of STb
in the frequency direction. Therefore it is justiﬁed to claim that f ∈ VB, with variable bandwidth function b, is essentially
supported in STb .
4.1. Inclusions
The following proposition lists properties of VB-spaces that are an extension of the natural inclusion relations for mixed-
norm spaces and some simple properties of VB-weights. Strong VB-weights make for small spaces; also, the wider the band,
the wider the VB-space is. That is, if b1  b2, then(
1+ d(z, STb2)
)s  (1+ d(z, STb1))s.
Proposition 3. If p1  p2 , q1  q2 , b1  b2 and 0 s2  s1 , then
VBp1,q1mb1,s1 (R) ⊆ VB
p2,q2
mb2,s2
(R). (36)
As stretching the band strip means widening the space, we may consider all L2-band limited functions as functions with
variable bandwidth.
Corollary 5. Let f ∈ L2(R) be a band-limited function. Then there exists a band function b  1 such that for all s > 0,
f ∈ VB2mb,s (R).
Proof. Let f ∈ L2(R) and supp( fˆ ) ⊆ [−r, r]. Due to (12) we may choose any window g ∈ L2. In particular, let supp(gˆ) ⊆
[−a,a] for some a > 0. Then∣∣V g f (x,ω)∣∣= ∣∣〈 fˆ ,M−xTω gˆ〉∣∣= 0
for all (x,ω) /∈ R × [−a − r,a + r]. Then the weight mb,s for b  r + a has no inﬂuence on the time-frequency content (that
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‖V g f ‖L2mb = ‖V g f · 1‖L2 = ‖ f ‖2‖g‖2 < ∞. 
4.2. Move the bandwidth
As we have seen in Section 3, working with respect to a variable bandwidth b or a slightly changed b + h, produces
equivalent weights on the time-frequency plane. The corresponding spaces are norm equivalent, that is:
Theorem 4. Moving the bandwidth b for a step function h such that |h(x)| < 1, x ∈ R, results with equivalent variable bandwidth
norms:
2−s‖V g f ·mb+h‖Lp,q  ‖V g f ·mb‖Lp,q  2s‖V g f ·mb+h‖Lp,q . (37)
That is, VBp,qmb,s is norm-equivalent to VB
p,q
mb+h,s .
Proof. The result follows from Proposition 2 and (13). 
A ﬁnite number of bandwidth shifts is allowed and does not change the function space’s structure.
Corollary 6. If b is bounded, then VB2mb,s = VB2vb,s is the Sobolev space H2s with weight vs.
Proof. The proof is in direct relation with (11): Whenever the weight depends on ω only, the corresponding modulation
space is F L2mb,s . If b is bounded, then vs(x,ω) = (1 + |ω|2)s/2 is equivalent to mb,s due to Theorem 4, so it follows that
M2mb,s coincides with M
2
vs , which coincides with H2s (R). 
5. VB-functions via time-variant ﬁltering
We shall employ signal processing techniques to produce VB-functions out of L2 functions. Given an L2 function, we can
produce functions with variable bandwidth by moderating the STFT content via an inverse weight. The results given here
may be viewed as a special case of the results in [25].
Proposition 4. The variable bandwidth space VB = VB2m(R), deﬁned with respect to the weight m =mb,s , s > 0, is a processed L2(R),
i.e. it is isomorphic to L2(R).
Proof. We use Theorem 2 to prove this proposition. We ﬁx the weights mo = 1 and m =mb,s , s > 0. Both of these weights
are moderate with respect to v(x,ω) = (1+ |x| + |ω|)s , s > 0. By Corollary 1, 1m is also a moderate weight.
As mentioned in Section 2.4, if mo = 1, then it holds M2,21 (R) = L2(R). We choose VB = VB2m(R). By Theorem 2, the
Toeplitz operator
Tpϕ(1/m) : M2,21 → M2,2mb,s ,
deﬁned with respect to (any) Schwartz window ϕ , is an isomorphism between L2 and VB. Its explicit form, 〈Tpϕ( 1m ) f1, f2〉 =
〈 1m Vϕ f1, Vϕ f2〉, gives us a hint on the processing that takes place on the time-frequency plane. More speciﬁcally, given a
function f ∈ L2, the corresponding function∫∫
V g f (x,ω)
1
mb,s
MωTxγ dxdω (38)
is a VB-function, seen as a vector-valued integral. That is, the STFT of (38) would be essentially supported within the
VB-strip STb . 
By techniques similar to the ones used in the previous proof one obtains
Theorem 5. The variable bandwidth space VB = VBp,qmb,s (R) is a processed Mp,q(R).
Proof. We apply Theorem 2 again with the moderate weights mo = 1 and m = mb,s , s > 0 and use the Toeplitz operator
Tpϕ(1/m) to deﬁne the isomorphism between M
p,q and VBp,qm = Mp,qm . b,s b,s
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f = V ∗g F ∈ Mp,q . Then, given a Gabor frame (gk,n) that satisﬁes (21), by (19) it follows that the standard Gabor decomposi-
tion f =∑k,n ck,n gk,n has the property (ck,n) ∈ p,q .
If we denote by m˜k,n =m(kα,nβ) the sampled version of a VB-weight m =mb,s , then (m˜−1k,n · ck,n) ∈ p,qm . By Theorem 3,
f˜ =
∑
k,n
(
m˜−1k,n · ck,n
)
gk,n ∈ VB = Mp,qm .
6. Patchworks of band-limited functions
We give here ways to construct VB-functions by cutting parts of (band-limited) functions and gluing them together. For
this purpose we shall need a customized bounded uniform partition of unity (BUPU), created out of a continuous, compactly
supported function ψ , say supp(ψ) ⊆ U0 = [−1,1] such that 0ψ  1. The related family
{ψn := Tnψ}n∈Z (39)
will have ﬁnite overlap, as supp(ψn) ⊆ Un = [n − 1,n + 1], so ψn and ψn+p have no overlap for |p|  2. In addition, we
assume
∑
n∈Z ψn ≡ 1. Hence any function f on R can be decomposed as
f =
∑
n∈Z
ψn f . (40)
We call the family (39) a (regular) BUPU on R.
We shall compose a VB-function using parts of band limited L2-functions such that
supp fˆn ⊆ [−bn + 1,bn − 1], bn > 1, n ∈ Z, where |bn − bn−1| < 1
4
for all n ∈ Z. (41)
Theorem 6. Assume that {ψn: n ∈ Z} is a BUPU as in (39) and let { fn: n ∈ Z} be a sequence of band limited L2-functions as in (41).
For each n, let mbn be the constant bandwidth weight (26).
If
∑
n∈Z ‖V g( fnψn)mbn‖22 < ∞ for some suitable window g, then
f =
∑
n∈Z
ψn fn ∈ VB = M2mb
for b being a smooth bandwidth function with samples b(n) = bn such that |b(x) − bn| < 14 when x ∈ Un. That is, for some Co > 0 it
holds
‖ f ‖2VB  C2o
∑
n∈Z
∥∥V g( fnψn)mbn∥∥22.
Note that, given a normalized, band-limited window γ (supp(γˆ ) ⊆ [−1,1]), the particular choice of bandwidth gives us
supp(Vγ fn) ⊆ R × [−bn,bn], n ∈ Z. (42)
Let m =mbn be a weight created with respect to a constant bn as in (26). Since there is no overlap between the support of
Vγ fn and the region of non-trivial values of the weight m, it holds
‖Vγ fn ·m‖2 = ‖Vγ fn‖2 = ‖ fn‖2 < ∞.
Surely then fn is both in VB2mbn and VB
2
mb
, as ‖ fn‖VB2mb is equivalent to ‖Vγ fn ·mbn‖2 up to a constant.
Proof. We choose a normalized window g centered at 0, supp(g) ⊆ [−1,1]. Then V g( fnψn) has its time support in
[n − 2,n + 2] and, for k such that |k|  4, it has no overlap with V g( fn+kψn+k). We shall use this property to measure
the norm of f =∑n∈Z ψn fn in sections.
By the basic properties of norms, it holds
∥∥V g( f ) ·mb∥∥2 = ∥∥∥∥V g(∑
n∈Z
fnψn
)
mb
∥∥∥∥
2
=
∥∥∥∥∥V g
(
4∑
k=1
∑
n∈4Z
fn+kψn+k
)
mb
∥∥∥∥∥
2
=
∥∥∥∥∥
4∑
V g
( ∑
fn+kψn+k
)
mb
∥∥∥∥∥ (43)
k=1 n∈4Z 2
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4∑
k=1
∥∥∥∥V g( ∑
n∈4Z
fn+kψn+k
)
mb
∥∥∥∥
2
(44)
=
4∑
k=1
∥∥∥∥∑
n∈4Z
V g( fn+kψn+k)mb
∥∥∥∥
2
(45)
=
4∑
k=1
√∑
n∈4Z
∥∥V g( fn+kψn+k)mb∥∥22 (46)

√
4
∑
n∈Z
∥∥V g( fnψn)mb∥∥22. (47)
First, we have re-arranged the summation and interchanged the order of the STFT and the ﬁnite sum. Then, the equality in
(47) holds, as there is no area overlap between each V g( fn+kψn+k).
Also, observe that measuring the weighted norm of V g( fnψn) with respect to the general weight mb is equivalent to
measuring the norm of V g( fnψn) · mbn . This is true as V g( fnψn) = 0 only on [n − 2,n + 2] × R, where mb and mbn are
equivalent. This is true as the related bandwidths satisfy the conditions of Proposition 2. Locally mb is close to its sample
mb(n) and it holds up to a maximal constant C1 due to Theorem 4. Then
‖V g f ·mb‖22  C22Σn∈Z
∥∥V g( fnψn)mbn∥∥22. (48)
As the choice of window g is merely producing equivalent norms, the proof is complete. 
6.1. Patchwork of band-limited functions on the time-frequency side
We use the family (39) to build a family of translates in time on the time-frequency plane, deﬁned by
Ψn(x,ω) = (ψn ⊗ 1)(x,ω). (49)
Obviously, Ψn and Ψn+k do not overlap for |k| 2 and ∑n Ψn = 1 on R2.
Theorem 7. Assume that {Ψn: n ∈ Z} is as in (49) and let { fn: n ∈ Z} be a sequence of band limited L2-functions as in (41). Let mb be
a VB-weights, deﬁned with respect to a bandwidth function b = b(x), such that b(n) = bn and |b(x) − bn| < 14 when x ∈ Un.
If for a normalised, band-limited window g it holds
∑
n∈Z ‖Ψn · V g( fn)‖22 < ∞, then
f = V ∗g
(∑
n∈Z
Ψn · V g fn
)
∈ VB = M2mb . (50)
That is, for some c > 0 it holds
‖ f ‖2VB  co
∑
n∈Z
‖Ψn · V g fn‖22.
Proof. For a normalized, band-limited window g such that supp(gˆ) ⊆ [−1,1], the particular choice of bandwidth in (41)
gives us
supp(V g fn) ⊆ R × [−bn,bn], n ∈ Z, supp(Ψn · V g fn) ⊆ [n − 1,n + 1] × [−bn,bn]. (51)
Let mbn be a weight created with respect to a constant bn as in (26). Since there is no overlap between the support of V g fn
and the region of non-trivial values of the weight, it holds
‖ΨnV g fn ·mbn‖2 = ‖ΨnV g fn‖2  ‖V g fn‖2 < ∞.
We choose F =∑n∈Z Ψn · V g fn . By the basic properties of norms and using (15), it holds
‖ f ‖M2mb =
∥∥V ∗g F∥∥M2mb  ‖V go g‖L1v‖F ·mb‖2 (52)
= ‖V go g‖L1v
∥∥∥∥∑
n∈Z
Ψn · V g fn ·mb
∥∥∥∥
2
(53)
 ‖V go g‖L1v
√
4
∑
n∈Z
‖Ψn · V g fn ·mb‖22. (54)
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related bandwidths satisfy the conditions of Proposition 2 (then mb is close to its sample mb(n) and it holds up to a maximal
constant C2 due to (41) and Theorem 4). But mbn = 1 at each segment where Ψn · Vγ fn = 0. Then
‖ f ‖2
M2mb
 c2o
∑
n∈Z
‖Ψn · Vγ fn‖22, (55)
which completes the proof. 
6.2. Patchworks of band-limited functions on the time line
We give an alternative version of the previous results. Here we choose the BUPU generating function ψ such that
‖|ψˆ | ∗ |gˆ∗|‖L1v is ﬁnite for any window g ∈ M1v . Due to the one-dimensional version of inequality (6), this is easy to achieve,
it is enough to take ψˆ ∈ L1v .
Theorem 8. Assume that {ψn: n ∈ Z} is a BUPU as in (39), such that ψˆ ∈ L1v . Let { fn: n ∈ Z} be a sequence of band limited L2-functions
as in (41), such that
∑
n∈Z ‖ fn‖22 is ﬁnite. Then
f =
∑
n∈Z
ψn fn ∈ VB = M2mb
for b being a smooth bandwidth function with samples b(n) = bn such that |b(x) − bn| < 14 for all x ∈ Un and mb is a VB-weight,
moderate with respect to v. That is, for some C > 0 it holds
‖ f ‖2VB  C2
∑
n∈Z
‖ fn‖22. (56)
Proof. We use a normalized window g centered at 0, supp(g) ⊆ [−1,1]. As in the previous proofs, it holds∥∥V g( f ) ·mb∥∥22  C21∑
n∈Z
∥∥V g( fnψn)mbn∥∥22. (57)
Due to (8), it holds |V g f | | fˆ | ∗ |gˆ∗|. Then for each n,∣∣V g( fnψn)∣∣ | f̂nψn| ∗ ∣∣gˆ∗∣∣ | f̂n| ∗ |ψˆn| ∗ ∣∣gˆ∗∣∣,
which implies∥∥V g( fnψn)mbn∥∥2  C2∥∥|ψ̂n| ∗ ∣∣gˆ∗∣∣∥∥L1v ‖ fn‖M2mbn .
As explained after (42), ‖ fn‖M2mbn is equivalent to ‖ fn‖2. The norm of |ψ̂n| ∗ |gˆ
∗| is bounded by a constant due to the nature
of ψ , namely∥∥|ψ̂n| ∗ ∣∣gˆ∗∣∣∥∥L1v = ∥∥|M−nψˆ | ∗ ∣∣gˆ∗∣∣∥∥L1v = ∥∥|ψˆ | ∗ ∣∣gˆ∗∣∣∥∥L1v .
Thus, the existence of a uniform constant C3 guarantees (56), via∥∥V g( fnψn)mbn∥∥2  C3‖ fn‖2. 
7. Approximation errors for VB-functions
For band-limited functions, we can expect an estimate, similar to the result in [19]: the reconstruction of band-limited
functions within L2 does not require the whole lattice and can be performed from incomplete data; one can perform a
perfect reconstruction with coeﬃcients from within a band in the time-frequency plane. In general, for non-band limited
functions, there is an error in approximating from a band-limited (thus incomplete) set of data and it is interesting to derive
an error estimate for the non-band-limited case.
In this section we ﬁrst give a uniform estimate of the reconstruction error with respect to a weaker weight. The relative
error margin depends only on the frame structure and not on the individual function that is to be approximated. Then we
give a generalization of the result in [19] in spaces other than L2 and consider a subclass of VB-functions in that context.
We start with a simple estimate of the inverse weight.
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mb(λ) −1. (58)
Proof. If d(λ, STb) = r, then we have mb(λ) = (1 + r)s . Given 1 >  > 0, we choose r  −1/s − 1; thus mb(λ)−1 =
(1+ r)−s <  , or mb(λ) −1.
If λ1 satisﬁes d(λ1, STb) r, then mb(λ1) (1+ r)s  −1 and we conclude that (58) holds for any λ /∈ STb+r . 
We shall use the weight estimate to measure the L2-norm of the spectrogram’s out-of-band energy.
Lemma 10. For all f ∈ VB = VB2mb (R) and any  ∈ (0,1) there exists r > 0 so that
‖V g f |STcb+r‖L2  ‖ f ‖VB. (59)
Proof. For a given  , we choose r so that for all (x,ω) ∈ STcb+r it holds m−1b (x,ω)  , which is possible as m−1b is decaying
beyond STb . Then∫∫
STcb+r
∣∣V g f (x,ω)∣∣2 dxdω = ∫∫
STcb+r
∣∣V g f (x,ω)∣∣2m2b(x,ω)m−2b (x,ω)dxdω

∫∫
STcb+r
∣∣V g f (x,ω)∣∣2m2b(x,ω)2 dxdω 2 ∫∫
R×R
∣∣V g f (x,ω)∣∣2m2b(x,ω)dxdω
= 2‖ f ‖2VB.
By taking square roots we arrive at (59). 
Applying similar estimates to the approximation problem, we obtain:
Lemma 11. Let (g, γ ) be a Λ-dual pair of windows in M1v(R). Then for all  > 0 there exists r > 0 such that for all f ∈ VB = VB2mb (R)
it holds∥∥∥∥ f − ∑
Λ∩STb+r
〈
f ,π(λ)γ
〉
π(λ)g
∥∥∥∥
2
 ‖ f ‖VB. (60)
Proof. Recall the boundedness of frame-related operators and the frame inequality (18), we obtain the following estimate:∥∥∥∥ f − ∑
Λ∩STb+r
〈
f ,π(λ)γ
〉
π(λ)g
∥∥∥∥
2
=
∥∥∥∥ ∑
Λ∩STcb+r
〈
f ,π(λ)γ
〉
π(λ)g
∥∥∥∥
2
 B1/21
∑
Λ∩STcb+r
∣∣〈 f ,π(λ)γ 〉∣∣2 = B1/21 ∑
Λ∩STcb+r
∣∣Vγ f (λ)∣∣2,
which is true due to the boundedness of the synthesis operator.
Now we use Lemma 9 and Theorem 3∑
Λ∩STcb+r
∣∣Vγ f (λ)∣∣2 = ∑
Λ∩STcb+r
∣∣Vγ f (λ)∣∣2m2(λ) 1
m2(λ)
 2o
∑
Λ∩STcb+r
∣∣Vγ f (λ)∣∣2m2(λ) 2o ∑
Λ
∣∣Vγ f (λ)∣∣2m2(λ)
 2o B22‖ f ‖2V B ,
which eventually gives us (60), by choosing o small enough. 
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Corollary 7. Given a Λ-dual pair of windows (g, γ ) in M1v(R) and 0 < a < s, for all  > 0 there exists r > 0 so that for all f ∈ VB =
VB2mb,s (R), the approximation error with respect to the VB
2
mb,a
-norm is∥∥∥∥ f − ∑
Λ∩STb+r
〈
f ,π(λ)γ
〉
π(λ)g
∥∥∥∥
VB2mb,a
 ‖ f ‖VB2mb,s . (61)
Proof. We use a result similar to Lemma 10 and apply the frame inequality, similar to Corollary 11. 
The speciﬁcs of our setting allows us to work with essential supports (inspired by [27]). In fact, the growth of the
VB-weight implies that the STFT values outside the strip STbo have to decaying polynomially of some order. Therefore, we
can expect that an approximation that employs only the reconstruction coeﬃcients from within an expanded strip STb , for
b bo wide enough, is suﬃciently accurate.
For f ∈ VBp,qmb , the analysis coeﬃcients Cγ f (λ) have polynomial decay on the exterior of STb , as they are controlled by
the variable bandwidth weight mb . It is worth pursuing the relation between the bandwidth b and the coeﬃcients decay
that would give a general result of type∥∥∥∥ f − ∑
Λ∩STb
〈
f ,π(λ)γ
〉
π(λ)g
∥∥∥∥
VB
 ‖ f ‖VB. (62)
We are working with functions that are not band-limited overall, so we cannot expect a complete reconstruction from
an incomplete data set, as achieved for band-limited functions [19].
First, we give a result concerning band-limited functions in modulation spaces – a generalization of the L2 result in [19].
Theorem 12. Let (g, γ ) be a Λ-dual pair of windows in M1v for a submultiplicative weight v, let 1  p,q < ∞ and let m be a v
moderate weight. Then for every  > 0 there exists r > 0 such that for all f ∈ Mp,qm with supp fˆ ⊆ BR(0), it holds∥∥∥∥ f − ∑
|ω|R+r
λ=(x,ω)∈Λ
〈
f ,π(λ)γ
〉
π(λ)g
∥∥∥∥
Mp,qm
 ‖ f ‖Mp,qm . (63)
Proof. Due to (19) it holds
‖Cγ f ‖p,qm  c‖γ ‖M1v ‖ f ‖Mp,qm .
Since the band-limited M1v -functions are dense in M
1
v , for  > 0 we can choose a band-limited window γc close to γ so
that
‖Cγ−γc f ‖p,qm  ‖ f ‖Mp,qm /‖g‖M1v . (64)
Let supp(γ̂c) ⊆ Br(0) and supp( fˆ ) ⊆ BR(0). Then, due to (8), Vγc f (λ) = 0 for λ /∈ STR+r .
The full Gabor expansion for f (with respect to the Λ-dual pair (g, γ )) is
f =
∑
Λ
〈
f ,π(λ)γ
〉
π(λ)g.
We want to estimate the “left-over” of this expansion beyond a wider band in the TF plane (with coeﬃcients out of the
relevant strip Λb = Λ ∩ STb for b = r + R) so we deﬁne
cλ =
〈
f ,π(λ)γ
〉
, for all |ω| > R + r
and cλ = 0 otherwise. Then f − ∑Λb 〈 f ,π(λ)γ 〉π(λ)g = ∑Λ cλπ(λ)g . Surely it holds ‖(cλ)Λ‖p,qm ‖(〈 f ,π(λ)γ − π(λ)γc〉)Λ‖p,qm as cλ are the minimal coeﬃcients.
Therefore∥∥∥∥ f −∑
Λb
〈
f ,π(λ)γ
〉
π(λ)g
∥∥∥∥
Mp,qm
 ‖c‖p,qm ‖g‖M1v
 ‖Cγ−γc f ‖p,qm ‖g‖M1v
 ‖ f ‖ p,q . Mm
R. Aceska, H.G. Feichtinger / J. Math. Anal. Appl. 382 (2011) 275–289 289The proof for a special case of a variable bandwidth function f is similar: We choose a variable bandwidth ω = b(x) so
that
Vγc f (x,ω) = 0, for all (x,ω) /∈ STb,
with respect to a band-limited window γc , regulated by (64). Note that for any given VB-space there are elements which
are not of this type. On the other hand it is easy to show that such functions f always exist: we can construct it by using
a band-limited Gabor atom γc as a building block (such that suppγc ⊆ [−r, r]) and coeﬃcients aλ such that aλ = 0 only on
locations within a narrowed strip Λ ∩ STb−r .
Then we work with a subset Λb = Λ ∩ STb , where b = bo(x) + r. With techniques analogue to the proof of Theorem 12,
we have the result
Corollary 8. Let (g, γ ) in M1v be a Λ-dual pair of windows. For every  > 0 there exists r > 0 such that for all f ∈ Mp,qm with
supp(Vγc f ) ⊆ STbo , with respect to a band-limited window γc , related to γ as in (64). Then∥∥∥∥ f − ∑
Λ∩STbo+r
〈
f ,π(λ)γ
〉
π(λ)g
∥∥∥∥
Mp,qm
 ‖ f ‖Mp,qm . (65)
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