Every channel can be expressed as a convex combination of deterministic channels with each deterministic channel corresponding to one particular intrinsic state. Such convex combinations are in general not unique, each giving rise to a specific intrinsic-state distribution. In this paper we study the maximum and the minimum capacities of a channel when the realization of its intrinsic state is causally available at the encoder and/or the decoder. Several conclusive results are obtained for binary-input channels and binary-output channels. Byproducts of our investigation include a generalization of the Birkhoff-von Neumann theorem and a condition on the uselessness of causal state information at the encoder.
I. INTRODUCTION
A discrete channel is commonly viewed as a black box with the input-output relation characterized by a probability transition matrix. In practice, it is often possible obtain some additional information (known as the state information) by probing the channel. The knowledge of the state information might be useful in increasing the channel capacity. Note that, given each state, the channel can again be viewed as a black box and can potentially be further probed. One may continue this process until the black box is fully opened, i.e., the channel becomes deterministic given the acquired state information. This line of thought suggests that every channel has its own intrinsic state, which captures the full randomness of the channel, and any state information acquired via channel probing is a degenerate version of this intrinsic state. As such, the intrinsic capacity, defined as the capacity of a channel when its intrinsic state is revealed, determines the ultimate capacity gain one can hope for by probing the channel.
It turns out that the intrinsic capacity of a channel is not necessarily uniquely defined. Consider the binary symmetric channel with crossover probability 0.5: W = (W x,y ) x∈{0,1},y∈{0,1} = ( 0.5 0.5 0.5 0.5 ), where each entry W x,y denotes the conditional probability W (y | x) of output y given input x. The capacity of W is clearly zero. For this channel, we consider the following two models:
where ⊕ denotes the modulo-2 addition and N is the noise uniformly distributed over {0, 1}. It is easy to verify that they both have the conditional probability distribution W . If the actual model of W is F , then for every realization of N , W becomes a deterministic perfect channel, ( 1 0 0 1 ) or ( 0 1 1 0 ), so that the capacity of W with noise information N available at the encoder and/or the decoder increases to one. On the other hand, if the actual model of W is G, then for every realization of N , W becomes a deterministic useless channel, ( 1 0 1 0 ) or ( 0 1 0 1 ), and hence, even with N known at both sides, the capacity of W is still zero. In fact, for every number r ∈ [0, 1], one can find a model for W such that the resulting intrinsic capacity is r.
This example indicates that a channel may admit different decompositions into deterministic channels. All these decompositions are mathematically legitimate though the actual way the deterministic channels are mixed to produce the given channel depends on the underlying physical mechanism. In this work we study the minimum and the maximum intrinsic capacities of a channel over all admissible decompositions. They will be referred to as the lower intrinsic capacity and the upper intrinsic capacity. For the aforementioned channel W , its lower and upper intrinsic capacities are 0 and 1, respectively.
Determining the lower and the upper intrinsic capacities of a channel is an important but difficult problem. Since the causal state information may be available at the encoder, the decoder, or both, there are three kinds of lower and upper intrinsic capacities of a channel W , denoted IC f (W ) and IC f (W ), for f = 10, 01, 11, where the two bits indicate if the state information is available at the encoder and the decoder.
The main contributions of this work are: 1) We study the structure of the convex polytope dec(W ) consisting of all convex combinations of deterministic channels for channel W . We prove that all IC f (W ) and IC 11 (W ) are attained at certain vertices of dec(W ) (Theorem 3). Necessary and sufficient conditions for a vertex of dec(W ) (Propositions 4 and 5), as well as a series of consequences, are also provided.
2) We prove a generalization of the Birkhoff-von Neumann theorem for a family W[a, b] of channel matrices with integervalued column-sum vector constraints a and b from below and above, respectively (Theorem 8). It is shown that W[a, b] is convex and its vertices are exactly all deterministic channels in W [a, b] . Using this fundamental result, we determine the exact values of IC 11 (W ) and IC 11 (W ) when the input or the output is binary. General lower and upper bounds are further provided for the nonbinary cases (Theorems 11 and 12), and in some cases, the exact value of IC 11 (W ) is also determined.
3) For a binary-output channel W , we obtain the exact values of IC 10 (W ) and IC 10 (W ) (Theorem 13), and for a binary-input channel W , we obtain the exact values of IC 01 (W ) and IC 01 (W ) (Proposition 17). An interesting phenomenon observed is that IC 10 (W ) = C(W ) for binaryoutput W , where C(W ) denotes the capacity of W . In other words, every binary-output channel can be generated through a certain mechanism such that the causal state information at the encoder is useless. We further prove that a class of general channels with causal state information available at the encoder also has such a property (Theorem 14). Finally, by providing some counterexamples, we show that the results obtained in binary-input or binary-output cases, including IC 10 (W ) = C(W ) and IC 01 (W ) = IC 11 (W ), do not hold in general (Example 18 and Proposition 19).
The rest of this paper is organized as follows. Section II formulates the problem of intrinsic capacities. The main work of this paper is then presented in Section III. Because of the space limitation, most simple proofs are omitted and can be found in [1] .
Although most notations will be defined at their first occurrences, some common notations and conventions are listed here for easy reference. In this paper, a vector (for example, in R n ) will be regarded as a row vector. x ∧ y The minimum of x and y.
x ∨ y The maximum of x and y. supp(x) The support set {i ∈ I :
The same convention also applies to other functions such as |x| and x . x The smallest integer ≥ x.
II. PROBLEM FORMULATION
Let X and Y be two finite sets. A channel W : X → Y is a stochastic matrix with each entry W x,y denoting the probability of output y ∈ Y given input x ∈ X . A deterministic channel D : X → Y is a special channel whose stochastic matrix is a zero-one matrix, so that it uniquely identifies a map of X into Y. In the sequel, deterministic channels and maps will be regarded as equivalent objects, so that their notations and conventions can be integrated with no ambiguities.
It is clear that the set of all channels forms a convex polytope in R X ×Y . We denote this polytope by W X ,Y , or succinctly, W. The vertices of W are exactly all the deterministic channels and hence every channel can be expressed as a convex combination of some deterministic channels. Such a convex decomposition is not unique and each decomposition essentially gives a channel with state. Since a channel with state may have a larger capacity when the state information is available at the encoder, the decoder, or both, we are interested in characterizing the potential gain.
Let the set of all deterministic channels X → Y be D X ,Y or D. Then the set of all possible convex combinations of a channel W is
where P D is the set of all probability distributions over D and can be regarded as the set W {∅},D of matrices or vectors. Given λ ∈ P D , which actually characterizes a channel with state, we define the three kinds of capacities with causal state information available at the encoder, the decoder, or both, by
and the flag f ∈ {10, 01, 11} indicates if the state information is available at the encoder and the decoder. For example, 10 means that the state information is available at the encoder but not at the decoder. For completeness, we also define the capacity with no state information:
Then, given a channel W , we can define its intrinsic-capacity sets by IC f (W ) := {C f (λ): λ ∈ dec(W )}. Furthermore, we define the lower intrinsic capacity and the upper intrinsic capacity of W for a state-information setting f by
respectively. Computing the lower and the upper intrinsic capacities of a channel for a setting f is the main task of this paper, and we will focus on the case of f = 11, that is, IC 11 (W ) and IC 11 (W ). So for convenience, we will simply write IC(W ), IC(W ), and IC(W ) in place of IC 11 (W ), IC 11 (W ), and IC 11 (W ), respectively. We close this section with some results on the analytic properties of J f and C f , which are easy consequences of [3, Theorem 2]. Proposition 1. (a) J 10 (λ, μ) is uniformly continuous, and it is convex in λ for fixed μ and is concave in μ for fixed λ.
(b) J 01 (λ, μ) is uniformly continuous, and it is linear in λ for fixed μ and is concave in μ for fixed λ. 
III. MAIN RESULTS
With no loss of generality, we assume that the channel W is from [ [1, m] ] to [ [1, n] ], where m, n ≥ 2. In this section we will study its lower and upper intrinsic capacities.
A. dec(W )
First, we have the following fundamental result.
Theorem 3. The set dec(W ) is a bounded, closed convex polytope. For each f ∈ {10, 01, 11}, IC f (W ) is a closed interval and IC f (W ) can be attained at some vertex of dec(W ). Furthermore, IC 11 (W ) can also be attained at some vertex of dec(W ).
Proof. By definition, it is clear that dec(W ) is a bounded, closed convex polytope, so that IC f (W ) is a closed interval (Proposition 2). It is also easy to see that C f (λ) attains its maximum IC f (W ) at some vertex of dec(W ) and that C 11 (λ) attains its minimum IC 11 (W ) at some vertex of dec(W ) (Proposition 2 and [4, Proposition 3.4.1]).
In light of Theorem 3, we proceed to study the vertices of dec(W ). Our approach is analogous to [5] .
is called the incidence matrix. A probability distribution λ ∈ dec(W ) is a vertex iff for S ∈ S, S ⊆ supp(λ) implies S = ∅, or in other words, iff rank(I S, * ) = |S|.
Proof. Note that for every
(Sufficiency) If λ = tβ + (1 − t)γ for some β, γ ∈ dec(W ) and some 0 < t < 1, then β − γ = (λ − γ)/t and supp(γ) ⊆ supp(λ), so that supp(β − γ) ∈ S and supp(β−γ) ⊆ supp(λ), hence supp(β−γ) = ∅, and therefore λ = β = γ is a vertex.
(Necessity) For every nonempty S ∈ S, there is a vector α ∈ R D such that supp(α) = S. Let β = λ + tα and γ = λ − tα with t = 0, so that λ = (β + γ)/2 with β = γ. Since λ is a vertex, β and γ must not be elements of dec(W ) for all t = 0, or equivalently, S ⊆ supp(λ).
Below are several easy consequences of Proposition 4. Proposition 6 provides an upper bound for the support size of a vertex in dec(W ). On the other hand, the following result provides a lower bound for the support size of points in dec(W ), including all the vertices of dec(W ). [1,m] ],j∈[ [1,n] ] .
B. IC(W ) and IC(W )
If we can enumerate all the vertices of dec(W ), then by Theorem 3, we can certainly obtain the exact values of IC(W ) and IC(W ). However, the structure of dec(W ) is too complex, so we turn to estimate IC(W ) and IC(W ). The next result is a generalization of the Birkhoff-von Neumann theorem, which will be very useful for our purpose. Our approach is an extension of the ideas in [5] , [6] . Here, a column is said to be on boundary if its sum is either a j or b j , where j is the index of the column, and such a column is called a boundary column.
In whichever the case, we can pick a non-integer entry, say the (i 0 , j 0 )-th entry, which in Case (a) must be a non-integer entry in a non-boundary column. By the following argument, we will find a chain or loop of non-integer entries of the matrix, which will be used to prove that the matrix is not extremal.
Because the (i 0 , j 0 )-th entry is not integer, there exists at least another entry in the same row that is also not an integer, say the (i 0 , j 1 )-th entry. If the j 1 -th column is not on boundary, then we are done. If however the j 1 -th column is on boundary, then there exists at least another non-integer entry in the same column, say (i 1 , j 1 ). In general, after t steps, we have visited t + 1 columns, with the chain (i 0 , j 0 ), (i 0 , j 1 ), (i 1 , j 1 ), . . . , (i t−1 , j t ), (i t , j t ).
Except for the j 0 -th column, every column has exactly one inbound entry (i s−1 , j s ) and one outbound entry (i s , j s ), where 1 ≤ s ≤ t. Now in the (t + 1)-th step, by the same argument, we find the (i t , j t+1 )-th entry in the j t+1 -th column.
If this column has already been visited, then j t+1 = j s for some 0 ≤ s ≤ t−1 and we are done. If this column is new but not on boundary, we are also done. If however this new column is on boundary, then we can further find an outbound entry in this column, say (i t+1 , j t+1 ), and proceed to the (t + 2)-th step. Because there are finite columns, we will always end up with a chain
which only happens in Case (a), or a loop
Then we can construct a matrix N by setting all outbound entries (in the chain or the loop) N is,js = 1, all inbound entries N is−1,js = −1, and all other entries to be zero. It is clear that 1N = e j0 − e j k , N1 T = 0 in the former case and 1N = 0, N1 T = 0 in the latter case, where e k = (1{j = k}) j∈[ [1,n] ] .
Let
Therefore, if denoting the set of all vertices of W[a, b] by V,
and α ∈ (0, 1), then for every
With Theorem 8, we are ready to estimate the lower and the upper intrinsic capacities. Since λ ∈ dec(W ) is a probability mass function (or equivalently, a probability measure) over D, the (measurable) map rank : Proposition 9.
.
(3)
and
If h = 1, then Γ W (n) = 1.
Theorem 11.
, U j denotes the deterministic useless channel matrix with the j-th column being all one, and α is defined by (3) . If m = 2 or n = 2, then IC(W ) = 1 − Γ W (1).
Theorem 12.
and is the index of column such that (1W ) = g (see (2) ). If m = 2 or n = 2, then IC(W ) = 1 − Γ W (1). If m ≤ n and 1W ≤ 1, then IC(W ) = log m. If m ≥ n and 1W ≥ 1, then IC(W ) = log n.
C. IC f (W ) and IC f (W ) for f = 10, 01
Although it is more difficult to compute IC f (W ) and IC f (W ) for f = 10, 01 in general cases, we can still obtain some useful results for some special cases.
The first case to be considered is a channel with binary output, namely, W with n = 2.
Theorem 13. If n = 2, then IC 10 (W ) = C(W ) and
where Γ W (1) is given by Proposition 9.
The phenomenon IC 10 (W ) = C(W ) implies that in some cases, the capacity of channel W cannot be increased, even if its intrinsic state is causally known at the encoder. The following result shows that it is not a special case and that a class of general channels with causal state information also has such a property. where s denotes the channel state and p s is the associated (nonzero) probability. The capacity of W cannot be increased by the causal state information s available at the encoder iff all K (s) are (i 1 , i 2 )-ended for some fixed i 1 and i 2 , where a binary output channel K is said to be (i 1 , i 2 )-ended if K i1,1 = min i K i,1 and K i2,1 = max i K i,1 . In other words, all row vectors of K are contained in the line segment from endpoint K i1, * to endpoint K i2, * .
It is an easy consequence of the following two propositions, which are based on the sufficient and necessary conditions of an input probability distribution μ that maximizes the mutual information I(μ, W ) [ Because every channel K (s) is (i 1 , i 2 )-ended, it is easy to show that V is also (i 1 , i 2 )-ended, where i 1 and i 2 are regarded as two constant maps from S to [ [1, m] ]. Then every row vector of V is contained in the line segment between V i 1 , * W and V i 2 , * W , hence V has a capacity-achieving input probability distribution supported on {i 1 , i 2 } (Proposition 15), and therefore the capacity of W cannot be increased by the causal state information at the encoder. (Necessity) If the capacity of W cannot be increased by its causal state information at the encoder, then a capacityachieving input probability distribution of V must have a support, say {i 1 , i 2 }, so that for every map u : S → [ [1, m] ], the vector is contained in the line segment between V i1, * and V i2, * (Proposition 16), where i 1 and i 2 are understood as two constant maps from S to [ [1, m] ]. With no loss of generality, we assume V i 1 ,1 ≤ V i 2 ,1 . Then, for any t ∈ S and any i 0 ∈ [ [1, m] ], we can take u(t) = i 0 and u(s) = i 1 for s = t, and then we get V u,1 ≥ V i 1,1 , so that K
i2,1 . Therefore, every K (s) is (i 1 , i 2 )-ended. The second case to be considered is a channel with binary input, namely, W with m = 2.
Proposition 17. If m = 2, then for every λ ∈ dec(W ), C 01 (λ) = C 11 (λ), so that IC 01 (W ) = 1 − Γ W (1) and IC 01 (W ) = 1 − Γ W (1).
In the above two special cases, we notice that IC 10 (W ) = C(W ) for n = 2 and IC 01 (W ) = IC(W ) for m = 2, which are however not true in general.
Example 18. For W = ( 0.8 0.2 0 0.6 0.35 0.05 ), IC 10 (W ) > C(W ). Proposition 19. Let W be a channel [ [1, 3] ] → [ [1, 2] ]. If all probabilities W i,j are distinct and the sum of each column of W is greater than or equal to 1, then IC 01 (W ) < IC(W ).
IV. CONCLUSION
We have introduced the notion of lower and upper intrinsic capacities, and have partially obtained their explicit characterizations. It is our hope that this new notion, together with the related analysis, can provide useful insight into the value of channel state information at the encoder and/or decoder in terms of the potential capacity gain.
