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Abstract
We discuss a general framework of monotone skew-product semiflows
under a connected group action. In a prior work, a compact connected
group G-action has been considered on a strongly monotone skew-product
semiflow. Here we relax the requirement of strong monotonicity of the
skew-product semiflows and the compactness of G, and establish a the-
ory concerning symmetry or monotonicity properties of uniformly stable
1-cover minimal sets. We then apply this theory to show rotational sym-
metry of certain stable entire solutions for a class of non-autonomous
∗Corresponding Author. Partially supported by NSF of China No.10971208, and the
Finnish Center of Excellence in Analysis and Dynamics.
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reaction-diffusion equations on Rn, as well as monotonicity of stable trav-
elling waves of some nonlinear diffusion equations in time recurrent struc-
tures including almost periodicity and almost automorphy.
1 Introduction
In this article, we investigate monotone skew-product semiflows with certain
symmetry such as ones with respect to rotation or translation. We will restrict
our attention to solutions which are ‘stable’ in a certain sense and discuss the
relation between stability and symmetry.
Historically, stability is in many cases known to imply some sort of symme-
try. For autonomous (or time-periodic) parabolic equations, any stable equilib-
rium (or time-periodic) solution inherits the rotational symmetry of the domain
Ω (see [3, 11] for bounded domain and [18, 19] for unbounded domain). In
[18, 19], the symmetry of the stable solutions was also obtained for degenerate
diffusion equations and systems of reaction-diffusion equations. Ni et al.[16]
showed the spatially symmetric or monotonic structure of stable solutions in
shadow systems as a limit of reaction-diffusion systems. It is now well known
that parabolic equations and systems admitting the comparison principle define
(strongly) monotone dynamical systems, whose concept was introduced in [8]
(see [9, 24] for a comprehensive survey on the development of this theory). If the
domain and the coefficients in such an equation or system exhibit a symmetry,
then the dynamical system commutes with the action of some topological group
G. Extensions and generalizations of group actions to a general framework of
(strongly) monotone systems were given by [10, 13, 18, 19, 30].
Non-periodic and non-autonomous equations have been attracting more at-
tention recently. A unified framework to study non-autonomous equations is
based on the so-called skew-product semiflows (see [25, 26]). In [32], a compact
connected group G-action was considered on a strongly monotone skew-product
semiflow Πt. Assuming that a minimal set K of Πt is stable, it was proved in
[32] that K is residually symmetric, and moreover, any uniformly stable orbit
is asymptotically symmetric. In this article, motivated by Ogiwara and Matano
[18, 19], we relax the restriction of strong monotonicity of the skew-product
semiflow Πt, as well as the compactness of the acting group G. To formu-
late our results precisely, we let K be a uniformly stable 1-cover of the base
flow. Under the assumption that Πt is only monotone and G is only connected,
we establish the globally topological structure of the group orbit GK of K,
where GK = {g · (x, ω) : g ∈ G and (x, ω) ∈ K} (see Theorem B). Roughly
speaking, the group orbit GK either coincides with K (which entails that K
is G-symmetric); or otherwise, GK is a 1-dimensional continuous subbundle on
the base, while each fibre of such bundle being totally ordered and homeomor-
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phic to R. In particular, when the second case holds, the uniform stability of
K will imply the asymptotic uniform stability (see Theorem D).
Our main theorems are extensions of symmetry results in [18, 19] on stable
equilibria (resp. fixed points) for continuous-time (resp. discrete-time) mono-
tone systems. This enables us to investigate the symmetry of certain stable
entire solutions of nonlinear reaction-diffusion equations in time recurrent struc-
tures (see Definition 2.6) on a symmetric domain. This is satisfied, for instance,
when the reaction term is a uniformly almost periodic or, more generally, a
uniformly almost automorphic function in t (see Section 2 for more details).
Since strong monotonicity of the skew-product semiflow is weakened, we
are able to deal with the time-recurrent parabolic equation on an unbounded
symmetric domain such as the entire space Rn. For non-autonomous parabolic
equations, radial symmetry has been shown to be a consequence of positivity of
the solutions (see, e.g. [1, 7, 21, 22] and references therein). For non-autonomous
parabolic equations on Rn, we also refer to a series of very recent work by Pola´cˇik
[20, 21, 23] on this topic and its applications. In particular, he [21] proved
that, under some symmetric conditions, any positive bounded entire solution
decaying to zero at spatial infinity uniformly with respect to time is radially
symmetric. However, as far as we know, symmetry properties of certain stable
entire (possibly sign-changing) solutions of non-autonomous parabolic equations
on Rn have been hardly studied. By applying our abstract results mentioned
above, we shall initiate our research on this aspect. More precisely, we show that
(see Theorem 7.1) any uniformly stable entire solution is radially symmetric,
provided that it satisfies certain module containment (see Definition 2.7) and
decays to zero at spatial infinity uniformly with respect to time.
Note also that we have relaxed the requirement of compactness of the act-
ing group G. This will allow one to discuss symmetry or monotonicity prop-
erties with respect to translation group. Based on this, one can investigate
monotonicity of the uniformly-stable traveling waves for time-recurrent bistable
reaction-diffusion equations or systems. Traveling waves in time-almost peri-
odic nonlinear evolution equations governed by bistable nonlinearities were first
established in a series of pioneer work by Shen [27]-[29]. In [27, 28], she proved
the existence of such almost-periodic traveling waves, and showed that any such
monotone traveling wave is uniformly-stable. By using our abstract results, on
the other hand, we give a converse theorem (see Theorem 7.6) to that of Shen’s,
i.e., any uniformly-stable almost-periodic traveling wave is monotone. Moreover,
we shall also show that any uniformly-stable almost-periodic traveling wave is
uniformly stable with asymptotic phase (see Theorem 7.7). The same result as
Theorem 7.7 can also be found in Shen [27]. But our approach (by Theorem D)
was introduced in a very general framework, and hence, it can be applied in a
rather general context and to wider classes of equations with little modification.
This paper is organized as follows. In section 2, we present some basic
concepts and preliminary results in the theory of skew-product semiflows and
almost periodic (automorphic) functions which will be important to our proofs.
We state our main results in Section 3, where we also give standing assumptions
characterizing our general framework. Sections 4-6 contain the proofs of our
main results. In section 7, we apply our abstract theorems to obtain symmetry
properties of certain stable entire (possibly sign-changing) solutions of non-
autonomous parabolic equations on Rn, as well as the monotonicity of stable
almost-periodic traveling waves for time-recurrent reaction-diffusion equations.
2 Notation and preliminary results
In this section, we summarize some preliminary materials to be used in later
sections. First, we summarize some lifting properties of compact dynamical
systems. We then collect definitions and basic facts concerning monotone skew-
product semiflows and order-preserving group actions. Finally, we give a brief
review about uniformly almost periodic (automorphic) functions and flows.
Let Ω be a compact metric space with metric dΩ, and σ : Ω × R → Ω be a
continuous flow on Ω, denoted by (Ω, σ) or (Ω,R). As has become customary,
we denote the value of σ at (ω, t) alternatively by σt(ω) or ω · t. By definition,
σ0(ω) = ω and σt+s(ω) = σt(σs(ω)) for all t, s ∈ R and ω ∈ Ω. A subset S ⊂ Ω
is invariant if σt(S) = S for every t ∈ R. A non-empty compact invariant
set S ⊂ Ω is called minimal if it contains no non-empty, proper and invariant
subset. We say that the continuous flow (Ω,R) is minimal if Ω itself is a minimal
set. Let (Z,R) be another continuous flow. A continuous map p : Z → Ω is
called a flow homomorphism if p(z · t) = p(z) · t for all z ∈ Z and t ∈ R. A flow
homomorphism which is onto is called a flow epimorphism and a one-to-one flow
epimorphism is referred as a flow isomorphism. We note that a homomorphism
of minimal flows is already an epimorphism.
We say that a Banach space (V, ‖·‖) is ordered if it contains a closed convex
cone, that is, a non-empty closed subset V+ ⊂ V satisfying V+ + V+ ⊂ V+,
αV+ ⊂ V+ for all α ≥ 0, and V+ ∩ (−V+) = {0}. The cone V+ induces an
ordering on V via x1 ≤ x2 if x2−x1 ∈ V+. We write x1 < x2 if x2−x1 ∈ V+\{0}.
Given x1, x2 ∈ V , the set [x1, x2] = {x ∈ V : x1 ≤ x ≤ x2} is called a closed
order interval in V , and we write (x1, x2) = {x ∈ V : x1 < x < x2}.
A subset U of V is said to be order convex if for any a, b ∈ U with a < b,
the segment {a+ s(b− a) : s ∈ [0, 1]} is contained in U . And U is called lower-
bounded (resp. upper-bounded) if there exists an element a ∈ V such that a ≤ U
(resp. a ≥ U). Such an a is said to be a lower bound (resp. upper bound) for
U . A lower bound a0 is said to be the greatest lower bound (g.l.b.), if any other
lower bound a satisfies a ≤ a0. Similarly, we can define the least upper bound
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(l.u.b.).
Let X = [a, b]V with a ≪ b (a, b ∈ V ) or X = V+, or furthermore, X be
a closed order convex subset of V . Throughout this paper, we always assume
that, for any u, v ∈ X , the greatest lower bound of {u, v}, denoted by u ∧ v,
exists and that (u, v) 7→ u ∧ v is a continuous mapping from X ×X into X .
Let R+ = {t ∈ R : t ≥ 0}. We consider a continuous skew-product semiflow
Π : R+ ×X × Ω→ X × Ω defined by
Πt(x, ω) = (u(t, x, ω), ω · t) , ∀(t, x, ω) ∈ R
+ ×X × Ω, (2.1)
satisfying (1) Π0 = Id; (2) the cocycle property: u(t+s, x, ω) = u (s, u(t, x, ω), ω · t),
for each (x, ω) ∈ X × Ω and s, t ∈ R+. A subset A ⊂ X × Ω is positively in-
variant if Πt(A) ⊂ A for all t ∈ R+; and totally invariant if Πt(A) = A for all
t ∈ R+. The forward orbit of any (x, ω) ∈ X × Ω is defined by O+(x, ω) =
{Πt(x, ω) : t ≥ 0}, and the omega-limit set of (x, ω) is defined by O(x, ω) =
{(xˆ, ωˆ) ∈ X × Ω : Πtn(x, ω) → (xˆ, ωˆ) (n → ∞) for some sequence tn → ∞}.
Clearly, if a forward orbit O+(x, ω) is relatively compact, then the omega-limit
set O(x, ω) is a nonempty, compact and totally invariant subset in X × Ω for
Πt.
Let P : X×Ω→ Ω be the natural projection. A compact positively invariant
set K ⊂ X × Ω is called a 1-cover of the base flow if P−1(ω) ∩ K contains a
unique element for every ω ∈ Ω. In this case, we denote the unique element of
P−1(ω) ∩K by (c(ω), ω) and write K = {(c(ω), ω) : ω ∈ Ω}, where c : Ω → X
is continuous with
Πt(c(ω), ω) = (c(ω · t), ω · t), ∀t ≥ 0,
and hence, K ∩ P−1(ω) = {(c(ω), ω)} for every ω ∈ Ω.
Next, we introduce some definition concerning the stability of the skew-
product semiflow Πt. A forward orbit O
+(x0, ω0) of Πt is said to be uniformly
stable if for every ε > 0 there is a δ = δ(ε) > 0 such that if s ≥ 0 and
‖u(s, x0, ω0)−x‖ ≤ δ(ε) for certain x ∈ X , then for each t ≥ 0, ‖u(t+s, x0, ω0)−
u(t, x, ω0 · s)‖ < ε. The following definition is on the uniform stability for a
compact positively invariant set K ⊂ X × Ω:
Definition 2.1 (Uniform stability for K). A compact positively invariant set
K is said to be uniformly stable if for any ε > 0 there exists a δ(ε) > 0, called
the modulus of uniform stability, such that, if (x, ω) ∈ K, (y, ω) ∈ X × Ω are
such that ‖x− y‖ ≤ δ(ε), then
‖u(t, x, ω)− u(t, y, ω)‖ < ε for all t ≥ 0.
Remark 2.2. It is easy to be expected that all the trajectories in a uniformly
stable set are uniformly stable. Conversely, if a trajectory has uniformly stable
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property, its omega-limit set inherits it: that is, if O+(x0, ω0) is relatively com-
pact and uniformly stable, then the omega-limit set O(x0, ω0) is a uniformly
stable set with the same modulus of uniform stability as that of O+(x0, ω0) (see
[17, 25]).
The following Lemma is due to Novo et al [17, Proposition 3.6]:
Lemma 2.3. Assume that (Ω,R) is minimal. Let O+(x, ω) be a forward orbit
of Πt which is relatively compact. If its omega-limit set O(x, ω) contains a
minimal set K which is uniformly stable, then O(x, ω) = K.
For skew-product semiflows, we always use the order relation on each fiber
P−1(ω). We write (x1, ω) ≤ω (<ω) (x2, ω) if x1 ≤ x2 (x1 < x2). Without any
confusion, we will drop the subscript “ω”. One can also define similar definitions
and notations in P−1(ω) as in X , such as order-intervals, the greatest lower
bound, the least upper bound, etc.
Let A,B be two compact subsets of X . We define their Hausdorff metric
dH(A,B) = max{sup
x∈A
d(x,B), sup
y∈B
d(y,A)},
where d(x,B) = inf
y∈B
‖x−y‖. We can also define the Hausdorff metric dH,ω(A(ω), B(ω))
for any two compact subset A(ω), B(ω) of P−1(ω). Again without any confu-
sion, we drop the subscript “ω” and write dH,ω(A(ω), B(ω)) as dH(A(ω), B(ω))
in the context.
Let K1,K2 be two positively invariant compact subsets of X ×Ω. We write
K1 ≺r K2 if and only if for any (x, ω) ∈ K1, there exists some (y, ω) ∈ K2 such
that (x, ω) <r (y, ω), and for any (y, ω) ∈ K2, there exists some (x, ω) ∈ K1
such that (x, ω) <r (y, ω), where ≺r (resp. <r) represents  (resp. ≤) or ≺
(resp. <). K1 ≻r K2 is similarly defined. For such K1,K2 ⊂ X × Ω, the
Hausdorff distance between K1 and K2 is defined as
d(K1,K2) = sup
ω∈Ω
dH(K1(ω),K2(ω)),
where dH is the Hausdorff metric for compact subsets in P
−1(ω).
Definition 2.4. The skew-product semiflow Π is monotone if
Πt(x1, ω) ≤ Πt(x2, ω)
whenever (x1, ω) ≤ (x2, ω) and t ≥ 0.
Let G be a metrizable topological group with unit element e. We say that G
acts on the ordered space X if there exists a continuous mapping γ : G×X → X
such that a 7→ γ(a, ·) is a group homomorphism of G into Hom(X), the group
of homeomorphisms of X onto itself. For brevity, we write γ(a, x) = ax for
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x ∈ X and identify the element a ∈ G with its action γ(a, ·). A group action γ
is said to be order-preserving if, for each a ∈ G, the mapping γ(a, ·) : X → X is
increasing, i.e. x1 ≤ x2 in X implies ax1 ≤ ax2. We say that γ commutes with
the skew-product semiflow Π if
au(t, x, ω) = u(t, ax, ω), for any (x, ω) ∈ X × Ω, t ≥ 0 and a ∈ G.
For x ∈ X the group orbit of x is the set Gx = {ax : a ∈ G}. A point
(x, ω) ∈ X × Ω is said to be symmetric if (Gx, ω) = {(x, ω)}.
Due to the commutative property of G with Πt, one has the following direct
lemma:
Lemma 2.5. For any (x0, ω0) ∈ X×Ω and g ∈ G, its omega-limit set O(x0, ω0)
satisfies
gO(x0, ω0) = O(gx0, ω0),
where gO(x0, ω0) = {(gx, ω) : (x, ω) ∈ O(x0, ω0), ω ∈ Ω}.
Proof. Fix any ω ∈ Ω. Then for any (x, ω) ∈ O(x0, ω0), there exists a sequence
{tn} → ∞ such that Πtn(x0, ω0) = (u(tn, x0, ω0), ω0 · tn) → (x, ω) as n → ∞.
So for any g ∈ G, we have u(tn, gx0, ω0) = gu(tn, x0, ω0)→ gx as n → ∞, and
hence (gx, ω) ∈ O(gx0, ω0) ∩ P−1(ω). Therefore, gO(x0, ω0) ⊂ O(gx0, ω0).
Conversely, for any (y, ω) ∈ O(gx0, ω0), choose a sequence {sn} → ∞
such that Πsn(gx0, ω0) = (u(sn, gx0, ω0), ω0 · sn) → (y, ω) as n → ∞. Thus,
gu(sn, x0, ω0) = u(sn, gx0, ω0) → y as n → ∞. Without loss of general-
ity, we may assume that u(sn, x0, ω0) → x as n → ∞. Therefore, (x, ω) ∈
O(x0, ω0) and y = gx, which implies that (y, ω) ∈ gO(x0, ω0). So we have
proved O(gx0, ω0) ⊂ gO(x0, ω0). By the arbitrariness of ω ∈ Ω, we directly
derive the result.
We finish this section with the definitions of almost periodic (automorphic)
functions and flows.
A function f ∈ C(R,Rn) is almost periodic if, for any ε > 0, the set T (ε) :=
{τ : |f(t+τ)−f(t)| < ε, ∀t ∈ R} is relatively dense in R. f is almost automorphic
if for any {t′n} ⊂ R there is a subsequence {tn} and a function g : R→ R
n such
that f(t+ tn)→ g(t) and g(t− tn)→ f(t) hold pointwise.
Let D be a subset of Rm. A continuous function f : R ×D → Rn; (t, u) 7→
f(t, u), is said to be admissible if f(t, u) is bounded and uniformly continuous on
R×K for any compact subset K ⊂ D. A function f ∈ C(R×D,Rn)(D ⊂ Rm)
is uniformly almost periodic (automorphic) in t, if f is both admissible and
almost periodic (automorphic) in t ∈ R.
Let f ∈ C(R×D,Rn)(D ⊂ Rm) be admissible. ThenH(f) = cl{f ·τ : τ ∈ R}
is called the hull of f , where f ·τ(t, ·) = f(t+τ, ·) and the closure is taken under
the compact open topology. Moreover, H(f) is compact and metrizable under
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the compact open topology. The time translation g · t of g ∈ H(f) induces a
natural flow on H(f).
Definition 2.6. An admissible function f ∈ C(R×D,Rn) is called time recur-
rent if H(f) is minimal.
H(f) is always minimal if f is uniformly almost periodic (automorphic) in
t. Moreover, H(f) is an almost periodic (automorphic) minimal flow when f is
a uniformly almost periodic (automorphic) function in t (see, e.g. [25, 26]).
Let f ∈ C(R×D,Rn) be uniformly almost periodic (automorphic), and
f(t, x) ∼
∑
λ∈R
aλ(x)e
iλt (2.2)
be a Fourier series of f (see [26, 31] for the definition and the existence of Fourier
series). Then S = {λ : aλ(x) 6≡ 0} is called the Fourier spectrum of f associated
to the Fourier series (2.2).
Definition 2.7. M(f) = the smallest additive subgroup of R containing S(f)
is called the frequency module of f .
Let f, g ∈ C(R × Rn,Rn) be two uniformly almost periodic (automorphic)
functions in t. We have the module containment M(f) ⊂ M(g) if and only
if there exists a flow epimorphism from H(g) to H(f) (see, [4] or [26, Section
1.3.4]). In particular,M(f) =M(g) if and only if the flow (H(g),R) is isomor-
phic to the flow (H(f),R).
3 Main results
In this section our standing assumptions are as follows:
(A1) Ω is minimal;
(A2) G is a connected group acting on X in such a way that its action is
order-preserving;
(A3) G commutes with the monotone skew-product semiflow Πt.
In what follows we will denote by K a minimal set of Πt in X × Ω, which
is a uniformly stable 1-cover of Ω. In the context, we also write K = {(u¯ω, ω) :
ω ∈ Ω}, and gK = {(gu¯ω, ω) : ω ∈ Ω} if an element g ∈ G acts on K. The
group orbit of K is defined as
GK = {(gu¯ω, ω) ∈ X × Ω : g ∈ G and ω ∈ Ω}.
We will investigate the topological structure of GK in this paper.
For δ > 0, we define a δ-neighborhood of K in X × Ω:
Bδ(K) = {(u, ω) ∈ X × Ω : ‖u− u¯ω‖ < δ}.
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Hereafter, we impose the following additional condition on K:
(A4) There exists a δ > 0 such that
(i) the forward orbit O+(x0, ω0) is relatively compact for any (x0, ω0) ∈ Bδ(K);
and moreover,
(ii) if the ω-limit setO(x0, ω0) ⊂ Bδ(K) andO(x0, ω0) ≺ hK (resp. O(x0, ω0) ≻
hK) for some h ∈ G, then there is a neighborhood B(e) ⊂ G of e such
that O(x0, ω0) ≺ ghK (resp. O(x0, ω0) ≻ ghK) for any g ∈ B(e).
Remark 3.1. In the case where Πt is strongly monotone, (A4-ii) is automat-
ically satisfied. Recall that Πt is strongly monotone if Πt(x1, ω) ≪ Πt(x2, ω)
whenever (x1, ω) < (x2, ω) and t > 0 (see [26]). To derive (ii) of (A4), note
that the total invariance of O(x0, ω0) implies that, for any (x, ω) ∈ O(x0, ω0),
there exists a neighborhood B(x,ω)(e) ⊂ G of e such that (x, ω) ≺ ghK for any
g ∈ B(x,ω)(e). Considering that O(x0, ω0) is compact, one can find a neighbor-
hood B(e) ⊂ G such that O(x0, ω0) ≺ ghK for any g ∈ B(e).
Remark 3.2. For continuous-time (discrete-time) monotone systems, assump-
tion (A4) was first imposed by Ogiwara and Matano [18, 19] to investigate the
monotonicity and convergence of the stable equilibria (fixed points). We here
give a general version in non-autonomous cases. At first glance, one can observe
that (A4) is just a local dynamical hypothesis nearby K. Accordingly, it should
only yield a local total-ordering property of the group orbit GK nearby K (see
Lemma A below). However, in what follows, we can see that it will surprisingly
imply a globally topological characteristic of the whole group orbit GK (see
Theorem B below), which is our main result in this paper.
Lemma A (Local ordering-property of GK nearby K). Assume that (A1)-(A3)
hold. Let K be a uniformly stable 1-cover of Ω and satisfies (A4). Then there
exists a neighborhood B(e) ⊂ G of e such that gK  K or gK  K, for any
g ∈ B(e).
Theorem B (Global topological structure of GK). Assume that (A1)-(A3)
hold and G is locally compact. Let K be a uniformly stable 1-cover of Ω and
satisfies (A4). Then either of the following alternatives holds:
(i) GK = K, i.e., K is G-symmetric;
(ii) There is a continuous bijective mapping H : Ω× R→ GK satisfying:
(a) For each α ∈ R, H(Ω, α) = gK for some g ∈ G;
(b) For each ω ∈ Ω, H(ω,R) = Gu¯ω;
(c) H is strictly order-preserving with respect to α ∈ R, i.e.,
H(ω, α1)≪ H(ω, α2)
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for any ω ∈ Ω and any α1, α2 ∈ R with α1 < α2.
Remark 3.3. Roughly speaking, Theorem B implies the following dichotomy:
either K is G-symmetric; or otherwise, its group orbit GK is a 1-dimensional
continuous subbundle on the base, while each fibre of such bundle being totally
ordered and homeomorphic to R.
Based on Theorem B, one can further deduce the following two useful theo-
rems on symmetry of K, as well as its uniform stability with asymptotic phase.
Theorem C. Assume all the hypotheses in Theorem B are satisfied. If G is a
compact group, then K is G-symmetric.
Theorem D (Uniform stability of K with asymptotic phase). Assume all the
hypotheses in Theorem B are satisfied. If GK 6= K, then there is a δ∗ ∈ (0, δ)
such that, if (u, ω) ∈ B
δ∗
(K), then its ω-limit set O(u, ω) = hK for some h ∈ G.
Moreover,
‖u(t, u, ω)− hu¯ω·t‖ → 0, as t→∞.
4 Globally topological structure of GK
In this section, we shall prove Theorems B and C under the assumption that
the conclusion of Lemma A holds already. The proof of Lemma A will be given
in Section 6. We first proceed to the following useful proposition.
Proposition 4.1. For any g ∈ G, there exists a neighborhood Vg ⊂ G of g such
that VgK is totally-ordered, i.e.,
g1K  g2K or g1K  g2K, ∀g1, g2 ∈ Vg.
Proof. Since the group G is metrizable, one can write B(e) in Lemma A as
B(e) = {g ∈ G : ρ(g, e) < δ} for some δ > 0, where ρ denotes the right-
invariant metric on G (cf. [15, Section 1.22]) satisfying ρ(gσ, hσ) = ρ(g, h) for
all g, h, σ ∈ G. Thus for any g1, g2 ∈ G, it follows from (A2) and Lemma A that
g2K  g1K or g2K  g1K, whenever ρ(g
−1
1 g2, e) < δ. (4.1)
Now for any g ∈ G, let Vg = {h ∈ G : ρ(g−1, h−1) <
δ
2}. It is not difficult to see
that Vg is a neighborhood of g. Hence if g1, g2 ∈ Vg, then
ρ(g−11 g2, e) ≤ ρ(g
−1
1 g2, g
−1g2) + ρ(g
−1g2, e)
= ρ(g−11 g2, g
−1g2) + ρ(g
−1g2, g
−1
2 g2)
= ρ(g−11 , g
−1) + ρ(g−1, g−12 ) < δ,
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because ρ is right-invariant. As a consequence, (4.1) implies that
g1K  g2K or g1K  g2K, ∀g1, g2 ∈ Vg.
This completes the proof.
Now we are in position to prove our main result Theorem B:
Proof of Theorem B: For any two g1, g2 ∈ G, we write g1 ≤ g2 whenever
g1K  g2K. Then a partial order “≤” is induced in G. A subset S ⊂ G is
called totally-ordered if any two distinct elements of S are related.
We first claim that G is totally-ordered. To prove this, we define
F = {S ⊂ G : S is connected and totally-ordered}.
By virtue of Lemma A, Vg ∈ F 6= ∅. Note that (F ,⊂) is a partially-ordered
set. It follows from Zorn’s lemma that F possesses a maximal element, say
M . We first show that M is a closed subset of G. Consider the closure M¯ of
M . Clearly, M¯ is connected. Now, for any h1, h2 ∈ M¯ , there exist sequences
{g1n}, {g
2
n} ⊂ M such that g
1
n → h1, g
2
n → h2 as n → ∞. For each n ∈ N,
g1n ≤ g
2
n or g
1
n ≥ g
2
n, because M is totally-ordered. By taking a subsequence
{nk}, if necessary, we obtain
g1nk ≤ g
2
nk
, ∀k ∈ N or g1nk ≥ g
2
nk
, ∀k ∈ N.
Letting k → ∞ in the above, one has h1 ≤ h2 or h1 ≥ h2, because the order
“≤” is closed. Hence M¯ is totally-ordered. By the maximality of M , we get
M = M¯ , which implies that M is closed.
In order to show that M is also an open subset of G, we notice that for any
g ∈M , by Proposition 4.1, there is a neighborhood Vg ⊂ G of g such that Vg is
totally-ordered and connected. Suppose that M is not open. Then one can find
some g ∈ M and a sequence {gn}∞n=1 ⊂ Vg \M such that gn → g as n → ∞.
Since Vg is totally-ordered, we may also assume without loss of generality that
gn > g for all n ∈ N. Fix each n ∈ N, we define
W+n = {h ∈M ∩ Vg : h ≥ gn} and W
−
n = {h ∈M ∩ Vg : h ≤ gn}.
A direct examination yields that (i) M ∩ Vg = W+n ∪W
−
n ; (ii) W
+
n ∩W
−
n = ∅
(Since gn /∈ M); (iii) W
−
n 6= ∅ (Since g ∈ W
−
n ); and (iv) W
+
n ,W
−
n are closed
in M ∩ Vg . By the connectivity of M ∩ Vg, we have W+n = ∅, and hence
W−n = M ∩ Vg. Since gn /∈ M , it entails that M ∩ Vg < gn for each n ∈ N.
Letting n→∞, we therefore obtain
M ∩ Vg ≤ g. (4.2)
Furthermore, we assert that M ≤ g. Otherwise, noticing that g ∈ M and M is
totally-ordered, there is an f ∈ M such that f > g. Since M is also connected
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and locally compact, it follows from [18, Appendix, Proposition Y1, Page 434]
that there is an order-preserving homeomorphism
h˜ : [g, f ]M = {h ∈M : g ≤ h ≤ f} → [0, 1]
with h˜(g) = 0 and h˜(f) = 1. Thus by choosing g∗ ∈ h˜−1(δ) with 0 < δ ≪ 1,
one has g∗ ∈ (Vg ∩M) \ {g} and g∗ > g, which is a contradiction to (4.2). Thus
we have proved the assertion.
On the other hand, recall that gn ∈ Vg and gn > g for every n ∈ N. Now
we fix some gn. Since Vg is connected, totally-ordered, and locally compact,
[18, Appendix, Proposition Y1, Page 434] again implies that there is an order-
preserving homeomorphism
hˆ : [g, gn]Vg = {h ∈ Vg : g ≤ h ≤ gn} → [0, 1]
with hˆ(g) = 0 and hˆ(gn) = 1. Let Mˆ = M ∪ [g, gn]Vg . Then Mˆ ) M . Due
to the assertion in the above paragraph, we obtain that Mˆ is connected and
totally-ordered. This contradicts the maximality of M . Accordingly, M is an
open subset of G.
Since M is both open and closed in G, it follows from the connectivity of G
that G =M . Thus we have proved the claim that G is totally-ordered.
Based on this claim, precisely one of the following three alternatives must
occur:
(Alta) The least upper bound (l.u.b.) of G exists;
(Altb) The greatest lower bound (g.l.b.) of G exists;
(Altc) Neither l.u.b. nor g.l.b. of G exists.
If (Alta) holds, then one can find a g0 ∈ G such that
gu¯ω ≤ g0u¯ω for any ω ∈ Ω and g ∈ G.
In particular, g20u¯ω ≤ g0u¯ω, and hence g0u¯ω = g
−1
0 (g
2
0u¯ω) ≤ g
−1
0 (g0u¯ω) = u¯ω ≤
g0u¯ω, which entails that g0u¯ω = u¯ω for any ω ∈ Ω. Consequently, g−1u¯ω ≤ u¯ω,
and hence u¯ω = g(g
−1u¯ω) ≤ gu¯ω ≤ u¯ω, for any g ∈ G and ω ∈ Ω. This implies
that GK = K.
Similarly, one can obtain GK = K provided that (Altb) is satisfied. Thus
we have concluded the statement (i) of Theorem B.
Finally we assume that (Altc) holds. Then fix any ω ∈ Ω, Gu¯ω is a connected,
locally compact and totally ordered set in X . Moreover, Gu¯ω has neither the
l.u.b. nor the g.l.b. in X . It then follows from [18, Appendix, Proposition
Y2, Page 434] that Gu¯ω coincides with the image of a strictly order-preserving
continuous path in X :
Jω : R→ Gu¯ω ⊂ X. (4.3)
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Motivated by [2, Section 3], we choose an ω0 ∈ Ω and define the mapping
H : Ω× R→ GK; (ω, α) 7→ O(Jω0(α)) ∩ P
−1(ω), (4.4)
where Jω0 comes from (4.3) with ω replaced by ω0. Then it is not hard to check
(a)-(c) for H in the statement (ii) in Theorem B. We only need to show that H
is a bijective continuous map.
To end this, we first note that H is surjective. Indeed, for any (gu¯ω, ω) ∈
GK, let the real number αˆ ∈ R be such that Jω0(αˆ) = gu¯ω0. Then it is easy
to see that O(Jω0(αˆ)) ∩ P
−1(ω) = (gu¯ω, ω), because gK is a uniformly stable
1-cover of the base Ω. Consequently, H(ω, αˆ) = (gu¯ω, ω), which implies that H
is surjective.
Next we choose any (ωi, αi) ∈ Ω × R, i = 1, 2, with H(ω1, α1) = H(ω2, α2).
For each αi, there is a gi ∈ G such that Jω0(αi) = giu¯ω0 for i = 1, 2. Again by
the 1-cover property of giK,
(g1u¯ω1 , ω1) = H(ω1, α1) = H(ω2, α2) = (g2u¯ω2 , ω2).
Combining with (4.3), we obtain that ω1 = ω2 and g1 = g2, which implies that
α1 = α2. Thus H is injective.
In order to prove H is continuous, we choose any sequence {(ωk, αk)}∞k=1 ⊂
Ω × R with (ωk, αk) → (ω∞, α∞) as k → ∞. Accordingly, for each k =
1, 2, · · · ,∞, we can find gk ∈ G such that Jω0(αk) = gku¯ω0 . Similarly as above,
one can further obtain that
H(ωk, αk) = (gku¯ωk , ωk), (4.5)
for k = 1, 2, · · · ,∞. Since αk → α∞, we have gku¯ω0 → g∞u¯ω0 as k →∞. Note
also that g∞K is uniformly stable. Then for any ε > 0, there exists an integer
N = N(ε) > 0 such that ‖u(t, gku¯ω0 , ω0)− u(t, g∞u¯ω0 , ω0)‖ ≤ ε/3 for all k ≥ N
and t ≥ 0. By letting t→∞, it yields that, if k ≥ N then
‖gku¯ω − g∞u¯ω‖ ≤ ε/3, (4.6)
uniformly for all ω ∈ Ω. Moreover, for such ε and N (choose N larger if neces-
sary), it is easy to see that
‖ωk − ω∞‖ < ε/3 and ‖g∞u¯ωk − g∞u¯ω∞‖ < ε/3, (4.7)
for all k ≥ N . By virtue of (4.5)-(4.7), we have
‖H(ωk, αk)−H(ω∞, α∞)‖ = ‖(gku¯ωk , ωk)− (g∞u¯ω∞ , ω∞)‖
≤ ‖ωk − ω∞‖+ ‖gku¯ωk − g∞u¯ωk‖+ ‖g∞u¯ωk − g∞u¯ω∞‖
< ε/3 + ε/3 + ε/3 = ε,
for all k ≥ N . We have proved thatH is continuous. 
Proof of Theorem C. Since G is compact, both (Alta) and (Altb) are satisfied.
Then we directly deduce that GK = K from the proof above.
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5 Uniformly stability of K with asymptotic phase
In this section, we will prove the asymptotic phase of the uniformly stable
minimal set K, i.e., Theorem D in Section 3. We first present the following
useful lemma:
Lemma 5.1. Assume all the hypotheses in Theorem B are satisfied. Assume
also that GK 6= K. Then there exists a δ0 > 0 such that, if (u, ω) ∈ Bδ0(K)
satisfies O(u, ω)  g1K for some g1 ∈ G, then O(u, ω) = g2K for some g2 ∈ G.
The same conclusion also holds if (u, ω) ∈ Bδ0(K) satisfies O(u, ω)  g1K.
Proof. Without loss of generality, we only prove the first statement. Suppose
that there exists a sequence {(um, ωm)}∞m=1 ⊂ X×Ω such that, for each m ≥ 1,
(i) (um, ωm) ∈ B1/m(K);
(ii) O(um, ωm)  g1mK, for some g
1
m ∈ G; and
(iii) O(um, ωm) 6= gK, for any g ∈ G.
By virtue of Lemma 2.3, (iii) implies that
gK * O(um, ωm) for all m ≥ 1 and g ∈ G. (5.1)
Now we claim that
d(O(um, ωm),K)→ 0, as m→∞. (5.2)
In fact, since K is uniformly stable, for any ε > 0 there exists a δ˜(ε) such that,
if ‖(y, ω) − (u¯ω, ω)‖ < δ˜(ε) then ‖u(t, y, ω) − u(t, u¯ω, ω)‖ < ε for all t ≥ 0.
Then, for (um, ωm) ∈ B1/m(K) with m sufficiently large, one has ‖(um, ωm) −
(u¯ωm , ωm)‖ <
1
m < δ˜(ε), and hence, ‖u(t, um, ωm) − u(t, u¯ωm , ωm)‖ < ε for all
t ≥ 0. By the minimality of Ω, it then follows that ‖(y, ω) − (u¯ω, ω)‖ ≤ ε
whenever (y, ω) ∈ O(um, ωm). Thus we have proved the claim.
Now fix m ∈ N. We define Am = {g ∈ G : O(um, ωm)  gK}. Clearly,
Am is nonempty (because g
1
m ∈ Am by (ii)) and closed in G. By virtue of (5.1)
and (5.2), one obtains that Am = {g ∈ G : O(um, ωm) ≺ gK}, and moreover,
O(um, ωm) ⊂ Bδ(K) as long as m is sufficiently large. Here the δ is adopted
from condition (A4) in Section 3.
As a consequence, (A4) entails that Am is also open for all m sufficiently
large. Since G is connected, Am = G for all m sufficiently large. This then
implies that
O(um, ωm)  gK, ∀g ∈ G,
for all m sufficiently large. By letting m → ∞ in the above inequality, (5.2)
yields that K  gK, ∀g ∈ G. Replacing g with g−1 and applying g on both
sides, we get gK  K. Hence gK = K for all g ∈ G, a contraction. We have
completed the proof of the lemma.
14
Proof of Theorem D. Let δ0 > 0 be defined in Lemma 5.1. We take a δ∗ ∈
(0,min{δ, δ0}) such that (u∧ u¯ω, ω) ∈ Bδ0(K) whenever (u, ω) ∈ Bδ∗(K). Since
u ∧ u¯ω ≤ u¯ω, one has O(u ∧ u¯ω, ω)  K. It then follows from Lemma 5.1
that O(u ∧ u¯ω, ω) = g∗K for some g∗ ∈ G. Note also that u ∧ u¯ω ≤ u. Then
g∗K  O(u, ω). Applying Lemma 5.1 again, we obtain that O(u, ω) = gK for
some g ∈ G. This completes the proof.
6 Proof of Lemma A
Proof of Lemma A. First we shall show that there exists a neighborhood B(e) ⊂
G of e such that for any g ∈ B(e), one has gu¯ω0 ≤ u¯ω0 or gu¯ω0 ≥ u¯ω0 for some
ω0 ∈ Ω. Otherwise, one can find a sequence {gn}
∞
n=0 ⊂ G with gn → e as
n→∞ such that
gnu¯ω  u¯ω and gnu¯ω  u¯ω, for all n ≥ 0 and ω ∈ Ω. (6.1)
In what follows, we will deduce a contradiction from (6.1). For this purpose,
we fix an ω0 ∈ Ω, and due to (A4-i), we define Kn = O(gnu¯ω0 ∧ u¯ω0 , ω0) for
all n sufficiently large. Without loss of generality, one may also assume that
Kn is defined for all n ∈ N. Clearly, K = O(u¯ω0 , ω0). Then one can obtain
the following three facts, the proof of which will be presented in the end of this
section (see Propositions 6.1-6.3):
(F1) Kn ≺ K and Kn ≺ gnK for all n ∈ N.
(F2) d(Kn,K)→ 0, as n→∞.
(F3) Given the δ > 0 in (A4), there exists a neighborhood Bˆ(e) ⊂ G of e
and N0 ∈ N such that
d(gKn,K) ≤ δ and d(g
−1
n gKn,K) ≤ δ,
for all g ∈ Bˆ(e) and n ≥ N0.
For such Bˆ(e) and N0 ∈ N in (F3), we take a neighborhood B(e) ⊂ G of e
with B(e) ⊂ B(e) ⊂ Bˆ(e), and define
An = {g ∈ B(e) : gKn  K and g
−1
n gKn  K}
for each n ≥ N0. By (F1), it is easy to see that e ∈ An 6= ∅. Moreover, An is
closed in B(e). We assert that
An = {g ∈ B(e) : gKn ≺ K and g
−1
n gKn ≺ K}. (6.2)
Indeed, for g ∈ An, suppose that there exists some (y, ω˜) ∈ Kn such that
gy = u¯ω˜. Then by g
−1
n gKn  K we have g
−1
n gy ≤ u¯ω˜. It entails that g
−1
n u¯ω˜ ≤
u¯ω˜, and hence u¯ω˜ ≤ gnu¯ω˜, contradicting to (6.1). Similarly, for such g ∈ An,
suppose that there exists (z, ωˆ) ∈ Kn such that g−1n gz = u¯ωˆ. Then by gKn  K
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we have gz ≤ u¯ωˆ, which yields g−1n u¯ωˆ ≥ g
−1
n gz = u¯ωˆ, and hence u¯ωˆ ≥ gnu¯ωˆ,
contradicting to (6.1) again. So we have proved the assertion (6.2).
Now fix n ≥ N0 and let g ∈ An, we write v0g,n := g(gnu¯ω0 ∧ u¯ω0) and
w0g,n := g
−1
n g(gnu¯ω0 ∧ u¯ω0). Then by (F3) and Lemma 2.5, one obtains that
d(O(v0g,n, ω0),K) ≤ δ with O(v
0
g,n, ω0) = gKn ≺ K,
and
d(O(w0g,n, ω0),K) ≤ δ with O(w
0
g,n, ω0) = g
−1
n gKn ≺ K.
Accordingly, the condition (A4) implies that there exist neighborhoods B1(e),
B2(e) ⊂ G of e such that gKn = O(v
0
g,n, ω0) ≺ B1(e)K and g
−1
n gKn =
O(w0g,n, ω0) ≺ B2(e)K, where Bi(e)K = {gK : g ∈ Bi(e)} for i = 1, 2. As
a consequence,
(B1(e))
−1gKn ≺ K and (B2(e))
−1g−1n gKn ≺ K. (6.3)
Clearly, (B1(e))
−1g and (B2(e))
−1g−1n g are neighborhoods of g and g
−1
n g, re-
spectively. Moreover, by the continuity of g 7→ g−1n g, one can find a neighbor-
hood Vg of g in G, such that g
−1
n Vg ⊂ (B2(e))
−1g−1n g. Thus by (6.3) we have
g−1n VgKn ≺ K. Now let Wg := B(e) ∩ Vg ∩ (B1(e))
−1g. Then by (6.3) again,
Wg is a neighborhood of g in B(e) satisfying
WgKn ≺ K and g
−1
n WgKn ≺ K.
Therefore, Wg ⊂ An, which implies that An is also open in B(e). Thus by the
connectivity of G (and hence the connectivity of B(e)), one has
An = B(e), ∀n ≥ N0.
Consequently,
B(e)Kn  K and g
−1
n B(e)Kn  K
for all n ≥ N0. Letting n→∞ in the above, by (F2), we then have
B(e)K  K. (6.4)
Since gn → e as n → ∞, (6.4) implies that gnu¯ω ≤ u¯ω for all ω ∈ Ω and n
sufficiently large, which is a contradiction to (6.1).
Therefore, we have proved that there exists a neighborhood B(e) ⊂ G of e
such that for any g ∈ B(e), one has gu¯ω0 ≤ u¯ω0 or gu¯ω0 ≥ u¯ω0 for some ω0 ∈ Ω.
Without loss of generality, we assume that gu¯ω0 ≤ u¯ω0 . Then the mono-
tonicity of Πt implies gu¯ω0·t ≤ u¯ω0·t for any t ≥ 0. Now for any ω ∈ Ω, we
choose a sequence {tn} → ∞ such that ω0 · tn → ω as n → ∞. By the 1-cover
property of K, one has u¯ω0·tn → u¯ω as n → ∞. Thus, by letting n → ∞,
we obtain that gu¯ω ≤ u¯ω for any ω ∈ Ω. This implies that gK  K for any
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g ∈ B(e). Similarly, one can obtain that K  gK for any g ∈ B(e) provided
that u¯ω0 ≤ gu¯ω0 . Accordingly, we conclude that for K = {(u¯ω, ω) : ω ∈ Ω},
there holds
gK  K or gK  K, ∀g ∈ B(e).
This is the exact statement of Lemma A.
Finally, it only left to check (F1)-(F3) above. This will be done in the
following three propositions.
Proposition 6.1. (F1) holds, i.e., Kn ≺ K and Kn ≺ gnK for all n ∈ N.
Proof. Note that gnu¯ω0 ∧ u¯ω0 < u¯ω0 (resp. < gnu¯ω0). It then follows from the
monotonicity of Πt that
Πt(gnu¯ω0 ∧ u¯ω0 , ω0) ≤ Πt(u¯ω0 , ω0) (resp. ≤ Πt(gnu¯ω0 , ω0)), (6.5)
for all t ≥ 0. So, for any (x, ω) ∈ Kn, one can find a sequence {tk} → ∞
(k → ∞) such that Πtk(gnu¯ω0 ∧ u¯ω0 , ω0) → (x, ω) as k → ∞. Since K is a 1-
cover, one has Πtk(u¯ω0 , ω0)→ (u¯ω, ω). Then (6.5) implies that (x, ω) ≤ (u¯ω, ω).
As a consequence, Kn  K. Similarly, we can also obtain Kn  gnK for every
n ∈ N.
Now we claim that Kn ≺ K (resp. ≺ gnK) for all n ∈ N. Otherwise, there
exist some N ∈ N and (x, ω˜) ∈ KN such that
(x, ω˜) = (u¯ω˜, ω˜) (resp. (= gN u¯ω˜, ω˜)). (6.6)
Choose a sequence {sk} → ∞ (k →∞) such that Πsk(gN u¯ω0∧u¯ω0 , ω0)→ (x, ω˜)
as k →∞. Since
Πt(gnu¯ω ∧ u¯ω, ω) ≤ Πt(gnu¯ω, ω) ∧Πt(u¯ω, ω)
= (gnu¯ω·t, ω · t) ∧ (u¯ω·t, ω · t) = (gnu¯ω·t ∧ u¯ω·t, ω · t)
for all ω ∈ Ω, t ≥ 0 and n ∈ N, it follows that
Πsk(gN u¯ω0 ∧ u¯ω0 , ω0) ≤ (gN u¯ω0·sk ∧ u¯ω0·sk , ω0 · sk).
Letting k →∞ in the above, by the continuity of u¯ω w.r.t. ω ∈ Ω, we then get
(x, ω˜) ≤ (gN u¯ω˜ ∧ u¯ω˜, ω˜) < (u¯ω˜, ω˜) (resp. (< gN u¯ω˜, ω˜)),
where the last inequality is from (6.1). Accordingly, a contradiction to (6.6) is
obtained. Thus we have proved Kn ≺ K (resp. ≺ gnK) for all n ∈ N.
Proposition 6.2. (F2) holds, i.e., d(Kn,K)→ 0, as n→∞.
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Proof. Note that gnu¯ω0 ∧ u¯ω0 → u¯ω0 as n → ∞. Since K is a uniformly stable
1-cover of Ω, it entails that, for any ε > 0, there is some N1 ∈ N such that
‖u(t, gnu¯ω0 ∧ u¯ω0 , ω0)− u¯ω0·t‖ < ε (6.7)
for all n ≥ N1 and t ≥ 0. Choose any (x, ω) ∈ Kn, there exists a sequence
{tk} → ∞ (k → ∞) such that Πtk(gnu¯ω0 ∧ u¯ω0 , ω0) → (x, ω) as k → ∞.
By taking a subsequence, if necessary, we get that Πtk(u¯ω0 , ω0) → (u¯ω, ω) as
k → ∞. Hence by (6.7), we have that ‖x − u¯ω‖ ≤ ε for all (x, ω) ∈ Kn
and n ≥ N1. Recall that d(Kn,K) = sup(x,ω)∈Kn‖x − u¯ω‖. Consequently,
d(Kn,K) ≤ ε for all n ≥ N1, which implies that d(Kn,K)→ 0 as n→∞.
Proposition 6.3. (F3) holds, i.e., for the δ > 0 in (A4), there exists a neigh-
borhood Bˆ(e) ⊂ G of e and N0 ∈ N such that
d(gKn,K) ≤ δ and d(g
−1
n gKn,K) ≤ δ,
for all g ∈ Bˆ(e) and n ≥ N0.
Proof. Firstly, suppose that there exist a sequence {g˜n}∞n=0 ⊂ G with g˜n → e
and a subsequence of {Kn}∞n=0, still denoted by {Kn}
∞
n=0, such that
d(g˜nKn,K) = sup
(y,ω)∈Kn
‖g˜ny − u¯ω‖ > δ
for all n ∈ N. Then one can choose some (yn, ωn) ∈ Kn such that
‖g˜nyn − u¯ωn‖ > δ. (6.8)
Without loss of generality we assume that ωn → ω in Ω as n → ∞. Now we
claim that yn → u¯ω as n → ∞. Indeed, Proposition 6.2 suggests that, for any
ε > 0, there exists a positive integer N ∈ N such that
‖z − u¯ω‖ < ε, for all (z, ω) ∈ Kn and n > N.
So ‖yn − u¯ωn‖ < ε for all n > N, because (yn, ωn) ∈ Kn. Due to the continuity
of u¯ω w.r.t. ω ∈ Ω, one has
‖yn − u¯ω‖ ≤ ‖yn − u¯ωn‖+ ‖u¯ωn − u¯ω‖ < ε+ ε = 2ε, ∀n > N¯
for some positive integer N¯ > N . Thus, we have proved the claim. Then by
letting n→∞ in (6.8), we obtain ‖u¯ω− u¯ω‖ = ‖eu¯ω− u¯ω‖ ≥ δ, a contradiction.
Such contradiction implies that one can find a neighborhood B1(e) of e and
some N1 ∈ N such that d(gKn,K) ≤ δ for all g ∈ B1(e) and n ≥ N1.
Secondly, suppose that there exist a sequence {hn}∞n=0 ⊂ G with hn → e
and a subsequence {Kjn}
∞
n=0 of {Kn}
∞
n=0 such that
d(g−1jn hnKjn ,K) = sup
(y,ω)∈Kjn
‖g−1jn hny − u¯ω‖ > δ for all n ∈ N.
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Then there exists some (yjn , ωjn ) ∈ Kjn such that ‖g
−1
jn
hnyjn − u¯ωjn ‖ > δ.
Noticing g−1jn → e, one can repeat the same argument above to deduce a contra-
diction. Thus, again one can find a neighborhood B2(e) of e and some N2 ∈ N
such that d(g−1n gKn,K) ≤ δ for all g ∈ B2(e) and n ≥ N2.
Finally, let Bˆ(e) = B1(e) ∩ B2(e) and N0 = max{N1, N2}. We have com-
pleted the proof of (F3).
7 Applications to parabolic equations
In this section we give some examples of second order parabolic equations in
time-recurrent structures which generate monotone skew-product semiflows sat-
isfying (A1)-(A4).
7.1 Rotational symmetry
Assume that Ω ⊂ Rn is a (possibly unbounded) rotationally symmetric domain
with smooth boundary ∂Ω. Let G be a connected closed subgroup of the rotation
group SO(n). Ω is called G-symmetric if it is G-invariant in the sense that
gx ∈ Ω whenever x ∈ Ω and g ∈ G. A typical example of such a bounded
domain is a ball, a spherical shell, a solid torus or any other body of rotation.
While, typical unbounded domains include cylindrical domain or Rn itself. In
[32], asymptotic symmetry has been investigated for the bounded domains. In
this section, we focus on unbounded domains and, for brevity, we will present the
following example on Rn. As a matter of fact, general unbounded G-symmetric
domains can be dealt with as well.
Consider the following initial value problem on Rn:


∂u
∂t
= ∆u+ f(t, x, u), x ∈ Rn, t > 0,
u(0, x) = u0(x), x ∈ R
n.
(7.1)
Here the nonlinearity f : R × Rn × R → R is assumed to be a C1-admissible
(with D = Rn+1) and uniformly almost periodic in t, real-valued function.
In what follows we assume that
(f 1) f(t, gx, u) = f(t, x, u) for all x ∈ Rn, u ∈ R, g ∈ G and t ∈ R;
(f 2) f(t, x, 0) = 0 for all x ∈ Rn and t ∈ R;
(f 3) there exist positive numbers ǫ0, R0, α such that
∂f
∂u (t, x, u) ≤ −α for
all |x| ≥ R0, |u| ≤ ǫ0 and t ∈ R.
Let X be defined by
Cunif(R
n) = {u(x) : u is bounded and uniformly continuous on Rn}
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with the L∞-topology. Let Y = H(f) be the hull of the nonlinearity f . Then,
for any g ∈ Y , the function g is uniformly almost periodic in t and satisfies all
the above assumptions (f 1)-(f 3). As a consequence, (7.1) gives rise to a family
of equations associated to each g ∈ Y :


∂u
∂t
= ∆u+ g(t, x, u), x ∈ Rn, t > 0,
u(0, x) = u0(x), x ∈ R
n.
(7.1g)
By standard theory for parabolic equations (see [5, 6]), for every u0 ∈ X and
g ∈ H(f), equation (7.1g) admits a (locally) unique classical solution u(t, ·, u0, g)
in X with u(0, ·, u0, g) = u0. This solution also continuously depends on g ∈ Y
and u0 ∈ X (see, e.g. [6, 14]). Therefore, (7.1g) defines a (local) skew-product
semiflow Πt on X × Y with
Πt(u0, g) = (u(t, ·, u0, g), g · t), ∀ (u0, g) ∈ X × Y, t ≥ 0.
We define an order relation in X by
u ≤ v if u(x) ≤ v(x), ∀x ∈ Rn.
The action of G on Rn induces a group action on X by
a : u(x) 7→ u(a−1x).
Clearly, (A1)-(A3) in Section 3 are fulfilled.
Theorem 7.1 (Rotational symmetry). Any uniformly L∞-stable entire (possi-
bly sign-changing) solution u¯f (t, x) of (7.1) (with M(u¯f) ⊂M(f)) satisfying
sup
t∈R
|u¯f(t, x)| → 0, as |x| → ∞ (7.2)
is G-symmetric, i.e., u¯f (t, gx) = u¯f (t, x) for all t ∈ R, x ∈ Rn and g ∈ G.
For the entire solution u¯f(t, x) given in Theorem 7.1, clearly, E := cl{u¯f(t, ·) ∈
X : t ∈ R} is a 1-cover of H(f), because u¯f is uniformly stable. Thus one can
write E = {u¯g(0, ·) ∈ X : g ∈ H(f)} with u¯f(t, ·) = u¯f ·t(0, ·) for all t ∈ R. Let
K := {(u¯g(0, ·), g) : g ∈ H(f)}.
Recall that the rotation groupG is compact, in order to obtain the rotational
symmetry of u¯f (t, x), we only need to check (A4) in view of our abstract The-
orem C. This will be done in Propositions 7.3 and 7.5 below. We first proceed
to present the following useful lemma.
Lemma 7.2.
sup
g∈H(f)
sup
t∈R
|u¯g(t, x)| → 0, as |x| → ∞.
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Proof. Since K is a 1-cover of H(f), for any g ∈ H(f) there exists a sequence
{tn} → ∞ such that
lim
n→∞
u¯f ·tn(t, x) = lim
n→∞
u¯(f ·tn)·t(0, x) = u¯g·t(0, x) = u¯g(t, x)
uniformly in t ∈ R and x ∈ Rn. Then for any ε > 0, it follows from (7.2) that
there exists some Rε > 0 such that
|u¯g(t, x)| ≤ |u¯g(t, x)− u¯f ·tn(t, x)|+ |u¯f ·tn(t, x)|
= |u¯g(t, x)− u¯f ·tn(t, x)|+ |u¯f (t+ tn, x)|
<
ε
2
+
ε
2
= ε
for all t ∈ R, |x| > Rε, g ∈ H(f) and n sufficiently large. This implies that
sup
g∈H(f)
sup
t∈R
|u¯g(t, x)| → 0 as |x| → ∞.
Proposition 7.3. Let ǫ0 be given in (f 3). Let also (u0, g0) ∈ X×H(f) be such
that its omega limit set O(u0, g0) exists and satisfies
‖v(·)− u¯g(0, ·)‖L∞ <
ǫ0
2
, for all (v, g) ∈ O(u0, g0),
with
(v(x), g) ≤ (u¯g(0, x), g), v(x) 6≡ u¯g(0, x), x ∈ R
n, (v, g) ∈ O(u0, g0).
Then there is a neighborhood B(e) ⊂ G of e such that
(av(x), g) ≤ (u¯g(0, x), g), av(x) 6≡ u¯g(0, x),
for all x ∈ Rn, a ∈ B(e) and (v, g) ∈ O(u0, g0). The assertion remains true if
the inequality sign ≤ is replaced by ≥.
Proof. We only prove the first assertion of the Proposition. The last assertion
is similar. Motivated by [18, 19, Lemma 5.8], we let α, ǫ0, R0 be such that (f
3) holds. By virtue of Lemma 7.2, we choose some R ≥ R0 > 0 such that
|u¯g(t, x)| <
ǫ0
4
, for all x ∈ Rn\BR, g ∈ H(f) and t ∈ R, (A)
where BR = {x ∈ Rn : |x| < R}. Moreover, for such ǫ0 > 0, there exists a
neighborhood B0(e) ⊂ G of e such that
|au¯g(0, x)− u¯g(0, x)| <
ǫ0
4
, for all x ∈ Rn, a ∈ B0(e) and g ∈ H(f). (7.3)
Recall that
‖v(·)− u¯g(0, ·)‖L∞ <
ǫ0
2
, for all (v, g) ∈ O(u0, g0). (7.4)
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It then follows from (7.3)-(7.4) and (A) that
|av(x)| ≤ |av(x) − au¯g(0, x)|+ |au¯g(0, x)|
≤ |v(a−1x)− u¯g(0, a
−1x)|+ |au¯g(0, x)− u¯g(0, x)|+ |u¯g(0, x)|
<
ǫ0
2
+
ǫ0
4
+
ǫ0
4
= ǫ0,
for all a ∈ B0(e), x ∈ Rn\BR and (v, g) ∈ O(u0, g0). That is,
|av(x)| < ǫ0 for all a ∈ B0(e), x ∈ R
n\BR and (v, g) ∈ O(u0, g0). (B)
Noticing that (v(x), g) ≤ (u¯g(0, x), g), v(x) 6≡ u¯g(0, x) for x ∈ Rn and
(v, g) ∈ O(u0, g0), the strong maximum principle yields that
(u(t, x, v, g), g · t) < (u¯g·t(0, x), g · t), ∀x ∈ R
n, (v, g) ∈ O(u0, g0), t > 0.
So, by the invariance of O(u0, g0), we obtain that (v(x), g) < (u¯g(0, x), g), for
x ∈ Rn and (v, g) ∈ O(u0, g0). Since O(u0, g0) is compact in X × H(f), the
continuity of u¯g(0, ·) on g implies that there is an ǫ˜ > 0 such that
(v(x), g) < (u¯g(0, x)− ǫ˜, g), for all x ∈ BR and (v, g) ∈ O(u0, g0).
As a consequence, there exists a smaller neighborhood B(e) ⊂ B0(e) of e such
that
(av(x), g) < (u¯g(0, x), g) for all a ∈ B(e), x ∈ BR and (v, g) ∈ O(u0, g0).
(C)
Note also that u¯g(0, ·) − av(·) ≥ u¯g(0, ·) − au¯g(0, ·), for all (v, g) ∈ O(u0, g0).
Then one further obtains that
lim inf
|x|→∞
(u¯g(0, x)− av(x)) ≥ lim inf
|x|→∞
(u¯g(0, x)− au¯g(0, x)) = 0 (D)
for all (v, g) ∈ O(u0, g0) and a ∈ B(e).
Now we claim that the Proposition follows immediately from (A)-(D). In-
deed, for any (v, g) ∈ O(u0, g0) and τ > 0, one can find some (v−τ , g−τ ) ∈
O(u0, g0) such that Πτ (v−τ , g−τ ) = (v, g). Then for any a ∈ B(e), by (A)-(D)
and the invariance of O(u0, g0), we have that
(i) |u¯g(t, x)| < ǫ0, for all x ∈ R
n\BR, g ∈ H(f) and t ∈ R,
(ii) |au(t, x, v−τ , g−τ )| < ǫ0, for all t > 0 and x ∈ R
n\BR,
(iii) au(t, x, v−τ , g−τ ) < u¯g−τ ·t(0, x), for all t > 0 and x ∈ ∂BR,
(iv) lim inf
|x|→∞
(u¯g−τ ·t(0, x)− au(t, x, v−τ , g−τ )) ≥ 0, for all t > 0.
Therefore, Lemma 7.4 below implies that
u¯g−τ ·t(0, x)− au(t, x, v−τ , g−τ ) = u¯g−τ ·t(0, x)− u(t, x, av−τ , g−τ ) ≥ −2ǫ0e
−αt
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for all x ∈ Rn\BR and t > 0. In particular (let t = τ),
u¯g−τ ·τ (0, x)− au(τ, x, v−τ , g−τ ) ≥ −2ǫ0e
−ατ , for all x ∈ Rn\BR,
and hence
u¯g(0, x)− av(x) ≥ −2ǫ0e
−ατ , for all x ∈ Rn\BR.
Since τ > 0 is arbitrarily chosen, by letting τ → ∞ we have u¯g(0, x) ≥ av(x),
for all x ∈ Rn\BR, (v, g) ∈ O(u0, g0) and a ∈ B(e). Combining with (C), we
have completed the proof.
Lemma 7.4. Let α, ǫ0, R0 be such that (f 3) holds. Let R ≥ R0 be such that
|u¯g(t, x)| < ǫ0, for all x ∈ R
n\BR, g ∈ H(f) and t ∈ R.
Let also u(t, x, v0, g) be a solution of (7.1g) satisfying
|u(t, x, v0, g)| < ǫ0, ∀t > 0, x ∈ R
n\BR.
Assume that
u¯g(t, x) ≥ u(t, x, v0, g), for x ∈ ∂BR, t > 0
and
lim inf
|x|→∞
(u¯g(t, x) − u(t, x, v0, g)) ≥ 0, ∀t > 0.
Then
u¯g(t, x)− u(t, x, v0, g) ≥ −2ǫ0e
−αt for all x ∈ Rn\BR and t > 0.
Proof. The proof is similar as [18, Lemma 5.9], we here give the detail for
completeness. For any g ∈ H(f), the function w(t, x) = u¯g(t, x) − u(t, x, v0, g)
is a solution of the linear parabolic equation
∂w
∂t
= ∆w + ξ(t, x)w, x ∈ Rn\BR, t > 0 (7.5)
under the boundary condition w = u¯g − u ≥ 0 on ∂BR, where
ξ(t, x) =
∫ 1
0
g′u(t, x, θu¯g(t, x) + (1− θ)u(t, x, v0, g))dθ.
In view of our assumptions, it is easy to see that
|θu¯g(t, x) + (1 − θ)u(t, x, v0, g)| < ǫ0 for all x ∈ R
n\BR and t > 0.
Since g ∈ H(f) satisfies (f 3), we have
ξ(t, x) ≤ −α for all x ∈ Rn\BR and t > 0.
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Let r˜(t) = −2ǫ0e−αt. Then
∂r˜
∂t
≤ ∆r˜ + ξ(t, x)r˜, x ∈ Rn\BR, t > 0.
Clearly, r˜(t) < 0 ≤ w(t, x) on ∂BR. Moreover,
r˜(0) = −2ǫ0 ≤ u¯g(0, x)− v0(x) = w(0, x), for x ∈ R
n\BR,
and r˜(t) < 0 ≤ lim inf
|x|→∞
w(t, x) for all t > 0. Then it follows from the comparison
theorem that
r˜(t) ≤ w(t, x) for all x ∈ Rn\BR and t > 0,
which completes the proof.
Proposition 7.5. Let ǫ0 be given in (f 3). Then, for any solution u(t, x, v0, g)
of (7.1g) satisfying
sup
t≥0
‖u(t, ·, v0, g)− u¯g(t, ·)‖L∞ <
ǫ0
4
, (7.6)
the forward orbit O+(v0, g) is relatively compact in X.
Proof. Since
sup
t∈R
|u¯g(t, x)| → 0 as |x| → +∞, (7.7)
let R > R0 be such that sup
t∈R
|u¯g(t, x)| ≤ ǫ∗ for x ∈ Rn\BR, where BR = {x ∈
Rn : |x| < R} and ǫ∗ =
ǫ0
4 . In view of (7.6), it yields that
|u(t, x, v0, g)| ≤ 2ǫ∗ for all t ≥ 0 and x ∈ R
n\BR. (7.8)
Furthermore, u(t, x, v0, g) satisfies the initial boundary value problem

∂w
∂t
= ∆w + g(t, x, w), x ∈ Rn\BR, t > 0,
w = u, x ∈ ∂BR, t > 0,
w(0, x) = v0(x), x ∈ R
n\BR.
(7.9)
Now let φ+ satisfies


∂φ+
∂t
= ∆φ+ − αφ+, x ∈ Rn\BR, t > 0,
φ+ = 3ǫ∗, x ∈ ∂BR, t > 0,
φ+(0, x) = 3ǫ∗, x ∈ R
n\BR.
Then uˆ := u¯g + φ
+ satisfies


∂u
∂t
= ∆u+ g(t, x, u¯g)− αφ
+, x ∈ Rn\BR, t > 0,
u = 3ǫ∗ + u¯g, x ∈ ∂BR, t > 0,
u(0, x) = 3ǫ∗ + u¯g(0, x), x ∈ R
n\BR.
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Note that
g(t, x, uˆ)− g(t, x, u¯g) + αφ
+ = [
∫ 1
0
∂g
∂u
(t, x, u¯g + θφ
+)dθ + α] · φ+. (7.10)
Since |u¯g(t, x)| ≤ ǫ∗ and |θφ+| ≤ |φ+| ≤ 3ǫ∗ on Rn\BR, one has |u¯g+θφ+| ≤ ǫ0.
Thus by (f 3) (with f replaced by g),
∫ 1
0
∂g
∂u (t, x, u¯g + θφ
+)dθ ≤ −α. Note also
that φ+ > 0 on Rn\BR. It follows from (7.10) that g(t, x, uˆ) ≤ g(t, x, u¯g)−αφ+,
which implies that


∂uˆ
∂t
≥ ∆uˆ+ g(t, x, uˆ), x ∈ Rn\BR, t > 0,
uˆ = 3ǫ∗ + u¯g ≥ 2ǫ∗, x ∈ ∂BR, t > 0,
uˆ(0, x) = 3ǫ∗ + u¯g(0, x) ≥ 2ǫ∗, x ∈ R
n\BR.
Combined with (7.8) and (7.9), the comparison principle implies that
u(t, x, v0, g) ≤ u¯g(t, x) + φ
+(t, x), ∀t ≥ 0, x ∈ Rn\BR.
Similarly, we can construct φ− satisfying


∂φ−
∂t
= ∆φ− − αφ−, x ∈ Rn\BR, t > 0,
φ− = −3ǫ∗, x ∈ ∂BR, t > 0,
φ−(0, x) = −3ǫ∗, x ∈ R
n\BR.
and obtain that
u(t, x, v0, g) ≥ u¯g(t, x) + φ
−(t, x), ∀t ≥ 0, x ∈ Rn\BR.
A direct estimate yields that (see [12, P.94])
lim
t→+∞
|x|→+∞
φ±(t, x) = 0,
which implies that
lim
t→+∞
|x|→+∞
|u(t, x, v0, g)− u¯g(t, x)| = 0. (7.11)
In order to prove the relative compactness of {u(t, ·, v0, g)}t∈[0,∞) in X , we
note that, by (7.6)-(7.7), u(t, x, v0, g) is a bounded solution of (7.1g) in X . Then
the standard parabolic estimate shows that u(t, ·, v0, g) is bounded in C
2
loc(R
n).
Combining (7.7), (7.11) and the Arzela`-Ascoli Theorem, we obtain the relative
compactness of {u(t, ·, v0, g)}t∈[0,∞) in X .
7.2 Traveling waves
In this subsection, we will utilize the abstract results in Section 3 to investigate
the monotonicity of stable traveling waves for time-almost periodic reaction-
diffusion equations with bistable nonlinearities. Our aim is to study such kind
of problems from a general point of view. As a simple illustrated example, we
consider the following time-almost periodic reaction-diffusion equation of the
form:
∂u
∂t
=
∂2u
∂z2
+ f(t, u), z ∈ R, t > 0, (7.12)
where the nonlinearity f(t, u) : R×R→ R is a C1-admissible and uniformly al-
most periodic in t, real-valued function. Of course, we remark that our approach
for (7.12) here can be applicable, with little modification, to monotonicity of
stable traveling waves for other various types of equations (see, e.g. [18, 19])
with bistable nonlinearities.
A solution u(z, t) of (7.12) is called an almost periodic traveling wave (see,
e.g. [27, Section 2.2]), if there are φ ∈ C1(R×R,R) and c ∈ C1(R,R) such that
u(z, t) = φ(z − c(t), t),
where φ(x, t) (called the wave profile) is almost periodic in t uniformly with
respect to x in bounded sets, and c′(t) (called the wave speed) is almost periodic
in t; and moreover, the frequency modules
M(φ(x, ·)), M(c′(·)) ⊂M(f).
We restrict our attention to traveling waves satisfying the connecting condition
lim
x→±∞
φ(x, t) = uf±(t), uniformly for t ∈ R,
where uf±(t) are spatially homogeneous time-almost periodic solutions of (7.12)
with M(uf±(·)) ⊂ M(f). A traveling wave is called a solitary wave if u
f
+(t) =
uf−(t) for all t ∈ R, a traveling front if u
f
−(t) < u
f
+(t) for all t ∈ R, or u
f
−(t) >
uf+(t) for all t ∈ R.
In what follows we assume that
(F) there exist an ǫ0 > 0 and a µ > 0 such that
∂f
∂u
(t, u) ≤ −µ, for |u− uf±(t)| < ǫ0 and t ∈ R.
Let X = Cunif (R) denote the space of bounded and uniformly continu-
ous functions on R endowed with the L∞(R) topology. For any u0 ∈ X , let
u(·, t;u0, f) be the solution of (7.12) with u(·, 0;u0, f) = u0.
A traveling wave φ(z− c(t), t) of (7.12) is called uniformly stable if for every
ε > 0 there is a δ(ε) > 0 such that, for every u0 ∈ X , if s ≥ 0 and ‖u(·, s;u0, f)−
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φ(· − c(s), s)‖L∞ ≤ δ(ε) then
‖u(·, t;u0, f)− φ(· − c(t), t)‖L∞ < ε for each t ≥ s.
Moreover, φ(z − c(t), t) is called uniformly stable with asymptotic phase if it is
uniformly stable and there exists a δ > 0 such that if ‖u0−φ(·−c(0), 0)‖L∞ < δ
then
‖u(·, t;u0, f)− φ(· − c(t)− σ, t)‖L∞ → 0 as t→∞
for some σ ∈ R. A traveling wave φ(z − c(t), t) is called spatially monotone if
φ(x, t) is a non-decreasing or non-increasing function of x for every t ∈ R.
Based on our main abstract results, Theorems B and D, in Section 3, we
derive the following results:
Theorem 7.6. Any uniformly stable traveling wave of (7.12) is spatially mono-
tone. In particular, solitary waves of (7.12) are not uniformly stable.
Theorem 7.7. Any uniformly stable traveling wave of (7.12) is uniformly stable
with asymptotic phase.
Remark 7.8. A converse result to Theorem 7.6, i.e., spatially monotone time-
almost periodic traveling waves are uniformly stable, was first obtained by Shen
[27]. In [28, 29], she further proved the existence of such traveling wave. The
same result as Theorem 7.7 can also be found in Shen [27]. Note that our
approach (Theorem D) was introduced in a very general framework, and hence,
it can be applied to wider classes of equations with little modification.
Proof of Theorems 7.6 and 7.7. We first rewrite equation (7.12) with the moving
coordinate x = z − c(t):
∂u
∂t
=
∂2u
∂x2
+ c′(t)
∂u
∂x
+ f(t, u), x ∈ R, t > 0. (7.13)
Obviously, φ(z−c(t), t) is an almost periodic traveling wave of (7.12) if and only
if φ(x, t) is an almost periodic entire solution of (7.13) satisfying M(φ(x, ·)) ⊂
M(f). In the following, we rewrite φ(x, t) as φy0(x, t), with y0 = (c′, f), for the
sake of completeness. Therefore, it is easy to see that
lim
x→±∞
φy0(x, t) = uf±(t), uniformly in t ∈ R. (7.14)
Let Y = H(c′, f) be the hull of the function y0 = (c
′, f). By the standard
theory of reaction-diffusion systems (see, e.g. [5, 6]), it follows that for every
v0 ∈ X and y = (d, g) ∈ Y , the system
∂u
∂t
=
∂2u
∂x2
+ d(t)
∂u
∂x
+ g(t, u), x ∈ R, t > 0 (7.13y)
admits a (locally) unique regular solution v(·, t; v0, y) in X with v(·, 0; v0, y) =
v0. This solution also continuously depends on y ∈ Y and v0 ∈ X (see, e.g.
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[6, Sec.3.4]). Therefore, (7.13y) induces a (local) skew-product semiflow Π on
X × Y with
Πt(v0, y) = (v(·, t; v0, y), y · t), ∀(v0, y) ∈ X × Y, t ≥ 0.
We define an order relation in X by
u ≤ v if u(x) ≤ v(x), ∀x ∈ R.
Let G = {aσ : σ ∈ R} be the group of translations
aσ : u(·) 7→ u(· − σ)
acting on the space X . Then (A1)-(A3) are fulfilled.
Note that φy0(x, t) is an uniformly almost periodic solution of (7.13) with
M(φy0(x, ·)) ⊂M(f) =M(y0). So, the closure K of the orbit {(φy0(·, t), y0 ·t) :
t ∈ R} of Πt is a uniformly stable 1-cover of Y . As a consequence, K can be
written as
K = {(φy(·, 0), y) ∈ X × Y : y = (d, g) ∈ Y },
where the map y 7→ φy(·, 0) ∈ X is continuous and satisfies φy0(·, t) = φ(·, t)
and φy·t(·, 0) = φy(·, t) for all y ∈ Y and t ∈ R. By virtue of (7.14), it is not
difficult to see that
lim
x→±∞
φy(x, t) = ug±(t), uniformly for y = (d, g) ∈ Y and t ∈ R, (7.15)
where {(ug±(0), g) ∈ R × H(f) : g ∈ H(f)} is a 1-cover of H(f) and satisfies
ug·t± (0) = u
g
±(t) for all g ∈ H(f) and t ∈ R. Of course, one can also easily see
that, for any g ∈ H(f), the function-pair (g, ug±(t)) also satisfies the condition
(F), i.e.,
(F)g: there exist an ǫ0 > 0 and a µ > 0 such that
∂g
∂u
(t, u) ≤ −µ, for |u− ug±(t)| < ǫ0 and t ∈ R.
In order to apply Theorems B and D in Section 3, we have to check (A4)
there. By virtue of (7.15) and the condition (F)g above, (A4-i) can be shown
by repeating an analogue of Proposition 7.5, with u¯g replaced by φ
y − ug± (see
also the similar arguments in [18, Lemma 5.6]). We omit the detail here.
As for (A4-ii), we will deduce it from Proposition 7.9 below. Based on this,
we can apply Theorem B to obtain that the group orbit GK of K is a 1-D
subbundle of X × Y . In particular, fix y0 · t ∈ Y , the fibre
GKy0·t = G[φ
y0·t(x, 0)] = G[φy0(x, t)] = G[φ(x, t)] = {φ(x− σ, t) : σ ∈ R}
is totally-ordered, which implies that φ(x, t) is monotone in x for every t ∈ R.
Furthermore, it follows from Theorem D that the traveling wave φ(z− c(t), t) is
uniformly stable with asymptotic phase. This completes the proof of Theorems
7.6 and 7.7. 
28
Proposition 7.9. Let ǫ0 be given in (F). For (u0, y0) ∈ X × Y , suppose that
the omega limit set O(u0, y0) exists and satisfies
‖v(·)− φy(·, 0)‖L∞ <
ǫ0
2
for all (v, y) ∈ O(u0, y0), (7.16)
as well as
(v(x), y) ≤ (φy(x− h, 0), y), v(x) 6≡ φy(x − h, 0), ∀(v, y) ∈ O(u0, y0), x ∈ R,
(7.17)
for some h ∈ R. Then there exists some δ > 0 such that
(v(x), y) ≤ (φy(x− h− σ, 0), y), v(x) 6≡ φy(x− h− σ, 0)
for all (v, y) ∈ O(u0, y0), x ∈ R and |σ| < δ. The assertion remains true if the
inequality sign ≤ is replaced by ≥.
Proof. We use the similar arguments in Proposition 7.3. Let µ, ǫ0 be such that
(F) holds. By (7.15), we have
lim
x→±∞
φy(x− h, 0) = lim
x→±∞
φy(x, 0) = ug±(0), uniformly for y = (d, g) ∈ Y.
Thus there exist some R′, R′′ > 0 such that
|φy(x, 0)− ug±(0)| <
ǫ0
2
for all |x| > R′ and y ∈ Y, (7.18)
as well as
|φy(x− h, 0)− ug±(0)| <
ǫ0
2
for all |x| > R′′ and y ∈ Y. (7.19)
Let R = max{R′, R′′}, In view of (7.16), it follows from (7.18) that
|v(x) − ug±(0)| < ǫ0 for all (v, y) ∈ O(u0, y0) and |x| > R. (A
′)
Moreover, combined with (7.19), the continuity of the translation-group action
on X implies that there exists a δ0 > 0 such that if |σ| < δ0 then
|φy(x− h− σ, 0)− ug±(0)| < ǫ0, for all |x| > R and y ∈ Y. (B
′)
Due to the assumption (7.17), the strong maximum principle yields that
(v(x, t; v, y), y · t) < (φy·t(x − h, 0), y · t), ∀(v, y) ∈ O(u0, y0), x ∈ R, t > 0.
By virtue of the invariance of O(u0, y0), we get that
(v(x), y) < (φy(x− h, 0), y), ∀(v, y) ∈ O(u0, y0), x ∈ R.
Since O(u0, g0) is compact in X × Y , it follows from the continuity of φy(·, 0)
on y that for a sufficiently small ǫ˜ > 0,
(v(x), y) < (φy(x− h, 0)− ǫ˜, y) for all (v, y) ∈ O(u0, y0) and |x| ≤ R.
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So one can find a δ > 0 (δ ≤ δ0) such that if |σ| < δ then
(v(x), y) < (φy(x− h− σ, 0), y) for all (v, y) ∈ O(u0, y0) and |x| ≤ R. (C′)
Note also that φy(x−h−σ, 0)−v(x) ≥ φy(x−h−σ, 0)−φy(x−h, 0), ∀(v, y) ∈
O(u0, y0), x ∈ R. Then
lim inf
|x|→∞
(φy(x−h−σ, 0)−v(x)) ≥ lim inf
|x|→∞
(φy(x−h−σ, 0)−φy(x−h, 0)) = 0 (D′)
for all (v, y) ∈ O(u0, y0) and |σ| < δ.
Similarly as (A)-(D) in the proof of Proposition 7.3, we can deduce from (A′)-
(D′) that, for any (v, y) ∈ O(u0, y0) and τ > 0, there exists some (v−τ , y−τ ) ∈
O(u0, y0) with Πτ (v−τ , y−τ ) = (v, y). Moreover, for any |σ| < δ, the following
statements hold true:
(i) |v(x, t; v−τ , y−τ )− u
g−τ ·t
± (0)| < ǫ0 for all t > 0 and |x| > R,
(ii) |φy(x− h− σ, t) − ug±(t)| < ǫ0 for all |x| > R, y ∈ Y and t ∈ R
+,
(iii) v(x, t; v−τ , y−τ ) < φ
y−τ ·t(x− h− σ, 0) for all t > 0 and |x| ≤ R, and
(iv) lim inf
|x|→∞
(φy−τ ·t(x− h− σ, 0)− v(x, t; v−τ , y−τ )) ≥ 0 for all t > 0.
Therefore, by using an analogue of the last paragraph in the proof of Proposition
7.3 (The proof of this modified version of Lemma 7.4 is almost identical to that
of Lemma 7.4), we obtain that
φy−τ ·t(x − h− σ, 0)− v(x, t; v−τ , y−τ ) ≥ −2ǫ0e
−µt for all |x| > R and t > 0.
In particular, by letting t = τ ,
φy(x−h−σ, 0)−v(x) = φy−τ ·τ (x−h−σ, 0)−v(x, τ ; v−τ , y−τ ) ≥ −2ǫ0e
−µτ , ∀ |x| > R.
Since τ > 0 is arbitrarily chosen, by letting τ →∞ we have that
φy(x − h− σ, 0) ≥ v(x)
for all |x| > R, (v, y) ∈ O(u0, y0) and |σ| < δ. Note also (C
′). We have proved
the Proposition.
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