Human contrast sensitivities to gratings were measured within windows of 3, 9.1 and 61.5 deg at spatial frequencies down to the nominal frequency of 0 c/deg (i.e., a uniform field), and the resulting curves were related to the Fourier spectra of the corresponding windows and of spatial inhomogeneities in the visual pathway. The data show that sensitivity approaches an asymptote about 1.5 log units below peak sensitivity as spatial frequency decreases, the so-called low frequency cut. Computations show that the fundamentals of the test fields used here were detected and not their harmonics, and control experiments suggest that the edges of the gratings did not affect detection of the gratings. Most of the low frequency cut could be attributed to masking by the harmonics of the windows within which the gratings were introduced. The added contribution of the inhomogeneities in the retinal distribution of cones accounts for the remainder of the low frequency cut observed with the two smaller windows, and adding the effects of the inhomogeneities to the distribution of parvocellular ganglion cells accounts for the remainder of the low frequency attenuation with the largest field. Therefore, the attenuation of sensitivity to low frequencies that gives the contrast sensitivity curve its bandpass shape can be attributed entirely to implicit masking, i.e., to masking by the Fourier spectrum of the window within which the test grating is presented, after further spreading by retinal inhomogeneities. © 1997 Elsevier Science Ltd.
INTRODUCTION
The visual contrast sensitivity function (CSF) measured with sinusoidal gratings modulated slowly in time at photopic levels has a well established bandpass shape (e.g., Schade, 1956; Campbell & Robson, 1968; Kelly, 1977) . This function is almost universally interpreted as an envelope of underlying spatial filters or channels (e.g., Campbell & Robson, 1968; Pantle & Sekuler, 1968; Blakemore & Campbell, 1969; Graham & Nachmias, 1971; Thomas, 1970; De Valois & De Valois, 1988; Graham, 1989 ). Here we take up the causes of the relative insensitivity to low spatial frequencies. We first consider the possible desensitizing influences of the spatial frequencies inherent in the window within which the gratings are presented (Yang & Makous, 1994; , i.e., what we shall call implicit masking. Next we consider the contribution of the spatial frequencies introduced by inhomogeneities in the distribution of cones and ganglion cells. Once these effects have been taken into account, we find it unnecessary to assume, as other models do (Kelly, 1975; Yang et al., 1991; Burgess, 1994; Rovamo et al., 1994), that channels sensitive to low spatial frequencies differ from other channels by being especially sparse or inherently insensitive. The concept of implicit masking finds its basis in the separation of two components of a grating. As luminance cannot assume negative values, formation of a sinusoidal grating requires modulation of a uniform field, the luminance of which is equal to or greater than the amplitude of the modulation. Each of these two components, the sinusoidal modulation and the uniform field, necessarily has its respective component in the Fourier representation of the grating, one at the frequency of modulation and the other at zero frequency. A fundamental assumption underlying the concept of channels and their investigation (e.g., Blakemore & Campbell, 1969; Stromeyer & Klein, 1975) is that excitation tends to desensitize them. Therefore, those channels excited by the component located at zero frequency would tend to be desensitized. We use the term masking to denote such desensitization, with nothing implied about the mechanisms, and as the desensitization by the component at zero frequency is an unintended byproduct of a grating, we call desensitization by this component implicit masking. We choose the word masking over alternatives such as adaptation because the quantitative theory operates in the Fourier domain, where usage favors the word masking. However, the processes loosely encompassed by words like adaptation 1918 J. YANG and W. MAKOUS may overlap with, or be identical to, those that produce what we are calling implicit masking. According to this view, then, the insensitivity to low frequencies is an inevitable consequence of masking by the uniform field that carries the modulation forming the grating.
Note that we are concerned here not with the theoretical function that represents the background of an ideal grating of infinite extent; we are concerned instead with the effects of the real background field that carries the sinusoidal modulation of any real grating, the Fourier representation of which peaks at zero frequency but spreads to higher frequencies. This spread is caused by the finite size of the field and the effects of any inhomogeneities within the field.
We show here: (1) that the visual system is sensitive to the uniform field that carries the grating; (2) that sensitivity to low frequency gratings presented in fields of varying size is determined quantitatively by the spread of the spectrum of the background field and the associated masking; and (3) that as the frequency and amplitude of a grating approach that of the background field, its desensitizing properties approach those inferred for the background field. Thus, the insensitivity to low frequencies that gives the contrast sensitivity curve its bandpass properties can be encompassed by a single entity, referred to here as implicit masking. Moreover, this concept provides the means by which a model of contrast sensitivity and discrimination can be generalized to apply at varying levels of adaptation without changing the parameters of the model.
METHOD
Stimuli consisted of horizontally oriented counterphase modulated gratings expressed by the formula:
where s, the luminance profile of the stimulus, is a function of vertical position on the screen in visual angle (i.e., vertical distances on the screen were adjusted to compensate for the oblique angle of view at the periphery of the field), y; L is background luminance; f is spatial frequency of the grating; C is the contrast; and q5 is the spatial phase (0 for sine phase and re/2 for cosine phase). The stimulus, which was generated by a Pixar Image computer, covered the entire visual display. Viewing fields were 3.0 deg x 3.0 deg, 9.1 deg x 9.1 deg, and 61.5 degx61.5 deg, obtained by varying the viewing distance. The video screen had 10-bit gray level resolution with linear gamma correction, and the mean luminance was 70 cd/m 2. Observers viewed the stimulus binocularly, with a chin rest, in direct view without artificial pupils. Two observers participated: HT, who had normal vision and was nai've with respect to the experimental design; and JY, who had corrected vision and is one of the authors.
The psychophysical procedure was two-alternative temporal forced-choice, with random presentation of the test stimulus in one of the two intervals. Each temporal interval lasted 1 sec, with 0.4 sec between the two intervals. The contrast of the stimulus in the test interval faded in and faded out following the first half period of a 0.5 Hz sine-wave. A fixation cross at the center of the display (also the origin of the x and y coordinates) was displayed continuously except during the two intervals. Each interval was demarcated by a tone and absence of the fixation cross. The observer's task was to indicate which interval contained the test stimulus. Trials were initiated by the observer. The contrast of the test stimulus on each trial was determined by a procedure that searched for the contrast correctly identified on 84% of the trials (Watson & Pelli, 1983) . Auditory signals informed the observer about the correctness of the preceding response. The trials were terminated by Z 2 test with a 95% confidence interval of _+ 3 db.
We compared the results with two different groupings of the stimuli: interleaved trials and blocked trials. For a given session of interleaved trials, wherein the field size was fixed, different spatial frequencies were randomly interleaved within blocks, each of which included every frequency to be tested. For the blocked trials, stimuli of the same frequency were grouped together, and the sequence of spatial frequencies was randomized within a session. The data reported below were the geometrically averaged sensitivities over at least four of the sessions run on different days.
EXPERIMENTAL RESULTS

Sine phase
The purpose here is to measure visual sensitivity at very low spatial frequencies in order to understand the properties of the system near 0 c/deg. At such low frequencies, one might expect spatial phase to affect sensitivity. Figure 1 shows the contrast sensitivities of two observers to gratings presented in sine phase at field size of 61.5 degx61.5 deg (open squares) and 9.1 deg x 9.1 deg (open circles), with interleaved trials.
The sensitivity to gratings in sine phase rolls off as frequency decreases, approaching zero as frequency approaches 0 c/deg. However, this reduced sensitivity at the extreme low end is due to an artifact: when the field contained less than half a cycle, the actual contrast modulation of the part of the grating that lay inside of the field was less than the nominal contrast, C, defined by Eq.
(1). We can see this fact more clearly from Fig. 2 , where the nominal sinusoidal waves are represented by the dotted curves and the actually visible parts are shown as thick solid lines. For sine phase, the maximum visible contrast modulation, which happened at the edges of the viewing field, is less than the nominal contrast modulation as defined by the dotted curve. The lower the spatial frequency, the larger the difference between the actual contrast and the nominal contrast. In the extreme case, where the period of the grating >>D (the field size), the actual contrast energy inside of the viewing field approaches zero. Therefore, the measured low contrast sensitivity with a sine phase grating does not reflect Field Size D FIGURE 2. An illustration of the field truncation of a sine-wave grating (a) and a cosine-wave grating (b) at a low spatial frequency. The dotted lines represent the wave forms defined by Eq. (1), and the solid curves represent the actual wave forms seen by the observers. In the cases shown, the actual contrast of a sine-wave is smaller than its nominal contrast, but the actual contrast of a cosine-wave is the same as its nominal contrast.
underlying mechanisms of the visual system. By comparison, when cosine phase is used, as shown in Fig. 2 , the actual contrast within the viewing field is always the same as the contrast C defined by Eq. (1). This analysis shows that visual sensitivity at and near 0 c/deg should be measured in cosine phase, rather than sine phase.
Cosine phase
The data points in Fig. 3 represent contrast sensitivities of two observers to gratings presented in cosine phase in fields of 61.5 degx61.5 deg (open squares) and 9.1 deg × 9.1 deg (open circles), with interleaved trials. As shown in this figure, the contrast sensitivity is profoundly attenuated at low spatial frequencies, in agreement with previous reports; however, the attenuation is limited by a lower asymptote. The gratings at the two lowest nominal frequencies contained less than half a period, and indeed the peaks of their Fourier spectra lay at 0 c/deg. Thus, visual sensitivity at a nominal frequency of 0 c/deg lies in the neighborhood of 7-10 (depending on the observer), whether one extrapolates the asymptote to 0 c/deg or relies on stimuli with spectra that peak at 0 c/deg. The squares in Fig. 3 for both observers show that the transition frequency for the level-off is around 0.01 c/deg, which has about half a cycle of the grating within the field of 61.5 deg x 61.5 deg. The data from the field of 9.1 degx9.1 deg (open circles) also show a transition at the spatial frequency that has half a cycle within the field.
To compare these sensitivities to those measured with sine phase gratings, we have replotted the data of Fig. 1 as solid lines in Fig. 3 against the actual contrast within the viewing window. This correction only affects the data points at the two lowest frequencies of each solid curve. One can see that a 90 deg phase shift of the gratings, from cosine to sine phase, yielded contrast sensitivities (solid lines) that superimposed well on those from the gratings that were in cosine phase (data points).
One might expect sensitivity to be independent of phase when the spatial frequency is high, for the peak modulation of the stimuli would always be close to the fovea, no matter what the spatial phase. However, at a very low spatial frequency, such as 0.01 c/deg (61.5 deg field), the peak modulation was 30 deg from the fovea for sine phase but at the central fovea for cosine phase. Counterintuitive as this may be, the result shown in Fig. 3 is consistent with the literature. Although contrast sensitivity measured with Gabor patches varies with eccentricity, the changes are relatively small when the spatial frequencies are low (e.g., Robson & Graham, ,t-
Log spatial frequency (c/deg) 1981; Cannon, 1985; Pointer & Hess, 1989) . According to the model of Peliet al. (1991) , log sensitivity decreases linearly with eccentricity, the slope being proportional to the spatial frequency. Thus, at a very low spatial frequency, the slope is close to zero (with a maximum sensitivity difference about 0.02 log unit), as observed here.
Interleaved and blocked trials
In the experiment using a 9,1 deg x 9.] deg field, the lowest spatial frequency tested was 0.015 c/deg. That stimulus actually differs from a uniform field only in that its luminance decreases somewhat towards the top and bottom of the field. To compare sensitivity of the low frequency gratings that are nearly uniform fields with sensitivity to a truly uniform field, stimuli at the three lowest frequencies were interleaved with trials in which the fields were spatially uniform. The results are shown as filled circles in Fig. 3 , with results for the uniform field moved arbitrarily from its nominal value at --J~ to -3, at the low end of the log scale. These results confirm the smooth transition from sensitivities at higher spatial frequencies to the sensitivity at 0 c/deg of about 10, corresponding to 10% temporal modulation of the uniform field.
However, the two sets of data (open circles vs filled circles) do not coincide. The sensitivity in the replication of the tests at the low frequencies (filled circles) is higher (up to 0.3 log unit for HT and 0.15 log unit for JY) than that observed when the tests were interleaved with those at higher frequencies (open circles). The entire set of frequencies in the first replication spanned eight octaves, and the observers did not know the frequency of the test grating on any given trial, whereas in the second replication the stimuli were very similar to one another. The difference in sensitivity may be due to the differences in uncertainty in the two replications, similar to those reported by Davis & Graham (1981) and Greenlee & Thomas (1993) . This difference suggests that it might be better to block the trials in this experiment, so that the spatial frequency of the grating does not vary within a single block. Figure  4 shows the difference between blocked trials (triangles) and interleaved trials (squares) for JY. Field sizes in the three panels, from left to right, were 61.5 deg x 61.5 deg, 9.1 deg × 9.1 deg, and 3.0 deg × 3.0 deg. Note that the leftmost data point of each panel was actually measured with a uniform field, i.e., a nominal frequency of 0 c/deg, or -c~ on a log scale.
Indeed, the sensitivities measured with blocked trials were higher than those with interleaved trials at the low frequency end. However, both designs yield curves that level-off at similar transition frequencies, and the conclusions are the same whichever set of data one uses. The solid curves are the fits of a model to the triangles, and the dotted lines are the fit of the same model to the squares.
EXTREME LOW SPATIAL FREQUENCY CHANNELS
c/deg is detectable
These results show that the visual system is sensitive to patterns that peak in the Fourier domain at 0 c/deg. Unless some properties of the stimulus other than the component that peaks at 0 c/deg account for its detection, this confutes the hypothesis that the visual system is insensitive to 0 c/deg. Two possible alternatives to detection of the component at 0 c/deg present themselves.
Detection of harmonics. The first alternative is prompted by the steep rise of sensitivity as spatial frequency increases from 0.1 to 1 c/deg, shown in Fig. 4 . As the spectrum of the stimulus contains energy at frequencies above the fundamental, a possibility exists that the observers were detecting these high frequency harmonics in the spectrum of the test field instead of the fundamental frequency of the grating. Figures 5 and 6 are offered to evaluate that possibility. Figure 5 shows that for 3 deg fields and gratings above 0.165 c/deg, the amplitudes of the harmonics in the spectrum of the gratings (solid lines) are well below the thresholds (dotted lines) observed at the respective frequencies of the gratings, and so it seems safe to assume that sensitivity to the fundamental determines the threshold.
What determines the threshold for a grating of 0.165 c/deg is not obvious, for when the fundamental component is at threshold, the amplitudes of all the harmonics also are approximately at the threshold for their respective frequencies. Similarly, the right-hand panel of Fig. 6 shows that when a grating presented within a 3 deg field at a nominal frequency of 0 c/deg is at threshold, the amplitudes of the harmonics (shown by the solid line) are also close to the threshold amplitude (squares). We cannot exclude the possibility that the harmonics determine the threshold for these low frequency gratings, but two lines of argument militate against it.
First, the spectrum of a signal tends to change as it passes through successive stages of a system, with rules of thumb that the fundamental component spreads and the harmonic components deteriorate. An example of this can be seen below, in Fig. 9 , which shows the spectrum of a uniform field before (dotted) and after (dashes) passing through the cone layer. The second line of argument against the idea that the harmonics are detected instead of the fundamental stems from the fact that the contrast sensitivities observed in all three fields are similar enough to be governed by the same equation (see the section entitled "Implicit masking"). Figure 6 shows that the harmonics of a 61.5 deg field do not even approach the thresholds at the corresponding frequencies; those for the 9.1 deg field are closer to threshold than those for the 61.5 deg field, but further than those for the 3 deg field. So it is clear that the fundamental component is what is being detected in the 61.5 deg field, at least. If a different component, a harmonic, were being detected in one or both of the other fields, it seems unlikely that the same quantitative relationships (expressed by the same equation) would hold.
Edge artifacts. The second alternative to our interpretation of the threshold data follows from the fact that the edges of the test stimuli used in our experiments were not vignetted. Hence, there was a possibility that the edges affected detection, for sharp edges can affect grating thresholds when the field size is small and surrounded by a uniform field of the same luminance as the mean luminance of the test patterns (e.g., Estevez & Cavonius, 1976; McCann et al., 1978) . However, in the present experiments, in which the test stimuli were surrounded by a dark field, the edges did not affect grating detection; the edges of the test component have been masked by the edges of the background field.
We tested this by comparing sensitivity to gratings in sine and cosine phase. Figure 3 shows that the difference in phase has no effect on sensitivity as long as the displayed grating contains at least half a cycle. This phase difference constitutes a check on whether the two horizontal edges affect detection. When the half-cycle gratings are in sine phase, the maximum modulation See text for details.
occurs at the horizontal edges. Just the opposite is true of half-cycle gratings in cosine phase: there is no modulation at the horizontal edges at all. With 1-cycle gratings, on the other hand, the sine phase produces no modulation at the horizontal edges, and the cosine phase produces maximum modulation at the horizontal edges. Figure 7 provides a comprehensive summary of the relevant data from this experiment: it compares six pairs of gratings of the same spatial frequency with (hatched bars) and without (dark bars) horizontal edge modulation. The leftmost pair represents the sensitivities to a haltcycle sine-wave (hatched bar) and a half cycle cosinewave (dark bar); and the next pair, the corresponding sensitivities to 1-cycle gratings of the same frequency. Here, the field size was 3.0 deg. The next two pairs show the corresponding data for fields of 9.1 deg, and the last two pairs, fields of 61.5 deg. There is no systematic difference between the results with and without edges; the means of the two sets of data differ by no more than 0.01 log unit.
When these gratings are presented in sine phase, the modulation is maximum along the entire length of the two horizontal edges, and modulation along the vertical edges is minimum at the center and grows sinusoidally towards the tops and bottoms of the edges. When the gratings are in cosine phase, there is no modulation along the horizontal edges, and modulation along the vertical edges is maximum at the center and decreases sinusoidally towards the tops and bottoms of the edges. The fact that the extent of edge modulation has no detectable effect on thresholds, suggests that such edge modulation has a negligible effect on thresholds in these experiments.
To test this idea, we ran control observations in which modulation of vertical edge was altogether obliterated by a horizontally oriented Gaussian envelope. Aside from the Gaussian envelope, conditions were identical to those with a half period grating presented in either sine or cosine phase (actually the phases used were 0, n/2, n, and 3n/2) within a 9.1 deg field. However, two new observers were used and the display was generated by a Nanao Flexscan 6500 driven by a 7100/80 AV Power Macintosh. Each observer obtained four thresholds at each of the four phases. One observer (PB) showed no reliable difference with and without modulation of the sharp, horizontal edge (log sensitivities of 1.32 and 1.37, respectively), and the other (WM) showed slightly greater sensitivity to the stimulus without edge modulation (log sensitivities of 1.19 and 1.34). Therefore, modulation of the sharp edges had no effect on sensitivity to gratings presented in the 9.1 deg fields, and the similarity of the data for the other fields shown in Fig. 7 suggests that such edge effects were generally absent from the observations reported here.
Having rejected detection of harmonics and edge modulation and in the absence of any alternatives, we conclude that it is the frequencies at or near the peak of the Fourier spectrum of the stimulus at 0 c/deg that are detected, and that the visual system therefore must have a mechanism sensitive to these low frequencies.
Quantitative comparison of implicit masking with explicit masking
Although the sensitivity at very low frequencies is not zero, it is about 1.5 log units lower than the peak sensitivity. We next show that, unlike other explanations of the bandpass property of contrast sensitivity, the concept of implicit masking provides a quantitative explanation of sensitivity at low frequencies that follows from the magnitude of explicit masking at other frequencies. That is, if the window within which gratings must be presented contains frequencies that necessarily serve as a masking stimulus, the masking must be quantitatively equal to that produced by an explicit mask of the same spatial frequency. However, the comparison between implicit and explicit masking must be under comparable conditions. Specifically, the mean luminance and the amplitude of the masking component should be the same. For a uniform field, the component at 0 c/deg is the masking component, and it is also equal to the mean luminance; i.e., the two are the same. However, a grating with a component at 2 c/deg equal to that at 0 c/deg has unity contrast, and one cannot measure the increment threshold on a pedestal of unity contrast. Nevertheless, the squares in Fig. 8 show how sensitivity depends on pedestal contrast (from , where 2 the mean luminance was 25 cd/m , and the line that fits the data can be extrapolated to unity contrast as a estimate of the sensitivity on a pedestal of that amplitude. The triangles show the sensitivity (reciprocal of the incremental threshold) measured on a uniform field. One cannot place too much faith in an extrapolation, but the point is clear that the magnitude of the low frequency cut is quantitatively consistent with the magnitude of implicit masking that one might expect on the basis of explicit masking.
Implicit masking
The pedestal intensity at 0 c/deg desensitizes sensitivity at 0 c/deg and, assuming limited selectivity of masking, to the nearby low frequencies as well. The spread of desensitization to nearby frequencies is described by the model of . For the conditions of this experiment, the equation to calculate the contrast threshold can be expressed as: O-2 Cth = exp(c~f)(N + r/~). (2) Here, the reciprocal of the exponential function, i.e., exp(-~ f), represents the visual spatial filtering that attenuates high frequency components, and ~ is the rate J. YANG and of attenuation. The first term in the parentheses, N, refers to limits on sensitivity labeled noise, and the second term represents the effect of implicit masking, where the constants, q and a, determine, respectively, the strength and width of spread of the masking by the zero frequency component. The lower the frequency of the test grating, f, the more it is masked. This describes the attenuation of low frequencies that gives contrast sensitivity curves a bandpass shape in spite of the presence of channels that, in the absence of masking, would be as sensitive to these low frequencies as other channels are to their characteristic frequencies. [An exponent used by has been omitted here because its value was close to unity in previous work.] The smooth curves in Fig. 4 are the fits of Eq. (2) to the experimental data. The parameter, :~, was fixed at 0.125 on the basis of an estimate from all the data in Figs 1, 3 and 4 , and the values of the other parameters are listed in Table 1 .
MECHANISMS UNDERLYING FREQUENCY SPREAD
In the model of , the desensitizing effects of the component at 0 c/deg spreads to higher frequencies. Here we evaluate the contributions to that spread. We focus on the spread in the Fourier domain caused by the physical dimensions of the stimuli and very early visual processing, for those causes are easily identified and handled. Treating the frequencies of the stimuli and the spread is a linear transform of channel theory. In this way we obviate the need to have detailed information on the properties of the individual channels and instead treat the spread of the effects of stimulation at one frequency to nearby frequencies. This spread, as W. MAKOUS (2), can be thought of as representing the distribution of excitation across channels tuned to different frequencies, but it requires no assumptions about the channels themselves, except that their peak sensitivities are located at different frequencies.
The luminance profile of the stimulus in these experiments is the product of an infinite, uniform field, a grating of variable contrast, the aperture within which the display is presented, and any other factors that affect the homogeneity of the image or its representation. In the Fourier domain, the Fourier spectra of these factors are convolved to arrive at the spectrum of the stimulus to the visual system. After all known contributions to the spectrum of the input have been taken into account, it can be compared to the observed contrast sensitivity curve to determine the proportion of known to unknown influences on sensitivity.
Field size
First, we compare the Fourier spectra of the three fields 
while the one-dimensional Fourier spectrum of uniform field is a sin c function
27rfD where D is the field size (i.e., the height). Figure 9 shows, for the three field sizes, the spread from 0 c/deg (solid lines) as determined by adjusting the parameter a of Eq. (3) to fit the experimental data; and the absolute Fourier spectrum (dotted lines) given by Eq. (4). For the two larger fields of Fig. 9 , the three solid lines from left to right represent the spread inferred by the data (with cosine phase) of HT interleaved, JY interleaved, and JY blocked trials, respectively. The figure shows that the Fourier spectrum of a uniform field peaks at 0 c/deg and has many side bands. Although the spread inferred from the model decreases smoothly with increasing frequency, it approximates an upper envelope of the Fourier spectrum; as the field size decreases, both curves shift towards higher spatial frequencies. This is easier to see in Fig. 10 , where the half-bandwidth of all functions is plotted against field size. In this figure, the triangles represent the bandwidth of the Fourier spectrum, the squares represent the bandwidth of the spread inferred by use of the model with the data from blocked trials, and the solid circles represent the bandwidth limited by parvo cells discussed below. Note that, as the bandwidth is plotted in linear units, the large discrepancy in Fig. 9 at 61.5 deg almost disappears.
Although the bandwidth inferred from Eq. (3) and that of the Fourier spectrum (Eq. 4) are not identical, they are close and have similar shapes. The bandwidth of the spectrum can be described as 0.60/D. If we take the data with blocked trials (as discussed above, these are more representative, for the interleaved trials are contaminated by the effect of stimulus uncertainty), there is an empirical relationship between a and field size D: cr = 0.042 + 0.64/0.
Here a is almost equal to the bandwidth of the spectrum plus a bias of 0.042 c/deg. Thus, the bias remains as the only aspect of the low frequency cut unexplained by this approach. Kelly (1974) suggested that the distribution of cone density acts as an apodized window through which visual signals must pass. If so, the Fourier spectrum of cone signals exiting the layer must include the effects of cone density, which can be described mathematically as U(f) = I Js(x, y)A(x, y)exp(-j27rfy)dxdy, (6) where the integration area is limited to the viewing field, s is the stimulus, and A is the distribution of cone densities. Following Kelly (1974) , but using more recent data on cone density (Curcio et al., 1990) , we calculated the spatial frequency spectrum of a uniform field for the three field sizes used here. The results, shown by dashed lines in Fig. 9 , provide a better match to the inferred spread than that obtained by using the field size alone (dotted lines in Fig. 9 ). The conversion from the retinal distances reported by Curcio et al. (1990) to visual angle was based on the relationship described by Drasdo & Fowler (1974) . We used the cone density of the superior retina, and to render the computations of Eq. (6) tractable, we assumed a circularly symmetrical distribution of cones.
Cone density
Ganglion cell density
According to many reports, the sampling at the ganglion cell layer matches visual psychophysics better than cone density (e.g., Anderson et al., 1991; Fris6n, 1995; Galvin et al., 1996) . This would follow if information were lost as the signals pass from the cones to the ganglion cells. We calculated the lower limit of spread caused by variations in the density of the ganglion cells by assuming that these variations also act as an apodized window through which visual signals must pass. This assumption follows from the finding (Corner & Kaplan, 1995) that the gains of ganglion cells, integrated over their receptive fields, are the same over different retinal locations; hence the signal corresponding to a uniform field propagated through a region of retina is in proportion to the density of cells in that region. Therefore, we used Eq. (6) to estimate the Fourier spectrum of the signals exiting the ganglion cell layer, replacing cone density A with the ganglion cell density 6. Note that the receptive fields of ganglion cells implicitly include the contribution made by the heterogeneity of cone density treated above. As the displacement of foveal ganglion cells renders anatomical estimates of their density uncertain, we chose instead to base the computations on the density of ganglion cells modeled by Drasdo (1989) . As the parvo cells are responsible for behavioral grating detection at low temporal frequencies (Merigan & Maunsell, 1993) , we represent the amplitude spectrum constrained by the density of parvo cells within the viewing field by assuming the density distribution follows 33058/(1 + 0.59Ec) 2, where Ec is retinal eccentricity in degrees (Drasdo, 1989) . The result is shown by the dashed lines in Fig. 11 . The half-bandwidths of the spreads are plotted as solid circles in Fig. 10 . The solid lines, which are the same as those of the rightmost curves of Fig. 9 , represent the spread from 0 c/deg estimated by fitting the model to the blocked trials. Thus, the spread of the Fourier spectrum of the field corresponds roughly to the spread of masking inferred from the model, and taking into account the additional spread attributable to variation in cone density further improves the estimates. Further refinement of the estimate based on the spatial inhomogeneity of parvo ganglion cells improves the matches only for the largest field used, and has no appreciable effect one way or the other for the smaller fields.
SUMMARY
Benefits of considering zero frequency spread
Implicit masking provides a unified explanation of several visual phenomena relating to grating detection that otherwise can be explained only by invoking several different theories. The zero frequency component is equal to the mean luminance of the gratings, the effect of which is usually considered light adaptation, which can be separated into multiplicative and subtractive processes and is usually treated in the spatial domain (e.g., Adelson, 1982; Geisler, 1983; Hayhoe et al., 1987) . However, this approach tends to leave open the question of its spread in the spatial frequency domain (however, see Kortum & Geisler, 1995) . Subsuming adaptation within the concept of implicit masking provides a basis for describing, evaluating, and predicting the spread of desensitizing effects in the frequency domain (which may or may not be transformable into the spatial domain), without requiring separate treatment of separate mechanisms. This approach, then, sacrifices differentiation of component mechanisms for increased descriptive power and theoretic coherence.
The effect of field size on contrast sensitivity has often been attributed to frequency-dependent spatial summation (e.g., Howell & Hess, 1978; Banks et al., 1987; Mustonen et al., 1993; Sekiguchi et al., 1993) . However, the explanation based on the spectrum of the aperture within which the gratings are presented, combined with the mechanism of implicit masking, satisfactorily encompasses the necessary range of sizes and provides a unified explanation of both the existence of low frequency attenuation and the effect of variations in field size on that attenuation. CONCLUSIONS 1. Sensitivity approaches a fixed asymptotic level as spatial frequency decreases. Although decreasing the frequency of a grating increases its threshold without limit if it is in sine phase, this is an artifact associated with the truncation of the grating to the part of its cycle that has minimum temporal modulation and does not reflect the sensitivity of the visual system itself. 2. Implicit masking provides a quantitative estimate of sensitivity at low spatial frequencies, based on the magnitude of conventional explicit masking, that leaves little to be explained by other mechanisms. 3. The computations in this paper provide upper limits on the sensitivity allowed by the spectra associated with the display window and retinal inhomogeneity. Although they were not intended to represent the exact information encoded after losses in other parts of the system, they nevertheless do come close to the observed sensitivity and account for the losses of sensitivity associated with the low frequency cut.
