Abstract. Let N be a nilpotent normal subgroup of the finite group G. Assume that u is a unit of finite order in the integral group ring ZG of G which maps to the identity under the linear extension of the natural homomorphism G → G/N . We show how a result of Cliff and Weiss can be used to derive linear inequalities on the partial augmentations of u and apply this to the study of the Zassenhaus Conjecture. This conjecture states that any unit of finite order in ZG is conjugate in the rational group algebra of G to an element in ±G.
Introduction
A conjecture about the torsion units of integral group rings of finite groups has been put forward by H.J. Zassenhaus in [Zas74] and occupied many researchers during the last decades.
Zassenhaus Conjecture: Let G be a finite group, ZG the integral group ring of G and u a unit in ZG of finite order. Then there exists a unit x in the rational group algebra of G and an element g ∈ G such that x −1 ux = ±g.
In case such g and x exist one says that u and ±g are rationally conjugate. Weiss proved the Zassenhaus Conjecture for finite nilpotent groups [Wei91] . Most of the early research on the Zassenhaus Conjecture concentrated on special classes of metabelian groups [PMS84, MRSW87] (see [Her06] for more references). Almost all of these results were generalized by Hertweck [Her08] , whose result was generalized in [CMdR13] stating that the Zassenhaus Conjecture holds for cyclic-by-abelian groups. Another relevant result established the Zassenhaus Conjecture for groups with a normal Sylow p-subgroup with abelian complement [Her06] .
Denote by V(ZG) the group of units of augmentation 1 in ZG. Since all the units of ZG lie in ±V(ZG) it is sufficient to study the elements of V(ZG). Furthermore, for a normal subgroup N in G, denote by V(ZG, N ) the group of units u of ZG mapped to the identity by the Z-linear extension ZG → Z(G/N ), of the natural homomorphism G → G/N . Many of the proofs of the Zassenhaus Conjecture for a group G, with a "nice" normal subgroup N are divided into two parts: The torsion elements of V(ZG, N ) are normally studied separately from those in V(ZG)\ V(ZG, N ). In this paper we will mostly concentrate on the first case and more precisely we study the following problem. [Seh93, Research Problem 35] : Let N be a normal nilpotent subgroup of the finite group G. Is every torsion element of V(ZG, N ) rationally conjugate to an element in G?
Sehgal's Problem
In that case we say that Sehgal's Problem has a positive solution for G and N . In case N is a nilpotent group we say that Sehgal's Problem has a positive solution for N if it has a positive solution for every finite group G and every normal subgroup of G isomorphic to N .
Weiss' Theorem [Wei91] provides a positive solution for Sehgal's Problem if N = G (and hence G is nilpotent). Moreover, Sehgal's Problem has a positive solution for N if N is a p-group [Her06, Proposition 4.2].
Marciniak, Ritter, Sehgal and Weiss proposed a strategy to attack Sehgal's Problem which we will refer to as the matrix strategy. Namely, if k = [G : N ] then there is a natural embedding Φ : ZG → M k (ZN ), into the k × k-matrix ring over ZN , mapping the elements of V(ZG, N ) into the group V k (ZN ) formed by elements of GL k (ZN ) mapped to the identity matrix via the componentwise application of the augmentation map. It can be shown that Sehgal's Problem has a positive solution for N if the following has a positive solution for N (see Section 2).
Matrix Zassenhaus Problem:
Let N be a finite group. Is every element of V k (ZN ) conjugate in GL k (QN ) to a diagonal matrix with entries in N ?
For N nilpotent, this problem appeared as Research Problem 37 in [Seh93] . Let N be nilpotent. Again Weiss' Theorem [Wei91] shows that the Matrix Zassenhaus Problem has a positive solution for k = 1. See Theorem 2.2.(1) for other positive results on the Matrix Zassenhaus Problem. During the last years the matrix strategy has been abandoned due to a result of Cliff and Weiss who proved that the Matrix Zassenhaus Problem has a positive solution for N and all the possible values of k if and only if N has at most one non-cyclic Sylow subgroup [CW00] . The main aim of this paper is trying to show that this result does not invalid completely the matrix strategy. Actually we will show that the main character theoretic result on which the Cliff and Weiss Theorem is based provides a method to obtain positive solutions for Sehgal's Problem in cases which go beyond the case where N has at most one non-cyclic Sylow subgroup. The philosophy behind is that to use the matrix strategy for G and N we do not need to consider all the torsion elements of V k (ZN ) but only those which are in Φ(V (ZG, N ) ). An analysis of the proof of Cliff and Weiss shows that it does not affect these kind of torsion elements (see Subsection 2.3 for more details).
Let from here on G always denote a finite group. Denote by g G the conjugacy class of an element g ∈ G. The main notion to study the Zassenhaus Conjecture are the so-called partial augmentations. Let u = g∈G u g g with u g ∈ Z for every g ∈ G. For every g ∈ G, the partial augmentation of u at g is
A torsion element u of V(ZG) is conjugate to an element of G if and only if ε g G (u d ) ≥ 0 for all g ∈ G and all divisors d of the order of u [MRSW87, Theorem 2.5]. Thus obtaining restrictions on the possible partial augmentations of torsion units is a main task in the study of the Zassenhaus Conjecture. In this paper we obtain restrictions on the partial augmentations of torsion elements u of V(ZG, N ), where N is a nilpotent normal subgroup of G. They take the form of linear integral inequalities where the variables are the partial augmentations of u, cf. Proposition 3.3 and Theorem 3.4. We call them the Cliff-Weiss inequalities because they are based on a result from [CW00] . In the special case where N has an abelian Hall p ′ -subgroup the Cliff-Weiss inequalities take a particularly friendly form.
Proposition 1.1. Let N be a nilpotent normal subgroup of G such that N has an abelian Hall p ′ -subgroup A for some prime p and let u be a torsion element of
The well known HeLP Method provides other integral linear inequalities on the partial augmentations of torsion elements of V(ZG). In [MdR17b, Remark 3.4] we prove that the Cliff-Weiss inequalities imply the HeLP inequalities and in [MdR17a] we show one example where the inequalities from Proposition 1.1 prove the Zassenhaus Conjecture for cases where the HeLP Method fails. Moreover, it is in many situations easier to produce the Cliff-Weiss inequalities compared with the inequalities provided by the HeLP Method.
On the other hand in [MdR17a] we have introduced an algorithm to construct candidates to negative solutions to Sehgal's Problem based on Proposition 1.1. Eisele and Margolis have proved recently that one of them is indeed a negative solution and hence this has provided the first known counterexample to the Zassenhaus Conjecture [EM17] .
In Section 5 we give applications of Proposition 1.1 to obtain positive solutions for Sehgal's Problem. These applications can be used under certain restrictions on indices of certain centralizers in G, cf. Theorem 5.2 and Corollaries 5.3, 5.4 and 5.5. We apply this to obtain new results on the Zassenhaus Conjecture. The paper is structured as follows. In Section 2 we introduce our set up, recall the double action formalism and the matrix strategy of Marciniak, Ritter, Sehgal and Weiss. In Section 3 we state and prove the Cliff-Weiss inequalities. Section 4 contains auxiliar calculations on the lattice of subgroups of a finite abelian group. Finally, in Section 5 we apply the inequalities from Section 3 and the calculations in Section 4 to obtain some positive solutions of Sehgal's Problem which are then used in the proofs of Theorems 1.2 and 1.3.
Preliminaries
2.1. Basic notation and a key result of Hertweck. All throughout G is a finite group. We will denote by RG the group ring of G over a commutative ring R.
If u is an element of finite order in a group and π is a set of primes then u π and u π ′ denote the π-part and the π ′ -part of u, respectively. If X is a subset of a finite group then X π = {x π : x ∈ X} and X π ′ = {x π ′ : x ∈ X}. In particular, if N is a finite nilpotent group then N π and N π ′ denote the Hall π-subgroup and the Hall π ′ -subgroup of N . For a prime p we simplify the notation and write x p = x {p} and x p ′ = x {p} ′ , for x either an element of finite order in a group, a subset of a finite group or a finite nilpotent group.
If X ⊆ G then C G (X) denotes the centralizer of X in G and for g ∈ G we set C G (g) = C G ({g}). Moreover g G denotes the conjugacy class of g in G.
In some cases we are going to use sums running on representatives of conjugacy classes of G, not depending on the set of representative chosen. We denote this by writing
We denote the set of elements in G locally conjugate to g by ℓ G (g).
We use the standard notation res Theorem 2.1. Let G be a finite group, let N be a nilpotent normal subgroup of G and let u be a torsion element of V(ZG, N ). Then there is n ∈ N such that (1) u p is rationally conjugate to n p for every prime p. This conjugation can be also realized in Z p G where Z p denotes the ring of p-adic integers.
2.2. Double action modules. An idea to study the Zassenhaus Conjecture, and more generally the Matrix Zassenhaus Problem, was introduced in [MRSW87] and is sometimes called the "double-action formalism". For a group U and a homomorphism α : U → GL k (RG) define R[α] as the left R(U × G)-module with underlying additive group (RG) k and group action given as follows:
where x is considered as a column matrix of length k. As R[α] is free as R-module and R is commutative, associated to α there is an R-character χ α . Two maps α, β :
. This links the Matrix Zassenhaus Problem with character theoretic questions, a fact which was exploited e.g. in [CW00] and [Her08] .
The character χ α is related with the partial augmentations via the following formula: 
In the case k = 1 we thus obtain
2.3. The matrix strategy. Now let N be a normal subgroup in G of index k and consider RG as an (RN, RG)-bimodule in the natural way. As RN RG is free of rank k the action of RG on itself by right multiplication induces an injective ring homomorphism Φ : RG → M k (RN ). More precisely, Φ depends on the election of a transversal {t 1 , ..., t k } of N in G by the following formula for x = g∈G x g g ∈ ZG: This point of view, taken for the first time in a slightly different formulation in [MRSW87] , is sometimes called the matrix strategy of Marciniak, Ritter, Sehgal and Weiss. It inspired some research on the Matrix Zassenhaus Problem [MRSW87, Wei88, Wei91, LP92, CW00, MS00, LS00] and the knowledge of this has also been successfully used to study the question of when G possesses a torsion free complement in V(ZG) [MS03] . We summarize the results achieved on this question in a theorem. The negative result of Cliff and Weiss in Theorem 2.2.(2) relies on an induction argument and counterexamples in the minimal finite nilpotent groups with two non-cyclic Sylow subgroups. More precisely, for these minimal nilpotent groups N they construct concrete characters χ of the form χ α for some embedding α : U ֒→ GL k (ZN ) which yield to negative solutions to the Matrix Zassenhaus Problem [CW00, Section 5]. This, in their words, "is a counterexample to the strategy of [MRSW87] ". This statement is only partly true. Indeed, the construction of Cliff and Weiss yields a very general negative solution for the Matrix Zassenhaus Problem in the nilpotent case. But if we focus on the Zassenhaus Conjecture we are only interested in torsion matrices U in V k (ZN ) which are the images under the homomorphism Φ of actual torsion elements of V(ZG, N ) for some group G. However, using (2.1) one can see that the traces of the matrices U given by Cliff and Weiss have non-vanishing 1-coefficient and this means that they can not be the images of torsion elements in V(ZG, N ) for any group G by (2. 
The Cliff-Weiss inequalities
The goal of this section is to obtain the inequalities mentioned in the introduction, a particular case of which is described in Proposition 1.1.
In the remainder, we fix a nilpotent normal subgroup N of a finite group G and a torsion element u of V(ZG, N ). We also fix the following notation:
denotes the homomorphism defined in subsection 2.3 for a fixed transversal of N in G. Moreover, for an element g ∈ G we denote ε g (u) = ε g G (u), for shortness, and define for g ∈ G a subgroup of U × G by
Using (2.1) and (2.3) we have
Theorem 2.1 implies that the set (3.5) ℓ QG (u) = {n ∈ N : u p and n p are rationally conjugate for every prime p} contains all the elements g ∈ G with ε g (u) = 0 and if n ∈ ℓ QG (u) then ℓ QG (u) = ℓ G (n). This implies the following obvious observation:
Remark 3.1. Suppose that for every n, m ∈ N with n G = m G there is a prime integer p with n Clearly, |u| = |n| for every n ∈ ℓ QG (u). We first give a description of χ and res U×G U×N (χ) in terms of induced characters. Lemma 3.2. We have
(1) and res
(1).
(1). Since ε g (u) = 0 implies g ∈ ℓ QG (u), the second equality of the first equation holds. Moreover, for the same reason χ and θ are equal on (U × G) \ (U × N ) by (2.2). By Mackey decomposition, for every n ∈ ℓ QG (u), we have
where g∈G/N means a sum with g running on a set of representatives of cosets of N in G. Therefore
So, in order to prove the lemma, it is enough to prove that χ and θ agree on U × N . Using (3.4) and [CW00, Lemma 4.2 and Proposition 4.3] we have that
(1) for unique integers a n . Evaluating both sides at (u, n) for n ∈ N and using (2.2) we deduce that
In particular, if n and m are conjugate in G we have a n = a m and if n ∈ ℓ QG (u) then a n = 0. Therefore
(1) = res
as desired.
A first application of the description of res U×G U×N (χ) is the following equality which will be used in Section 5:
Indeed, res U×G U×N (χ) is a character of degree |G| and each ind
(1), with n ∈ ℓ QG (u), has degree |N |. So, (3.6) follows from the second formula in Lemma 3.2.
The description of χ provides us with the first kind of inequalities which one might call "global inequalities".
If n ∈ ℓ QG (u) and ψ is a character of U × G then let
Observe that if the order of n divides the order of u, in particular if n ∈ ℓ QG (u), then a(n, ψ) = 1, res
and, in particular,
Proof. By Frobenius Reciprocity and Lemma 3.2 we have
Cliff and Weiss [CW00] obtained more precise information on the character res U×G U×N (χ) and this allows us to formulate the "local inequalities" in Theorem 3.4 below.
Fix a prime integer p and x ∈ ℓ QG (u p ). Note that x is unique up to conjugacy in G. For every n ∈ N p ′ and every character ψ of
Consider the following maps
(Caution: X\Y stands for right cosets of X in Y . Do not confuse it with set theoretical difference.) Then α is a group isomorphism and β is a surjective map such that β(gN ) = β(hN ) if and only if gh −1 ∈ C G (n x)N and in this case n g and n h are conjugate in N . Thus 1, res
1, res
Theorem 3.4. Let p be a prime integer and x ∈ ℓ QG (u p ). Then for every character
Proof. By (3.7), for a fix n ∈ ℓ QG (u p ′ ) we have
This implies the equality. By Lemma 3.2, we have
By [CW00, Theorem 3.3], each χ y is a proper character of U p ′ × N p ′ . We apply this to y = x. By Frobenius reciprocity we have ind
and therefore
This finishes the proof.
We next formulate Theorem 3.4 in a special case which includes Proposition 1.1. This will be our main tool for the applications.
Corollary 3.5. Let p be a fixed prime and let K be a normal subgroup of
If N p ′ is abelian then this inequality is equivalent to
Proof. We only have to prove the first inequality because it easily implies the second one after multiplying with |C N ( x)| = |C N (m x)| for m ∈ ℓ G (n). We claim that we may assume that n ∈ ℓ QG (u p ′ ). Indeed, if ℓ QG (u p ′ )∩nK = ∅ then |m CG( x) ∩nK| = 0 for every m ∈ ℓ QG (u p ′ ) and hence the inequality is trivial. Otherwise we can replace n by an element in nK ∩ ℓ QG (u p ′ ). This proves the claim. So in the remainder of the proof we assume that n ∈ ℓ QG (u p ′ ). Hence n and u p ′ have the same order.
Let
Moreover, as n and u p ′ have the same order, (u p ′ , x) ∈ H if and only if x ∈ nK. We thus get
and this implies the corollary by Theorem 3.4.
Remark 3.6. Assume that we are given a class function ε : G → Z such that ε only takes values in a local G-conjugacy class of elements in N and n G ,n∈N ε(n) = 1.
We think the image of ε as the partial augmentations of a possible unit in V(ZG, N ).
In other words when we say that ε satisfies an inequality formulated for partial augmentations of an element u we consider ε(g) as ε g (u)
.
If the values of ε satisfy the inequalities in Theorem 3.4 they also satisfy the inequalities in Proposition 3.3.
Proof. We fix a cyclic group U = u of the same order as an element in the local G-conjugacy class where ε is not vanishing. To prove our claim we introduce the following notation for m p ∈ N p and ψ a character of U × G:
Therefore, if ε satisfies the inequalities of Theorem 3.4 then each A(m p , ψ) ≥ 0 and hence ε satisfies the inequalities of Proposition 3.3.
Subgroup Lattice calculations
In this section we make some calculations on the lattice of a finite abelian group A which will be applied in the next section. A reader only interested in units can skip the proofs.
A subgroup K of A is said to be cocyclic if A/K is cyclic. Let Cyc(A) denote the set of cyclic subgroups of A and let Cocyc(A) denote the set of cocyclic subgroups of A. By convention, a maximal cyclic (respectively, minimal cocyclic) subgroup of A is a maximal element of Cyc(A) (respectively, a minimal element of Cocyc(A)), rather than a cyclic subgroup of A which is maximal (respectively, minimal) as subgroup of A.
It is well know that there is an anti-automorphism Ψ of the lattice of subgroups of 
Therefore Ψ restricts to an anti-isomorphism of ordered sets between Cyc(A) and Cocyc(A). This yields a duality principal: A property holds for Cyc(A) if and only if the dual property holds for Cocyc(A).
The following lemma collects some of the properties satisfied by the cyclic subgroups and the corresponding dual properties for the cocyclic subgroups of an abelian p-group.
We use H ≤ G (respectively, H < G) to express that H is a subgroup (respectively, a proper subgroup) of a group G. 
and the latter holds if and only if K = A. (5) The number of cocyclic (respectively, cyclic) subgroups of A of order (respectively, index) p i is
p L i −1 p−1 p (Li−1)(i−1)+ j<i lj j .
(6) The number of non-minimal cocyclic (respectively, non-maximal cyclic) subgroups of A of order (respectively, index)
Proof. By duality it is enough to prove the statements about cyclic subgroups.
(1) is well known. Furthermore if cx = cy with x, y ∈ L then cy = (cx) n for some n. Then n ≡ 1 mod |c| and hence n ≡ 1 mod p, so that x = y. Thus the number of such groups equals p k−1 . (5) The number of elements of order p i in A is equal to
So the number of cyclic subgroups of order p i is
(6) The number of elements of order p i generating a non-maximal cyclic subgroup of order p i is
Thus, the number of non-maximal cyclic subgroups of order p i is
Recall that the socle Soc(A) of A is the unique minimal subgroup of A containing all the subgroups of A of prime order. In the remainder of the section π is the set of primes dividing the cardinality of A and we assume that A p is the direct product of exactly k p non-trivial subgroups. This is equivalent to
For every K ∈ Cocyc(A) and every prime p let
For example, if K p is minimal in Cocyc(A p ) then α K,p = 1. Moreover, by Lemma 4.1. (4),
If A p is cyclic and K p = 1 then α K,p = 0. Moreover, if K p is minimal in Cocyc(A p ) then α K,p = 1. In all the other cases, i.e. when A p is non-cyclic and K p is non-minimal in Cocyc(A p ), α K,p is negative. This follows from Lemma 4.1. Therefore α K < 0 if and only if K p = 1 for all cyclic A p and the number of primes p for which A p is non-cyclic and K p is not minimal in Cocyc(A p ) is odd.
Proof. We start proving the lemma for the case where A is a p-group. In this case α K = α K,p and the lemma is clear if K is minimal in A. Suppose that K is a non-minimal element of Cocyc(A). Arguing by induction on the cardinality of K we may assume that the lemma holds if K is replaced by any cocyclic subgroup of
This proves Lemma 4.2 for A a p-group. Assume now that A is arbitrary abelian. The map L → (L p ) p defines a bijection from Cocyc(A) to p Cocyc(A p ) and α L,p = α Lp for every L ∈ Cocyc(A) and every prime p (where α Lp is defined relative to A p ). Thus
as desired. This finishes the proof.
Let
Cocyc
Observe that K ∈ Cocyc + (A) ∪ Cocyc − (A) if and only if K p = 1 for every p with A p cyclic and, in that case, K ∈ Cocyc + (A) (respectively, K ∈ Cocyc − (A)) if and only if the number of primes for which A p is non-cyclic and K p is non-minimal is even (respectively, odd). Set
We also define 
Proof. We argue by induction on the cardinality of π. Suppose first that π = {p}, i.e. A is a p-group. In this case we adopt the notation of Lemma 4.1. In particular the exponent of A is p e and A is the product of k non-trivial cyclic subgroups. Hence K ∈ Cocyc − (A) if and only if k > 1 and K is a non-minimal cocyclic subgroup of
Using Lemma 4.1. (5) we have
For the last equality note that |A| = p j≤e lj j and p k = p j≤e lj . Thus
which is the desired equality because {p} is the only element of π − . We argue similarly to calculate m + A . For that we first calculate, using Lemma 4.1, the number of minimal cocyclic subgroups of index p i in A, which is
As, for i = 2, . . . , e, the (i − 1)-th summand of the first (respectively, third) sum cancels the i-th summand of the second (respectively, fourth) sum, we obtain
p−1 , which is the desired equality because π + = {∅}. This finishes the first step of the induction argument.
For the induction step observe that for A = B × C, where B and C are Hall subgroups of A, we have 
Recall that the set A * of linear characters of A is an orthonormal basis of the maps A → C with respect to the hermitian product −, − A . Thus, for every class function ψ of A we have
For each K ∈ Cocyc(A) we fix a linear character ϕ K of A with kernel K and let ψ K denote the sum of the linear characters of A with kernel K. Moreover, for a positive integer k denote by ζ k a complex primitive k-th root of unity. Then
Recall that ∆ B denotes the characteristic function of B, which now is going to be used for subsets of A. Then the regular representation ρ of A satisfies (4.12)
Using (4.12), (4.13) and Lemma 4.2 we deduce
So (4.14)
K∈Cocyc(A)
Using ∆ A\aK = ∆ A − ∆ aK and (4.14) we obtain
5. Applications
5.1.
Positive results on Sehgal's Problem. Our contribution to Sehgal's Problem is a consequence of Corollary 3.5, (3.6) and the formulae obtained in Section 4. In this subsection N is a normal nilpotent subgroup of a finite group G and u a torsion element of V(ZG, N ). We also use Notation 4.3. 
If n ∈ N and π is the set of prime divisors of |A| then the following inequalities hold where m A is defined in (4.10):
Proof. By assumption B p ′ is cyclic for some prime p which will be fixed throughout. If b p ∈ ℓ QG (u) then the left side part of 5.17 is zero, by Theorem 2.1, and hence the inequality holds. Suppose otherwise b p ∈ ℓ QG (u). Then (5.17) is a consequence of Corollary 3.5 for x = b p , K = A and n = b p ′ . Let ν be the set of prime divisors of B p ′ . If K ∈ Cocyc(A) then K ∈ Cocyc(N p ′ ) and hence, applying Corollary 3.5 with x = n p and n = cn ν for c ∈ A, we obtain
In particular,
and summing the inequalities in (5.20), for c running on a set of representatives of the cosets of A modulo K not containing n π we obtain
We have α K > 0 for K ∈ Cocyc + (A) and α K < 0 for K ∈ Cocyc − (A). So, using (4.16), (4.15), (5.21), (5.22) and that ∆ A\A = ∆ ∅ is constantly 0, we deduce that
This proves (5.18).
Finally we prove (5.19). For this we first observe that using (3.6) and (5.17) for
Thus, using (5.18), we get
and hence (5.19) follows.
To state our contribution to Sehgal's Problem we introduce the following notation for an abelian group A where π and k p are as in Section 4, i.e. π is the set of primes dividing the order of A and A p is a direct product of k p non-trivial cyclic p-groups (see Lemma 4.4):
if |π| is odd; 
This shows that every partial augmentation of every element in V(ZG, N ) is nonnegative and hence every element of V(ZG, N ) is rationally conjugate to an element g of G. In particular, ε g (u) = 0 and hence g ∈ N .
If A is cyclic then the hypothesis of Theorem 5.2 holds trivially, as n A = +∞. In this case we obtain at once the following corollary which is also a consequence of the sufficient part of [CW00, Theorem 6.3] and Theorem 2.1. Unfortunately, for A non-cyclic, the expression of n A in Theorem 5.2 is quite technical. More friendly bounds can be obtained in special situations. By Corollary 5.3 the next cases of interest are when either A is a non-cyclic p-group or when every Sylow subgroup of A is generated by at most two elements. The following corollaries give bounds in these situations. 
Therefore, the hypothesis of the corollary is equivalent to the hypothesis of Theorem 5.2. Thus, if we assume that kA
This finishes the proof of (5.23). Now we define
. We have to show that A − k = kB k and again we argue by induction on k. The case k = 1 is trivial because A − 1 = B 1 = 1. Hence we assume A − k = kB k and, using (5.23) and the recursive formulae for A ± k , we have
This finishes the proof of the lemma. Proof. Observe that if C is cyclic of order coprime with |A| then n A = n A×C . Hence we may assume without loss of generality that every Sylow subgroup of A is non-cyclic.
Let p 0 < p 1 < · · · < p k−1 be the primes dividing |A|, so by assumption Soc(A i ) ∼ = C 2 pi for every i. Thus
If k = 1 then the latter number is p 0 which yields the result in this case. So suppose k ≥ 2. Then p 0 + 2i ≤ p i for each i. Moreover, if 0 < x ≤ y then x x+1 ≤ y y+1 . Hence, using Lemma 5.6 for x = p 0 , we obtain
We are ready for the Proof. We argue by induction on the order of N , with the case N = 1 being trivial. In particular, we assume that if q is a prime dividing the order of N then any torsion unit of V(Z(G/N q )) which is not in V(Z(G/N q ), N/N q ) is rationally conjugate to an element of G/N q . Let p = [G : N ] and let u ∈ V(ZG) be a torsion unit such that u / ∈ V(ZG, N ). This implies that p divides the order of u. Note that if N is a p-group, so is G and the Zassenhaus Conjecture holds by [Wei88] . Let q be a prime dividing |G| different from p. Use bar notation for reduction modulo N q and its Z-linear extension. By the induction hypothesis u is rationally conjugate to an element of G and hence the partial augmentations of the powers of u are non-negative.
If q is not a divisor of the order of u then for every d | n the partial augmentations of u d and u d coincides and hence u is rationally conjugate to an element of G. Hence we may assume that q divides the order of u. By Theorem 2.1, there exists a nontrivial element y ∈ N q such that y is conjugate in Z p G to u q . Then, by [Her08, Lemma 2.2], if ε g (u d ) = 0 then y d is conjugate in G to g q . Since the image of u in V(Z(G/N )) is non-trivial there exists an element x ∈ G such that ε x (u) = 0 and the image of x in G/N is not the identity. This implies, in particular, that G = N, x p . Moreover, by the above, we can assume x q = y, so x p ∈ C G (y). Let H = N q ′ , x p . Then G = HN q and H ≤ C G (y). We will show that whenever g 1 and g 2 are non-conjugate elements in G which satisfy ε g1 (u d ) = 0 and ε g2 (u d ) = 0 then g 1 and g 2 are also not conjugate. This will imply that ε g (u d ) = ε g (u d ) ≥ 0 for every g ∈ G and hence u is rationally conjugate to an element of G.
So let g 1 and g 2 be non-conjugate elements in G such that ε g1 (u d ) = 0 and ε g2 (u d ) = 0. By the above, we may assume g 1 = h 1 y d and g 2 = h 2 y d with h 1 , h 2 ∈ H. Assume that g 1 and g 2 are conjugate in G/N q . So there exists also a z ∈ H such that h 
