[1] We describe a simple mathematical model capable of reproducing the main features of sand wave inception and growth. In particular we focus on the prediction of the migration rates that sand waves undergo because of tidal and residual currents. The model adequately predicts migration rates even for the cases of upstream-propagating sand waves, i.e., for sand waves which migrate in the direction opposite to that of the residual current. We show that upstream/downstream propagation is mainly controlled by the relative strength of the residual current with respect to the amplitude of the quarter-diurnal tide constituent and by the phase shift between the semi-diurnal and quarter-diurnal tide constituents. Therefore, to accurately predict field cases, a detailed knowledge of the direction, strength, and phase of the different tide constituents is required.
Introduction
[2] Among the many bedforms occurring in coastal regions characterized by non-cohesive (sandy) deposits, sand waves are undoubtedly one of the most important for human activities. Sand waves typically occur in shallow seas, among which the North Sea is one of the most studied [Van Veen, 1935; Langeraar, 1966; Stride, 1970; McCave, 1971; Huntley et al., 1993; Dyer and Huntley, 1999] . Typical wavelengths range from 100 m up to 1 km and typical heights are of the order of 1-10 m, i.e., a considerable portion of the local water depth. They are induced by tidal currents, and one of the most striking characteristics of sand waves is that they are not static bedforms. Indeed they migrate, their crests almost orthogonal to the direction of the velocity oscillations induced by the tide, at a rate which strongly depends on the tide characteristics and, in particular, on the intensity of the local residual currents and can be of up to some tens of meters per year [Terwindt, 1971; Bokuniewicz et al., 1977; Fenster et al., 1990] . The sawtooth-shaped profile of sand waves is similar to, but less asymmetric than, that of desert sand dunes or that of dunes observed in fluvial environments. However, the mechanism leading to the formation of sand waves is different from that which induces the appearance of desert and fluvial dunes since the basic flow in which sand waves develop has an oscillatory character. The reader interested in bedforms generated by steady currents is referred to Engelund and Fredsøe [1982] and Richards [1980] , and references therein.
[3] As already pointed out, sand waves are rhythmic seabed features of great practical relevance. Indeed, there are many economical activities which are affected by the presence of sand waves and in particular by their migration. Sand wave migration can represent a serious hazard to pipelines which are laid in a region of intense seabed activity. A few examples can be found of generation of large free-spans, related to sand waves migration, which may lead to buckling or even failure of the pipeline. On the other hand, self-burial can also occur in relation with sand wave activity. Moreover, intensive dredging activities may be required because of sand waves migrating into or along shipping channels and harbors, hence reducing the local water depth and, consequently, the navigability.
[4] As pointed out by Hulscher [1996] and later discussed by Gerkema [2000] , Komarova and Hulscher [2000] , Besio et al. [2003] (BBF hereinafter), the process which leads to the formation of these bedforms is similar to that originating sea ripples under sea gravity waves [Sleath, 1976; Blondeaux, 1990; Blondeaux and Vittori, 1999; Blondeaux, 2001] . In fact, the interaction of the oscillatory tidal flow with bottom perturbations gives rise to a steady streaming in the form of recirculating cells. When the net displacement of the sediment dragged by this steady streaming is directed toward the crests of the initial bottom perturbation, the amplitude of the perturbation grows and bedforms are generated. On the other hand, the flat bottom configuration turns out to be stable when the net motion of the sediment is directed toward the troughs of the bottom perturbation.
[5] The first detailed investigation of sand wave formation is due to Hulscher [1996] . In Hulscher's [1996] method, turbulent stresses are handled by means of the Boussinesq hypothesis and the eddy viscosity is assumed to be constant in time and over the water depth. Hence the noslip condition at the bottom is replaced by a partial slip condition which assumes that the velocity gradient component normal to the bottom is proportional to the velocity through the constants (Engelund [1970] ).
[6] The hydrodynamics of the problem is characterized by the presence of the parameter r, which is the ratio between the amplitude of the horizontal tidal excursion and the wavelength of the sand waves and turns out to be large for field conditions (i.e., O(10 2 )). Therefore, as discussed by Gerkema [2000] , the truncated solution of Hulscher [1996] describes the mechanism which originates sand waves but it cannot provide accurate quantitative results. Exploiting the fact that for field conditions, r is large, Gerkema [2000] solved the problem by using an asymptotic approach for large values of r which strictly speaking is valid when the dimensionless stress parameter s =sH (H being the water depth) is much larger than 1. On the contrary, field data show that s is of order 1 and, in many cases, even smaller than 1 [Hulscher, 1996; Hulscher and Van Den Brink, 2001] . More recently, BBF solved the problem by means of a procedure able to provide the solution for arbitrary values of r and s.
[7] The model proposed by BBF forms the basis for the present analysis: Inclusion of steady current and various harmonic components of the tidal wave in the description of the phenomenon is the main novelty of the present work which allows for the prediction of the migration speed of sand waves. In fact, if only one tidal component is accounted for and the residual current is neglected as done by Hulscher [1996] , Gerkema [2000] , Komarova and Hulscher [2000] , and BBF, the flow at time t + T/2 (T being the tide period) is the mirror image of that at time t, the time-averaged flow is symmetric, and no migration of sand waves can be induced. Although for practical problems, migration is probably the most important property of sand waves, only Németh et al. [2002] modeled sand wave migration. Németh et al. [2002] investigated the phenomenon by means of a model similar to that of Hulscher [1996] and hence with an approach which is strictly valid only when the parameter r is moderate. Moreover, Németh et al. [2002] considered only the presence of a residual current and found that sand waves always migrate downstream, i.e., in the direction of the steady current. As discussed in the following, field data exist which show that sometimes sand waves migrate upstream, i.e., against the residual current. Even though different elements can contribute to sand wave migration (e.g., storms, winddriven currents, etc.), we show that such an upstream migration can be modeled by investigating the interaction of different tide constituents.
[8] The rest of the paper is organized as follows. In the next section we illustrate a field case of upstream-propagating sand waves which motivates our analysis. Then the problem is formulated on the basis of BBF. In section 4 the basic flow generated by the tide and by the residual current over a flat bottom is described. In section 5, bottom perturbations are introduced and their time development is determined. Some model results are presented in section 6, and fair predictions of field conditions are obtained thus supporting the reliability of the model. The final section is devoted to a discussion of the results and some concluding remarks.
Do Sand Waves Always Migrate Downstream?
[9] In the literature it is usually reported that sand waves generated by tidal currents migrate downstream, i.e., in the direction of the residual steady current, at a speed of the order of several meters per year [Németh et al., 2002] . However, in the following, an example of a field case characterized by upstream-migrating sand waves is described. This field observation is not surprising. Indeed, the theoretical analysis described in section 3 shows that a simple mechanism exists able to cause the migration of sand waves in the direction opposite to that of the residual steady current.
[10] Data concerning bathymetry, sediment properties (e.g., grain sizes, porosity, density) and current properties (i.e., tide and residual current characteristics, sea waves, etc.) have been provided by SNAMPROGETTI S.p.A. and come from a number of field surveys carried out in the North Sea (see Figure 1 ) between 1988 and 1995 for two pipeline engineering projects, namely ''Zeepipe'' and ''Norfra. '' [11] In the period August -October 1988 bathymetric surveys were performed within 28 corridors lying along the path shown in Figure 1 and progressively numbered from the coast toward the open sea. Two vessels equipped with ''Simrad EM100'' multibeam echo sounders were used. The primary positioning systems used during the bathymetric surveys were both the ''Trinsponder'' and the ''Syledis,'' while a differential GPS was used for control purposes. The positioning system gave a standard deviation better than ±3 m. Single-beam echo sounders were also used to check the depth measurements provided by the Simrad EM100. The vertical datum was the mean sea level. To calculate the tide and to have an accurate datum, a total of 50 tide recording stations were established along the planned route.
[12] The surveyed area has a water depth ranging from 7.5 to 50 m. Sediment characteristics were obtained by analyzing samples taken from the bottom surface and in boreholes reaching about 5 m below seabed. In all the surveyed area there is a thick surface layer of sand, the mean diameter of which ranges between 0.25 mm and 0.6 mm. Along many corridors, sand waves were observed. The typical features of the existing sand wave field were established through an analysis of the detailed bathymetric data. Sand waves present heights ranging between 2 m and 10 m and wavelengths varying between 120 and 500 m. Sand waves are asymmetrical in most of the region of interest. Examples of the bathymetric data collected during the surveys are shown in Figures 2 and 3 where the bottom topographies measured at the ''SW1'' (51°35 0 N, 3°2 0 E) and ''SW2'' (52°21 Moreover, it appears that the bedforms in the eastern part have crests which are almost orthogonal to the direction of the M2 tide component (see Table 1 ), while the crests of those present in the western part are orthogonal to the steady current and to the M4 tide component. It is not easy to explain why sand waves characteristics change in such a small area (the surface of SW1 is only 4 Â 2 Km 2 ). A careful analysis of the bathymetric data shows that the mean bottom slope in the eastern part differs from that of the western part and, hence this topographic difference may trigger the appearance of different bedforms.
[13] Sand waves of the SW2 area are characterized by a more regular pattern. In contrast to what is found in the SW1 area, no major differences have been found by analyzing properties of sand waves along different sections. In fact, sand waves are characterized by a wavelength of about 275 ± 70 m along section P1 and of about 296 ± 73 m along section P2, and their heights range from 3.5 m to 5.5 m over the whole SW2 area.
[14] The bottom configuration was measured again in March 1989 , March 1990 , and March 1995 only along the transects drawn in Figures 2 and 3, which were chosen by SNAMPROGETTI as representative of sand wave fields encountered along the route of the ''Zeepipe'' pipeline. The bottom configuration along the transects was monitored in detail with the specific purpose of evaluating sand wave migration and mobility. The measured data are shown in Figures 4 and 5. From this bathymetric data the migration speed has been evaluated by looking at the displacement of each crest (see Figure 6 , which shows some specific bedforms) and computing the average of the observed bedforms.
[15] For current data, we have used those collected at the measurement sites (triangles on Figure 1 ) located at (52°41 0 N, 3°11 0 E) (station 9), (52°00 0 N, 3°5 0 E) (station 10), and (51°30 0 N, 3°5 0 E) (station 11) and therefore are taken as representative of current conditions at SW1 (station 11) and SW2 (stations 9 and 10), respectively. Measurements were carried out 3 m from the bottom. The measurement campaign was carried out in the period 15 October 1998 to 31 March 1989. The harmonic analysis of the tidal current has been performed for the current time series, which have a length sufficient to resolve the main tidal constituents.
[16] For each tide constituent it was possible to obtain the amplitude of the major half axis of the tidal current ellipse, the amplitude of the minor half axis of the tidal current ellipse (a positive minor axis means that the vector rotates in the counterclockwise direction; a negative value indicates clockwise rotation), the inclination of the major half axis, indicated as the angle from the east axis in the counterclockwise direction, and the Greenwich phase lag of the constituents (in degrees). It turns out that the tidal currents at the measuring sites are mainly semi-diurnal with M2 as the dominant constituent. Weaker diurnal and quarter-diurnal contributions as well as a steady current are also evident. Table 1 summarizes the characteristics of the tide constituents for station 11. Similar results are available for stations 9 and 10 which are not here reported for the sake of brevity.
[17] At this stage it is worth providing a brief description of the procedure adopted to evaluate the tide characteristics which are used in the following to run the model. On the basis of the data shown in Table 1 , the time history of the tidal current along the transects has been reconstructed. In particular, the velocity induced by each tide constituent has been projected along each transect (accounting for its amplitude, frequency, and phase) and summed up to the other contributions. Then, applying a FFT (Fast Fourier Transform) algorithm over time windows of 12 hours and 25 min and averaging over the total number of the windows, the amplitude and phase of the one-dimensional, representative residual (Z0), semi-diurnal (M2), and quarter-diurnal (M4) tide constituents, defined as those which best approximate the reconstructed signal, have been evaluated. This procedure has been employed since the theoretical model only accounts for the above three tide constituents.
[18] The analysis of the data measured at SW1 reveals that, rather surprisingly, along the P1 and P2 sections during the period ranging from 1988 to 1989, sand waves migrate in a direction opposite to that of the residual current (see Table 2 ). From 1989 to 1995 sand waves still migrate in the same direction. However, since current data are not available for this period and it is not possible to state that the migration is in the direction opposite to that of the residual current (see Table 3 ). In the same periods at SW2, bathymetric data reveal a downstream migration.
[19] Can these field data and in particular the upstream sand wave migration observed at SW1 from 1988 to 1989 be explained by means of a simple model similar to that used by BBF? In the following it is shown that the answer is positive even though more tidal constituents must be taken into account when studying the interaction of tidal currents with the bottom waviness.
Formulation of the Problem
[20] We consider the flow generated by a tidal wave propagating over a cohesionless bed and investigate the time development of the bottom configuration it induces. 
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The Coriolis force only slightly affects sand waves which can be considered to have crests perpendicular to the main tidal current. Hence the process leading to the formation of sand waves can be described using a two-dimensional vertical (2DV) model [Gerkema, 2000; Komarova and Hulscher, 2000; Németh et al., 2002] . The hydrodynamics of the problem is then described by the momentum and the continuity equations which, respectively, read
where x denotes the horizontal coordinate in the direction of tide propagation, z is the vertical coordinate, u = (u, w) are, respectively, the horizontal and vertical velocity components averaged over the turbulence, and r is the operator defined by (@/@x, @/@z). Moreover, the density r and the eddy kinematic viscosity A, which is introduced to model the Reynolds stresses, are assumed to be constant in space and in time.
[21] A constant eddy viscosity provides an acceptable description of the flow induced by the tide propagation when the no-slip condition at the bottom is replaced by a partial-slip condition
where @/@n denotes the derivative in the direction normal to the bottom, u k indicates the alongslope velocity component, ands is a stress parameter [Engelund, 1970] . Moreover, in (3), z = h(x, t) describes the bottom profile. Finally, at the bed the normal velocity component should vanish,
[22] Following the recent works of Gerkema [2000] and Komarova and Hulscher [2000] , at the free surface (z = H) we use the rigid-lid approximation and force
As discussed in BBF, an estimate ofs can be obtained using
while an estimate for the eddy viscosity A is given by
In equations (6) and (7), k = 0.41 and e are, respectively, the Von Karman's constant and the seabed roughness, H is the total water depth, andÛ 1m is the amplitude of the depthaveraged velocity oscillations induced by the main tidal component (typically the semi-diurnal component). A comprehensive discussion of the values ofs and A which should be used to get an appropriate description of field conditions is given by Hulscher and Van Den Brink [2001] .
[23] The morphodynamics of the problem is governed by the sediment continuity equation which simply states that convergence (or divergence) of the sediment flux must be accompanied by a rise (or fall) of the bed profile,
where Q denotes the sediment flux per unit width divided by a porosity factor. The problem is closed by the sediment transport predictor,
[24] The above sediment transport formula is obtained by relating Q to the agitating forces which act on sediment grains. The latter move subject to the drag force and to the tangential component of gravity acting along the bed profile, other forces being negligible. The sediment transport induced by the drag force is assumed to be proportional to the third power of the fluid velocity [Bailard, 1981; Bailard and Inman, 1981] , while that caused by gravity is known to be linearly related to the local bottom slope when the latter is small [Fredsøe, 1974] . In equation (9) the constant a has typically values of the order of 10 À4 -10 À3 s 2 m À1 while g is the dimensionless bed-slope parameter which typically assumes values ranging from zero to order one. Relationship (9) can be judged to be based on an oversimplified picture of reality (for example Figure 6 . Details of sand wave profiles in the area SW1 along transect P2.
C04018 BESIO ET AL.: ON THE MODELING OF SAND WAVE MIGRATION sediment, transported by sea gravity waves is not considered by equation (9)); however the works by Gerkema [2000] and Komarova and Hulscher [2000] , who used a similar sediment transport predictor, show that the use of equation (9) in the problem under consideration leads to a fair description of the phenomenon and to reliable predictions.
Basic State
[25] In order to model the flow locally induced by the propagation of the tidal wave, we consider the flow over a flat bottom forced by a horizontal pressure gradient which we assume to be the sum of (1) a steady component, (2) an oscillatory component of angular frequency s, and (3) an oscillatory component of angular frequency 2s.
[26] As shown in the following (see equations (14) - (15)), the complex amplitudes P 1x and P 2x of the oscillatory pressure gradient can be related to the amplitude and phase of the semi-diurnal and quarter-diurnal tidal wave constituents, respectively, and P 0x to the strength of the residual current.
[27] It can be easily verified that the vertical velocity component of the basic flow vanishes identically, while the horizontal component reads
where D n is a viscous length defined in terms of the kinematic eddy viscosity A and of the angular frequency of the tide oscillations s,
Moreover, the amplitudes jÛ 1m j and jÛ 2m j of the depthaveraged velocity oscillations arê
while the depth-averaged value of the steady currentÛ 0m iŝ
[28] For the sake of brevity we avoid reporting the explicit expression of the relative phase f between the semi-diurnal and quarter-diurnal constituents, which can be easily computed from the knowledge of the complex functions described by equation (11). It follows that the values of P nx , which are necessary to generate assigned tidal currents, can be easily computed.
Time Development of the Bottom Perturbations
[29] As in the work of Hulscher [1996] , Gerkema [2000] , and BBF, we assume that sand waves are originated by an inherent instability of the seabed forced by tidal currents, and therefore we perform a stability analysis of the flat bottom configuration. We consider perturbations of small amplitude (strictly infinitesimal) and linearize the problem. A normal mode analysis can be applied and a generic component of the bottom perturbation of the form
can be considered. In equation (16), Å is assumed to be much smaller than H and k is the perturbation wave number.
[30] The presence of the bottom waviness (equation (16)) induces a perturbation of the oscillatory flow described by equation (11). Because of the assumption Å(t) ( H, it is possible to write the velocity field in the form
where É is the stream function associated with the velocity field induced by the bottom perturbation.
[31] In order to solve the mathematical problem posed by equations (1) -(9), we make it dimensionless by introducing the following dimensionless variables, which are denoted by an apex,
[32] In equations (18) -(21) the time t has been made dimensionless using both the tide frequency s and the morphodynamic timescale H 2 /(aÛ 1m 3 ). The amplitudê U 1m of the depth-averaged velocity oscillations induced by the main tide component is taken as scaling velocity. The introduction of two time variables (t 0 , T 0 ) is justified because the flow field changes over the timescale t 0 while the sea bottom development takes place over the timescale T 0 .
[33] Since the morphodynamic timescale turns out to be much larger than the characteristic timescale of the flow, the equations governing the flow evolution can be decoupled 
with the following boundary conditions:
[34] In equation (22) the operator N 2 is defined by
Moreover, m,r, and s are dimensionless parameters defined in the following (see equation (27)). Equation (22) is simply the linearized (we remind the reader that Å ( 1) vorticity equation obtained applying the curl operator to the momentum equation (1). This is a standard procedure in hydrodynamic stability, and details are omitted for the sake of brevity.
[35] Finally, the time development of the bottom configuration, after averaging over the tidal cycle, is described by
where the brackets hi denote the time-average over the tidal cycle. Of course, in equation (25), Å indicates the amplitude of the bottom perturbations in which the small oscillations of the bottom profile, which take place around its average value during the tidal cycle, have been neglected.
[36] The problem is characterized by the following dimensionless parameters:
[37] The parameter d is the dimensionless wave number of the bottom perturbation. Since sand waves are characterized by wavelengths of the order of 100 m and the water depth is of tens of meters, d is expected to assume values of order 1. The parameterr is similar to a Keulegan-Carpenter number. Typical values ofÛ 1m are of about 1 m/s, and s is equal to 1. [38] As already pointed out, the morphodynamic timescale is much larger than the hydrodynamic timescale (the tide period). Hence the problem posed by equations (22) - (26) can be split into two parts: the hydrodynamics governed by equations (22) - (24), the solution of which provides É, and the morphodynamics governed by equations (25) - (26), the solution of which provides the time behavior of Å.
[39] The hydrodynamics is here solved by means of a procedure similar to that employed by Vittori [1989] and Vittori and Blondeaux [1990] in a different context. In fact, since the basic flow is time periodic, the function C can be expanded as a Fourier series in time,
[40] Then, substitution of equation (28) into equations (22) - (24) leads to the following set of coupled linear ordinary differential equations:
along with the following boundary conditions:
[41] The reader should note that the presence of the terms withÛ 0 andÛ 2 makes equation (29) different from the analogous equation solved by BBF and, as a consequence, the solution of equation (29) is no longer symmetric with respect to the crests and troughs of the bottom waviness. As shown in section 6, the loss of symmetry is the cause of sand wave migration.
[42] By neglecting harmonics higher than the N th in the Fourier series (equation (28)), the functionsÉ n can be determined numerically using a finite difference scheme and a shooting procedure. More precisely, starting from z = 1, a set of 2N + 1 linearly independent solutionsÉ n ( j) are obtained assuming linearly independent values for the second and third derivatives ofÉ n . Then the solution is determined as a linear combination of É n ( j) , which satisfies the boundary conditions at the bottom. The number N of harmonics retained in equation (28) has been chosen on the basis of numerical experiments in order to ensure good accuracy of the obtained solution.
[43] Once the stream function associated with the bottom perturbation is computed, the temporal development of the amplitude Å of the generic component of the perturbation can be easily evaluated from equations (25) and (26). It turns out that
in which G can be determined on the basis of the computed flow field. Then it follows that
Results
[44] The model allows for the computation of both the growth/decay rate of the bottom perturbations and their dimensional migration speed c. These quantities can be easily computed by noticing that the bottom configuration turns out to be described by
Gr aÛ 3 1m
where the complex quantity G has been split into its real (G r ) and imaginary (G i ) parts. The real part G r controls the amplification/decay of the bottom perturbations while, as shown by equations (35), G i is related to their migration speed. The dimensional migration speed is c ¼ aÛ
Relationship (33) allows us to evaluate the growth rate G of the bottom perturbations as function of the tidal currents and sediment characteristics.
[45] The behavior of G as a function of the parameters of the problem when the tide has only the semi-diurnal component is discussed by BBF. In particular, BBF show that for P 0x = P 2x = 0, the imaginary part G i of G turns out to be identically zero and the bottom perturbations do not migrate. This finding could be easily guessed since the flow at any phase j of the cycle is the mirror image of that at j ± p. For values of the parameters typical of tides in shallow sandy seas, the amplification rate G r plotted versus the dimensionless wave number is characterized by a maximum which takes place for a value of d that we denote with d max .
Assuming that sand waves are originated by the growth of the most unstable perturbations, the predicted wavelengths of sand waves agree with field observations. Indeed, Figure 7 , where G r and G i are plotted for values of the parameters describing the conditions of the SW1 area estimated on the basis of measurements taken during the years 1988-1989, shows that the predicted wave number of the most unstable mode is d max % 0.62 and the dimensional wavelength turns out to be L = 2pH/d max % 203 m, a value close to the observed sand wave size which along P2 ranges about 210 m. The results of Figure 7 have been obtained by setting to zero the value of the currents associated with the Z0 and M4 tide constituents, and the value of G i vanishes.
[46] When the residual steady current is added, sand waves are found to migrate. Indeed, Figure 8 shows that the presence of a residual current makes the flow lose its symmetry, and it induces values of G i different from zero. In Figure 8 the parameters have been fixed equal to those of Figure 7 , to describe what happens along the P2 transect, but adding the measured residual current. It is worth pointing out that the results indicate that a positive value of the residual current induces negative values of G i , thus showing that sand waves migrate in the direction of the residual current which, as the x-axis, points northeast. These results qualitatively agree with those of Németh et al. [2002] even though the present analysis allows for more accurate results to be obtained. Indeed, as discussed by Gerkema [2000] , the evaluation of the flow induced by the interaction of the bottom perturbations with the tidal currents by means of just one/two harmonic components in equation (28) is strictly appropriate only for small values ofr, while large In fact, the interaction between the flow induced by tide propagation and the bottom waviness gives rise to a perturbed flow characterized by a large number of time harmonic components, which are generated through a cascade process. Figure 9 allows for a comparison between the values of G r and G i predicted with N = 1 and those obtained with large values of N such that G r and G i are independent of N . For this specific case a computation with N = 1 would overestimate the wavelength by more than 30% and the migration speed of the most unstable mode would be underestimated by about 70%.
[47] The theoretical results of Figure 8 would suggest that sand waves should migrate from southwest to northeast, i.e., in the residual current direction, while field observations indicate that sand waves migrate upstream, i.e., from northeast to southwest.
[48] To explain this upstream migration in the framework of the model formulated in section 5, it is necessary to account for the presence of the M4 tide component which is characterized by a frequency which is twice that of the principal component. Indeed, the results of Figure 10 show that the interaction of the tide harmonic components M2 and M4, notwithstanding the presence of the residual current Z0, can lead to positive values of G i , i.e., to a migration from northeast to southwest in agreement with field data.
[49] It is also interesting to point out that the dimensional migration rates predicted by the present analysis with appropriate values of a turn out to be of the order of few meters per year, values which are similar to those observed in the field. Indeed, if a is chosen to be 1 Â 10 À3 s 2 m À1 , i.e., a value within the range suggested by Gerkema [2000] , the value of c for the most unstable mode is equal to about 1.6 m/yr, and the average migration speed of sand waves observed in the period 1988 -1989 along P2 is of about 6 m/yr (see Table 2 ) and the standard deviation is equal to 3.8 m/yr. It is also worth pointing out that the model predictions have been made by fixing the phase between the M2 and M4 constituents according to the measured field values (we remind the reader thatÛ 1m andÛ 2m are complex quantities). In fact, as shown by Figure 11 , in which only M2 and M4 force the flow, the value of G i is strongly affected by the phase shift f between the two tide constituents. In other words, sand waves can migrate in the upstream direction only when an appropriate phase shift exists between the M2 and M4 tide components.
[50] If the current data are projected along P1, which is about the direction of the major axis of the M2 ellipse, the results of Figure 12 are obtained. The predicted wavelength of the most unstable mode does not significantly change, while in the field the bedforms observed along transect P1 are shorter than those observed along transect P2. Moreover, the predicted migration speed (0.6 m/yr) slightly decreases while the field observations indicate a slight increase. Indeed, the analysis of the bathymetric data along transect P1 leads to an observed migration speed equal to 8 m/yr with a standard deviation equal to 3.2 m/yr (see Table 2 ).
[51] A fair agreement between model predictions and field data is also found when the SW2 area is considered. The values of the model parameters are fixed taking the average between those measured at station 9 and those measured at station 10, since SW2 is midway between the locations of the two current-meters. Figure 13 suggests that the most unstable mode is characterized by a wave number d max % 0.5 giving a wavelength equal to L % 500 m, not far from the observed value. In accordance with field observations, the interaction among the M2, M4, and Z0 tidal constituents leads to negative values of G i , i.e., to sand waves migration in the direction of the residual current which points from south to north. The predicted migration speed, which turns out to be of about 18 m/yr, overestimates the measured values which are of 1.5 m/yr and 1.8m/yr along transects P1 and P2, respectively. The standard deviation of the measured values is about 5.7 m/yr along both transects (see Table 2 ).
Discussion and Conclusions
[52] The present analysis supports the idea that sand waves in tide-dominated coastal areas arise because of an inherent instability of the flat bottom configuration subject to tidal currents. The interaction of an oscillatory tidal current with a bottom perturbation gives rise to steady recirculating cells. When the steady streaming close to the bed is directed from the troughs toward the crests of the bottom perturbation and is strong enough to overcome gravity effects which tend to carry the sediment from the crests toward the troughs, the perturbation grows and gives rise to bottom patterns. The presence of a residual current induces a distortion of the form of the recirculation cells which are no longer symmetric with respect to the crests and troughs of the sand waves. This distortion and loss of symmetry is the cause of sand wave migration. The loss of symmetry can also be caused by the presence of the M4 tide constituent. Although the current induced by the superposition of the M2 and M4 tide constituents has a vanishing time average, sediment and bedforms can be moved in a preferential direction because of the nonlinear relationship between the fluid velocity and the sediment transport. As in other theoretical analyses of the phenomenon [Gerkema, 2000; Komarova and Hulscher, 2000; Németh et. al, 2002] , the present model is based on the assumption of unidirectional tidal currents, even though field data show that the velocity field generated by a tide constituent has a predominant direction but may have also a significant transverse velocity component. Moreover, the major axes of the tidal ellipses generated by different tide constituents may form significant angles. Hence, when the model has been used to predict field conditions, the measured current data have been projected along the direction normal to sand waves crests. At SW1 the direction of the transect P1 is almost coincident with the major axis of the M2 ellipse while the residual current and the major axis of the M4 ellipse are rotated of about 30°; the transect P2 is almost coincident with the major axis of the M4 ellipse and the direction of the residual current while the M2 ellipse is rotated of about 30°. Similar values characterize the SW2 site. Taking into account that the projection of the tidal currents along the normal to sand waves crests differs from original value by an amount less than 15% (cos 30°ffi 0.87), the use of the unidirectional model to investigate the field cases described in the paper appears appropriate.
[53] Indeed, notwithstanding the simplified description of the hydrodynamics and of the sediment transport, the present model predicts the formation of patterns characterized by wavelengths comparable with those observed in the field. Moreover, the model is able to predict the direction of sand waves migration and provides a reasonable estimate of the migration speed, even though a more refined model would be necessary to get migration speeds. Some quanti- tative discrepancies are present between the theoretical predictions and the field data; however, the agreement is satisfactory if the relative error is compared with the typical values of the relative errors provided by the existing morphodynamic stability analyses which are used to predict the characteristics of fluvial, coastal, and estuarine bedforms [Blondeaux, 2001] . Indeed, in the literature, relative errors equal to 100% and even larger are judged to be satisfactory [see, e.g., Colombini et al., 1987; Blondeaux, 1990; Vittori and Blondeaux, 1990; Colombini, 1993; Calvete et al., 2001] , and quite Often, comparisons between theoretical findings and laboratory and/or field observations are made considering just the order of magnitude of the results or looking at their qualitative behavior [see, e.g., Vittori et al., 1999; Coco et al., 2000; Komarova and Hulscher, 2000; Komarova and Newell, 2000] .
[54] To conclude, we point out that the model requires the knowledge of the eddy viscosity A and of the stress parameters. Presently, A ands have been estimated using equations (6) and (7) and assuming a roughness height equal to 3 cm which can be thought to be induced by the presence of sea ripples of medium size. Figure 14 shows the results analogous to those of Figure 13 obtained for larger and smaller values of the roughness size. Quantitative differences can be observed, even though no qualitative change is present and the predicted values have the same order of magnitude as the observed ones. Notwithstanding that the value of a does not affect the predicted wavelength of the most unstable sand waves, the migration rate is proportional to a (see equation (35)) and the evaluation of c requires reliable estimates of a. Only use of a more refined model can overcome these drawbacks. (6), (7), and (27).
