This paper considers the maximum generalized empirical likelihood (GEL) estimation and inference on parameters identified by high dimensional moment restrictions with weakly dependent data when the dimensions of the moment restrictions and the parameters diverge along with the sample size. The consistency with rates and the asymptotic normality of the GEL estimator are obtained by properly restricting the growth rates of the dimensions of the parameters and the moment restrictions, as well as the degree of data dependence. It is shown that even in the high dimensional time series setting, the GEL ratio can still behave like a chi-square random variable asymptotically. A consistent test for the over-identification is proposed. A penalized GEL method is also provided for estimation under sparsity setting.
Introduction
In economic, financial and statistical applications, econometric models defined with a growing number of moment restrictions are increasingly employed. Vector autoregressive models, dynamic asset pricing models, dynamic panel data models and high dimensional dynamic factor models are specific examples; see Bai and Ng (2002) and Stock and Watson (2010) for detailed descriptions. These models as well as large scale macro-economic models are typically for time series data which exhibit temporal dependence, and at the same time the data are of high dimension due to a large number of variables, relative to the sample size, are incorporated to the models.
The moment restriction models are the inferential settings of the Generalized Method of Moment (GMM) of Hansen (1982) which is the most popular econometric method for semiparametric statistical inference. There are two dimensions which play essential roles in the inference: the dimension of the moment restrictions and the dimension of the unknown parameter. When the two are fixed, there is a set of established literature on inferential procedures, which include Rothenberg (1973) for the minimum distance (MD) method, Hansen (1982) and Hansen and Singleton (1982) for the GMM, Owen (1988) , Qin and Lawless (1994) , Kitamura (1997) , Smith (1997) and Newey and Smith (2004) for empirical likelihood (EL) and generalized empirical likelihood (GEL) . Following the analysis of Newey and Smith (2004) for independent observations, Anatolyev (2005) considered the second order biases of the GMM and GEL estimators for dependent data. Among these methods, the EL has the attractive properties of the Wilks' theorem (Owen, 1988 (Owen, , 1990 Qin and Lawless, 1994) and Bartlett correction (Chen and Cui, 2006, 2007) , as well as a smaller second order bias. See Owen (2001) , Kitamura (2007) and Chen and Van Keilegom (2009) for reviews.
There have been studies on the EL and related methods under high dimensionality. Chen, Peng and Qin (2009) and Hjort, McKeague and Van Keilegom (2009) evaluated the EL ratio for the mean under high dimensional setting. Tang and Leng (2010) and Leng and Tang (2012) evaluated a penalized EL when the underlying parameter is sparse in the context of the mean parameters and the general estimating equations, respectively. By doing without the self-standardization property of conventional EL, Lahiri and Mukhopadhyay (2012) proposed a modified EL method by adding a penalty term in the objective function for the means and showed that the dimension of the parameter can be larger than the sample size.
Motivated by high dimensional models arisen in contemporary econometric modeling, we investigate in this paper high dimensional GEL inference with the number of moment restrictions and the dimension of the unknown parameter growing along with the sample size for weakly dependent observations. Let p and r denote the dimension of the unknown parameter and the number of moment restrictions, respectively. When r ≥ p, we investigate the impacts of p and r on the consistency, the rate of convergence and the asymptotic normality of the GEL estimator, and the asymptotic normality of the GEL ratio statistics. We show that, even in this high dimensional nonlinear time series setting, the GEL ratio still behaves like a chi-square random variable asymptotically, which echoes a similar result under a complete nonparametric framework established by Fan, Zhang and Zhang (2001) . We also propose a consistent test for over-identification based on the GEL ratio statistic. When the non-zero components of the unknown parameter is sparse, a penalized GEL is constructed which is shown to attain the oracle property in the selection consistency as well as the asymptotic normality for the estimated non-zero parameters.
The paper is organized as follows. Section 2 introduces the model framework and the assumptions used in the analysis. Sections 3 and 4 establish the consistency, the rate of convergence and the asymptotic normality of the GEL estimator. Section 5 derives the asymptotic properties of the GEL ratio statistic. A test for over-identified moment restrictions is proposed in Section 6. Section 7 presents a penalized GEL approach for parameter estimation and variable selection when the unknown parameter is sparse. Numerical results are reported in Section 8. Section 9 gives a conclusion and discussion. Technical proofs and lemmas are given in Appendix.
Preliminaries 2.1 Empirical Likelihood and Generalization
Let {X t } n t=1 be a sample of size n from an R d −valued stationary stochastic process, where d denotes the dimension of X t , and θ = (θ 1 , . . . , θ p )
′ be a p-dimensional parameter taking values in a parameter space Θ. Consider a sequence of r-dimensional estimating equation g(X t , θ) = (g 1 (X t , θ), . . . , g r (X t , θ)) ′ for r ≥ p. The model information regarding the data and the parameter is summarized by moment restrictions E{g(X t , θ 0 )} = 0 (2.1)
where θ 0 ∈ Θ is the true parameter. As argued in Hjort, McKeague and Van Keilegom (2009) , the moment restrictions (2.1) can be viewed as a triangular array where r, d, X t , θ and g(x, θ) may all depend on the sample size n. We will explicitly allow r and/or p grow with n while considering inference for θ 0 identified by (2.1). Although there is often a connection between d and r which is dictated by the context of an econometrical or statistical analysis, the theoretical results established in this paper are written directly on the growth rates of r and p relative to n. Hence, we will not impose explicit conditions on d which can be either growing or fixed. Certainly, when d diverges, it would indirectly affect the underlying assumptions made in Section 2.3, for instance the moment condition and the rate of the mixing coefficients. We assume the dependence in the time series {X t } satisfies the α-mixing condition (Doukhan, 1994) . Specifically, let F v u = σ(X t : u ≤ t ≤ v) be the σ-field generated by the data from a time u to a time v for v ≥ u. Then, the α-mixing coefficients are defined as α X (k) = sup The α-mixing condition means that α X (k) → 0 as k → ∞. When {X t } are independent, α X (k) = 0 for all k ≥ 1. We employ the blocking technique (Hall, 1985; Carlstein, 1986; Künsch, 1989) to preserve the dependence among the underlying data. Let M and L be two integers denoting the block length and separation between adjacent blocks, respectively. Then, the total number of blocks is Q = ⌊(n − M)/L⌋ + 1, where ⌊·⌋ is the integer truncation operator. For each q = 1, . . . , Q, the q-th data block B q = (X (q−1)L+1 , . . . , X (q−1)L+M ). The average of the estimating equation over the q-th block is
g(X (q−1)L+m , θ).
Clearly, E{φ M (B q , θ 0 )} = 0. For any n and θ ∈ Θ, {φ M (B q , θ)} Q q=1 is a new stationary sequence. The blockwise EL (Kitamura, 1997 ) is defined as L(θ) = sup The EL estimator for θ 0 is θ EL = arg max θ∈Θ log L(θ). The maximization in (2.3) can be carried out more efficiently. by solving the corresponding dual problem, which implies that θ EL can be obtained as 5) where Λ n (θ) = {λ ∈ R r : λ ′ φ M (B q , θ) ∈ V, q = 1, . . . , Q} for any θ ∈ Θ and V is an open interval containing zero.
The link function log(1 + v) in (2.5) can be replaced by a general concave function ρ(v) (Smith, 1997) . The domain of ρ(·) contains 0 as an interior point, and ρ(·) satisfies ρ v (0) = 0 and ρ vv (0) < 0 where ρ v (v) = ∂ρ(v)/∂v and ρ vv (v) = ∂ 2 ρ/∂v 2 . The GEL estimator is 6) which includes the EL estimator θ EL as a special case, as well as the exponential tilting (ET) estimator of Kitamura and Stutzer (1997) and Imbens, Spady and Jonson (1998) with ρ(v) = − exp(v), and the continuous updating (CU) estimator of Hansen, Heaton and Yaron (1996) with a quadratic ρ(v).
Examples
We illustrate the model setting of high dimensional moment restrictions framework outlined above through three examples.
Example 1 (High dimensional means): Suppose {X t } n t=1 is a stationary sequence of observations, where X t ∈ R d and θ 0 = E(X t ). For high dimensional data, d diverges and g(X t , θ) = X t − θ constitutes the simplest high dimensional moment equation, which implies the dimension of observation d, the number of moment restrictions r and the number of parameters p all are the same. Under this setting and for independent data, Chen, Peng and Qin (2009) and Hjort, McKeague and considered the asymptotic normality of the EL ratio, that mirrors the Wilks' theorem for finite dimensional data.
This framework can be used in other inference problems. For instance checking if two univariate stationary time series {Y t } and {Z t } have identical marginal distribution. Let
denote the characteristic functions of the two series, respectively. Suppose all the moments of Y t and Z t exist but may diverge as the order of the moment increases, then the characteristic functions can be expressed as
′ for some nonzero constants a 1 , . . . , a r . Here θ l measures E(Y l t ) − E(Z l t ) for l = 1, . . . , r and the a i 's are used to account for the potential diverging moments. Then, the test for whether Y t and Z t having the same marginal distribution can be conducted by testing if θ 0 = 0 via the growing dimensional moment restrictions E{g(X t , θ 0 )} = 0 by letting r → ∞.
Example 2 (Time series regression): We assume a structural model for s-dimensional time series Y t which involve unknown parameter θ ∈ R p of interest as well as time innovations with unknown distributional form. Specifically, assume
where m ≥ 1 is some constant. In this model, we can view
For conventional vector autoregressive models
where A 1 , . . . , A m are some coefficient matrices needed to be estimated and η t is the white noise series. This model is the special case of (2.7) with
In modern high dimensional time series analysis, we always assume the dimensionality of Y t is large in relation to sample size, i.e., s → ∞ as n → ∞. Under such background, the numbers of estimating equation and unknown parameters are both
′ for some fixed l ≥ 1, the model will be over-identified. The phenomenon that lack of the identification in multiple time series is well known (Lütkepohl, 2006) . Davis, Zhang and Zheng (2012) considered the estimation of (2.8) under the sparsity assumption on A i 's. Under the sparsity, the penalized method proposed in Section 7 can be applied. Some other models share the form (2.7) can be found in Section 3.1 of Nordman and Lahiri (2013) .
be a set of observations, and ρ(y, z, θ) be a known J-dimensional vector of generalized residual function. The parameter θ 0 is uniquely defined via the following conditional moment restrictions
(2.10)
By different choices of the functional forms of the generalized residual function ρ(y, z, θ), the conditional moment restrictions (2.10) include many existing models in statistics and econometrics as special cases. The popular generalized linear models are special cases of (2.10). To appreciate this point, let µ(y) = E(Z|Y = y) and h(µ(y)) = y ′ θ 0 for an increasing link function h(·). Then the generalized linear model is a special case of (2.10) with ρ(y, z,
′ denote a K × 1 vector of known basis functions that can approximate any square integrable functions of Y well as K → ∞, such as polynomial splines, B-splines, power series, Fourier series, wavelets, Hermite polynomials and others; see, e.g., Ai and Chen (2003) and Donald, Imbens and Newey (2003) . Then, (2.10) implies
Moreover, the unknown parameter θ 0 is a solution to this set of increasing dimensional (r = JK) unconditional moment restrictions (2.11). The dimension K will increase with n to guarantee the consistency of the estimator for θ and its asymptotic efficiency. Define
) is a special case of (2.1). The number of moment restrictions r = JK increases as K does. For this model with independent and identically distributed data, Donald, Imbens and Newey (2003) apply the GEL method to the increasing number of the moment restrictions (2.11) to obtain efficient estimation for fixed dimensional θ 0 . They find that the diverging rate of the moment restrictions r = JK depends on the choice of the basis functions q K (y). For example, if q K (y) is a spline basis then r = JK could grow at the rate of K = o(n 1/3 ).
Notations and Technical Conditions
Throughout the paper, we use Cs, with different subscripts, to denote positive finite constants which does not depend on the sample size n. For a matrix A, we use A F and A 2 to denote its Frobenius-norm and operator-norm respectively, i.e., A F = {tr (A ′ A)} 1/2 and A 2 = {λ max (A ′ A)} 1/2 . If a is a vector, a 2 denotes the L 2 -norm. Without causing much confusion, we denote the i-th component of g(x, θ) by g i (x, θ); and simplify g(X t , θ) and φ M (B q , θ) by g t (θ) and φ q (θ), respectively, where φ M (B q , θ) is defined in (2.2). Furthermore, we use g t,j (θ) and φ q,j (θ) to denote the j-th component of g t (θ) and φ q (θ) respectively. We also definē
The following regularity conditions are needed in our analysis.
(A.1) (i) {X t } is strictly stationary and there exists γ > 2 such that
and there are positive functions ∆ 1 (r, p) and ∆ 2 (ε) such that for any ε > 0,
(A.2) (i) θ 0 ∈ int(Θ) and Θ contains a small · 2 -neighborhood of θ 0 in which g(x, θ) is continuously differentiable with respect to θ for any x ∈ X , the domain of X t , and
in a · 2 -neighborhood of θ 0 and V n are uniformly bounded away from zero and infinity; sup θ∈Θ λ max {n −1 n t=1 g t (θ)g t (θ) ′ } ≤ C with probability approaching to 1.
(A.3) In a · 2 -neighborhood of θ 0 , g(x, θ) is twice continuously differentiable with respect to θ for any x ∈ X , and for some functions K n,ijk (x) with E{K 2 n,ijk (X t )} ≤ C for any i, j, k,
. . , r; j, k = 1, . . . , p).
Condition (A.1)(i) specifies the rate of decay for the mixing coefficients via a tuning parameter γ as commonly assumed in the analysis of weakly dependent data. When the data are independent, α X (k) = 0 for all k ≥ 1 and this condition is automatically satisfied for any γ > 2. Kitamura (1997) assumed
1−2/γ → 0 by Kronecker's lemma. In the current high dimensional setting, we need stronger condition on the mixing coefficients than that assumed in Kitamura (1997) in order to control remainder terms when analyzing the asymptotic properties of the GEL estimator and the GEL ratio. If {X t } is exponentially strong mixing (Bosq, 1998; Fan and Yao, 2003) so that α X (k) ∼ ̺ k for some ̺ ∈ (0, 1), then (A.1)(i) is automatically valid for any γ > 2. (A.1)(ii) imposes a condition regarding the two blocking quantities M and L, which is commonly assumed in the works of block bootstrap and blockwise EL. (A.1)(iii) is the population identification condition for the case of diverging parameter space. A similar assumption can be found in Chen (2007) and Chen and Pouzo (2012) . The last part of (A.1) is an extension of the uniform convergence. If p is fixed, under the assumption of the compactness of Θ and other regularity conditions, following Newey (1991) , sup θ∈Θ ḡ(θ) − E{g t (θ)} 2 = o p (1) which is a special case of (A.1)(iv) with ∆ 1 (r, p) being a constant.
As Conditions (A.1)(iii) and (iv) are abstractive, we illustrate them via the examples given in Section 2.2. For Example 1, we can choose ∆ 1 (r, p) = 1 and ∆ 2 (ε) = ε. For the conditional moment restrictions model (Example 3), a common assumption in the literature is that for any a(Y t ) with
Under the assumptions that the eigenvalues of E{q
′ } are uniformly bounded away from zero and infinity, and sup y E{ρ(
Hence, as θ 0 is the unique root of E{ρ(Y t , Z t , θ)|Y t } = 0, (A.1)(iii) holds provided that the lower bound in the above inequality is greater than or equal to ∆ 1 (r, p)∆ 2 (ε). In addition, if the generalized residual function ρ(y, z, θ) is continuously differentiable with respect to θ. Then,
where θ * is on the line joining θ 0 and θ. If the eigenvalues of
}|Y t ] are uniformly bounded away from zero, ∆ 1 (r, p) and ∆ 2 (ε) can be chosen as some constant C and ε, respectively.
The first part of (A.2) assumes that the first derivatives of g i (x, θ) near θ 0 are uniformly bounded by functions which have bounded second moments. (A.2)(ii) generalizes the moment conditions on g(x, θ) for fixed dimensional case (Qin and Lawless, 1994; Kitamura, 1997) . (A.2)(iii) is the moment assumption of each g t,j (θ 0 ). (A.2)(iv) is also standard, and is assumed in Donald, Imbens and New (2003) , Chen, Peng and Qin (2009) and Hjort, McKeague and Van Keilegom (2009) . It is noted that the assumption on the boundedness of the eigenvalues is largely designed to simplify the technical proof. It can be relaxed to allow the smallest eigenvalue decaying to zero or the largest eigenvalue diverging to the infinity at certain rates in obtaining the main results of the paper by properly restricting the diverging rates of r and p. Condition (A.3) ensures the second derivatives of g i (x, θ) near θ 0 are uniformly bounded by functions which have bounded second moments.
Consistency
We consider in this section the consistency of the GEL estimator θ n . We first consider the case where the blocking width M → ∞. We note that the consistency can be established without the blocking technique as shown shortly. However, to maintain the self-normalization feature of the GEL, which is a trade-mark of the GEL, the blocking is needed to capture the underlying dependence.
Specifically, the following conditions regarding the dimensionality r, the block size M and the dependence are needed for the case of GEL estimator with diverging blocks:
Theorem 1 Under conditions (A.1) and (A.2), if (3.1) holds, then θ n − θ 0 2
We note that for independent observations α X (k) ≡ 0 and the block size M = 1. In this case, (3.1) can be simplified to r 2 n 2/γ−1 = o(1).
In this case, γ can be viewed as a quantity that determines the number of moments of moment equation as specified in (A.2)(ii) and (A.2)(iii). Then, r = o(n 1/2−1/γ ) ensures the consistency of θ n . For large enough γ, r will be made close to o(n 1/2 ), which is the best rate we can established.
For dependent data, Condition (A.1)(i) implies that ∞ k=1 kα X (k) 1−2/γ is bounded, which together with the third part of (3.1) implies that
If γ ≥ 8, M = O(n 1/5 ) and r = o(n 1/5 ). We see here a substantial slowdown in the growth rate of r under the dependence as compared to o(n 1/2−1/γ ) for the independence case. Theorem 1 can be regarded as an extension of the consistency result for the fixed dimensional case. Indeed, if r is fixed and the data are independent, Theorem 1 implies that both θ n − θ 0 2 and λ( θ n ) 2 are O p (n −1/2 ), the same as the rates obtained in Qin and Lawless (1994) and Newey and Smith (2004) . If r is fixed but the data are dependent, Theorem 1 means that
, which coincides with the results of Kitamura (1997) for the EL estimator. If r is diverging and the data are independent, both θ n − θ 0 2 and λ( θ n ) 2 are O p (r 1/2 n −1/2 ), which retain a result in Donald, Imbens and Newey (2003) . As indicated at the start of this section, the blocking is not necessary to establish the consistency of estimation despite the underlying dependence in the data. Indeed, the following corollary gives the consistency of the GEL estimator without the blocking (M = 1).
Corollary 1 Under conditions (A.1) (i) and (iii) and (
is uniformly bounded away from zero and r 2 n 2/γ−1 = o(1), then the GEL estimator with M = 1 satisfies
The proof of Corollary 1 can be made by repeating the proof of Theorem 1 given in the Appendix. We note that under the assumption that λ min (E{g t (θ 0 )g t (θ 0 ) ′ }) is uniformly bounded away from zero, Lemmas 7 and 8 in Appendix still hold without the last restriction of (3.1).
The purpose of the blocking with diverging M is to capture the underlying dependence so as to make the GEL self-standardize, a virtue of the GEL method that we are interested in despite the high dimensionality. The self-standardizing is the reason behind the GEL having the chi-square limit in the fixed dimensional case. Hence, from now on we assume M → ∞ at a proper speed.
We note that the convergence rate of θ n − θ 0 2 attained in Theorem 1 is dictated by r, the number of the moment restrictions, rather than by p, the dimension of θ. A refinement of the convergence rate to O p (p 1/2 n −1/2 ) can be achieved by imposing slightly stronger conditions.
(ii) for dependent data,
By comparing the restrictions among r, p, M and n employed in Theorem 1, we see an extra factor rp −1 or r 1/2 p −1/2 used in Proposition 1 for the dependent case to improve the convergence rate of θ n − θ 0 2 from r 1/2 n −1/2 to p 1/2 n −1/2 . A routine algebra reveals specific rates for M and r:
Asymptotic Normality
We now turn to the asymptotic normality of the GEL estimator θ n . Define
Then θ n and its Lagrange multiplier λ satisfy the score equation
By the implicit function theorem (Theorem 9.28 of Rudin, 1976) , for all θ in a · 2 -neighborhood of θ n , there is a λ(θ) such that ∇ λ S n (θ, λ(θ)) = 0 and λ(θ) is continuously differentiable in θ. By the concavity of S n (θ, λ) with respect to λ, S n (θ, λ(θ)) = max λ∈ Λn(θ) S n (θ, λ). From the envelope theorem,
Based on the consistency of θ n and λ( θ n ) given in Theorem 1, expanding
whereλ is on the line joining 0 and λ( θ n ). From (4.2) and (4.3), it yields
Based on (4.4), we can establish the following proposition which is the starting point in our study of the asymptotic normality of θ n . (1) and (3.1) holds, then for any vector α n ∈ R p with unit L 2 -norm,
Proposition 2 Under conditions (
We note that r 2 pM 2 n −1 = o(1) and (3.1) which leads to the consistency of θ n cannot ensure the O p (·) terms in the last two lines of the above expression to be o p (1). Extra restrictions on the dimensions r and p, the blocking size M and moment conditions are needed.
Let
and U n,t = n −1/2 β ′ n g t (θ 0 ) for t = 1, . . . , n. From Proposition 2, a major point of interest is under what conditions n t=1 U n,t is asymptotically normal. Let us first consider the easier case where the observations {X t } n t=1 are independent. From Lindeberg-Feller theorem (Durrett, 2010) , to attain the asymptotic normality of n t=1 U n,t , we need to verify the following two conditions,
which is uniformly bounded away from infinity under (A.2)(iv). Hence,
| has a higher than two uniformly bounded moment. This is required in the central limit theorem for dependent processes as carried out in Peligrad and Utev (1997) and Francq and Zakoïan (2005) . It is needed to ensure Var{n −1/2 n t=1 β ′ n g t (θ 0 )} is absolutely convergent, as elaborated in Davydov (1968) , Rio (1993) and Bosq (1998) .
For high dimensional moment equation g(x, θ) with diverging r, we need
for β n defined via (4.5) and γ > 2. A sufficient condition for (4.6) is to restrict
where K is a given finite constant. To appreciate this, write β n = (β n,1 , . . . , β n,r ) ′ and let κ r = r j=1 |β n,j |. Then,
where the last step is based on the Jensen's inequality and (A.2)(iii). If r j=1 |β n,j | → ∞ as n → ∞, we can construct a counter-example such that sup n E{|β ′ n g t (θ 0 )| 2+v } → ∞ for any v > 0. The following theorem establishes the asymptotic normality of θ n .
Theorem 2 Under conditions (A.1)-(A.3), suppose that the data are dependent, if
then for any α n ∈ R p with unit L 2 -norm such that (4.6) holds,
From (4.7), we have M = O(n {(γ−2)/(4γ−2)}∧1/5 ) and r = o(n {(γ−2)/(6γ−3)}∧2/15 ) respectively, regardless p being fixed or diverging. The best growth rate for r is r = o(n 2/15 ) when γ ≥ 8. To put this rate of r into perspectives and to highlight the impacts of data dependence, we consider the independent analogue of Theorem 2 in the following, whose proof is obtained by assigning α X (k) = 0 and M = 1 in Proposition 2.
Corollary 2 Under conditions (A.1)-(A.3), if the data are independent, then for any α n ∈ R p with unit L 2 -norm,
The above corollary shows that under independence, the growth rate for r is o(n 1/3−2/(3γ) ) if p is fixed. If γ is sufficiently large, the rate of r can be close to o(n 1/3 ). If p grows with r and p/r → y ∈ (0, 1], then r = o(n {1/3−2/(3γ)}∧1/5 ). In particular, if γ ≥ 5, r = o(n 1/5 ) which retains Theorem 2 in Leng and Tang (2012) for the EL estimator. Comparing the growth rates for r under the dependent and independent settings, we see a substantial slowing down in the rate under dependence from o(n 1/5 ) to o(n 2/15 ) under the best moment conditions. If p, the dimension of θ, is fixed, as in a case of conditional moment restrictions as elaborated in Example 3 in Section 2 that was considered in Donald, Imbens and Newey (2003) for independent data, the asymptotic normality of θ n can be attained with some ease. It can be shown that β n is automatically in D(K) for a large enough K, which implies the moment condition (4.6) holds for any α n ∈ R p with unit L 2 -norm. This is summarized in the following corollary.
Corollary 3 Under conditions (A.1)-(A.3), if the data are dependent but p is fixed, then for any
While p being fixed does simplifies the effort in establishing the asymptotic normality, it does not improve the rates for r and M as specified by Theorem 2. This is due to the implicit nature of inference based on the moment restrictions.
Generalized Empirical Likelihood Ratios
In the literature of EL, the EL ratio w n (θ) = −2 log{Q Q L(θ)} for L(θ) defined in (2.4) plays an important role in the statistical inference. A prominent result for fixed dimensional EL is its resembling the parameter likelihood by have a limiting chi-square distribution under a wide range of situations, as demonstrated in Owen (1988) , Chen and Cui (2003) , Qin and Lawless (1994) and Chen and Van Keilegom (2009) for independent data, and Kitamura (1997) for dependent data.
For the GEL, we define the GEL ratio as
which is the extension of EL ratio in the GEL framework. We consider the asymptotic distribution of the GEL ratio w n (θ 0 ) when both r and p are diverging. Under such setting, a natural form of the Wilks' theorem is
For the case of means where g t (θ) = X t − θ with independent observations, Chen, Peng and Qin (2009) and Hjort, McKeague and Van Keilegom (2009) evaluated the impacts of the dimensionality on the asymptotic distribution (5.2) for the EL ratio by providing various rates of convergence. For parameters defined by general moment restrictions, establishing the limiting distribution of the GEL ratio is far more challenging.
We need the following alteration to A.1(i):
Condition (A.1)'(i) employs two tuning parameters η and γ to specify the rate of decay in the mixing coefficients. The reason for having the extra η in additional to γ is to guarantee the leading order term of (5.1) has the similar probabilistic behavior as the chi-square distribution. If the data are independent or X t is exponentially strong mixing, η can be regarded as ∞.
The following conditions regarding the dimensionality r, the block size M and the dependence are needed
When the data are dependent, (5.3) is the same as the restrictions needed in Theorem 2 for the asymptotic normality of the GEL estimator θ n . When the data are independent, (5.3) is part of conditions of Corollary 1 for the asymptotic normality of θ n . Define
We have the following theorem concerning the asymptotic distribution of w n (θ 0 ).
Theorem 3 Under conditions (A.1)'(i), (A.1)(ii), (A.2)(iii) and (A.2)(iv), if (5.
3) holds and r = o(n ξ ) where ξ is defined in (5.4), then
The above theorem encompasses some established results for independent observations as special cases while producing new results for the dependent case. If the observations are independent, the theorem implies that the asymptotic normality of the GEL ratio is valid if r = o(n 1/3−2/(3γ) ) which is the same as that attained in Hjort, McKeague and Van Keilegom (2009) for the EL ratio. However, our result is more general than Hjort, McKeague and Van Keilegom (2009) which only treated for independent data. We note in passing that when the observations are dependent, the block size M = O(n (γ−2)/(4γ−2) ) if 2 < γ < 8 and M = O(n 1/5 ) otherwise. Then, the asymptotic distribution (5.2) holds in the dependent setting if r = o(n δ ) for
The best diverging rate we can attain for r is r = o(n 2/15 ) when both η and γ are sufficiently large, indicating a slow-down in the rate from the independence case.
Test for Over-identification
For moment restrictions, it is important to check on the validity of E{g(X t , θ 0 )} = 0 by testing the following hypotheses
We consider testing the above hypothesis when r > p, namely the moment equation overly identify the parameter θ. A test based on the GMM approach was proposed in Hansen (1982) .
We formulate test statistic via the GEL ratio w n ( θ n ). For the EL ratio, it has been demonstrated in the fixed dimensional case by Qin and Lawless (1994) and Kitamura (1997) that
This mirrors the J-test of Hansen (1982) based on the GMM.
To formulate the GEL based test, we are to study the asymptotic distribution of w n ( θ n ) under H 0 first. We only need to consider its leading order nḡ(
as the other terms in the asymptotic expansion of w n ( θ n ) can be "routinely" controlled. Since θ n is a consistent to θ 0 , a natural idea is to establish the relationship between the asymptotic distributions of
nḡ (θ 0 ) which is shown in Lemma 18 in Appendix. We need the following conditions:
Comparing with the conditions needed for the asymptotic distribution of w n (θ 0 ) in (5.3), the first two restrictions in (6.1) are extra in order to control those remainder terms. 
The asymptotic normality can be used to derive the over-identification test under high dimensionality and dependence. Specifically, H 0 is rejected if
where z 1−α is the 1 − α quantile of N(0, 1). To show the above GEL test for over-identification is consistent, we assume that under the alternative hypothesis H 1 , θ n − θ a 2 = O p (τ n ), where θ a ∈ Θ is the so-called pseudo true value associated with an estimation procedure under the alternative hypothesis and τ n is a sequence of constants that diminishes to zero as n → ∞. Let V a = Var{n 1/2ḡ (θ a )}. The following theorem describes the asymptotic behavior of
Theorem 5 Under conditions (A.1)(i), (A.1)(ii) and (A.2)(ii), suppose that E{|g t,j (θ a )| γ } ≤ C for all j = 1, . . . , r, the eigenvalues of V a are uniformly bounded away from zero and infinity, and max j=1,...,r |E{g t,j (θ a )}| ≥ ς. If there is a positive constant ǫ such that r
The theorem shows that the GEL test is consistent under the H 1 specified in the theorem. The conditions max j=1,...,r |E{g t,j (θ a )}| ≥ ς and nς 2 → ∞ require the largest non-zero moment restriction shrinks to zero at a rate slower than O(n −1/2 ). It is noted that condition (A.1)(i) is used here instead of the more restrictive (A.1)'(i). From the proof given in the Appendix, the test statistic {2(r−p)} −1/2 {w n ( θ n )−(r−p)} diverges to infinity at least at the rate of O(r 1/2 ) under H 1 . On the other hand, if the restrictions in (6.1) hold, then the condition r
Penalized Generalized Empirical Likelihood
In high-dimensional data analysis, when the dimension of parameters is large, i.e., p → ∞, a more reasonable assumption is that only a subset of the parameters are nonzero. Write θ 0 = (θ 01 , . . . , θ 0p ) ′ ∈ R p and define A = {j : θ 0j = 0} with its cardinality s = |A|. Without loss of generality, let θ = (θ
′ , where θ (1) ∈ R s and θ (2) ∈ R p−s correspond to the nonzero and zero components respectively, i.e., θ 0 = (θ
Under such sparsity, we can allow the number of parameters is larger than the number of estimating equations, i.e., p > r. However, we still need to assume s ≤ r, which means that the "real" parameters can be uniquely identified by the moment restrictions (2.1). To carry out statistical inference on θ under the sparsity, we add a penalty term in (2.6) and the penalized GEL estimator is
where p τ (·) is some penalty function with a tuning parameter τ . The following conditions are needed on the penalty function p τ (·) and the tuning parameter τ .
(A.5) There exists a positive constant C such that max j∈A p τ (|θ 0j |) ≤ Cτ .
Conditions (A.4) and (A.5) hold for many penalty functions such as the one in Fan and Li (2001) and the minimax concave penalty of (Zhang, 2010) . Define
We correspondingly decompose S(θ 0 ) as
where S 11 (θ 0 ) and S 22 (θ 0 ) are s × s and (p − s) × (p − s) matrices, respectively. The following restrictions are needed
Write the penalized GEL estimator θ
. The following theorem describes the basic properties of the penalized GEL estimator. (ii) for any α n ∈ R s with unit L 2 -norm, then √ nα
(b) for dependent data, (4.7) holds and α n satisfies (4.6) with
Similar to the consistency of GEL estimators, in addition if λ min (E{g t (θ 0 )g t (θ 0 ) ′ }) is uniformly bounded away from zero, result (i) still holds without blocking technique if r 2 n 2/γ−1 = o(1) and r 2 pn −1 = o(1) are satisfied. Comparing Theorem 6 with Theorem 2 and Corollary 2, since S p (θ 0 ) ≤ S 11 (θ 0 ), the penalized GEL estimator is more efficient in estimating the nonzero components. Leng and Tang (2012) considered the theoretical results of the penalized EL estimator for independent data by assuming p/r → c ∈ (0, 1). Our results can be viewed as an extension of their results for weakly dependent data and the GEL method without requiring p/r → c ∈ (0, 1).
Simulation Results
In this section, we present simulation results which were designed to compare the performance of the GEL estimators with the GMM estimator in the high dimensional time series setting considered in this paper. Three versions of the GEL estimators were considered in the simulations: the EL estimator (Kitamura, 1997) , the ET estimator (Kitamura and Stutzer, 1997; Imbens, Spady and Jonson, 1998) and the CU estimator (Hansen, Heaton and Yaron, 1996) . We experimented two forms of the moment restrictions: one was linear, and the other was nonlinear. The penalized GEL estimator was also considered in the non-linear case.
We first conducted simulation for the linear moment equation with g(X t , θ) = X t − θ. The observations {X t } n t=1 were generated according to the vector auto-regressive (VAR) model of order 1:
) and σ ij = 0 for |i − j| > 1. The stationary distribution of X t is N(0, Σ x ) where Σ x = (σ ij ) p×p and σ ii = 1,σ ii±1 = 0.5 andσ ij = 0 for |i − j| > 1. In this model, p = r and the true parameter θ 0 = 0 ∈ R p . The second simulation model was the generalized linear model. The covariates {Z t } n t=1 were generated with the same VAR(1) process as the {X t } in the first model setting of the simulation described above. The response variables {Y t } n t=1 were generated from the Bernoulli distribution such that
In this setting, we have nonlinear moment equation
where
This model is over-identified. We will use both non-penalized and penalized estimators under this model setting.
In both simulation models, we chose n = 500, 1000 and 2000, respectively. The parameter ψ in the VAR(1) process which was used to characterize the dependence among the data was set to be 0.1, 0.3 and 0.5, respectively. The dimension p was pegged to the sample size n such that p = ⌊cn 2/15 ⌋, where c = 10 and 12 in the first model setting, and c = 5 and 6 in the second model setting, respectively. Simulations results were based on 200 repetitions. For each repetition of each model setting, we obtained the parameter estimates θ's based on the four considered estimation methods: EL, GMM, ET and CU under five regimes regarding the blocking parameters L and M:
Regime (i) means no blocking. Regimes (ii) and (iv) assigned the block size M to be twice of the block separation parameter L; and Regimes (iii) and (v) prescribed M = L. For each repetition of the second model setting, we additionally considered the parameter estimates θ's based on the penalized GEL estimation methods. The penalty function p τ (u) used in the simulation satisfied:
for u > 0, where a = 3.7, and s + = s for s > 0 and 0 otherwise. This penalty function is given in Fan and Li (2001) . We used the method given in Leng and Tang (2012) to determine the penalty parameter τ . In each simulation replication, we calculated the L 2 distance between θ and θ 0 as Tables 1 and 2 report empirical medians of the squared estimation errors for the GEL, ET, CU and GMM estimators for the first simulation model with c = 10 and c = 12, respectively. And Tables 3 and 4 summarize the empirical median for the second simulation model with the extra penalized GEL estimators. We have actually collected the average of the squared estimation errors, which exhibited similar patterns as the empirical median. Hence, we only report the median of squared estimation errors.
It is noted that the performance of each estimator at each given blocking regime was improved when the sample size was increased, which confirms the convergence of these estimators. We observed that the performance of three GEL estimators and their penalized analogues were improved under the blocking regimes (ii)-(v) which were bona fide blocking since L, M > 1. This was not that surprising since dependence was presence in both simulated models, and applying the blocking can improve the efficiency of the estimation. However, the performance of the GMM estimator were largely similar regardless of the blocking regimes used. The empirical medians of the squared estimation errors of the GMM estimator were much larger than those of the GEL estimators, which confirmed the existing econometrical research on GMM versus GEL (Newey and Smith, 2004) . Among the three GEL estimators, we observed that while they were largely similar under the first simulation model, the EL and the ET estimators performed better than the CU estimator for the logistic regression model. This might be due to the multivariate asymmetry in the moment conditions, which makes the bias term of the CU estimator more pronounced, as shown in Newey and Smith (2004) and Kitamura (2007) . We note that the estimation efficiency among the GEL estimator with respect to the different regimes of the blocking width selection was largely comparable to each other for the simple mean models. However, in the case of the generalized linear model, the regimes (iv) and (v) which both had the block width M = ⌊3n 1/5 ⌋, led to the best performance. We also observed that under the second model setting where the parameter is sparse, the penalized GEL estimators were much more efficient than their non-penalized counterparts, which confirmed Theorem 6.
Conclusion
We have investigated in this paper the properties of the GEL estimation and the over-identification testing for parameters in high dimensional moment restriction models with weakly dependent data. Designed for improving the high dimensional sparse situation, we have also investigated a penalized version of the GEL, which allows for p > r although the real number of non-zero parameters is not larger than r. We establish the Oracle consistency of the penalized GEL estimator. Both theoretical and simulation studies find the penalization leads to efficiency gain for the GEL estimators.
Lahiri and Mukhopadhyay (2012) introduced a modified version of the EL by inserting a penalty component in the objective function of the original EL formulation. Doing so allows the dimensions r = p (for the case of the mean) exceed the the sample size. However, the alteration of the objective function makes their modified EL loses the self-standardization property which has been a trade-mark of the EL. Lahiri and Mukhopadhyay (2012) also did not implement data blocking in their penalized EL for the mean despite the data dependence. However, this together with the penalization makes the EL ratio no long asymptotically pivotal. As a result, any inference based on the modified EL has to use data blocking for variance estimation. The rationale in this paper is to try to hold on the self-standardization property of the GEL in high dimensional setting, which makes the dimensionality permitted under our framework being smaller than those allowed in Lahiri and Mukhopadhyay (2012) .
How to practically select the block-width M is a quite challenging problem. As indicated in Hall, Horowitz and Jing (1995) and Lahiri (2003) , although there has been much research in determining the order of magnitude of the block-width M, there is in general a lack of research for selecting the tuning parameter, the coefficient of M. Our experience from the simulation study reported in Section 8 shows that M = ⌊3n 1/5 ⌋ led to satisfactory performance.
Throughout the Appendix, C will denote a generic positive constant that may be different in different uses. For any q = 1, . . . , Q and k = 1, . . . , M, define β 1 (q, k) = #{j < q : X (q−1)L+k ∈ B j } and β 2 (q, k) = #{j > q : X (q−1)L+k ∈ B j }. These two quantities denote the times of the kth element of the qth block occurs in the blocks before and after the qth block, respectively. Letḡ(θ) = n
Some Lemmas I
The lemmas proposed in this subsection are used to prove Theorem 1.
Proof: For t = (q − 1)L + k, suppose X t ∈ Bq whereq < q. Then there exists a positive integer
Lemma 2 Under conditions (A.1)(ii) and (A.2)(ii), sup θ∈Θ φ (θ) −ḡ(θ) 2 = O p (r 1/2 Mn −1 ).
Proof: By Jensen's inequality,
From Lemma 1 and (A.1)(ii),
Hence, (A.1)(ii) and (A.2)(ii) lead to the conclusion.
Lemma 3 Under conditions (A.1)(i) and (A.2)(iii), Ω(θ
Proof: Note that
As A 1 ≤ Q −1 E{ φ q (θ 0 ) 4 2 }, by Jensen's inequality and (A.2)(iii), A 1 = O (r 2 Mn −1 ) . At the same time,
where Ω u,v (θ 0 ) denotes the (u, v)-element of Ω(θ 0 ). By Davydov inequality and (A.2)(iii),
Lemma 4 Under conditions (A.1)(ii), (A.2)(ii) and (A.2)(iv), then sup
Proof: Using the same approach as in the proof of Lemma 2,
By Jensen's inequality, for any
Then sup θ∈Θ λ max { Ω(θ)} ≤ sup θ∈Θ λ max {n
The result can be implied by (A.2)(iv).
Lemma 5 Under condition (A.2)(ii), define δ n = o(r −1/2 Q −1/γ ) and Λ n = {λ ∈ R r : λ 2 ≤ δ n }, we have sup 1≤q≤Q,θ∈Θ,λ∈Λn |λ
Proof: From (A.2)(ii) and Markov inequality, sup 1≤q≤Q,θ∈Θ
It also implies w.p.a.1 λ ′ φ q (θ) ∈ V for all θ ∈ Θ and λ 2 ≤ δ n .
Lemma 6
Under conditions (A.1)(i) and (A.2)(ii), for any x, y ∈ R r ,
From Cauchy-Schwarz inequality,
By Davydov inequality and (A.2)(ii),
We complete the proof.
Lemma 7 Under conditions (A.1)(i) and (A.2), if r
by Lemmas 3 and 6 and (A.2)(iv),
Using the same argument,
This completes the proof.
Lemma 8 Under conditions (A.1)(i), (A.1)(ii) and (A.2), if r
Proof: Pick δ n = o(r −1/2 Q −1/γ ) and r 1/2 Mn −1/2 = o(δ n ), which is guaranteed by r 2 M 2−2/γ n 2/γ−1 = o(1). From Lemma 2 and Triangle inequality, then φ ( θ) 2 ≤ ḡ( θ) 2 + O p (r 1/2 Mn −1 ) which implies φ ( θ) 2 = O p (r 1/2 n −1/2 ). Letλ = arg max λ∈Λn S n ( θ, λ), where Λ n is defined in Lemma 5. By Lemmas 3, 5, 6 and 7, noting ρ vv (0) < 0,
whereλ lies on the jointing line between 0 andλ. Hence,
1 by the concavity of S n ( θ, λ) and Λ n ( θ). Then,
Proof of Theorem 1
, then λ ∈ Λ n . By Taylor expansion, Lemmas 4 and 5, noting ρ vv (0) < 0,
Meanwhile, by the same way in the proof of Lemma 3, ḡ(
Using the same way above, we can obtain
. If θ n − θ 0 2 does not converge to zero in probability, then there exists a subsequence {(n * , M * , r * , p * )} such that θ n * − θ 0 2 ≥ ε a.s. for some positive constant ε.
). On the other hand, from (A.1)(iii), E{g t ( θ n * )} 2 ≥ ∆ 1 (r * , p * )∆ 2 (ε). As lim r,p→∞ ∆ 1 (r, p) > 0, it is a contradiction. Hence,
, from Lemmas 3, 6 and 7, λ max { Ω( θ n )} ≤ CM −1 w.p.a.1. By repeating the above arguments, we can obtain φ ( θ n ) 2 = O p (r 1/2 n −1/2 ) and
. Therefore, we complete the proof of Theorem 1.
Some Lemmas II
The lemmas proposed in this subsection are used to establish Proposition 1, Proposition 2 and Theorem 2. The proof of Proposition 1 is based on the asymptotic expansion given in Proposition 2, so we will first construct the proof of Proposition 2 later.
Lemma 9 Under conditions (
where λ( θ n ) and λ are defined in (4.4).
Proof: From Theorem 1, both λ( θ n ) and λ are O p (r 1/2 Mn −1/2 ) = o p (δ n ) where δ n is defined in Lemma 5. By Taylor expansion and Cauchy-Schwarz inequality,
whereλ lies on the jointing line between 0 and λ( θ n ). From Lemma 5 and λ max { Ω( θ n )} = O p (M −1 ) which is provided by Lemmas 3, 6 and 7, we obtain
On the other hand,
Using the same argument, we can obtain the other result.
Lemma 10 Under conditions (A.1)(i), (A.1)(ii) and (A.3), then
2 ) for any θ, θ * in a neighborhood of θ 0 , and
Proof: Using Taylor expansion and noting (A.3), the first conclusion holds. Using the same method in the proof of Lemma 3,
. By the same way in the proof of Lemma 2,
Lemma 11 Under conditions (A.1)(i), (A.2)(ii) and (A.2)(iv), then for any x ∈ R r ,
By Lemma 6, we can obtain the result.
Proof of Proposition 2
Hence, β 2 ≤ C. From Lemma 5,
Noting Lemmas 3, 6 and 7, we know the eigenvalues of M Ω( θ n ) are uniformly bounded away from zero and infinity w.p.a.1. Hence, the eigenvalues of MQ
′ are uniformly bounded away from zero and infinity w.p.a.1. By Lemma 9 and (4.4),
From Lemmas 10 and 9,
Note that Lemmas 3, 6, 7 and 11,
Expandingφ( θ n ) around θ = θ 0 , by Lemmas 10 and 2,
Hence, we obtain Proposition 2.
Proof of Proposition 1
From Proposition 2, if we pick α n = ( θ n − θ 0 )/ θ n − θ 0 2 , we can obtain that
> C which is assumed in (A.2)(iv), and
2 2 ) = p, then we complete the proof of Proposition 1.
Proof of Theorem 2
From Proposition 2, it is only need to show
n t=1 x n,t . As restriction (4.6) holds, sup n sup 1≤t≤n E(|x n,t | γ ) < ∞. On the other hand, Var(S n ) = 1. Note that (A.1)(i), then by the Theorem 1 of Francq and Zakoïan (2005) , we have S n d − → N(0, 1).
Some Lemmas III
To prove Theorem 3, we employ the blocking technique by splitting the observations to big blocks of length h and small blocks of length b. Suppose thatB i = (
Later, we will discuss the selection of b and h. By a similar argument to those in finding the order of ḡ(θ 0 ) 2 and the proof of Lemma 2, we can obtain ḡ(θ 0 ) − (T h)
Using the same approach in the proof of Lemma 6 and noting (A.2)(iii), |x
The following lemmas are used to establish Theorem 3.
Lemma 12
Under conditions (A.1)(i), (A.2)(iii) and (A.2)(iv), then
and for any i = j,
Proof: As rh
By Cauchy-Schwarz inequality,
Using the same method in the proof of Lemma 3,
This is based on the fact that if
for any σ-field F (details can be found in Durrett (2010)), and Davydov inequality.
Using the same argument above, we can obtain E( Z T,k 2γ 2 ) ≤ Cr γ h γ . Then, by the same argument of (9.1),
For any i = j, by Davydov inequality,
Hence, we complete the proof of this lemma.
Lemma 13
provided that rh
where V n (u, v) denotes the (u, v)-element of V n . The last step is similar to (9.2). Then we obtain the first conclusion. As
, then by Cauchy-Schwarz inequality,
, from (9.1) and the first result in this lemma,
Lemma 14
Under conditions (A.1)(i), (A.2)(iii) and (A.2)(iv), then r
By the first result of Lemma 13,
Using Cauchy-Schwarz inequality and the fact E{|E T,j−1 (G
. Hence, we complete the proof.
Lemma 15
Under conditions (A.1)(i), (A.2)(iii) and (A.2)(iv), if rh
From Lemma 12,
Then, we complete the proof of this lemma.
Lemma 16 Under conditions (A.1)(i), (A.2)(iii) and (A.2)(iv), if rh
Proof: We will use the martingale central limit theorem to show
The first part on the right hand of above equation are the sum of a sequence of martingale difference with respect to
. By the martingale central limit theorem (Billingsley, 1995) , in order to show the conclusion, it is sufficient to show that, letting σ 2
For the first part,
We will show that
Using Cauchy-Schwarz, Triangle and Jensen's inequalities,
F }. Then, by Cauchy-Schwarz inequality and Lemmas 12 and 13,
By the same argument, we can obtain r
By Cauchy-Schwarz inequality and Lemma 13,
On the other hand, by Lemma 13,
Then, I 1 = 2r
In order to prove I 1 p − → 1, it is only need to show 2r
which can be derived from Lemma 12. Hence, I 1 p − → 1. For the second part, we only need to prove
where Z T,i,j denotes the jth component of Z T,i . By the same way of the Lemma 15 in Francq and Zakoïan (2007) , r
Hence, we complete the proof.
Lemma 17
Then, by Lemma 16, we have (2r
Proof of Theorem 3
Let λ(θ 0 ) = arg max λ∈ Λn(θ 0 )
whereλ lies on the line joining λ(θ 0 ) and 0. On the other hand, from ∇ λ S n (θ 0 , λ(θ 0 )) = 0, we have
for someλ lies on the line joining λ(θ 0 ) and 0. Hence,
′ . Then, the generalized empirical likelihood ratio can be written as
By the same argument of Lemma 9,
From Lemmas 3 and 6, we know the eigenvalues of M Ω(θ 0 ) are uniformly bounded away from zero and infinity. Hence,
By Lemmas 2, 3, 6 and 11, we have
The key step is to show (2r)
In the independent case, the requirements in Lemma 17 can be simplified as rbh −1 = o(1) and rh 3 n −1 = o(1). We can pick b = 0 and h = 1, then r = o(n). In this case, we can regard η = ∞. In the dependent case with η < ∞, suppose b ≍ n κ 1 and h ≍ n κ 2 , where 0 < κ 1 < κ 2 < 1. Note that (A.1)'(i), the requirements in Lemma 17 turn to
where ηκ 1 − 2 − 2κ 2 > 0 and 1 − 3κ 2 > 0. In the following, we will consider the selection of (κ 1 , κ 2 ) to satisfy these inequalities. From 2κ 2 + 2 − ηκ 1 < 0, 3κ 2 − 1 < 0 and κ 1 < κ 2 , we can get
. In order to guarantee there exists the solution for above inequalities in (0, 1) 2 , it is necessary to require η > 8. If 8 < η < ∞,
In the dependent case with η = ∞ where X t is exponentially strong mixing. The requirements in Lemma 17 turn to r 3/2 h −1 = o(1), rbh −1 = o(1) and
In this setting,
3) holds, the other terms in (9.3) are o p (1). We complete the proof of Theorem 3.
Proof of Theorem 4
In order to establish Theorem 4, we need the following lemma.
Lemma 18 For any θ ∈ Θ and r × r matrix V n such that θ − θ 0 2 = O p (p 1/2 n −1/2 ) and
, and the eigenvalues of [E{∇ θ g t (θ 0 )}] ′ [E{∇ θ g t (θ 0 )}] and V n are uniformly bounded away from zero and infinity, then (2r) −1/2 {nḡ( θ)
We only need to show I 1 p − → 0 and
As the eigenvalues of V n are uniformly bounded away from zero and infinity, and V n − V n 2 = o p (r −1/2 ), then the eigenvalues of V n are uniformly bounded away from zero and infinity w.p.a.1. Hence,
Therefore,
Remark: This lemma is similar to the Lemma 6.1 of Donald, Imbens and Newey (2003) . However, we work on the operator-norm in establishing the consistency results, whereas Donald, Imbens and Newey (2003) employed the Frobenius-norm. The matrix V n and θ are the consistency estimators of V n and θ 0 respectively.
Here, we begin to establish Theorem 4. From Proposition 1, we know θ n − θ 0 2 = O p (p 1/2 n −1/2 ). By the same argument of the proof of Theorem 3, we have
Note Lemma 2,
By Lemmas 3, 6 and 7, it yields that
Noting Lemma 10, for anyθ such that θ
By Lemma 18, we can get nḡ(
Then, by Lemma 17, we complete the proof of Theorem 4.
Proof of Theorem 5
We only need to prove that for some c > 1, P {w n ( θ n ) > cr} → 1. Let
where e is a r-dimensional vector with unit L 2 -norm. Then, λ ∈ Λ n ( θ n ) when Q is sufficiently large. Note that ρ vv (0) < 0, by Taylor expansion, we have
whereλ lies on the jointing line between λ and 0. By the definition of λ, we have
Hence, for any c > 1,
→ 0 which implies that
On the other hand, by Lemma 2 and Taylor expansion,
Select e such that E{e ′ g t (θ a )} = ς > 0. Then,
As r 3 M 2−2/γ n 2/γ−2 (log n) ǫ ς −2 = O(1) and τ n ς −1 → 0, we have choose sufficiently large K to guarantee
2 ) followed by the Theorem 1 of Francq and Zakoïan (2005) and σ 2 is uniformly bounded away from zero which is guarantee by the smallest eigenvalue of V a = Var{n 1/2ḡ (θ a )} is uniformly bounded away from zero, then
which leads to P {w n ( θ n ) ≤ cr} → 0 for any c > 1. Hence, we complete the proof.
Proof of Theorem 6
Let S (pe)
p τ (|θ j |) for any θ ∈ Θ and λ ∈ Λ n (θ).
Then, θ S n (θ, λ).
The following lemma will be used to construct Theorem 6.
Lemma 19
Under conditions (A.1), (A.2) and (A.5), if (3.1) holds, r 2 pM 2 n −1 = o(1) and
n ) 2 , thenλ ∈ Λ n where Λ n is defined in Lemma 5. By Taylor expansion, Lemmas 4 and 5, noting ρ vv (0) < 0, we have
By Lemma 8 and (A.5), as sr
. Following the same arguments given in the proof of Theorem 1, we can obtain θ
Here, we begin to prove Theorem 6. θ (pe) n and its Lagrange multiplier λ (pe) satisfy the score equation
By the implicit theorem (Theorem 9.28 of Rudin, 1976) , for all θ in a · 2 -neighborhood of θ (pe) n , there is a λ(θ) such that ∇ λ S (pe) n (θ, λ(θ)) = 0 and λ(θ) is continuously differentiable in θ. By the concavity of S (pe) n (θ, λ) with respect to λ, S (pe) n (θ, λ(θ)) = max λ∈ Λn(θ) S n (θ, λ). From the envelope theorem,
+ higher order terms.
From (A.4), there exists a positive constant C such that p ′ τ (|θ j |) ≥ Cτ . On the other hand, as
Similarly, we can show
n = 0, there exists some j / ∈ A such that θ n,j = 0. Under our above arguments, we can find
It is a contradiction. Hence, θ 
0 ), then we establish the second result following Proposition 2. Table 1 : Empirical medians of the squared estimation errors (×10 2 ) of the empirical likelihood (EL), the exponential tilting (ET), the continuous updating (CU) and the optimal GMM for the high dimensional mean model with p = ⌊10n 2/15 ⌋.
Sample size n = 500 n = 1000 n = 2000
L, M P P P P P P P P P Table 2 : Empirical medians of the squared estimation errors (×10 2 ) of the empirical likelihood (EL), the exponential tilting (ET), the continuous updating (CU) and the optimal GMM for the high dimensional mean model with p = ⌊12n 2/15 ⌋.
Method
L, M P P P P P P P P P Table 3 : Empirical medians of the squared estimation errors (×10 2 ) of the empirical likelihood (EL), the penalized empirical likelihood (PEL), the exponential tilting (ET), the penalized exponential tilting (PET), the continuous updating (CU), the penalized continuous updating (PCU) and the optimal GMM for the high dimensional generalized linear model with p = ⌊5n 2/15 ⌋.
L, M P P P P P P P P P Table 4 : Empirical medians of the squared estimation errors (×10 2 ) of the empirical likelihood (EL), the penalized empirical likelihood (PEL), the exponential tilting (ET), the penalized exponential tilting (PET), the continuous updating (CU), the penalized continuous updating (PCU) and the optimal GMM for the high dimensional generalized linear model with p = ⌊6n 2/15 ⌋.
Sample size n n = 500 n = 1000 n = 2000
L, M P P P P P P P P P 
