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Раздел 1 – Основные понятия Теории Вероятностей и 
Математической Статистики 
  
1. Введение 
Цель (любого) анализа информации – дать 
количественные характеристики свойств какого-либо 
объекта.  
 
А для этого делают ограниченное число измерений 
(например  n – штук измерений какого-либо параметра).  
 
В таком случае говорят, что имеет место  
выборка объёма n 
?:   Как производится обработка информации? 
      (выборки  n) 
 
Существуют «инструменты»:  
  - Математическая Статистика (МатСт), 
 - Теория Вероятностей (ТВ). 
Однако,  
вводя основные понятия ТВ оперирует с 
бесконечными выборками  
а в МатСтат говорят о т.н. генеральной совокупности 
(т.о. оперируют абстрактными понятиями) 
 
n
?:   Какие основные задачи, и какие усилия приходится 
предпринимать, чтобы получить количественную 
информацию о реальном наборе данных? 
 
1) Группировка Данных (среднее выборки), 
2) Рассеяние данных (дисперсия), 
3) Связь различных данных между собой 
(корреляция) 
м.б. двойная задача - изучить еще и форму этой 
взаимосвязи (регрессия) 
 
2. Некоторые сведения из Теории Вероятностей 
Частота попадания случайной величины. 
2. Некоторые сведения из Теории Вероятностей 
Частота попадания случайной величины. 
2. Некоторые сведения из Теории Вероятностей 
2. Некоторые сведения из Теории Вероятностей 
Закон распределения вероятности. 
2. Некоторые сведения из Теории Вероятностей 
Интегральный закон распределения вероятности. 
2. Некоторые сведения из Теории Вероятностей 
Дифференциальный закон распределения вероятности. 
2. Некоторые сведения из Теории Вероятностей 
Замечания: 
Зная законы распределения имеем информацию о 
случайной величине с помощью мат. аппарата МатСт. 
 
Но т.к. все понятия в теории основаны на понятии 
«генеральной совокупности», то нам для 
использования этого теоретического аппарата на 
практике придется искать «обходной путь».  
2. Некоторые сведения из Теории Вероятностей 
Примеры законов распределений 
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2. Некоторые сведения из Теории Вероятностей 
Примеры законов распределений 
Замечание: зная равномерное  распределение можно смоделировать любое 
распределение.   
3. Моменты распределения 
МатСтат.  Предлагает использовать вместо распределений  - 
моменты.  
Если мы сможем найти моменты (все) распределения, то – 
следовательно – мы будем знать само распределение.  
3. Моменты распределения 
Алгебраический момент распределения k-го порядка (для 
непрерывной случайной величины)  
Центральный момент k-го порядка 
Замечание: в случае дискретной сл. величины – суммы вместо интегралов.   
На практике: стоит задача найти (12) и (13), а уже по ним отыскать p(x).   
Как правило ищут  несколько моментов… 
3. Моменты распределения 
Первый момент называют – Математическим Ожиданием 
(М.о.) 
Наиболее общая характеристикой центра распределения – 
Медиана.  
т.о.  1-й момент как характеристика центра распределения не является 
универсальным и вводят другие величины. 
3. Моменты распределения 
Мода распределения - точка max значения плотности 
вероятности 
Если точек максимумов >=2, то говорят, что распределение 
многомодальное.  
В этом случае может не совпадать с М.о. 
p(x) 
x Xmax 
3. Моменты распределения 
Второй центральный момент называется – Дисперсия 
случайной величины. 
3. Моменты распределения 
Размах – интервал, где содержится выборка. 
Размах = X min – X max.  
p(x) 
x Xmax Xmin 
3. Моменты распределения 
Коэффициент вариации (безразмерная величина). 
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3. Моменты распределения 
Полуширота (для однородных непрерывных распределений) 
Примечание: реальные спектры - модальные.  
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3. Моменты распределения 
p(x) 
x 
Пологий спад 
Крутой спад 
Пр. Распределение Реллея 
- Коэффициент Асимметрии 
3. Моменты распределения 
- Эксцесс 
Для Нормального распределения  ε=3. 
 
Иногда вводят коэффициент эксцесса γ_2 = (ε – 3). 
для менее протяжённых распределений  γ_2 = [-2; 0],  
а для более протяжённых чем нормальное распределение γ_2 >0     [0, ∞] 
 
для удобства часто используют контр-эксцесс 
 1,0,1  


3. Моменты распределения 
На практике используем: 
 1-й центральный момент 
 2-й центральный момент 
 3-й центральный момент 
 4-й центральный момент 
     и другие характеристики 
 
 
?: Как их определять на эксперименте?   
  
  
 
