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Introduction
Polynomials and power series,
May they forever rule the world.
— Shreeram S. Abhyankar
Since the late 1980s, the Gro¨bner basis theory for commutative polyno-
mial algebras and their modules (cf. [Bu1, 2], [Sch], [BW], [AL2], [Fro¨b],
[KR1, 2]) has been successfully generalized to (noncommutative) solvable
polynomial algebras and their modules (cf. [AL1], [Gal], [K-RW], [Kr2],
[LW], [Li1], [Lev]). In particular, there have been a noncommutative
version of Buchberger’s criterion and a noncommutative version of the
Buchberger algorithm for checking and computing
(1) Gro¨bner bases of (one-sided) ideals of solvable polynomial algebras,
and
(2) Gro¨bner bases of submodules of free modules over solvable polyno-
mial algebras,
while the noncommutative version of Buchberger algorithm has been im-
plemented in some well-developed computer algebra systems, such as
Modula-2 [KP] and Singular [DGPS]. By the definition (see Section 1
of [K-RW], or Definition 1.1.3 given in our Chapter 1), a solvable polyno-
mial algebra is a polynomial-like but generally noncommutative algebra.
Nowadays it is well known that the class of solvable polynomial algebras
covers numerous significant noncommutative algebras such as enveloping
algebras of finite dimensional Lie algebras, Weyl algebras (including al-
gebras of partial differential operators with polynomial coefficients over a
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field of characteristic 0), more generally a lot of operator algebras, iterated
Ore extensions, and quantum (quantized) algebras. So, comparing with
the commutative case, the theory of Gro¨bner bases for solvable polyno-
mial algebras and their modules has created great possibility of studying
certain noncommutative algebras and their modules in a “solvable set-
ting” (see [Wik1] for an introduction to “Decision problem” or “Solvable
problem”, which may help us to better understand why a “solvable poly-
nomial algebra” deserves its name).
Along the lines in the literature for developing a computational (one-
sided) ideal theory and more generally, a computational module theory
over solvable polynomial algebras, it seems that a rapid but relatively sys-
tematic and concrete introduction to the subject is worthwhile. Thereby,
we wrote these lecture notes so as to provide graduates and researchers
(who are interested in noncommutative computational algebra) with an
accessible reference on
• an concise introduction to solvable polynomial algebras and the theory
of Gro¨bner bases for submodules of free nodules over solvable polyno-
mial algebras, and
• some details concerning applications of Gro¨bner bases in construct-
ing finite free resolutions over an arbitrary solvable polynomial alge-
bras, minimal finite N-graded free resolutions over an N-graded solv-
able polynomial algebra with the degree-0 homogeneous part being the
ground field K, and minimal finite N-filtered free resolutions over an
N-filtered solvable polynomial algebra (where the N-filtration is deter-
mined by a positive-degree function).
The first three chapters of these notes grew out of a course of lectures
given to graduate students at Hainan University, and the last two chap-
ters are adapted from the author’s recent research work [Li7] (or [Li5]
arXiv:1401.5206v2 [math.RA], [Li6] arXiv:1401.5464 [math.RA]). Also,
at the level of module theory, these notes may be viewed as supplements
of the sections concerning solvable polynomial algebras and their modules
in ([Li1], [Li2]).
Throughout the text, K denotes a field, K∗ = K−{0}; N denotes the
additive monoid of all nonnegative integers, and Z denotes the additive
group of all integers; all algebras are associative K-algebras with the
multiplicative identity 1, and modules over an algebra are meant left
unitary modules.
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1. Solvable Polynomial
Algebras
In this chapter we give a concise but easily accessible introduction to
solvable polynomial algebras and the theory of left Gro¨bner bases for left
ideals of such algebras. In the first section we introduce the definition of
solvable polynomial algebras and some typical examples; also from the
definition we highlight some often used properties of solvable polynomial
algebras. In Section 2, we introduce left Gro¨bner bases for left ideals of
solvable polynomial algebras via a left division algorithm, and we dis-
cuss some basic properties of left Gro¨bner bases. In Section 3, on the
basis of Dickson’s lemma we show that every left ideal of a solvable poly-
nomial algebra has a finite Gro¨bner basis, thereby solvable polynomial
algebras are left Noetherian. Since every solvable polynomial algebra has
a (two-sided) monomial ordering, a right division algorithm and a theory
of right Gro¨bner bases for right ideals hold true as well, it follows that
every solvable polynomial algebra is also right Noetherian. Concerning
the algorithmic approach to computing a finite left Gro¨bner basis, it will
be a job of Chapter 2 for modules. In the final Section 4, by employing
Gro¨bner bases of two-sided ideals in free algebras we give a characteriza-
tion of solvable polynomial algebras, so that such algebras are completely
recognizable and constructible in a computational way.
The main references of this chapter are [AL1], [Gal], [K-RW], [Kr2],
[LW], [Li1], [Li4], [DGPS], [Ber2], [Mor], [Gr], [Uf].
1
2 Solvable Polynomial Algebras
1.1. Definition and Basic Properties
Let K be a field and let A = K[a1, . . . , an] be a finitely generated K-
algebra with the set of generators {a1, . . . , an}, that is, A is an associative
ring with the multiplicative identity 1, every element a ∈ A is expressed
as a finite sum of the form a =
∑
i λia
α1
i1
· · · aαtit with λi ∈ K, aij ∈
{a1, . . . , an}, αj ∈ N, t ≥ 1, and A is also a K-vector space with respect
to its additive operation, such that λ(ab) = (λa)b = a(λb) holds for all
λ ∈ K and a, b ∈ A. Moreover, we assume that any proper subset of the
given generating set {a1, . . . , an} of A cannot generate A as a K-algebra,
i.e., the given set of generators is minimal.
If, for some permutation τ = i1i2 · · · in of 1, 2, . . . , n, the set B =
{aα = aα1i1 · · · a
αn
in
| α = (α1, . . . , αn) ∈ N
n}, forms a K-basis of A, then B
is referred to as a PBW K-basis of A (where the phrase “PBW K-basis”
is abbreviated from the well-known Poincare´-Birkhoff-Witt Theorem con-
cerning the standard K-basis of the enveloping algebra of a Lie algebra,
e.g., see [Hu], P. 92). It is clear that if A has a PBW K-basis, then we
can always assume that i1 = 1, . . . , in = n. Thus, we make the following
convention once for all.
Convention From now on in this paper, if we say that an algebra A has
the PBW K-basis B, then it means that
B = {aα = aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n}.
Moreover, adopting the commonly used terminology in computational
algebra, elements of B are referred to as monomials of A.
Monomial ordering and admissible system
Suppose that the K-algebra A = K[a1, . . . , an] has the PBW K-basis
B as presented above and that ≺ is a total ordering on B. Then every
nonzero element f ∈ A has a unique expression
f = λ1a
α(1) + λ2a
α(2) + · · ·+ λma
α(m),
where λj ∈ K
∗, aα(j) = a
α1j
1 a
α2j
2 · · · a
αnj
n ∈ B, 1 ≤ j ≤ m.
If aα(1) ≺ aα(2) ≺ · · · ≺ aα(m) in the above representation, then the leading
monomial of f is defined as LM(f) = aα(m), the leading coefficient of
F is defined as LC(f) = λm, and the leading term of f is defined as
LT(f) = λma
α(m).
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1.1.1. Definition Suppose that the K-algebra A = K[a1, . . . , an] has
the PBW K-basis B. If ≺ is a total ordering on B that satisfies the
following three conditions:
(1) ≺ is a well-ordering (i.e. every nonempty subset of B has a min-
imal element);
(2) For aγ , aα, aβ, aη ∈ B, if aγ 6= 1, aβ 6= aγ , and aγ = LM(aαaβaη),
then aβ ≺ aγ (thereby 1 ≺ aγ for all aγ 6= 1),
(3) For aγ , aα, aβ, aη ∈ B, if aα ≺ aβ, LM(aγaαaη) 6= 0, and
LM(aγaβaη) 6∈ {0, 1}, then LM(aγaαaη) ≺ LM(aγaβaη);
then ≺ is called a monomial ordering on B (or a monomial ordering on
A).
If ≺ is a monomial ordering on B, then the data (B,≺) is referred to
as an admissible system of A.
Remark. (i) Definition 1.1.1 above is borrowed from the theory of
Gro¨bner bases for general finitely generated K-algebras, in which the
algebras considered may be noncommutative, may have divisors of zero,
and the K-bases used may not be a PBW basis, but with a (one-sided,
two-sided) monomial ordering that, theoretically, enables such algebras
have a (one-sided, two-sided) Gro¨bner basis theory. For more details on
this topic, one may referrer to ([Li2], Section 1 of Chapter 3 and Section
3 of Chapter 8). Also, to see the essential difference between Definition
1.2.1 and the classical definition of a monomial ordering in the commu-
tative case, one may refer to (Definition 1.4.1 and the proof of Theorem
1.4.6 given in [AL2]).
(ii) The conditions (2) and (3) listed in Definition 1.1.1 mean that ≺ is
two-sided compatible with the multiplication operation of the algebra A.
As one will see soon, that the use of a (two-sided) monomial ordering ≺ on
a solvable polynomial algebra A first guarantees that A is a domain, and
furthermore guarantees an effective (left, right, two-sided) finite Gro¨bner
basis theory for A.
Note that if a K-algebra A = K[a1, . . . , an] has the PBW K-basis
B = {aα = aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n}, then for any given n-
tuple (m1, . . . ,mn) ∈ N
n, a weighted degree function d( ) is well defined
on nonzero elements of A, namely, for each aα = aα11 · · · a
αn
n ∈ B, d(a
α) =
m1α1 + · · · + mnαn, and for each nonzero f =
∑s
i=1 λia
α(i) ∈ A with
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λi ∈ K
∗ and aα(i) ∈ B,
d(f) = max{d(aα(i)) | 1 ≤ i ≤ s}.
If d(ai) = mi > 0 for 1 ≤ i ≤ n, then d( ) is referred to as a positive-degree
function on A.
1.1.2. Definition Let d( ) be a positive-degree function on A. If ≺ is a
monomial ordering on B such that for all aα, aβ ∈ B,
aα ≺ aβ implies d(aα) ≤ d(aβ),
then we call ≺ a graded monomial ordering with respect to d( ).
Convention Unless otherwise stated, from now on in this book we always
use ≺gr to denote a graded monomial ordering with respect to a positive-
degree function on A.
As one may see from the literature (or loc. cit) that in both the com-
mutative and noncommutative computational algebra, the most popularly
used graded monomial orderings on an algebra A = K[a1, . . . , an] with
the PBW K-basis B are those graded (reverse) lexicographic orderings
with respect to the degree function d( ) such that d(ai) = 1, 1 ≤ i ≤ n.
Definition of solvable polynomial algebras and examples
Originally, a (noncommutative) solvable polynomial algebra (or an alge-
bra of solvable type) R′ was defined in [K-RW] by first fixing a monomial
ordering ≺ on the standard K-basis B = {Xα11 · · ·X
αn
n | αi ∈ N} of
the commutative polynomial algebra R = K[X1, . . . ,Xn] in n variables
X1, . . . ,Xn over a field K, and then introducing a new multiplication ∗
on R, such that certain axioms ([K-RW], AXIOMS 1.2) are satisfied. In
[LW], a solvable polynomial algebra was redefined in the formal language
of associative K-algebras, as follows.
1.1.3. Definition If a K-algebra A = K[a1, . . . , an] satisfies the follow-
ing two conditions:
(S1) A has the PBW K-basis B;
(S2) There is a monomial ordering ≺ on B, i.e., (B,≺) is an admissible
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system of A, such that for all aα = aα11 · · · a
αn
n , a
β = aβ11 · · · a
βn
n ∈ B,
aαaβ = λα,βa
α+β + fα,β,
where λα,β ∈ K
∗, aα+β = aα1+β11 · · · a
αn+βn
n , and
fα,β ∈ K-spanB with LM(fα,β) ≺ a
α+β if fα,β 6= 0,
or alternatively, such that for all generators a1, . . . , an of A and i < j,
ajai = λjiaiaj + fji,
where λji ∈ K
∗, and
fji ∈ K-spanB with LM(fji) ≺ aiaj if fji 6= 0,
then A is said to be a solvable polynomial algebra.
Remark As one will see later, that the pure-ring-theoretical definition
of a solvable polynomial algebra above may at least provide us with the
following two advantages.
(i) Solvable polynomial algebras can be characterized in a constructive
way (see subsequent Section 1.4), so that more noncommutative algebras
(and hence their modules) can be studied in a “solvable setting” (see
[Wik1] for an introduction on “Decision problem” (or “Solvable prob-
lem”)).
(ii) It is quite helpful in determining whether a solvable polynomial al-
gebra A is an N-graded algebra as specified in (Section 4.1 of Chapter
4), or an N-filtered algebra as specified in (Section 5.1 of Chapter 5)
respectively.
Example (1) By Definition 1.1.3, every commutative polynomial algebra
K[x1, . . . , xn] in variables x1, . . . , xn over a field K is trivially a solvable
polynomial algebra.
From [KR-W] and [Li1] we recall several most well-known noncom-
mutative solvable polynomial algebras as follows.
Example (2) The nth Weyl algebra
The nth Weyl algebra An(k) over a field K is defined to be the K-algebra
generated by 2n generators x1, ..., xn, y1, ..., yn subject to the relations:
xixj = xjxi, yiyj = yjyi, 1 ≤ i < j ≤ n,
yjxi = xiyj + δij the Kronecker delta, 1 ≤ i, j ≤ n.
Historically, the Weyl algebra is the first “quantum algebra” ([Dir]
1926, [Wey] 1928). It is a well-known fact that if charK = 0, then
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An(k) coincides with the algebra of linear partial differential operators
K[x1, . . . , xn, ∂1, . . . , ∂n] of the polynomial ring K[x1, ..., xn] (or the ring
of polynomial functions of the affine n-space Ank), where ∂i =
∂
∂xi
,
1 ≤ i ≤ n.
Example (3) The additive analogue of the Weyl algebra
This algebra was introduced in Quantum Physics in ([Kur] 1980) and
studied in ([JBS] 1981), that is, the algebra An(q1, ..., qn) generated over
a field K by x1, ..., xn, y1, ..., yn subject to the relations:
xixj = xjxi, yiyj = yjyi, 1 ≤ i < j ≤ n,
yixi = qixiyi + 1, 1 ≤ i ≤ n,
xjyi = yixj, i 6= j,
where qi ∈ K
∗. If qi = q 6= 0, i = 1, ..., n, then this algebra becomes the
algebra of q-differential operators.
Example (4) The multiplicative analogue of the Weyl algebra
This is the algebra stemming from ([Jat] 1984 and [MP] 1988, where one
may see why this algebra deserves its title), that is, the algebra On(λji)
generated over a field K by x1, ..., xn subject to the relations:
xjxi = λjixixj, 1 ≤ i < j ≤ n,
where λji ∈ K
∗. If n = 2, then O2(λ21) is the quantum plane in the
sense of Manin [Man]. If λji = q
−2 6= 0 for some q ∈ K∗ and all i < j,
then On(λji) becomes the coordinate ring of the so called quantum affine
n-space (see [Sm]).
Example (5) The enveloping algebra of a finite dimensional Lie algebra
Let g be a finite dimensional vector space over the field k with basis
{x1, ..., xn} where n = dimkg. If there is a binary operation on g, called
the bracket product and denoted [ , ], which is bilinear, i.e., for a, b, c ∈ g,
λ ∈ k,
[a+ b, c] = [a, c] + [b, c]
[a, b+ c] = [a, b] + [a, c]
λ[a, b] = [λa, b] = [a, λb],
and satisfies:
[a, b] = −[b, a], a, b ∈ g,
[[a, b], c] + [[c, a], b] + [[b, c], a] = 0 Jacobi identity, a, b, c ∈ g,
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then g is called a finite dimensional Lie algebra over k. Note that [ , ]
need not satify the associative low. If [a, b] = [b, a] for every a, b in a Lie
algebra g, g is called abelian. The enveloping algebra of g, denoted U(g),
is defined to be the associative k-algebra generated by x1, ..., xn subject
to the relations:
xjxi − xixj = [xj, xi], 1 ≤ i < j ≤ n.
For instance, the Heisenberg Lie algebra h has the k-basis {xi, yj, z | i, j =
1, ..., n} and the bracket product is given by
[xi, yi] = z, 1 ≤ i ≤ n,
[xi, xj ] = [xi, yj ] = [yi, yj ] = 0, i 6= j,
[z, xi] = [z, yi] = 0, 1 ≤ i ≤ n.
Example (6) The q-Heisenberg algebra
This is the algebra stemming from ([Ber] 1992, [Ros] 1995) which has its
root in q-calculus (e.g., [Wal] 1985), that is, the algebra hn(q) generated
over a field K by the set of elements {xi, yi, zi | i = 1, ..., n} subject to
the relations:
xixj = xjxi, yiyj = yjyi, zjzi = zizj, 1 ≤ i < j ≤ n,
xizi = qzixi, 1 ≤ i ≤ n,
ziyi = qyizi, 1 ≤ i ≤ n,
xiyi = q
−1yixi + zi, 1 ≤ i ≤ n,
xiyj = yjxi, xizj = zjxi, yizj = zjyi, i 6= j,
where q ∈ K∗.
Example (7) The algebra of 2× 2 quantum matrices
This is the algebra Mq(2,K) introduced in ([Man] 1988), which is gener-
ated over a field K by a, b, c, d subject to the relations:
ba = qab, ca = qac, dc = qcd,
db = qbd, cb = bc, da− ad = (q − q−1)bc,
where q ∈ K∗.
Example (8) The algebra U in constructing Hayashi algebra
In order to get bosonic representations for the types of An and Cn of the
Drinfield-Jimbo quantum algebras, Hayashi introduced in ([Hay] 1990)
the q-Weyl algebra A−q , which is constructed as follows (see [Ber1]). Let
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U be the algebra generated over the field K = C by the set of elements
{xi, yi, zi | i = 1, ..., n} subject to the relations:
xjxi = xixj , yjyi = yiyj, zjzi = zizj , 1 ≤ i < j ≤ n,
xjyi = q
−δijyixj , zjxi = q
−δijxizj, 1 ≤ i, j ≤ n,
zjyi = yizj , i 6= j,
ziyi − q
2yizi = −q
2x2i , 1 ≤ i ≤ n,
where q ∈ K∗. Then A−q = S
−1U,
One may also use the technique given in the subsequent Section 1.4
to directly verify that the algebras listed above are solvable polynomial
algebras.
Basic properties
By Definition 1.1.1 and Definition 1.1.3, the properties listed in the next
two propositions are straightforward.
1.1.4. Proposition Let A = K[a1, . . . , an] be a solvable polynomial
algebra with admissible system (B,≺). The following statements hold.
(i) If f, g ∈ A with LM(f) = aα, LM(g) = aβ , then
LM(fg) = LM(LM(f)LM(g)) = LM(aαaβ) = aα+β.
(ii) A is a domain, that is, A has no (left and right) divisors of zero.
Proof Exercise. 
1.1.5. Proposition Let A1 = K[a1, . . . , an] and A2 = K[b1, . . . , bm]
be solvable polynomial algebras with admissible systems (B1,≺1) and
(B2,≺2) respectively. Then A = A1⊗KA2 is a solvable polynomial algebra
with the admissible system (B,≺), where B = {aα ⊗ bβ | aα ∈ B1, b
β ∈
B2}, while ≺ is defined on B subject to the rule: for a
α⊗ bβ, aγ ⊗ bη ∈ B,
aα ⊗ bβ ≺ aγ ⊗ bη ⇔

aα ≺1 a
γ ;
or
aα = aγ and bβ ≺2 b
η.
Proof Exercise.
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1.2. Left Gro¨bner Bases of Left Ideals
Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible
system (B,≺). In this section we introduce left Gro¨bner bases for left
ideals of A via a left division algorithm in A, and we record some basic
facts determined by left Gro¨bner bases. Moreover, minimal left Gro¨bner
bases and reduced left Gro¨bner bases are discussed.
Left division algorithm
Let aα, aβ ∈ B. We say that aα divides aβ from the left side, denoted
aα|
L
aβ , if there exists aγ ∈ B such that
aβ = LM(aγaα).
It follows from Proposition 1.1.4(i) that the division defined above is
implementable.
Let F be a nonempty subset of A. Then the division of monomials
defined above yields a subset of B:
N (F ) = {aα ∈ B | LM(f) 6 |
L
aα, f ∈ F}.
If F = {g} consists of a single element g, then we simply write N (g)
in place of N (F ). Also we write K-spanN (F ) for the K-subspace of A
spanned by N (F ).
1.2.1. Definition Elements of N (F ) are referred to as normal monomi-
als (mod F ). Elements ofK-spanN (F ) are referred to as normal elements
(mod F ).
In view of Proposition 1.1.4(i), the left division we defined for mono-
mials in B can naturally be used to define a left division procedure for
elements in A. More precisely, let f, g ∈ A with LC(f) = µ 6= 0,
LC(g) = λ 6= 0. If LM(g)|
L
LM(f), i.e., there exists aα ∈ B such that
LM(f) = LM(aαLM(g)), then put f1 = f − λ
−1µaαg; otherwise, put
f1 = f − LT(f). Note that in both cases we have f1 = 0, or f1 6= 0
and LM(f1) ≺ LM(f). At this stage, let us refer to such a procedure of
canceling the leading term of f as the left division procedure by g. With
f := f1 6= 0, we can repeat the left division procedure by g and so on.
10 Solvable Polynomial Algebras
This returns successively a descending sequence
LM(f) ≻ LM(f1) ≻ LM(f2) ≻ · · · .
Since ≺ is a well-ordering, it follows that such a division procedure termi-
nates after a finite number of repetitions, and consequently f is expressed
as
f = qg + r,
where q, r ∈ A with r ∈ K-spanN (g), i.e., r is normal (mod g), such that
either LM(f) = LM(qg) or LM(f) = LM(r).
Furthermore, the left division procedure demonstrated above can be
extended to a left division procedure by a finite subset G = {g1, . . . , gs}
in A, which yields the following division algorithm:
Algorithm-LDIV
INPUT: f, G = {g1, . . . , gs} with gi 6= 0 (1 ≤ i ≤ s)
OUTPUT: q1, . . . , qs, r such that r ∈ K-spanN (G), f =
∑s
i=1 qigi + r,
LM(qigi)  LM(f) for qi 6= 0, LM(r)  LM(f) if r 6= 0
INITIALIZATION: q1 := 0, q2 := 0, · · · , qs := 0; r := 0; h := f
BEGIN
WHILE h 6= 0 DO
IF there exist i and aα(i) ∈ B
such that LM(h) = LM(aα(i)LM(gi)) THEN
choose i least such that LM(h) = LM(aα(i)LM(gi))
qi := qi + LC(gi)
−1LC(h)aα(i)
h := h− LC(gi)
−1LC(h)aα(i)gi
ELSE
r := r + LT(h)
h := h− LT(h)
END
END
END
1.2.2. Definition The element r obtained inAlgorithm-LDIV is called
a remainder of f on left division by G, and is denoted by f
G
, i.e., f
G
= r.
If f
G
= 0, then we say that f is reduced to 0 (mod G).
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Remark Note that the element r obtained in Algorithm-LDIV de-
pends on how the order of elements in G is arranged. This implies that r
may be different if a different order for elements of G is given (acturally
as in the commutative case, e.g. [AL2], P.31). That is why we use the
phrase “a remainder” in the above definition.
Summing up, we have reached the following
1.2.3. Theorem Given a set of nonzero elements G = {g1, . . . , gs} and
f in A, the Algorithm-LDIV produces elements q1, . . . , qs, r ∈ A with
r ∈ K-spanN (G), such that f =
∑s
i=1 qigi + r and LM(qigi)  LM(f)
whenever qi 6= 0, LM(r)  LM(f) if r 6= 0. 
Left Gro¨bner bases
Theoretically the left division procedure by using a finite subset G of
nonzero elements in A can be extended to a left division procedure by
means of an arbitrary proper subset G of nonzero elements, for, it is a
true statement that if f ∈ A with LM(f) 6= 0, then either there exists
g ∈ G such that LM(g)|LLM(f) or such g does not exist. This leads to
the following
1.2.4. Proposition Let N be a left ideal of A and G a proper subset of
nonzero elements in N . The following two statements are equivalent:
(i) If f ∈ N and f 6= 0, then there exists g ∈ G such that LM(g)|
L
LM(f).
(ii) Every nonzero f ∈ N has a representation f =
∑s
j=1 qigij with qi ∈ A
and gij ∈ G, such that LM(qigij )  LM(f) whenever qi 6= 0. 
1.2.5. Definition Let N be a left ideal of A. With respect to a given
monomial ordering ≺ on B, a proper subset G of nonzero elements in N
is said to be a left Gro¨bner basis of N if G satisfies one of the equivalent
conditions of Proposition 1.2.4.
If G is a left Gro¨bner basis of N , then the expression f =
∑s
j=1 qigij
appeared in Proposition 1.2.4(ii) is called a left Gro¨bner representation
of f .
Clearly, if N is a left ideal of A and N has a left Gro¨bner basis G,
then G is certainly a generating set of N , i.e., N =
∑
g∈G Ag. But the
12 Solvable Polynomial Algebras
converse is not necessarily true. For instance, in the solvable polynomial
algebra A = C[a1, a2, a3] generated by {a1, a2, a3} subject to the relations
a2a1 = 3a1a2, a3a1 = a1a3, a3a2 = 5a2a3,
let g1 = a
2
1a2−a3, g2 = a2, and N = Ag1+Ag2. Then since a3 ∈ N , G =
{g1, g2} is not a left Gro¨bner basis with respect to any given monomial
ordering ≺ on B such that LM(g1) = a
2
1a2, LM(g2) = a2.
The existence of left Gro¨bner bases
Noticing 1 ∈ B, if we define on B the ordering:
aα ≺′ aβ ⇔ aα|La
β, aα, aβ in B,
then, by Definition 1.1.1, Proposition 1.1.4(i) and the divisibility defined
for monomials, it is an easy exercise to check that ≺′ is reflexive, anti-
symmetric, transitive, and moreover,
aα ≺′ aβ implies aα ≺ aβ .
Since the given monomial ordering ≺ is a well-ordering on B, it follows
that every nonempty subset of B has a minimal element with respect to
the ordering ≺′ on B.
Now, let N 6= {0} be a left ideal of A, LM(N) = {LM(f) | f ∈ N},
and Ω = {aα | aα is minimal in LM(N) w.r.t. ≺′}.
1.2.6. Theorem With the notation as above, the following statements
hold.
(i) Ω 6= ∅ and Ω is a proper subset of LM(N).
(ii) Let G = {g ∈ N | LM(g) ∈ Ω}. Then G is a left Gro¨bner basis of N .
Proof (i) That Ω 6= ∅ follows from N 6= {0} and the remark about ≺′
we made above. Since N is a left ideal and A is a domain (Proposition
1.1.4), if f ∈ N and f 6= 0, then hf ∈ N for all nonzero h ∈ A. It follows
from Proposition 1.1.4(i) that LM(hf) ∈ LM(N) and LM(f)|LLM(hf),
i.e., LM(f) ≺′ LM(hf) in LM(N). It is clear that if LM(h) 6= 1, then
LM(hf) 6= LM(f). This shows that Ω is a proper subset of LM(N).
(ii) By the definition of ≺′ and the remark we made above the theorem,
if f ∈ N with LM(f) 6= 0 and LM(f) 6∈ Ω, then there is some g ∈ G
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such that LM(g)|LLM(f). Hence the selected G is a left Gro¨bner basis
for N . 
In Section 3 we will show that every nonzero left ideal N of A has a
finite left Gro¨bner basis.
Basic facts determined by left Gro¨bner bases
By referring to Proposition 1.1.4, Theorem 1.2.3 and Proposition 1.2.4,
the foregoing discussion allows us to summarize some basic facts deter-
mined by left Gro¨bner bases, of which the detailed proof is left as an
exercise.
1.2.7. Proposition Let N be a left ideal of A, and let G be a left
Gro¨bner basis of N . Then the following statements hold.
(i) If f ∈ N and f 6= 0, then LM(f) = LM(qg) for some q ∈ A and
g ∈ G.
(ii) If f ∈ A and f 6= 0, then f has a unique remainder f
G
on division by
G.
(iii) If f ∈ A and f 6= 0, then f ∈ N if and only if f
G
= 0. Hence
the membership problem for left ideals of A can be solved by using left
Gro¨bner bases.
(iv) As a K-vector space, A has the decomposition
A = N ⊕K-spanN (G).
(v) As a K-vector space, A/N has the K-basis
N (G) = {aα | aα ∈ N (G)},
where aα denotes the coset represented by aα in A/N .
(vi) N (G) is a finite set, or equivalently, DimKA/N < ∞, if and only if
for each i = 1, . . . , n, there exists gji ∈ G such that LM(gji) = a
mi
i , where
mi ∈ N. 
Minimal and reduced left Gro¨bner bases
1.2.8. Definition Let N 6= {0} be a left ideal of A and let G be a left
gro¨bner basis of N . If any proper subset of G cannot be a left Gro¨bner
basis of N , then G is called a minimal left Gro¨bner basis of N .
14 Solvable Polynomial Algebras
1.2.9. Proposition Let N 6= {0} be a left ideal of A. A left Gro¨bner
basis G of N is minimal if and only if LM(gi)6 |LLM(gj) for all gi, gj ∈ G
with gi 6= gj .
Proof Suppose that G is minimal. If there were gi 6= gj in G such that
LM(gi)|LLM(gj), then since the left division is transitive, the proper
subset G′ = G − {gj} of G would form a left Gro¨bner basis of N . This
contradicts the minimality of G.
Conversely, if the condition LM(gi)6 |LLM(gj) holds for all gi, gj ∈ G
with gi 6= gj , then the definition of a left Gro¨bner basis entails that any
proper subset of G cannot be a left Gro¨bner basis of N . This shows that
G is minimal. 
1.2.10. Corollary Let N 6= {0} be a left ideal of A, and let the notation
be as in Theorem 1.2.6.
(i) The left Gro¨bner basis G obtained there is indeed a minimal left
Gro¨bner basis for N .
(ii) If G is any left Gro¨bner basis of N , then
Ω = LM(G) = {LM(g) | g ∈ G} ⊆ LM(G) = {LM(g′) | g′ ∈ G}.
Therefore, any two minimal left Gro¨bner bases of N have the same set of
leading monomials Ω.
Proof This follows immediately from the definition of a left Gro¨bner
basis, the construction of Ω and Proposition 1.2.9. 
We next introduce the notion of a reduced left Gro¨bner basis.
1.2.11. Definition Let N 6= {0} be a left ideal of A and let G be a left
gro¨bner basis of N . If G satisfies the following conditions:
(1) G is a minimal left Gro¨bner basis;
(2) LC(g) = 1 for all g ∈ G;
(3) For every g ∈ G, h = g − LM(g) is a normal element (mod G), i.e.,
h ∈ K-spanN (G),
then G is called a reduced left Gro¨bner basis of N .
1.2.12. Proposition Every nonzero left ideal N of A has a unique
reduced left Gro¨bner basis. Therefore, two left ideals N1, N2 have the
Solvable Polynomial Algebras 15
same reduced left Gro¨bner basis if and only if N1 = N2.
Proof Note that if G and G′ are reduced left Gro¨bner bases for I, then
LM(G) = LM(G′) by Corollary 1.2.10. If LM(gi) = LM(g
′
j) then gi −
g′j ∈ N ∩K-spanN (G) = N ∩K-spanN (G
′). It follows from Proposition
1.2.7(iv) that gi = g
′
j . Hence G = G
′. By the uniqueness, the second
assertion is clear. 
Since we will see in Section 3 that every left ideal N of A has a finite
left Gro¨bner basis, a minimal left Gro¨bner basis, thereby the reduced
left Gro¨bner basis for N , can be obtained in an algorithmic way. More
precisely, the next proposition holds true.
1.2.13. Proposition Let N 6= {0} be a left ideal of A, and let G =
{g1, . . . , gm} be a finite left Gro¨bner basis of N .
(i) The subset G0 = {gi ∈ G | LM(gi) is minimal in LM(G) w.r.t. ≺
′} of
G forms a minimal left Gro¨bner basis of N (see the definition of ≺′ given
before Theorem 1.2.6). An algorithm written in pseudo-code is omitted
here.
(ii) With G0 as in (i) above, we may assume, without loss of gener-
ality, that G0 = {g1, . . . , gs} with LC(gi) = 1 for 1 ≤ i ≤ s. Put
G1 = {g2, ..., gs} and h1 = g1
G1 . Then LM(h1) = LM(g1). Put
G2 = {h1, g3, ..., gs} and h2 = g2
G2 . Then LM(h2) = LM(g2). Put
G3 = {h1, h2, g4, ..., gs} and h3 = g3
G3 , and so on. The last obtained
Gs+1 = {h1 . . . , hs−1} ∪ {hs} is then the reduced left Gro¨bner basis. An
algorithm written in pseudo-code is omitted here.
Proof This can be verified directly, so we leave it as an exercise. 
1.3. The Noetherianess
Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible
system (B,≺). In this section we show that A is a (left and right) Noethe-
rian K-algebra by showing that every (left, right) ideal of A has a finite
(left, right) Gro¨bner basis.
The following lemma, which will be essential not only in prov-
ing our next theorem but also in proving the existence of finite left
Gro¨bner bases and the termination property of Buchberger’s algorithm
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for modules over solvable polynomial algebras (Section 3 of Chapter
2), is usually attributed to the American algebraist L. E. Dickson
(http://en.wikipedia.org/wiki/Dickson’s− lemma). For a detailed argu-
ment on Dickson’s lemma in commutative computational algebra, we refer
to ([BW], 4.4).
1.3.1. Lemma (Dickson’s Lemma) Every subset S of Nn has a finite
subset B such that for each (α1, . . . , αn) ∈ S, there exists (γ1, . . . , γn) ∈ B
with γi ≤ αi for 1 ≤ i ≤ n. 
Let aα, aβ ∈ B with α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ N
n. Recall
that aα ≺′ aβ if and only if aα|
L
aβ, while the latter is defined subject to
the property that aβ = LM(aγaα) for some aγ ∈ B. Thus, by Proposition
1.1.4(i), aα ≺′ aβ is actually equivalent to the property that αi ≤ βi for
1 ≤ i ≤ n. Also note that the correspondence α = (α1, . . . , αn) ←→ a
α
gives the bijection between Nn and B. Combining this observation with
Dickson’s lemma, the following result is obtained.
1.3.2. Theorem With notations as in Theorem 1.2.6, let N 6= {0}
be a left ideal of A, LM(N) = {LM(f) | f ∈ N}, Ω = {aα ∈
LM(N) | aα is minimal w.r.t. ≺′}, and G = {g ∈ N | LM(g) ∈ Ω}.
Then Ω is a finite subset of LM(N), thereby G is a finite left Gro¨bner
basis of N . 
Since every solvable polynomial algebra has a (two-sided) monomial
ordering, a right division algorithm and a theory of right Gro¨bner bases
for right ideals hold true as well, we then have the following
1.3.3. Corollary Every solvable polynomial algebra A is (left and right)
Noetherian. 
In the next chapter we will see that the Buchberger algorithm, which
computes a finite Gro¨bner basis for a finitely generated commutative poly-
nomial ideal, has a complete noncommutative version (Algorithm-LGB
presented in Section 3 of Chapter 2), that computes a finite left Gro¨bner
basis for a finitely generated submodule of a free module over a solvable
polynomial algebra.
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1.4. A Constructive Characterization
From Definition 1.1.3 we see that the two conditions (S1) and (S2), which
determine a solvable polynomial algebra A = K[a1, . . . , an], are mutually
independent factors. In this section we give a characterization of solvable
polynomial algebras by employing Gro¨bner bases of ideals in free alge-
bras, so that solvable polynomial algebras are completely recognizable
and constructible in a computational way.
To make the text self-contained, we start by recalling some ba-
sics on Gro¨bner bases of two-sided ideals in a free K-algebra K〈X〉 =
K〈X1, . . . ,Xn〉 on X = {X1, . . . ,Xn}.
Division algorithm in K〈X〉
Let B = {1, Xi1 · · ·Xis | Xij ∈ X, s ≥ 1} be the standard K-basis of
K〈X〉. For convenience, elements of B are also referred to as monomials,
and we use capital letters U, V,W,S, . . . to denote monomials in B. Recall
that a monomial ordering ≺
X
on B (or equivalently on K〈X〉) is a well-
ordering such that for any W,U, V, S ∈ B,
(1) U ≺
X
V implies WU ≺
X
WV, US ≺
X
V S, or equivalently,
WUS ≺
X
WV S;
(2) if U 6= V , then V = WUS implies U ≺
X
V (thereby 1 ≺
X
W for
all 1 6=W ∈ B).
If ≺X is a monomial ordering on B, then the data (B,≺X) is referred to
as an admissible system of K〈X〉.
Note that for any given n-tuple (m1, . . . ,mn) ∈ N
n, a weighted degree
function d( ) is well defined on nonzero elements of K〈X〉, namely, by
assigning each Xi the degree d(Xi) = mi, 1 ≤ i ≤ n, we may define for
each W = Xi1 · · ·Xis ∈ B the degree d(W ) = mi1 + · · · + mis , and for
each nonzero f =
∑s
i=1 λiWi ∈ K〈X〉 with λi ∈ K
∗ and Wi ∈ B, the
degree of f is then defined as
d(f) = max{d(Wi) | 1 ≤ i ≤ s}.
If d(Xi) = mi > 0 for 1 ≤ i ≤ n, then d( ) is referred to as a positive-degree
function on K〈X〉.
Let d( ) be a positive-degree function on K〈X〉. If ≺
X
is a monomial
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ordering on B such that for all U, V ∈ B,
U ≺
X
V implies d(U) ≤ d(V ),
then, as in Section 1, we call ≺
X
a graded monomial ordering with respect
to d( ). For instance, with respect to any given positive-degree function
d( ), the lexicographic graded ordering ≺grlex on B can be defined as
follows. For U, V ∈ B,
U ≺grlex V ⇔

d(U) < d(V );
or
d(U) = d(V ) and U ≺lex V,
where the lexicographic ordering ≺lex on B may be defined by ordering
X1, . . . ,Xn arbitrarily, say Xi1 ≺lex Xi2 ≺lex · · · ≺lex Xin , i.e., if U =
Xℓ1 · · ·Xℓs , V = Xt1 · · ·Xtm ∈ B and s ≤ m, then
U ≺lex V ⇔

s < m, Xℓk = Xtk , 1 ≤ k ≤ s;
or
s = m, there exists p ≤ s such that Xℓk = Xtk for k < p
and Xℓp ≺lex Xtp .
At this point we should point out that though the ordering ≺lex is a
total ordering on B, it is not a monomial orderings on B. For instance,
considering the free algebra K〈X1,X2〉 with X1 ≺lex X2, we have
X2 ≻lex X1X2 ≻lex X1X1X2 ≻lex X1X1X1X2 ≻lex · · · .
This shows that ≺lex is not a well-ordering on K〈X〉.
One may refer to loc. cit. (e.g. [Gr]) for more monomial orderings on
K〈X〉.
Let ≺
X
be a monomial ordering on B. If f ∈ K〈X〉 is such that
f =
∑m
i=1 λiWi with λi ∈ K
∗, Wi ∈ B, and W1 ≺X W2 ≺X · · · ≺X Wm,
then we write LM(f) =Wm for the leading monomial of f , LC(f) = λm
for the leading coefficient of f , and we write LT(f) = λWm for the leading
term of f .
Note that B forms a multiplicative monoid with the identity 1 and
the multiplication in B is just simply the concatenation of monomials,
i.e., if U, V ∈ B with U = Xi1 · · ·Xip , V = Xj1 · · ·Xiq , then UV =
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Xi1 · · ·XipXj1 · · ·Xjq ∈ B. Thereby if there exist W,S ∈ B such that
V =WUS, then we say that U divides V , denoted U |V .
Let F be a nonempty subset ofK〈X〉. Then the division of monomials
defined above yields a subset of B:
N (F ) = {W ∈ B | LM(f)6 | W, f ∈ F}.
If F = {g} consists of a single element g, then we simply write N (g) in
place of N (F ). Also we write K-spanN (F ) for the K-subspace of K〈X〉
spanned by N (F ).
1.4.1. Definition Elements of N (F ) are referred to as normal monomi-
als (mod F ). Elements ofK-spanN (F ) are referred to as normal elements
(mod F ).
Given a monomial ordering ≺
X
on B, if f ∈ K〈X〉 and U, V ∈ B,
then the definition of ≺
X
entails that LM(UfV ) = ULM(f)V . So, the
division we defined for monomials in B can naturally be used to define a
division procedure for elements in K〈X〉. More precisely, let f, g ∈ K〈X〉
with LC(f) = µ 6= 0, LC(g) = λ 6= 0. If LM(g)|LM(f), i.e., there exists
U, V ∈ B such that LM(f) = ULM(g)V , then put f1 = f − λ
−1µUgV ;
otherwise, put f1 = f − LT(f). Note that in both cases we have f1 = 0,
or f1 6= 0 and LM(f1) ≺X LM(f). At this stage, let us refer to such a
procedure of canceling the leading term of f as the division procedure by
g. With f := f1 6= 0, we can repeat the division procedure by g and so
on. This, in turn, gives rise to
LM(fi+1) ≺X LM(fi) ≺X · · · ≺X LM(f1) ≺X LM(f), i ≥ 2.
Since ≺
X
is a well-ordering, it follows that such a division procedure
terminates after a finite number of repetitions, and consequently f is
expressed as
f =
t∑
i
λiUigV i+ r,
where λi ∈ K
∗, Ui, Vi ∈ B, and r ∈ K-spanN (g), i.e., r is normal (mod
g), such that either LM(f) = max{LM(UigVi) | 1 ≤ i ≤ t} or LM(f) =
LM(r).
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Furthermore, the division procedure demonstrated above can be ex-
tended to a division procedure canceling the leading term of f by a finite
subset G = {g1, . . . , gs}, which therefore gives rise to an effective division
algorithm in K〈X〉, that is, we have reached the following
1.4.2. Theorem Given a set of nonzero elements G = {g1, . . . , gs} and f
in A, the Algorithm-DIV given below produces finitely many λij ∈ K
∗,
Uij , Vij ∈ B, and an r ∈ K-spanN (G), such that f =
∑
i,j λijUijgjVij + r
and LM(UijgjVij)  LM(f), LM(r)  LM(f) if r 6= 0.
Algorithm-DIV
INPUT: f, G = {g1, . . . , gs} with gi 6= 0 (1 ≤ i ≤ s)
OUTPUT: λij ∈ K
∗, Uij , Vij ∈ B, r ∈ K-spanN (G)
INITIALIZATION: i = 0; r := 0; h := f
Λ1 := ∅, · · · , Λs = ∅; Q1 := ∅, · · · , Qs := ∅
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BEGIN
WHILE h 6= 0 DO
IF there exist j and U, V ∈ B
such that LM(h) = ULM(gj)V THEN
choose j least such that LM(h) = ULM(gj)V
i := i+ 1, λij := LC(gj)
−1LC(h), Uij := U, Vij := V
Λj := Λj ∪ {λij}, Qj := Qj ∪ {Uij , Vij}
h := h− LC(gj)
−1LC(h)UijgjVij
ELSE
r := r + LT(h)
h := h− LT(h)
END
END
END
1.4.3. Definition The element r obtained in Algorithm-DIV is called
a remainder of f on division by G, and is denoted by f
G
, i.e., f
G
= r. If
f
G
= 0, then we say that f is reduced to 0 (mod G).
Remark Actually as in the case of (Section 2, Algorithm-LDIV), the
element r obtained in Algorithm-DIV depends on how the order of
elements in G is arranged. This implies that the r may not be unique.
That is why the phrase “a remainder” is used in the above definition.
Gro¨bner bases for two-sided ideals of K〈X〉
For the remainder of this section, ideals of K〈X〉 are always meant two-
sided ideals; ifM ⊂ K〈X〉 is a nonempty subset, then we write LM(M) =
{LM(f) | f ∈ M} for the set of leading monomials of M , and we write
I = 〈M〉 for the two-sided ideal I of K〈X〉 generated by M ; moreover,
we fix an admissible system (B,≺
X
) of K〈X〉.
As with a solvable polynomial algebra in Section 2, in principle the
division procedure by using a finite subset G of nonzero elements in K〈X〉
can be extended to a left division procedure by means of an arbitrary
proper subset G of nonzero elements, for, it is a true statement that if
f ∈ K〈X〉 with LM(f) 6= 0, then either there exists g ∈ G such that
LM(g)|LM(f) or such g does not exist. This leads to the following
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1.4.4. Proposition Let I be an ideal of K〈X〉 and G a proper subset
of nonzero elements in I. The following statements are equivalent:
(i) If f ∈ I and f 6= 0, then there exists g ∈ G such that LM(g)|LM(f).
(ii) Every nonzero f ∈ I has a finite representation f =
∑
i,j λijUijgjVij
with λij ∈ K
∗, Uij , Vij ∈ B and gj ∈ G, such that LM(UijgjVij) X
LM(f).
(iii) 〈LM(I)〉 = 〈LM(G)〉. 
1.4.5. Definition Let I be an ideal of K〈X〉. With respect to a given
monomial ordering ≺
X
on B, a proper subset G of nonzero elements in
I is said to be a Gro¨bner basis of I if G satisfies one of the equivalent
conditions of Proposition 1.4.4.
If G is a Gro¨bner basis of I, then the expression f =
∑
i,j λijUijgjVij
appeared in Proposition 1.4.4(ii) is called a Gro¨bner representation of f .
Clearly, if I is an ideal of K〈X〉 and I has a Gro¨bner basis G, then
G is certainly a generating set of I, i.e., I = 〈G〉. But the converse
is not necessarily true. For instance, let g1 = X
2
1X2 − X3, g2 = X2,
and I = 〈g1, g2〉. Then since X3 ∈ I, G = {g1, g2} is not a Gro¨bner
basis with respect to any given monomial ordering ≺
X
on B such that
LM(g1) = X
2
1X2, LM(g2) = X2.
The existence of Gro¨bner bases
Noticing 1 ∈ B, if we define on B the ordering:
U ≺ V ⇔ U |V, U, V in B,
then, by the divisibility defined for monomials, it is easy to see that ≺ is
reflexive, anti-symmetric, transitive, and moreover,
U ≺ V implies U ≺
X
V.
Since the given monomial ordering ≺
X
is a well-ordering on B, it follows
that every nonempty subset of B has a minimal element with respect to
the ordering ≺ on B.
Now, let I be a nonzero ideal of K〈X〉, LM(I) = {LM(f) | f ∈ I},
and Ω = {U ∈ LM(I) | U is minimal w.r.t. ≺}.
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1.4.6. Theorem With the notation as above, the following statements
hold.
(i) Ω 6= ∅ and Ω is a proper subset of LM(I).
(ii) Let G = {g ∈ I | LM(g) ∈ Ω}. Then G is a Gro¨bner basis of I.
Proof (i) That Ω 6= ∅ follows from I 6= {0} and the remark about ≺
we made above. Since I is a two-sided ideal and K〈X〉 is a domain, if
f ∈ I then hfg ∈ I, thereby LM(hfg) ∈ LM(I) for all h, g ∈ K〈X〉.
Also note that the leading monomials of elements in K〈X〉 are taken with
respect to the given monomial ordering ≺
X
. It follows that LM(hfg) =
LM(h)LM(f)LM(g) which implies LM(f)|LM(hfg), thereby LM(f) ≺
LM(hfg) in LM(I). It is clear that if LM(h) 6= 1 or LM(g) 6= 1, then
LM(hfg) 6= LM(f). This shows that Ω is a proper subset of LM(I).
(ii) By the definition of ≺ and the remark we made above the theorem,
if f ∈ I with LM(f) 6= 0 and LM(f) 6∈ Ω, then there is some g ∈ G such
that LM(g)|LM(f). Hence the selected G is a Gro¨bner basis for I. 
Basic facts determined by Gro¨bner bases
By referring to Proposition 1.4.4, Definition 1.4.5 and the foregoing dis-
cussion, the next proposition summarizes some basic facts determined by
Gro¨bner bases of ideals in K〈X〉, of which the detailed proof is left as an
exercise.
1.4.7. Proposition Let I be an ideal of K〈X〉, and let G be a Gro¨bner
basis of I. Then the following statements hold.
(i) If f ∈ I and f 6= 0, then LM(f) = LM(UgV ) for some U, V ∈ B and
g ∈ G.
(ii) If f ∈ K〈X〉 and f 6= 0, then f has a unique remainder f
G
on division
by G.
(iii) If f ∈ K〈X〉 and f 6= 0, then f ∈ I if and only if f
G
= 0. Hence the
membership problem for ideals of K〈X〉 can be solved by using Gro¨bner
bases.
(iv) As a K-vector space, K〈X〉 has the decomposition
K〈X〉 = I ⊕K-spanN (G).
(v) As a K-vector space, K〈X〉/I has the K-basis
N (G) = {U | U ∈ N (G)},
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where U denotes the coset represented by U in K〈X〉/I. 
Minimal and reduced Gro¨bner bases
1.4.8. Definition Let I 6= {0} be an ideal of K〈X〉 and let G be a
gro¨bner basis of I. If any proper subset of G cannot be a Gro¨bner basis
of I, then G is called a minimal Gro¨bner basis of I.
1.4.9. Proposition Let I 6= {0} be an ideal of K〈X〉. A Gro¨bner basis
G of I is minimal if and only if LM(gi)6 | LM(gj) for all gi, gj ∈ G with
gi 6= gj .
Proof Suppose that G is minimal. If there were gi 6= gj in G such that
LM(gi)|LM(gj), then since the division of monomials is transitive, the
proper subset G′ = G − {gj} of G would form a Gro¨bner basis of I. This
contradicts the minimality of G.
Conversely, if the condition LM(gi)6 | LM(gj) holds for all gi, gj ∈ G
with gi 6= gj, then the definition of a Gro¨bner basis entails that any proper
subset of G cannot be a Gro¨bner basis of I. This shows that G is minimal.

1.4.10. Corollary Let I 6= 0 be an ideal I of K〈X〉. With the notation
as in Theorem 1.4.6, the Gro¨bner basis G obtained there is indeed a
minimal Gro¨bner basis for I. Moreover, if G is any Gro¨bner basis of I,
then
Ω = LM(G) = {LM(g) | g ∈ G} ⊆ LM(G) = {LM(g′) | g′ ∈ G}.
Therefore, any two minimal Gro¨bner bases of I have the same set of
leading monomials Ω.
Proof This follows immediately from the definition of a Gro¨bner basis,
the construction of Ω and Proposition 1.4.9. 
We next introduce the notion of a reduced Gro¨bner basis.
1.4.11. Definition Let I 6= {0} be an ideal of K〈X〉 and let G be a
gro¨bner basis of I. If G satisfies the following conditions:
(1) G is a minimal Gro¨bner basis;
(2) LC(g) = 1 for all g ∈ G;
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(3) For every g ∈ G, h = g − LM(g) is a normal element (mod G), i.e.,
h ∈ K-spanN (G),
then G is called a reduced Gro¨bner basis of N .
1.4.12. Proposition Every nonzero ideal I of K〈X〉 has a unique re-
duced Gro¨bner basis. Therefore,two ideals I and J have the same reduced
Gro¨bner basis if and only if I = J .
Proof Note that if G and G′ are reduced Gro¨bner bases for I, then
LM(G) = LM(G′) by Corollary 1.4.10. If LM(gi) = LM(g
′
j) then
gi − g
′
j = I ∩K-spanN (G) = I ∩K-spanN (G
′). It follows from Proposi-
tion 1.4.7(iv) that gi = g
′
j . Hence G = G
′. By the uniqueness, the second
assertion is clear. 
In the case that an ideal I has a finite Gro¨bner basis, a minimal
Gro¨bner basis, thereby the reduced Gro¨bner basis for I, can be obtained
in an algorithmic way. More precisely, the next proposition holds true.
1.4.13. Proposition Let I 6= {0} be an ideal of K〈X〉, and let G =
{g1, . . . , gm} be a finite Gro¨bner basis of I.
(i) The subset G0 = {gi ∈ G | LM(gi) is minamal in LM(G) w.r.t. ≺} of
G forms a minimal Gro¨bner basis of I (see the definition of ≺ given before
Theorem 1.4.6). An algorithm written in pseud-code is omitted here.
(ii) With G0 as in (i) above, we may assume, without loss of gener-
ality, that G0 = {g1, . . . , gs} with LC(gi) = 1 for 1 ≤ i ≤ s. Put
G1 = {g2, ..., gs} and h1 = g1
G1 . Then LM(h1) = LM(g1). Put
G2 = {h1, g3, ..., gs} and h2 = g2
G2 . Then LM(h2) = LM(g2). Put
G3 = {h1, h2, g4, ..., gs} and h3 = g3
G3 , and so on. The last obtained Gs is
then the reduced Gro¨bner basis of I. An algorithm written in pseud-code
is omitted here.
Proof This can be verified directly, so we leave it as an exercise. 
Construction of Gro¨bner bases
Let the admissible system (B,≺
X
) of K〈X〉 be as fixed before. A subset G
of nonzero elements inK〈X〉 is said to be LM-reduced if LM(gi)6 | LM(gj)
for all gi 6= gj in G. For f, g ∈ G, if there are monomials u, v ∈ B such
that
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(1) LM(f)u = vLM(g), and
(2) LM(f)6 | v and LM(g) 6 | u,
then the element
o(f, u; v, g) =
1
LC(f)
(f · u)−
1
LC(g)
(v · g)
is referred to as an overlap element of f and g.
Obviously o(f, u; v, g) is generally not unique and it includes also the
case f = g. For instance, look at the cases where LM(f) = X1X
2
2 and
LM(g) = X22X1; LM(f) = X
4
3 = LM(g).
Let I = 〈G〉 be an ideal of K〈X〉 generated by a finite subset G =
{g1, . . . , gt} of nonzero elements. Then, G may be reduced to an LM-
reduced subset G′ in an algorithmic way as in Proposition 1.4.13, such
that I = 〈G′〉. Thus, we may always assume that I is generated by a
reduced finite subset G.
The next theorem and the following algorithm are known as the im-
plementation of Bergman’s diamond lemma ([Ber2], [Mor], [Gr]), and are
practically used to check whether G is a Gro¨bner basis of I or not; if not,
the algorithm produces a (possibly infinite) Gro¨bner basis for I. For the
detailed proof of the theorem we refer the reader to loc. cit.
1.4.14. Theorem Let G = {g1, . . . , gt} be an LM-reduced subset of
nonzero elements in K〈X〉. Then G is a Gro¨bner basis for the ideal I =
〈G〉 if and only if for each pair gi, gj ∈ G, including gi = gj, every overlap
element o(gi, u; v, gj) of gi and gj has the property o(gi, u; v, gj)
G
= 0,
that is, o(gi, u; v, gj) is reduced to 0 (mod G).
If G is not a Gro¨bner basis of I, then the algorithm presented below
returns a (finite or countably infinite) Gro¨bner basis G for I.
Algorithm-GB
INPUT: G0 = {g1, ..., gt}
OUTPUT: G = {g1, ..., gm, ...}, a Gro¨bner basis for I
INITIALIZATION: G := G0, O := {o(gi, gj) | gi, gj ∈ G0} − {0}
BEGIN
WHILE O 6= ∅ DO
Choose any o(gi, gj) ∈ O
O := O − {o(gi, gj)}
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IF o(gi, gj)
G
= r 6= 0 THEN
O := {o(g, r), o(r, g), o(r, r) | g ∈ G} − {0}
G := G ∪ {r}
END
...

Since generally the WHILE loop in algorithm Algorithm-GB does
not terminate after a finite number of executions, the algorithm is written
without the ending statement for the WHILE loop.
Getting PBW K-bases via Gro¨bner bases
Concerning the first condition (S1) that a solvable polynomial algebra
should satisfy, we recall from [Li2] the following result, which is a gener-
alization of ([Gr], Proposition 2,14; [Li1], CH.III, Theorem 1.5).
1.4.15. Proposition ([Li2], Ch 4, Theorem 3.1) Let I 6= {0} be an
ideal of the free K-algebra K〈X〉 = K〈X1, . . . ,Xn〉, and A = K〈X〉/I.
Suppose that I contains a subset of n(n−1)2 elements
G = {gji = XjXi − Fji | Fji ∈ K〈X〉, 1 ≤ i < j ≤ n}
such that with respect to some monomial ordering ≺
X
on B, LM(gji) =
XjXi holds for all the gji. The following two statements are equivalent:
(i) A has the PBW K-basis B = {X
α1
1 X
α2
2 · · ·X
αn
n | αj ∈ N} where each
Xi denotes the coset of I represented by Xi in A.
(ii) Any subset G of I containing G is a Gro¨bner basis for I with respect
to ≺
X
. 
Remark (i) Obviously, Proposition 1.4.15 holds true if we use any per-
mutation {Xk1 , . . . ,Xkn} of {X1, . . . ,Xn} (see an example given in the
end of this section). So, in what follows we conventionally use only
{X1, . . . ,Xn}.
(ii) Let the ideal I be as in Proposition 1.4.15. If G = {gji = XjXi −
Fji | Fji ∈ K〈X〉, 1 ≤ i < j ≤ n} is a Gro¨bner basis of I such that
LM(gji) = XjXi for all the gji, then it is not difficult to see that the
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reduced Gro¨bner basis of I is of the form
G =
{
gji = XjXi −
∑
q
µjiq X
α1q
1 X
α2q
2 · · ·X
αnq
n
∣∣∣∣∣ LM(gji) = XjXi,1 ≤ i < j ≤ n
}
where µjiq ∈ K and (α1q, α2q, . . . , αnq) ∈ N
n.
A characterization of solvable polynomial algebras
Bearing in mind Definition 1.1.3 and the remark made above, we are now
able to present the main result of this section.
1.4.16. Theorem ([Li4], Theorem?) Let A = K[a1, . . . , an] be a finitely
generated algebra over the field K, and let K〈X〉 = K〈X1, . . . ,Xn〉 be
the free K-algebras with the standard K-basis B = {1, Xi1 · · ·Xis | Xij ∈
X, s ≥ 1}. With notations as before, the following two statements are
equivalent:
(i) A is a solvable polynomial algebra in the sense of Definition 1.1.3.
(ii) A ∼= A = K〈X〉/I via the K-algebra epimorphism π1: K〈X〉 → A
with π1(Xi) = ai, 1 ≤ i ≤ n, I = Kerπ1, satisfying
(a) with respect to some monomial ordering ≺
X
on B, the ideal I has
a finite Gro¨bner basis G and the reduced Gro¨bner basis of I is of
the form
G =
{
gji = XjXi − λjiXiXj − Fji
∣∣∣∣ LM(gji) = XjXi,1 ≤ i < j ≤ n
}
where λji ∈ K
∗, µjiq ∈ K, and Fji =
∑
q µ
ji
q X
α1q
1 X
α2q
2 · · ·X
αnq
n
with (α1q, α2q, . . . , αnq) ∈ N
n, thereby B = {X
α1
1 X
α2
2 · · ·X
αn
n |
αj ∈ N} forms a PBW K-basis for A, where each X i denotes the
coset of I represented by Xi in A; and
(b) there is a monomial ordering ≺ on B such that LM(F ji) ≺ X iXj
whenever F ji 6= 0, where F ji =
∑
q µ
ji
q X
α1i
1 X
α2i
2 · · ·X
αni
n , 1 ≤ i <
j ≤ n.
Proof (i) ⇒ (ii) Let B = {aα = aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n} be
the PBW K-basis of the solvable polynomial algebra A and ≺ a mono-
mial ordering on B. By Definition 1.1.3, the generators of A satisfy the
relations:
ajai = λjiaiaj + fji, 1 ≤ i < j ≤ n, (∗)
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where λji ∈ K
∗ and fji =
∑
q µ
ji
q aα(q) ∈ K-spanB with LM(fji) ≺ aiaj.
Consider in the free K-algebra K〈X〉 = K〈X1, . . . ,Xn〉 the subset
G = {gji = XjXi − λjiXiXj − Fji | 1 ≤ i < j ≤ n},
where if fji =
∑
q µ
ji
q a
α1q
1 a
α2q
2 · · · a
αnq
n then Fji =
∑
q µ
ji
q X
α1q
1 X
α2q
2 · · ·X
αnq
n
for 1 ≤ i < j ≤ n. We write J = 〈G〉 for the ideal of K〈X〉 generated
by G and put A = K〈X〉/J . Let π1: K〈X〉 → A be the K-algebra epi-
morphism with π1(Xi) = ai, 1 ≤ i ≤ n, and let π2: K〈X〉 → A be the
canonical algebra epimorphism. It follows from the universal property
of the canonical homomorphism that there is an algebra epimorphism ϕ:
A→ A defined by ϕ(X i) = ai, 1 ≤ i ≤ n, such that the following diagram
of algebra homomorphisms is commutative:
K〈X〉
π2−→ A
π1
y ւϕ ϕ ◦ π2 = π1
A
On the other hand, by the definition of each gji we see that every element
H ∈ A may be written as H =
∑
j µjX
β1j
1 X
β2j
2 · · ·X
βnj
n with µj ∈ K and
(β1j , . . . , βnj) ∈ N
n, where each X i is the coset of J represented by Xi in
A. Noticing the relations presented in (∗), it is straightforward to check
that the correspondence
ψ : A −→ A∑
i
λia
α1i
1 · · · a
αni
n 7→
∑
i
λiX
α1i
1 · · ·X
αni
n
is an algebra homomorphism such that ϕ ◦ ψ = 1A and ψ ◦ ϕ = 1A,
where 1A and 1A denote the identity maps of A and A respectively.
This shows that A ∼= A, thereby Kerπ1 = I = J ; moreover, B =
{X
α1
1 X
α2
2 · · ·X
αn
n | αj ∈ N} forms a PBW K-basis for A, and ≺ is a
monomial ordering on B.
We next show that G forms the reduced Gro¨bner basis for I as de-
scribed in (a). To this end, we first show that the monomial ordering ≺ on
B induces a monomial ordering ≺
X
on the standard K-basis B of K〈X〉.
For convenience, recall that we have used capital letters U, V,W,S, . . . to
denote elements (monomials) in B. Also let us fix a graded lexicographic
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ordering ≺grlex on B with respect to a given positive-degree function d( )
on K〈X〉 (see the definition given before Definition 1.4.1), such that
X1 ≺lex X2 ≺lex · · · ≺lex Xn.
Then, for U, V ∈ B we define
U ≺
X
V if

LM(π1(U)) ≺ LM(π1(V )),
or
LM(π1(U)) = LM(π1(V )) and U ≺grlex V.
Since A is a domain (Proposition 1.1.4(ii)) and π1 is an algebra homomor-
phism with π1(Xi) = ai for 1 ≤ i ≤ n, it follows that LM(π1(W )) 6= 0
for all W ∈ B. We also note from Proposition 1.1.4(i) that if f, g ∈ A
are nonzero elements, then LM(fg) = LM(LM(f)LM(g)). Thus, if
U, V,W ∈ B and U ≺
X
V subject to LM(π1(U)) ≺ LM(π1(V )), then
LM(π1(WU)) = LM(LM(π1(W ))LM(π1(U)))
≺ LM(LM(π1(W ))LM(π1(V )))
= LM(π1(WV ))
implies WU ≺
X
WV ; if U ≺
X
V subject to LM(π1(U)) = LM(π1(V ))
and U ≺grlex V , then
LM(π1(WU)) = LM(LM(π1(W ))LM(π1(U)))
= LM(LM(π1(W ))LM(π1(V )))
= LM(π1(WV ))
and WU ≺grlex WV implies WU ≺X WV . Similarly, if U ≺X V then
US ≺
X
V S for all S ∈ B. Moreover, if W,U, V, S ∈ B, W 6= V , such that
W = UV S, then LM(π1(W )) = LM(π1(UV S)) and clearly V ≺grlex W ,
thereby V ≺
X
W . Since ≺ is a well-ordering on B and ≺grlex is a well-
ordering on B, the above argument shows that ≺
X
is a monomial ordering
on B. With this monomial ordering≺
X
in hand, by the definition of Fji we
see that LM(Fji) ≺X XiXj. Furthermore, since LM(π1(XjXi)) = aiaj =
LM(π1(XiXj)) and XiXj ≺grlex XjXi, we see that XiXj ≺X XjXi. It
follows that LM(gji) = XjXi for 1 ≤ i < j ≤ n. Now, by Proposition
1.4.14 we conclude that G forms a Gro¨bner basis for I with respect to ≺
X
.
Finally, by the definition of G, it is clear that G is the reduced Gro¨bner
basis of I, as desired.
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(ii) ⇒ (i) Note that (a) + (b) tells us that the generators of A satisfy
the relations XjXi = λjiX iXj + F ji, 1 ≤ i < j ≤ n, and that if F ji 6= 0
then LM(F ji) ≺ X iXj with respect to the given monomial ordering ≺
on B. It follows that A and hence A is a solvable polynomial algebra in
the sense of Definition 1.1.3. 
Remark The monomial ordering ≺
X
we defined in the proof of Theorem
1.4.16 is a modification of the lexicographic extension defined in [EPS].
But our definition of ≺
X
involves a graded monomial ordering ≺grlex on
the standard K-basis B of the free K-algebra K〈X〉 = K〈X1, . . . ,Xn〉.
The reason is that the monomial ordering ≺
X
on B must be compatible
with the usual rule of division, namely, W,U, V, S ∈ B, W 6= V , and W =
UV S implies V ≺
X
W . While it is clear that if we use any lexicographic
ordering ≺lex in the definition of ≺X , then this rule will not work in
general.
We end this section by an example illustrating Theorem 1.4.16, in
particular, illustrating that the monomial ordering ≺
X
used in the condi-
tion (a) and the monomial ordering ≺ used in the condition (b) may be
mutually independent, namely ≺ may not necessarily be the restriction
of ≺
X
on B, and the choice of ≺ is indeed quite flexible.
Example (1) Considering the positive-degree function d( ) on the free
K-algebra K〈X〉 = K〈X1,X2,X3〉 such that d(X1) = 2, d(X2) = 1, and
d(X3) = 4, let I be the ideal of K〈X〉 generated by the elements
g1 = X1X2 −X2X1,
g2 = X3X1 − λX1X3 − µX3X
2
2 − f(X2),
g3 = X3X2 −X2X3,
where λ ∈ K∗, µ ∈ K, f(X2) is a polynomial in X2 which has degree
≤ 6, or f(X2) = 0. The following properties hold.
(1) If we use the graded lexicographic ordering X2 ≺grlex X1 ≺grlex X3 on
K〈X〉, then the three generators have the leading monomials LM(g1) =
X1X2, LM(g2) = X3X1, and LM(g3) = X3X2. It is an exercise to verify
that G = {g1, g2, g3} forms a Gro¨bner basis for I with respect to ≺grlex.
(2) With respect to the fixed ≺grlex in (1), the reduced Gro¨bner basis G
′
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of I consists of
g1 = X1X2 −X2X1,
g2 = X3X1 − λX1X3 − µX
2
2X3 − f(X2),
g3 = X3X2 −X2X3,
(3) Writing A = K[a1, a2, a3] for the quotient algebra K〈X〉/I, where
a1, a2 and a3 denote the cosets X1 + I, X2 + I and X3 + I in
K〈X〉/I respectively, it follows that A has the PBW basis B = {aα =
aα22 a
α1
1 a
α3
3 | α = (α2, α1, α3) ∈ N
3}. Noticing that a2a1 = a1a2, it is
clear that B′ = {aα = aα11 a
α2
2 a
α3
3 | α = (α1, α2, α3) ∈ N
3} is also a PBW
basis for A. Since a3a1 = λa1a3 + µa
2
2a3 + f(a2), where f(a2) ∈ K-
span{1, a2, a
2
2, . . . , a
6
2}, we see that A has the monomial ordering ≺lex on
B′ such that a3 ≺lex a2 ≺lex a1 and LM(µa
2
2a3+f(a2)) ≺lex a1a3, thereby
A is turned into a solvable polynomial algebra with respect to ≺lex.
Moreover, it is also an exercise to check that if we use the positive-
degree function d( ) on B′ such that d(a1) = 2, d(a2) = 1, and
d(a3) = 4, then A has another monomial ordering on B
′, namely the
graded lexicographic ordering ≺grlex such that a3 ≺grlex a2 ≺grlex a1
and LM(µa22a3 + f(a2)) ≺grlex a1a3, thereby A is turned into a solvable
polynomial algebra with respect to ≺grlex.
2. Left Gro¨bner Bases for
Modules
Based on the theory of left Gro¨bner bases for left ideals of solvable poly-
nomial algebras presented in Chapter 1, in this chapter we introduce left
Gro¨bner bases for submodules of free left modules over solvable polynomial
algebras. More precisely, let A = K[a1, . . . , an] be a solvable polynomial
algebra with admissible system (B,≺) as described in Chapter 1. In the
first section, we define left monomial orderings, especially the graded left
monomial orderings and Schreyer orderings, on free A-modules. In Sec-
tion 2, we introduce left Gro¨bner bases, minimal left Gro¨bner bases and
reduced left Gro¨bner bases for submodules of free left A-modules via a left
division algorithm, and we discuss some basic properties of left Gro¨bner
bases, in particular, we show that every submodule of a free left A-module
L = ⊕sI=1Aei has a finite left Gro¨bner basis. In Section 3, we define left
S-polynomials for pairs of elements in free A-modules, and we show that
a noncommutative version of Buchberger’s criterion holds true for sub-
modules of free A-modules, and that a noncommutative version of the
Buchberger algorithm works effectively for computing finite left Gro¨bner
bases of submodules in free A-modules.
The main references of this chapter are [AL2], [Eis], [KR1], [K-RW],
[Li1], [Lev], [DGPS].
Throughout this chapter, modules are meant left A-modules, and all
notions and notations used in Chapter 1 are maintained.
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2.1. Left Monomial Orderings on Free Modules
Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissi-
ble system (B,≺) in the sense of Definition 1.1.3, where B = {aα =
aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n} is the PBW K-basis of A and ≺ is a
monomial ordering on B, and let L = ⊕si=1Aei be a free A-module with
the A-basis {e1, . . . , es}. Then L has the K-basis
B(e) = {aαei | a
α ∈ B, 1 ≤ i ≤ s}.
For convenience, elements of B(e) are also referred to as monomials in L.
If ≺e is a total ordering on B(e), and if ξ =
∑m
j=1 λja
α(j)eij ∈ L,
where λj ∈ K
∗ and α(j) = (αj1 , . . . , αjn) ∈ N
n, such that
aα(1)ei1 ≺e a
α(2)ei2 ≺e · · · ≺e a
α(m)eim ,
then by LM(ξ) we denote the leading monomial aα(m)eim of ξ, by LC(ξ)
we denote the leading coefficient λm of ξ, and by LT(ξ) we denote the
leading term λma
α(m)eim of f .
2.1.1. Definition With respect to the given monomial ordering ≺ on
B, a total ordering ≺e on B(e) is called a left monomial ordering if the
following two conditions are satisfied:
(1) aαei ≺e a
βej implies LM(a
γaαei) ≺e LM(a
γaβej) for all a
αei, a
βej ∈
B(e), aγ ∈ B;
(2) aβ ≺ aβ implies aαei ≺e a
βei for all a
α, aβ ∈ B and 1 ≤ i ≤ s.
If ≺e is a left monomial ordering on B(e), then we also say that ≺e is
a left monomial ordering on the free module L, and the data (B(e),≺e)
is referred to as an left admissible system of L.
By referring to Proposition 1.1.4, we record two easy but useful facts
on a left monomial ordering ≺e on B(e), as follows.
2.1.2. Lemma (i) Every left monomial ordering ≺e on B(e) is a well-
ordering, i.e., every nonempty subset of B(e) has a minimal element.
(ii) If f ∈ A with LM(f) = aγ and ξ ∈ L with LM(ξ) = aαei, then
LM(fξ) = LM(LM(f)LM(ξ)) = LM(aγaαei) = a
γ+αei.

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Actually as in the commutative case ([AL2], [Eis], [KR1]), any mono-
mial ordering ≺ on B may induce two left monomial orderings on B(e):
(TOP ordering) aαei ≺e a
βej ⇔ a
α ≺ aβ, or aα = aβ and i < j;
(POT ordering) aαei ≺e a
βej ⇔ i < j, or i = j and a
α ≺ aβ.
Let d( ) be a positive-degree function on A (see Section 1 of Chapter
1) such that d(ai) = mi > 0, 1 ≤ i ≤ n, and let (b1, . . . bs) ∈ N
n be
any fixed s-tuple. Then, by assigning ej the degree bj , 1 ≤ j ≤ s, every
monomial aαej in the K-basis B(e) of L is endowed with the degree
d(aα) + bj. Similar to Definition 1.1.2, if a left monomial ordering ≺e on
B(e) satisfies
aαei ≺e a
βej implies d(a
α) + bi ≤ d(a
β) + bj,
then we call it a graded left monomial ordering on B(e).
We refer the reader to Chapter 4 and Chapter 5 for examples of graded
left monomial orderings, also for the reason that a graded left monomial
ordering is defined in such a way.
Let ≺e be a left monomial ordering on B(e), and let L1 = ⊕
m
i=1Aεi
be another free A-module with the A-basis {ε1, . . . , εm}. Then, as in the
commutative case ([AL2], [Eis], [KR1]), for any given finite subset G =
{g1, . . . , gm} ⊂ L, an ordering on the K-basis B(ε) = {aαεi | aα ∈ B, 1 ≤
i ≤ m} of L1 can be defined subject to the rule: for a
αεi, a
βεj ∈ B(ε),
aαεi ≺s-ε a
βεj ⇔

LM(aαgi) ≺e LM(a
βgj),
or
LM(aαgi) = LM(a
βgj) and i < j,
It is an exercise to check that this ordering is a left monomial ordering
on B(ε). ≺s-ε is usually referred to as the Schreyer ordering induced by
G with respect to ≺e.
2.2. Left Gro¨bner Bases of Submodules
Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible
system (B,≺), and let L = ⊕si=1Aei be a free A-module with left admissi-
ble system (B(e),≺e). In this section we introduce left Gro¨bner bases for
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submodules of L via a left division algorithm in L, and we record some
basic facts determined by left Gro¨bner bases. Moreover, minimal left
Gro¨bner bases and reduced left Gro¨bner bases are discussed. Finally, we
show that every nonzero submodule of L has a finite left Gro¨bner basis.
Left division algorithm
Let aαei, a
βej ∈ B(e), where α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ N
n.
Then, the left division of monomials in B we introduced in (Section 2 of
Chapter 1) gives rise to a left division for monomials in B(e), that is, we
say that aαei divides a
βej from left side, denoted a
αei|La
βej , if i = j and
there is some aγ ∈ B such that
aβei = LM(a
γaαei).
It follows from Lemma 2.1.2(ii) that the division defined above is imple-
mentable.
Let Ξ be a nonempty subset of L. Then the division of monomials
defined above yields a subset of B(e):
N (Ξ) = {aαei ∈ B(e) | LM(ξ) 6 |L a
αei, ξ ∈ Ξ}.
If Ξ = {ξ} consists of a single element ξ, then we simply write N (ξ)
in place of N (Ξ). Also we write K-spanN (Ξ) for the K-subspace of L
spanned by N (Ξ).
2.2.1. Definition Elements ofN (Ξ) are referred to as normal monomials
(mod Ξ). Elements of K-spanNΞ) are referred to as normal elements
(mod Ξ).
In view of Lemma 2.1.2(ii), the left division we defined for mono-
mials in B(e) can naturally be used to define a left division procedure
for elements in L. More precisely, let ξ, ζ ∈ L with LC(ξ) = µ 6= 0,
LC(ζ) = λ 6= 0. If LM(ζ)|LLM(ξ), i.e., there exists a
α ∈ B such that
LM(ξ) = LM(aαLM(ζ)), then put ξ1 = ξ − λ
−1µaαζ; otherwise, put
ξ1 = ξ − LT(ξ). Note that in both cases we have ξ1 = 0, or ξ1 6= 0 and
LM(ξ1) ≺e LM(ξ). At this stage, let us refer to such a procedure of
canceling the leading term of ξ as the left division procedure by ζ. With
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ξ := ξ1 6= 0, we can repeat the left division procedure by ζ and so on.
This returns successively a descending sequence
LM(ξi+1) ≺e LM(ξi) ≺e · · · ≺e LM(ξ1) ≺e LM(ξ), i ≥ 2.
Since ≺e is a well-ordering, it follows that such a division procedure termi-
nates after a finite number of repetitions, and consequently ξ is expressed
as
ξ = qζ + η,
where q ∈ A and η ∈ K-spanN (ζ), i.e., η is normal (mod ζ), such that
either LM(ξ) = LM(qζ) or LM(ξ) = LM(η).
Actually as in (Section 2 of Chapter 1), the left division procedure
demonstrated above can be extended to a left division procedure by a
finite subset Ξ = {ξ1, . . . , ξs} in L, which yields the following left division
algorithm:
Algorithm-DIV-L
INPUT: ξ, Ξ = {ξ1, . . . , ξs} with ξi 6= 0 (1 ≤ i ≤ s)
OUTPUT: q1, . . . , qs ∈ A, η ∈ K-spanN (Ξ), such that
ξ =
∑s
i=1 qiξi + η, LM(qiξi) e LM(ξ) for qi 6= 0,
LM(η) e LM(ξ) if η 6= 0
INITIALIZATION: q1 := 0, q2 := 0, · · · , qs := 0; η := 0; ω := ξ
BEGIN
WHILE ω 6= 0 DO
IF there exist i and aα(i) ∈ B such that
LM(ω) = LM(aα(i)LM(ξi)) THEN
choose i least such that LM(ω) = LM(aα(i)LM(ξi))
qi := qi + LC(ξi)
−1LC(ω)aα(i)
ω := ω − LC(ξi)
−1LC(ω)aα(i)ξi
ELSE
η := η + LT(ω)
ω := ω − LT(ω)
END
END
END
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2.2.2. Definition The element η obtained in Algorithm-DIV-L is
called a remainder of ξ on left division by Ξ, and is denoted by ξ
Ξ
, i.e.,
ξ
Ξ
= η. If ξ
Ξ
= 0, then we say that ξ is reduced to 0 (mod Ξ).
Remark For the reason that the element η obtained in Algorithm-
DIV-L depends on how an order of elements in Ξ is arranged, we used
the phrase “a remainder” in the above definition. In other words, the
element η may be different if a different order for elements in Ξ is given.
Summing up, we have reached the following
2.2.3. Theorem Given a set of nonzero elements Ξ = {ξ1, . . . , ξs} and
ξ in L, the Algorithm-DIV-L produces elements q1, . . . , qs ∈ A and
η ∈ K-spanN (Ξ), such that ξ =
∑s
i=1 qiξi + η and LM(qiξi) e LM(ξ)
whenever qi 6= 0, LM(η) e LM(ξ) if η 6= 0. 
Left Gro¨bner bases
It is theoretically correct that the left division procedure by using a finite
subset Ξ of nonzero elements in L can be extended to a left division
procedure by means of an arbitrary proper subset G of nonzero elements,
for, it is a true statement that if ξ ∈ L with LM(ξ) 6= 0, then either there
exists g ∈ G such that LM(g)|
L
LM(ξ) or such g does not exist. This
leads to the following
2.2.4. Proposition Let N be a submodule of L and G a proper subset
of nonzero elements in N . The following two statements are equivalent:
(i) If ξ ∈ N and ξ 6= 0, then there exists g ∈ G such that LM(g)|LLM(ξ).
(ii) Every nonzero ξ ∈ N has a representation ξ =
∑s
j=1 qigij with qi ∈ A
and gij ∈ G, such that LM(qigij ) e LM(ξ) whenever qi 6= 0. 
2.2.5. Definition Let N be a submodule of L. With respect to a
given left monomial ordering ≺e on B(e), a proper subset G of nonzero
elements in N is said to be a left Gro¨bner basis of N if G satisfies one of
the equivalent conditions of Proposition 2.2.4.
If G is a left Gro¨bner basis of N , then the expression ξ =
∑s
j=1 qigij
appeared in Proposition 2.2.4(ii) is called a left Gro¨bner representation
of ξ.
Gro¨bner Bases for Modules 39
Clearly, if N is a submodule L and N has a left Gro¨bner basis G, then
G is certainly a generating set of N , i.e., N =
∑
g∈G Ag. But the converse
is not necessarily true. For instance, consider the solvable polynomial
algebra A = C[a1, a2, a3] generated by {a1, a2, a3} subject to the relations
a2a1 = 3a1a2, a3a1 = a1a3, a3a2 = 5a2a3,
and let L = Ae1 ⊕ Ae2 ⊕ Ae3 be the free A-module with the A-basis
{e1, e2, e3}. Then, with g1 = a
2
1a2e1−a3e3, g2 = a2e1, andN = Ag1+Ag2,
we have a3ee ∈ N . Hence the set G = {ξ1, g2} is not a left Gro¨bner
basis with respect to any given monomial ordering ≺e on B(e) such that
LM(g1) = a
2
1a2e1, LM(g2) = a2e1.
The existence of left Gro¨bner bases
Noticing 1 ∈ B, if we define on B(e) the ordering:
aαei ≺
′
e a
βej ⇔ a
αei|La
βej, a
αei, a
βej in B(e),
then, by Definition 2.1.1, Lemma 2.1.2(ii) and the divisibility defined for
monomials in B(e), it is an easy exercise to check that ≺′ is reflexive,
anti-symmetric, transitive, and moreover,
aαei ≺
′
e a
βej implies a
αei ≺e a
βej .
Since the given left monomial ordering ≺e is a well-ordering on B(e), it
follows that every nonempty subset of B(e) has a minimal element with
respect to the ordering ≺′e on B(e).
Now, let N 6= {0} be a submodule of L, LM(N) = {LM(ξ) | ξ ∈ N},
and Ω = {aαei ∈ LM(N) | a
αei is minimal in LM(N) w.r.t. ≺
′
e}.
2.2.6. Theorem With the notation as above, the following statements
hold.
(i) Ω 6= ∅ and Ω is a proper subset of LM(N).
(ii) Let G = {g ∈ N | LM(g) ∈ Ω}. Then G is a left Gro¨bner basis of N .
Proof (i) That Ω 6= ∅ follows from N 6= {0} and the remark about ≺′e we
made above. Since N is a submodule of L and A is a domain (Proposition
1.1.4), if ξ ∈ N and ξ 6= 0, then hξ ∈ N for all nonzero h ∈ A. It follows
from Lemma 2.1.2(ii) that 0 6= LM(hξ) ∈ LM(N) and LM(ξ)|
L
LM(hξ),
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i.e., LM(ξ) ≺′e LM(hξ) in LM(N). It is clear that if LM(h) 6= 1, then
LM(hξ) 6= LM(ξ). This shows that Ω is a proper subset of LM(N).
(ii) By the definition of ≺′e and the remark we made above the theo-
rem, if ξ ∈ N with LM(ξ) 6= 0 and LM(ξ) 6∈ Ω, then there is some g ∈ G
such that LM(g)|
L
LM(ξ). Hence the selected G is a left Gro¨bner basis
for N . 
Since every solvable polynomial algebra A is (left and right) Noethe-
rian by Corollary 1.3.3, the free module L = ⊕si=1Aei is a Noetherian left
A-module, thereby every submodule N of L is finitely generated. In the
next section we will show that if a finite generating set Ξ = {ξ1, . . . , ξt}
of N is given, then a finite left Gro¨bner basis G for N can be produced
by means of a noncommutative Buchberger algorithm.
Basic facts determined by left Gro¨bner bases
By referring to Lemma 2.1.2 Theorem 2.2.3 and Proposition 2.2.4, the
foregoing discussion allows us to summarize some basic facts determined
by left Gro¨bner bases, of which the detailed proof is left as an exercise.
2.2.7. Proposition Let N be a submodule of the free A-module L =
⊕si=1Aei, and let G be a left Gro¨bner basis of N . Then the following
statements hold.
(i) If ξ ∈ N and ξ 6= 0, then LM(ξ) = LM(qg) for some q ∈ A and g ∈ G.
(ii) If ξ ∈ L and ξ 6= 0, then ξ has a unique remainder ξ
G
on division by
G.
(iii) If ξ ∈ L and ξ 6= 0, then ξ ∈ N if and only if ξ
G
= 0. Hence the
membership problem for submodules of L can be solved by using left
Gro¨bner bases.
(iv) As a K-vector space, L has the decomposition
L = N ⊕K-spanN (G).
(v) As a K-vector space, L/N has the K-basis
N (G) = {aαei | a
αei ∈ N (G)},
where aαei denotes the coset represented by a
αei in L/N .
(vi) N (G) is a finite set, or equivalently, DimKA/N < ∞, if and only
if for j = 1, . . . , n and each i = 1, . . . , s, there exists gji ∈ G such that
LM(gji) = a
mj
j ei, where mj ∈ N. 
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Minimal and reduced left Gro¨bner bases
2.2.8. Definition Let N 6= {0} be a submodule of L and let G be a left
gro¨bner basis of N . If any proper subset of G cannot be a left Gro¨bner
basis of N , then G is called a minimal left Gro¨bner basis of N .
2.2.9. Proposition Let N 6= {0} be a submodule of L. A left Gro¨bner
basis G of N is minimal if and only if LM(gi)6 |LLM(gj) for all gi, gj ∈ G
with gi 6= gj.
Proof Suppose that G is minimal. If there were gi 6= gj in G such that
LM(gi)|LLM(gj), then since the left division is transitive, the proper
subset G′ = G − {gj} of G would form a left Gro¨bner basis of N . This
contradicts the minimality of G.
Conversely, if the condition LM(gi)6 |LLM(gj) holds for all gi, gj ∈ G
with gi 6= gj , then the definition of a left Gro¨bner basis entails that any
proper subset of G cannot be a left Gro¨bner basis of N . This shows that
G is minimal. 
2.2.10. Corollary Let N 6= {0} be a submodule of L, and let the
notation be as in Theorem 2.2.6.
(i) The left Gro¨bner basis G obtained there is indeed a minimal left
Gro¨bner basis for N .
(ii) If G is any left Gro¨bner basis of N , then
Ω = LM(G) = {LM(g) | g ∈ G} ⊆ LM(G) = {LM(g′) | g′ ∈ G}.
Therefore, any two minimal left Gro¨bner bases of N have the same set of
leading monomials Ω.
Proof This follows immediately from the definition of a left Gro¨bner
basis, the construction of Ω and Proposition 2.2.9. 
We next introduce the notion of a reduced left Gro¨bner basis.
2.2.11. Definition Let N 6= {0} be a submodule of L and let G be a
left gro¨bner basis of N . If G satisfies the following conditions:
(1) G is a minimal left Gro¨bner basis;
(2) LC(g) = 1 for all g ∈ G;
(3) For every g ∈ G, ξ = g − LM(g) is a normal element (mod G), i.e.,
ξ ∈ K-spanN (G),
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then G is called a reduced left Gro¨bner basis of N .
2.2.12. Proposition Every nonzero submodule N of L has a unique
reduced Gro¨bner basis.
Proof Note that if G and G′ are reduced left Gro¨bner bases for N , then
LM(G) = LM(G′) by Corollary 2.2.10. If LM(gi) = LM(g
′
j) then gi −
g′j ∈ N ∩K-spanN (G) = N ∩K-spanN (G
′). It follows from Proposition
2.2.7(iv) that gi = g
′
j . Hence G = G
′. 
The next proposition shows that if a finite left Gro¨bner basis G of
N is given, then a minimal left Gro¨bner basis, thereby the reduced left
Gro¨bner basis for N can be obtained in an algorithmic way.
2.2.13. Proposition Let N 6= {0} be a submodule of L, and let G =
{g1, . . . , gm} be a finite left Gro¨bner basis of N .
(i) The subset G0 = {gi ∈ G | LM(gi) is minimal in LM(G) w.r.t. ≺
′
e} of
G forms a minimal left Gro¨bner basis of N (see the definition of ≺′e given
before Theorem 2.2.6). An algorithm written in pseudo-code is omitted
here.
(ii) With G0 as in (i) above, we may assume, without loss of gener-
ality, that G0 = {g1, . . . , gs} with LC(gi) = 1 for 1 ≤ i ≤ s. Put
G1 = {g2, ..., gs} and ξ1 = g1
G1 . Then LM(ξ1) = LM(g1). Put
G2 = {ξ1, g3, ..., gs} and ξ2 = g2
G2 . Then LM(ξ2) = LM(g2). Put
G3 = {ξ1, ξ2, g4, ..., gs} and ξ3 = g3
G3 , and so on. The last obtained
Gs+1 = {ξ1, . . . , ξs−1} ∪ {ξs} is then the reduced left Gro¨bner basis. An
algorithm written in pseud0-code is omitted here.
Proof This can be verified directly, so we leave it as an exercise. 
The existence of finite left Gro¨bner bases
Finally we show that every nonzero submodule N of the free A-module
L = ⊕si=1Aei has a finite left Gro¨bner basis G with respect to a given left
monomial ordering ≺e.
Let aαei, a
βej ∈ B(e) with α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ N
n.
Recall that aαei ≺
′
e a
β if and only if i = j and aα|
L
aβ, while the latter
is defined subject to the property that aβ = LM(aγaα) for some aγ ∈ B.
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Thus, by Lemma 2.1.2(ii), aαei ≺
′
e a
βej is actually equivalent to i = j
and αi ≤ βi for 1 ≤ i ≤ n. Also note that the correspondence α =
(α1, . . . , αn) ←→ a
α gives the bijection between Nn and B. Combining
this observation with Dickson’s lemma (Lemma 1.3.1), we are able to
reach the following result.
2.2.14. Theorem With notations as in Theorem 2.2.6, let N 6= {0}
be a submodule of L, LM(N) = {LM(ξ) | ξ ∈ N}, Ω = {aαei ∈
LM(N) | aαei is minimal in LM(N) w.r.t. ≺
′
e}, and G = {g ∈
N | LM(g) ∈ Ω}. Then Ω is a finite subset of LM(N), thereby G is
a finite left Gro¨bner basis of N .
Proof For 1 ≤ i ≤ s, put
B(e)i = {a
αei | a
α ∈ B},
Ωi = Ω ∩ B(e)i.
Then Ω = ∪si=1Ωi. Applying Dickson’s lemma (Lemma 1.3.1) to Ωi, it
turns out that each Ωi has a finite subset Ω
′
i = {a
α(1i)ei, . . . , a
α(ti)ei} such
that if aβei ∈ Ωi, then a
α(ji)ei|La
βei for some a
α(ji) ∈ Ω′i. But this implies
aα(ji)ei ≺
′
e a
βei in Ω. It follows from the definition of Ω that Ω = ∪
s
i=1Ω
′
i
is a finite subset of LM(N), and consequently G is a finite (minimal) left
Gro¨bner basis of N . 
2.3. The Noncommutative Buchberger Algorithm
Recall from the theory of Gro¨bner bases for commutative polynomial
algebras ([Bu1], [Bu2], [AL2], [BW], [Fro¨b], [KR1], [KR2]) that the cel-
ebrated Buchberger algorithm depends on Buchberger’s criterion which
establishes the strategy for computing Gro¨bner bases of polynomial ideals.
Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible
system (B,≺), and let L = ⊕si=1Aei be a free A-module with left admissi-
ble system (B(e),≺e). Then by Theorem 2.2.14, every nonzero submodule
N has a finite left Gro¨bner basis G. In this section, by introducing left
S-polynomials for elements (ξ, ζ) ∈ L × L, we show that a noncommu-
tative version of Buchberger’s criterion holds true for submodules of L,
and that a noncommutative version of the Buchberger algorithm works
effectively for computing finite left Gro¨bner bases of submodules in L.
Since the noncommutative version of Buchberger’s criterion and the
noncommutative version of Buchberger’s algorithm for modules over a
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solvable polynomial algebra A (Theorem 2.3.3 andAlgorithm-LGB pre-
sented below) look as if working the same way as in the commutative case
by reducing the S-polynomials, at this stage one is asked to pay more at-
tention to compare the argumentation concerning Buchberger’s criterion
in the commutative case (e.g. [AL2], P.40-42) and that in the noncom-
mutative case, given in [K-RW] and we are going to give respectively, so
as to see how the barrier made by the noncommutativity of A (i.e., the
product of two monomials in A is no longer necessarily a monomial of A)
can be broken down. Also, at this point we remind that in the proof of
([K-RW], Theorem 3.11), the argumentation was given in the language of
abstract rewriting (see [Wik2] for an introduction of this topic), namely,
it was shown that the left reduction of left S-polynomials by G is locally
confluent; while in the argumentation we are going to give below, Lemma
2.3.1 will play the key role as the breakthrough point, though our pre-
sentation looks quite similar to the most popularly known presentation
in the commutative case (e.g. [AL2]).
Let ξ, ζ be nonzero elements of L with LM(ξ) = aαei, LM(ζ) = a
βej ,
where α = (α1, . . . , αn), β = (β1, . . . , βn). Put γ = (γ1, . . . , γn) with
γk = max{αk, βk). The left S-polynomial of ξ and ζ is defined as the
element
Sℓ(ξ, ζ) =

1
LC(aγ−αξ)
aγ−αξ −
1
LC(aγ−βζ)
aγ−βζ, if i = j
0, if i 6= j.
Observation If Sℓ(ξ, ζ) 6= 0 then, with respect to the given ≺e on B(e)
we have LM(Sℓ(ξ, ζ)) ≺e a
γei.
2.3.1. Lemma Let ξ, ζ be as above such that Sℓ(ξ, ζ) 6= 0, and put
λ = LC(aγ−αξ), µ = LC(aγ−βζ). If there exist aθ(1), aθ(2) ∈ B such that
LC(aθ(1)ξ) = λ1, LC(a
θ(2)ζ) = µ1, LM(a
θ(1)ξ) = aρei = LM(a
θ(2)ζ),
where ρ = (ρ1, . . . , ρn), then there exists a
δ ∈ B such that
Sℓ(a
θ(1)ξ, aθ(2)ζ) = b
(
aδSℓ(ξ, ζ)− da
θ(2)ζ − f1ξ − f2ζ
)
,
where b = λ
λρ,αλ1
, d =
λρ,αλ1
λµ1
−
µρ,β
µ
, LM(aδSℓ(ξ, ζ)) ≺e a
ρei, LM(f1ξ) ≺e
aρei, and LM(f2ζ) ≺e a
ρei, λρ,α, µρ,β ∈ K
∗, f1, f2 ∈ A, which are given
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in terms of
aρ−γaγ−α = λρ,αa
θ(1) + f1 with f1 ∈ A and LM(f1) ≺ a
θ(1);
aρ−γaγ−β = µρ,βa
θ(2) + f2 with f2 ∈ A and LM(f2) ≺ a
θ(2).
Proof By the assumption and Lemma 2.1.2, θ(1)+α = ρ = θ(2)+β. Since
γ = (γ1, . . . , γn) with γk = max{αk, βk), we may put δ = (δ1, . . . , δn) with
δi = ρi − γi, i.e., δ = ρ− γ. Now we see that
aδSℓ(ξ, ζ) =
1
λ
aδaγ−αξ − 1
µ
aδaγ−βζ
= 1
λ
aρ−γaγ−αξ − 1
µ
aρ−γaγ−βζ
=
(
λρ,α
λ
aθ(1)ξ + f1ξ
)
−
(
µρ,β
µ
aθ(2)ζ + f2ζ
)
,
=
λρ,αλ1
λ
(
1
λ1
aθ(1)ξ − 1
µ
aθ(2)ζ
)
+
(
λρ,αλ1
λµ1
−
µρ,β
µ
)
aθ(2)ζ + f1ξ + f2ζ
=
λρ,αλ1
λ
Sℓ(a
θ(1)ξ, aθ(2)ζ)
+
(
λρ,αλ1
λµ1
−
µρ,β
µ
)
aθ(2)ζ + f1ξ + f2ζ,
in which LM(aδSℓ(ξ, ζ)) ≺e a
ρei, LM(f1ξ) ≺e a
ρei, and LM(f2ζ) ≺e
aρei. 
2.3.2. Lemma Let ξ1, ..., ξt ∈ L be such that LM(ξi) = a
ρeq for all
i = 1, ..., t. If, for c1, . . . , ct ∈ K
∗, the element ξ =
∑t
i=1 ciξi satisfies
LM(ξ) ≺e a
ρeq, then ξ can be expressed as a K-linear combination of
the form
ξ = d12Sℓ(ξ1, ξ2) + d23Sℓ(ξ2, ξ3) + · · ·+ dt−1, t(ξt−1, ξt),
where dij ∈ K.
Proof If we rewrite each ξi as ξi = λia
ρeq+ lower terms, where λi =
LC(ξi), then the assumption yields a cancelation of leading terms which
gives rise to
∑s
i=1 ciλi = 0. Since LM(ξi) = a
ρeq = LM(ξj), it follows
that Sℓ(ξi, ξj) =
1
λi
ξi −
1
λj
ξj. Thus
ξ = c1ξ1 + · · ·+ csξt
= c1λ1
(
1
λ1
ξ1
)
+ · · ·+ ctλt
(
1
λt
ξt
)
= c1λ1
(
1
λ1
ξ1 −
1
λ2
ξ2
)
+ (c1λ1 + c2λ2)
(
1
λ2
ξ2 −
1
λ3
ξ3
)
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+ · · ·+ (c1λ1 + · · ·+ ct−1λt−1)
(
1
λt−1
ξt−1 −
1
λt
ξt
)
+(c1λ1 + · · ·+ ctλt)
1
λt
ξt
= c1λ1Sℓ(ξ1, ξ2) + (c1λ1 + c2λ2)Sℓ(ξ2, ξ3) + · · ·
+(c1λ1 + · · ·+ ct−1λt−1)Sℓ(ξt−1, ξt),
because
∑t
i=1 ciλi = 0. This completes the proof. 
Considering the submodule N =
∑m
i=1Aξi of L generated by Ξ =
{ξ1, . . . , ξm} ⊂ L, it is clear that Sℓ(ξi, ξj) ∈ N for 1 ≤ i < j ≤ m.
2.3.3. Theorem (Noncommutative version of Buchberger’s criterion)
Let N =
∑m
i=1Aξi be a submodule of L generated by the set of nonzero
elements Ξ = {ξ1, . . . , ξs}. Then, with respect to the given left monomial
ordering ≺e on B(e), Ξ is a left Gro¨bner basis of N if and only if every
nonzero Sℓ(ξi, ξj) is reduced to 0 (mod Ξ), i.e., Sℓ(ξi, ξj)
Ξ
= 0.
Proof Note that Sℓ(ξi, ξj) ∈ N . If Ξ is a left Gro¨bner basis of N , then
Sℓ(ξi, ξj)
Ξ
= 0 whenever Sℓ(ξi, ξj) 6= 0.
Conversely, suppose that Sℓ(ξi, ξj)
Ξ
= 0 for every nonzero Sℓ(ξi, ξj).
We will show that Ξ satisfies Proposition 2.2.4(ii), or in other words,
that every nonzero element of N has a left Gro¨bner representation by Ξ.
For this purpose, we argue by contradiction. Suppose that there were a
ξ =
∑s
i=1 fiξi ∈ N with nonzero fi ∈ A, such that LM(ξ) ≺e LM(fjξj)
for some j ≤ s. Let LM(fj) = a
θ(j) and LM(ξj) = a
α(j)eij . Comparing
the linear expressions of both sides of ξ =
∑s
i=1 fiξi in terms of base
elements in B(e), we may assume, without loss of generality, that for
some 2 ≤ t ≤ s,
aρeq = LM(f1ξ1) = LM(f2ξ2) = · · · = LM(ftξt)
= max{LM(f1ξ1), . . . ,LM(fsξs)},
(1)
and moreover, we assume that the representation ξ =
∑s
i=1 fiξi is cho-
sen so that aρeq is the least one. We now proceed to produce a new
representation of ξ by elements of Ξ in which the maximal monomial is
strictly less than aρeq. To this end, we write fi = cia
θ(i)+ lower terms,
where ci = LC(fi), and let η0 :=
∑t
i=1 cia
θ(i)ξi, ξ
∗ = ξ − η0. Then
LM(η0) ≺e a
ρeq, LM(ξ
∗) ≺e a
ρeq. With λi = LC(a
θ(i)ξi), 1 ≤ i ≤ t, we
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may apply Lemma 2.3.2 to η0 so that
η0 = d12Sℓ(a
θ(1)ξ1, a
θ(2)ξ2) + d23Sℓ(a
θ(2)ξ2, a
θ(3)ξ3) + · · ·
+dtt−1,tSℓ(a
θ(t−1)ξt−1, a
θ(t)ξt),
(2)
where dij ∈ K and Sℓ(a
θ(i)ξi, a
θ(j)ξj) =
1
λi
aθ(i)ξi −
1
λj
aθ(j)ξj. We next
apply Lemma 2.3.1 to each Sℓ(a
θ(i)ξi, a
θ(j)ξj) so that
Sℓ(a
θ(i)ξi, a
θ(j)ξj) = bij
(
aδ(ij)Sℓ(ξi, ξj)− zija
θ(j)ξj − hiξi − hjξj
)
, (3)
where bij , zij ∈ K, hi, hj ∈ A, LM(a
δ(ij)Sℓ(ξi, ξj)) ≺e a
ρeq, LM(hiξi) ≺e
aρeq, and LM(hjξj) ≺e a
ρeq, thereby
LM(Sℓ(a
θ(i)ξi, a
θ(j)ξj)) = LM(a
θ(j)ξj) = a
ρeq if bij , zij 6= 0. (4)
Note that j = i + 1 > i in (3). After substituting (3) into (2), and η0
into ξ, we see that aθ(1)ξ1 does not appear in the new representation of ξ.
So, if we take the sub-sum η1 :=
∑t
j=2 dijbijzija
θ(j)ξj of ξ, then η1 clearly
satisfies LM(η1) ≺e a
ρeq = LM(a
θ(j)ξj), 2 ≤ j ≤ t. Hence we may
apply Lemma 2.3.1 and Lemma 2.3.2 to η1 so that we obtain a similar
result of (3) which gives rise to a sub-sum η2 :=
∑t
k=3 uka
θ(k)ξk of ξ with
uk ∈ K and LM(η2) ≺e a
ρeq = LM(a
θ(k)ξk), 3 ≤ k ≤ t. Repeating
such a procedure for at most t− 1 times and at each time, applying the
assumption Sℓ(ξi, ξj)
Ξ
= 0 to (3), we eventually obtain a representation
of ξ by elements of Ξ which yields the desired contradiction and finishes
the proof. 
2.3.4. Theorem (The Noncommutative version of Buchberger algo-
rithm) Let N =
∑m
i=1Aξi be a submodule of L generated by a finite set
of nonzero elements Ξ = {ξ1, . . . , ξs}. Then, with respect to a given left
monomial ordering ≺e on B(e), the algorithm presented below returns a
finite left Gro¨bner basis G for N .
Algorithm-LGB
INPUT: Ξ = {ξ1, ..., ξm}
OUTPUT: G = {g1, ..., gt}, a left Gro¨bner basis for N =
∑m
i=1Aξi
INITIALIZATION: m′ := m, G := {g1 = ξ1, . . . , gm′ = ξm},
S := {Sℓ(gi, gj) | gi, gj ∈ G, i < j } − {0}
BEGIN
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WHILE S 6= ∅ DO
Choose any Sℓ(gi, gj) from S
S := S − {Sℓ(gi, gj)}
IF Sℓ(gi, gj)
G
= η 6= 0 with LM(η) = aρek THEN
m′ := m′ + 1, gm′ := η
S := S ∪ {Sℓ(gj , gm′) | gj ∈ G, LM(gj) = a
νek} − {0}
G := G ∪ {gm′},
END
END
END
Proof We first prove that the algorithm terminates after a finite number
of executing the WHILE loop. To this end, let Gn+1 denote the new set
obtained after the n-th turn of executing the WHILE loop, that is,
Gn+1 = Gn ∪
{
η = Sℓ(gi, gj)
Gn
6= 0 for some pair gi, gj ∈ Gn
}
, n ∈ N,
where G0 = Ξ , and let
G =
⋃
n∈N
Gn, LM(G) = {LM(g) | g ∈ G}.
By Dickson’s lemma (Lemma 1.3.1), LM(G) has a finite subset U =
{LM(g1), . . . ,LM(gs)}, such that if g ∈ G then LM(gi)|LM(g) for some
LM(gi) ∈ U . Since U is finite, we may assume that U ⊂ LM(Gk) for
some k. This shows that Sℓ(gi, gj)
Gk
= 0 for all gi, gj ∈ Gk, thereby the
algorithm terminates after the k-th turn of executing the WHILE loop.
Now that the algorithm terminates in a finite number of executions, we
may assume that G = {g1, . . . , gt}. Then, since G0 = Ξ ⊂ G, the algorithm
itself tells us that G generates the submodule N and Sℓ(gi, gj)
G
= 0 for
all gi, gj ∈ G. It follows from Theorem 2.3.3 that G is a left Gro¨bner basis
for N . 
One is referred to the up-to-date computer algebra systems Singu-
lar [DGPS] for the implementation of Algorithm-LGB. Also, nowa-
days there have been optimized algorithms, such as the signature-based
algorithm for computing Gro¨bner bases in solvable polynomial algebras
[SWMZ], which is based on the celebrated F5 algorithm [Fau], may be
used to speed-up the computation of left Gro¨bner bases for modules.
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2.3.5. Corollary Let N =
∑m
i=1Aξi be a submodule of L generated by a
finite set of nonzero elements Ξ = {ξ1, . . . , ξm}, and let G = {g1, ..., gt} be
a left Gro¨bner basis of N produced by running Algorithm-LGB. Then
the following statements hold true.
(i) All the properties listed in Proposition 2.2.7 can be recognized in a
computational way.
(ii) There is a t×m matrix
Vt×m =
 h11 · · · h1m· · · · · · · · ·
ht1 · · · htm
 , hij ∈ A
which is obtained after G is computed by runningAlgorithm-LGB, such
that
G =
 g1...
gt
 = Vt×m
 ξ1...
ξm
 , 1 ≤ j ≤ s.
(Note that for convenience, we formally used the matrix expression to
demonstrate an obvious meaning.)
(iii) If ξ ∈ N and ξ 6= 0, then a representation of ξ by Ξ = {ξ1, . . . , ξm},
say ξ =
∑m
i=1 fiξi, can be computed.
Proof (i) Now that a left Gro¨bner basis G of N has been computed, all
the properties listed in Proposition 2.2.7 can be recognized by means of
the division by G.
(ii) Recall from Algorithm-LGB that for each gj ∈ G, either gj ∈
Ξ = {ξ1, ..., ξm} or gj is a newly added member of G obtained after a
certain pass through the WHILE loop. So, starting with the expressions
obtained from the first pass through the WHILE loop:
Sℓ(ξi, ξj) =
∑
k
hkξk + Sℓ(ξi, ξj)
Ξ
, hk ∈ A, 1 ≤ i < j ≤ m,
and keeping track of the linear combinations that give rise to the new
elements of G, the algorithm eventually yields the desired matrix Vt×m.
(iii) By Proposition 2.2.7(iii), after dividing by G the element ξ has a
representation ξ =
∑t
j=1 sjgj with sj ∈ A and gj ∈ G. Now the conclusion
(ii) yields the desired representation of ξ by Ξ.
3. Finite Free Resolutions
Since every solvable polynomial algebra A is (left and right) Noetherian
(Section 3 of Chapter 1), and every nonzero submodule of a free left A-
module has a finite left Gro¨bner basis which can be produced by running
Algorithm-LGB (Section 3 of Chapter 2), starting from this chapter we
shall successively present some details concerning applications of Gro¨bner
bases in constructing finite free resolutions over an arbitrary solvable
polynomial algebra A, minimal finite N-graded free resolutions over an N-
graded solvable polynomial algebra A with the degree-0 homogenous part
being the ground field K, and minimal finite N-filtered free resolutions
over an N-filtered solvable polynomial algebra A (where the N-filtration
of A is determined by a positive-degree function).
Let A be a solvable polynomial algebra as before. The current chap-
ter consists of four sections. In Section 1 we demonstrate, for a finitely
generated submodule N of a free left A-module L, how to compute a
generating set of the syzygy module Syz(N) of N via computing a left
Gro¨bner basis G of N . In Section 2 we show, in a constructive way, that
a noncommutative version of Hilbert’s syzygy theorem holds true for A,
and consequently, that a finite free resolution can be algorithmically con-
structed for every finitely generated A-module. In Section 3, the non-
commutative version of Hilbert’s syzygy theorem is applied to highlight
two homological properties of A, that is, A has finite global homologi-
cal dimension, and every finitely generated projective A-module is stably
free. Based on Section 1 – Section 3, the final Section 4 is devoted to the
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calculation of projective dimension of a finitely generated A-module M ,
and meanwhile, the proposed algorithmic procedure verifies whether M
is a projective module or not.
The main references of this chapter are [AL2], [AF], [Rot], [Li1], [GV],
[Lev], [DGPS].
Throughout this chapter, modules are meant left modules over solv-
able polynomial algebras, and all notions and notations used in previous
chapters are maintained.
3.1. Computation of Syzygies
Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissi-
ble system (B,≺) in the sense of Definition 1.1.3, where B = {aα =
aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n} is the PBW K-basis of A and ≺ is
a monomial ordering on B. Let L0 = ⊕
s
i=1Aei be a free left A-module
with A-basis {e1, . . . , es}, and ≺e a left monomial ordering on the K-basis
B(e) = {aαei | a
α ∈ B, 1 ≤ i ≤ s} of L0. As in (Section 3 of Chapter
2) we write Sℓ(ξ, ζ) for the left S-polynomial of two elements ξ, ζ ∈ L0,
that is, if LM(ξ) = aαei with α = (α1, . . . , αn), LM(ζ) = a
βej with
β = (β1, . . . , βn), then
Sℓ(ξ, ζ) =

1
LC(aγ−αξ)
aγ−αξ −
1
LC(aγ−βζ)
aγ−βζ, if i = j
0, if i 6= j
where γ = (γ1, . . . , γn) with γk = max{αk, βk); moreover, if Sℓ(ξ, ζ) 6= 0,
then with respect to the given ≺e on B(e) we have LM(Sℓ(ξ, ζ)) ≺e a
γei.
Let N =
∑m
i=1Aξi be a submodule of L0 generated by the set of
nonzero elements U = {ξ1, . . . , ξm}, and let L1 = ⊕
m
i=1Aωi be the free
A-module with A-basis {ω1, . . . , ωm}. Then the syzygy module of U (or
equivalently the syzygy module of N), denoted Syz(U), is the submodule
of L1 defined by
Syz(U) =
{
m∑
i=1
hiωi ∈ L1
∣∣∣∣∣
m∑
i=1
hiξi = 0
}
.
Our aim of this section is to show that a generating set of the syzygy
module Syz(U) can be computed by means of a left Gro¨bner basis of N .
To this end, let G = {g1, . . . , gt} be a left Gro¨bner basis of N with respect
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to ≺e, then every nonzero left S-polynomial Sℓ(gi, gj) has a left Gro¨bner
representation Sℓ(gi, gj) =
∑t
i=1 figi with LM(figi) e LM(Sℓ(gi, gj))
whenever fi 6= 0 (note that such a representation is obtained by using
the division by G during executing the WHILE loop of Algorithm-LGB
presented in (Chapter 2, Theorem 2.3.4)). Considering the syzygy module
Syz(G) of G in the free A-module L2 = ⊕
t
i=1Aεi with A-basis {ε1, . . . , εt},
if we put
sij = f1ε1 + · · ·+
(
fi −
aγ−α(i)
LC(aγ−α(i)ξi)
)
εi + · · ·
+
(
fj +
aγ−α(j)
LC(aγ−α(j)ξj)
)
εj + · · ·+ ftεt,
S = {sij | 1 ≤ i < j ≤ t},
then it can be shown, actually as in the commutative case (cf. [AL2],
Theorem 3.7.3), that S generates Szy(G) in L2. However, by employing
the Schreyer ordering ≺s-ε on the K-basis B(ε) = {a
αεi | a
α ∈ B, 1 ≤
i ≤ m} of L2 induced by G with respect to ≺e (see Section 1 of Chapter
2), which is defined subject to the rule: for aαεi, a
βεj ∈ B(ε),
aαεi ≺s-ε a
βεj ⇔

LM(aαgi) ≺e LM(a
βgj),
or
LM(aαgi) = LM(a
βgj) and i < j,
there is indeed a much stronger result, namely the noncommutative ana-
logue of Schreyer theorem [Sch] (cf. Theorem 3.7.13 in [AL2] for free
modules over commutative polynomial algebras; Theorem 4.8 in [Lev] for
free modules over solvable polynomial algebras):
3.1.1. Theorem (2.3.1) With respect to the left monomial ordering ≺s-ε
on B(ε) as defined above, the following statements hold.
(i) Let sij be determined by Sℓ(gi, gj), where i < j, LM(gi) = a
α(i)es with
α(i) = (αi1 , . . . , αin), and LM(gj) = a
α(j)es with α(j) = (αj1 , . . . , αjn).
Then LM(sij) = a
γ−α(j)εj , where γ = (γ1, . . . , γn) with each γk =
max{αik , αjk}.
(ii) S is a left Gro¨bner basis of Syz(G), thereby S generates Syz(G).
Proof (i) By the definition of Sℓ(gi, gj) we know that LM(a
γ−α(i)gi) =
aγes = LM(a
γ−α(j)gj). Since i < j, by the definition of ≺s-ε we have
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aγ−α(i)εi ≺s-ε a
γ−α(j)εj . Consequently, it follows from LM(Sℓ(gi, gj)) ≺e
LM(aγ−α(j)gn), the Gro¨bner representation Sℓ(gi, gj) =
∑t
i=1 figi, and
the definition of ≺s-ε that LM(sij) = a
γ−α(j)εj .
(ii) To show that S forms a left Gro¨bner basis for Syz(G) with re-
spect to ≺s-ε, take any nonzero ξ ∈Syz(G). After executing the divi-
sion algorithm by S, ξ has an expression ξ =
∑
sij∈S
fijsij + η, where
LM(fijsij) s-ε LM(ξ) for each term fijsij, and η = ξ
S
is the re-
mainder of ξ on division by S. We claim that η = 0, thereby S is a
left Gro¨bner basis for Syz(G). Otherwise, assuming the contrary that
η =
∑
i,j λija
θ(ij)εj 6= 0, where λij ∈ K
∗ and θ(ij) = (θij1 , . . . , θijn) ∈ N
n,
then LM(η) = aθ(lk)εk for some pair (l, k) and
LM(sij) 6 | a
θ(lk)εk for all sij ∈ S. (1)
Let sij be determined by Sℓ(gi, gj), where i < j, LM(gi) = a
α(i)es and
LM(gj) = a
α(j)es. Then by (i) we have LM(sij) = a
γ−α(j)εj . If j = k
then by (1),
aγ−α(k) 6 | aθ(lk). (2)
Since LM(η) = aθ(lk)εk, by the definition of ≺s-ε we have LM(a
θ(ij)gj) e
LM(aθ(lk)gk), and for (i, j) 6= (l, k),
LM(aθ(ij)gj) = LM(a
θ(lk)gk) implies j < k. (3)
Noticing η = ξ −
∑
sij∈S
fijsij ∈ Syz(G), we have
∑
i,j λija
θ(ij)gj = 0.
Since A is a domain, if LM(aθ(ij)gj) 6= LM(a
θ(lk)gk) for all (i, j) 6= (l, k),
then we would have η = 0 (note that all gi 6= 0), which is a contradiction.
So, by (3) we may assume that LM(aθ(ij)gj) = LM(a
θ(lk)gk) for some
j < k. Let LM(gj) = a
α(j)es and LM(gk) = a
α(k)es. Then
LM(aθ(ij)gj) = LM(a
θ(ij)LM(gj)) = LM(a
θ(ij )aα(j)es) = a
θ(ij)+α(j)es,
LM(aθ(lk)gk) = LM(a
θ(lk)LM(gk)) = LM(a
θ(lk)aα(k)es) = a
θ(lk)+α(k)es,
thereby θ(ij) + α(j) = θ(lk) + α(k). Now, taking γ = (γ1, . . . , γn) in
which γℓ = max{αjℓ , αkℓ} with respect to α(j) = (αj1 , . . . , αjn) and
α(k) = (αk1 , . . . , αkn), it follows that θ(lk) + α(k) = ρ + γ for some
ρ = (ρ1, . . . , ρn). Hence θ(lk) = ρ + (γ − α(k)), and this gives rise to
aθ(lk) = LM(aρaγ−α(k)), i.e., aγ−α(k)|aθ(lk), contradicting (2). Therefore,
we must have η = 0, as claimed. This complets the proof. 
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To go further, again let G = {g1, . . . , gt} be the left Gro¨bner basis
of N produced by running Algorithm-LGB presented in (Chapter 2,
Theorem 2.3.4) with the initial input data U = {ξ1, . . . , ξm}. Using the
usual matrix notation for convenience, we have
 ξ1...
ξm
 = Um×t
 g1...
gt
 ,
 g1...
gt
 = Vt×m
 ξ1...
ξm
 ,
where the m × t matrix Um×t (with entries in A) is obtained by the di-
vision by G, and the t ×m matrix Vt×m (with entries in A) is obtained
by keeping track of the reductions during executing the WHILE loop
of Algorithm-LGB (Chapter 2, Corollary 2.3.5). By Theorem 3.1.1,
we may write Syz(G) =
∑r
i=1ASi with S1, . . . ,Sr ∈ L2 = ⊕
t
i=1Aεi;
and if Si =
∑t
j=1 fijεj , then we write Si as a 1 × t row matrix, i.e.,
Si = (fi1 . . . fit), whenever matrix notation is convenient in the accord-
ing discussion. At this point, we note also that all the Si may be written
down one by one during executing the WHILE loop of Algorithm-LGB
successively. Furthermore, we write D(1), . . . ,D(m) for the rows of the
matrix Dm×m = Um×tVt×m − Em×m where Em×m is the m × m iden-
tity matrix. The following proposition is a noncommutative analogue of
([AL2], Theorem 3.7.6).
3.1.2. Theorem With notation fixed above, the syzygy module Syz(U)
of U = {ξ1, . . . , ξm} is generated by
{S1Vt×m, . . . ,SrVt×m,D(1), . . . ,D(m)},
where each 1×m row matrix represents an element of the free A-module
L1 = ⊕
m
i=1Aωi.
Proof Since
0 = Si
 g1...
gt
 = (fi1 . . . fit)
 g1...
gt
 = (fi1 . . . fit)Vt×m
 ξ1...
ξm
 ,
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we have SiVt×m ∈ Syz(U), 1 ≤ i ≤ r. Moreover, since
Dm×m
 ξ1...
ξm
 = (Um×tVt×m − Em×m)
 ξ1...
ξm

= Um×tVt×m
 ξ1...
ξm
−
 ξ1...
ξm

= Um×t
 g1...
gt
−
 ξ1...
ξm

=
 ξ1...
ξm
−
 ξ1...
ξm
 = 0,
we have D(1), . . . ,D(r) ∈ Syz(U).
On the other hand, if H = (h1 . . . hm) represents the ele-
ment
∑m
i=1 hiωi ∈ ⊕
m
i=1Aωi such that H
 ξ1...
ξm
 = 0, then 0 =
HUm×t
 g1...
gt
. This means HUm×t ∈ Syz(G). Hence, HUm×t =
∑r
i=1 fiSi with fi ∈ A, and it follows that HUm×tVt×m =
∑r
i=1 fiSiVt×m.
Therefore,
H = H +HUm×tVt×m −HUm×tVt×m
= H(Em − Um×tVt×m) +
∑r
i=1 fiSiVt×m
= −HDm×m +
∑r
i=1 fi(SiVt×m).
This shows that every element of Syz(U) is generated by {S1Vt×m, . . . ,
SrVt×m,D(1), . . . ,D(m)}, as desired.
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3.2. Computation of Finite Free Resolutions
Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissi-
ble system (B,≺) in the sense of Definition 1.1.3, where B = {aα =
aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n} is the PBW K-basis of A and ≺
is a monomial ordering on B. Let M be a left A-module. Then a free
resolution of M is an exact sequence by free A-modules Li and A-module
homomorphisms ϕi:
L• · · ·
ϕi+1
−→ Li
ϕi
−→ · · ·
ϕ2
−→ L1
ϕ1
−→ L0
ϕ0
−→ M −→ 0
that is, in the sequence L•, ϕ0 is surjective, each Li is a free A-module
and Kerϕi = Imϕi+1 = ϕi+1(Li+1) for all i ≥ 0. By classical homological
algebra (e.g. [Rot]), theoretically such a free resolution for M exists. If
M is a finitely generated A-module, each Li in L• is finitely generated,
and Lq+1 = 0 for some q, then L• is called a finite free resolution of M .
In this section, we show, in a constructive way, that a noncommutative
version of Hilbert’s syzygy theorem holds true for A, i.e., every finitely
generated A-module M has a finite free resolution, and consequently, an
algorithm for computing a finite free resolution of M is obtained. Our
argumentation concerning a noncommutative version of Hilbert’s syzygy
theorem below is adapted from ([Eis], Corollary 15.11) and ([Lev], Section
4.4).
Let L = ⊕si=1Aei be a free A-module with left monomial ordering ≺e
on its K-basis B(e), and let G = {g1, . . . , gt} be a left Gro¨bner basis of
the submodule N =
∑t
i=1Agi ⊂ L. Then, after relabeling the members
of G (if necessary), we may always assume that G satisfies
(∗) if i < j and LM(gi) = a
α(i)ek with α(i) = (αi1 , . . . , αin), LM(gj) =
aα(j)ek with α(j) = (αj1 , . . . , αjn), then a
α(i) lex a
α(j) under the
lexicographic ordering with respect to an ≺lex an−1 ≺lex · · · ≺lex a1,
3.2.1. Lemma Given a free A-module L = ⊕si=1Aei with left monomial
ordering ≺e on its K-basis B(e), let G = {g1, . . . , gt} be a left Gro¨bner
basis of the submoduleN =
∑t
i=1Agi ⊂ L. With notation as in Theorem
3.1.1, let ≺s-ε be the Schreyer ordering on the K-basis B(ε) of the free A-
module L1 = ⊕
t
i=1Aεi induced by G with respect to ≺e. Assume that for
some r ≤ n, the generators a1, . . . , ar of A do not appear in every LM(gℓ),
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then the generators a1, . . . , ar, ar+1 of A do not appear in LM(sij) for
every sij ∈ S.
Proof If sij ∈ S with sij 6= 0, then we have i < j and LM(gi) = a
α(i)ek
with α(i) = (αi1 , . . . , αin), LM(gj) = a
α(j)ek with α(j) = (αj1 , . . . , αjn),
and it follows from the property (∗) mentioned before the lemma that
αiℓ = 0 = αjℓ , 1 ≤ ℓ ≤ r, αir+1 ≤ αjr+1 . By Theorem 3.1.1, LM(sij) =
aγ−α(j)εj where γ = (γ1, . . . , γn) with γk = max{αik , αjk}, in particular,
γr+1 = αjr+1. This shows that the generators a1, . . . , ar, ar+1 of A do not
appear in LM(sij). 
Let M =
∑s
i=1Avi be a finitely generated left A-module with gen-
erating set {v1, . . . , vs}. Then since A is Noetherian, if we consider the
free A-module L0 = ⊕
s
i=1Aei and the presentation M
∼= L0/N0 of M by
a submodule N0 of L0, then N0 is a finitely generated submodule of L0.
3.2.2. Theorem (noncommutative version of Hilbert’s syzygy theorem)
Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible
system (B,≺). Then every finitely generated left A-moduleM has a finite
free resolution
0 −→ Lq
ϕq
−→ Lq−1
ϕq−1
−→ · · ·
ϕ1
−→ L0
ϕ0
−→ M −→ 0
such that q ≤ n.
Proof As remarked above we may assume M = L0/N0, where L0 =
⊕si=1Aei is a free A-module with A-basis {e1, . . . , es}, and N0 is a finitely
generated submodule of L0. Then ϕ0 is given by the canonical A-module
homomorphism L0
ϕ0
−→ M . Fixing a left monomial ordering ≺e on the
K-basis B(e) of L0, let G0 = {g1, . . . , gs1} be a left Gro¨bner basis of N0
as specified before Lemma 3.2.1, such that for some r ≤ n, the generators
a1, . . . , ar of A do not appear in every LM(gℓ), 1 ≤ ℓ ≤ s1. Let ≺s-ε be the
Schreyer ordering on theK-basis B(ε) of the free A-module L1 = ⊕
s1
i=1Aεi
induced by G0 with respect to ≺e. Then by Lemma 3.2.1, the generators
a1, . . . , ar, ar+1 do not appear in LM(sij) for every sij ∈ S, where S is
the left Gro¨bner basis of N1 = Syz(G0) ⊂ L1 obtained in Theorem 3.1.1.
Defining ϕ1: L1 → L0 by ϕ1(εi) = gi, 1 ≤ i ≤ s1, and working with N1
in place of N0 and so on, we then reach an exact sequence
0 → Nn−r −→ Ln−r
ϕn−r
−→ Ln−r−1
ϕn−r−1
−→ · · ·
ϕ2
−→ L1
ϕ1
−→ L0
ϕ0
−→M → 0
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where every Li is a free A-module of finite A-basis and Nn−r =Kerϕn−r
which has a left Gro¨bner basis Gn−r = {g
′
1, . . . , g
′
d} in Ln−r, such that all
the generators a1, . . . , an of A do not appear in every LM(g
′
j), 1 ≤ j ≤ d.
If Ln−r = ⊕
t
i=1Aωi, this shows that LM(g
′
j) = ωkj , 1 ≤ j ≤ d. Without
loss of generality, we may assume that all the ωkj are distinct (for instance,
Gn−r is minimal), and that LM(g
′
j) = ωj, 1 ≤ j ≤ d. Thus, since Gn−r
is a left Gro¨bner basis, it follows from (Chapter 2, Proposition 2.2.7(iv))
that in this case Kerϕn−r−1 ∼= Ln−r/Nn−r ∼= ⊕
t
i=d+1Aωi. Now, with Ln−r
replaced by Kerϕn−r−1, the desired (length ≤ n) free resolution of M is
obtained. 
Combining the results of the last section, we are ready to have an
algorithmic procedure for constructing a finite free resolution.
3.2.3. Corollary Let M = L0/N0 be a finitely generated A-module as
in Theorem 3.2.2, and let G0 = {g1, . . . , gt} be a left Gro¨bner basis of the
submodule N0 =
∑t
i=1Agi with respect to a left monomial ordering ≺e
on L0. Then, starting with the exact sequence
0→ N0
ι
−→ L0
ϕ0
−→ M → 0,
where ϕ0 is the canonical homomorphism, and ι is the inclusion map,
the following algorithm returns a finite free resolution of M , which is of
length q ≤ n.
Algorithm-FRES
INPUT L0 = ⊕
s
i=1Aei, ≺e, G0 = {g1, . . . , gt}, L0
ϕ0
−→ M → 0
OUTPUT L• 0→ Lq
ϕq
−→ Lq−1
ϕq−1
−→ · · ·
ϕ2
−→ L1
ϕ1
−→ L0
ϕ0
−→ M → 0
a finite free resolution of M
INITIALIZATION i := 0, ≺ := ≺e
LOOP
IF all the generators a1, . . . , an of A do not appear in LM(gj) for every
gj ∈ Gi, THEN
by the proof of Theorem 3.2.2, there is some d such that
Kerϕi ∼= Li/
∑t
j=1Agj
∼= ⊕di=1Aei
L• := (0→ Kerϕi
ι
−→ Li
ϕi−→ · · ·
ϕ2
−→ L1
ϕ1
−→ L0
ϕ0
−→ M → 0)
ELSE
i := i+ 1, Li := ⊕
t
j=1Aej , ϕi := (Li → Li−1 with ϕ(ej) = gj , 1 ≤ j ≤ t)
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run Algorithm-DIV-L (with respect to ≺) to compute a left
Gro¨bner representation of each Sℓ(gk, gℓ) 6= 0 by Gi−1 in Li−1,
1 ≤ k < ℓ ≤ t, so that a left Gro¨bner basis S = {S1, . . . ,Sr}
of Syz(G) ⊂ Li is obtained under the Schreyer ordering ≺s-e on
Li induced by Gi−1 with respect to ≺ (Theorem 3.1.1)
≺ := ≺s-e
Gi := {g1, . . . , gt} with gj = Sj 6= 0 for 1 ≤ j ≤ t ≤ r
END
UNTIL all the generators a1, . . . , an of A do not appear in LM(gj) for
every gj ∈ Gi
END
Proof By the definition of a free resolution, the sequence L• returned
by the algorithm is clearly the desired one for M . The fact that the
Algorithm-FRES terminates and returns a sequence L• of finite length
q ≤ n is due to Theorem 3.2.2 (or more precisely its proof)
3.3. Global Dimension and Stability
In this section, the foregoing Theorem 3.2.2 is applied to highlight that
every solvable polynomial algebra A has finite global homological dimen-
sion, and that every finitely generated projective A-module is stably free.
Let A = K[a1, . . . , an] be a solvable polynomial algebra with admis-
sible system (B,≺) in the sense of Definition 1.1.3, where B = {aα =
aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n} is the PBW K-basis of A and ≺ is a
monomial ordering on B. Recall from classical homological algebra (e.g.
[Rot]) that a left A-module P is said to be projective if M
β
−→ N → 0
is an exact sequence of A-modules and P
α
−→ N is an A-module homo-
morphism, then there exists an A-module homomorphism P
γ
−→ M such
that β ◦ γ = α, or in other words, the following diagram commutes:
P
γւ α
y
M −→
β
N → 0
β ◦ γ = α
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Thus, by the universal property of a free module, any free A-module
is projective and, an A-module P is projective if and only if there is a
free A-module L such that P is isomorphic to a direct summand of L,
i.e., L ∼= P ⊕ L1.
LetM be a left A-module. Then a projective resolution ofM is an ex-
act sequence by projective A-modules Pi and A-module homomorphisms
ϕi:
P• · · ·
ϕi+1
−→ Pi
ϕi−→ · · ·
ϕ2
−→ P1
ϕ1
−→ P0
ϕ0
−→ M −→ 0
that is, in the sequence P•, ϕ0 is surjective, each Pi is a projective A-
module and Kerϕi = Imϕi+1 = ϕi+1(Pi+1) for all i ≥ 0. Clearly, any free
resolution of M is a projective resolution of M . The projective dimension
of M , denoted p.dimAM , is defined to be the shortest length q of a
projective resolution or ∞ if no finite projective resolution exists. The
long Schanuel lemma (cf. [Rot]) shows that any projective resolution of
M can be terminated at this length. The left global dimension of A is
then defined to be
sup{p.dimAM | M any left A-module}.
In terms of right A-modules, the right global dimension of A is defined in a
similar way. It follows from classical homological algebra (e.g. [Rot]) that
the left (right) global dimension is determined by the projective dimension
of cyclic modules; moreover, for a (left and right) Noetherian ring A, the
left global dimension of A is equal to the right global dimension of A,
and this common number is called the global dimension of A, denoted
gl.dimA.
3.3.1. Theorem Let A = K[a1, . . . , an] be a solvable polynomial algebra.
Then any A-module M has projective dimension p.dimAM ≤ n, thereby
A has global dimension gl.dimA ≤ n.
Proof Noticing the classical results on global dimension reviewed above,
this follows from the fact that A is (left and right) Noetherian (Corol-
lary 1.3.3) and the noncommutative version of Hilbert’s syzygy theorem
(Theorem 3.2.2). 
Furthermore, since A is Noetherian, A has IBN (invariant basis num-
ber), i.e., for every free A-module L, every two A-bases of L have the
same cardinal (cf. [Rot], Chapter 3). In this case, the rank of L, denoted
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rankAL, is well defined as the cardinal of some A-basis of L, thereby if L1,
L2 are free A-modules, then L1 ∼= L2 if and only if rankAL1 = rankAL2.
With this well-defined rank for free modules, the stably free modules are
then well defined, that is, an A-module P is said to be stably free of rank
t if P ⊕ L1 ∼= L2, where L1 is a free module of rankAL1 = s and L2 is a
free module of rankAL2 = s + t. Obviously, a stably free module is nec-
essarily finitely generated and projective. It follows from the literature
(e.g., [Rot], Chapter 4; [MR], Chapter 11) that stably free A-modules can
be characterized by finite free resolutions.
3.3.2. Proposition A finitely generated projective A-module P is stably
free if and only if P has a finite free resolution. Furthermore, if
L• 0→ Lq
ϕq
−→ Lq−1
ϕq−1
−→ · · ·
ϕ2
−→ L1
ϕ1
−→ L0
ϕ0
−→ P → 0
is a finite free resolution of P , then rankAP =
∑q
i=0(−1)
irankLi.

3.3.3. Theorem Let A = K[a1, . . . , an] be a solvable polynomial algebra.
Then every finitely generated projective A-module P is stably free, and
moreover, rankAP is computable via constructing a finite free resolution
by running Algorithm-FRES given in Corollary 3.2.3.
Proof This follows from the noncommutative version of Hilbert’s syzygy
theorem (Theorem 3.2.2), Theorem 3.2.3, and Proposition 3.3.2 above.
3.4. Calculation of p.dimAM
Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissi-
ble system (B,≺) in the sense of Definition 1.1.3, where B = {aα =
aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n} is the PBW K-basis of A and ≺
is a monomial ordering on B. Equipped with the previously developed
theory and techniques, in this section we establish an algorithmic pro-
cedure which calculates the projective dimension of a finitely generated
A-module M and, at the same time, verifies whether M is projective or
not. The strategy used in our text was proposed by Gago-Vargas in [GV],
though the algebras considered in [GV] are restricted to Weyl algebras.
Let L
ϕ
−→M → 0 be an A-module epimorphism, andK = Kerϕ. Con-
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sider the short exact sequence 0→ K
ι
−→ L
ϕ
−→ M → 0, where ι is the
inclusion map. Suppose that there exists an A-module homomorphism
M
ϕ
−→ L such that ϕ◦ϕ = 1M , where 1M is the identity map of M toM .
Then, every ξ ∈ L has a representation as ξ = (ξ − ϕ(ϕ(ξ))) + ϕ(ϕ(ξ))
with ϕ(ϕ(ξ)) ∈ Imϕ and ξ − ϕ(ϕ(ξ)) ∈ K. Since it is clear that K∩
Imϕ = {0} and ϕ ◦ ϕ = 1M implies that ϕ is a monomorphism, it turns
out that
L = K ⊕ Imϕ = K ⊕ ϕ(M) ∼= K ⊕M. (1)
This preliminary enables us to prove the following
3.4.1. Proposition Let 0→ L1
ϕ1
−→ L0
ϕ0
−→M → 0 be an exact sequence
of A-modules in which L0, L1 are free A-modules. Then M is projective
if and only if there exists an A-module homomorphism L0
ϕ1−→ L1 such
that ϕ1 ◦ ϕ1 = 1L1 , where 1L1 is the identity map of L1 to L1.
Proof Suppose that M is projective. Then there exists an A-module
homomorphism M
ϕ0−→ L0 such that ϕ ◦ ϕ0 = 1M , where 1M is the
identity map of M to M . Hence, by the formula (1) above we have
L0 = ϕ1(L1)⊕ ϕ0(M). It follows that if we define L0
ϕ1−→ L1 by
ϕ1(ϕ1(ξ1) + ϕ0(m)) = ξ1, ξ1 ∈ L1, m ∈M,
then since ϕ1 is injective, it is easy to see that ϕ1 is an A-module homo-
morphism satisfying ϕ1 ◦ ϕ1 = 1L1 .
Conversely, suppose that there exists an A-module homomorphism
L0
ϕ1−→ L1 such that ϕ1 ◦ ϕ1 = 1L1 . Then the sequence
0→ K = Kerϕ1
ι
−→ L0
ϕ1−→ L1 → 0
is exact. Since L1 is free (hence projective), it follows from the formula (1)
above that L0 = K⊕ϕ1(L1), thereby K ∼= L0/ϕ1(L1) = L0/Kerϕ0 ∼=M .
Note that as a direct summand of the free module L0, K is projective.
Hence M is projective, as desired. 
Let L0 = ⊕
s
j=1Aej , L1 = ⊕
t
i=1Aεi be free left A-modules of rank s
and t respectively, and let L1
ϕ1
−→ L0 be an A-module homomorphism
with ϕ1(εi) =
∑s
j=1 fijej, 1 ≤ i ≤ t. Then ϕ1 is uniquely determined by
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the t× s matrix
Qϕ1 =

f11 f12 · · · f1s
f21 f22 · · · f2s
...
... · · ·
...
ft1 ft2 · · · fts
 ,
that is, if ξ =
∑t
i=1 fiεi ∈ L1, then, ϕ1(ξ) is given by left multiplication
by matrices:
ϕ1(ξ) =
t∑
i=1
fiϕ1(εi) = (f1, . . . , ft)Qϕ1
 e1...
es
 .
The t× s matrix Qϕ1 is usually referred to as the matrix of ϕ1. Thus, in
the language of matrices, Proposition 3.4.1 can be restated as follows.
3.4.2. Proposition Let the short exact sequence 0→ L1
ϕ1
−→ L0
ϕ0
−→M →
0 be as in Proposition 3.4.1, and let Qϕ1 be the matrix of ϕ1. Then M is
projective if and only if the t× s matrix Qϕ1 is right invertible, i.e., there
is an s × t matrix Qϕ1 with entries in A, such that Qϕ1 · Qϕ1 = Et×t,
where the latter is the t× t identity matrix with the (i, i)-entry 1 ∈ A.

Furthermore, let the t × s matrix Qϕ1 of ϕ1 be as above, and write
Qjϕ1 for the j-th column of Qϕ1 , 1 ≤ j ≤ s. Considering the free right
A-module L1 = ⊕
t
i=1εiA of rank t, let N =
∑s
j=1 ξjA ⊆ L1 be the A-
submodule generated by ξj = (ε1, . . . , εt)Q
j
ϕ1 =
∑t
i=1 εifij, 1 ≤ j ≤ s.
Then Proposition 3.4.2 tells us that the left A-module M is projective if
and only if N = L1. Since A has also a right Gro¨bner basis theory for
right modules, it follows that the following proposition holds true.
3.4.3. Proposition With notation as above, let G be a right Gro¨bner
basis of the right A-submodule N =
∑s
j=1 ξjA ⊆ L1 = ⊕
t
i=1εiA. Then,
the left A-module M is projective if and only if εi ∈ G for 1 ≤ i ≤ t. If it
is the case, then the right inverse Qϕ1 of Qϕ1 is given by the s× t matrix
Vs×t such that
(ε1, . . . , εt) = (ξ1, . . . , ξs)Vs×t,
which can be computed via using (Chapter 2, Corollary 2.3.5(ii)).
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Proof Note that N = L1 if and only if all the εi ∈ N , 1 ≤ i ≤ t. If G is a
right Gro¨bner basis of N , then by (Chapter 2, Proposition 2.2.7), N = L1
if and only if all the εi ∈ G, 1 ≤ i ≤ t. Since N =
∑s
j=1 ξjA, it follows
from (Chapter 2, Corollary 2.3.5(ii)) that the specified s× t matrix Vs×t
can be computed. Also since (ξ1, . . . , ξs) = (ε1, . . . , εt)Qϕ1 , it turns out
that
(ε1, . . . , εt) = (ξ1, . . . , ξs)Vs×t
= (ε1, . . . , εt)Qϕ1Vs×t.
This shows that Vs×t = Qϕ1 , as desired. 
Now, let M be a finitely generated A-module and
L• 0→ Lq
ϕq
−→ Lq−1
ϕq−1
−→ · · ·
ϕ2
−→ L1
ϕ1
−→ L0
ϕ0
−→ M → 0
a finite free resolution of M by free modules of finite rank. Suppose that
Imϕi is projective for some i ≥ 0. Then, by the foregoing discussion, it
is not difficult to derive inductively that Imϕi+k is projective for every
k = 1, 2, . . . , q − i. In particular, Imϕq−1 is projective. By the definition
of p.dimAM and the basic property we recalled before Theorem 3.3.1,
The next proposition is clear.
3.4.4. Proposition With notation as above, p.dimAM = q if and only
if Imϕq−1 is not projective if and only if the matrix Qϕq of ϕq is not
right invertible, where the invertibility of Qϕq can be recognized in a
computational way via using Proposition 3.4.3.

Suppose that Imϕq−1 is projective. It follows from Proposition 3.4.1
(or its proof) that
Lq−1 = ϕq(Lq)⊕ Ker ϕq
ψ
−→
∼=
Lq ⊕ Im ϕq−1, (2)
and the latter isomorphism ψ can be computed, where ϕq is the A-module
homomorphism Lq−1
ϕq
−→ Lq such that ϕq ◦ ϕq = 1Lq . The formula (2)
above enables us to construct another finite free resolution of M
0→ Lq
ϕ′q
−→ Lq⊕Lq−1
ϕ′q−1
−→ Lq⊕Lq−2
ϕ′q−2
−→ Lq−3
ϕq−3
−→ · · ·
ϕ1
−→ L0
ϕ0
−→M → 0
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in which
ϕ′q(ξq) = ϕq(ξq) for all ξq ∈ Lq,
ϕ′q−1(ξq + ξq−1) = ξq + ϕq−1(ξq−1) for all ξq + ξq−1 ∈ Lq ⊕ Lq−1,
ϕ′q−2(ξq + ξq−2) = ϕq−2(ξq−2) for all ξq + ξq−2 ∈ Lq ⊕ Lq−2.
By the exactness of free resolution and the formula (2) above, we then
have
Lq−1
ψ
−→
∼=
Lq ⊕ ϕq−1(Lq−1) = Imϕ
′
q−1 = Kerϕ
′
q−2,
thereby M has the following finite free resolution
0→ Lq−1
ψ
−→ Lq ⊕ Lq−2
ϕ′q−2
−→ Lq−3
ϕq−3
−→ · · ·
ϕ1
−→ L0
ϕ0
−→ M → 0
in which the homomorphism ψ can be computed. By Proposition
3.4.4, after the projectiveness of Imϕq−2 is checked we can either have
p.dimAM = q − 1, or repeat the above procedure again in order to get a
finite free resolution of M which is of length q− 2. It is clear that after a
finite number of repetitions of the same procedure we will eventually have
p.dimAM = m with m ≤ q. Obviously, if m = 0, then M is projective.
Summing up, we have reached the following
3.4.5. Theorem Let M be a finitely generated A-module, and let
L• 0→ Lq
ϕq
−→ Lq−1
ϕq−1
−→ · · ·
ϕ2
−→ L1
ϕ1
−→ L0
ϕ0
−→ M → 0
be a finite free resolution ofM computed by runningAlgorithm-FRES.
Then the next algorithm computes p.dimAM and, meanwhile, checks
whether M is projective or not.
Algorithm-p.dim
INPUT L• the given finite free resolution ; q the length of L•
OUTPUT p.dimAM
INITIALIZATION i := q
IF i = 0 THEN
p.dimAM := 0
ELSE
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LOOP
use Proposition 3.3.6 to check the invertibility of
the matrix Qϕi of ϕi
IF Qϕi is not right invertible THEN
p.dimAM := i
ELSE
i := i− 1
IF i = 0 THEN
p.dimAM := 0
ELSE
L• := (0→ Li−1
ϕ′i−1
−→ L′i−2
ϕ′i−2
−→ Li−3
ϕi−3
−→ · · ·
ϕ1
−→ L0
ϕ0
−→ M → 0
in which L′i−2 = Li ⊕ Li−2, the homomorphism ϕ
′
i−1 = ψ
is computed by using Proposition 3.3.4 (or its proof), and
ϕ′i−2 is defined before the theorem.)
END
END
END
END
4. Minimal Finite Graded
Free Resolutions
In this chapter we demonstrate how the methods and algorithms, devel-
oped in ([CDNR], [KR2]) for computing minimal homogeneous generating
sets of graded submodules and graded quotient modules of free modules
over commutative polynomial algebras, can be adapted for computing
minimal homogeneous generating sets of graded submodules and graded
quotient modules of free modules over an N-graded solvable polynomial
K-algebras A with the degree-0 homogeneous part A0 = K, and how the
algorithmic procedures of computing minimal graded free resolutions for
finitely generated modules over A can be achieved.
In the literature, a finitely generated N-graded K-algebra A =
⊕p∈NAp with the degree-0 homogeneous partA0 = K is usually referred to
as a connected N-graded K-algebra. Concerning introductions to minimal
resolutions of graded modules over a (commutative or noncommutative)
connected N-graded K-algebra (or more generally an N-graded local K-
algebra) and relevant results, one may refer to ([Eis], Chapter 19), ([Kr1],
Chapter 3), and [Li3].
All notions, notations and conventions introduced before are main-
tained.
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4.1. N-graded Solvable Polynomial Algebras
In this section we specify, by means of positive-degree functions (as de-
fined in Section 1.1 of Chapter 1), the structure of N-graded solvable
polynomial K-algebras with the degree-0 homogeneous part equal to K.
For convenience, we first recall that the condition (S2) given in (Def-
inition 1.1.3 of Chapter 1) is equivalent to
(S2′) There is a monomial ordering ≺ on B, i.e., (B,≺) is an admis-
sible system of A, such that for all generators ai, aj of A with
1 ≤ i < j ≤ n,
ajai = λjiaiaj + fji
where λji ∈ K
∗, fji =
∑
µka
α(k) ∈ K-spanB
with LM(fji) ≺ aiaj if fji 6= 0.
Now, let A = K[a1, . . . , an] be a solvable polynomial K-algebra
with admissible system (B,≺), where B = {aα = aα11 · · · a
αn
n | α =
(α1, . . . , αn) ∈ N
n} is the PBW K-basis of A and ≺ is a monomial order-
ing on B. Suppose that A is an N-graded algebra with the degree-0 ho-
mogeneous part equal to K, namely A = ⊕p∈NAp, where the degree-p ho-
mogeneous part Ap is a K-subspace of A, A0 = K, and Ap1Ap2 ⊆ Ap1+p2
for all p1, p2 ∈ N. Then, since conventionally any generator ai of A is not
contained in the ground field K, writing dgr(f) = p for the graded-degree
(abbreviated to gr-degree) of a nonzero homogeneous element f ∈ Ap, we
have
dgr(ai) = mi, 1 ≤ i ≤ n,
for some positive integers mi. It turns out that if a
α = aα11 · · · a
αn
n ∈ B,
then dgr(a
α) =
∑n
i=1 αimi. This shows that dgr( ) gives rise to a positive-
degree function on A as defined in (Section 1.1 of Chapter 1), such that
(1) Ap = K-span{a
α ∈ B | dgr(a
α) = p}, p ∈ N;
(2) for 1 ≤ i < j ≤ n, all the relations ajai = λjiaiaj + fji with fji =∑
µka
α(k) presented in (S2′) above, satisfy dgr(a
α(k)) = dgr(aiaj)
whenever µk 6= 0.
Conversely, given a positive-degree function d( ) on A (as defined in Sec-
tion 1.1 of Chapter 1) such that d(ai) = mi > 0, 1 ≤ i ≤ n, then we
know that A has an N-graded K-module structure, i.e., A = ⊕p∈NAp with
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Ap = K-span{a
α ∈ B | d(aα) = p}, in particular, A0 = K. It is straight-
forward to verify that if furthermore for 1 ≤ i < j ≤ n, all the relations
ajai = λjiaiaj + fji with fji =
∑
µka
α(k) presented in (S2′) above, sat-
isfy dgr(a
α(k)) = dgr(aiaj) whenever µk 6= 0, then Ap1Ap2 ⊆ Ap1+p2 holds
for all p1, p2 ∈ N, i.e., A is turned into an N-graded solvable polynomial
algebra with the degree-0 homogeneous part A0 = K.
Summing up, we have reached the following
4.1.1. Proposition A solvable polynomial algebra A = K[a1, . . . , an]
is an N-graded algebra with the degree-0 homogeneous part A0 = K if
and only if there is a positive-degree function d( ) on A (as defined in
Section 1.1 of Chapter 1) such that for 1 ≤ i < j ≤ n, all the relations
ajai = λjiaiaj+fji with fji =
∑
µka
α(k) presented in (S2′) above, satisfy
dgr(a
α(k)) = dgr(aiaj) whenever µk 6= 0.

To make the compatibility with the structure of N-filtered solvable
polynomial algebras specified in Chapter 4, it is necessary to emphasize
the role played by a positive-degree function in the structure of N-graded
solvable polynomial algebras we specified in this section, that is, from
now on in the rest of this paper we keep using the following
Convention An N-graded solvable polynomial K-algebra A = ⊕p∈NAp
with A0 = K is always referred to as an N-graded solvable polynomial
algebra with respect to a positive-degree function d( ).
Remark Let A = K[a1, . . . , an] = ⊕p∈NAp be an N-graded solvable poly-
nomial algebra with respect to a positive-degree function d( ).
(i) We emphasize that every aα ∈ B is a homogeneous elements of A
and d(aα) = dgr(a
α), where dgr( ), as we defined above, is the gr-degree
function on nonzero homogeneous elements of A.
(ii) Since A is a domain (Theorem 1.2.3), the gr-degree function dgr( )
has the property that for all nonzero homogeneous elements h1, h2 ∈ A,
(P1) dgr(h1h2) = dgr(h1) + dgr(h2).
From now on we shall freely use this property without additional indica-
tion.
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Typical noncommutative N-graded solvable polynomial algebras are
provided by the multiplicative analogues On(λji) of the Weyl algebra (see
Example (4) given in Section 1.1 of Chapter 1), where the positive-degree
function on On(λji) can be defined by setting d(xi) = mi for any fixed
tuple (m1, . . . ,mn) of positive integers.
Another family of noncommutative N-graded solvable polynomial al-
gebras are provided by the algebras Mq(2,K) of 2× 2 quantum matrices
(see Example (7) given in Section 1.1 of Chapter 1), where each generator
is assigned the degree 1. More generally, let Λ = (λij) be a multiplica-
tively antisymmetric n× n matrix over K, and let λ ∈ K∗ with λ 6= −1.
Considering the multiparameter coordinate ring of quantum n×n matri-
ces over K (see [Good]), namely the K-algebra Oλ,Λ(Mn(K)) generated
by n2 elements aij (1 ≤ i, j ≤ n) subject to the relations
aℓmaij =

λℓiλjmaijaℓm + (λ− 1)λℓiaimaℓj (ℓ > i, m > j)
λλℓiλjmaijaℓm (ℓ > i, m ≤ j)
λjmaijaℓm (ℓ = i, m > j)
Then Oλ,Λ(Mn(K)) is an N-graded solvable polynomial algebra, where
each generator has degree 1.
Moreover, by ([LW], [Li1], or the later Chapter 4), the associated
graded algebra and the Rees algebra of every N-filtered solvable polyno-
mial algebra with a graded monomial ordering ≺gr are N-graded solvable
polynomial algebras of the type we specified in this section.
Finally, we point out that if a solvable polynomial algebra A =
K[a1, . . . , an] has a graded monomial ordering ≺gr with respect to some
given positive-degree function d( ) (see Section 1.1 of Chapter 1), then,
by Proposition 4.1.1, it is easy to check whether A is an N-graded algebra
with respect to d( ) or not.
4.2. N-Graded Free Modules
Let A = K[a1, . . . , an] be an N-graded solvable polynomial algebra with
respect to a positive-degree function d( ), and let (B,≺) be an admissible
system of A. In this section we demonstrate how to construct N-graded
free left modules over A and, furthermore, we highlight that if the input
data is a finite set of nonzero homogeneous elements, then Algorithm-
LGB (presented in Theorem 2.3.4 of Chapter 2) produces a homogeneous
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left Gro¨bner bases for the graded submodule generated by the given ho-
mogeneous elements.
We start by a little generality of N-graded modules. Let M be a left
A-module. If M = ⊕q∈NMq with each Mq a K-subspace of M , such that
ApMq ⊆ Mp+q for all p, q ∈ N, then M is called an N-graded A-module.
For each q ∈ N, nonzero elements in Mq are called homogeneous elements
of degree q, and accordingly Mq is called the degree-q homogeneous part
of M . If ξ ∈ Mq and ξ 6= 0, then we write dgr(ξ) for the graded-degree
(abbreviated to gr-degree) of ξ as a homogeneous element of M , i.e.,
dgr(ξ) = q.
LetM = ⊕q∈NMq be a nonzero N-graded A-module, and T a subset of
homogeneous elements of M . If T generates M , i.e., M =
∑
ξ∈T Aξ, then
T is called a homogeneous generating set ofM . Clearly, if T = {ξi | i ∈ I}
is a homogeneous generating set of M with dgr(ξi) = bi for ξi ∈ T , then
Mq =
∑
pi+bi=q
Apiξi for all q ∈ N.
If a submodule N of the N-graded A-module M = ⊕q∈NMq is gen-
erated by homogeneous elements, i.e., N has a homogeneous generating
set, then N is called a graded submodule of M . A graded submodule N
has the N-graded structure N = ⊕q∈NNq with Nq = N ∩Mq, such that
ApNq ⊆ Np+q for all p, q ∈ N.
With the graded submodule N of M as described above, the quo-
tient moduleM/N is an N-graded A-module with the N-graded structure
M/N = ⊕q∈N(M/N)q, where for each q ∈ N, (M/N)q = (Mq + N)/N .
Indeed, a submoduleN ofM is a graded submodule if and only if the quo-
tient moduleM/N is an N-graded A-module with the N-graded structure
M/N = ⊕q∈N(Mq +N)/N .
Now, let L = ⊕si=1Aei be a free left A-module with the A-basis
{e1, . . . , es}. Then L has the K-basis B(e) = {a
αei | a
α ∈ B, 1 ≤ i ≤ n}
and, for an arbitrarily fixed {b1, . . . , bs} ⊂ N, one checks that L can be
turned into an N-graded free A-module L = ⊕q∈NLq by setting
Lq = {0} if q < min{b1, . . . , bs}; otherwise Lq =
∑
pi+bi=q
Apiei, q ∈ N,
or alternatively, for q ≥ min{b1, . . . , bs},
Lq = K-span{a
αei ∈ B(e) | d(a
α) + bi = q}, q ∈ N,
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such that dgr(ei) = bi, 1 ≤ i ≤ s.
As with the gr-degree of homogeneous elements in A, noticing that
dgr(a
αei) = d(a
α)+bi for all a
αei ∈ B(e) and that A is a domain, from now
on we shall freely use the following property without additional indication:
for all nonzero homogeneous elements h ∈ A and all nonzero homogeneous
elements ξ ∈ L,
(P2) dgr(hξ) = dgr(h) + dgr(ξ).
Remark Although we have remarked that d(aα) = dgr(a
α) for all aα ∈ B,
d(aα) is used in constructing Lq just for highlighting the role of d( ).
Convention Unless otherwise stated, from now on throughout the subse-
quent texts if we say that L is an N-graded free module over an N-graded
solvable polynomial algebra A with respect to a positive-degree function
d( ), then it always means that L has an N-gradation as constructed
above.
Let L = ⊕q∈NLq be an N-graded free A-module, and N a graded
submodule of L. A left Gro¨bner basis G of N is called a homogeneous left
Gro¨bner basis if G consists of homogeneous elements.
Note that monomials in B are homogeneous elements of A, thereby left
S-polynomials of homogeneous elements are homogeneous elements, and
remainders of homogeneous elements on division by homogeneous remain
homogeneous elements. Thus, the following assertion is clear now.
4.2.1. Theorem With notation as above, if a graded submodule
N =
∑m
i=1Aξi of L is generated by the set of nonzero homogeneous
elements {ξ1, . . . , ξm}, then, with the initial input data {ξ1, . . . , ξm},
Algorithm-LGB (presented in Theorem 2.3.4 of Chapter 2) produces a
finite homogeneous left Gro¨bner basis G for N with respect to any given
monomial ordering ≺e on B(e).
4.3. Computation of Minimal Homogeneous Gen-
erating Sets
In this section, A = K[a1, . . . , an] denotes an N-graded solvable polyno-
mial algebra with respect to a positive-degree function d( ), (B,≺) denotes
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a fixed admissible system of A, L = ⊕si=1Aei denotes an N-graded free
A-module such that dgr(ei) = bi, 1 ≤ i ≤ s, and ≺e denotes a fixed left
monomial ordering on the K-basis B(e) of L. Moreover, as before we
write Sℓ(ξi, ξj) for the left S-polynomial of two elements ξi, ξj ∈ L.
Let N be a finitely generated graded submodule N of L. With the
preparation made in the previous two sections, our aim of the current
section is to provide an algorithmic way of computing
(1) a minimal homogeneous generating set of N , and
(2) a minimal homogeneous generating set of the graded quotient module
M = L/N .
The argumentation we are going to present below is similar to the
commutative case (cf. [KR], Section 4.5, Section 4.7). To better under-
stand why the similar argumentation can go through the noncommutative
case, let us again remind that although monomials from the PBWK-basis
B of A can no longer behave as well as monomials in a commutative poly-
nomial algebra (namely the product of two monomials is not necessarily
a monomial), every monomial from B is a homogeneous element in the N-
graded structure of A (as we remarked in section 4.1), thereby the product
of two monomials is a homogeneous element. Bearing in mind this fact,
one will see that the rule of division, Proposition 1.1.4(i) (Section 1 of
Chapter 1), Lemma 2.1.2(ii) (Section 1 of Chapter 2), and the properties
(P1), (P2) mentioned in previous Section 1 and Section 2 respectively, all
together make the work done.
We start by a detailed discussion on computing n-truncated left
Gro¨bner bases for graded submodules of L. Except for helping us to
compute a minimal homogeneous generating set, from the definition and
the characterization given below one may see clearly that having an n-
truncated left Gro¨bner basis will be very useful in dealing with certain
problems involving only degree-n homogeneous elements.
4.3.1. Definition Let G = {g1, . . . , gt} be a subset of nonzero homoge-
neous elements of L, N =
∑t
i=1Agi the graded submodule generated by
G, and let n ∈ N, G≤n = {gj ∈ G | dgr(gj) ≤ n}. If, for each nonzero
homogeneous element ξ ∈ N with dgr(ξ) ≤ n, there is some gi ∈ G≤n such
that LM(gi)|LM(ξ) with respect to ≺e, then we call G≤n an n-truncated
left Gro¨bner basis of N with respect to (B(e),≺e).
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By the definition above, the lemma below is straightforward.
4.3.2. Lemma Let G = {g1, . . . , gt} be a homogeneous left Gro¨bner basis
for the graded submodule N =
∑t
i=1Agi of L with respect to (B(e),≺e).
For each n ∈ N, put G≤n = {gj ∈ G | dgr(gj) ≤ n}, N≤n = ∪
n
q=0Nq
where each Nq is the degree-q homogeneous part of N , and let N(n) =∑
ξ∈N≤n
Aξ be the graded submodule generated by N≤n. The following
statements hold.
(i) G≤n is an n-truncated left Gro¨bner basis of N . Thus, if ξ ∈ L is a
homogeneous element with dgr(ξ) ≤ n, then ξ ∈ N if and only if ξ
G≤n = 0,
i.e., ξ is reduced to zero on division by G≤n,.
(ii) N(n) =
∑
gj∈G≤n
Agj , and G≤n is an n-truncated left Gro¨bner basis
of N(n).
Proof Exercise. 
In light of Theorem 2.3.3 and Theorem 2.3.4 (presented in Section 3 of
Chapter 2), an n-truncated left Gro¨bner basis is characterized as follows.
4.3.3. Proposition Let N =
∑s
i=0Agi be the graded submodule of L
generated by a set of homogeneous elements G = {g1, . . . , gm}. For each
n ∈ N, put G≤n = {gj ∈ G | dgr(gj) ≤ n}. The following statements are
equivalent with respect to the given (B(e),≺e).
(i) G≤n is an n-truncated left Gro¨bner basis of N .
(ii) Every nonzero left S-polynomial Sℓ(gi, gj) of dgr(Sℓ(gi, gj)) ≤ n is
reduced to zero on division by G≤n, i.e, Sℓ(gi, gj)
G≤n
= 0.
Proof Recall that if gi, gj ∈ G, LT(gi) = λia
αet with α = (α1, . . . , αn),
LT(gj) = λja
βet with β = (β1, . . . , βn), and γ = (γ1, . . . γn) with γi =
max{αi, βi}, 1 ≤ i ≤ n, then
Sℓ(gi, gj) =
1
LC(aγ−αgi)
aγ−αgi −
1
LC(aγ−βgj)
aγ−βgj
is a homogeneous element in N with dgr(Sℓ(gi, gj)) = d(a
γ) + bt by the
foregoing property (P4). If dgr(Sℓ(gi, gj)) ≤ n, then it follows from (i)
that (ii) holds.
Conversely, suppose that (ii) holds. To see that G≤n is an n-truncated
left Gro¨bner basis of N , let us run Algorithm-LGB (presented in
Theorem 2.3.4 of Chapter 2) with the initial input data G. Without
Minimal Graded Free Resolutions 77
optimizing Algorithm-LGB we may certainly assume that G ⊆ G,
thereby G≤n ⊆ G≤n where G is the new input set returned by each pass
through the WHILE loop. On the other hand, by the construction of
Sℓ(gi, gj) and the property (P2) given in the lat section, we know that if
dgr(Sℓ(gi, gj)) ≤ n, then dgr(gi) ≤ n, dgr(gj) ≤ n. Hence, the assumption
(ii) implies that Algorithm-LGB does not append any new element of
degree ≤ n to G. Therefore, G≤n = G≤n. By Lemma 4.3.2 we conclude
that G≤n is an n-truncated left Gro¨bner basis of N . 
4.3.4. Corollary Let N =
∑m
i=1Agi be the graded submodule of L
generated by a set of homogeneous elements G = {g1, . . . , gm}. Suppose
that G≤n = {gj ∈ G | dgr(gj) ≤ n} is an n-truncated left Gro¨bner basis
of N with respect to (B(e),≺e).
(i) If ξ ∈ L is a nonzero homogeneous element of dgr(ξ) = n such that
LM(gi)6 | LM(ξ) for all gi ∈ G≤n, then G
′ = G≤n ∪{ξ} is an n-truncated
left Gro¨bner basis for both the graded submodules N ′ = N + Aξ and
N ′′ =
∑
gj∈G≤n
Agj +Aξ of L.
(ii) If n ≤ n1 and ξ ∈ L is a nonzero homogeneous element of dgr(ξ) =
n1 such that LM(gi)6 | LM(ξ) for all gi ∈ G≤n, then G
′ = G≤n ∪ {ξ}
is an n1-truncated left Gro¨bner basis for the graded submodule N
′ =∑
gj∈G≤n
Agj +Aξ of L.
Proof If ξ ∈ L is a nonzero homogeneous element of dgr(ξ) = n1 ≥ n and
LM(ξi)6 | LM(ξ) for all ξi ∈ G≤n, then noticing the property mentioned
in (Lemma 2.1.2(ii) of Chapter 2) and the property (P2) mentioned in
previous Section 2, we see that every nonzero left S-polynomial Sℓ(ξ, ξi)
with ξi ∈ G has dgr(Sℓ(ξ, ξi)) > n. Hence both (i) and (ii) hold by
Proposition 4.3.3. 
Based on the discussion above, the next proposition tells us that
Algorithm-LGB (presented in Theorem 2.3.4 of Chapter 2) can be mod-
ified for computing n-truncated left Gro¨bner bases.
4.3.5. Proposition (Compare with ([KR2], Proposition 4.5.10)) Given
a finite set of nonzero homogeneous elements U = {ξ1, . . . , ξm} ⊂ L with
dgr(ξ1) ≤ dgr(ξ2) ≤ · · · dgr(ξm), and a positive integer n0 ≥ dgr(ξ1), the
following algorithm computes an n0-truncated left Gro¨bner basis G =
{g1, ..., gt} for the graded submodule N =
∑m
i=1Aξi such that dgr(g1) ≤
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dgr(g2) ≤ · · · dgr(gt).
Algorithm-TRUNC
INPUT: U = {ξ1, ..., ξm} with dgr(ξ1) ≤ dgr(ξ2) ≤ · · · dgr(ξm)
n0, where n0 ≥ dgr(ξ1)
OUTPUT: G = {g1, ..., gt} an n0-truncated left Gro¨bner basis of N
INITIALIZATION: S≤n0 := ∅, W := U, G := ∅, t
′ := 0
LOOP
n := min{dgr(ξi), dgr(Sℓ(gi, gj)) | ξi ∈W, Sℓ(gi, gj) ∈ S≤n0}
Sn := {Sℓ(gi, gj) ∈ S≤n0 | dgr(Sℓ(gi, gj)) = n}
Wn := {ξj ∈W | dgr(ξj) = n}
S≤n0 := S≤n0 − Sn, W :=W −Wn
WHILE Sn 6= ∅ DO
Choose any Sℓ(gi, gj) ∈ Sn
Sn := Sn − {Sℓ(gi, gj)}
IF Sℓ(gi, gj)
G
= η 6= 0 with LM(η) = aρekTHEN
t′ := t′ + 1, gt′ := η
S≤n0 := S≤n0
⋃{
Sℓ(gi, gt′)
∣∣∣∣ gi ∈ G, 1 ≤ i < t′, LM(gi) = aτ ek,0 < dgr(Sℓ(gi, gt′)) ≤ n0
}
G := G ∪ {gt′}
END
END
WHILE Wn 6= ∅ DO
Choose any ξj ∈Wn
Wn := Wn − {ξj}
IF ξj
G
= η 6= 0 with LM(η) = aρek THEN
t′ := t′ + 1, gt′ := η
S≤n0 := S≤n0 ∪
{
Sℓ(gi, gt′)
∣∣∣∣ gi ∈ G, 1 ≤ i < t′,LM(gi) = aτek,0 < dgr(Sℓ(gi, gt′)) ≤ n0
}
G := G ∪ {gt′}
END
END
UNTIL S≤n0 = ∅
END
Proof First note that both the WHILE loops append new elements to G
by taking the nonzero normal remainders on division by G. Thus, with
a fixed n, by the definition of a left S-polynomial and the normality of
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gt′ (mod G), it is straightforward to check that in both the WHILE loops
every new appended Sℓ(gi, gt′) has dgr(Sℓ(gi, gt′)) > n. To proceed, let us
write N(n) for the submodule generated by G which is obtained after Wn
is exhausted in the second WHILE loop. If n1 is the first number after
n such that Sn1 6= ∅, and for some Sℓ(gi, gj) ∈ Sn1 , η = Sℓ(gi, gj)
G
6= 0
in a certain pass through the first WHILE loop, then we note that this
η is still contained in N(n). Hence, after Sn1 is exhausted in the first
WHILE loop, the obtained G generates N(n) and G is an n1-truncated left
Gro¨bner basis of N(n). Noticing that the algorithm starts with S = ∅ and
G = ∅, inductively it follows from Proposition 4.3.3 and Corollary 4.3.4
that after Wn1 is exhausted in the second WHILE loop, the obtained G
is an n1-truncated left Gro¨bner basis of N(n1). Since n0 is finite and all
the generators of N with dgr(ξj) ≤ n0 are processed through the second
WHILE loop, the algorithm terminates and the eventually obtained G is
an n0-truncated left Gro¨bner basis of N . Finally, the fact that the degrees
of elements in G are non-decreasingly ordered follows from the choice of
the next n in the algorithm. 
Let the data (A,B,≺) and (L,B(e)),≺e) be as fixed before. Com-
bining the foregoing results, we now proceed to show that the algorithm
given in ([KR], Theorem 4.6.3)) can be adapted for computing minimal
homogeneous generating sets of graded submodules in free modules over
A.
Let N be a graded submodule of the N-graded free A-module L fixed
above. We say that a homogeneous generating set U of N is a mini-
mal homogeneous generating set if any proper subset of U cannot be a
generating set of N . As preparatory result, we first show that the non-
commutative analogue of ([KR], Proposition 4.6.1, Corollary 4.6.2) holds
true for N .
4.3.6. Proposition Let N =
∑m
i=1Aξi be the graded submodule of
L generated by a set of homogeneous elements U = {ξ1, . . . , ξm}, where
dgr(ξ1) ≤ dgr(ξ2) ≤ · · · ≤ dgr(ξm). Put N1 = {0}, Ni =
∑i−1
j=1Aξj,
2 ≤ i ≤ m. The following statements hold.
(i) U is a minimal homogeneous generating set of N if and only if ξi 6∈ Ni,
1 ≤ i ≤ m.
(ii) The set U = {ξk | ξk ∈ U, ξk 6∈ Nk} is a minimal homogeneous
generating set of N .
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Proof (i) If U is a minimal homogeneous generating set of N , then clearly
ξi 6∈ Ni, 1 ≤ i ≤ m.
Conversely, suppose ξi 6∈ Ni, 1 ≤ i ≤ m. If U is not a minimal
homogeneous generating set of N , then, there is some i such that N is
generated by {ξ1, . . . , ξi−1, ξi+1, . . . , ξm}, thereby ξi =
∑
j 6=i hjξj for some
nonzero homogeneous elements hj ∈ A such that dgr(ξi) = dgr(hjgj) =
dgr(hj) + dgr(ξj), where the second equality follows from the foregoing
property (P4). Thus dgr(ξj) ≤ dgr(ξi) for all j 6= i. If dgr(ξj) < dgr(ξi)
for all j 6= i, then ξi ∈
∑i−1
j=1Aξj, which contradicts the assumption. If
dgr(ξi) = dgr(ξj) for some j 6= i, then since hj 6= 0 we have hj ∈ A0−{0} =
K∗. Putting i′ = max{i, j | fj ∈ K
∗}, we then have ξi′ ∈
∑i′−1
j=1 Aξj ,
which again contradicts the assumption. Hence, under the assumption
we conclude that U is a minimal homogeneous generating set of N .
(ii) In view of (i), it is sufficient to show that U is a homogeneous
generating set of N . Indeed, if ξi ∈ U − U , then ξi ∈
∑i−1
j=1Aξj . By
checking ξi−1 and so on, it follows that ξi ∈
∑
ξk∈U
Aξk, as desired.

4.3.7. Corollary Let U = {ξ1, . . . , ξm} be a minimal homogeneous
generating set of a graded submodule N of L, where dgr(ξ1) ≤ dgr(ξ2) ≤
· · · ≤ dgr(ξm), and let ξ ∈ L−N be a homogeneous element with dgr(ξm) ≤
dgr(ξ). Then Û = U ∪ {ξ} is a minimal homogeneous generating set of
the graded submodule N̂ = N +Aξ.

We are ready now to reach the following
4.3.8. Theorem (Compare with ([KR2], Theorem 4.6.3)) Let U =
{ξ1, . . . , ξm} ⊂ L be a finite set of nonzero homogeneous elements of
L with dgr(ξ1) ≤ dgr(ξ2) ≤ · · · ≤ dgr(ξm). Then the algorithm pre-
sented below returns a minimal homogeneous generating set Umin =
{ξj1 , . . . , ξjr} ⊂ U for the graded submodule N =
∑m
i=1Aξi; and mean-
while it returns a homogeneous left Gro¨bner basis G = {g1, ..., gt} for N
such that dgr(g1) ≤ dgr(g2) ≤ · · · dgr(gt).
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Algorithm-MINHGS
INPUT: U = {ξ1, ..., ξm} with dgr(ξ1) ≤ dgr(ξ2) ≤ · · · ≤ dgr(ξm)
OUTPUT: Umin = {ξj1 , . . . , ξjr} ⊂ U a minimal homogeneous generating
set of N ;
G = {g1, ..., gt} a homogeneous left Gro¨bner basis of N
INITIALIZATION: S := ∅, W := U, G := ∅, t′ := 0, Umin := ∅
LOOP
n := min{dgr(ξi), dgr(Sℓ(gi, gj)) | ξi ∈W, Sℓ(gi, gj) ∈ S}
Sn := {Sℓ(gi, gj) ∈ S | dgr(Sℓ(gi, gj)) = n}, Wn := {ξj ∈W | dgr(ξj) = n}
S := S − Sn, W :=W −Wn
WHILE Sn 6= ∅ DO
Choose any Sℓ(gi, gj) ∈ Sn
Sn := Sn − {Sℓ(gi, gj)}
IF Sℓ(gi, gj)
G
= η 6= 0 with LM(η) = aρek THEN
t′ := t′ + 1, gt′ := η
S := S ∪ {Sℓ(gi, gt′) 6= 0 | gi ∈ G, 1 ≤ i < t
′, LM(gi) = a
τek}
G := G ∪ {gt′}
END
END
WHILE Wn 6= ∅ DO
Choose any ξj ∈Wn
Wn :=Wn − {ξj}
IF ξj
G
= η 6= 0 with LM(η) = aρek THEN
Umin := Umin ∪ {ξj}
t′ := t′ + 1, gt′ := η
S := S ∪ {Sℓ(gi, gt′) 6= 0 | gi ∈ G, 1 ≤ i < t
′, LM(gi) = a
τek}
G := G ∪ {gt′}
END
END
UNTIL S = ∅
END
Proof Since this algorithm is clearly a variant of Algorithm-LGB and
Algorithm-TRUNC with a minimization procedure which works with
the finite set U , it terminates after a certain integer n is executed, and
the eventually obtained G is a homogeneous left Gro¨bner basis for N in
which the degrees of elements are ordered non-decreasingly. It remains
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to prove that the eventually obtained Umin is a minimal homogeneous
generating set of N .
As in the proof of Proposition 4.3.5, let us first bear in mind that
for each n, in both the WHILE loops every new appended Sℓ(gi, gt′) has
dgr(Sℓ(gi, gt′)) > n. Moreover, for convenience, let us write G(n) for the
G obtained after Sn is exhausted in the first WHILE loop, and write
Umin[n], G[n] respectively for the Umin, G obtained after Wn is exhausted
in the second WHILE loop. Since the algorithm starts with O = ∅ and
G = ∅, if, for a fixed n, we check carefully how the elements of Umin
are chosen during executing the second WHILE loop, and how the new
elements are appended to G after each pass through the first or the second
WHILE loop, then it follows from Proposition 4.3.3 and Corollary 4.3.4
that after Wn is exhausted, the obtained Umin[n] and G[n] generate the
same module, denotedN(n), such that G[n] is an n-truncated left Gro¨bner
basis of N(n). We now use induction to show that the eventually obtained
Umin is a minimal homogeneous generating set for N . If Umin = ∅, then
it is a minimal generating set of the zero module. To proceed, we assume
that Umin[n] is a minimal homogeneous generating set for N(n) after Wn
is exhausted in the second WHILE loop. Suppose that n1 is the first
number after n such that Sn1 6= ∅. We complete the induction proof
below by showing that Umin[n1] is a minimal homogeneous generating set
of N(n1).
If in a certain pass through the first WHILE loop, Sℓ(gi, gj)
G
= η 6=
0 for some Sℓ(gi, gj) ∈ Sn1 , then we note that η ∈ N(n). It follows
that after Sn1 is exhausted in the first WHILE loop, G(n1) generates
N(n) and G(n1) is an n1-truncated left Gro¨bner basis of N(n). Next,
assume that Wn1 = {ξj1 , . . . , ξjs} 6= ∅ and that the elements of Wn1 are
processed in the given order during executing the second WHILE loop.
Since G(n1) is an n1-truncated left Gro¨bner basis of N(n), if ξj1 ∈Wn1 is
such that ξj1
G(n1)
= η1 6= 0, then ξj1 , η1 ∈ L−N(n). By Corollary 4.3.4,
we conclude that G(n1) ∪ {η1} is an n1-truncated Gro¨bner basis for the
module N(n) + Aη1; and by Corollary 4.3.7, we conclude that Umin[n] ∪
{ξj1} is a minimal homogeneous generating set of N(n)+Aη1. Repeating
this procedure, if ξj2 ∈ Wn1 is such that fj2
G(n1)∪{η1}
= η2 6= 0, then
ξj2 , η2 ∈ L− (N(n)+Aη1). By Corollary 4.3.4, we conclude that G(n1)∪
{η1, η2} is an n1-truncated left Gro¨bner basis for the module N(n) +
Aη1+Aη2; and by Corollary 4.3.7, we conclude that Umin[n]∪{ξj1 , ξj2} is
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a minimal homogeneous generating set of N(n)+Aη1+Aη2. Continuing
this procedure untilWn1 is exhausted we assert that the returned G[n1] =
G and Umin[n1] = Umin generate the same module N(n1) and G[n1] is
an n1-truncated left Gro¨bner basis of N(n1) and Umin[n1] is a minimal
homogeneous generating set of N(n1), as desired. As all elements of U are
eventually processed by the second WHILE loop, we conclude that the
finally obtained G and Umin have the properties: G generates the module
N , G is an n0-truncated left Gro¨bner basis of N , and Umin is a minimal
homogeneous generating set of N .

Remark. If we are only interested in getting a minimal homogeneous
generating set for the submodule N , then Algorithm-MINHGS can
indeed be speed up. More precisely, with
dgr(ξ1) ≤ dgr(ξ2) ≤ · · · ≤ dgr(ξm) = n0,
it follows from the proof above that if we stop executing the algorithm
after Sn0 and Wn0 are exhausted, then the resulted Umin[n0] is already
the desired minimal homogeneous generating set for N , while G[n0] is an
n0-truncated left Gro¨bner basis of N .
4.3.9. Corollary Let U = {ξ1, . . . , ξm} ⊂ L be a finite set of nonzero
homogeneous elements of L with dgr(ξ1) = dgr(ξ2) = · · · = dgr(ξm) = n0
(i) If U satisfies LM(ξi) 6= LM(ξj) for all i 6= j, then U is a minimal
homogeneous generating set of the graded submodule N =
∑m
i=1Aξi of
L, and meanwhile U is an n0-truncated left Gro¨bner basis for N .
(ii) If U is a minimal left Gro¨bner basis of the graded submodule N =∑m
i=1Aξi (i.e., U is a left Grobner basis of N satisfying LM(ξi) 6= LM(ξj)
for all i 6= j), then U is a minimal homogeneous generating set of N .
Proof By the assumption, it follows from the second WHILE loop of
Algorithm-MINHGS that Umin = U .

Let N be an arbitrary nonzero graded submodule of the N-graded free
A-module L = ⊕si=1Aei with dgr(ei) = bi, 1 ≤ i ≤ s, and consider the
graded quotient module M = L/N (see previous Section 4.2). Our next
goal is to compute a minimal homogeneous generating set for M .
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Since A is Noetherian, N is a finitely generated graded submodule of
L0. Let N =
∑m
j=1Aξj be generated by the set of nonzero homogeneous
elements U = {ξ1, . . . , ξm}, where ξℓ =
∑s
k=1 fkℓek with fkℓ ∈ A, 1 ≤
ℓ ≤ m. Then, every nonzero fkℓ is a homogeneous element of A such
that dgr(ξℓ) = dgr(fkℓek) = dgr(fkℓ) + bk, where bk = dgr(ek), 1 ≤ k ≤ s,
1 ≤ ℓ ≤ m.
4.3.10. Lemma With every ξℓ =
∑s
i=1 fiℓei as fixed above, 1 ≤ ℓ ≤ m,
if the i-th coefficient fij of some ξj is a nonzero constant, say fij = 1
without loss of generality, then for each ℓ = 1, . . . , j − 1, j + 1, . . . ,m,
the element ξ′ℓ = ξℓ − fiℓξj does not involve ei. Putting U
′ =
{ξ′1, . . . , ξ
′
j−1, ξ
′
j+1, . . . , ξ
′
m}, there is a graded A-module isomorphism
M ′ = L′/N ′ ∼= L/N =M , where L′ = ⊕k 6=iAek and N
′ =
∑
ξ′ℓ∈U
′ Aξ′ℓ.
Proof Since fij = 1 by the assumption, we see that every ξ
′
ℓ =
∑
k 6=i(fkℓ−
fiℓfkj)ek does not involve ei. Let U
′ = {ξ′1, . . . , ξ
′
j−1, ξ
′
j+1, . . . , ξ
′
m} and
N ′ =
∑
ξ′
ℓ
∈U ′ Aξ
′
ℓ. Then N
′ ⊂ L′ = ⊕k 6=iAek. Again since fij = 1, we
have dgr(ξj) = dgr(ei) = bi. It follows from the property (P4) formulated
in Subsection 2.1 that
dgr(fiℓfkjek) = dgr(fiℓ) + dgr(fkjek)
= dgr(fiℓ) + dgr(ξj)
= dgr(fiℓ) + bi
= dgr(fiℓei)
= dgr(ξℓ)
= dgr(fkℓek).
Noticing that dgr(fiℓξj) = dgr(fiℓ) + dgr(ξj), this shows that in the rep-
resentation of ξ′ℓ every nonzero term (fkℓ − fiℓfkj)ek is a homogeneous
element of degree dgr(ξℓ) = dgr(fiℓξj), thereby M
′ = L′/N ′ is a graded
A-module. Note that N = N ′ + Aξj and that ξj = ei +
∑
k 6=i fkjek.
Without making confusion, if we use the same notation ek to denote the
coset represented by ek inM
′ andM respectively, it is now clear that the
desired graded A-module isomorphism M ′
ϕ
−→M is naturally defined by
ϕ(ek) = ek, k = 1, . . . , i− 1, i + 1, . . . , s. 
Let M = L/N be as fixed above with N generated by the set of
nonzero homogeneous elements U = {ξ1, . . . , ξm}. Then since A is N-
graded with A0 = K, it is well known that the homogeneous generating
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set E = {e1, . . . , es} ofM is a minimal homogeneous generating set if and
only if ξℓ =
∑s
k=1 fkℓek implies dgr(fkℓ) > 0 whenever fkℓ 6= 0, 1 ≤ ℓ ≤ m.
4.3.11. Proposition (Compare with ([KR2], Proposition 4.7.24)) With
notation as fixed above, the algorithm presented below returns a subset
{ei1 , . . . , eis′} ⊂ {e1, . . . , es} and a subset V = {v1, . . . , vt} ⊂ N ∩ L
′
such that M ∼= L′/N ′ as graded A-modules, where L′ = ⊕s
′
q=1Aeiq with
s′ ≤ s and N ′ =
∑t
k=1Avk, and such that {ei1 , . . . , eis′} is a minimal
homogeneous generating set of M .
Algorithm-MINHGSQ
INPUT: E = {e1, . . . , es}; U = {ξ1, ..., ξm}
where ξℓ =
∑s
k=1 fkℓek with homogeneous fkℓ ∈ A, 1 ≤ ℓ ≤ m
OUTPUT: E′ = {ei1 , . . . , eis′ }; V = {v1, . . . , vt} ⊂ N ∩ L
′, such that
vj =
∑s′
q=1 hqjeiq ∈ L
′ = ⊕s
′
q=1Aeiq with hqj 6∈ K
∗
whenever hqj 6= 0, 1 ≤ j ≤ t
INITIALIZATION: t := m; V := U ; s′ := s; E′ := E
BEGIN
WHILE there is a vj =
∑s′
k=1 fkjek ∈ V satisfying
fkj 6∈ K
∗ for k < i and fij ∈ K
∗ DO
for T = {1, . . . , j − 1, j + 1, . . . , t} compute
v′ℓ = vℓ −
1
fij
fiℓvj, ℓ ∈ T, r = #{ℓ | ℓ ∈ T, v
′
ℓ = 0}
t := t− r − 1
V := {vℓ = v
′
ℓ | ℓ ∈ T, v
′
ℓ 6= 0}
= {v1, . . . , vt} (after reordered)
s′ := s′ − 1
E′ := E′ − {ei} = {e1, . . . , es′} (after reordered)
END
END
Proof It is clear that the algorithm is finite. The correctness of the
algorithm follows immediately from Lemma 4.3.10 and the remark we
made before the proposition.
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4.4. Computation of Minimal Finite Graded Free
Resolutions
Let A = K[a1, . . . , an] = ⊕p∈NAp be an N-graded solvable polynomial
algebra with respect to a positive-degree function d( ), and (B,≺) a
fixed admissible system of A. Let M = ⊕q∈NMq, M
′ = ⊕q∈NM
′
q be
N-graded left A-modules, and M
ϕ
−→ M ′ an A-module homomorphism.
If ϕ(Mq) ⊆M
′
q for all q ∈ N, then ϕ is called a graded homomorphism. In
the literature, such graded homomorphisms are also referred to as graded
homomorphisms of degree-0 (cf. [NVO]). By the definition it is clear
that the identity map of N-graded A-modules is graded homomorphism,
and compositions of graded homomorphisms are graded homomorphisms.
Thus, all N-graded left A-modules form a subcategory of the category of
left A-modules, in which morphisms are the graded homomorphisms as
defined above. Furthermore, if M
ϕ
−→ M ′ is a graded homomorphism,
then one checks that the kernel Kerϕ of ϕ is a graded submodule of M ,
and the image Imϕ of ϕ is a graded submodule of M ′ (See previous Sec-
tion 4.2). Consequently, the exactness of a sequence N
ϕ
−→ M
ψ
−→ M ′ of
graded homomorphisms in the category of N-graded A-modules is defined
as the same as for a sequence of usual A-module homomorphisms, i.e.,
the sequence satisfies Imϕ = Kerψ. Long exact sequence in the category
of N-graded A-modules may be defined in an obvious way.
Since A is Noetherian and A0 = K, it is theoretically well known
that up to a graded isomorphism of chain complexes in the category
of graded A-modules, every finitely generated graded A-module M has
a unique minimal graded free resolution (cf. [Eis], Chapter 19; [Kr1],
Chapter 3; [Li3]). Based on previously obtained results, in this section
we establish the algorithmic procedures for constructing minimal finite
graded free resolutions over A. All notions, notations and conventions
used in previous sections are maintained.
Given a finitely generated N-graded A-module M =
∑s
i=1Avi
with the set of nonzero homogeneous generators {v1, . . . , vs} such that
dgr(vi) = bi for 1 ≤ i ≤ s, consider the N-graded free A-module
L0 = ⊕
s
i=1Aei with dgr(ei) = bi, 1 ≤ i ≤ s, as constructed in Section
4.2. Then, under the N-graded epimorphism L0
ϕ0
−→ M → 0 defined by
ϕ0(ei) = vi, 1 ≤ i ≤ s, there is a graded isomorphism M ∼= L0/N , where
N = Kerϕ0. Thus, we may identify M with the graded quotient module
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L0/N and write M = L0/N .
Recall from the literature that a minimal graded free resolution of M
is an exact sequence by free A-modules and A-module homomorphisms
L• · · ·
ϕi+1
−→ Li
ϕi
−→ · · ·
ϕ2
−→ L1
ϕ1
−→ L0
ϕ0
−→ M −→ 0
in which each Li is an N-graded free A-module with a finite homogeneous
A-basis Ei = {ei1 , . . . , eisi}, and each ϕi is a graded homomorphism, such
that
(1) ϕ0(E0) is a minimal homogeneous generating set of M , Kerϕ0 =
N , and
(2) for i ≥ 1, ϕi(Ei) is a minimal homogeneous generating set of
Kerϕi−1.
4.4.1. Theorem With notation as fixed above, suppose that N =∑m
i=1Aξi with the set of nonzero homogeneous generators U = {ξ1, . . . , ξm}.
Then the graded A-module M = L0/N has a minimal graded free reso-
lution of length d ≤ n:
L• 0 −→ Ld
ϕq
−→ · · ·
ϕ2
−→ L1
ϕ1
−→ L0
ϕ0
−→ M −→ 0
which can be constructed by implementing the following procedures:
Procedure 1. Run Algorithm-MINHGSQ of Proposition 4.3.11
with the initial input data E = {e1, . . . , es} and U = {ξ1, . . . , ξm}
to compute a subset E′ = {ei1 , . . . , eis′} ⊂ {e1, . . . , es} and a subset
V = {v1, . . . , vt} ⊂ N ∩ L
′
0 such that M
∼= L′0/N
′ as graded A-modules,
where L′0 = ⊕
s′
q=1Aeiq with s
′ ≤ s and N ′ =
∑t
k=1Avk, and such that
{ei1 , . . . , eis′} is a minimal homogeneous generating set of M .
For convenience, after accomplishing Procedure 1 we may assume that
E = E′, U = V and N = N ′. Accordingly we have the short exact
sequence
0 −→ N −→ L0
ϕ0
−→ M −→ 0
such that ϕ0(E) = {e1, . . . , es} is a minimal homogeneous generating set
of M .
Procedure 2. Choose a left monomial ordering ≺e on the K-basis
B(e) of L0 and run Algorithm-MINHGS of Theorem 4.3.8 with the
initial input data U = {ξ1, . . . , ξm} to compute a minimal homogeneous
generating set Umin = {ξj1 , . . . , ξjs1} and a left Gro¨bner basis G for N ; at
the same time, by keeping track of the reductions during executing the
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first WHILE loop and the second WHILE loop respectively, return the
matrices Sr×t and Vt×m required by (Theorem 3.1.2, Chapter 3).
Procedure 3. By using the division by the left Gro¨bner basis G
obtained in Procedure 2, compute the matrix Um×t required by (The-
orem 3.1.2, Chapter 3). Use the matrices Sr×t, Vt×m obtained in Pro-
cedure 2, the matrix Um×t and (Theorem 3.1.2, Chapter 3) to compute
a homogeneous generating set of N1 = Syz(Umin) in the N-graded free
A-module L1 = ⊕
s1
i=1Aεi, where the gradation of L1 is defined by setting
dgr(εk) = dgr(ξjk), 1 ≤ k ≤ s1.
Procedure 4. Construct the exact sequence
0 −→ N1 −→ L1
ϕ1
−→ L0
ϕ0
−→ M −→ 0
where ϕ1(εk) = ξjk , 1 ≤ k ≤ s1.
If N1 6= 0, then repeat Procedure 2 – Procedure 4 for N1 and so on.
Noticing that A is N-graded with the degree-0 homogeneous part A0 =
K, A is Noetherian, and that every finitely generated A-module M has
finite projective dimension p.dimAM ≤ n by (Theorem 3.3.1, Chapter 3),
thereby A is an N-graded local ring of finite global homological dimension.
It follows from the literature ([Eis], Chapter 19; [Kr1], Chapter3; [Li3])
that
p.dimAM = the length of a minimal graded free resolution of M.
Hence, the desired minimal finite graded free resolution L• for M is then
obtained after finite times of processing the above procedures.
5. Minimal Finite Filtered
Free Resolutions
Recall that the N-filtered solvable polynomial algebras with N-filtration
determined by the natural length of elements from the PBW K-basis
(especially the quadric solvable polynomial algebras are such N-filtered
algebras) were studied in ([LW], [Li1]). In this chapter, after specifying
the N-filtered structure determined by a positive-degree function d( ) on a
solvable polynomial algebra A = K[a1, . . . , an], we specify the correspond-
ing N-filtered structure for free A-modules. Then, we introduce minimal
filtered free resolutions for finitely generated modules over such N-filtered
algebra A by introducing minimal F-bases and minimal standard bases
for A-modules and their submodules with respect to good filtration; we
show that any two minimal F-bases, respectively any two minimal stan-
dard bases, have the same number of elements and the same number of
elements of the same filtered-degree, minimal filtered free resolutions are
unique up to strict filtered isomorphism of chain complexes in the cate-
gory of filtered A-modules, and that minimal filtered free resolutions can
be algorithmically computed in case A has a graded monomial ordering
≺gr.
Since the standard bases we are going to introduce in terms of good fil-
tration are generalization of classical Macaulay bases (see a remark given
in Subsection 3.3), while a classical Macaulay basis V is characterized in
terms of both the leading homogeneous elements (degree forms) of V and
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the homogenized elements of V (cf. [KR2], P.38, P.55), accordingly, on
the basis of Chapter 4, our main idea in reaching the goal of this chapter
is to use the filtered-graded transfer strategy (as proposed in [Li1]) by
employing both the associated graded algebra (module) and the Rees al-
gebra (module) of an N-filtered solvable polynomial algebra (of a filtered
module).
All notions, notations and conventions introduced in previous chapters
are maintained.
5.1. N-Filtered Solvable Polynomial Algebras
Comparing with the general theory of Z-filtered rings [LVO], in this sec-
tion we formulate the N-filtered structure of solvable polynomial algebras
determined by means of positive-degree functions.
Let A = K[a1, . . . an] be a solvable polynomial algebra with admissible
system (B,≺), where B = {aα = aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n} is
the PBW K-basis of A and ≺ is a monomial ordering on B, and let d( )
be a positive-degree function on A such that d(ai) = mi > 0, 1 ≤ i ≤ n
(see Section 1.1 of Chapter 1). Put
FpA = K-span{a
α ∈ B | d(aα) ≤ p}, p ∈ N,
then it is clear that FpA ⊆ Fp+1A for all p ∈ N, A = ∪p∈NFpA, and
1 ∈ F0A = K.
5.1.1. Definition With notation as above, if FpAFqA ⊆ Fp+qA holds
for all p, q ∈ N, then we call A an N-filtered solvable polynomial algebra
with respect to the positive-degree function d( ), and accordingly we call
FA = {FpA}p∈N the N-filtration of A determined by d( ).
Note that the N-filtration FA constructed above is clearly separated in
the sense that if f is a nonzero element of L, then either f ∈ F0A = K or
f ∈ FpA−Fp−1A for some p > 0. Thus, we may define the filtered-degree
(abbreviated to fil-degree) of a nonzero f ∈ A, denoted dfil(f), as follows
dfil(f) =
{
0, if f ∈ F0A = K,
p, if p ∈ FpA− Fp−1A for some p > 0.
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Bearing in mind the definition of dfil(f), the following featured prop-
erty of FA will very much help us to deal with the associated graded
structures of A and filtered A-modules.
5.1.2. Lemma If f =
∑
i λia
α(i) ∈ A with λi ∈ K
∗ and aα(i) ∈ B,
then dfil(f) = p if and only if d(a
α(i′)) = p for some i′ if and only if
d(f) = p = dfil(f), where d( ) is the given positive-degree function on A.
Proof Exercise. 
Given a solvable polynomial algebra A = K[a1, . . . , an] and a positive-
degree function d( ) on A, it follows from Definition 1.1.3 (Section 1,
Chapter 1), Definition 5.1.1 and Lemma 5.1.2 above that the next propo-
sition is clear now.
5.1.3. Proposition A is an N-filtered solvable polynomial algebra with
respect to d( ) if, for 1 ≤ i < j ≤ n, all the relations ajai = λjiaiaj + fji
with fji =
∑
µka
α(k) presented in (S2′) (Section 4.1, Chapter 4), satisfy
d(aα(k)) ≤ d(aiaj) whenever µk 6= 0.

With the proposition presented above, the following examples may be
better understood.
Example (1) If A = K[a1, . . . , an] is an N-graded solvable polynomial
algebra with respect to a positive-degree function d( ), i.e., A = ⊕p∈NAp
with the degree-p homogeneous part Ap = K-span{a
α ∈ B | d(aα) = p}
(see Section 4.1 of Chapter 4), then, with respect to the same positive-
degree function d( ) on A, A is turned into an N-filtered solvable
polynomial algebra with the N-filtration FA = {FpA}p∈N where each
FpA = ⊕q≤pAq.
Example (2) Let A = K[a1, . . . an] be a solvable polynomial algebra with
the admissible system (B,≺gr), where ≺gr is a graded monomial ordering
on B with respect to a given positive-degree function d( ) on A (see the
definition of ≺gr given in Section 1.1 of Chapter 1). Then by referring
to (Definition 1.1.3 of Chapter 1) and the above proposition, one easily
sees that A is an N-filtered solvable polynomial algebra with respect to
the same d( ). In the case where ≺gr respects d(ai) = 1 for 1 ≤ i ≤ n,
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(Definition 1.1.3 of Chapter 1) entails that the generators of A satisfy
ajai = λjiaiaj +
∑
λjikℓakaℓ +
∑
λjit at + µji,
where 1 ≤ i < j ≤ n, λji ∈ K
∗, λjikℓ, λ
ji
t , µji ∈ K.
In [Li1] such N-filtered solvable polynomial algebras are referred to as
quadric solvable polynomial algebras which include numerous significant
algebras such as Weyl algebras and enveloping algebras of finite dimen-
sional Lie algebras. One is referred to [Li1] for some detailed study on
quadric solvable polynomial algebras.
The next example provides N-filtered solvable polynomial algebras in
which some generators may have degree ≥ 2.
Example (3) Consider the solvable polynomial algebra K-algebra A =
K[a1, a2, a3] constructed in (Example (1) of Section 1.4, Chapter 1).
Then, one checks that A is turned into an N-filtered solvable polynomial
algebra with respect to the lexicographic ordering a3 ≺lex a2 ≺lex a1 and
the degree function d( ) such that d(a1) = 2, d(a2) = 1, d(a3) = 4. More-
over, one may also check that with respect to the same degree function
d( ), the graded lexicographic ordering a3 ≺grlex a2 ≺grlex a1 is another
choice to make A into an N-filtered solvable polynomial algebra.
Let A be an N-filtered solvable polynomial algebra with respect to a
given positive-degree function d( ), and let FA = {FpA}p∈N be the N-
filtration of A determined by d( ). Then A has the associated N-graded
K-algebra G(A) = ⊕p∈NG(A)p with G(A)0 = F0A = K and G(A)p =
FpA/Fp−1A for p ≥ 1, where for f = f +Fp−1A ∈ G(A)p, g = g+Fq−1A,
the multiplication is given by fg = fg + Fp+q−1A ∈ G(A)p+q. Another
N-graded K-algebra determined by FA is the Rees algebra A˜ of A, which
is defined as A˜ = ⊕p∈NA˜p with A˜p = FpA, where the multiplication of A˜
is induced by FpAFqA ⊆ Fp+qA, p, q ∈ N. For convenience, we fix the
following notations once for all:
• If h ∈ G(A)p and h 6= 0, then we write dgr(h) for the gr-degree of h as
a homogeneous element of G(A), i.e., dgr(h) = p.
• If H ∈ A˜p and H 6= 0, then we write dgr(H) for the gr-degree of H as
a homogeneous element of A˜, i.e., dgr(H) = p.
Concerning the N-graded structure of G(A), if f ∈ A with dfil(f) = p,
then by Lemma 5.1.2, the coset f +Fp−1A represented by f in G(A)p is a
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nonzero homogeneous element of degree p. If we denote this homogeneous
element by σ(f) (in the literature it is referred to as the principal symbol
of f), then dfil(f) = p = dgr(σ(f)). However, considering the Rees algebra
A˜ of A, we note that a nonzero f ∈ FqA represents a homogeneous element
of degree q in A˜q on one hand, and on the other hand it represents a
homogeneous element of degree q1 in A˜q1 , where q1 = dfil(f) ≤ q. So, for
a nonzero f ∈ FpA, we denote the corresponding homogeneous element
of degree p in A˜p by hp(f), while we use f˜ to denote the homogeneous
element represented by f in A˜p1 with p1 = dfil(f) ≤ p. Thus, dgr(f˜) =
dfil(f), and we see that hp(f) = f˜ if and only if dfil(f) = p.
Furthermore, if we write Z for the homogeneous element of degree 1
in A˜1 represented by the multiplicative identity element 1, then Z is a
central regular element of A˜, i.e., Z is not a divisor of zero and is contained
in the center of A˜. Bringing this homogeneous element Z into play, the
homogeneous elements of A˜ are featured as follows:
• If f ∈ A with dfil(f) = p1 then for all p ≥ p1, hp(f) = Z
p−p1f˜ .
In other words, if H ∈ A˜p is a nonzero homogeneous element of
degree p, then there is some f ∈ FpA such that H = Z
p−dfil(f)f˜ =
f˜ + (Zp−dfil(f) − 1)f˜ .
It follows that by sendingH to f+Fp−1A and sendingH to f respectively,
G(A) ∼= A˜/〈Z〉 as N-graded K-algebras and A ∼= A˜/〈1−Z〉 as K-algebras
(cf. [LVO]).
Since a solvable polynomial algebra A is necessarily a domain (Propo-
sition 1.1.4, Chapter 1), we summarize two useful properties concerning
the multiplication of G(A) and A˜ respectively into the following lemma.
5.1.4. Lemma With notation as before, let f, g be nonzero elements of
A with dfil(f) = p1, dfil(g) = p2. Then
(i) σ(f)σ(g) = σ(fg);
(ii) f˜ g˜ = f˜ g. If p1 + p2 ≤ p, then hp(fg) = Z
p−p1−p2 f˜ g˜.
Proof Exercise. 
The results given in the next theorem, which are analogues of those
concerning quadric solvable polynomial algebras in ([LW], Section 3; [Li1],
CH.IV), may be derived in a similar way as in loc. cit. (With the prepa-
ration made above, one is also invited to give the detailed proof as an
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exercise).
5.1.5. Theorem Let A = K[a1, . . . , an] be a solvable polynomial algebra
with the admissible system (B,≺gr), where ≺gr is a graded monomial
ordering on B with respect to a given positive-degree function d( ) on
A, thereby A is an N-filtered solvable polynomial algebra with respect to
the same d( ) by the foregoing Example (2), and let FA = {FpA}p∈N be
the corresponding N-filtration of A. Considering the associated graded
algebra G(A) as well as the Rees algebra A˜ of A, the following statements
hold.
(i) G(A) = K[σ(a1), . . . , σ(an)], G(A) has the PBW K-basis
σ(B) = {σ(a)α = σ(a1)
α1 · · · σ(an)
αn | α = (α1, . . . , αn) ∈ N
n},
and, by referring to (Definition 1.1.3, Chapter 1), for σ(a)α, σ(a)β ∈ σ(B)
such that aαaβ = λα,βa
α+β + fα,β, where λα,β ∈ K
∗, if fα,β = 0 then
σ(a)ασ(a)β = λα,βσ(a)
α+β , where σ(a)α+β = σ(a1)
α1+β1 · · · σ(an)
αn+βn ;
and in the case where fα,β =
∑
j µ
α,β
j a
α(j) 6= 0 with µα,βj ∈ K,
σ(a)ασ(a)β = λα,βσ(a)
α+β +
∑
d(aα(k))=d(aα+β )
µα,βj σ(a)
α(k).
Moreover, the ordering ≺
G(A)
defined on σ(B) subject to the rule:
σ(a)α ≺
G(A)
σ(a)β ⇐⇒ aα ≺gr a
β, aα, aβ ∈ B,
is a graded monomial ordering with respect to the positive-degree function
d( ) on G(A) such that d(σ(ai)) = d(ai) for 1 ≤ i ≤ n, that turns G(A)
into an N-graded solvable polynomial algebra.
(ii) A˜ = K[a˜1, . . . , a˜n, Z] where Z is the central regular element of degree
1 in A˜1 represented by 1, A˜ has the PBW K-basis
B˜ = {a˜αZm = a˜α11 · · · a˜
αn
n Z
m | α = (α1, . . . , αn) ∈ N
n,m ∈ N},
and, by referring to (Definition 1.1.3, Chapter 1), for a˜αZs, ·a˜βZt ∈ B˜
such that aαaβ = λα,βa
α+β + fα,β, where λα,β ∈ K
∗, if fα,β = 0 then
a˜αZs · a˜βZt = λα,β a˜
α+βZs+t, where a˜α+β = a˜α1+β11 · · · a˜
αn+βn
n ;
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and in the case where fα,β =
∑
j µ
α,β
j a
α(j) 6= 0 with µα,βj ∈ K,
a˜αZs · a˜βZt = λα,β a˜
α+βZs+t +
∑
j µ
α,β
j a˜
α(j)Zq−mj ,
where q = d(aα+β) + s+ t, mj = d(a
α(j)).
Moreover, the ordering ≺
A˜
defined on B˜ subject to the rule:
a˜αZs ≺
A˜
a˜βZt ⇐⇒ aα ≺gr a
β, or aα = aβ and s < t, aα, aβ ∈ B,
is a monomial ordering on B˜ (which is not necessarily a graded monomial
ordering), that turns A˜ into an N-graded solvable polynomial algebra with
respect to the positive-degree function d( ) on A˜ such that d(Z) = 1 and
d(a˜i) = d(ai) for 1 ≤ i ≤ n.

The corollary presented below will be very often used in discussing
left Gro¨bner bases and standard bases for submodules of filtered free A-
modules and their associated graded free G(A)-modules as well as the
graded free A˜-modules (Section 5.3, Section 5.4).
5.1.6. Corollary With the assumption and notations as in Theorem
3.1.4, if f = λaα +
∑
j µja
α(j) with d(f) = p and LM(f) = aα, then
p = dfil(f) = dgr(σ(f)) = dgr(f˜), and
σ(f) = λσ(a)α +
∑
d(aα(jk))=p µjkσ(a)
α(jk);
LM(σ(f)) = σ(a)α = σ(LM(f));
f˜ = λa˜α +
∑
j µj a˜
α(j)Zp−d(a
α(j));
LM(f˜) = a˜α = L˜M(f),
where LM(f), LM(σ(f)) and LM(f˜) are taken with respect to ≺gr,
≺
G(A)
and ≺
A˜
respectively.
Proof By referring to Lemma 5.1.2 and Lemma 5.1.4, this is a straight-
forward exercise. 
5.2. N-Filtered Free Modules
Let A = K[a1, . . . , an] be an N-filtered solvable polynomial algebra with
the filtration FA = {FpA}p∈N determined by a positive-degree function
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d( ) on A, and let (B,≺) be a fixed admissible system of A. Consider
a free A-module L = ⊕si=1Aei with the A-basis {e1, . . . , es}. Then L
has the K-basis B(e) = {aαei | a
α ∈ B, 1 ≤ i ≤ s}. If {b1, . . . , bs} is
an arbitrarily fixed subset of N, then, with FL = {FqL}q∈N defined by
putting
FqL = {0} if q < min{b1, . . . , bs}; otherwise FqL =
s∑
i=1
 ∑
pi+bi≤q
FpiA
 ei,
or alternatively, for q ≥ min{b1, . . . , bs},
FqL = K-span{a
αei ∈ B(e) | d(a
α) + bi ≤ q},
L forms an N-filtered free A-module with respect to the N-filtered struc-
ture of A, that is, every FqL is a K-subspace of L, FqL ⊆ Fq+1L for all
q ∈ N, L = ∪q∈NFqL, FpAFqL ⊆ Fp+qL for all p, q ∈ N, and for each
i = 1, . . . , s,
ei ∈ F0L if bi = 0; otherwise ei ∈ FbiL− Fbi−1L.
Convention. Let A be an N-filtered solvable polynomial algebra with
respect to a positive-degree function d( ). Unless otherwise stated, from
now on in the subsequent sections if we say that L = ⊕si=1Aei is a filtered
free A-module with the filtration FL = {FqL}q∈N, then FL is always
meant the type as constructed above.
Let L = ⊕si=1Aei be a filtered free A-module with the filtration
FL = {FqL}q∈N, which is constructed with respect to a given subset
{b1, . . . , bs} ⊂ N. Then FL is separated in the sense that if ξ is a nonzero
element of L, then either ξ ∈ F0L or ξ ∈ FqL − Fq−1L for some q > 0.
Thus, to make the discussion on FL consistent with that on FA in Section
5.1, we define the filtered-degree (abbreviated to fil-degree) of a nonzero
ξ ∈ L, denoted dfil(ξ), as follows
dfil(ξ) =
{
0, if ξ ∈ F0L,
q, if ξ ∈ FqL− Fq−1L for some q > 0.
For instance, we have dfil(ei) = bi, 1 ≤ i ≤ s. Comparing with Lemma
5.1.2 we first note the following
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5.2.1. Lemma Let ξ ∈ L − {0}. Then dfil(ξ) = q if and only if
ξ =
∑
i,j λija
α(ij)ej, where λij ∈ K
∗ and aα(ij) ∈ B with α(ij) =
(αij1 , . . . , αijn) ∈ N
n, in which some monomial aα(ij )ej satisfy d(a
α(ij )) +
bj = q.
Proof Exercise. 
Let L = ⊕si=1Aei be a filtered free A-module with the filtration
FL = {FqL}q∈N such that dfil(ei) = bi, 1 ≤ i ≤ s. Considering the the
associated N-graded algebra G(A) of A, the filtered free A module L has
the associated N-graded G(A)-module G(L) = ⊕q∈NG(L)q with G(L)q =
FqL/Fq−1L, where for f = f + Fp−1A ∈ G(A)p, ξ = ξ + Fq−1L ∈ G(L)q,
the module action is given by f · ξ = fξ + Fp+q−1L ∈ G(L)p+q. As
with homogeneous elements in G(A), if h ∈ G(L)q and h 6= 0, then we
write dgr(h) for the degree of h as a homogeneous element of G(L), i.e.,
dgr(h) = q. If ξ ∈ L with dfil(ξ) = q, then the coset ξ+Fq−1L represented
by ξ in G(L)q is a nonzero homogeneous element of degree q, and if we
denote this homogeneous element by σ(ξ) (in the literature it is referred
to as the principal symbol of ξ) then dgr(σ(ξ)) = q = dfil(ξ).
Furthermore, considering the Rees algebra A˜ of A, the filtration FL =
{FqL}q∈N of L also defines the Rees module L˜ of L, which is the N-graded
A˜-module L˜ = ⊕q∈NL˜q, where L˜q = FqL and the module action is induced
by FpAFqL ⊆ Fp+qL. As with homogeneous elements in A˜, if H ∈ L˜q
and H 6= 0, then we write dgr(H) for the degree of H as a homogeneous
element of L˜, i.e., dgr(H) = q. Note that any nonzero ξ ∈ FqL represents
a homogeneous element of degree q in L˜q on one hand, and on the other
hand it represents a homogeneous element of degree q1 in L˜q1 , where
q1 = dfil(ξ) ≤ q. So, for a nonzero ξ ∈ FqL we denote the corresponding
homogeneous element of degree q in L˜q by hq(ξ), while we use ξ˜ to denote
the homogeneous element represented by ξ in L˜q1 with q1 = dfil(ξ) ≤ q.
Thus, dgr(ξ˜) = dfil(ξ), and we see that hq(ξ) = ξ˜ if and only if dfil(ξ) = q.
We also note that if Z denotes the homogeneous element of degree 1 in
A˜1 represented by the multiplicative identity element 1, then, similar to
the discussion given in the last section, one checks that there are A-module
isomorphism L ∼= L˜/(1 − Z)L˜ and graded G(A)-module isomorphism
G(L) ∼= L˜/ZL˜.
For f ∈ A, ξ ∈ L, the next lemma records several convenient facts
about dfil(fξ), σ(fξ), hℓ(fξ) and f˜ ξ, respectively.
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5.2.2. Lemma With notation as above, the following statements hold.
(i) dfil(fξ) = d(f)+dfil(ξ) holds for all nonzero f ∈ A and nonzero ξ ∈ L.
(ii) σ(f)σ(ξ) = σ(fξ) holds for all nonzero f ∈ A and nonzero ξ ∈ L.
(iii) If ξ ∈ L with dfil(ξ) = q ≤ ℓ, then hℓ(ξ) = Z
ℓ−q ξ˜. Furthermore, let
f ∈ A with dfil(f) = p, ξ ∈ L with dfil(ξ) = q. Then f˜ ξ˜ = f˜ ξ; if p+ q ≤ ℓ,
then hℓ(fξ) = Z
ℓ−p−qf˜ ξ˜.
Proof Since A is a solvable polynomial algebra, G(A) and A˜ are N-graded
solvable polynomial algebras by Theorem 5.1.5, thereby they are neces-
sarily domains (Proposition 1.1.4(ii), Chapter 1). Noticing the definition
of dfil(f) and dfil(ξ), by Lemma 5.2.1, the verification of (i) – (iii) are then
straightforward. 
5.2.3. Proposition With notation as fixed before, let L = ⊕si=1Aei be
a filtered free A-module with the filtration FL = {FqL}q∈N such that
dfil(ei) = bi, 1 ≤ i ≤ s. The following two statements hold.
(i) G(L) is an N-graded free G(A)-module with the homogeneous G(A)-
basis {σ(e1), . . . , σ(es)}, that is, G(L) = ⊕
s
i=1G(A)σ(ei) = ⊕q∈NG(L)q
with
G(L)q =
∑
pi+bi=q
G(A)piσ(ei) q ∈ N.
Moreover, σ(B(e)) = {σ(aαei) = σ(a)
ασ(ei) | a
αei ∈ B(e)} forms a K-
basis for G(L).
(ii) L˜ is an N-graded free A˜-module with the homogeneous A˜-basis
{e˜1, . . . , e˜s}, that is, L˜ = ⊕
s
i=1A˜e˜i = ⊕q∈NL˜q with
L˜q =
∑
pi+bi=q
A˜pi e˜i, q ∈ N.
Moreover, B˜(e) = {a˜αZme˜i | a˜
αZm ∈ B˜, 1 ≤ i ≤ s} forms a K-basis for
L˜, where B˜ is the PBW K-basis of A˜ determined in Theorem 5.1.5(ii).
Proof Since dfil(ei) = bi, 1 ≤ i ≤ s, if ξ =
∑s
i=1 fiei ∈ FqL =∑s
i=1
(∑
pi+bi≤q
FpiA
)
ei, then dfil(ξ) ≤ q. By Lemma 5.2.2,
σ(ξ) =
∑
d(fi)+bi=q
σ(fi)σ(ei) ∈
∑s
i=1G(A)q−biσ(ei)
hq(ξ) =
∑s
i=1 Z
q−d(fi)−bi f˜ie˜i ∈
∑s
i=1 A˜q−bi e˜i.
This shows that {σ(e1), . . . , σ(es)} and {e˜1, . . . , e˜s} generate the G(A)-
module G(L) and the A˜-module L˜, respectively. Next, since each σ(ei) is
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a homogeneous element of degree bi, if a degree-q homogeneous element∑s
i=1 σ(fi)σ(ei) = 0, where fi ∈ A, dfil(fi) + bi = q, 1 ≤ i ≤ s, then∑s
i=1 fiei ∈ Fq−1L and hence each fi ∈ Fq−1−biA by Lemma 5.2.1, a
contradiction. It follows that {σ(e1), . . . , σ(es)} is linearly independent
over G(A). Concerning the linear independence of {e˜1, . . . , e˜s} over A˜,
since each e˜i is a homogeneous element of degree bi, if a degree-q homo-
geneous element
∑s
i=1 hpi(fi)e˜i = 0, where fi ∈ FpiA and pi + bi = q,
1 ≤ i ≤ s, then
∑s
i=1 fiei = 0 in FqL and consequently all fi = 0, thereby
hpi(fi) = 0 as desired. Finally, if ξ ∈ FqL with dfil(ξ) = q, then by Lemma
5.2.1, ξ =
∑
i,j λija
α(ij)ej with λij ∈ K
∗ and d(aα(ij )) + bj = ℓij ≤ q. It
follows from Lemma 5.2.2 that
σ(ξ) =
∑
ℓik=q
λikσ(a)
α(ik)σ(ek),
ξ˜ =
∑
i,j λijZ
q−ℓij a˜α(ij )e˜j .
Therefore, a further application of Lemma 5.2.1 and Lemma 5.2.2 shows
that σ(B(e)) and B˜(e) are K-bases for G(L) and L˜ respectively.
5.3. Filtered-Graded Transfer of Gro¨bner Bases
for Modules
Throughout this section, we let A = K[a1, . . . , an] be a solvable poly-
nomial algebra with the admissible system (B,≺gr), where B = {a
α =
aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n} is the PBW K-basis of A and ≺gr is
a graded monomial ordering with respect to some given positive-degree
function d( ) on A (see Section 1). Thereby A is turned into an N-
filtered solvable polynomial algebra with the filtration FA = {FpA}p∈N
constructed with respect to the same d( ) (see Example (2) of Section 5.1).
In order to compute minimal standard bases by employing both inhomo-
geneous and homogenous left Gro¨bner bases in the subsequent Section
5.5, our aim of the current section is to establish the relations between
left Gro¨bner bases in a filtered free (left) A-module L and homogeneous
left Gro¨bner bases in G(L) as well as homogeneous left Gro¨bner bases
in L˜, which are just module theory analogues of the results on filtered-
graded transfer of Gro¨bner bases for left ideals given in ([LW], [Li1]). All
notions, notations and conventions introduced in previous sections are
maintained.
Let L = ⊕si=1Aei be a filtered free A-module with the filtration FL =
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{FqL}q∈N such that dfil(ei) = bi, 1 ≤ i ≤ s. Bearing in mind Lemma 5.2.1,
we say that a left monomial ordering on B(e) is a graded left monomial
ordering, denoted by ≺e-gr, if for a
αei, a
βej ∈ B(e),
aαei ≺e-gr a
βej implies dfil(a
αei) = d(a
α) + bi ≤ d(a
β) + bj = dfil(a
βej).
For instance, with respect to the given graded monomial ordering ≺gr
on B and the N-filtration FA of A, if {f1, . . . , fs} ⊂ A is a finite subset
such that d(fi) = bi = dfil(ei), 1 ≤ i ≤ s, then it is straightforward to
check that the Schreyer ordering (see Section 2.1 of Chapter 2) induced
by {f1, . . . , fs} subject to the rule: for a
αei, a
βej ∈ B(e),
aαei ≺s-gr a
βej ⇐⇒

LM(aαfi) ≺gr LM(a
βfj),
or
LM(aαfi) = LM(a
βfj) and i < j.
is a graded left monomial ordering on B(e).
More generally, let {ξ1, . . . , ξm} ⊂ L be a finite subset, where dfil(ξi) =
qi, 1 ≤ i ≤ m, and let L1 = ⊕
m
i=1Aεi be the filtered free A-module with
the filtration FL1 = {FqL1}q∈N such that dfil(εi) = qi, 1 ≤ i ≤ m. Then,
given any graded left monomial ordering ≺e-gr on B(e), the Schreyer
ordering ≺s-gr defined on the K-basis B(ε) = {a
αεi | a
α ∈ B, 1 ≤ i ≤ m}
of L1 subject to the rule: for a
αεi, a
βεj ∈ B(ε),
aαεi ≺s-gr a
βεj ⇐⇒

LM(aαξi) ≺e-gr LM(a
βξj),
or
LM(aαξi) = LM(a
βξj) and i < j,
is a graded left monomial ordering on B(ε).
Comparing with Lemma 5.1.2 and Lemma 5.2.1, the lemma given
below reveals the intrinsic property of a graded left monomial ordering
employed by a filtered free A-module.
5.3.1. Lemma Let L = ⊕si=1Aei be a filtered free A-module with the
filtration FL = {FqL}q∈N such that dfil(ei) = bi, 1 ≤ i ≤ s, and let ≺e-gr
be a graded left monomial ordering on B(e). Then ≺e-gr is compatible
with the filtration FL of L in the sense that ξ ∈ FqL−Fq−1L, i.e. dfil(ξ) =
q, if and only if LM(ξ) = aαei with dfil(a
αei) = d(a
α) + bi = q.
Proof Let ξ =
∑
i,j λija
α(ij)ej ∈ FqL − Fq−1L. Then by Lemma 5.2.1,
there is some aα(iℓ)eℓ such that d(a
α(iℓ))+bℓ = q. If LM(ξ) = a
α(it)et with
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respect to ≺e-gr, then a
α(ik)ek ≺e-gr a
α(it)et for all a
α(ik)ek with k 6= t.
If ℓ = t, then d(aα(it)) + bt = q; otherwise, since ≺e-gr is a graded left
monomial ordering, we have d(aα(ik)) + bk ≤ d(a
α(it)) + bt, in particular,
q = d(aα(iℓ))+bℓ ≤ d(a
α(it))+bt ≤ q. Hence dfil(a
α(it)et) = d(a
α(it))+bt =
q, as desired.
Conversely, for ξ =
∑
i,j λija
α(ij )ej ∈ L, if, with respect to ≺e-gr,
LM(ξ) = aα(it)et with dfil(a
α(it)et) = d(a
α(it))+bt = q, then a
α(ik)ek ≺e-gr
aα(it)et for all k 6= t. Since ≺e-gr is a graded left monomial ordering, we
have d(aα(ik))+ bk ≤ d(a
α(it)) + bt = q. It follows from Lemma 5.2.1 that
dfil(ξ) = q, i.e., ξ ∈ FqL− Fq−1L. 
Let L = ⊕si=1Aei be a filtered free A-module with the filtration FL =
{FqL}q∈N such that dfil(ei) = bi, 1 ≤ i ≤ s. Then, by Proposition 5.2.3
we know that the associated graded G(A)-module G(L) of L is an N-
graded free module, i.e., G(L) = ⊕si=1G(A)σ(ei) with the homogeneous
G(A)-basis {σ(e1), . . . , σ(es)}, and that G(L) has the K-basis σ(B(e)) =
{σ(aαei) = σ(a)
ασ(ei) | a
αei ∈ B(e)}. Furthermore, let ≺e-gr be a graded
left monomial ordering on B(e) as defined in the beginning of this section.
Then we may define an ordering ≺σ(e)-gr on σ(B(e)) subject to the rule:
σ(a)ασ(ei) ≺σ(e)-gr σ(a)
βσ(ej)⇐⇒ a
αei ≺e-gr a
βej , a
αei, a
βej ∈ B(e).
5.3.2. Lemma With the ordering ≺σ(e)-gr defined above, the following
statements hold.
(i) ≺σ(e)-gr is a graded left monomial ordering on σ(B(e)).
(ii) (Compare with Corollary 5.1.6.) LM(σ(ξ)) = σ(LM(ξ)) holds for all
nonzero ξ ∈ L, , where the monomial orderings used for taking LM(σ(ξ))
and LM(ξ) are ≺σ(e)-gr and ≺e-gr respectively.
Proof (i) Noticing that the given monomial ordering ≺gr on A is a graded
monomial ordering with respect to a positive-degree function d( ) on A,
it follows from Theorem 5.1.5(i) that G(A) is turned into an N-graded
solvable polynomial algebra by using the graded monomial ordering ≺
G(A)
defined on σ(B) subject to the rule: σ(a)α ≺
G(A)
σ(a)β ⇐⇒ aα ≺gr a
β,
where the positive-degree function on G(A) is given by d(σ(ai)) = d(ai),
1 ≤ i ≤ n. Moreover, since σ(ei) is a homogeneous element of degree bi
in G(L), 1 ≤ i ≤ s, by Lemma 5.2.2, it is then straightforward to verify
that ≺σ(e)-gr is a graded left monomial ordering on σ(B(e)).
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(ii) Let ξ =
∑
i,j λija
α(ij)ej , where λij ∈ K
∗ and aα(ij) ∈ B
with α(ij) = (αij1 , . . . , αijn) ∈ N
n. If dfil(ξ) = q, i.e., ξ ∈ FqL −
Fq−1L, then by Lemma 5.3.1, LM(ξ) = a
α(it)et for some t such that
dfil(a
α(it)et) = d(a
α(it)) + bt = q. Since ≺e-gr is a left graded monomial
ordering on B(e), by Lemma 5.2.2 we have σ(ξ) = λitσ(a)
α(it)σ(et) +∑
d(aα(ik))+bk=q
λikσ(a)
α(ik)σ(ek). It follows from the definition of ≺σ(e)-gr
that LM(σ(ξ)) = σ(a)α(it)σ(et) = σ(LM(ξ)), as desired. 
5.3.3. Theorem Let N be a submodule of the filtered free A-module
L = ⊕si=1Aei, where L is equipped with the filtration FL = {FqL}q∈N
such that dfil(ei) = bi, 1 ≤ i ≤ s, and let ≺e-gr be a graded left monomial
ordering on B(e). For a subset G = {g1, . . . , gm} of N , the following two
statements are equivalent.
(i) G is a left Gro¨bner basis of N with respect to ≺e-gr.
(ii) Putting σ(G) = {σ(g1), . . . , σ(gm)} and considering the filtration
FN = {FqN = FqL∩N}q∈N of N induced by FL, σ(G) is a left Gro¨bner
basis for the associated graded G(A)-module G(N) of N with respect to
the graded left monomial ordering ≺σ(e)-gr defined above.
Proof (i) ⇒ (ii) Note that any nonzero homogeneous element of G(N)
is of the form σ(ξ) with ξ ∈ N . If G is a left Gro¨bner basis of N ,
then there exists some gi ∈ G such that LM(gi)|LM(ξ), i.e., there is a
monomial aα ∈ B such that LM(ξ) = LM(aαLM(gi)). Since the given
left monomial ordering ≺e-gr on B(e) is a graded left monomial ordering,
it follows from Lemma 5.2.2 and Lemma 5.3.2 that
LM(σ(ξ))) = σ(LM(ξ))
= σ(LM(aαLM(gi)))
= LM(σ(aαLM(gi)))
= LM(σ(a)ασ(LM(gi)))
= LM(σ(a)αLM(σ(gi))).
This shows that LM(σ(gi))|LM(σ(ξ)), thereby σ(G) is a left Gro¨bner
basis for G(N).
(ii) ⇒ (i) Suppose that σ(G) is a left Gro¨bner basis of G(N) with
respect to ≺σ(e)-gr. If ξ ∈ N and ξ 6= 0, then σ(ξ) 6= 0, and there exists
a σ(gi) ∈ σ(G) such that LM(σ(gi))|LM(σ(ξ)), i.e., there is a monomial
σ(a)α ∈ σ(B) such that LM(σ(ξ)) = LM(σ(a)αLM(σ(gi))). Again as
≺e-gr is a left graded monomial ordering on B(e), by Lemma 5.2.2 and
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Lemma 5.3.2 we have
σ(LM(ξ)) = LM(σ(ξ))
= LM(σ(a)αLM(σ(gi)))
= LM(σ(a)ασ(LM(gi)))
= LM(σ(aαLM(gi)))
= σ(LM(aαLM(gi))).
This shows that dfil(LM(ξ)) = dfil(LM(a
αLM(gi))). Since both LM(ξ)
and LM(aαLM(gi)) are monomials in B(e), it follows from the con-
struction of FL and Lemma 5.3.1 that LM(ξ) = LM(aαLM(gi)), i.e.,
LM(gi)|LM(ξ). This shows that G is a left Gro¨bner basis for N . 
Similarly, in light of Proposition 5.2.3 we may define an ordering≺e˜ on
the K-basis B˜(e) = {Zma˜αe˜i | Z
ma˜α ∈ B˜, 1 ≤ i ≤ s} of the N-graded free
A˜-module L˜ = ⊕si=1A˜e˜i subject to the rule: for Z
sa˜αe˜i, Z
ta˜β e˜j ∈ B˜(e),
Zsa˜αe˜i ≺e˜ Z
ta˜β e˜j ⇐⇒ a
αei ≺e-gr a
βej , or a
αei = a
βej and s < t,
where ≺e-gr is a given graded left monomial ordering on B(e).
5.3.4. Lemma With the ordering ≺e˜ defined above, the following state-
ments hold.
(i) ≺e˜ is a left monomial ordering on B˜(e) (but not necessarily a graded
left monomial ordering).
(ii) (Compare with Corollary 5.1.6.) LM(ξ˜) = L˜M(ξ) holds for all
nonzero ξ ∈ L, , where the monomial orderings used for taking LM(ξ˜)
and LM(ξ) are ≺e˜ and ≺e-gr respectively.
Proof (i) Noticing that the given monomial ordering ≺gr for A is a graded
monomial ordering with respect to a positive-degree function d( ) on A, it
follows from Theorem 5.1.5(ii) that A˜ is turned into an N-graded solvable
polynomial algebra by using the monomial ordering ≺
A˜
defined on B˜
subject to the rule:
a˜αZs ≺
A˜
a˜βZt ⇐⇒ aα ≺gr a
β, or aα = aβ and s < t, aα, aβ ∈ B,
where the positive-degree function on A˜ is given by d(a˜i) = d(ai) for
1 ≤ i ≤ n, and d(Z) = 1. Moreover, since e˜i is a homogeneous element
of degree bi in A˜, 1 ≤ i ≤ s, by Lemma 5.2.2, it is then straightforward
to verify that ≺e˜ is a left monomial ordering on B˜(e).
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(ii) Let ξ =
∑
i,j λija
α(ij )ej , where λij ∈ K
∗ and aα(ij) ∈ B with
α(ij) = (αij1 , . . . , αijn) ∈ N
n. If dfil(ξ) = q, i.e., ξ ∈ FqL − Fq−1L, then
by Lemma 5.3.1, LM(ξ) = aα(it)et for some t such that dfil(a
α(it)et) =
d(aα(it))+ bt = q. Since ≺e-gr is a left graded monomial ordering on B(e),
by Lemma 5.2.2 we have ξ˜ = λita˜
α(it)e˜t +
∑
j 6=t λijZ
q−ℓij a˜α(ij)e˜j , where
ℓij = dfil(a
α(ij )ej) = d(a
α(ij )) + dj . It follows from the definition of ≺e˜
that LM(ξ˜) = a˜α(it)e˜t = L˜M(ξ), as desired. 
5.3.5. Theorem Let N be a submodule of the filtered free A-module
L = ⊕si=1Aei, where L is equipped with the filtration FL = {FqL}q∈N
such that dfil(ei) = bi, 1 ≤ i ≤ s, and let ≺e-gr be a graded left monomial
ordering on B(e). For a subset G = {g1, . . . , gm} of N , the following two
statements are equivalent.
(i) G is a left Gro¨bner basis of N with respect to ≺e-gr.
(ii) Putting τ(G) = {g˜1, . . . , g˜m} and considering the filtration FN =
{FqN = FqL ∩N}q∈N of N induced by FL, τ(G) is a left Gro¨bner basis
for the Rees module N˜ of N with respect to the left monomial ordering
≺e˜ defined before Lemma 5.3.4.
Proof (i) ⇒ (ii) Note that any nonzero homogeneous element of N˜ is of
the form hq(ξ) for some ξ ∈ FqN with dfil(ξ) = q1 ≤ q. By Lemma 5.2.2,
hq(ξ) = Z
q−q1 ξ˜. If G is a left Gro¨bner basis of N , then there exists some
gi ∈ G such that LM(gi)|LM(ξ), i.e., there is a monomial a
α ∈ B such
that LM(ξ) = LM(aαLM(gi)). It follows from Lemma 5.2.2 and Lemma
5.3.4 that
LM(ξ˜) = L˜M(ξ)
= (LM(aαLM(gi)))˜
= LM((aαLM(gi))˜ )
= LM(a˜αL˜M(gi))
= LM(a˜αLM(g˜i)).
Hence, noticing the definition of ≺e˜ we have
LM(hq(ξ)) = LM(Z
q−q1 ξ˜)
= Zq−q1LM(ξ˜)
= Zq−q1LM(a˜αLM(g˜i))
= LM(zq−q1 a˜αLM(g˜i)).
This shows that LM(g˜i)|LM(hq(ξ)), thereby τ(G) is a left Gro¨bner basis
of N˜ .
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(ii) ⇒ (i) If ξ ∈ N and ξ 6= 0, then ξ˜ 6= 0 and LM(ξ˜) = L˜M(ξ) by
Lemma 5.3.4. Suppose that τ(G) is a left Gro¨bner basis of N˜ with respect
to ≺e˜. Then there exists some g˜i ∈ τ(G) such that LM(g˜i)|LM(ξ˜), i.e.,
there is a monomial Zma˜γ ∈ B˜ such that LM(ξ˜) = LM(Zma˜γLM(g˜i)).
Since the given left monomial ordering ≺e-gr on B(e) is a graded left
monomial ordering, it follows from Lemma 5.2.2, the definition of ≺e˜ and
Lemma 5.3.2 that
a˜αej = L˜M(ξ) = LM(ξ˜) = LM(Z
ma˜γLM(g˜i))
= Zm(LM((aγLM(gi))˜ ))
= Zm(LM(aγLM(gi)))˜ .
Noticing the discussion on L˜ and the role played by Z given before Lemma
5.2.2, we must have m = 0, thereby LM(ξ) = LM(aγLM(gi)). This
shows that G is a left Gro¨bner basis for N .
Remark. It is known that Gro¨bner bases for ungraded ideals in both a
commutative polynomial algebra and a noncommutative free algebra can
be obtained via computing homogeneous Gro¨bner bases for graded ideals
in the corresponding homogenized (graded) algebras (cf. [Fro¨b], [Li2]). In
our case here for an N-filtered solvable polynomial algebra A with respect
to a positive-degree function d( ), by using a (de)homogenization-like trick
with respect to the central regular element Z in A˜, the discussion on A˜
and L˜ presented in previous Section 5.1 indeed enables us to have a whole
theory and strategy similar to that given in (Section 3.6 and Section 3.7
of [Li2]), so that left Gro¨bner bases of submodules (left ideals) in L (in
A) can be obtained via computing homogeneous left Gro¨bner bases of
graded submodules (graded left ideals) in L˜ (in A˜). Since such a topic is
beyond the scope of this text, we omit the detailed discussion here.
5.4. F-Bases and Standard Bases with Respect to
Good Filtration
Let A = K[a1, . . . , an] be an N-filtered solvable polynomial algebra with
admissible system (B,≺) and the N-filtration FA = {FpA}p∈N con-
structed with respect to a given positive-degree function d( ) on A (see
Section 5.1). In this section, we introduce F-bases and standard bases re-
spectively for N-filtered left A-modules and their submodules with respect
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to good filtration, and we show that any two minimal F-bases, respec-
tively any two minimal standard bases have the same number of elements
and the same number of elements of the same fil-degree. Moreover, we
show that a standard basis for a submodule N of a filtered free A-module
L can be obtained via computing a left Gro¨bner basis of N with respect to
a graded left monomial ordering. All notions, notations and conventions
used before are maintained.
Let M be a left A-module. We say that M is an N-filtered A-module
if M has a filtration FM = {FqM}q∈N, where each FqM is a K-subspace
of M , such that M = ∪q∈NFqM , FqM ⊆ Fq+1M for all q ∈ N, and
FpAFqM ⊆ Fp+qM for all p, q ∈ N.
Convention. Unless otherwise stated, from now on in the subsequent
sections a filtered A-moduleM is always meant an N-filtered module with
a filtration of the type FM = {FqM}q∈N as described above.
Let G(A) be the associated graded algebra of A, A˜ the Rees algebra
of A, and Z the homogeneous element of degree 1 in A˜1 represented by
the multiplicative identity 1 of A (see Section 5.1). If M is a filtered
A-module with the filtration FM = {FqM}q∈N, then, actually as with
a filtered free A-module in Section 5.2, M has the associated graded
G(A)-module G(M) = ⊕q∈NG(M)q with G(M)0 = F0M and G(M)q =
FqM/Fq−1M for q ≥ 1, and the Rees module of M is defined as the
graded A˜-module M˜ = ⊕q∈NM˜q with each M˜q = FqM . Also, we may
define the fil-degree of a nonzero ξ ∈ M , that is, dfil(ξ) = 0 if ξ ∈ F0M ,
and if ξ ∈ FqM − Fq−1M for some q > 0, then dfil(ξ) = q. For a
nonzero ξ ∈ M with dfil(ξ) = q ≥ 0, if we write σ(ξ) for the nonzero
homogeneous element of degree q represented by ξ in G(M)q, ξ˜ for the
degree-q homogeneous element represented by ξ in M˜q, and hq′(ξ) for the
degree-q′ homogeneous element represented by ξ in M˜q′ with q < q
′, then
dfil(ξ) = q = dgr(σ(ξ)) = dgr(ξ˜), and dgr(hq′(ξ)) = q
′. Finally, as for a
filtered free A-module in Section 5.2, we have M˜/ZM˜ ∼= G(M) as graded
G(A)-modules, and M˜/(1 − Z)M˜ ∼=M as A-modules.
With notation as fixed above, the lemma presented below is a version
of ([LVO], Ch.I, Lemma 5.4, Theorem 5.7) for N-filtered modules.
5.4.1. Lemma Let M be a filtered A-module with the filtration FM =
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{FqM}q∈N, and V = {v1, . . . , vm} a finite subset of nonzero elements in
M . The following statements are equivalent:
(i) There is a subset S = {n1, . . . , nm} ⊂ N such that
FqM =
m∑
i=1
 ∑
pi+ni≤q
FpiA
 vi, q ∈ N;
(ii) G(M) =
∑m
i=1G(A)σ(vi);
(iii) M˜ =
∑m
i=1 A˜v˜i.

5.4.2. Definition Let M be a filtered A-module with the filtration
FM = {FqM}q∈N, and let V = {v1, . . . , vm} ⊂ M be a finite subset of
nonzero elements. If V satisfies one of the equivalent conditions of Lemma
5.4.1, then we call V an F-basis of M with respect to FM .
Let M be a filtered A-module with the filtration FM = {FqM}q∈N.
If V is an F-basis of M with respect to FM , then it is necessary to note
that
(1) since M = ∪q∈NFqM , it is clear that V is certainly a generating
set of the A-module M , i.e., M =
∑m
i=1Avi;
(2) due to Lemma 5.4.1(i), the filtration FM is usually referred to as
a good filtration of M in the literature concerning filtered module
theory (cf. [LVO]).
Indeed, if M is a finitely generated A-module, then any finite generating
set U = {u1, . . . , ut} of M can be turned into an F-basis with respect
to some good filtration FM . More precisely, let S = {n1, . . . , nt} be an
arbitrarily chosen subset of N, then the required good filtration FM =
{FqM}q∈N can be defined by setting
FqM = {0} if q < min{n1, . . . , nm};
FqM =
∑t
i=1
(∑
pi+ni≤q
FpiA
)
ui otherwise.
q ∈ N.
In particular, if L = ⊕si=1Aei is a filtered free A-module with the filtration
FL = {FqL}q∈N as constructed in Subsection 5.2 such that dfil(ei) = bi,
1 ≤ i ≤ s, then {e1, . . . , es} is an F-basis of L with respect to the good
filtration FL.
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5.4.3. Definition Let M be a filtered A-module with the filtration
FM = {FqM}q∈N, and suppose that M has an F-basis V = {v1, . . . , vm}
with respect to FM . If any proper subset of V cannot be an F-basis of
M with respect to FM , then we say that V is a minimal F-basis of M
with respect to FM .
Note that A is an N-filtered K-algebra such that G(A) = ⊕p∈NG(A)p
with G(A)0 = K, A˜ = ⊕p∈NA˜p with A˜0 = K, while K is a field. By
Lemma 5.4.1 and the well-known result on graded modules over an N-
graded algebra with the degree-0 homogeneous part a field (cf. [Eis],
Chapter 19; [Kr1], Chapter 3; [Li3]), we have immediately the following
5.4.4. Proposition Let M be a filtered A-module with the filtration
FM = {FqM}q∈N, and V = {v1, . . . , vm} ⊂ M a subset of nonzero ele-
ments. Then V is a minimal F-basis ofM with respect to FM if and only
if σ(V ) = {σ(v1), . . . , σ(vm)} is a minimal homogeneous generating set of
G(M) if and only if τ(V ) = {v˜1, . . . , v˜m} is a minimal homogeneous gen-
erating set of M˜ . Hence, any two minimal F-bases of M with respect to
FM have the same number of elements and the same number of elements
of the same fil-degree.

LetM be an N-filtered A-module with the filtration FM = {FqM}q∈N,
and let N be a submodule of M with the filtration FN = {FqN =
N ∩FqM}q∈N induced by FM . Then, as with a filtered free A-module in
Section 5.2, the associated graded G(A)-module G(N) = ⊕q∈NG(N)q of
N with G(N)q = FqN/Fq−1N is a graded submodule of G(M), and the
Rees module N˜ = ⊕q∈NN˜q of N with N˜q = FqN is a graded submodule
of M˜ .
5.4.5. Definition Let M be a filtered A-module with the filtration
FM = {FqM}q∈N, and let N be a submodule of M . Consider the
filtration FN = {FqN = N ∩ FqM}q∈N of N induced by FM . If
W = {ξ1, . . . , ξs} ⊂ N is an F-basis with respect to FN in the sense
of Definition 5.4.2, then we call W a standard basis of N .
Remark. By referring to Lemma 5.4.1, one may check that our def-
inition 5.4.5 of a standard basis coincides with the classical Macaulay
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basis provided A = K[x1, . . . , xn] is the commutative polynomial K-
algebra (cf. [KR2], Definition 4.2.13, Theorem 4.3.19), for, taking the
N-filtration FA with respect to an arbitrarily chosen positive-degree func-
tion d( ) on A, there are graded algebra isomorphisms G(A) ∼= A and
A˜ ∼= K[x0, x1, . . . , xn], where d(x0) = 1 and x0 plays the role that the
central regular element Z of degree 1 does in A˜. Moreover, if two-sided
ideals of an N-filtered solvable polynomial algebra A are considered, then
one may see that our definition 5.4.5 of a standard basis coincides with
the standard basis defined in [Gol].
5.4.6. Definition Let M be a filtered A-module with the filtration
FM = {FqM}q∈N, and N a submodule of M with the filtration FN =
{FqN = N ∩ FqM}q∈N induced by FM . Suppose that N has a standard
basis W = {ξ1, . . . , ξm} with respect to FN . If any proper subset of W
cannot be a standard basis for N with respect to FN , then we call W a
minimal standard basis of N with respect to FN .
If N is a submodule of some filtered A-moduleM with filtration FM ,
then since a standard basis of N is defined as an F-basis of N with respect
to the filtration FN induced by FM , the next proposition follows from
Proposition 5.4.4.
5.4.7. Proposition Let M be a filtered A-module with the filtration
FM = {FqM}q∈N, and N a submodule of M with the induced filtra-
tion FN = {FqN = N ∩ FqM}q∈N. A finite subset of nonzero elements
W = {ξ1, . . . , ξs} ⊂ N is a minimal standard basis of N with respect to
FN if and only if σ(W ) = {σ(ξ1), . . . , σ(ξm)} is a minimal homogeneous
generating set of G(N) if and only if τ(W ) = {ξ˜1, . . . , ξ˜m} is a minimal
homogeneous generating set of N˜ . Hence, any two minimal standard
bases of N have the same number of elements and the same number of
elements of the same fil-degree.

Since A, G(A) and A˜ are all Noetherian domains (Proposition 1.1.4(ii)
of Chapter 1, Theorem 5.1.5 of the current chapter), if a filtered A-module
M has an F-basis V with respect to a given filtration FM , then the
existence of a standard basis for a submoduleN ofM follows immediately
from Lemma 5.4.1. Our next theorem shows that a standard basis for a
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submoduleN of a filtered free A-module L can be obtained via computing
a left Gro¨bner basis of N with respect to a graded left monomial ordering.
5.4.8. Theorem Let L = ⊕si=1Aei be a filtered free A-module with
the filtration FL = {FqL}q∈N such that dfil(ei) = bi, 1 ≤ i ≤ s, and let
≺e-gr be a graded left monomial ordering on B(e) (see Section 5.3). If
G = {g1, . . . , gm} ⊂ L is a left Gro¨bner basis for the submodule N =∑m
i=1Agi of L with respect to ≺e-gr, then G is a standard basis for N in
the sense of Definition 5.4.5.
Proof If ξ ∈ FqN = FqL ∩ N and ξ 6= 0, then dfil(ξ) ≤ q and ξ has a
left Gro¨bner representation by G, that is, ξ =
∑
i,j λija
α(ij)gj , where
λij ∈ K
∗, aα(ij ) ∈ B with α(ij) = (αij1 , . . . , αijn) ∈ N
n, satisfying
LM(aα(ij )gj) e-gr LM(ξ). Suppose dfil(gj) = nj, 1 ≤ j ≤ m. Since
≺e-gr is a graded left monomial ordering on B(e), by Lemma 5.3.1 we
may assume that LM(gj) = a
β(j)etj with β(j) = (βj1 , . . . , βjn) ∈ N
n and
1 ≤ tj ≤ s, such that d(a
β(j)) + btj = nj, where d( ) is the given positive-
degree function on A. Furthermore, by (Lemma 2.1.2(ii) of Chapter 2),
we have
LM(aα(ij )gj) = LM(a
α(ij)aβ(j)etj ) = a
α(ij)+β(j)etj ,
and it follows from Lemma 5.1.2, Lemma 5.2.2 and Lemma 5.3.1 that
d(aα(ij )) + nj = d(a
α(ij )) + d(aβ(j)) + btj = d(a
α(ij )+β(j)) + btj ≤
q. Hence ξ ∈
∑m
j=1
(∑
pj+nj≤q
FpjA
)
gj . This shows that FqN =∑m
j=1
(∑
pj+nj≤q
FpjA
)
gj , i.e., G is a standard basis for N .
5.5. Computation of Minimal F-Bases and Mini-
mal Standard Bases
Let A = K[a1, . . . , an] be an N-filtered solvable polynomial algebra with
admissible system (B,≺) and the N-filtration FA = {FpA}p∈N con-
structed with respect to a positive-degree function d( ) on A (see Section
5.1). In this section we show how to algorithmically compute minimal
F-bases for quotient modules of a filtered free left A-module L, and how
to algorithmically compute minimal standard bases for submodules of L
in the case where a graded left monomial ordering ≺e-gr on L is employed.
All notions, notations and conventions used before are maintained.
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We start by a little more preparation. LetM andM ′ be N-filtered left
A-modules with the filtration FM = {FqM}q∈N and FM
′ = {FqM
′}q∈N
respectively, and M
ϕ
−→ M ′ an A-module homomorphism. If ϕ(FqM) ⊆
FqM
′ for all q ∈ N, then we call ϕ a filtered homomorphism. In the
literature, such filtered homomorphisms are also referred to as filtered
homomorphism of degree-0 (cf. [NVO], [LVO]). By the definition it is clear
that the identity map of N-filtered A-modules is filtered homomorphism,
and compositions of filtered homomorphisms are filtered homomorphisms.
Thus, all N-filtered left A-modules form a subcategory of the category of
left A-modules, in which morphisms are the filtered homomorphisms as
defined above. Furthermore, if M
ϕ
−→ M ′ is a filtered homomorphism
with kernel Kerϕ = N , then N is an N-filtered submodule of M with
the induced filtration FN = {FqN = N ∩ FqM}q∈N, and the image
ϕ(M) of ϕ is an N-filtered submodule of M ′ with the filtration Fϕ(M) =
{Fqϕ(M) = ϕ(FqM)}q∈N. Consequently, the exactness of a sequence
N
ϕ
−→M
ψ
−→M ′ of filtered homomorphisms in the category of N-filtered
A-modules is defined as the same as for a sequence of usual A-module
homomorphisms, i.e., the sequence satisfies Imϕ = Kerψ. Long exact
sequence in the category of N-filtered A-modules may be defined in an
obvious way.
Let G(A) be the associated N-graded algebra of A and A˜ the Rees
algebra of A. Then naturally, a filtered homomorphism M
ϕ
−→ M ′ in-
duces a graded G(A)-module homomorphism G(M)
G(ϕ)
−→ G(M ′), where
if ξ ∈ FqM and ξ = ξ + Fq−1M is the coset represented by ξ in
G(M)q = FqM/Fq−1M , then G(ϕ)(ξ) = ϕ(ξ) + Fq−1M
′ ∈ G(M ′)q =
FqM
′/Fq−1M
′, and ϕ induces a graded A˜-module homomorphism M˜
ϕ˜
−→ M˜ ′,
where if ξ ∈ FqM and hq(ξ) is the homogeneous element of degree q
in M˜q = FqM , then ϕ˜(hq(ξ)) = hq(ϕ(ξ)) ∈ M˜
′
q = FqM
′. Moreover,
if M
ϕ
−→ M ′
ψ
−→ M ′′ is a sequence of filtered homomorphisms, then
G(ψ) ◦G(ϕ) = G(ψ ◦ ϕ) and ψ˜ ◦ ϕ˜ = ψ˜ ◦ ϕ.
Furthermore, recall that a filtered homomorphismM
ϕ
−→M ′ is called
a strict filtered homomorphism if ϕ(FqM) = ϕ(M) ∩ FqM
′ for all q ∈ N.
Note that if N is a submodule of M and M = M/N , then, consid-
ering the induced filtration FN = {FqN = N ∩ FqM}q∈N of N and
the induced filtration F (M ) = {FqM = (FqM + N)/N}q∈N of M , the
inclusion map N →֒ M and the canonical map M → M are strict fil-
tered homomorphisms. Concerning strict filtered homomorphisms and
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the induced graded homomorphisms, the next proposition is quoted from
([LVO], CH.I, Section 4).
5.5.1. Proposition Given a sequence of filtered homomorphisms
(∗) N
ϕ
−→ M
ψ
−→ M ′,
such that ψ ◦ ϕ = 0, the following statements are equivalent.
(i) The sequence (∗) is exact and ϕ, ψ are strict filtered homomorphisms.
(ii) The induced sequence G(N)
G(ϕ)
−→ G(M)
G(ψ))
−→ G(M ′) is exact.
(iii) The induced sequence N˜
ϕ˜
−→ M˜
ψ˜
−→ M˜ ′ is exact.

Let L = ⊕mi=1Aei be a filtered free A-module with the filtration
FL = {FqL}q∈N such that dfil(ei) = bi, 1 ≤ i ≤ m. Then as we
have noted in Section 5.4, {e1, . . . , em} is an F-basis of L with re-
spect to the good filtration FL. Let N be a submodule of L, and
let the quotient module M = L/N be equipped with the filtration
FM = {FqM = (FqL + N)/N}q∈N induced by FL. Without loss of
generality, we assume that ei 6= 0 for 1 ≤ i ≤ m, where each ei is the
coset represented by ei in M . Then we see that {e1, . . . , em} is an F-basis
of M with respect to FM .
5.5.2. Lemma Let M = L/N be as fixed above, and let N =
∑s
j=1Aξj
be generated by the set of nonzero elements U = {ξ1, . . . , ξs}, where
ξℓ =
∑s
k=1 fkℓek with fkℓ ∈ A and dfil(ξℓ) = qℓ, 1 ≤ ℓ ≤ s. The following
statements hold.
(i) If for some j, ξj has a nonzero term fijei such that dfil(fijei) =
dfil(ξj) = qj and the coefficient fij is a nonzero constant, say fij = 1
without loss of generality, then for each ℓ = 1, . . . , j − 1, j + 1, . . . , s,
the element ξ′ℓ = ξℓ − fiℓξj does not involve ei. Putting U
′ =
{ξ′1, . . . , ξ
′
j−1, ξ
′
j+1, . . . , ξ
′
s}, N
′ =
∑
ξ′
ℓ
∈U ′ Aξ
′
ℓ, and considering the filtered
free A-module L′ = ⊕k 6=iAek with the filtration FL
′ = {FqL
′}q∈N in
which each ek has the same filtered degree as it is in L, i.e., dfil(ek) = bk,
if the quotient module M ′ = L′/N ′ is equipped with the filtration
FM ′ = {FqM
′ = (FqL
′ + N ′)/N ′}q∈N induced by FL
′, then there is
a strict filtered isomorphism ϕ: M ′ ∼= M , i.e., ϕ is an A-module isomor-
phism such that ϕ(FqM
′) = FqM for all q ∈ N.
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(ii) With the assumptions and notations as in (i), if U = {ξ1, . . . , ξs}
is a standard basis of N with respect to the filtration FN induced by
FL, then U ′ = {ξ′1, . . . , ξ
′
j−1, ξ
′
j+1, . . . , ξ
′
s} is a standard basis of N
′ with
respect to the filtration FN ′ induced by FL′.
Proof (i) Since fij = 1 by the assumption, we see that every ξ
′
ℓ = ξℓ −
fiℓξj does not involve ei. Let U
′ = {ξ′1, . . . , ξ
′
j−1, ξ
′
j+1, . . . , ξ
′
s} and N
′ =∑
ξ′
ℓ
∈U ′ Aξ
′
ℓ. ThenN
′ ⊂ L′ = ⊕k 6=iAek ⊂ L andN = N
′+Aξj . Since ξj =
ei +
∑
k 6=i fkjek, the naturally defined A-module homomorphism M
′ =
L′/N ′
ϕ
−→L/N = M with ϕ(ek) = ek, k = 1, . . . , i− 1, i + 1, . . . ,m, is an
isomorphism, where, without confusion, ek denotes the coset represented
by ek inM
′ andM respectively. It remains to see that ϕ is a strict filtered
isomorphism. Note that {e1, . . . , em} is an F-basis of L with respect to
FL such that dfil(ei) = bi, 1 ≤ i ≤ m, i.e.,
FqL =
m∑
i=1
 ∑
pi+bi≤q
FpiA
 ei, q ∈ N,
that {e1, . . . , ei−1, ei+1, . . . , em} is an F-basis of L
′ with respect to FL′
such that dfil(ek) = bk, where k 6= i, i.e.,
FqL
′ =
∑
k 6=i
 ∑
pi+bk≤q
FpiA
 ek, q ∈ N,
and that ξj = ei +
∑
k 6=i fkjek with qj = dfil(ξj) = dfil(ei) = bi such that
dfil(fkj)+ bk ≤ qj for all fkj 6= 0. It follows that
∑
k 6=i fkjek ∈ FqjM
′ and
ϕ(
∑
k 6=i fkjek) = ei ∈ FqjM , thereby ϕ(FqM
′) = FqM for all q ∈ N, as
desired.
(ii) Note that ξ′ℓ = ξℓ − fiℓξj. By the assumption on ξj, if fiℓ 6= 0 and
dfil(fiℓei) = dfil(ξℓ) = qℓ, then since dfil(ξj) = dfil(ei) we have dfil(fiℓξj) =
dfil(ξℓ) = qℓ. It follows that if we equip N with the filtration FN =
{FqN = N ∩FqL}q∈N induced by FL and consider the associated graded
module G(N) of N , then dgr(σ(ξℓ)) = dgr(σ(fiℓξj)) = dgr(σ(fiℓ)σ(ξj)) in
G(N), i.e., σ(ξℓ) − σ(fiℓ)σ(ξj) ∈ G(N)qℓ . So, if σ(ξℓ) − σ(fiℓ)σ(ξj) 6= 0
then dfil(ξ
′
ℓ) = qℓ and thus
σ(ξ′ℓ) = σ(ξℓ − fiℓξj) = σ(ξℓ)− σ(fiℓ)σ(ξj). (1)
If fiℓ 6= 0 and dfil(fiℓei) < dfil(ξℓ) = qℓ, then σ(ξℓ) =
∑
d(fkℓ)+bk=qℓ
σ(fkℓ)σ(ek)
does not involve σ(ei). Also since dfil(ξj) = dfil(ei), we have dfil(fiℓξj) <
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dfil(ξℓ) = qℓ. Hence dfil(ξ
′
ℓ) = dfil(ξℓ) = qℓ and thus
σ(ξ′ℓ) = σ(ξℓ − fiℓξj) = σ(ξℓ). (2)
If fiℓ = 0, then the equality (1) is the same as equality (2). Now, if
U = {ξ1, . . . , ξs} is a standard basis of N with respect to the induced
filtration FN , then G(N) =
∑s
ℓ=1G(A)σ(ξℓ) by Lemma 5.4.1. But since
we have also G(N) =
∑
ξ′ℓ∈U
′ G(A)σ(ξ′ℓ)+G(A)σ(ξj) where the σ(ξ
′
ℓ) are
those nonzero homogeneous elements obtained according to the above
equalities (1) and (2), it follows from Lemma 5.4.1 that U ′ ∪ {ξj} is a
standard basis of N with respect to the induced filtration FN .
We next prove that U ′ is a standard basis of N ′ =
∑
ξ′
ℓ
∈U ′ Aξ
′
ℓ with
respect to the filtration FN ′ = {FqN
′ = N ′ ∩ FqL
′}q∈N induced by FL
′.
Since {e1, . . . , ei−1, ei+1, . . . , em} is an F-basis of L
′ with respect to the
filtration FL′ such that each ek has the same filtered degree as it is in
L, i.e., dfil(ek) = bk, it is clear that FqL
′ = L′ ∩ FqL, q ∈ N, i.e., the
filtration FL′ is the one induced by FL. Considering the filtration FN ′
of N ′ induced by FL′, it turns out that
FqN
′ = N ′ ∩ FqL
′ = N ′ ∩ FqL ⊆ N ∩ FqL = FqN, q ∈ N. (3)
If ξ ∈ FqN
′, then since U ′ ∪ {ξj} is a standard basis of N with respect to
the induced filtration FN , the formula (3) entails that
ξ =
∑
ξ′
ℓ
∈U ′
fℓξ
′
ℓ+fjξj with fℓ, fj ∈ A, d(fℓ)+dfil(ξ
′
ℓ) ≤ q, d(fj)+dfil(ξj) ≤ q.
(4)
Note that every ξ′ℓ does not involve ei and consequently ξ does not
involve ei. Hence fj = 0 in (4) by the assumption on ξj, and thus
ξ ∈
∑
ξ′
ℓ
∈U ′
(∑
pi+qℓ≤q
FpiA
)
ξ′ℓ. Therefor we conclude that U
′ is a stan-
dard basis for N ′ with respect to the induced filtration FN ′, as desired.

Combining Proposition 5.4.4, we now show that for quotient modules
of filtered free A-modules, a result similar to Proposition 4.3.11 holds
true.
5.5.3. Proposition Let L = ⊕mi=1Aei, M = L/N be as in Lemma 5.5.2,
and suppose that U = {ξ1, ..., ξs} is now a standard basis of N with
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respect to the filtration FN induced by FL. The algorithm presented
below computes a subset {ei1 , . . . , eim′ } ⊂ {e1, . . . , em} and a subset V =
{v1, . . . , vt} ⊂ N ∩ L
′, where m′ ≤ m and L′ = ⊕m
′
q=1Aeiq such that
(i) there is a strict filtered isomorphism L′/N ′ = M ′ ∼= M , where
N ′ =
∑t
ℓ=1Avℓ, and M
′ has the filtration FM ′ = {FqM
′ = (FqL
′ +
N ′)/N ′}q∈N induced by the good filtration FL
′ determined by the F-basis
{ei1 , . . . , eim′ } of L
′;
(ii) V = {v1, . . . , vt} is a standard basis of N
′ =
∑t
ℓ=1Avℓ with respect
to the filtration FN ′ induced by FL′, such that each vℓ =
∑m′
k=1 hkℓeik
has the property that hkℓ ∈ K
∗ implies dfil(eik) = bik < dfil(vℓ);
(iii) {ei1 , . . . , eim′} is a minimal F-basis ofM with respect to the filtration
FM .
Algorithm-MINFB
INPUT: E = {e1, . . . , em}; U = {ξ1, ..., ξs},
where ξℓ =
∑m
k=1 fkℓek with fkℓ ∈ A,
and d(fkℓ) + bk ≤ qℓ = dfil(ξℓ), 1 ≤ ℓ ≤ s
OUTPUT: E′ = {ei1 , . . . , eim′ }; V = {v1, . . . , vt} ⊂ N ∩ L
′,
where L′ = ⊕m
′
k=1Aeik
INITIALIZATION: t := s; V := U ; m′ := m; E′ := E
BEGIN
WHILE there is a vj =
∑m′
k=1 fkjek ∈ V and i is the least index
such that fij ∈ K
∗ with d(fij) + bi = dfil(vj) DO
set T = {1, . . . , j − 1, j + 1, . . . , t} and compute
v′ℓ = vℓ −
1
fij
fiℓvj , ℓ ∈ T,
r = #{ℓ | ℓ ∈ T, vℓ = 0}
t := t− r − 1
V := {vℓ = v
′
ℓ | ℓ ∈ T, v
′
ℓ 6= 0}
= {v1, . . . , vt} (after reordered)
m′ := m′ − 1
E′ := E′ − {ei} = {e1, . . . , em′} (after reordered)
END
END
Proof First note that for each ξℓ ∈ U , dfil(ξℓ) is determined by Lemma
5.2.1. Since the algorithm is clearly finite, the conclusions (i) and (ii)
follow from Lemma 5.5.2.
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To prove the conclusion (iii), by the strict filtered isomorphism
M ′ = L′/N ′ ∼= M (or the proof of Lemma 5.5.2(i)) it is sufficient
to show that {ei1 , . . . , eim′} is a minimal F-basis of M
′ with respect
to the filtration FM ′. By the conclusion (ii), V = {v1, . . . , vt} is a
standard basis of the submodule N ′ =
∑t
ℓ=1Avℓ of L
′ with respect to
the filtration FN ′ induced by FL′ such that each vℓ =
∑m′
k=1 hkℓeik
has the property that hkℓ ∈ K
∗ implies dfil(eik) = bik < dfil(vℓ). It
follows from Lemma 5.4.1 that G(N ′) =
∑t
k=1G(A)σ(vk) in which
each σ(vk) =
∑
d(hkℓ)+bik=dfil(vk)
σ(hkℓ)σ(eik) and all the coefficients
σ(hkℓ) satisfy dgr(σ(hkℓ)) > 0 (please note the discussion in Section
5.2). Since G(A)0 = K, G(L
′) = ⊕m
′
k=1G(A)σ(eik ) (Proposition 5.2.3)
and G(N ′) is the graded syzygy module of the graded quotient mod-
ule G(L′)/G(N ′), by the well-known result on finitely generated graded
modules over N-graded algebras with the degree-0 homogeneous part
a field (cf. [Eis], Chapter 19; [Kr1], Chapter 3; [Li3]), we conclude
that {σ(ei1), . . . , σ(eim′ )} is a minimal homogeneous generating set of
G(L′)/G(N ′). On the other hand, considering the naturally formed ex-
act sequence of strict filtered homomorphisms
0 −→ N ′ −→ L′ −→ M ′ = L′/N ′ −→ 0,
by Proposition 5.5.1 we have the N-graded G(A)-module isomorphism
G(L′)/G(N ′) ∼= G(L′/N ′) = G(M ′) with σ(eik) 7→ σ(eik), 1 ≤ k ≤ m
′.
Now, by means of Proposition 5.4.4, we conclude that {ei1 , . . . , eim′ } is a
minimal F-basis of M ′ with respect to the filtration FM ′, as desired. 
Finally, let L = ⊕si=1Aei be a filtered free A-module with the filtra-
tion FL = {FqL}q∈N such that dfil(ei) = bi, 1 ≤ i ≤ s, and let ≺e-gr
be a graded left monomial ordering on the K-basis B(e) = {aαei | a
α ∈
B, 1 ≤ i ≤ s} of L (see Section 5.3). Combining Theorem 5.3.3 and (The-
orem 4.3.8 of Chapter 4), the next theorem shows how to algorithmically
compute a minimal standard basis.
5.5.4. Theorem Let N =
∑c
i=1Aθi be a submodule of L generated by
the subset of nonzero elements Θ = {θ1, . . . , θc}, and let FN = {FqN =
FqL ∩ N}q∈N be the filtration of N induced by FL. Then a minimal
standard basis of N with respect to FN can be obtained by implementing
the following procedures:
Procudure 1. With the initial input data Θ = {θ1, . . . , θc}, run
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Algorithm-LGB presented in (Section 2.3 of Chapter 2) to compute a
left Gro¨bner basis U = {ξ1, . . . , ξm} for N with respect to ≺e-gr on B(e).
Procudure 2. Let G(N) be the associated graded G(A)-module of
N determined by the induced filtration FN . Then G(N) is a graded
submodule of the associated grade free G(A)-module G(L), and it follows
from Theorem 5.3.3 that σ(U) = {σ(ξ1), . . . , σ(ξm)} is a homogeneous
left Gro¨bner basis of G(N) with respect to ≺σ(e)-gr on σ(B(e)). With the
initial input data σ(U), run Algorithm-MINHGS presented in (Theo-
rem 4.3.8 of Chapter 4) to compute a minimal homogeneous generating
set {σ(ξj1), . . . , σ(ξjt)} ⊆ σ(U) for G(N).
Procudure 3. Write downW = {ξj1 , . . . , ξjt}. ThenW is a Minimal
standard basis for N by Proposition 5.4.7.

Remark. (i) Note that the initial input data σ(U) in Procedure 2 above
is already a left Gro¨bner basis for G(N). By (Theorem 4.3.8 of Chapter
4), the finally returned left Gro¨bner basis by Algorithm-MINHGS is
indeed a minimal left Gro¨bner basis for G(N).
(ii) By Theorem 5.3.5 and Proposition 5.4.7 it is clear that we can also
obtain a minimal standard basis of the submodule N via computing a
minimal homogeneous generating set for the Rees module N˜ of N , which
is a graded submodule of the Rees module L˜ of L. However, noticing the
structure of A˜ and L˜ (see Theorem 5.1.5, Proposition 5.2.3) it is equally
clear that the cost of working on A˜ will be much higher than working on
G(N).
5.6. Minimal Filtered Free Resolutions and Their
Uniqueness
Let A = K[a1, . . . , an] be an N-filtered solvable polynomial algebra with
admissible system (B,≺) and the N-filtration FA = {FpA}p∈N con-
structed with respect to a positive-degree function d( ) on A (see Section
5.1). In this section, by using minimal F-bases and minimal standard
bases in the sense of Definition 5.4.3 and Definition 5.4.6, we define mini-
mal filtered free resolutions for finitely generated left A-modules, and we
show that such minimal resolutions are unique up to strict filtered iso-
morphism of chain complexes in the category of filtered A-modules. All
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notions, notations and conventions used before are maintained.
Let M =
∑m
i=1Aξi be an arbitrary finitely generated A-module.
Then, as we have noted in section 5.4, M may be endowed with a good
filtration FM = {FqM}q∈N with respect to an arbitrarily chosen subset
{n1, . . . , nm} ⊂ N, where
FqM = {0} if q < min{n1, . . . , nm};
FqM =
∑t
i=1
(∑
pi+ni≤q
FpiA
)
ξi otherwise,
q ∈ N.
5.6.1. Proposition Let M and FM be as above. Consider the filtered
free A-module L = ⊕mi=1Aei with the good filtration FL = {FqL}q∈N
such that dfil(ei) = ni, 1 ≤ i ≤ m, and the exact sequence of A-module
homomorphisms
(∗) 0 −→ N
ι
−→ L
ϕ
−→ M −→ 0,
in which ϕ(ei) = ξi, 1 ≤ i ≤ m, N = Kerϕ with the induced filtration
FN = {FqN = N ∩ FqL}q∈N, and ι is the inclusion map. The following
statements hold.
(i) The A-module homomorphisms ι and ϕ are strict filtered homomor-
phisms. Equipping L = L/N with the induced filtration FL = {FqL =
(FqL+N)/N}q∈N, the induced A-module isomorphism L
ϕ
−→M is a strict
filtered isomorphism, that is, L ∼= M and ϕ satisfies ϕ(FqL) = FqM for
all q ∈ N.
(ii) The induced sequence
G(∗) 0 −→ G(N)
G(ι)
−→ G(L)
G(ϕ)
−→ G(M) −→ 0
is an exact sequence of graded G(A)-module homomorphisms, thereby
G(L)/G(N) ∼= G(M) ∼= G(L) = G(L/N) as graded G(A)-modules.
(iii) The induced sequence
(˜∗) 0 −→ N˜
ι˜
−→ L˜
ϕ˜
−→ M˜ −→ 0
is an exact sequence of graded A˜-module homomorphisms, thereby
L˜/N˜ ∼= M˜ ∼= L˜ = L˜/N as graded A˜-modules.
Proof By the construction of FL (see section 5.2) and Proposition 5.5.1,
the proof of all assertions is a straightforward exercise. 
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Proposition 5.6.1(i) enables us to make the following
Convention. In what follows we shall always assume that a finitely
generated A-moduleM is of the form as presented in Proposition 5.6.1(i),
i.e., M = L/N , and M has the good filtration
FM = {FqM = (FqL+N)/N}q∈N.
Comparing with the classical minimal graded free resolutions defined
for finitely generated graded modules over finitely generated N-graded
algebras with the degree-0 homogeneous part a field (cf. [Eis], Chapter
19; [Kr1], Chapter 3; [Li3]), the results obtained in previous sections and
the preliminary we made above naturally motivate the following
5.6.2. Definition Let L0 = ⊕
m
i=1Aei be a filtered free A-module with
the filtration FL0 = {FqL0}q∈N such that dfil(ei) = bi, 1 ≤ i ≤ m, let N
be a submodule of L0, and let the A-moduleM = L0/N be equipped with
the filtration FM = {FqM = (FqL0+N)/N}q∈N. A minimal filtered free
resolution of M is an exact sequence of filtered A-modules and filtered
homomorphisms
L• · · ·
ϕi+1
−→ Li
ϕi
−→ · · ·
ϕ2
−→ L1
ϕ1
−→ L0
ϕ0
−→ M → 0
satisfying
(1) ϕ0 is the canonical epimorphism, i.e., ϕ0(ei) = ei for ei ∈ E0 =
{e1, . . . , em} (where each ei denotes the coset represented by ei in
M), such that ϕ0(E0) is a minimal F-basis of M with respect to
FM (in the sense of Definition 5.4.3);
(2) for i ≥ 1, each Li is a filtered free A-module with finite A-basis Ei,
and each ϕi is a strict filtered homomorphism, such that ϕi(Ei) is
a minimal standard basis of Kerϕi−1 with respect to the filtration
induced by FLi−1 (in the sense of Definition 5.4.6).
To see that the minimal filtered free resolution introduced above is an
appropriate definition of “minimal free resolution” for finitely generated
modules over the N-filtered solvable polynomial algebras with filtration
determined by positive-degree functions, we now show that such a reso-
lution is unique up to a strict filtered isomorphism of chain complexes in
the category of N-filtered A-modules.
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5.6.3. Theorem Let L• be a minimal filtered free resolution of M as
presented in Definition 5.6.2. The following statements hold.
(i) The induced sequence of graded G(A)-modules and graded G(A)-
module homomorphisms
G(L•) · · ·
G(ϕi+1)
−→ G(Li)
G(ϕi)
−→ · · ·
G(ϕ2)
−→ G(L1)
G(ϕ1)
−→ G(L0)
G(ϕ0)
−→ G(M) → 0
is a minimal graded free resolution of the finitely generated graded G(A)-
module G(M).
(ii) The induced sequence of graded A˜-modules and graded A˜-module
homomorphisms
L˜• · · ·
ϕ˜i+1
−→ L˜i
ϕ˜i−→ · · ·
ϕ˜2
−→ L˜1
ϕ˜1
−→ L˜0
ϕ˜0
−→ M˜ → 0
is a minimal graded free resolution of the finitely generated graded A˜-
module M˜ .
(iii) L• is uniquely determined by M in the sense that if M has another
minimal filtered free resolution
L′• · · ·
ϕ′i+1
−→ L′i
ϕ′i−→ · · ·
ϕ′2−→ L′1
ϕ′1−→ L0
ϕ0
−→ M → 0
then for each i ≥ 1, there is a strict filtered A-module isomorphism χi:
Li → L
′
i such that the diagram
Li
ϕi
−→ Li−1
χi
y∼= χi−1
y∼=
L′i
ϕ′i−→ L′i−1
is commutative, thereby {χi | i ≥ 1} gives rise to a strict filtered iso-
morphism of chain complexes L• ∼= L
′
• in the category of N-filtered A-
modules.
Proof (i) and (ii) follow from Proposition 5.4.4, Proposition 5.4.7, and
Proposition 5.6.1.
To prove (iii), let the sequence L′• be as presented above. By the
assertion (i), G(L′•) is another minimal graded free resolution of G(M).
It follows from the well-known result on minimal graded free resolutions
([Eis], Chapter 19; [Kr1], Chapter 3; [Li3]) that there is a graded iso-
morphism of chain complexes G(L•) ∼= G(L
′
•) in the category of graded
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G(A)-modules, i.e., for each i ≥ 1, there is a graded G(A)-modules iso-
morphism ψi: G(Li)→ G(L
′
i) such that the diagram
G(Li)
G(ϕi)
−→ G(Li−1)
ψi
y∼= ψi−1
y∼=
G(L′i)
G(ϕ′i)−→ G(L′i−1)
is commutative. Our aim below is to construct the desired strict fil-
tered isomorphisms χi by using the graded isomorphisms ψi carefully. So,
starting with L0, we assume that we have constructed the strict filtered
isomorphisms Lj
χj
−→ L′j , such that G(χj) = ψj and χj−1ϕj = ϕ
′
jχj,
1 ≤ j ≤ i − 1. Let Li = ⊕
si
j=1Aeij . Since each ψi is a graded
isomorphism, we have ψi(σ(eij )) = σ(ξ
′
j) for some ξ
′
j ∈ L
′
i satisfying
dfil(ξ
′
j) = dgr(σ(ξ
′
j)) = dgr(σ(eij )) = dfil(eij ). It follows that if we
construct the filtered A-module homomorphism Li
τi−→ L′i by setting
τi(eij ) = ξ
′
j, 1 ≤ j ≤ si, then G(τi) = ψi. Hence, τi is a strict filtered
isomorphism by Proposition 5.5.1. Since ψi−1 = G(χi−1), ψi = G(τi),
and thus
ψi−1G(ϕi) = G(χi−1)G(ϕi) = G(χi−1ϕi)
G(ϕ′i)ψi = G(ϕ
′
i)G(τi) = G(ϕ
′
iτi),
for each q ∈ N, by the strictness of the ϕj , ϕ
′
j , χj and τi, we have
G(χi−1ϕi)(G(Li)q) = ((χi−1ϕi)(FqLi) + Fq−1L
′
i−1)/Fq−1L
′
i−1
= (χi−1(ϕi(Li) ∩ FqLi−1) + Fq−1L
′
i−1)/Fq−1L
′
i−1
⊆ ((χi−1ϕi)(L− i) ∩ χi−1(FqLi−1) + Fq−1L
′
i−1)/Fq−1L
′
i−1
= ((χi−1ϕi)(Li) ∩ FqL
′
i−1 + Fq−1L
′
i−1)/Fq−1L
′
i−1,
G(ϕ′iτi)(G(Li)q) = ((ϕ
′
iτi)(FqLi) + Fq−1L
′
i−1)/Fq−1L
′
i−1
= (ϕ′i(FqL
′
i) + Fq−1L
′
i−1)/Fq−1L
′
i−1
= (ϕ′i(L
′
i) ∩ FqL
′
i−1 + Fq−1L
′
i−1)/Fq−1L
′
i−1
= ((ϕ′iτi)(Li) ∩ FqL
′
i−1 + Fq−1L
′
i−1)/Fq−1L
′
i−1.
Note that by the exactness of L• and L
′
•, as well as the commu-
tativity χi−2ϕi−1 = ϕ
′
i−1χi−1, we have (χi−1ϕi)(Li) ⊆ ϕ
′
i(L
′
i) =
(ϕ′iτi)(Li). Considering the filtration of the submodules (χi−1ϕi)(Li)
and (ϕ′iτi)(Li) induced by the filtration FL
′
i−1 of L
′
i−1, the commu-
tativity ψi−1G(ϕi) = G(ϕ
′
i)ψi and the formulas derived above show
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that both submodules have the same associated graded module, i.e.,
G((χi−1ϕi)(Li)) = G((ϕ
′
iτi)(Li)). It follows from a similar proof of
([LVO], Theorem 5.7 on P.49) that
(χi−1ϕi)(Li) = (ϕ
′
iτi)(Li). (1)
Clearly, the equality (1) does not necessarily mean the commutativity of
the diagram
Li
ϕi−→ Li−1
τi
y∼= χi−1
y∼=
L′i
ϕ′i−→ L′i−1
To remedy this problem, we need to further modify the filtered isomor-
phism τi. Since G(χi−1ϕi)(σ(eij )) = G(ϕ
′
iτi)(σ(eij )), 1 ≤ j ≤ si, if
dfil(eij ) = bj , then by the equality (1) and the strictness of τi and ϕi we
have
(χi−1ϕi)(eij )− (ϕ
′
iτi)(eij ) ∈ (ϕ
′
iτi)(Li) ∩ Fbj−1L
′
i−1
= ϕ′i(L
′
i) ∩ Fbj−1L
′
i−1
= ϕ′i(Fbj−1L
′
i)
= (ϕ′iτi)(Fbj−1Li),
(2)
and furthermore from (2) we have a ξj ∈ Fbj−1Li such that dfil(eij −ξj) =
bj and
(χi−1ϕi)(eij ) = (ϕ
′
iτi)(eij − ξj), 1 ≤ j ≤ si. (3)
Now, if we construct the filtered homomorphism Li
χi−→ L′i by setting
χi(eij ) = τi(eij − ξj), 1 ≤ j ≤ si, then since τi(ξj) ∈ Fbj−1L
′
i, it turns out
that
G(χi)(σ(eij )) = G(τi)(σ(eij−ξj)) = G(τi)(σ(eij )) = ψi(σ(eij )), 1 ≤ j ≤ si,
thereby G(χi) = ψi. Hence, χi is a strict filtered isomorphism by Propo-
sition 5.5.1, and moreover, it follows from (3) that we have reached the
following diagram
· · ·
ϕi+1
−→ Li
ϕi
−→ Li−1
ϕi−1
−→ · · ·
χi
y∼= χi−1
y∼=
· · ·
ϕ′i+1
−→ L′i
ϕ′i−→ L′i−1
ϕ′i−1
−→ · · ·
in which χi−1ϕi = ϕ
′
iχi. Repeating the same process to getting the
desired χi+1 and so on, the proof is thus finished.
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5.7. Computation of Minimal Finite Filtered Free
Resolutions
Let A = K[a1, . . . , an] be a solvable polynomial algebra with the admis-
sible system (B,≺gr) in which ≺gr is a graded monomial ordering with
respect to some given positive-degree function d( ) on A (see section 1.1
of Chapter 1). Thereby A is turned into an N-filtered solvable polynomial
algebra with the filtration FA = {FpA}p∈N constructed with respect to
the same d( ) (see Example (2) given in Section 5.1). Note that Theorem
3.1.1, Theorem 3.1.2, and Theorem 3.2.2 given in Chapter 3 hold true for
any solvable polynomial algebra. Combining the results of Chapter 4 and
previous sections of the current chapter, we are now able to work out the
algorithmic procedures for computing minimal finite filtered free resolu-
tions over A (in the sense of Definition 5.6.2) with respect to any graded
left monomial ordering on free left modules. All notions, notations and
conventions used before are maintained.
5.7.1. Theorem Let L0 = ⊕
m
i=1Aei be a filtered free A-module with the
filtration FL0 = {FqL0}q∈N such that dfil(ei) = bi, 1 ≤ i ≤ m. If N =∑s
i=1Aξi is a finitely generated submodule of L0 and the quotient module
M = L0/N is equipped with the filtration FM = {FqM = (FqL0 +
N)/N}q∈N, thenM has a minimal filtered free resolution of length d ≤ n:
L• 0 −→ Ld
ϕq
−→ · · ·
ϕ2
−→ L1
ϕ1
−→ L0
ϕ0
−→ M −→ 0
which can be constructed by implementing the following procedures:
Procedure 1. Fix a graded left monomial ordering ≺e-gr on the K-
basis B(e) of L0 (see Section 5.3), and run Algorithm-LGB (presented
in Section 2.3 of Chapter 2) with the initial input data U = {ξ1, . . . , ξs}
to compute a left Gro¨bner basis G = {g1, . . . , gz} for N , so that N has the
standard basis G with respect to the induced filtration FN = {FqN =
N ∩ FqL0}q∈N (Theorem 5.4.8).
Procedure 2. Run Algorithm-MINFB (presented in Proposition
5.5.3) with the initial input data E = {e1, . . . , em} and G = {g1, . . . , gz}
to compute a subset E ′0 = {ei1 , . . . , eim′ } ⊂ E0 = {e1, . . . , em} and a
subset V = {v1, . . . , vt} ⊂ N ∩ L
′
0 such that there is a strict filtered
isomorphism L′0/N
′ = M ′ ∼= M , where L′0 = ⊕
m′
q=1Aeiq with m
′ ≤ m and
N ′ =
∑t
k=1Avk, and such that {ei1 , . . . , eim′} is a minimal F-basis of M
with respect to the filtration FM .
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For convenience, after accomplishing Procedure 2 we may assume that
E0 = E
′
0, U = V and N = N
′. Accordingly we have the short exact
sequence
0 −→ N
ι
−→ L0
ϕ0
−→ M −→ 0
such that ϕ0(E0) = {e1, . . . , em} is a minimal F-basis of M with respect
to the filtration FM , where ι is the inclusion map.
Procedure 3. With the initial input data U = V , implements the
procedures presented in Theorem 5.5.4 to compute a minimal standard
basis W = {ξj1 , . . . , ξjm1} for N with respect to the induced filtration
FN .
Procedure 4. Computes a generating set U1 = {η1, . . . , ηs1} of N1 =
Syz(W ) in the free A-module L1 = ⊕
m1
i=1Aεi by running Algorithm-
LGB with the initial input data W and using Theorem 3.1.2.
Procedure 5. Construct the strict filtered exact sequence
0 −→ N1 −→ L1
ϕ1
−→ L0
ϕ0
−→ M −→ 0
where the filtration FL1 of L1 is constructed by setting dfil(εk) = dfil(ξjk),
1 ≤ k ≤ m1, and ϕ1 is defined by setting ϕ1(εk) = ξjk , 1 ≤ k ≤ m1. If
N1 6= 0, then, with the initial input data U = U1, repeat Procedure 3 –
Procedure 5 for N1 and so on.
By Theorem 5.6.3, a minimal filtered free resolution L• of M gives
rise to a minimal graded free resolution G(L•) of G(M). Since G(A) =
K[σ(a1), . . . , σ(an)] is a solvable polynomial algebra by Theorem 5.1.5,
it follows from Theorem 4.4.1 that G(L•) terminates at a certain step,
i.e., KerG(ϕd) = 0 for some d ≤ n. But KerG(ϕd) = G(Kerϕd) by
Proposition 5.5.1, where Kerϕd has the filtration induced by FLd, thereby
G(Kerϕd) = 0. Consequently Kerϕd = 0 since all filtration we are dealing
with are separated, thereby a minimal finite filtered free resolution of
length d ≤ n is achieved for M .
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