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Abstract
It is clear that in order to perceive the external environment in its entirety, inputs 
from multiple sensory systems (i.e. modalities) must be combined with regard to each 
object in the environment. Humans are highly vision-dependent creatures, with a large 
portion of the human cortex dedicated to visual perception and many multimodal areas 
proposed to integrate vision with other modalities. Recent studies of multimodal 
integration have shown crossmodal facilitation (increased performance at short stimulus 
onset asynchronies, SOAs) and/or inhibition of return (IOR; decreased performance at 
long SOAs) for detection of a target stimulus in one modality following a location-specific 
cue in a different modality. It has also been shown that unimodal systems maintain some 
level of plasticity through adulthood, as revealed through studies of sensory deprivation 
(i.e. unimodal areas respond to multimodal stimuli), and especially through perceptual 
learning (PL)- a well-defined type of cortical plasticity.
Few studies have attempted to investigate the specificity and plasticity of 
crossmodal effects or the contexts in which multimodal processing is necessary for 
accurate visual perception. This dissertation addresses these unanswered questions of 
audiovisual (AV) crossmodal cuing effects by combining findings from unimodal 
perceptual learning with those of multimodal cuing effects as follows: 1) the short- and
v
long-term effects of audiovisual crossmodal cuing, as well as the plasticity of these 
effects were systematically examined using spatially specific audiovisual training to 
manipulate crossmodal associations using perceptual learning; 2) neural correlates of 
these plastic crossmodal effects were deduced using monocular viewing tests 
(discriminating simple and complex stimuli) following monocular and orientation specific 
crossmodal perceptual training; and 3) psychophysical boundaries of plasticity within 
and among these mechanisms as dependent on task/training type and difficulty were 
determined by varying stimulus salience and looking at post-PL changes in response 
operating characteristics.
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In order to effectively perceive the external environment in its entirety, inputs 
from multiple sensory systems (i.e. modalities) need to be combined with regard to each 
object in the environment. Humans are highly vision-dependent creatures. This is 
reflected by the fact that a large portion of the human cortex is dedicated to visual 
perception. The dominance of vision has led to the hypothesis that many multimodal 
areas function to integrate vision with other modalities. A number of parietal, temporal 
and frontal areas have, in fact, been shown to be involved in auditory-visual and visuo- 
tactile interactions, while orbitofrontal cortex and the amygdala have been speculated as 
sites of visual-olfactory interactions (Thesen et al 2004). Some specific multimodal 
areas include the intraparietal sulcus (IPS), superior temporal sulcus (STS), and occipital 
and other intraparietal areas (LO, MT, VIP/LIP), among others (Calvert & Thesen 2004, 
Beuchamp 2005). Though these multimodal brain areas respond to audiovisual stimuli, 
the proximity of unimodal subcortical structures (superior/inferior colliculi, SC/IC; 
lateral/medial geniculate nuclei, LGN/MGN) leaves open the possibility for auditory and 
visual information to interact before reaching the cortex. Despite differences in 
processing and conduction times from the receptors for each modality (auditory signals 
are processed much more rapidly than visual signals), there may be up to 100ms of 
overlapping signal from a bimodal cue, allowing time for integration of unimodal signals 
(Santangelo et al 2006).
Crossmodal inputs have been shown to affect primary cortical areas across 
senses; such as when the cortex of a lost sense is used to evaluate other sensory 
inputs. Visual cortices - including the primary visual cortex (VI), extrastriate and parietal 
association areas - are activated in blind individuals while reading Braille, hearing
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spoken words, localizing sounds, or perceiving auditory motion (BQchel et al 1998,
Roder et at 2002; Weeks et al 2000; & Poirier et al 2006). In complement, visual stimuli 
activate the primary auditory cortex of deaf subjects (Finney et al 2001), and there is 
increased functional recruitment of STS in deaf individuals, and of the inferior parietal 
lobe in deaf and blind individuals when processing stimuli in the spared modality 
(Bavelier & Neville 2002). Studies of individuals that have lost the ability to process one 
sense have given additional insight into brain mechanisms that integrate inputs from 
multiple modalities, and these findings could support both feedforward and feedback 
mechanisms of crossmodal effects that exist in individuals with complete functionality of 
all senses. Audiovisual training has also been used with hemianopic patients to assist in 
oculomotor search; a spatial arrangement of auditory cues for visual targets improves 
the efficiency of oculomotor exploration which can then compensate for the patient’s loss 
of vision (Bolognini et al 2005).
Recent studies of multimodal integration (in the sensory unimpaired) have shown 
crossmodal facilitation and/or inhibition of return for detection of a target stimulus in one 
modality using a location-specific cue in a different modality. Exogenous, crossmodal 
auditory cues lead to decreased response time and increased accuracy on an 
orthogonal (cue versus target) visual detection task when the stimulus onset 
asynchrony, or SOA, between the cue and target is short (<300ms; Spence & Driver 
1997, McDonald et al 2000). These same cues, however, lead to decreased 
performance/discrimination when the SOA is longer (>300ms), and this loss of facilitation 
effect is called ‘inhibition of return’ (IOR; Spence & Driver 1998, Klein 2000). With 
regard to neural correlates of exogenous crossmodal cuing effects, the magnitude of 
occipital ERP (event related potential) traces increases on the contralateral side in
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response to an auditory cue; this change in magnitude is correlated with the subject 
reporting that the visual target matching the side of the auditory cue appeared before a 
simultaneously presented visual target on the opposite side (McDonald et al 2005).
These results imply that crossmodal cues may enhance processing strength or 
increased perceptual weighting for visual neurons representing the cued location.
Studies involving both sensory deprived and unimpaired individuals show that 
unimodal systems maintain some level of plasticity through adulthood. In addition to the 
recruitment of unimodal neurons by a non-conventional modality as revealed through the 
aforementioned studies of sensory deprivation, changes in neuronal responses are also 
seen in short-term sensory adaptation that arises from changes in the external 
environment. An example of short-term adaptation is when you go into a dark movie 
theater in the middle of the day and after a while you can see the person next to you, 
and when you come out of the movie theater it seems too bright outside, but the dark- 
adaptation fades quickly. This is a broad example of luminance adaptation (your eyes 
got used to the dark) and adaptation aftereffect (the bright sunlight seemed even brighter 
than normal). Another example is if you stare at a red square on a white background 
then look at a white wall and see a blue square. Light and dark and red and green are 
opponent processes of the visual system, which leads to the theory that adaptation 
aftereffects are the result of neuronal fatigue, where the non-fatigued pair of the 
opponent process wins out after its partner has become fatigued. The aftereffect is a 
common psychophysical measure of neural adaptation resulting from prolonged 
exposure to high luminance lines, gratings or patterns; and aftereffects are observed for 
size, orientation, color and motion (among others) properties of subsequently viewed 
stimuli (Festman & Ahissar 2004).
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More persistent changes in response may be due to a process called perceptual 
learning (PL), defined as “permanent and consistent changes in perception of a 
stimulus array following experience or practice with this array” (Gibson 1963). PL is a 
well-defined type of cortical plasticity analogous to implicit learning that may rely heavily 
on rewiring or reweighting of neuronal ensembles at the level of perception (that is, 
within sensory cortices), rather than at decision or explicit memory stages of cognition 
(i.e. recognition stage; Goldstone 1998, Fahle & Poggio 2002). This theory, however, is 
one of many theories of PL; see Law & Gold 2008 who suggest the opposite- that it is 
the interpretation of the sensory representation at the decisions making stages that is 
changed after PL. Categorizing stimulus-specific adaptation separately from PL also 
remains controversial, as it has been shown that adaptation aftereffects can be 
modulated by spatial attention (Festman & Ahissar 2004) and suggested that long-term 
sensory adaptation should be viewed as a form of PL because it reduces constraints on 
generalization (Gutnisky et al 2009; see Ahissar &. Hochstein 1997 & 2004 for 
background on generalization of PL).
Many studies have found that PL is specific to the stimulus feature that is 
practiced or exposed, including attributes such as orientation or direction of motion of the 
stimulus, or the location of the trained or exposed stimulus. When subjects are trained 
on a vertical grating discrimination task, performance improvements due to PL do not 
always transfer to a horizontal discrimination task, nor to any discrimination task of the 
same gratings rotated more than 45° from vertical (Fiorentini & Berardi 2002). Fahle et 
al (1995) additionally reported that fast PL (PL occurring within the first hour of training) 
of a hyperacuity task does not fully transfer to a new orientation, nor to a new visual field 
location, nor to the other eye (when trained on one eye). These findings have led to the
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belief that PL occurs at early levels of visual processing, since cells at these levels have 
smaller and more selective receptive fields (Dill 2002).
PL also aids in detection of stimuli when the salience of the stimulus icon is 
perturbed by the onset of a mask (e.g. a grossly complex stimulus that “erases” the icon 
trace; Smith et a! 2004) following the target stimulus (Ahissar & Hochstein 1993, 1997); 
suggesting that PL enhances processing of practiced or exposed stimuli. Since the 
complex stimulus follows the target, yet subsequently interferes with recognition of the 
target, it is called a backward mask. After practice with a task, such as detecting or 
discriminating backward-masked stimuli, performance improvements, seen as shorter 
stimulus-to-mask thresholds and/or a shift in psychometric function for the task, do not 
fully transfer to different tasks utilizing the same stimuli (Ahissar & Hochstein 1993). 
Furthermore, transfer of PL to similar tasks first effects easy cases, when long stimulus- 
to-mask asynchronies allow for more processing time, and then proceeds to harder 
cases (Ahissar & Hochstein 1997). This temporal-mask-dependent-transfer finding 
mimics the aforementioned transfer properties of PL for orientation and location 
specificity, especially with difficult tasks such as hyperacuity discrimination. Ahissar & 
Hochstein argue that these qualities of PL supports the theory of a “reverse-hierarchy 
theory” of PL in which easy tasks are learned at more complex (“higher”) levels of visual 
processing, then send selection signals through feedback connections to guide selection 
in a more general way than hard tasks, which are learned at less complex (“lower”), 
more specific processing stages. The dispute between feedforward and feedback 
mechanisms for PL mirrors the dispute over crossmodal feedforward or feedback 
mechanisms originating from the loss of function studies, and suggests that the locus of 
crossmodal cuing mechanisms may too be dependent on task difficulty.
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The previously mentioned studies of PL show that practice and experience with 
an array does, in fact, lead to improvement in perception of that array. In those studies, 
the practice or experience was directly tied to the stimulus feature to be perceptually 
learned; i.e. the experienced array itself was a target, and therefore relevant to the task. 
More recent studies of PL have gone further to show that the specificity of PL can be 
utilized to train one feature of a stimulus presented among variations of this feature, by 
presenting the array to be learned in concert with a separate task. Direction specific 
improvement was found after subliminal-exposure to one direction of motion when 
subjects were exposed to an undetectable global motion in a random dot kinetogram 
(RDK) surrounding a central fixation task (Watanabe et al 2001). It was later found that 
many directions of motion can be presented around the central task, and only the 
direction that is paired with target stimuli in the relevant central task is learned (Seitz & 
Watanabe 2003). In both of these studies, the exposure leading to PL is subliminal and 
therefore task-irrelevant. If the subject cannot perceive the motion, the subject should 
not focus attention on the motion feature (it is irrelevant to the task); this form of PL is 
therefore known as task-irrelevant perceptual learning (TIPL).
The field of crossmodal PL is small, but offers the unique opportunity of using an 
intact sense to re-train or enhance function of a lost or highly demanded sense in a 
feature specific way using TIPL. When deviant auditory sound targets were paired with 
one direction of motion in a RDK aperture aligned with the sound location, and ignored 
target sounds were paired with another direction during crossmodal training sessions, 
unimodal (with no sound cues) discrimination increased only for the direction of motion 
paired with the target sound only at the attended aligned sound location in subsequent 
test sessions (Beer & Watanabe 2009). Bolognini et al (2005) have used audiovisual
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spatial training (visual detection together with an aligned or disparate non-predictive 
auditory signal) to improve visual detection and oculomotor exploration in individuals 
with visual field deficits. Their study used a larger number of disparate audiovisual trials 
to have the auditory cues drive expansion of the visual field; this works for the purpose 
of rehabilitation, but could also work for intact individuals using PL where the design 
would use aligned audiovisual stimulus locations more often to drive crossmodal 
learning for a specific stimulus. It is already known that intact individuals can capture 
sound with vision, such as when watching a movie and hearing the soundtrack as 
“coming from behind the screen” when the speakers are merely in close proximity to the 
screen. This phenomenon is called the ventriloquism effect, and is usually applied to 
temporally or spatially synchronous auditory and visual events (Bertelson et al 2000, 
Bertelson & Aschersleben 2003) driven by exogenous (or guided) attention (Busse et al 
2005), not to exogenous cuing effects. It has also been suggested that the sensory 
domain that is most salient wins out for the ventriloquist effect; where vision captures 
sound if the visual stimulus is salient, yet sound captures vision when the visual stimulus 
is blurry (Alais & Burr 2004, see Shimojo & Shams 2001 for their ‘modality 
appropriateness’ theory).
There is a growing number of studies investigating timing effects, including both 
the differences in cuing effects found at varied SOAs as well as temporal changes in 
visual neuron response time induced by an auditory cue (Spence & Driver 1997, Spence 
& Driver 1998, McDonald et a /2005), and investigating stimulus properties, such as 
specificity or salience (Beer & Watanabe 2009), of crossmodal cuing. However, few 
studies have attempted to investigate the plasticity of these crossmodal effects (Bavelier 
& Neville 2002), and the contexts in which multimodal processing is necessary for visual
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perception have not been clarified. The cortical location(s) and spatial extent of 
multimodal facilitation (Beauchamp 2005), as well as the ability to change the spatial 
relationship of multimodal cue-target integration have yet to be determined.
Understanding the brain correlates responsible for crossmodal learning holds promise 
for further development of crossmodal sensory rehabilitation for lost or damaged sensory 
perception as well as for PL tasks targeted towards improving (uni- or multimodal) 
perception with regard to specific skills necessary to complete auditory and/or visual 
tasks. Considering the unimodal findings of PL in conjunction with the reported 
multimodal effects (crossmodal facilitation/IOR) the present thesis addresses 
unanswered questions of audiovisual (AV) crossmodal cuing effects in the context of 
three specific aims. Each aim systematically utilized PL sessions to clarify the 
mechanisms and neural correlates of crossmodal cuing effects, as well as the plasticity 
of these effects.
Aim 1. To systematically examine the short- and long-term effects of crossmodal
cuing, looking at differences in effects from short asynchrony between senses 
(short-term crossmodal cuing effects) and long asynchrony between senses 
(long-term effects). Spatial associations of auditory with visual space 
(audiovisual/AV space) were systematically shifted using PL sessions.
Aim 2. To investigate neural correlates of the mechanism(s) that relate auditory and 
visual senses leading to short- and long-term crossmodal cuing effects, as 
well as the mechanisms that allow the AV plasticity of Aim 1. Effects were 
systematically evaluated in order to narrow down processing areas utilized for 
crossmodal cuing effects utilizing monocular exposure to simple and complex
stimuli.
Aim 3. To systematically explore the boundaries of plasticity within and among these 
mechanisms, focusing on changes in crossmodal effects as dependent on 





It may be prudent at this point to introduce the reader to the processes carried 
out by the visual and auditory systems as they analyze photons of light and pressure 
waves of sound to convey the external world to our internal selves. The visual system is 
classically divided into two separate pathways emerging from the ganglion cell layer of 
the retina. These pathways travel from the retina to the main visual nucleus of the 
thalamus, the lateral geniculate nucleus (LGN), via the optic tract. Visual inputs from the 
left visual field of each eye cross over to the right side of the brain for processing and 
visa versa where the optic tract crosses- at the optic chiasm. Visual information is kept 
as a relative map of visual space, known as a retinotopic map, throughout the early 
cortical stages of processing. Two other structures receive retinal inputs from the optic 
tracts, the superior colliculus (SC) and the pulvinar, which aid in directing eye 
movements and in higher-order visual processing (Sterbing et al 2002, Bernstein et al 
2004), respectively; only geniculate pathways are described here. In the classical 
division of cortical function, “primary” cortical areas are defined as the cortical lobes 
responsible solely for the processing of a single sensory modality (VI = primary visual 
cortex, A l = primary auditory cortex, SI = primary sensory (tactile) cortex, etc). Since 
visual stimuli first stimulate the retina, and visual cells can then be traced on to the LGN 
and then to V I and then “higher” visual areas, the original pathway of visual processing 
was thought to be hierarchical, breaking the visual scene into highly specific attributes 
for individual analysis by specialized cells who’s signals will later be recombined to form 
a percept of the external environment (Mishkin et al 1983, Schiller 1996). In V I , there is 
a layer of cells that keeps inputs from each eye separate (in ocular dominance columns)
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while analyzing each orientation in the visual field separately as well (orientation-specific 
cells are aligned in orientation columns). As visual information travels from the retina to 
primary and extrastriate visual processing areas, the receptive field (RF) size, or the 
spatial extent of the visual field integrated by a single cell, increases; meaning that cells 
higher up the processing stream tend to be responsive to more complex/larger stimuli 
and to stimuli that are more spatially disparate than can cells in the retina, LGN or V I 
(Mishkin et al 1983, Dill 2002). In support of the theory that visual information is first 
deconstructed before reassembling a whole percept, the visual pathway has been 
functionally and anatomically divided in to two distinct pathways. There is a ventral and 
a dorsal pathway, defined in large part by the response profiles of cell-types that make 
up each pathway (i.e. parvo- and magnocellular) and enabling parallel processing of 
object and spatial information, respectively. These pathways split anatomically by 
function once visual information reaches the cortex. (See Mishkin et al 1983 for further 
review).
Following the main visual pathways from the retina to the VI and beyond has led 
to defining subcortical and primary visual areas as “early” or “lower” visual areas, while 
extrastriate, temporal and parietal areas are referred to as “late” or “higher” visual areas. 
In addition to processing visual input in early visual areas before early outputs can be 
processed in higher visual areas, known as a feedforward information sweep, higher 
visual areas also send feedback signals to lower visual areas to refine incoming 
responses. There are also horizontal connections at all levels of visual processing. Up 
to this point we have considered anatomical connections to define the flow of information 
in visual pathways (forward or backward), though it is now known that, in terms of how 
long it takes the visual signal to travel along each pathway, the dorsal ‘feedforward’
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sweep may effect some higher visual areas before areas lower on the visual pathway 
(Schmolesky et al 1998). Since the dorsal and ventral pathways have different latencies 
due to differences in cellular signaling and connections, and horizontal and feedback 
connections can effect response characteristics of cortical neurons (see Lamme & 
Roelfsema 2000 for further review), a lower visual area can be grossly effected by all 
three directions of information flow over a short time period. The terms “early” and “late” 
can be confused depending on anatomical or functional definition, so I will use the terms 
“lower” or “higher” in conjunction with “less complex” and “more complex” (with regard to 
the stimulus attribute(s) processed in that visual area), respectively.
Auditory sensation is much more mechanical, involving transduction from 
pressure to mechanics and back to pressure before the information is transduced at the 
level of the inner hair cells attached along the basilar membrane of the cochlea in the 
inner ear. These auditory receptor cells are lined up along the length of the basilar 
membrane, which is arranged tonotopically- with high pitches resonating near the apex 
and low pitches near the base. Hair cells are physically stimulated when the basilar 
membrane resonates in response to pressure waves transduced from movement of the 
middle ear ossicles, which changes the attachment between the hair cells seated on the 
membrane and the tectorial plate, causing the cell to fire. Inner hair cells synapse to the 
cochlear nucleus. In the auditory system, ‘tight’ synapses (with large encompassing 
terminals) to the ventral cochlear nucleus preserve temporal and amplitude signal 
differences from each ear while the dorsal cochlear nucleus is more specific to small 
differences in frequency (Kandel et al 2000). Temporal and amplitude differences from 
each ear (inter-aural time and level difference, ITD and ILD, respectively; evaluated in 
the superior olive of the medulla) enable the auditory system to place stimuli on an
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auditory space map relative to the body due to the fact that lateral sounds will 
arrive/sound louder at one ear than at the other. The ventral and dorsal auditory 
pathways project separately to the inferior colliculus (1C, a subcortical structure that 
neighbors the SC) before they synapse to the medial geniculate nucleus (MGN) of the 
thalamus, and then to A1. The 1C homologue in owls is spatiotopic, meaning it is a 
space map of auditory ITD and ILDs (Knudsen 2002) while the A1 homologue in rats 
and monkeys is tonotopically organized (Bao et al 2001, Morel et al 2003). These 
regions will be addressed further when discussing possible neural correlates of 
multimodal plasticity and/or cuing effects. Figures A & B in the appendix displays 
examples of visual and auditory pathways, respectively.
Aim 1 Background: Plasticity of Crossmodal Cuing & Multimodal Processing 
Aim 1 was to systematically examine the short- and long-term effects of 
crossmodal (across modality) cuing; looking at differences in effects from short 
asynchrony between senses (short-term crossmodal cuing effects) and long asynchrony 
between senses (long-term effects). Spatial associations of auditory with visual space 
(audiovisual/AV space) were systematically shifted using PL sessions. In order to 
understand how PL might work, one must first understand that the adult cortex maintains 
the ability to change, through changes in signaling strength or firing rate or through 
physical changes of anatomical connections, due to practice and day-to-day 
experiences. This is most commonly seen in the somatosensory system when skilled 
workers have larger cortical areas dedicated to the digits used in their skill (Jenkins et al 
1990, Miinte et al 2002), and when cortical areas for missing digits are taken over by 
digits neighboring the lost digit in area 3b of SI (Ramachandran & Rodgers-
14
Ramachandran 2000). Here I will introduce basic background for cortical plasticity and 
PL, followed by explanations of crossmodal integration and crossmodal cuing.
Cortical Plasticity & Perceptual Learning
Loss of function studies showing the reassignment of unused cortex to intact 
functions in humans have led to better understanding of the multimodal connections that 
exist in all humans (BOchel et al 1998, Weeks et al 2000, Finney et al 2001, Bavelier & 
Neville 2002, Reder et al 2002, Poirier et al 2006). It has been shown that intact 
modalities can take over the cortical area of a lost modality, as seen when visual stimuli 
activate primary auditory cortex in deaf subjects (Finney et al 2001). And though 
profoundly deaf and hearing patients performed comparably on a dimming task with 
visual moving stimuli presented to the left or right visual field, the visual stimuli caused 
significant activation in auditory regions of interest (Brodmann’s areas (BA) 41, 42 & 22: 
A l, auditory association cortex, superior temporal gyrus) in deaf patients while no 
activation was seen in auditory regions of hearing patients; as seen by functional 
magnetic resonance imaging (fMRI, Finney et al 2001). In an alternate case, reading 
Braille (tactile) and processing auditory words activated visual cortices in blind subjects 
(Buchel et al 1998). Blind subjects were either congenitally blind or developed blindness 
over time; both groups were proficient at reading Braille. Subjects completed Braille and 
auditory word tasks, searching for a target number (6) presented with one letter of the 
word in the Braille condition, or a target (high-pitched) sound in the auditory word 
condition while a positron emission tomography (PET) scan was done. When reading 
Braille, congenitally blind subjects showed activation in BA 7, 19 (parietal and visual 
association cortices, respectively) and in primary sensorimotor and Wernicke’s areas, 
and late blind subjects showed additional activation of VI (BA 17). Blind patients also
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showed more auditory activation than sighted subjects on auditory trials. (Buchel et al 
1998) All late blind subjects had, at some point, been able to read print (requiring use of 
the visual cortices; Buchel et al 1998), which suggests that some multimodal 
connections already existed in V I of these subjects when they were sighted. Perhaps 
visual activation is a prerequisite for these connections to form in VI as opposed to 
visual association areas, which were also activated in congenitally blind subject. 
However, later research in this area has found that VI can also be activated by other 
types of auditory stimuli in congenitally (early) blind patients (Weeks et al 2000, Roder et 
al 2002), making this theory less probable.
Studies of individuals that have lost the ability to process one sense have given 
additional insight into brain mechanisms that integrate inputs from multiple modalities, 
and these findings have been supported by studies using intact subjects. Contradicting 
the idea of purely feedforward processing within the visual system and purely unimodal 
separation of the external environment, recent studies utilizing single cell recording from 
monkeys have shown that there are both multimodal and/or multifunctional cells 
throughout the visual system (Sary et al 1995, Schiller 1996, Bavelier & Neville 2002, 
Sincich & Horton 2005, Wang et al 2008). “Dedicated” visual neurons in each stream 
may in fact not be dedicated at all; many of them have multifunctional and/or multimodal 
responses with regard to stimulus attribute analysis (Bavelier & Neville 2002). 
Multifunctional responses are seen in area V4 from the ventral stream and medial 
temporal area (MT, classically defined as a motion area) from the dorsal stream, where 
responses are seen to motion as well as to stationary stimuli (Schiller 1996). It has 
specifically been shown that neurons in visual area V4 are modulated by shape, depth, 
motion, and by other modalities in the intact monkey, although this area was originally
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tagged as a visual color processing area (Schiller 1996). As previously mentioned, 
multimodal responses are seen in the activation of visual areas in blind subjects by 
auditory stimuli (BQchel et al 1998, Weeks et al 2000, Roder et al 2002, Poirier et al 
2006). In a later study mimicking that of Finney et al (2001) a small group of hearing 
patients showed activation in A l in response to static and moving visual stimuli (Bavelier 
& Neville 2002). These findings all support multifunctionality in many brain areas as well 
as the maintenance of some level of plasticity in the adult human cortex; when it was 
commonly thought that sensory encoding mechanisms in the cortex are fixed at the 
close of a critical period of development ending in childhood.
Other experiments that support sensory plasticity in adults take advantage of 
perceptual learning (PL; Goldstone 1998, Bao et al 2001, Fahle & Poggio 2002, Ling & 
Carrasco 2006), a well-defined type of cortical plasticity. PL is defined as “permanent 
and consistent changes in perception of a stimulus array following experience or practice 
with this array” (Gibson 1963). Improvement seen after a short experience (~90 
trials/session) with a vertical grating discrimination task is maintained after only 3 training 
sessions, lasting for weeks or months (Fiorentini & Berardi 2002). Hyperacute 
discrimination (discrimination of visual stimuli that differ by less than the size of one RF) 
is another task demonstrating fast PL, where subjects learn to better discriminate a 
minute offset of two lines of the same orientation and show a decreased offset (distance) 
threshold (Fahle e ta l 1995, Fahle 2002). Visual PL has been shown to have high 
specificity in certain circumstances (Fiorentini & Berardi 1980, Fahle et al 1995, 
Watanabe et al 2001, Watanabe et al 2002). Fiorentini & Berardi (2002) found that 
learning did not transfer to orientation or spatial frequency grating discriminations 
different from those of the trained stimuli; and neither percent correct nor threshold
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hyperacuity improvements transferred to the trained task when the task was relocated to 
a different visual field position (Fahle et al 1995) or to the trained task in the same 
location with stimuli rotated 90° (Fahle 2002). In all of these studies, the lasting effect of 
PL applied only to the arrays that were used as a target of attention in the training stage; 
the learned arrays were task-relevant.
In some cases the specificity of PL can be utilized to train one feature of a 
stimulus that is presented among variations of this feature- by presenting the array to be 
learned in concert with a separate task. In a random dot kinetogram (RDK, an array of 
moving dots) the global motion of the dots can be manipulated so that a subset of the 
dots, or percentage of dot density, are moving in a single direction, whereas the rest of 
the dots move in random directions. If the density of uniformly moving dots is too low to 
be detected, the motion is considered subthreshold (below the threshold of detection). 
When a RDK containing subthreshold motion is presented in an annulus surrounding a 
central fixation task (i.e. rapid serial visual presentation, RSVP), improvement on 
identification, detection and discrimination of motion direction was found only for the 
subthreshold direction exposed during training, which was task-irrelevant (Watanabe et 
al 2001). It was later found that many directions of motion can be presented behind the 
central task throughout training, and only the coherent direction that is paired with target 
stimuli in the relevant central task will be learned (Seitz & Watanabe 2003). In a RSVP 
task, a string of letters and numbers are presented rapidly in sequence. The subject’s 
task is to detect infrequent targets (i.e. gray numbers) amongst distractors in the string 
(i.e. white letters). Even if a number of subthreshold directions of motion are presented 
in sequence behind the RSVP task, only the direction paired with the target stimuli in the 
relevant task will be effected by PL (Seitz & Watanabe 2003); suggesting some role of
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ecological valence in driving PL. Expanding the scope of learning to the environment 
surrounding a target, even if this environment is irrelevant for the current task, would be 
ecologically beneficial in subsequent searches for similar objects where the environment 
may become relevant and aid in identification. In both of these studies, the exposure 
reflected by PL was subliminal and therefore task-irrelevant; this form of PL is therefore 
known as task-irrelevant perceptual learning, TIPL. TIPL indicates that subjects do not 
need to direct attention to a stimulus attribute in order to learn it.
Crossmodal Links in Visual Perception: Crossmodal cuing effects
Given our conscious perception of our own sensory interactions with our external 
environments, it is obvious that stimulus attributes analyzed separately by our different 
sensory systems must, at some point, be reconstructed into a multimodal representation 
of the external object. Recent studies of multimodal integration have shown crossmodal 
facilitation (Spence & Driver 1997, McDonald et al 2000, Eimer et al 2002) and/or 
inhibition of return (IOR; Spence & Driver 1998, Klein 2000) for detection of a target 
stimulus in one modality (vision) using a location-specific cue in a different modality 
(audition), and that these effects are contingent upon stimulus timing. In these studies, 
and from here forward, same-side cues will be referred to as valid cues, while opposite 
side cues are invalid. Valid lateral sound cues improved visual detection and orthogonal 
discrimination (e.g. elevation versus the lateral sound cues to reduce bias), seen as 
decreased response times for valid trials over invalid trials; there were no significant 
effects of visual cues on auditory targets (Spence & Driver 1997). These valid and 
invalid effects depend on the delay from auditory cue onset to visual stimulus onset, 
know as the stimulus onset asynchrony (SOA); valid auditory facilitation effects were 
present only for SOAs less than 500ms in the Spence & Driver (1997) study. Valid cues
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were also shown to decrease response time and response criterion while increasing 
accuracy and delectability (d prime - d’) on a visual signal detection task with an auditory 
cue preceding a faint visual target at 100-300ms SOA (87ms auditory stimulus 
presentation time + 17-217ms delay to visual stimulus onset) that was then masked.
This improvement was independent of the experimenters stressing a speedy response 
or an accurate response (McDonald et al 2000), implying that crossmodal cuing effects 
can withstand decision-making influences that may sacrifice speed for accuracy.
In the crossmodal domain, it has been shown that training with congruent 
audiovisual motion stimuli improves visual-only motion detection better than training with 
incongruent audiovisual or visual motion stimuli alone (Kim et al 2008), suggesting that 
auditory learning can effect visual learning. In a TIPL study by Beer & Watanabe (2009), 
it was found that task-irrelevant training with an auditory target also leads to visual 
improvements at subsequent test sessions in the absence of the auditory cue. Subjects 
were tested (without auditory stimulation) for direction sensitivity using RDKs at 5 vertical 
locations (similar to Fig 1b) before and after training sessions. Subjects were trained to 
detect a deviant sound amongst standard sounds at one (attended) side and to ignore 
this same sound at the other (ignored) side; meanwhile task-irrelevant RDKs appeared 
at the aligned sound fields. One direction of motion was paired validly with the deviant 
sound on the attended side and another direction was paired validly with the deviant 
sound on the ignored side (only locations aligned with the sound were trained). TIPL 
effected only the paired directions at the trained locations (attended and unattended), 
respective to the valid pairings. (Beer & Watanabe 2009) This study implies that 
auditory attention can drive visual TIPL, and both crossmodal studies suggest that this 
visual learning does not rely on the auditory signal to utilize the learned effects.
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None of these crossmodal studies can suggest a brain correlate for crossmodal 
cuing effects; though the McDonald et al (2000) study suggests that the cross-talk 
occurs before the decision making stage, and the Kim et al (2008) and Beer & Watanabe 
(2009) study showed that auditory inputs can drive visual learning. With regard to the 
Beer & Watanabe (2009) results, Eimer et al (2002) found that when vision is task- 
irrelevant, visual event related potentials (ERPs; obtained using 
electroencephalography, EEG) are affected by auditory spatial attention. This suggests 
a coupling of the attention mechanisms for visual and auditory perception; though the 
Eimer et al (2002) study dealt with endogenous attention and all other studies reviewed 
here deal with exogenous, or involuntary attention. A later ERP study by McDonald et al 
(2005) found increased activity in the lateral occipital area in response to visual targets 
appearing contralateral to an auditory cue. Subjects fixated at a central dot and lateral 
sound cues preceded two visual targets (100-300ms SOA) appearing either 
simultaneously or at one side (left or right) before the other and were asked to report 
which target appeared first. This change in ERP strength was correlated to the subject’s 
perception that the validly cued targets appeared before uncued targets that physically 
appeared at the same time. The uncued side had to precede the cued side by up to 
70ms for both targets to be perceived as appearing simultaneously, showing that 
auditory cues can also shift time-order perception (McDonald et al 2005). This last 
finding suggests that the visual system needed more time to process visual targets on 
the uncued side, and that increased processing time for cued stimuli may result in 
behaviorally observed facilitation effects from other crossmodal studies.
A refractory period for facilitation effects seen at short SOAs (<300ms) is thought 
to explain the phenomenon of IOR (Spence & Driver 1998, Kelin 2000). The idea is that
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once visual attention has exhausted search in one area, it is more ecologically relevant 
to search anywhere else for the target than where the brain knows the target not to be; 
hence returning to that location for further search is inhibited (Klein 2000). IOR has 
been found within modalities as well as crossmodally (Klein 2000, Spence & Driver 
1998). Spence & Driver (1998) found that IOR (seen as increased response time) 
affects visual and auditory stimuli following a cue in either modality using a similar 
orthogonal task as their 1997 study and longer SOAs. Auditory targets were only 
inhibited when the target modality was unpredictable (Spence & Driver 1998), while they 
were not affected by visual cues at short SOAs (Spence & Driver 1997). The theory that 
IOR is a refraction of fast facilitation mechanisms has been challenged with regard to 
spatial IOR by recent results showing that IOR occurs at different latencies depending 
on task difficulty (longer SOA needed for IOR to be seen for a difficult task), and showing 
that IOR can be “attached” to moving objects in a scene (Klein 2000). IOR also does not 
follow endogenous shifts of attention (Klein 2000), though short-term facilitation effects 
were found for task-irrelevant visual stimuli that were endogenously cued (Eimer et al 
2002). These differences suggest that long-term IOR utilizes a separate mechanism 
from short-term facilitation. One alternate hypothesis is that IOR reflects higher-level 
processes other than endogenous attention, such as oculomotor suppression according 
to which eye movements towards the sound are inhibited (Mayer et al 2004, Taylor & 
Klein 2000).
To summarize the relevant crossmodal research: valid (same-side) auditory cues 
have been shown to facilitate both response time and correct detection of visual targets 
when the stimulus onset synchrony (SOA) is short, while subjects perform better with an 
invalid (opposite-side) cue at a longer SOA, the long-term valid decrement is called IOR
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(Spence & Driver 1997, Spence & Driver 1998, McDonald et al 2000, Klein 2000). The 
difference in accuracy, response time, d’, performance, etc., for valid versus invalid cues 
is known as the ‘cuing effect’ and is a commonly used measure for cue-target 
experiments (Spence & Driver 1998, Spence et al 2000, Chica et al 2007). Since this 
effect is operationally an index of the degree of validity of the cue, I will call it the validity 
effect (VE) of that cue. VE is, therefore, dependent the asynchronous arrival of the cue 
to the target (SOA).
In summary, it is known that some level of plasticity is maintained in the adult 
human cortex, that this plasticity is evident in behavioural, anatomical and functional 
studies, PL studies, and that this plasticity can be controlled using TIPL when a target is 
paired with the feature to be learned. The mechanisms that drive crossmodal cuing 
effects, however, are still undefined and few studies have attempted to investigate the 
plasticity of crossmodal cuing effects. The goal of Aim 1 was to systematically examine 
the short- and long-term effects of crossmodal cuing; looking at differences in effects 
from short asynchrony between senses (short-term crossmodal cuing effects) and long 
asynchrony between senses (long-term effects). Spatial associations of auditory with 
visual space (audiovisual/AV space) were also systematically shifted using PL sessions, 
revealing plasticity of these crossmodal associations.
Aim 2 Background: Mechanisms and Brain Correlates
Aim 2 was to investigate neural correlates of the mechanism(s) that relate 
auditory and visual senses in order to create the short- and long-term crossmodal cuing 
effects, as well as the mechanisms that drive the AV plasticity of Aim 1. Effects were 
systematically evaluated in order to narrow down processing areas utilized for 
crossmodal cuing effects, using monocular exposure to simple and complex stimuli. It is
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important to first understand the known neural correlates and mechanisms of audiovisual 
integration, which will be covered first in this section, followed by a review of the 
specificity of some types of PL and how specificity implies regionalization of visual 
processing.
Known Crossmodal Areas
In addition to previously mentioned evidence regarding the ability to use cortical 
area(s) previously utilized for a lost sense for other types of sensory processing (by 
patients who have lost functionality of one or more senses), there are many brain 
regions that are known to be multimodal in intact individuals. A number of parietal, 
temporal and frontal areas have been shown to be involved in auditory-visual and visuo- 
tactile interactions (STS, IPS, LO, MT, VIP/LIP, among others; Calvert & Thesen 2004, 
Beuchamp 2005), while orbitofrontal cortex and the amygdala have been speculated as 
sites of visual-olfactory interactions (Thesen et al 2004). The functional architecture of 
STS suggests that it is divided into unisensory patches interspersed with multisensory 
patches that integrate unisensory signals into a multisensory code (deciphered using 
parallel imaging for higher functional resolution), and STS on the whole responds more 
intensely to AV stimuli involving speech, animals and tools than unisensory portrayal of 
the same stimuli (Beuchamp 2005). The intraparietal sulcus (IPS) has patchy functional 
distributions similar to STS, where spaces neighboring visuotopic fields react to tactile 
stimulation (Swisher et al 2007); this similarity in functional organization supports the 
finding that IPS, Lateral occipital cortex (LOC) and right insular cortex all seem to be 
involved in visual-tactile object discrimination (Amedi et al 2005). Lastly, when a visual 
target is presented in the right visual field with concurrent tactile stimulation of the right 
hand, the left lingual gyrus (an extrastriate visual area) shows enhanced activation over
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a unimodal visual target in the absence of the ipsilateral tactile stimuli (contralateral 
tactile stimulation slightly inhibited this region; Macaiuso et al 2000).
It is further suggested that multisensory cortical areas relay semantic knowledge 
of integrated stimuli through feedback connections to unisensory cortices (Amedi et al 
2005). McDonad et al (2003) report that a spatially nonpredictive auditory precue leads 
to activation of multimodal STS prior to unimodal visual areas and suggest that 
audiovisual integration is the result of feedback from polysensory areas, yet Wallace et 
al (1996) show that integration also occurs in multisensory layers of a subcortical 
structure early in the visual pathway, the superior colliculus (SC). The crossmodal 
studies discussed here (as well as aforementioned studies on the ventriloquist effect) 
focus mostly on the simultaneous presentation of a mulstisensory stimulus. Yet, the 
focus of this dissertation looks more closely at the integration of multiple modalities 
specifically in a cue-target relationship, and therefore relies more heavily on the capture 
of attention by one modality effecting performance in another modality and less on the 
perception of a synchronous multisensory event.
In the barn owl, the inferior colliculus (1C) and optic tectum (OT) are similar in 
function to the human 1C and SC, respectively. The 1C contains a spatial auditory map 
determined by ITD and ILD plotted against spectral frequency of sound. If a sound is 
closer to the left side of the head, it will be heard faster and louder by the left ear than 
the right. This auditory sound field map is matched to the retinotopic visual map in the 
OT, creating a multimodal space map of visual field correlates of sounds, which is used 
to facilitate visual orientation towards sounds (Gutfreund et al 2002, Knudsen 2002).
In mammals, deep layers of the SC carry out multisensory integration of visual, 
auditory, and somatosensory inputs, while superficial layers receive unisensory visual
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inputs directly from the retina; it is thought that the SC is most important for orienting eye 
movements towards stimuli (Meredith & Stein 1986, Sterbing et al 2002, Bernstein et al 
2004). It is known that the human SC plays an integral role in controlling saccades as 
part of the oculomotor (eye movement) system that allows us to fixate with highest 
resolution (i.e. with foveal vision) on important objects in our external environment. 
Although the superficial layers of the SC are unimodal in response to visual inputs, 
deeper layers of this structure contain cells responsive to both uni- and multisensory 
inputs of visual, auditory, or tactile origin (Wallace et al 1996). The multisensory 
properties of the SC and its role in controlling eye movements (Wallace et al 1996, Klein 
2000, Sterbing et al 2002, Calvert & Thesen 2004) has been argued to support the 
theory that IOR reflects oculomotor suppression of eye movements towards the cue 
(Mayer et al 2004, Taylor & Klein 2000), though this may not constitute a “higher- 
level”/cortical process. In fact, IOR is stronger in the periphery (which has more 
connections to the colliculus), and individuals with SC damage do not show IOR (Klein 
2000). The other non-classical target for retinal inputs, the pulvinar, also contains 
multisensory regions (Bernstein et al 2004, Calvert & Thesen 2004, Cappe et al 2009). 
The pulvinar and MGN (auditory thalamus) receive inputs from the deep multisensory 
layers of the SC, and the lateral and inferior pulvinar project to visual association cortex 
while medial pulvianr and MGN project to A l (Bernstein et al 2004), giving the pulvinar 
access to multisensory inputs that can then be output to ‘unisensory’ visual and auditory 
areas.
Neither the SC nor the pulvinar are involved in the main visual pathway from 
retina-LGN-VI, yet both have the ability to process multisensory inputs and to effect 
visual and auditory inputs along the main, feedforward pathways. These subcortical
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structures feed forward to visual association cortices and primary auditory cortex, yet 
they are also poised anatomically to integrate inputs from multiple senses without 
cortical involvement. Does the anatomical proximity of the human SC to 1C mean that 
audiovisual crossmodal mechanisms of perception, outside of eye movements, rely on 
communication between these subcortical structures? Do they rely on communication 
within or between the LGN, MGN and pulvinar? Despite differences in processing and 
conduction times from the receptors for each modality to its respective unimodal 
colliculus, there may be up to 100ms of overlapping signal from a bimodal cue, allowing 
time for integration of unimodal signals (Santangelo et al 2006). Questions about these 
subcortical areas will be further addressed in the discussion section for this aim. 
(Crossmodal) Perceptual Learning: Specificity implies regionalization
When juvenile owls are fitted with prisms that shift their retinotopic visual field, 
the auditory map projecting from the 1C shifts to accommodate this shift of the visual 
map in the OT, preserving spatial relations. This plastic correction does not take place 
in adult owls unless their visual field is shifted in small increments. (Linkenhoker & 
Knudsen 2002, Knudsen 2002) This reduction of the breadth of plasticity in adults is 
similar to that seen in human PL; when specific aspects of visual perception are trained 
the changes are lasting, yet visual perception on the global scale (with regard to 
untrained stimuli and/or locations) is largely unaffected. Examples of the specificity of 
PL in certain circumstances have already been given in the introduction to Aim 1 
(Fiorentini & Berardi 1980, Fahle e ta l 1995, Watanabe et al 2001, Watanabe et al 
2002). To review, Fiorentini & Berardi (2002) found that learning did not transfer to 
orientation or spatial frequency grating discriminations different from those of the 
exposed stimuli, and neither performance nor threshold hyperacuity improvements
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transferred to the same task located in a different visual field position (Fahle et al 1995) 
or in the same location with stimuli rotated 90° (Fahle 2002).
In the early stages of visual processing, inputs remain segregated by eye and 
many cells respond best to oriented stimuli. Visual inputs are separated by eye in 
alternating layers in the LGN and in alternating columns in layer 4 of V I, while cells with 
preferential responses to particular angles of orientation are organized in columns so 
that neighboring orientations are alike (i.e. - \ | /  -). In addition, the classical receptive 
fields (RFs) at these early levels are small, since each cell is receiving retinotopic inputs 
from only a small number of ganglion cells. RF size is classically thought to grow as you 
advance up the visual pathway, due to the fact that multiple cells from one stage, with 
multiple (similar) RFs, converge on one cell in a later stage, giving that cell a larger RF. 
Extrapolating these facts to the PL specificity, if PL does not transfer to a different 
location this specificity is consistent with cells that have small RFs; if PL does not 
transfer to a different orientation this specificity is consistent with cells that are 
orientation specific. Both of these conclusions point to regions containing orientation 
specific cells with small RFs as probable sites for PL to take place. Visual areas early in 
the feedforward pathway (thalamus, SC, V I) are likely candidates, and multimodal 
integration/learning in subcortical structures and VI could effect visual perception in a 
specific way. Most visual association and known multimodal areas have larger, less 
spatially specific RFs than subcortical structures (Dill 2002), which means that 
crossmodal learning occurring at these locations could generalize to spatial locations 
that are not aligned with a cue. However, V I has cells that are not specific to 
orientation, some SC cells have very large RFs, and visual areas later in the feedforward 
pathway, such as the inferotemporal area (IT), have orientation specific cells and cells
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with small RFs (Tanaka et al 1991, Sary et al 1995). Considering the breadth of 
feedback connections to subcortical and cortical visual areas along with the variable 
degrees of specificity at multiple stages of visual processing, it becomes clear that 
specificity implies regionalization, yet this implication cannot be assigned to any single 
processing stage.
In summary, there are many known cortical areas in the human brain that 
respond to multimodal stimuli and are implied in multimodal integration. In addition, 
there are many uni- and multimodal subcortical structures that are proximally poised to 
play a role in multisensory processing along the different visual pathways. The question 
to be addressed is not simply, “Where in the brain are crossmodal mechanisms 
changing perception?”, but also “Where in the brain does crossmodal AV PL change 
these mechanisms, and is this area itself multimodal?”. In addition to revealing that 
adult humans retain plasticity of the audiovisual system as set out in Aim 1, Aim 2 
intends to examine the specificity (stimulus feature, eye & location) of observed effects 
to determine the level at which audiovisual plasticity alters crossmodal effects. Aim 2 
utilized orientation- and eye-specific training stimuli to check for specificity, along with 
discrimination of additional, more complex stimuli to look at transfer of learned 
crossmodal effects observed in Aim 1.
Aim 3 Background: Boundaries of Plasticity 
Visual Processing: Stimulus salience and processing time
To investigate the boundaries of plasticity, we will need to take advantage of 
inherent difficulties for processing differing aspects of the visual scene. Marr (1982) 
suggests there are four main factors that the visual system must decipher to reconstruct 
a visual image: geometry, reflectance of visible surfaces, illumination of the scene, and
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viewpoint. We have already addressed orientation-specific cells in the visual system, 
which are responsible for identifying the geometry of a visual object (see General and 
Aim 2 backgrounds). It should be mentioned, however, that the visual system’s ability to 
‘discount the illuminant’ (Kaufman 1974, Grossberg 1982) is crucial in the deciphering of 
edges, which requires evaluation of surface properties such as lightness and color 
(Kaufman 1974, Marr 1982). The visual system analyzes photons of light reflected off 
objects in the external environment. Since objects are made up of matter, some light is 
absorbed and the rest of the light is reflected, and the perceptual correlate of this 
property is called lightness; lightness is inherent to the relative reflective properties of the 
surface. Lightness is not to be confused with brightness, which pertains to the visual 
appearance of a luminous surface; these two dimensions are independent. (Kaufmann 
1974) The visual system is able to analyze many magnitudes of lightness over many 
spectra of brightness (shade, intensity) for objects in the visual field without saturating; 
think of your ability to make out objects in a fairly dark room and outside on a sunny day 
at high noon (after relatively brief adaptation). By discounting the illuminant, the visual 
system can simply use ratios of reflectance throughout the scene to detect edges of 
objects (Kaufman 1974, Grossberg 1982, Marr 1982, Grossberg 1983) and eventually to 
reconstruct objects and fill them in (Grossberg & Todorovic 1988); supporting the theory 
that visual stimuli are deconstructed to be analyzed, then reconstructed for identification 
of whole percepts making up a visual scene. As the contrast of an image is decreased, 
these ratios approach 1 and the visual system has a harder time deciphering edges; a 
chameleon is harder to find when it matches its background, it is harder to see gray cars 
on the road on a cloudy day (if they don’t have their lights on!).
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Measuring the salience, or conscious detectability or discriminability, of a 
stimulus as a positive response and plotting this value over a physical range of stimulus 
strength leads to a psychometric function (Swets 1973), a useful measure of sensitivity 
over varying levels to the stimulus property (i.e. luminance contrast to a standard) in 
question. In addition to definable contrast of surface features, the visual system also 
needs a certain amount of uninterrupted time to process a stimulus before a new object 
captures attention. Smith et al (2004) have a theory to explain this temporal limitation: 
Even when a subject is exposed to a stimulus for only a few tens of milliseconds, a 
decaying icon (or stimulus trace) remains, retaining useable stimulus information for 
several hundred milliseconds; backward masking can disrupt this icon almost 
immediately and decrease the salience of the visual item. However, subjects still 
perform well when backward masks disrupt the icon after only a few tens of milliseconds. 
The posticonic retention is attributed to visual short-term memory (VSTM), which relies 
on spatial attention to transfer visual information from the icon to VSTM (Smith et al 
2004). With regard to backwards masking, a patterned mask is used for maximal 
disruption of the icon. In a task designed by Ahissar & Hochstein (1993,1995,1997), 
subjects were asked to detect an array containing an oddly oriented element among 
other elements from distractor arrays containing uniform elements. Each array was 
presented for only 16ms, and could be distinguished as odd or uniform as long as the 
subject was given sufficient time to process the array. When the array was masked by 
an array containing the orientations of the odd and uniform elements with two additional 
orientations (see Figure 4a for an example), the task could be made considerably 
difficult if the time between the stimulus presentation and the mask (visSOA) was short, 
yet remained easy when the visSOA was long. When the visSOA is short there is less
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stimulus processing time (Ahissar & Hochstein 2004). By plotting subject performance 
against visSOA, psychometric curves, like those mentioned with regard to stimulus 
reflectance properties, can be obtained that show increases in performance or 
processing as a function of increasing visSOA (See Figure C in the appendix for 
example psychometric curves.) With regard to PL, performance improvements (seen as 
lower visSOA thresholds/improved performance at harder task levels) tied to practice 
with the Ahissar & Hochstein task only transfer to other orientations when the task is 
easy (large angular differences of small number of odd-element locations), while 
learning is much more specific to these attributes when the task is harder (Ahissar & 
Hochstein 1997, 2004).
Analysis Choices
When evaluating subject’s performance over different task difficulties, two 
important measures of detectability can be extracted: 1) percent correct at different task 
difficulties, and 2) the task difficulty above which the subject cannot complete the task at 
a prearranged level of accuracy, or the threshold of detectability. I have used two 
different methods commonly used to assess each of these measures, the staircase 
method and the method of constant stimuli (referred to further as “constant method”). 
Using the staircase method, task difficulty (as measured by subject performance) is held 
constant (in this case at 79% hit accuracy; Garcla-Perez 1997) and stimulus salience 
varies according to the subject’s response. As the subject’s accuracy increases, the 
task becomes more difficult and as the subject’s accuracy declines, the task gets easier; 
for example the task for this aim became more difficult after three-in-a-row correct 
responses, and became easier after each incorrect response- a 3-down/1-up design. By 
defining a cutoff as the stimulus salience after a certain number of switchbacks (or
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reversals of staircase direction due to an incorrect response), this salience level can be 
defined as the task difficulty that will yield correct responses at the set probability.
These thresholds can then be used to investigate behavioral differences that may differ 
depending on task difficulty. The constant method allows us to look at performance as a 
function of task difficulty by testing the subject equally on all condition variables; this 
method was also used in the previous two experimental aims. Since each condition, 
including task difficulty in this aim, is presented with equal probability (instead of subject 
performance controlling this probability, as in the staircase method) we can construct a 
psychometric function of subject performance versus task difficulty (visSOA).
The psychometric function can be based on hit rates to infer detectability of the 
visual stimulus in a yes-no task (or discriminability in a discrimination task). Yet, we 
cannot assume that the subject’s responses are entirely correlated with their perception; 
if a subject gives a “yes” response for all trials regardless of stimulus presence, they 
would have a 100% hit rate! Overresponsive, underresponsive, or lackadaisical subjects 
may be easy to weed out of the analysis pool, but other internal processes can add 
noise or bias to subject response. These processes might skew the measure of the 
subject’s true decision criterion, or of the level of stimulus intensity (or difference 
between two stimuli) that causes the subject to decide to respond to the existence (or 
identity) of the stimulus. One method of analyzing subject performance that takes the 
criterion into account, the response operating characteristic (ROC), can also be used to 
calculate a measure of discriminability of a stimulus, d Prime (d’). ROC gives the 
location of the decision criterion “uncontaminated by the processes, such as expectation 
and motivation, that affect the response” and is useful for single-stimulus procedures 
(Swets 1973). To create a ROC curve, hit rates are plotted against false alarm rates
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(giving the two types of errors, false alarms and misses (hits = 1-misses), equal status), 
and making d’ (also calculated using hit and false alarm rates) reliable across many test- 
types (yes-no, rating, forced-choice). In this manner, the effects of the subject's 
response bias are isolated, d’ also varies with stimulus magnitude similarly between 
experiment and laboratory. (See Swets 1973 for further review.)
In summary, PL seems to transfer more when the training stimulus is salient, and 
to be more specific when the training stimulus is difficult to detect/discriminate. In 
addition, the constant method of unimodal signal detection yields a classic psychometric 
function pitting task difficulty against stimulus detectability and response d’ can be 
teased out of this function mathematically using ROC (which can also be plotted as a 
psychometric function of task difficulty); while the staircase method can reveal 
thresholds at a set probability of performance. Aim 3 looked at the variability of 
crossmodal cuing effects across stimulus salience using visual manipulations and stimuli 
similar to that of Ahissar & Hochstein (1995,1997) to investigate the changes in 
crossmodal cuing effects as dependent on task difficulty (visSOA), as well as the spatial 




The first goal of Aim 1 was to systematically examine the short- and long-term effects of 
crossmoda! cuing; looking at differences in effects from short asynchrony between 
senses (short-term crossmodal cuing effects) and long asynchrony between senses 
(long-term effects). The second goal was to investigate any plasticity of observed 
crossmodal cuing effects; spatial associations of auditory with visual space (audiovisual 
= AV space) were systematically shifted using PL sessions.
Aim 1: Subjects
25 paid ($8/session) volunteers with normal hearing and vision gave written informed 
consent. Seven participants quit. Of the remaining 18 participants, age ranged from 20- 
33, six were male, and none were left-handed. Six datasets were excluded due to 
outlying performance (< 75% correct, see Appendix Ei for distribution) and/or extensive 
eye movements (>10% trials not fixated) in first test session. One dataset was removed 
due to experimenter error in training session sequence. The study was approved be the 
Institutional Review Board of Boston University.
Aim 1: Apparatus & Stimuli 
Participants were asked to fixate a bull's eye at the center of a CRT monitor (40x30 cm, 
1280x1024 pixels, 75 Hz) in a dark room. Gaze direction was stabilized by a chin rest 
and a nose clamp supporting the head at a viewing distance of 60 cm. Two small 
speakers were mounted to the left and right sides of the monitor, vertically aligned with 
fixation (Figure 1b).
Stimuli were presented with Psychophysics Toolbox (D. H. Brainard 1997) version 2.55 
and MatLab 5.2.1 (MathWorks, Natick, MA) on a G4 Macintosh computer (OS 9). Visual
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stimuli were oriented (45° or 135°) Gabor patches (6° visual angle in diameter, 200 ms 
presentation): sinusoidal gratings (maximum luminance 11.76 cd/m2, spatial frequency 
1.0 cycle/0) degraded by noise (60% of pixels randomly displaced) and faded to the 
black background (.01 cd/m2) by a two-dimensional Gaussian (standard deviation of 
1.5°; Figure la). Gabors were presented at 16° visual angle eccentricity either on the 
left or right at one of five vertical locations (Figure 1b - Locations) that were either 
aligned (A), proximal by 6° (P) or distal by 12° (D) to the sound source.
Auditory stimuli were white noise sounds presented via the two speakers (KLH Audio 
System). Sound pressure level was about 80 dB as measured at ear position. The 
speaker centers were vertically aligned with fixation. Due to the monitor chassis, the 
speakers were displaced from the central aperture location (A). Since close spatial 
overlap between auditory and visual stimuli is crucial for some crossmodal mechanisms 
(e.g., Meredith and Stein 1986), sounds were horizontally aligned with Gabors by 
adjusting the inter-aural level differences according to the law of sines (Grantham 1986).
Aim 1: Procedure
The experiment was comprised of ten sessions (about one hour each) that were 
conducted on separate days. Audio-visual interactions were tested prior to and following 
eight training sessions.
Test Sessions
As noted earlier, subjects were asked to fixate on a bull’s eye in the center of the screen. 
After a variable time interval (chosen randomly between 400 and 650ms) a sound was 
presented 16° from fixation for 100ms (2ms rise and fall time), aligned with the mid­
vertical visual aperture location (A) on either the left or right. With a stimulus onset
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asynchrony (SOA) of either 150ms, 300ms, or 1000ms the sound was followed by an 
oriented Gabor patch that appeared for 200ms on either the same (valid) or opposite 
(invalid) side. On trials with a long SOA (1000ms) an additional central auditory 
reorienting event (Spence & Driver 1998) consisting of a white noise sound (50ms, 2ms 
rise and fall time, equal amplitude level from each speaker) was presented 300ms after 
the onset of the sound cue. As we were interested in the spatial gradient of crossmodal 
cueing, Gabors were presented at one of five vertical locations: aligned (A), proximal (P) 
or distal (D) to the sound source (Figure 1c - Test). We were also interested in effects of 
non-informative cues that automatically enhance the sensitivity to visual events that are 
aligned with the sound for only a brief period (< 300ms) after sound onset (Spence & 
Driver 1997, McDonald et al 2000). Therefore, each sound-Gabor pair was equally likely 
and the lateral sound cue did not predict the likely location of the following Gabor. 
Observers were asked to judge the orientation of the Gabors rather than Gabor position. 
This was done in order to avoid response biases or conflicts (Spence & Driver 1997) that 
inevitably occur when observers have to assess the position of the stimuli (Shinn- 
Cunningham 2000, Zwiers et al 2003). Participants responded by pressing one of two 
keys corresponding to the two possible orientations (45° or 135°) of the Gabors. 
Observers were asked to respond both quickly and accurately. In order to deal with 
outliers, only responses occurring between 250 and 900ms after Gabor offset were 
analyzed. The inter-trial-interval varied randomly between 1250 and 1500ms. Each test 
session lasted about one hour and consisted of four blocks of 240 trials each. No 
feedback was provided during or after these blocks. A brief practice block 
(counterbalanced for exposure, with feedback) at the beginning of each session served 
to familiarize participants with the task.
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A subset of participants from this experiment (n=7) completed an additional control test 
session one day after the second test session. This test session was identical to the 
session described above but with novel stimuli (Figure 1c) to assess feature specificity of 
learning. A varied subset of participants (n=8) also completed a third test session 
exactly identical to the first and second test sessions but given three days post-training 
to investigate the persistence of learned crossmodal effect.
Training Sessions
During training sessions, participants were exposed to a rapid stream of sounds each 
lasting 100ms (2ms rise and fall time) with an inter-sound-interval varying randomly 
between 550 and 750ms. Sounds appeared either on the left or right side aligned with 
the mid-vertical visual aperture location (A). At the onset of each sound a Gabor was 
presented for 200ms at either a proximal or aligned aperture location (Pu/A/Pt) on the left 
or right side. All sound-Gabor pairs were equally likely. After a delay of 150ms relative to 
the onset of the sound-Gabor pair a circle or square encompassed the Gabor for 50ms. 
Participants had to detect an infrequent (25%) target shape (circle or square, alternating 
across sessions, Figure 1c - Training) while ignoring all other stimuli (distractors); 
responses occurring within 100 and 700ms after shape offset were assigned to the 
preceding shape as hits or false alarms, respectively. Targets appeared equally often at 
all locations. However, target shapes established a contingency between valid sounds 
and Gabors at the trained (Pt) location (Figure 1b - Trained) while targets at other 
locations (A/Pu) were equally often paired with valid or invalid sounds. Note that this 
protocol presented all sounds equally often on both sides (left or right A), and all visual 
stimuli equally at all visual field locations (left or right Pu/A/Pt). Therefore, training 
induced changes in visual discrimination may not be attributed to unimodal stimulus
probabilities. Low-level perceptual learning (Watanabe e ta l2001, Watanabe e ta !2002) 
was shown to be modulated by the ecological valence of a particular stimulus array 
(Seitz & Watanabe 2003). As target shapes, which were expected to have a higher 
ecological valence than distractor shapes, established a contingency between valid 
sounds and Gabors at the trained location (Pt), we expected low-level plasticity only for 
audio-visual pairs that were reliably followed by a target shape (Pt) and not for the 
untrained control (Pu). Training consisted of eight sessions that were conducted on 
separate days. Each session consisted of six blocks of 576 trials each. Performance 
feedback (hits and false alarms) was provided after each block.
Eye Movement Recording
Eye movements were continuously recorded (calibration window 90% of screen, 30 Hz 
digitization rate) from the right eye of nine participants with a View Point QuickClamp 
Camera System (Arrington Research, Scottsdale, AZ). Atrial was considered not fixated 
when the point of gaze on any measurement throughout stimulus presentation deviated 
more than 5° from the fixation point (no filtering was applied).
Aim 1: Analysis
ANOVAs were run on test and training data to investigate significant interactions of SOA, 
Location, and validity in test sessions, and location and validity in training sessions. 
Where significance was found, paired t-tests were then run to investigate specific 
significant differences. A 95% confidence interval was used to denote the observed 
results as a significant incident. Error bars were calculated as the standard error to the 
mean (SEM = standard error/VN).
39
Aim 2: Goals
The goals of Aim 2 were to investigate neural correlates of the mechanism(s) that relate 
auditory and visual senses leading to short- and long-term crossmodal cuing effects, as 
well as the mechanisms that allow the AV plasticity of Aim 1. Crossmodal effects were 
systematically evaluated in order to narrow down processing areas utilized for 
crossmodal cuing effects using monocular exposure to simple and complex stimuli.
Aim 2: Subjects
26 paid ($8/session) volunteers with normal hearing and vision gave written informed 
consent. Seven participants quit. Of the remaining 19 participants, age ranged from 18- 
28 years old, two were male, and one was left-handed. Five datasets were excluded 
due to suspected program incongruency. Three datasets were excluded due to ceiling 
performance (>96% correct) in either test session (no subjects performed below 75% 
correct at either test in this experiment), one dataset was excluded for chance (<60%) 
performance over multiple training sessions. The study was approved be the 
Institutional Review Board of Boston University.
Aim 2: Apparatus & Stimuli 
Participants were asked to fixate a bull's eye at the center of a CRT monitor (40x30 cm, 
1280x1024 pixels, 75 Hz) in a dark room; a chin rest supporting the head at a viewing 
distance of 60 cm stabilized gaze direction. Two small speakers were mounted to the left 
and right sides of the monitor, vertically aligned with fixation (Figure 1b).
Stimuli were presented with Psychophysics Toolbox (D. H. Brainard, 1997) version 3.0.8 
and MatLab 7.1.0.183 (R14, SPk3; MathWorks, Natick, MA 2005) with a 15” Macintosh 
PowerBookG4 computer (OS 10.3.9). One set of visual stimuli were oriented (45° or 
135°) Gabor patches (6° visual angle in diameter, 200 ms presentation): sinusoidal
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gratings (maximum luminance 11.76 cd/m2, spatial frequency 1.0 cycle/0) faded to the 
black background (.01 cd/m2) by a two-dimensional Gaussian (standard deviation of 
1.5°) and masked by noise (60% of pixels randomly replaced by noise, Figure la). An 
additional, more complex set of visual stimuli were face and house stimuli adapted from 
Tong et al 1998 by balancing luminance (Figure 3a) and masked by noise (60% of pixels 
randomly replaced). Visual stimuli were presented at 16° visual angle eccentricity either 
on the left or right at one of two vertical locations (Figure 1b) that were proximal by 6° (P) 
to the sound source; in light of the fact that the aligned location falls in the blind spot of 
most individuals with monocular viewing this location was omitted in Aim 2.
Auditory stimuli were identical to Aim 1.
Aim 2: Procedure
Aim 2 procedures closely mimic those of Aim 1. Only points of difference are highlighted 
here.
Test Sessions
As noted earlier, subjects were asked to fixate on a bull's eye in the center of the screen. 
Onscreen instructions told the subject which eye to cover with the eye patch before the 
start of each block. A sound was presented (variable onset from trial-to-trial) 16° from 
fixation for 100ms (2ms rise and fall time), aligned with the mid-vertical visual aperture 
location (A) on either the left or right. With a stimulus onset asynchrony (SOA) of either 
150ms or 1000ms the sound was followed by an oriented Gabor patch, a face, or a 
house that appeared for 200ms on either the same (valid) or opposite (invalid) side.
On trials with a long SOA (1000 ms) an additional central auditory reorienting event 
(Spence & Driver 1998) consisting of a white noise sound (50ms, 2ms rise and fall time,
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equal amplitude level from each speaker) was presented 300ms after the onset of the 
sound cue. Observers were asked to judge the orientation of the Gabors or the identity 
(face or house) of the complex stimuli to avoid positional response bias (Spence &
Driver 1997, Shinn-Cunningham 2000, Zwiers et al 2003). Participants responded by 
pressing one of two keys corresponding to the two possible orientations (45° or 135°) of 
the Gabors in orientation discrimination blocks, or corresponding to face or house in the 
complex discrimination task. Each test session lasted about one hour and consisted of 
six blocks (4 orientation discrimination blocks, 2 per eye; 2 complex discrimination 
blocks, 1 per eye) of 192 trials each. No feedback was provided during or after these 
blocks. A brief practice block (counterbalanced for exposure, with feedback) at the 
beginning of each session served to familiarize participants with the tasks.
Training Sessions
Onscreen instructions told the subject which eye to cover with the eye patch before the 
start of each session. Subjects were trained on one eye for all sessions (trained eye 
counterbalanced across subjects). Sounds appeared either on the left or right side 
aligned with the mid-vertical visual aperture location (A). At the onset of each sound a 
Gabor was presented for 200ms at a proximal aperture location (Pu/Pt) on the left or right 
side. All sound-Gabor pairs were equally likely. After a delay of 150ms relative to the 
onset of the sound-Gabor pair a target shape (circle or square, alternating across 
sessions) or distractor shape encompassed the Gabor for 50ms. Target shapes 
established a contingency between valid sounds and Gabors at the trained (Pt) location 
(Figure 1b - Trained) while targets at other locations (Pu) were equally often paired with 
valid or invalid sounds. Note that the face and house stimuli were not used in training 
sessions and subjects were exposed to only one Gabor orientation over all sessions
42
(trained orientation counterbalanced across subjects). Training consisted of eight 
sessions that were conducted on separate days. Each session consisted of six blocks of 
448 trials each. Performance feedback (hits and false alarms) was provided after each 
block.
Aim 2: Analysis
ANOVAs were run on test and training data to investigate significant interactions of SOA, 
Location, and validity in test sessions, and location and validity in training sessions. 
Where significance was found, paired t-tests were then run to investigate specific 
significant differences. A 95% confidence interval was used to denote the observed 
results as a significant incident. Error bars were calculated as the standard error to the 
mean (SEM = standard error/VN).
Aim 3: Goals
The goal of Aim 3 was to systematically explore the boundaries of plasticity within and 
among the crossmodal cuing mechanisms, focusing on changes in crossmodal effects 
as dependent on task/training type and difficulty (as modulated temporally, by stimulus- 
to-mask timing).
Aim 3: Subjects
18 paid ($8/session) volunteers with normal hearing and vision gave written informed 
consent; five staircase method subjects and 13 constant method subjects. One 
participant quit from each test method. Of the remaining 16 participants, age ranged 
from 18-27, 2 were male, and 3 were left-handed. One constant method dataset was 
excluded due to very low performance (< 27% correct, see Appendix E« for distribution) 
in the second test session and one dataset from each test type was excluded due to
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experimenter error. The study was approved be the Institutional Review Board of 
Boston University.
Aim 3: Apparatus & Stimuli
Participants were asked to fixate a bull's eye at the center of a CRT monitor (40x30 cm, 
1280x1024 pixels, 75 Hz) in a dark room; a chin rest supporting the head at a viewing 
distance of 60 cm stabilized gaze direction. Two small speakers were mounted to the left 
and right sides of the monitor, vertically aligned with fixation (Figure 1b).
Stimuli were presented with Psychophysics Toolbox (D. H. Brainard, 1997) version 3.0.8 
and MatLab 7.1.0.183 (R14, SPk3; MathWorks, Natick, MA 2005) with a 15” Macintosh 
PowerBookG4 computer (OS 10.3.9). Visual stimuli were 5 x 6  item arrays consisting of 
uniformly oriented elements (distractor arrays) or arrays containing an oddly oriented 
element among the uniformly oriented elements (target arrays; Figure 4a, left), mask 
stimuli were 5 x 6  item arrays with each item containing both array orientations in 
addition to vertical and horizontal orientations, creating a masking star at each elemental 
location in the array (Figure 4a). All visual stimuli were faded to the black background 
(from maximum luminance 11.76 cd/m2to .01 cd/m2) by a two-dimensional Gaussian 
(standard deviation of .75°). Arrays were presented at 16° visual angle eccentricity either 
on the left or right at one of three vertical locations (Figure 1 b) that were either aligned 
(A) or proximal by 6° (P) to the sound source (Figure 4a, right). Arrays were adapted 
from Ahissar & Hochstein 1993.
Auditory stimuli were white noise sounds presented via the two speakers (KLH Audio 
System). Sound pressure level was about 80 dB as measured at ear position. The 
speakers were vertically aligned with fixation. Due to the monitor chassis, the speakers
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were displaced from the central aperture location (A). Since close spatial overlap 
between auditory and visual stimuli is crucial for some crossmodal mechanisms (e.g., 
Meredith and Stein 1986), sounds were horizontally aligned with Gabors by adjusting the 
inter-aural level differences according to the law of sines (Grantham 1986).
Aim 3: Procedure
The experiment was comprised of ten sessions (about one hour each) that were 
conducted on separate days. Audio-visual interactions were tested prior to and following 
eight training sessions.
Test Sessions
Subjects were asked to fixate on a bull's eye in the center of the screen. After a variable 
time interval between 400 and 650ms a sound was presented 16° from fixation for 100 
ms (2ms rise and fall time), aligned with the mid-vertical visual aperture location (A) on 
either the left or right. With a stimulus onset asynchrony (SOA) of either 150ms or 
1000ms the sound was followed by a target or distractor array that appeared for 16ms 
on either the same (valid) or opposite (invalid) side. A masking array appeared at the 
same location after a variable visSOA. On trials with a long SOA (1000 ms) an 
additional central auditory reorienting event (Spence & Driver 1998) consisting of a white 
noise sound (50ms, 2ms rise and fall time, equal amplitude level from each speaker) 
was presented 300ms after the onset of the sound cue. As we were interested in the 
spatial gradient of crossmodal cueing, arrays were presented at one of three vertical 
locations: aligned (A) or proximal (P) to the sound source (Figure 1b - Locations). 
Observers were asked to detect arrays containing an odd element using an assigned 
response key, and to ignore uniform arrays. Observers were asked to respond both
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quickly and accurately. The inter-trial-interval varied randomly between 1250 and 
1500ms.
Subjects completed one of two types of test session. We were again interested in 
effects of non-informative cues that automatically enhance the sensitivity to visual events 
that are aligned with the sound for only a brief period (< 300ms) after sound onset 
(Spence & Driver 1997, McDonald et al 2000). Using the method of constant stimuli 
(referred to here as the “Constant Method”) requires that full permutations of each 
stimulus combination be presented. Therefore, using constant method allowed us to 
randomize trials within the block also with regard to task difficulty; allowed us to look at 
crossmodal effects in an unpredictable visual situation. Sounds could be valid or invalid; 
arrays could be targets or distractors; and visSOAs (time between array and mask 
onset) were programmed to be either 30, 45, 75,130 or 200ms. With this method, each 
cue-location -  array-location -  visSOA-length triplet was equally likely and the lateral 
sound cue did not predict the likely location of the following array or the difficulty of the 
task. Each constant method test session lasted about one hour and 30 minutes, 
consisting of four blocks of 480 trials each. A mandatory rest intermission was 
presented for 90 seconds in the middle of each block (after trial 240) and feedback was 
provided after the blocks to improve subject motivation and keep subject focused and 
attentive throughout the long session.
The staircase method allows us to investigate changes in threshold across test sessions 
and/or pre- and post-training; a change in threshold that is tied more to the subject’s 
experience and practice with the array than the randomized presentation of the constant 
method. A lower threshold refers to a shorter visSOA or a harder task level in this 
experiment, and changes in cuing effects may differ above and below the threshold,
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which may suggest a mechanism for observed crossmodal effects and/or PL effects. To 
find the low end of the threshold, we set a pre-determined level of task difficulty, which 
can be measured by subject performance (i.e. 79% hit accuracy; Garcia-Perez 1997) 
and as the subject’s performance improves the task gets more difficult, and the task gets 
easier as their performance declines. For example the visSOA for this aim became 
shorter (making the task more difficult) after three-in-a-row correct responses, and 
became longer (making the task easier) after each incorrect response, this is a 3- 
down/1-up design. The staircase sessions are a much less random stimulus 
environment since subject performance is mediating stimulus salience with regard to 
task difficulty and the task should never become to hard or too easy, unlike in the 
constant method test. Sounds could be valid or invalid; arrays could be targets or 
distractors; and visSOAs (time between array and mask onset) were programmed to 
range from 250-1 Oms [250 130 100 75 63 50 40 30 25 15 10]ms, starting at 250ms in 
the first trial of each block and de/ascending first by two according to subject response, 
then by one step in the list as the subject approaches threshold. The threshold cutoff 
was defined as the visSOA length after a four switchbacks (or reversals of staircase 
direction due to an incorrect response), this visSOA is then defined as the task difficulty 
that will yield correct responses 79% probability. In the staircase test sessions, subjects 
completed three low-end threshold blocks per location (Pu/A/Pt) for a total of nine blocks. 
Four staircases were run simultaneously investigating the threshold for each condition, 
validity and avSOA, by location; note that locations were separated by block. Average 
block length was 223 trials, and average session length was one hour.
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Training Sessions
Training was identical to Aim 1 training procedure save for replacing oriented Gabor 
stimuli with random odd-element arrays (the odd element could appear at any location 
within the array); arrays were not masked. A subset (every third and fourth 
counterbalanced condition) of subjects was trained with only one of the two array 
orientations from the test sessions as the task-irrelevant visual stimulus.
Aim 3: Analysis
Subject averaged thresholds were calculated from the three staircase blocks for each 
aperture location and condition, d’ was calculated using hit and false alarm rates for 
valid and invalid cues at all aperture locations, avSOAs and visSOAs. pMAX was 
calculated using d’ and the MATLAB function cdf [pMAX = cdf(‘normaP,(dPrime/2),0,1)] 
for comparison of parametric statistics run on d’ measures. Paired t-tests were run on 
d’, RT and pMAX measures to investigate specific significant differences (defined as 
below .025 and .017, according to Bonferroni corrections for multiple statistics on two 
and three aperture locations at test 1 and 2, respectively). Error bars were calculated as 




Tests. Audio-visual interactions were tested pre and post training for five vertical 
aperture locations (Du, Pu, A, Pt, Dt) and three SOAs (150, 300, and 1000ms). The sound 
cue was presented from either the same (valid) or opposite (invalid) side relative to the 
Gabor, and results are analyzed with regard to the validity effect (VE; valid-invalid for 
performance measures, invalid-valid for response time). See Appendices F and C for 
raw performance data and explanation of how VE is calculated using valid and invalid 
data, respectively. A within-subjects ANOVA on percentage correct during the first test 
session (Figure Id, right) revealed a significant interaction of SOA x Validity, F(2, 22) = 
3.6, p = .043, and SOA x Location x Validity, F(8, 88) = 2.6, p = .015. No effects were 
observed for response time or eye movement measures (number of not fixated trials). In 
order to resolve the interactions seen for accuracy (percent correct Gabor 
discriminations), separate analyses were conducted for each SOA.
Gabors following sounds after 150ms were discriminated more accurately when 
sounds came from the valid side than from the invalid side. A within-subjects ANOVA 
revealed a significant interaction of Validity x Vertical Location, F(4, 44) = 2.6, p = .050. 
Subsequent paired samples t-tests indicated that this crossmodal VE was strongest for 
visual field locations that overlapped with the sound source (A), f(11) = 2.5, p = .028, but 
nonexistent at neighboring aperture locations (P, D).
Gabors following the sound after 1000ms were less accurately discriminated 
following a valid sound cue when compared to those following an invalid sound cue - 
reflecting crossmodal IOR. A within-subjects ANOVA on percent correct Gabor 
discriminations revealed a main effect of Validity, F(1, 11) = 8.6, p = .014. No interaction
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or main effect relating to the vertical location of the Gabor patches was observed; 
suggesting that sounds impaired visual discrimination equally across all tested locations 
(A, P, D).
Figure 2b illustrates subject averages of the change in the VE between the post­
training test and the pre-training test [Change in VE = (Test 2 Valid -  Test 2 Invalid) -  
(Test 1 Valid -  Test 1 Invalid)]. Again, by using the change in VE we are eliminating any 
dependence on individual subject performance, as VE is a measure of the difference 
between valid and invalid cuing effects. A within-subjects ANOVA on the change in VE 
revealed a significant main effect of SOA, F(2, 22) = 5.0, p = .016, and a significant 
interaction of Test Session x SOA x Location, F(8, 88) = 2.1, p = .049. No effects were 
observed for response times or eye movement measures (number of not fixated trials).
For the short 150ms SOA, training resulted in a spatial shift of crossmodal 
facilitation from the aligned (A) to the trained (Pt) location. A within-subjects ANOVA 
revealed a significant interaction between Test Session and Vertical Location, F(4, 44) = 
1.9, p = .030. Subsequent paired samples t-tests indicate that the VE reflecting 
crossmodal facilitation increased at the proximal trained (Pt) location, f(11) = 2.4, p =
.037, and decreased at the aligned (A) location, f(11) = 2.2, p = .050 in the second test 
session. No significant changes were observed at the untrained proximal (Pu) or distal 
(Du, Dt) control locations.
For the long 1000 ms SOA, the crossmodal VE of IOR for Gabors at the aligned and 
proximal locations (Pu/A/Pt) did not change significantly. However, the auditory-induced 
IOR observed in the first test session decreased at the second test session for Gabors at 
distal (Du/Dt) locations, f(11) = 3.3, p = .007; note that these locations were not involved
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in training sessions. No significant effects were observed for the intermediate (300ms) 
SOA.
Although the data are not significant, it is interesting to note the trend that learned 
crossmodal effects continue to facilitate the trained location with a short SOA on tests 
involving novel stimuli, while there is no trend of inhibition with a long SOA (Figure 2c). 
There is also a slight trend of facilitation remaining at the trained location and a trend of 
no facilitation at the aligned location with a short SOA, and a remaining trend of lost of 
IOR at the aligned location with a long SOA three days post-training (Figure 2d).
Training. Shape detection performance during training sessions improved across 
sessions as illustrated in Appendix F. Data from two consecutive training sessions were 
pooled for this analysis, because the target shape (circle or square) alternated every 
other each session. During the course of training, responses became faster and more 
accurate as measured by response time and cf (Appendix FI). A within-subjects ANOVA 
showed a significant main effect of Training Session for response times, F(3, 48) = 6.1, p 
< .001, and for measures of d', F(3, 48) = 16.5, p < .001. Additionally, the within-subjects 
ANOVA showed a main effect of Vertical Location (distal location omitted from training 
sessions) for both response times, F(4, 64) = 4.6, p = .002, and for measures of d', F(4, 
64) = 8.7, p < .001, indicating that shapes at the aligned aperture location were detected 
faster and more accurately than shapes at other aperture locations.
Shapes were preceded by valid or invalid sounds. Accordingly, we analyzed VEs for 
shape detection pooling consecutive training sessions (circle + square; Figure 2a). There 
was a significant interaction of Training Session x Location for response times, F(12,
192) = 2.0, p = .029, reflecting a location-specific change of the validity effect over 
training sessions. In order to examine this interaction, paired samples t-tests were done
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separately for the VE at each aperture location. For the trained location (Pt) targets were 
always preceded by valid sounds. Therefore, baseline differences (valid Pu vs. valid Pt at 
start of training) were removed and valid trials at Pt were compared with invalid trials at 
the untrained location (Pu). At aligned (A) locations, crossmodal facilitation (faster 
responses to validly cued shapes than to invalidly cued) was observed during early 
training (sessions 1/2), f(16) = 2.4, p = .032, but it disappeared as training continued. At 
the trained location (Pt), crossmodal facilitation was initially absent but emerged in later 
sessions: that is 5/6, f(16) = 2.6, p = .020, and 7/8, f( 16) = 2.7, p = .014. No crossmodal 
facilitation was found for the untrained (Pu) control location.
Aim 2 Results
Tests. Audio-visual interactions were tested pre and post training for two vertical 
aperture locations (Pu, Pt) and two SOAs (150 and 1000ms). The sound cue was 
presented from either the same (valid) or opposite (invalid) side relative to the Gabor, 
and results are analyzed with regard to the validity effect (VE; valid-invalid for 
performance measures, invalid-valid for response time). See Appendices H and C for 
raw performance data and explanation of how VE is calculated using valid and invalid 
data, respectively. Since no orientation, eye or location had been trained before the first 
test, the only two factors for this test were SOA and validity. No interactions were 
expected at the first test as only the proximal locations were used in this study, and 
significant crossmodal effects were seen only at aligned locations (A) in the first test of 
Aim 1. There was a significant interaction for accuracy, but not for response time 
measures, F(2, 57) = 34.67 p = 1.41 x 10'10 & F(2, 57) = 0.22, p = .8, respectively.
Paired t-tests revealed a significant difference between valid trials at the short versus the 
long SOA for both accuracy and response time for Gabor orientation discrimination: f(9)
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= 2.81, p = .02 and t(9) = 2.34, p = .04, respectively (see Appendix Hi for Test 1 data). 
There were no significant differences between validities or SOAs for the face/house 
discrimination.
The general accuracy VE trends from the first test also follow the Aim 1 results with 
regard to Gabor discrimination, showing a slight tendency of increased accuracy when 
sounds came from the valid side than from the invalid side after the short (150ms) SOA 
(Appendix Hi). This insignificant crossmodal facilitation was similar to the lack of 
significant facilitation seen at the proximal locations in the results of Aim 1 (Figure Id, 
right). Gabors following the sound after 1000ms were less accurately discriminated 
following a valid sound cue when compared to those following an invalid sound cue - 
reflecting a trend of crossmodal IOR (Appendix H,), and suggesting that sounds impaired 
visual discrimination at proximal (P) locations for Gabor discrimination similarly for this 
task as in the Aim 1 discrimination. No significant VEs were seen for pooled 
faces/house or orientation discrimination at either SOA in the first test, yet the data does 
not seem to suggest that IOR affects this task in a monocular setting (insignificant trend, 
Appendix Hi). However, when the data is split into locations and eyes to be trained there 
is a significant negative short-term accuracy VE significant for faces and houses for the 
eye and location to be trained, f(9) = 2.29, p = .024, and a negative RT VE significant for 
orientation discrimination for the eye to be trained and location to be untrained f(9) = 
2.12, p = .031 (Appendix Ha).
Since individual differences in crossmodal cuing effects vary by subject, and since 
the primary interest of this aim was to investigate how multisensory perceptual learning 
can affect audio-visual interactions, Figure 3c illustrates subject averages of the change 
in the VE between the post-training test and the pre-training test [Change in VE = (Test
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2 Valid -  Test 2 Invalid) -  (Test 1 Valid -  Test 1 Invalid)] for discriminations of the 
trained orientation stimulus, Figure 3d shows the same for the face stimulus. Keep in 
mind that there is no aligned location, so I will only be comparing trained and untrained 
proximal (Pt, Pu) locations. Using change as a measure of learning is common in PL 
studies (Ahissar & Hochstein 1997, Watanabe et al 2001, Seitz & Watanabe 2005, Beer 
& Watanabe 2009) and by using the change in VE we are also eliminating any 
dependence on individual subject performance and reducing effects of visual bias, as VE 
is a measure of the difference between valid and invalid cuing effects for the same visual 
stimulus. For the short (150ms) SOA, training resulted in a spatial shift of crossmodal 
facilitation towards the trained (P,) location seen as increased response time VE for the 
trained orientation (Figure 3c). This increased facilitation with the short SOA was 
specific to the orientation, location and eye exposed and/or targeted during training 
sessions. A paired samples t-tests indicated that at the second test, response time VE 
increased significantly from the first test VE and significantly different from zero for the 
trained orientation at the proximal trained (Pt) location in the trained eye in the short­
term, t(9) = -2.45, p = .018. For the face/house discrimination task, significant changes 
were seen as increased IOR for faces only. This change was both location and eye 
specific for test one versus test two, as well as from zero, in the short- and the long-term, 
f(9) = 2.46, p = .018, f(9) = 2.26, p = .025, respectively (Figure 3d).
For the long 1000 ms SOA, the crossmodal RT IOR for Gabors at the trained 
proximal location (Pt) did not increased significantly; the increase in IOR seen for the 
trained orientation and eye for this location was, however, close to significant from zero, 
f(9) = 1.58, p = .075. Orientation-specific training also led to a loss of IOR significant 
from zero for the untrained location in the trained eye for the trained orientation, f(9) = -
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1.83, p = .050 (Figure 3c). Interestingly, similar to the untrained distal locations from Aim 
1 (Du/Dt), the auditory-induced IOR observed in the first test session also decreased 
significantly at the second test session (compared to no change) for Gabors of untrained 
orientation in the untrained location with the untrained eye, f(9) = -1.94, p = .042 
(Appendix Hm); note that these locations were involved in training sessions, but the eye 
and orientation were not. For the face/house discrimination task, significant changes 
were seen as increased IOR for faces only. This change was specific for both trained 
location and for trained eye, for test two versus test one and versus zero in both the 
short- and long-term, f(9) = 2.46, p = .018 and f(9) = 2.26, p = .025, respectively (Figure 
3d).
Training. Shape detection performance during training sessions improved across 
sessions as illustrated in Figure 3b. Data from two consecutive training sessions were 
pooled for this analysis, because the target shape (circle or square) alternated every 
other each session. During the course of training, responses became faster and more 
accurate as measured by response time and cf (Swets, 1973). Shapes were preceded 
by valid or invalid sounds. VEs for shape detection were not analyzed for training 
sessions in this study due to the reduction of aperture locations and unknown 
consequences of attempting to change the arrangement of AV space without having a 
baseline aligned location. With an aligned location it is safe to assume (based on Aim 1 
results) that sounds are initially linked to the aligned location by some mechanism(s). 
Without a location that is aligned with the sound location there could be a ventriloquism 
effect because there is no stimulus appearing at the sound. Despite the possibility of 
this effect, since the change in VE was analyzed, any behavioral changes due to 
absence of an aligned location should be present in both test sessions and therefore this
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effect should cancel itself out leaving us only with trained crossmodal effects. Since 
there was no calculation of VE, there is no comparison of changes in VE over training 
session by location.
Aim 3 Results
Tests. Audio-visual interactions were tested pre and post training for three vertical 
aperture locations (Pu, A, Pt) and two audiovisual SOAs (avSOAsm 150, and 1000ms). 
The sound cue was presented from either the same (valid) or opposite (invalid) side 
relative to the Gabor, and results are analyzed with regard to the validity effect (VE; 
valid-invalid for performance measures, invalid-valid for response time). See Appendix C 
for an explanation of how VE is calculated using valid and invalid data. Analyses for this 
aim focus mainly on measure of d prime (d*), which takes into account both accuracy 
and false alarm measures to yield a measure of detectability. For instance, a subject 
with correct detection (hits) at 75% correct and 90% correct rejections (10% false 
alarms) yields a d’ of a bout 2 (75% correct rejections d’= 1.3). Figure 4b sows 
psychometric functions of d’ versus visual SOA(visSOA, stimulus-to-mask time); light 
grey line is d’=2. A within-subjects ANOVA on of’ during the first constant method test 
session (Figure 4b) revealed a significant effect of visSOA, F(4,190) = 25.57, p = 5.85 x 
10-17, and of visSOA by location, F(9,180) = 12, p = 9.80 x 10'15. In order to resolve the 
interactions seen for of’, separate analyses were conducted for each location and 
avSOA. Paired t-tests were run to investigate specific significant differences which were 
defined as below .025 and .017, according to Bonferroni corrections for multiple statistics 
on two and three aperture locations at test 1 and 2, respectively; no corrections were 
applied to statistics for the staircase group which had a smaller N and a smaller number 
of conditions (no visSOA comparisons).
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Odd-element arrays following sounds after 150ms were detected more accurately 
when sounds came from the valid side than from the invalid side. A within-subjects 
ANOVA revealed a significant effects of both visSOA, F(4,90) = 9.80, p = 1.30x x 10"6, 
and Validity F(1, 90) = 2.6, p = .030. Subsequent paired samples t-tests indicated that 
this facilitating crossmodal VE was strongest for visual field locations that overlapped 
with the sound source (A) at the shortest visSOA, but was nonexistent at neighboring 
aperture locations (P) at any visSOA. Differences between d’ measures for valid versus 
invalid cuing were only seen when d’ (detection) was low; with valid cues resulting in 
better detection (higher d’) when the task is difficult; trend at the 30ms visSOA f(9) = 2.3, 
p = .065 (Figure 4b, left). At the proximal location, there was a significant difference 
between d' measures for valid versus invalid cuing at the 130ms visSOA, with invalid 
cues resulting in better detection when the task is easier, f(9) = -2.46, p = .018 (Figure 
4b, right).
Detection of odd-element arrays following the sound after 1000ms showed no 
interaction or main effect relating to the vertical location of the arrays or the validity of the 
sounds cue at the first test. There were also no significant changes observed at this 
avSOA, suggesting that long-term crossmodal cuing effects do not effect this task at any 
of the tested locations (A, P, D). Data from the 1000ms avSOA will not be reported 
here. Figure 4c illustrates the VEs at each location. Valyes are plotted spatially around 
the aligned sound location, with one spatial arrangement represented for each task 
difficulty (visSOA). Recall that task difficulty decreases as visSOA increases. Short­
term crossmodal facilitation was seen only at the three hardest task difficulties for the 
aligned location, all differences significant from zero [30ms, f(9) = 2.3, p = .024, 45ms,
f(9) = -3.04, p = .007, and 75ms visual SOAs, f(9) = -2.86, p = .009] while proximal
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locations were inhibited at an easier task level [130ms visual SOAs, t(9) = 2.46, p =
.018]. For assistance in the discussion of these results I have included the lower-limit 
79% detection threshold results from the first (pre-training) test for the staircase test 
group; no significance was found between valid and invalid thresholds within or between 
locations at the first staircase test (Figure 4d); see Appendix K for averaged test 1 
staircases by location and validity.
Figure 5 covers the data from the subset of subjects who were exposed to both odd- 
element array orientations during training, i.e. they were not trained on one array 
orientation. Figure 5b illustrates lower-limit 79% detection threshold results from the 
second staircase test, as well as the change in detection threshold VEs for this test 
group. Only one of the three subjects that participated in the staircase test sessions was 
trained on one array orientation, so all three subjects are presented together. Despite 
an increase in lower detection threshold (subjects needed a longer visSOA to perform at 
79% in test 2, as compared to test 1; compare Figures 4d and 5b, top) at the post­
training staircase test, paired t-tests revealed significant a difference in the VEs at all 
locations, most strongly for the aligned (A) and trained proximal (Pt) locations, [at A f(2)
= -5.28, p = .017, at Pt f(2) = -6.86, p = .010, at Pu f(2) = 3.42, p = .038; Figure 5b, top], 
when there was little to no VE at any location at the first test. This change can be seen 
more clearly in the bottom panel of Figure 5b, which illustrates the change in threshold 
VEs from pre- to post-test by location and avSOA. The aligned and trained locations 
show increased short-term facilitation of detection threshold from valid versus invalid 
cues (increased VE); the untrained location shows an opposite effect. Changes at the 
aligned and untrained location are different from zero, significant at A f(2) = -6.41, p = 
.012, trend at Pu t(2) = 2.43, p = .067. As stated before, no significant changes were
seen at the 1000ms avSOA and staircase statistics are not corrected for multiple 
analyses.
Psychometric functions of d ’ versus task difficulty with a 150ms avSOA are 
illustrated by location in Figure 5c for the second (post-training) constant method test. 
Figure 5d shows subject averages of the change in the d’ VE between the post-training 
test and the pre-training test [Change in VE = (Test 2 Valid -  Test 2 Invalid) -  (Test 1 
Valid -  Test 1 Invalid)]. Again, by using the change in VE we are eliminating any 
dependence on individual subject performance, as VE is a measure of the difference 
between valid and invalid cuing effects. For hard task at the short (150ms) avSOA, 
training resulted in a spatial shift of crossmodal facilitation from the aligned (A) to the 
untrained (Pu) location. Paired samples t-tests indicate that the VE increased at the 
proximal untrained (Pu) location, reflecting crossmodal facilitation of detection, and 
decreased at the aligned (A) location for all but the easiest task difficulties in the second 
test session when subjects are not exposed to orientation-specific stimuli during training; 
significant at 30ms visSOA Pu f(4) = -4.06, p = .008, at 45ms visSOA A f(4) = 4.51, p = 
.005; at 130ms visSOA Pu t(4) = -6.03, p = .002. Other changes at these locations were 
trends, at 30ms visSOA A f(4) = 2.11, p = .051; at 45ms visSOA Pu t{4) = -2.97, p = .020; 
at 75ms visSOA A f(4) = 2.02, p = .057; n=5. No significant changes were observed at 
the trained proximal (Pt) location. For the long (1000ms) SOA, the crossmodal d’ VE of 
IOR for odd-element arrays at the aligned and proximal locations (Pu/A/Pt) did not 
change significantly after training on the constant method test in the subset of subjects 
trained on both array orientations.
Figure 6 covers the data from the subset of subjects who were exposed to only 
one odd-element array orientation during training. Psychometric functions of d’ for both
orientations (pooled) versus task difficulty with a 150ms avSOA at the second (post­
training) constant method test are illustrated by location in Figure 6b; there are no 
significant differences. Figure 6c shows subject averages of the change in the d’ VE 
between the post-training test and the pre-training test [Change in VE = (Test 2 Valid -  
Test 2 Invalid) -  (Test 1 Valid -  Test 1 Invalid)] for the trained and untrained array 
orientations separated into two graphs (top and bottom, respectively). For the short 
avSOA, training resulted in an increase of crossmodal facilitation for the trained array 
orientation at the untrained (Pu) location when the task was easier; trend from zero, f(4)
= -2.20, p = .046 (Figure 6c, top). No significant changes were observed at the trained 
proximal (Pt) location, but training did result in a loss of crossmodal facilitation for the 
untrained array orientation at the aligned (A) location at medium task difficulty; trend at 
the 75ms visSOA t(4) = 2.47, p = .034 (Figure 6c, bottom); this change occurs at a 
visSOA that falls below the threshold for the aligned (A) location (~100ms, Figure 5b, 
top).
See Appendix J for d’ results for the long SOA. Long-term crossmodal cuing led to 
facilitation, or an increase in d’ VE instead of increased IOR for untrained odd-element 
array orientations at the proximal untrained location (Pu). Significant increases in long­
term facilitation was seen at this location when the task was hardest [at 30ms visSOA Pu 
t(4) = -5.26, p = .003, (Appendix J)]. Increased facilitation was also seen for the long 
SOA and trained array orientations, but only at the proximal trained (Pt) location when 
the task was hardest; trend at 30ms visSOA f(4) + -2.36, p = .039 (Appendix I).
Training. Data from two consecutive training sessions were pooled for this analysis, 
because the target shape (circle or square) alternated every other each session. During 
the course of training when both array orientations were exposed subject responses
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became slower and less accurate as measured by response time and d  (Figure 5a). 
There was no significant difference on either measure between training session 1 and 
session 8. These same measures became faster and more accurate when only one 
array orientation was exposed during training (Figure 6a). There were no significant 
differences between d’ or response time performance at training session 1 versus at 
session 8.
Shapes were preceded by valid or invalid sounds. Accordingly, we analyzed VEs for 
shape detection pooling consecutive training sessions (circle + square; Appendix I). 
There was no significant interaction of Training Session x Location for response times, 
for either trained group (orientation specific or both orientations). For the trained location 
(Pt) targets were always preceded by valid sounds. Therefore, baseline differences (valid 
Pu vs. valid Pt at start of training) were removed and valid trials at Pt were compared with 
invalid trials at the untrained location (Pu). Response time VE increased over training 
sessions for the proximal trained location in the group trained with both odd-element 
arrays, while all locations (Pu,A,Pt) showed a general increase in response time VE in 






The results from Aim 1 show that there are two different mechanisms of crossmodal 
interactions: crossmodal facilitation and crossmodal inhibition. Crossmodal facilitation 
emerges immediately, fades quickly, and shows a sharp spatial gradient while 
crossmodal inhibition develops more slowly and affects visual processing across a large 
proportion of the visual field with virtually no difference across the tested aperture 
locations (Figure Id). These findings support the suggestion that crossmodal inhibition 
reflects higher-level processes (e.g., oculomotor systems) (Mayer et al 2004) that may 
affect several visual field locations by feedback loops. In contrast, crossmodal 
facilitation likely reflects mechanisms at a relatively early processing level (Foxe and 
Schroeder 2005, Budinger et al 2006, Leo et al. 2008, Beer and Watanabe 2009).
Accordingly, these two processes of crossmodal interactions are affected differently 
by experience-dependent plasticity. For the early crossmodal facilitation process, 
crossmodal training resulted in a shift of the audiovisual tuning curve from the generic 
(A) to the trained location (Pt, Figure 2b). This shift resulted from a gradual decrease of 
generic audio-visual links and a gradual increase of new crossmodal spatial associations 
at the trained location over training sessions (Figure 2a, Appendix Gi). A trend of this 
shift remains 3 days after training (Figure 2d). From these results I can conclude that 
the mechanism controlling short-term crossmodal facilitation is plastic, and that the 
spatial arrangement of the auditory and visual inputs feeding into this mechanism can be 
shifted using task-irrelevant perceptual learning (TIPL).
For the late crossmodal interactions, training affected visual perception only in 
regions remote from the trained region (Du, Dt) - effectively shrinking the scope of
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crossmodal inhibition of return (IOR). However, this trend of lost IOR does not persist 3 
days after training except at the trained location, and it does not affect novel stimuli 
(stimuli not involved in the training sessions; Figure 2c & d). If IOR were due to 
feedback from oculomotor areas, say to inhibit eye movements away from fixation 
towards the sound cue or visual stimulus, this inhibition would not be expected to last 
after rigorous training ceased on a daily basis. This would suggest that changes in IOR 
at the post-training tests were due to some sort of oculomotor adaptation, and not to PL. 
The loss of long term changes in IOR and the persistence of the short-term spatial shift 
support the conclusion that crossmodal facilitation and crossmodal IOR are controlled by 
(at least) two separate mechanisms. The following Aims (2 and 3) were developed to 
investigate the results from this Aim 1 experiment, and all following results will be 
discussed with regard to the results from Aim 1.
Possible Facilitation Mechanism
(See Appendix Gj) Suppose crossmodal facilitation affects the visual system in the 
manner of a finely tuned facilitatory Gaussian. The peak of excitation from the auditory 
cue would lie at the aligned (A) location (and if this system utilizes lateral inhibition, this 
same cue would yield little to no facilitation effect at neighboring (P) locations). 
Crossmodal training shifts this excitation Gaussian to the trained (Pt) location from the 
aligned (A) location.
Aim 2 Discussion
The results from Aim 2 cannot confirm the two different mechanisms of crossmodal 
interactions since all tests used locations that were only proximal to the sound source. 
There was no aligned location to shift facilitation from, so I can only compare the effects 
of misaligned crossmodal training on a trained versus an untrained location neighboring
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a sound source. Subject performance was quite high for this experiment, and you need 
subjects to perform below 100% on valid or invalid trials to calculate a VE, so analyses 
of RT were compared instead of accuracy; see Appendix H for accuracy and additional 
RT graphs. There was no significant short-term crossmodal facilitation at the short SOA 
or long-term inhibition at the long SOA (Appendix Hi) at the first test session, just as 
seen in Aim 1 for the proximal (P) locations. The spatial specificity of early visual areas 
is due mostly to the receptive field (RF) size of cells in that area; e.g. SC and VI cells 
have visual RF sizes of less than 3° of visual angle (Wallace et al 1996, Smith et al 
2001); if you hold your thumb out in front of you at arms length it’s width is about 2°. All 
visual apertures in Aim 1 and Aim 2 were 6° in diameter, and therefore each aperture 
should have stimulated a different cell in these early visual areas. Lack of crossmodal 
effects at locations proximal to the sound in a monocular pre-training test supports the 
conclusion that generic short-term crossmodal connections show a sharp spatial 
gradient while a trend towards inhibition for Gabor discrimination at the long SOA 
suggests that global inhibition may still be in effect here (Apendix Hi).
Note that the approach of multisensory perceptual learning used in this dissertation, 
in which specific aspects of multisensory integration are trained, substantially differs 
from previous approaches that tested for multisensory plasticity based on unspecific 
experience after sensory deprivation (e.g., blindness, deafness; BGchel et al 1998,
Finney et al 2001) or prism adaptation (Zwiers et al 2003). Low-level plasticity may be 
gated by a reinforcement signal (Seitz and Watanabe 2003) or by inhibitory mechanisms 
(Gutfreund et al 2002). Both the SC and cortical layers of VI receive afferent projections 
from the retina (deep layers of the SC also receive auditory and somatosensory inputs) 
that also stimulate inhibitory (GABA) interneurons (Alvarado et al 2008) and receive
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feedback from higher cortical areas, making both of these controlling signals (inhibition 
and reinforcement) possible candidates for anatomical areas involved in the plasticity of 
short-term facilitation effects. However, visual neurons in the SC are also binocular 
(Wallace et al 1996), while this experiment was monocular.
For the early crossmodal facilitation process, orientation and eye-specific 
crossmodal training resulted in a shift of the audio-visual tuning curve towards the 
trained location (Pt) for detection of Gabors of trained orientation only in the trained eye. 
This specificity points to early visual processing areas, where retinal inputs to the visual 
system are still separated by eye and orientation such as in the dorsal LGN (separated 
by eye) and layer 4c of VI (separated by eye and orientation). Crossmodal facilitation 
was observed only for the audio-visual association (i.e. location, eye, orientation) that 
was paired with a relevant target shape during training, despite the fact that other sound- 
Gabor pairs were equally often presented at other locations (Pu). In addition, eye- 
specific short-term inhibition was seen for faces at the trained (Pt), but not at the 
untrained (Pu) location (Figure 3d). The face stimulus was not involved in training, nor 
should it stimulate early visual areas as well as it should cells in the fusiform face area 
(FFA). It remains possible that binocular disparity cells, which need input from both 
eyes, must be crossmodally trained to enable crossmodal facilitation of higher-order 
visual stimuli. Taking these short-term results into account with the Aim 1 effcts I can 
conclude that misaligned crossmodal TIPL can shift the locus of facilitation to the trained 
location only for the stimulus conditions (and presumably cell at the processing levels) 
involved in the TIPL training. Plasticity of crossmodal interactions, with regard to 
facilitation, may also rely on a gating mechanism that is specific to the areas involved in
TIPL.
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For the late crossmodal interactions, training affected visual perception differentially 
at the trained (Pt) and untrained (Pu) locations; eye- specific increases in crossmodal 
inhibition of return (IOR) were observed for the trained orientation and significantly for 
the face stimulus at the trained location. This result does not refute the possibility that 
IOR is initiated at higher cortical processing areas and can feed back to early visual 
areas. Auditory signals reach A1 from sound onset in less than 60ms, and these signals 
can be either transient or sustained (Seifritz et al 2002). A1 then has direct projections 
to VI in both humans and in monkeys (Eckert et al 2008, Wang et al 2008). In primates, 
visual signals propagate to areas MT, FEF and V4 within 130ms (Schmolesky et al 
1998). Taking into account these signaling latencies as well as what is known about RF 
size and stimulus specificity along the visual processing hierarchy, it is clear that short­
term visual stimuli can easily be facilitated specifically by sustained crossmodal inputs 
that effect visual processing, proceed up the visual heriarchy through the fedforward 
sweep and persist for up to 300ms. Meanwhile, with a 1000ms avSOA, unimodal visual 
feedback from extrastriate areas and crossmodal feedback from parietal and temporal 
areas have plenty of time to reach VI and/or subcortical visual areas, while direct 
feedforward crossmodal signals have had plenty of time to subside. From these 
latencies and the increased IOR seen for both trained Gabors and for the face stimulus I 
will conclude that long-term crossmodal inhibition can be trained to effect a specific 
retinotopic location if the training is monocular, and the IOR will inhibit this location at all 
levels of processing.
Possible Facilitation Mechanism
Suppose short-term crossmodal facilitation affects the visual system in the same 
antagonistic manner of balancing excitation and inhibition that the visual system uses to
66
increase resolution (i.e. center/surround antagonism where one area of the RF, or 
syncytium of cells, responds in a positive manner to increases in luminance, while the 
other area(s) respond negatively to the same change). If a difference of Gaussians 
(DOG, the one that represents excitatory effects over a neural network from Aim 1 and 
one that represents inhibitory effects, Appendix Gjj) is placed over the graph of short­
term facilitation from pre-training test of Aim 1 the peak of excitation from the auditory 
cue would lie at the aligned (A) location, while lateral inhibition resulting from this same 
cue would average out excitatory responses at neighboring (P) locations (See Appendix 
Gjii, left). Crossmodal training shifts the excitation Gaussian to the trained (Pt) location 
as the aligned (A) location looses its excitation (Appendix Gin. right). These monocular 
results fit with this updated (lateral inhibition) mechanism, and we can assume that 
crossmodal TIPL training only effects trained conditions; that is, only multisensory 
connections innervating the trained conditions (eye, location and specific stimulus) 
experience the spatial shift (Figure 3c). The increased short-term crossmodal inhibition 
at the trained location and eye for the face stimulus could be explained by a shift of only 
the broad inhibitory Gaussian towards the trained location (Pt) while the excitatory 
Gaussian remained at the sound location or if short-term inhibition increased at both 
proximal locations (Pu, Pt) for this stimulus because the stimulus was not involved in 
training (Pu shows a tendancy towards short-term inhibition as well, Figure 3d).
Aim 3 Discussion
The experimental arrangements of Aim 3 allowed us to look at crossmodal changes 
over various task difficulties. It is also helpful to compare the results of the two testing 
methods, staircase and constant methods. In the staircase test sessions, subjects 
completed three low-end threshold blocks per location (Pu/A/Pt) for a total of nine blocks;
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locations were separated by block. Since the aperture locations were not all presented 
together, there could be effects of bias or (weak) ventriloquism effect per block; staircase 
tests were concluded once it as confirmed that threshold was within the range of 
visSOAs chosen for the constant method tests. At the first test, the sharp spatial 
gradient of crossmodal facilitation is evident only when the visual task is hard (Figure 1 b, 
1c). Crossmodal facilitation was seen only at locations aligned with the sound (A), and 
only at visual SOAs (visSOAs) below the 79% threshold (valid and invalid thresholds 
equal, Figure Id): aligned threshold = 80ms visSOA, aligned location had significantly 
positive VE at 30, 45 and 75ms visSOAs. This means that when the visSOA between 
the array and the mask is too short to yield 79% accuracy, valid crossmodal cues 
increase visual detection capabilities at locations aligned with the sound. Although the 
uniform or odd-element arrays were only visible for 16ms, the salience of the array 
stimulus icon remains until it is perturbed by the onset of a mask, which disrupts the icon 
trace (Smith et al 2000). As the visSOA between array and mask becomes shorter the 
visual system has less time to analyze the icon trace before the mask erases it. This 
decreased time with the icon trace would result in more internal noise at the decision 
making stage. The increase of crossmodal facilitation for valid cues with increased 
internal noise is mirrored by the increase of unimodal facilitation of valid cues with 
increased external noise (Dosher & Lu 2000). Furthermore, backv/ard masking shortens 
the processing time required to resolve the icon trace leading to a larger d’ value through 
a mechanism termed ‘dynamic signal enhancement’ (Liu et al 2009), and short-term 
valid crossmodal cues could further bolster this masking effect in a spatially-specific
manner.
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In the macaque monkey, visual information has only reached the LGN within 45ms, 
so the two hardest detection levels in this experiment would in theory be relying on icon 
traces derived from the LGN. By 75ms visual inputs have reached V I, V3 and 
extrastriate areas of the dorsal stream (MT/MST, FEF), which is not responsible for 
object identification; the ventral stream (V2, V4) does not complete processing of the 
visual stimulus until >110ms post-stimulus (latencies from Schmolesky et al 1998).
These latencies suggest that cells in V I can easily complete the odd-element detection 
task at visSOAs longer than the threshold of 80ms by unimodal processes alone. If valid 
crossmodal cues can enhance the array signal over invalid sounds it can be suggested 
that the visual system only utilizes these crossmodal mechanisms for assistance when 
the visual task becomes difficult and/or it needs support from the crossmodal signal to 
shorten icon processing time.
Due to the fact that the group of subjects trained on both odd-element array 
orientations showed a decrease in target detection along with an increase in response 
times overtraining sessions, it is hard to be convinced of the changes in validity effect 
observed from this group. According the results of Aims 1 and 2, crossmodal facilitation 
shifts from the aligned (A) to the trained (Pt) location due to the consistent reward of a 
target shape following a valid sound cue only at trained locations (Figure 2a). If a 
subject’s target detection declines over training sessions, the efficacy of this reward is 
diminished.
Despite this fact, the trend of lost facilitation at the aligned location (A) for visSOAs 
which again coincide with the valid visSOA threshold at test 2 (Figure 5b, top) could 
support a conclusion that exposing multiple orientations of odd-element arrays during 
training shifts facilitation away from the aligned (A) location (Figure 5d, Figure 2a, b).
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Going along with comparing the staircase results to constant method results, the 
untrained location (Pu) experienced a significant decrease in visSOA threshold from pre- 
to post-training; if the visual system recruits crossmodal cues when the task becomes 
difficult, the increase in validity effect for almost all visSOAs below the valid threshold for 
the untrained location at the second test (175ms, Figure 5d and 5b, respectively) may 
indicate that the task had become generally more difficult at this location than at the 
aligned (A) or trained (Pt) locations.
In contrast to the group of subjects trained on both array orientations, subjects 
trained on only one array orientation did not show a loss of facilitation at the aligned (A) 
locations except with the untrained array orientation just below the 79% visSOA 
threshold (100ms) at the second test; the trained array orientation shows a trend of 
facilitation at the trained location for this same just-below-threshoid visSOA (Figure 6c, 
bottom and top, respectively). This group did improve (d’ and RT) over training (Figure 
6a), yet there was no shift of facilitation effect over training sessions with regard to 
location (VEs at session 7/8 are almost identical for Pu, A, and Pt, Appendix lm). With 
more subjects in the trained orientation group, trends of crossmodal facilitation for the 
trained array orientation at the trained location (Pt) and trends of loss of facilitation at the 
aligned location (A) could emerge further below threshold, yet no solid conclusions can 
be drawn from the present data.
Long-term effects on d’ were not present initially and did not change in any 
systematic way (Appendix J) following crossmodal training. There was no increased IOR 
for response time or for d’ at the long SOA for either array orientation in subjects trained 
on only one array orientation.
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The test sessions of Aim 3 were modeled after the detection task used by Ahissar & 
Hochstein (1995, 1997, 2004) who claim that learning this task relies mostly on early 
visual areas. In their studies, they define learning as increased visual detection at 
shorter visSOA thresholds seen after experience with the oriented arrays task (odd- 
element among other elements versus uniform arrays), and claim that the amount that 
this learning transfers to a different task with the same stimulus is related to the 
processing level of the learning (Ahissar & Hochstein 1997, 2004). This was one reason 
(narrowing down processing areas) that the odd-element detection task was used in this 
dissertation (as contrast to the discrimination tasks in the preceding aims). In the 
present study, subjects only had (training) experience with temporally salient, unmasked 
odd-element arrays; arrays were exposed during training, but not masked. Backward 
masked stimuli utilize dynamic signal enhancement to shorten the processing time 
required to resolve the icon trace and yield a larger d’ value (Liu et al 2009) while 
unmasked stimuli do not require dynamic signal enhancement. Following with the 
conclusion from Aim 2 that short-term crossmodal facilitation only shifts to trained 
locations that contain the same conditions (i.e. eye and orientation) that were tied to 
targets with consistently valid cues (as reward) at this location, if the salience of the task- 
irrelevant visual stimulus (the array) in training sessions is incongruent with the salience 
of the masked stimulus in the test sessions, crossmodal TIPL may not be able to transfer 
from the training to the test stimuli in Aim 3. During training sessions the odd-element 
array stimuli were also visible for much longer than during test sessions (200 versus 
16ms, respectively), which could have either biased the visual system by linking the 
auditory cue to a temporally salient odd-element array and possibly increasing false 
alarms for validly cued distractor arrays (the response key was even the same for
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targets in training and in test sessions), or could have redefined the threshold for icon 
trace resolution at 79% detectability. This latter hypothesis is supported by the fact that 
the task-irrelevant odd-element arrays were visible for 150ms before the onset of the 
target or distractor shape during training, and the post-training visSOA threshold for 
aligned (A) and proximal trained (Pt) locations were quite close to this length of time, at 
just below 125ms (aligned and trained locations both showed an improvement in valid vs 
invalid detection threshold (VE), Figure 5b bottom; these locations also showed a 
tendency towards increased/lost facilitation for the trained/untrained array orientations, 
respectively (Figure 6c). d’ did increase at test 2 for both training groups (compare 4b to 
5c and 6b), and seems to increase the most at the trained location and orientation for 
subjects trained on one array orientation. Therefore, a lack of increased facilitation at 
test 2 for the trained location and/or orientation could mean that crossmodal TIPL 
training may have only effected this task unimodally (increased detection with no change 
VE could mean that the visual system is not using the trained crossmodal associations 
to complete the task at test 2).
Possible Facilitation Mechanism
With the variable data from Aim 3 it is hard to draw conclusions about how 
misaligned crossmodal TIPL training affects detection of masked stimuli at various task 
difficulties. However, when the results of this experiment are combined with the results 
from Aims 1 and 2, a clearer picture begins to form. It was concluded from Aim 1 that 
the short-term facilitation mechanism has a sharp spatial gradient tuned to the aligned 
(A) location at the pre-training test and that the spatial arrangement of this facilitation 
can be shifted to proximal locations (Pt) using misaligned crossmodal TIPL training 
(Appendix Gj, Gin). When considering the results from Aims 2 and 3, it becomes
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apparent that more than one short-term mechanism may exist. (**The mechanisms 
suggested from this point on are speculative, based on the current literature and results 
discussed thus far**)
One mechanism operates at a binocular level, and dominates at the pre-training 
test; this mechanism has a sharp spatial gradient and is not specific for orientation. This 
mechanism is only specific for location in the short-term, and may also be responsible 
for weak, global IOR for Gabors at pre-test in Aims 1 and 2 (Figure Id, right, and 
Appendix Hi). Loss of short-term facilitation at the aligned location is mediated by this 
binocular mechanism when the locus of facilitation is shifted binocularly during training, 
and this shift is not specific to one stimulus; as seen in the short-term changes in VE at 
the aligned location (A) both in Aim 1 (Figure 2b), and in the group trained on both array 
orientations from Aim 3 (Figure 5d). A possible origin of a non-specific mechanism such 
as this is the superior colliculus (SC), which contains binocularly driven visual cells in the 
deep multisensory layers that are poorly selective for orientation (Wallace e ta l 1996); 
these multisensory layers contain both uni- and multimodal cells. Direct connections 
from the retina to the SC and from the deep layers of the SC to visual exstrastriate areas 
support the idea that crossmodal facilitation from a non-specific mechanism could 
originate in the SC and then feedback to early visual areas from extrastriate areas (i.e. 
MT; see connections of SC versus LGN in Appendix A). Given the previously mentioned 
speedy latencies of the dorsal pathway (Schmolesky et al 1998), this suggested 
mechanism could also account for facilitation of the aligned (A) location in test 1 of Aim 3 
and for the loss of this facilitation at test 2 only when the visual task is difficult; since the 
dorsal stream is only specific to location and does not need to analyze orientation, visual
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signals are processed faster and faster processing time means that crossmodal cues 
have increased integration time with the visual icon trace.
Because area MT has a latency for visual stimuli that is close to that of area FEF, 
and because both the SC and area FEF are known to control eye movements, this 
mechanism can account for short-term facilitation and long-term inhibition of return. A 
spatially specific, strong facilitation response driven by SC neurons may persist in the 
short-term, then be overcome by inhibition that diffuses spatially during feedback (due to 
restrictive eye movement signals from FEF or to a refractory period of the SC-derived 
facilitation) in the long term (i.e. Figure Id, right). This mechanism may also be 
responsible for spatially specific increases in binocular long-term IOR, seen as a trend at 
the trained location (Pt) in Aim 1 (Figure 2b), significantly for faces at the trained location 
in Aim 2 (Figure 3d), and (for RT measures over difficult visSOAs) at the trained location 
for the group that was not trained on one array orientation in Aim 3 (Appendix In, top 
right). None of these testing conditions overlap with any training condition besides 
trained location.
The second crossmodal mechanism is specific to trained condition(s) (e.g. 
orientation, eye, and location and avSOA). This means for all experiments in this 
dissertation it is strictly short-term, and is most likely originating from or acting on cells in 
the orientation and eye specific layer 4c of visual area VI (recall that V I receives direct 
afferents from A1, Wang et al 2008). This mechanism shifts only with trained conditions; 
seen as an increase in spatially specific short-term facilitation of trained Gabor 
orientations at the trained location in the trained eye in Aim 2 (Figure 3c), and as a trend 
at the trained location with the trained array and the trained visSOA/icon trace time 
(which was approximately equal to array exposure time during training in Aim 3; Figure
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6c, top). This mechanism did not lead to increased short-term facilitation at trained 
locations for face (Figure 3d) or house stimuli, nor for other stumuli that were not 
involved in training such as the untrained orientation with the untrained eye in Aim 2 
(Appendix H^). This attribute-specific mechanism also did not lead to facilitation of 
untrained array orientations at trained locations (Figure 6c, bottom), nor when more than 
one array orientation was involved in training in Aim 3 (Figure 5d).
Conclusions
Aim 1 was to systematically examine the short- and long-term effects of 
crossmodal cuing, looking at differences in effects from short asynchrony between 
senses (short-term crossmodal cuing effects) and long asynchrony between senses 
(long-term effects). Spatial associations of auditory with visual space (audiovisual/AV 
space) were systematically shifted using PL sessions. Aim 2 was to investigate neural 
correlates of the mechanism(s) that relate auditory and visual senses leading to short- 
and long-term crossmodal cuing effects, as well as the mechanisms responsible for the 
AV plasticity of Aim 1. Crossmodal effects were systematically evaluated in order to 
narrow down processing areas utilized for crossmodal cuing effects utilizing monocular 
exposure to simple and complex stimuli, and were specific to the conditions of training. 
Aim 3 was to explore the boundaries of plasticity within and among these mechanisms, 
with regard to task difficulty (as modulated temporally, by stimulus-to-mask timing) and 
learning results were inconclusive. Taken together, the findings from Aims 1-3 
demonstrate that repeated exposure to mis-aligned but irrelevant multisensory stimuli is 
sufficient to re-align the audio-visual maps underlying crossmodal facilitation and, in 
certain cases, crossmodal inhibition. This suggests that recalibration of audio-visual 
maps may be accomplished under certain circumstances even in adults rather than
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being restricted to a critical period early in life (Bavelier and Neville 2002; Knudsen 
2002). While previous studies have shown widespread distortions of auditory space after 
misaligned audio-visual experience (Zwiers et al. 2003), it is clear that perceptual 
learning resulted in highly location specific changes of audio-visual interactions. While it 
has been proposed that crossmodal plasticity only affects relatively late stages of 
multisensory processing (Buchel et al 1998, Beauchamp 2005), the findings presented in 
this dissertation suggest that plasticity of audio-visual maps may affect even early 
processes (Foxe & Schroeder 2005, Budinger et al 2006, Leo et al 2008, Beer & 
Watanabe 2009).
In summary, crossmodal maps involved in multisensory integration may be 
realigned by exposure to misaligned task-irrelevant audio-visual stimuli in adult humans.
I have hypothesized two types of mechanisms of crossmodal learning. From the 
spatially specific shift of audiovisual facilitation in Aim 1, to eye-, location- and 
orientation-specific shift for Gabor discrimination in Aim 2, it is clear that one short-term 
crossmodal mechanism operates in early visual areas specific to different attributes of 
the stimulus (i.e. orientation selective cells in layer 4c of V I) exposed during training 
sessions. It is this conditionally specific mechanism that is augmented by crossmodal 
TIPL training, resulting in a shift of short-term facilitation for trained locations on test 
tasks that are specific to the trained stimulus parameters. A second, less conditionally 
specific mechanism is driven by the SC to facilitate via feedback from dorsal extrastriate 
areas and, consequently, aids in long-term IOR through the same pathway. This second 
mechanism is unlearned; it is a generic multisensory integration mechanism that is 
actually reversed due to crossmodal training. It remains to be tested whether and how
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these distinct mechanisms are affected when blindness or deafness is acquired (Roder 
et al. 2004) or restored (Lee et al. 2001) after childhood.
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Figure Legends
Figure 1 Beer, Batson & Watanabe (Submitted 2009) Experimental set up and initial 
audiovisual crossmodal cuing effects a) Visual stimuli: oriented Gabor patches, +/- 
45deg, amplitude = 2, noise = 0.65; b) Locations of visual and auditory stimuli and 
definition of visual locations relative to the sound source, A=aligned, P=proximal, 
D=distal; two out of four proximal locations are trained after test 1; c) apparatus set-up: 
subjects fixate a bulls eye from 60cm, auditory sounds are perceived from aligned (A) 
apertures, only one auditory and one visual location per trial, five vertical locations for 
test, 3 for training; d) graphical interpretation of ideal effects and experimentally 
observed pre-training validity effects (VEs) for auditory cues at two SOAs, 150 and 
1000ms. Aligned position shows ideal effects initially. (Aligned location (A) at 150ms 
SOA, f(11) = 2.5, p = .028; within-subject significance for validity but not location at long 
SOA F(1,11)= 8.6, p = .014; N=12 for observed effects).
Figure 2 Beer, Batson & Watanabe (Submitted 2009) Changes in Validity Effect (VE, 
valid-invalid auditory cue performance) by location and SOA a) over training sessions for 
circles versus squares, (A) significant at early sessions, (Pt) significant at later sessions, 
N=12; b) from pre- to post-training test performance VE increased at 150ms SOA for 
trained location [f(11)= 2.4, p = .037], decreased for aligned location [f(11) = 2.2, p =
.05], N=12; c) from pre-test to a post-training test discriminating novel stimuli a trend of 
facilitation remained at the trained location, IOR lessened at the aligned and trained 
locations; edges of novel stimuli are highlighted for printing purposes, n=7; d) from pre­
test to a post-test occurring three days after the initial post-test to investigate persistence
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Figure 3 Batson e ta l (manuscript in progress) To investigate neural correlates and 
brain regions involved in crossmodal cuing effects presented in figure two, the 
experiment was run monocularly with both simple (Gabor) and complex (Face/House) 
stimluli and trained on one orientation of task-irrelevent Gabor in only one eye. a) 
Monocular stimuli used in addition to stimuli from Fig la , adapted from ^ong  et al 1998 
(Rights Link Reprint License No. 2292651115536), noise added in experimental 
sessions and location of visual apertures (all apertures proximal to sounds cue); b) 
changes in d’ (top lines) and response time (bottom lines) overtraining sessions, N=10; 
c) changes in response time Validity Effect (VE, valid-invalid performance) from pre- to 
post-training test of audiovisual Gabor orientation discrimination: increased short-term 
(150ms SOA) facilitation/trend of increased long-term (1000ms SOA) IOR at the trained 
location for the trained eye and orientation, t(Q) = -2.45, p = .018 and f(9) = 1.58, p = 
.075, respectively, and the short-term changes were significantly different from the long 
term changes for these conditions, f(18) = 2.35, p = .030. Loss of long-term IOR for the 
trained eye and orientation at the untrained location, t(9) = -1.83, p = .050, N=10; d) 
changes in audiovisual Face/House discrimination, significant increase in short- and 
long-term IOR [f(9) = 2.46, p = .018 and f(9) = 2.26, p = .025 for 150 and 1000ms SOAs, 
respectively] for the trained location, N=10.
of the effects, slight trend of short-term facilitation (with a short SOA) at trained and none
at the aligned location suggests short-term crossmodal realignment is persistent, n=8.
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Figure 4 Batson & Watanabe (manuscript in progress) This binocular experiment 
looked at the effects of task difficulty on cross modal cuing effects, a) visual stimuli were 
5 x 6  item arrays containing an oddly oriented element (green arrow) among the 
uniformly oriented elements (target arrays; left), or arrays consisting of uniformly 
oriented elements (distractor arrays; middle), masking stimuli were 5 x 6  item arrays with 
each item containing both array orientations in addition to vertical and horizontal 
orientations, creating a masking star at each elemental location in the array (right); as 
time-to-mask (visSOA) becomes shorter, the task becomes more difficult; edges of array 
stimuli are highlighted for printing purposes, stimuli adapted from Ahissar & Hochstein 
(1997) b) d’ measures for valid versus invalid cuing are significantly higher for valid cues 
when the task is difficult: trend at 30ms visSOA f(9) = 2.3, p = .065, N=10; c) positive 
short-term d’ validity effects (VE) are significant at the aligned (A) location only when the 
visual task is challenging; at 30ms visSOA f(9) = -2.3, p = .024, 45ms t(9) = -3.04, p = 
.007, and 75ms f(9) = -2.86, p = .009; short-term inhibition at proximal locations for 
medium difficulty tasks: trend at 45ms f(9) = 1.75, p = .057, and significant at 130ms 
visual SOAs t(9) = 2.46, p = .018, N=10; d) Test 1 79% detection thresholds by location 
and validity, results from the staircase test, N=3. Significance corrected for multiple 
analyses with Bonferroni; two-apertures into a p value of .05 yields significance when p 
< .025.
Figure 5 Batson & Watanabe (manuscript in progress) Changes in cuing effects 
resulting from training involving both array orientations, a) Training performance tended 
to decline and response times tended to increase over training sessions for this training 
group, n=5; b) the post-training staircase test yields significant differences VEs for all 
locations, most strongly for the aligned (A) and proximal trained (Pt) locations, [at A f(2)
80
= -5.28, p = .017, at Pt t(2) = -6.86, p = .010, at Pu f(2) = 3.42, p = .038, top], seen more 
clearly in the bottom panel as the change in threshold validity effects (VEs) from pre- to 
post-test - aligned and trained locations show increased short-term facilitation of 
detection threshold seen as increased VE; the untrained location shows an opposite 
tendancy; significant at A f(2) = -6.41, p = .012, and trend at Pu f(2) = 2.43, p = .067, no 
Bonferroni correction was done on statistics for staircase due to smaller N and smaller 
number of variables, N=3; c) d’ measures for valid versus invalid cuing at test two by 
location, n=5; d) change in d’ VEs from pre- to post-training test for the subset of 
subjects that were not trained on one orientation of odd-element array, training resulted 
in a spatial shift of crossmodal facilitation from the aligned (A) to the untrained (Pu) 
location; significant at 30ms visSOA Pu f(4) = -4.06, p = .008, at 45ms visSOA A f(4) = 
4.51, p = .005; at 130ms visSOA Pu f(4) = -6.03, p = .002. Other changes at these 
locations were trends, at 30ms visSOA A f(4) = 2.11, p = .051; at 45ms visSOA Pu f(4) = 
-2.97, p = .020; at 75ms visSOA A f(4) = 2.02, p = .057; n=5. Significance for constant 
method data corrected for multiple analyses with Bonferroni; three-apertures into a p 
value of .05 yields significance when p < .017.
Figure 6 Batson & Watanabe (manuscript in progress) Changes in cuing effects 
resulting from training involving one array orientation, a) Training performance tended to 
increase and response times tended to decline over training sessions for this training 
group, n=5; b) d’ measures for valid versus invalid cuing at test two by location, n=5; c) 
change in d’ VEs from pre- to post-training test for the subset of subjects that were 
trained on one orientation of odd-element array, training resulted in an increase of 
crossmodal facilitation for the trained array orientation at the untrained (Pu) location
\
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when the task was easiest: trend from zero for the 200ms visSOA Pu t(4) = -2.20, p = 
.046 (top graph, n=5); training also resulted in a loss of crossmodal facilitation for the 
untrained array orientation at the aligned (A) location at medium task difficulty: trend at 
the 75ms visSOA f(4) = 2.47, p = .034 (bottom graph, n=5). Significance corrected for 
multiple analyses with Bonferroni; three-apertures into a p value of .05 yields 
significance when p < .017.
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Figure 1: Experimental arrangements and innate validity effects
a. V is u a l S tim u li (4 5 /1 3 5 d e g ) b. S tim u lu s  a rra n g e m e n t; v is u a l s tim u li
o n e  o f  f iv e  v e rtic a l lo c a tio n s
L O C A T IO N S  A lig n e d  T ra in e d
a p p e a r  a t  
U n tra in e d
d. Id e a l an d  o b s e rv e d  c ro s s m o d a l v a lid ity  e ffe c ts
ID E A L  V A L ID IT Y  E F F E C T S  (V E s ) T E S T  1 V E s  (P re -T ra in in g )
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Figure 2: Changes in crossmodal validity effects following audiovisual TIPL 
training
*  = p< .05
NOVEL Discrimination
84
a. A d d it io n a l v is u a l s tim u li1 an d  re d u c e d  b. C h a n g e s  in re s p o n s e  t im e  an d  d ’ v a lid ity  
a p e rtu re  lo c a tio n s  e ffe c ts  o v e r tra in in g  s e s s io n s
Figure 3: Specificity of monocular audiovisual TIPL changes to crossmodal
validity effects
. C h a n g e s  in re s p o n s e  t im e  V E  fro m  p re - to  
p o s t- tra in in g  fo r  tra in e d  G a b o r  o r ie n ta t io n
N = 10
d. C h a n g e s  in  re s p o n s e  tim e  V E  fro m  p re - to  
p o s t- tra in in g  fo r  fa c e  s tim u lu s
N = 10
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Figure 4: Audiovisual crossmodal links and taks dificulty 
a. Visual stimuli and aperture locations
b. R e la tio n s h ip  o f  ta s k  d iff ic u lty  an d  c u e  lo c a tio n  to  p e rfo rm a n c e  o n  o d d -e le m e n t  
d e te c tio n  ta s k , N =10
*  = p< .025
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Figure 5: Learned crossmodal links affect unimodal temporal thresholds:
Subjects Trained on Both Array Orientations
a. T ra in in g  P e rfo rm a n c e , n = 5  c . C h a n g e s  in s h o rt-te rm  c u in g  e ffe c ts  b y
v a lid ity  an d  lo c a tio n , n = 5
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Figure 6: Relationship of crossmodal TIPL effects training type: Subjects
trained on One Array Orientation
a. T ra in in g  P e rfo rm a n c e , n =5
b. C h a n g e s  in  s h o r t-te rm  c u in g  e ffe c ts  b y  
v a lid ity  a n d  lo c a tio n , n = 5
Test 2 - Aligned Location
Test 2 - Trained Proximal Location
Test 2 - Untrained Proximal Location
c. C h a n g e s  in  v a lid ity  e ffe c ts  b y  tra in e d  o r  
u n tra in e d  o r ie n ta t io n , n =5
C ha ng e  In  d P rim e  V a lid ity  E ffe c t*  
T ra in e d  O r ie n ta t io n , 150m » avSOA
3 0  | 4 5  |  75  | 1 3 0  | 200
V la ua l SOA (H a rd  - >  E a sy)
C ha ng e In  d P rlm e  V a lid ity  E ffe c ts  
U n tra in e d  O r ie n ta t io n , 1 5 0m s avSOA
rW  f t  M
P u ]  A I P t I 1 P u |  A I P t I T Pu I  A | Pt | I  Pu | A I Pt
45 | 75 I 1 3 0  |  200
V is u a l SOA (H a rd  —>  E a sy )
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(i) Photons of light pass through the eye and stimulate photoreceptors on the retina, these 
receptors feed into a network of horizontal, amacrine and bipolar cells. Bipolar cells synapse 
onto ganglion cells, which send these visual inputs along the optic tract to the lateral geniculate 
nucleus (LGN), and also to the superior colliculus (SC) and Pulvinar (Pv); further pathways 
depicted in (ii):
(a) Ventral (blue) and dorsal (red) pathways in M acaque ; V I , primary visual cortex; V2, V4, 
visual association cortices; MT, medial temporal love; IT, inferior temporal lobe
(b) Schematic of ventral (blue) and dorsal (red) visual pathways just past the retina, feeding 
forward left to right; LGN with subdivision of cells: M(agnocellular),P(arvocellular), and 
K(inocellular). Layers of V I and V2 are associated with different visual pathways; layer 
4c of V I contains cells that respond optimally to input of a particular orientation and/or 
coming from only one eye (orientation and ocular dominance columns).
(c) Example of why/how complexity of analysis by cells at higher visual processing levels 
increases, (i) shows how many cell with smaller receptive fields (RFs: basically the field 
of vision causing a response from that cell) feed into cells at ‘higher’ visual processing 
areas giving those cells a larger and more specific RF. The feedforaward sweep is 
represented by the pink/classical RF in (ii) and increasing complexity of stimulus able to 
be resolved in this RF is in (iii), and the effects of feedback and horizontal processing on 
the RF size are seen at each level as the gray /non-classical RF in (i) and in (ii).
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Appendix B. Auditory Pathways
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Sound pressure waves are transduced to mechanical energy by the middle ear ossicles in 
reponse to vibrations of the tympanic membrane. This mechanical information is then translated 
into liquid pressure waves in the fluid of the cochlea in response to vibrations of the oval window. 
The basilar membrane is organized tonotopically, with high pitches resonating near the apex and 
low pitches near the base. Hair cells of the ear are physically stimulated when the basilar 
membrane resonates, moving the tectorial membrane that is attached to the hair cells. Outer hair 
cell stimulation may be used to attenuate the amplitude of the sound, while the inner hair cells 
respond to the magnitude (representing loudness) and pitch (represented by the inner hair cells 
location on the basilar membrane) and synapse this information to the cochlear nucleus (red 
arrow). ‘Tight’ synapses to the ventral cochlear nucleus (blue) preserve temporal and amplitude 
signal differences from each ear (encoded from interaural-time and -level difference) while the 
dorsal cochlear nucleus (red) is more specific to small differences in frequency (encoded by 
basilar membrane location).
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Appendix B: Auditory Pathways
T> ' T mc Ossicle*
Inner hair cell (IHC) Basilar Outer hair cell (OHC)
Structure of the OHC membrane
Mechanics of auditory transduction, from
http://www.wadalab.mech.tohoku.ac.jp/auditory_mechanics-e.html
m e d i a l
geniculate inferior
colliculus
Schematic of transduced auditory signal from cochlear nucleus, from 
http://thalamus.wustl.edu/course/audvest.html
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Appendix C: Computing validity effects as the difference between valid and invalid 
performance
At short SOAs, participants perform better on valid than on invalid cues, at long SOAs 
participants perform worse on valid than on invalid trials (left figure). When VE (Validity effect) 
is computed, subtracting invalid from valid performance/valid from invalid response time or 
threshold, the enhancing effect of a short-term crossmodal cue is seen as a positive VE, while 
the long-term inhibition of return is seen as a negative VE (right figure). Keep in mind that 
changes in VE are being compared WITHIN SOA class (short-term vs. long-term)
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Appendix D: Examples of psychometric curves for luminance and visual mask 
asynchrony
Non-Di9tance Dependent Shunting Network
v is S O A  [ h a r d e r — > e a s i e r ]
(Adapted from Merav Ahissar & Shaul Hochstein (1997) Task difficulty 
and the specificity of perceptual learning. Nature 387:401-6; Rights 
Link Reprint License No. 2292650281578)
As task difficulty becomes easier (luminance becomes brighter or of higher contrast, visSOA 
becomes longer), cell response and/or participant accuracy increases. When plotted on a log 
graph it is clear to see that there are many different shapes these functions can take on 
depending on how sensitive the system is, the range of sensitivity of the system, and the 
relationship of magnitude-of-change in task difficulty versus magnitude-of-change in firing 
rate/performance. [For response time and threshold the curves would be reversed: longer 
response times/ higher thresholds would be at the harder task difficulties and the curve would 
slope down to shorter response times/lower thresholds.]
m m t
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(i) Subjects scoring below 75% were excluded from Aim 1 analysis, these subjects fell outside 
one standard deviation (SD) of the mean accuracy at test 1.
(ii) The subjects scoring below 27% was excluded from Aim 2 analysis, this subject fell way 
outside one SD of the mean accuracy at test 2.
No distribution was used for Aim 2 because no subjects performed outside one SD of the mean; 
and were only cut if performance was too high at test 2 because no validity effect can be 
computed when the subject performs at 100% for valid AND invalid trials.
Appendix E: Distribution of subject performance for exclusion in Aims 1 and 3
mmmmm
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(i) Spatia lly  specific short-term  (150m s  S O A ) facilitation a t test 1 (top) seen  as b e tte r perform ance  
on valid trials (solid green d iam onds h igher) versus invalid trials (dotted blue square outlines  
low er) a t locations aligned with an auditory cue, long-term  (1 0 0 0 m s  S O A ) global inhibition (IO R ; 
green  low er, b lue h igher) seen  across all locations. Facilitation a t the aligned location and  IO R  a t 
distal locations is lost a t post training (T e s t 2 , bottom ).
(ii) During training, subject perform ance (top) im proved and response tim e (bottom ) d ecreased  
o ver sessions; facilitation effects (V E s ) a re  present initially a t locations aligned with the sounds  
(com pare  A -V  to A -l), w hile  th ey  increase a t the trained location over training sessions(see Figure  
2a); distal locations not used in training.
(iii) Loss of facilitation a t aligned locations is less severe  and loss of IO R  is more severe  using  
novel stimuli (T e s t 3, left, s e e  text for stim ulus com parison). S hort-term  effects seen  a t tes t 2  
(first post-training test) rem ain  and strengthen a t a ligned  locations, w hile IO R  is lost a t th ese  
locations th ree-days post training (T e s t 4 , right).
(iv ) R espo n se tim e d ata  for tests 1 , 2 ,  3  and 4 .
(v ) C han g es  in validity effects b etw een  tests 1, 2 , 3  and 4.
Appendix F: Test accuracy data, training accuracy and response time data from
Aim 1
N = 1 2  for tests 1 and 2 and for training, n =7  for test 3 , and  n =8  for test 4 . No significance.
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Appendix F: Test accuracy data, training accuracy and response time data
from Aim 1; N=12 unless otherwise specified
(i) Test 1 Accuracy ( D /P  Averaged) 
♦  Valid —B~ In va lid
Shape detection during training 
(ii) 4.5 Pu-V O- Pu-I 4 -A -V  -o A-l
Test 2 Accuracy 
►— Valid —Q - Invalid
ioo%
9 5 %  
C  9 0 %t-
8 850/0 
a
*-* 8 0 %
7 5 %
Du | Pu | A | Pt | Dt | 
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(ii*) Test 3 Accuracy 
►— Valid —Q - Invalid
n=7 Test 4  Accuracy 
►— Valid —Q - Inva lid
100%
9 5 %
tJ  9 0 %  
«  k-
O 8 5 %
a
■-* 8 0 %  
7 5 %
Du I Pu I A I Pt I Dt I 
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t> 9 0 %  Vfc
O 8 5 %
£  8 0 %  
7 5 %
n=8
Du I Pu | A | Pt | D t | 
150m s SOA
Du | Pu | A | Pt | Dt 
1000m s SOA
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Appendix F continued: Test accuracy data, training accuracy and response time
data from Aim 1; N=12 unless otherwise specified
mm mm IM B M i
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( i)  C rossm odal facilitation from  Aim  1 affects the  visual system  in the m anner o f a  finely tuned  
facilitatory G au ssian . A t pre-test, the p eak  o f excitation from the auditory cue w ould  lie a t the  
aligned (A ) location. C rossm odal training shifts this excitation G aussian  to th e  tra ined  (P t).
(ii) C rossm odal facilitation from  A im  2  affects the visual system  in the s am e  antagonistic  m an n er  
of balancing excitation and inhibition that the  visual system  uses to increase resolution (i.e . 
center/surround antagonism ). A  difference o f G aussians (D O G ) is the addition o f o ne excitatory  
G aussian  kernel (as  seen  in (i)) plus one inhibitory kernel lead to lateral inhibition. D O G  takes  
into account any effects from nearby cells over a  neural network, which sharpens the  tuning  
curve. This D O G  represents the  breadth  o f crossm odal influences in the spatial a rran g em en t o f  
cells with visual fields overlapping with the aligned  (A ) and proxim al (P t, Pu) locations.
(iii)  W h en  a d ifference o f G aussians is p laced o ver the graph o f short-term  facilitation from  pre­
training test o f A im  1 the p eak  o f crossm odal excitation lines up w ith facilitation of the aligned  (A ) 
location, w hile lateral inhibition resulting from  this s a m e  cu e w ould average out excitatatory  
responses a t neighboring (P ) locations. C rossm odal training shifts the excitation G au ss ian  to  the  
tra ined (P t) location as the aligned (A ) location looses its excitation.
(iv ) Proposed m echanism s o f crossm odal shrort-term  facilitation and long-term  IO R . T h e  first 
m echanism  (b lue) orig inates in the  m ultisensory layers o f the  superior colliculus (S C ) and  feed s  
back to early visual a reas  through the  m agnocellu lar dorsal p athw ay in a spatially, but not 
orientation specific m anner. Inhibition is also born o f th is m echanism  stem m ing from  S C /F E F  
(frontal eye  field) saccade suppression. T h e  second m echan ism  (green ) originates in v isual 
a re a s  specific to conditions o f the training session; this can be eye , orientation, location or 
stim ulus tim ing. This m echanism  w orks off of the feedforw ard  sw eep  and is h ighly specific, only  
short-term  facilitation results from  training o f this m echanism .
Appendix G. Short-term shifts of location-specific crossmodal facilitation
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Appendix G: Short-term shifts of location-specific crossmodal facilitation
(iv)
■ ■ Strong/Fast connections
O D O D U  Slow/weak connections
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(i) R aw  perform ance and response tim e (R T ) data by orientation (left colum n) and face /house  
(right colum n) discrimination for short (150m s) and long (1000m s) S O A s from  test 1 o f the A im  2  
m onocular experim ent No values significant from zero , N =10.
(ii) T es t 1 perform ance and R T  V E s  by orientation (left colum n) and face /house (right co lum n) 
discrimination a t locations and eyes to be trained (P t/tra ined eye  on the left o f the graph) and  
untrained (P u/right). N egative short-term  accuracy V E  significant for faces and houses for the  eye  
and location to be trained, f(9 ) = 2 .2 9 , p = .024; negative R T  V E  significant for orientation  
discrimination for the eye  to be trained and location to be untrained f(9) = 2 .1 2 , p = .031 , N = 1 0 .
(iii) C hanges in crossm odal perform ance and R T  V E s  from pre- to post-training for the untrained  
orientation (left colum n) and houses; accuracy only for trained orientation (left colum n, bottom ) 
and face  stimuli (right column, bottom; see  m ain text/  Figure 3c & d for R T ). Significant increase  
in short-term  accuracy V E  for the untrained orientation a t the trained location in the untrained eye , 
f(9 ) = -1.85, p = .048 , significant increase o f long-term  IO R  for accurate  discrimination o f houses  
at the trained location in the untrained eye , f(9 ) = -1.85, p = .048 . Significant loss of long-term  
IO R  for the R Ts  for the untrained orientation a t the untrained location in the untrained eye , t(9) = - 
1.94 , p = .042 , and significant loss o f short-term  facilitation for the trained orientation in the  
trained eye , f(9 ) = 1 .90 , p = .045 . N = 1 0 .
For all significant values p< .05 .
Appendix H: Test 1 raw performance and response time data; VE data from
orientation and face/house stimuli, Aim 2
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Appendix H: Test 1 raw performance and response time data; VE data
from orientation and face/house stimuli, Aim 2; N=10
(i) Test 1 P e rfo rm a n c e  b y  V a lid ity :  O r ie n ta t io n  P ro x im a l V isu a l L o c a t io n  (R e la tiv e  to  S o u n d )
f 86% -
L o c a t io n /S O A
T e s t 1 P e rfo rm a n c e  b y  V a lid ity :  F a c c /H o u s e  
P ro x im a l V isu a l L o c a t io n  (R e la tiv e  to  S o u n d )
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T e s t 1 R esp on se  T im e s  b y  V a lid ity :  O r ie n ta t io n  
P ro x im a l V is u a l L o c a t io n  (R e la tiv e  to  S o un d)
Tes t 1 R esp on se  T im e s  by V a lid ity :  F a c e /H o u s e  
P ro x im a l V is u a l L o c a t io n  (R e la t iv e  to  S o u n d )
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Appendix H continued: Test 1 raw performance and response time data; VE data
from orientation and face/house stimuli, Aim 2; N=10
(iii) C h a n g e  in  C ro s s m o d a l V a l id i t y  E f fe c ts :  H o u s e
t r -*=£-
150m s I lOOOms 
T ra in e d  Eys
Pu P t
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U n tra in e d  Eye
C h a n g e  in  C ro s s m o d a l V a l id i t y  E f fe c ts :  U n tr a in e d  O r ie n ta t io n
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(i) Short- (left) and long-term  (right) cuing validity effects over various task  difficulties (shortening  
the tim e-to-m ask, a .k .a . visual S O A , increases task difficulty) for response tim e m easures a t test 
one. Proxim al (P ) location significant in the short-term  from zero  a t 1 30m s v isS O A , f(9) =  -2 .6 0 , p 
= .014 , aligned (A ) location significant from  zero  in the  long-term  a t 130m s v isS O A , f(9) = 2 .9 9 , p 
= .008 .
(ii) C hange in response tim e validity effects from pre- to post-training test. Short-term  changes  
are displayed on the left, long-term  changes on the right. A verages from subjects in the non- 
trained-orientation group in the top row; trained array orientation from the other group o f subjects  
in the m iddle and  untrained array orientation from  this other group along the bottom  row.
(iii) C han g e  in validity effects over training sessions by location (consecutive sessions pooled) 
with subjects trained by orientation showing less spatial changes and specificity w hen  trainings  
sessions 1/2 are  com pared to  sessions 8 /9 .
(iv) Short- (left) and long-term  (right) cuing validity effects over various task difficulties for 
accuracy m easures a t test one, calculated as p M A X  using the M A TLA B  function cdf, [pM A X  =  
cdf(‘norm al’,(dP rim e /2 ),0 ,1 )]. S ignificant facilitation of aligned (A ) location in the short-term  for 
difficult task levels, a t 30m s v isS O A  f(9) = -2 .5 6 , p = .015 , a t 75m s v isS O A  f(9) = -2 .7 0 , p = .012 .
(v) C hanges in p M A X  validity effects from  pre- to post-training test mirror changes in d ’. Short­
term  changes are  displayed on the left, long-term  changes on the right. A verages from subjects  
in the no-trained-orientation group averages in the top row; trained array orientation from the  
other group o f subjects in the middle and  untrained array orientation from the sam e group along  
the bottom  row.
For subjects not trained on any specific array orientation, changes w ere  only seen  in the short­
term . Increases o f facilitation w ere  seen  a t the untrained location over various task difficulties, 
significant a t 30  and  130m s visS O A s, f(4) = -4 .1 4 , p = .007  and f(4) =  -5 .5 5 , p = .003 ,
Appendix I: Response time and accuracy validity effects, Aim 3
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respectively, and trend a t 4 5m s visS O A  f(4) = -1 .98 , p  = .060; and loss o f facilitation a t aligned  
(A ) locations w hen the  task  w as difficult, trend at 30m s visS O A , f(4) = 2 .4 1 , p  =  .0 3 7 , significant a t  
45m s visS O A , t(4 ) =  3 .8 0 , p  =  .01.
There  w as  a  loss of short-term  facilitation a t the untrained location and a  loss of long-term  IO R  a t 
the trained location for the m ost difficult task level w ith the trained orientation for subjects that 
w ere  trained on only one array orientation (f(4 ) = 3 .2 2 , p  = .016  and t(4) =  -3 .3 1 , p  = .015 , 
respectively).
T h e  only significant change for detection of the  untrained array orientation w as for the hardest 
task difficulty a t the untrained location in the long-term , f(4) =  -5 .6 2 , p  =  .003 .
For test one significant values p < .025 , for tes t two and change significant values p < .017 ; see  text 
for explanation o f Bonferroni corrections.
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Appendix I: Response time and accuracy validity effects, Aim 3
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(ii) Change In Response Time Validity Effects: Not trained by orientation, 150ms avSOA
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Appendix I continued: Response time and accuracy validity effects, Aim 3
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1000ms audiovisual SOA (avSOA) d ’ validity effects over various task difficulties (shortening the '
|
time-to-mask, a.k.a. visual SOA, increases task difficulty) from Aim 3. i
i
(i) Test one results
(ii) Averages from subjects not trained on any specific orientation in the top row; trained array ;
orientation from the group trained on one array orientation in the middle and untrained array
orientation from the same group along the bottom row. Trend of lost IOR at trained location for 
trained OR when the task is difficult, at 30ms visSOA Pt f(4) = -2.36, p  = .039, significant loss of 
IOR at untrained location for untrained OR when the task is difficult; at 30ms visSOA Pu f(4) = - 
5.26, p  = .003.
For test two and change significant values p<.017; see text for explanation of Bonferroni 
corrections.
i
Appendix J: Long-term d’ validity effect measures, Aim 3 | j
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Example of staircase progression at aligned (A) and proximal (P) locations in the short- (150ms 
avSOA) and long- (1000ms avSOA) term. Sounds could be valid or invalid; arrays could be 
targets or distractors; and visSOAs (time between array and mask onset) were programmed to 
range from 250-10ms [250 130 100 75 63 50 40 30 25 15 10]ms, starting at 250ms in the first trial 
of each block and de/ascending first by two according to subject response, then by one step in 
the list as the subject approaches threshold. The visSOA became shorter (making the task more 
difficult) after three-in-a-row correct responses, and became longer (making the task easier) after 
each incorrect response, in a 3-down/1-up design. The threshold cutoff was defined as the 
visSOA length after a four switchbacks (or reversals of staircase direction due to an incorrect 
response), this visSOA is then defined as the task difficulty that will yield correct responses 79% 
probability. In the staircase test sessions, subjects completed three low-end threshold blocks per 
location (Pu/A/Pt) for a total of nine blocks. Four staircases were run simultaneously investigating 
the threshold for each condition, validity and avSOA, by location; note that locations were 
separa ted  b y  b lock. Average block length was 223 trials, and average session length was one 
hour. Since the aperture locations were not all presented together, there could be effects of bias 
or (weak) ventriloquism effect per block; staircase tests were concluded once it as confirmed that 
threshold was within the range of visSOAs chosen for the constant method tests.
Appendix K: Test 1 Staircases from Aim 3
I l l
Appendix K: Test 1 Staircases from Aim 3
Journal Abbreviations
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A nnu R ev  Psychol Annual Review of Psychology
Annu R ev N eurosci Annual Review of Neuroscience
Arch N euro l Archives of Neurology
Behav B ra in  Sci Behavioral and Brain Sciences
Behav Bra in  R es Behavioural Brain Research
BM C  N eurosc i BioMed Central Neuroscience
Brain Brain
C erebral Cortex Cerebral Cortex
Cogn P rocess Cognitive Processing
C u rrB io i Current Biology
C urr O pin N eurob io l Current Opinion in Neurobiology
Eur J  N eurosci European Journal of Neuroscience
Exp Brain Res Experimental Brain Research
H ippocam pus Hippocampus
J  A co us t Soc Am Journal of the Acoustical Society of America
J  Cog N eurosci Journal of Cognitive Neuroscience
J  C om p N euro l Journal of Comparative Neurology
J  Exp Psych [H um  Percept] Journal of Experimental Psychology: Human Perception 
and Perfromance
J  N europhys io l Journal of Neurophysiology
J  N eu rosc i Journal of Neuroscience
J  P hys io l (Paris) Journal of Physiology, Paris
JO V Journal of Vision
N ature Nature
N ature N eurosc i Nature Neuroscience
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Nature Rev Neurosci Nature Reviews. Neuroscience
Neural Net Neural Network
Neuron Neuron
Percept Psychophys Perception and Psychophysics
Physiol Rev Physiological Reviews
PLoS ONE Public Library of Science ONE
PNAS Proceedings of the National Academy of Sciences of the 
United States
Psychol Sci Psychological Science
Q J Exp Psych B Quarterly Journal of Experimental Psychology. B, 
Comparative and Physiological Psychology
Science Science
Trends Cogn Sci Trends in Cognitive Sciences
Trends Neurosci Trends in Neurosciences
UM APJ Journal of Undergraduate Mathematics and its 
Applications
Vision Res Vision Research
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