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Divergence between Human Populations
Estimated from Linkage Disequilibrium
John A. Sved,1 Allan F. McRae,2 and Peter M. Visscher2,*
Observed linkage disequilibrium (LD) between genetic markers in different populations descended independently from a common an-
cestral population can be used to estimate their absolute time of divergence, because the correlation of LD between populations will be
reduced each generation by an amount that, approximately, depends only on the recombination rate between markers. Although drift
leads to divergence in allele frequencies, it has less effect on divergence in LD values.We derived the relationship between LD and time of
divergence and veriﬁed it with coalescent simulations. We then used HapMap Phase II data to estimate time of divergence between hu-
man populations. Summed over large numbers of pairs of loci, we ﬁnd a positive correlation of LD between African and non-African
populations at levels of up to ~0.3 cM. We estimate that the observed correlation of LD is consistent with an effective separation
time of approximately 1,000 generations or ~25,000 years before present. The most likely explanation for such relatively low separation
times is the existence of substantial levels of migration between populations after the initial separation. Theory and results from coales-
cent simulations conﬁrm that low levels of migration can lead to a downward bias in the estimate of separation time.High-density genetic marker data are increasingly used to
infer population genetic and evolutionary parameters
that have shaped today’s human genome, including selec-
tion,1–4 effective population size,5,6 recombination rate,7
and population differentiation.8,9 Estimation of the classi-
cal measure FST shows substantial variation between hu-
man populations, for example 0.12 between the Yoruban
from Nigeria and individuals from China and Japan.8,10
The existence of genetic differences between populations
is important for gene-mapping studies, because spurious
associations can arise from population stratiﬁcation.
There is strong evidence that modern human popula-
tions originated in Africa and thatmultiple waves of migra-
tion out of Africa occurred. There is no consensus about
the amount of genetic interchange and interbreeding
(not replacement) between human populations after mi-
gration out of Africa.11–16 Can we use molecular marker
data to estimate the timing of major population splits
around the latest major out-of-Africa migration event? Tra-
ditionally, the divergence time between species is esti-
mated from DNA sequence data from the divergence in se-
quences and the mutation rate. There are sophisticated
statistical methods to estimate divergence time between
(sub)species from sequence data in the presence of ances-
tral migration.17,18 These methods are not suitable to esti-
mate divergence time between human populations be-
cause not enough time has elapsed for mutations to
occur and diverge between groups. Differences in allele fre-
quencies between and within populations can be used to
estimate FST, but to estimate an absolute divergence time
from these we need to know the effective population sizes
of the populations after a split. Goldstein et al.19 proposed
an absolute dating method based upon a stepwise muta-
tion model of microsatellite markers, assuming that the
mutation rate is known. Coalescent methods have beenThe Americanproposed and applied to estimate population parameters
(e.g., 14,20), but estimates of divergence times andmigration
rate are scaled by effective population size, so absolute dat-
ing can be made only by making additional assumptions.
In this study we propose a method to estimate diver-
gence time between populations. We exploit the result
that linkage disequilibrium (LD) between markers between
populations after a population split does, approximately,
not depend on their effective population sizes. We show
by coalescent simulations that the method based upon
LD works well to estimate divergence times and apply
our method to Phase II HapMap data.
We restrict our derivation and estimation procedure to
pairs of biallelic loci. Although multiple locus and contin-
uous length statistics exist,21 the better-developed theory
for pairs of loci facilitates the analysis. For a pair of nonal-
lelic loci, the level of LD can be measured either with the
parameter D, or the correlation parameter r, which is equal
to the normalized value of D.22 In an inﬁnite population,
recombination is expected to reduce the value of D by
a fraction (1 c) in each generation. Because gene frequen-
cies remain unaltered in the inﬁnite population case, the
same relationship follows for the correlation, r0 ¼ r(1  c),
where the prime indicates the value in the next generation.
In the case of two populations that branch from an orig-
inal population and diverge, the fall in r values will be
independent in the two populations. If the correlations




2 ¼ r2ð1 cÞ:2 (1)
For two populations that exist at a point in timewith cor-
relations r1 and r2, respectively, then if the two diverged
T generations previously, r1r2 ¼ r2[0] (1  c)2T, where r2[0]
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This equation can be rearranged to allow estimation of T,
the number of generations since split of two populations.
It can be rewritten with little loss of accuracy as r1r2 ¼
r2[0]e






The derivation of Equation (1) assumes an inﬁnite popu-
lation size. For ﬁnite populations with effective size N1 and
N2 after the separation, and a correlation r0 in the ancestral
population, E(r1)z r0(1  c)T and E(r2)z r0(1  c)T, if the
total amount of inbreeding is relatively small after separa-
tion.22,23 Moreover, because drift is independent in the
two populations in the absence of migration, E(r1r2) ¼
E(r1)E(r2)z r
2
[0](1  c)2T, as before.23 Therefore, the expec-
tation of the correlation in LD between the two popula-
tions is approximately the same as for inﬁnite populations
if the total amount of inbreeding after divergence is small,
i.e., if T/Ni is small.
In addition to ﬁnite population size, the experimental
sample size (n) has an effect on E(r2), but not on E(r1r2).
Weir and Hill24 augmented E(r2) by 1/n, which is an ap-
proximation that is appropriate for small values of r2. How-
ever, for very small values of c, we expect large values of r2
and the adjustment of 1/n is too large (at the limit when
E(r2) / 1 it is not inﬂuenced by experimental sample
size at all). A more precise adjustment is to use the expec-
tation of r2 from linear regression theory when the popula-
tion value r2 is not equal to zero,
Eðr2Þ ¼ ½1þ ðn 2Þr2 þ 2r4=½nþ 1:25 (3)
Given the observed r2 from data, the quadratic Equation
(3) can be solved to give a less biased estimate of r2. For
small values of r2 and a large value of n, the adjustment
is very close to 1/n.
The quantities r1 and r2 can be directly observed and c
can be estimated from pedigree or population data.7 The
value of r2[0] can either be estimated from the data, assum-
ing that LD within the current populations is representa-
tive of that in the ancestral population, or, assuming that
the effective population size in the ancestral population
is known, derived from the theoretical relationship be-
tween LD and effective population size.26
Themeasure of LDwith r2 is per deﬁnition for the case in
which alleles at both loci are still segregating in the popu-
lation. If the population sizes since divergence are small
relative to the time since separation, as measured by
T/Ni, then there can be ﬁxation of alleles at one or both
loci. This means that the observed LD at both loci in
both populations is from a selected set of loci with respect
to all pairwise segregating loci in the ancestral popula-
tion.22 The effect of this selection on the variance of dis-
equilibrium is known.22,27 For the purpose of the current
study, a question is whether this ﬁxation can lead to a dif-
ferent expectation of E(r1r2) and therefore to a bias in the
estimate of divergence time. There appears to be no simple
explicit expression for E(rijr0,c,T), but we can derive an ex-738 The American Journal of Human Genetics 83, 737–743, Decembpression for E(rijr0) when c ¼ 0 and T is very large, so that
only two of the initial four haplotypes are still segregating.
Littler28 has shown that in a ﬁnite population with fre-
quencies p1, p2 .. pk, the chance that alleles i and j will
be the last two segregating is approximately pipj[(1 
pi)
1 þ (1  pj)1]. In the 2-locus example without recom-
bination, the initial haplotype frequencies are pq þ D, (1 
p)(1  q) þ D, p(1  q)  D and q(1  p)  D, respectively,
with p and q the allele frequencies at the ﬁrst and second
locus. At the limit, r ¼ 1 if the ﬁrst two haplotypes are
the remaining segregation haplotypes and r ¼ 1 if
the last two haplotypes are still segregation. The correla-
tion is undeﬁned for other combinations of haplotypes be-
cause there is ﬁxation at one of the two loci. Because D ¼
r0O[p(1  p)q(1  q)], we can derive an expression for E(r)
given r0 with the probabilities for r¼ 1 and r ¼1. This ex-
pression (not shown) depends on initial allele frequencies.
For the special case of p ¼ q ¼ 1/2, the explicit solution is
E(r) ¼ r0(7 þ r02)/(3 þ 5r02). Hence E(r)/r0 ¼ (7 þ r02)/
(3 þ 5r02), which is always greater than 1. Hence, at least
for this (arbitrary) choice of initial allele frequencies, the
expected value of the correlation at the limit is always
greater than what it was initially. This result was veriﬁed
by a 2-locus simulation study without recombination
andmutation (results not shown). For a general quantiﬁca-
tion of bias in the estimate of divergence time resulting
from ﬁxation of alleles, we use multilocus coalescent
simulations.
Hudson’s ‘‘ms’’ program29 was used to simulate a split
population. Parameters were chosen to mimic the simula-
tion of 1 Mb regions of the genome (q ¼ 400, r ¼ 400, the
scaled mutation and recombination rate, respectively, 106
sites, corresponding to, for example, Ne ¼ 10,000, a muta-
tion rate m ¼ 108, and a recombination rate of 1 cM/Mb).
A total of n chromosomes were sampled, n/2 from each
population.
The parameters that were varied were the sample size
(n ¼ 800 or n ¼ 240 chromosomes in total, the latter to re-
ﬂect the sample size of the HapMap populations), the time
since splitting (0 generations, 100 generations, 1000 gener-
ations), and selection on minor allele frequency (MAF >
0.01, > 0.05, or > 0.10 in each subsample). The reason
for selection onMAF is that more common alleles are likely
to reﬂect alleles that were segregating in the ancestral pop-
ulation and because of the strong dependence of r2 values
on MAF.30,31 For each set of parameters, 100 replicate sam-
ples were created and analyzed, corresponding to taking
the average of more than 100 independent 1 Mb regions
in the genome. Analyses were restricted to SNPs that
were %0.1 cM apart. For each pair of ‘‘eligible’’ SNPs, the
r2 in each subsample was calculated as well as the signed
value of r1r2. SNPs were grouped in 20 bins with mean dis-
tances of ~2.5 kb, ~5 kb,.~97.5 kb. For each bin, themean
value of r1r2was computed as well as the average value of r
2
in the two samples. LD quantities were summed over all
100 replicates, to mimic a genome-wide analysis by taking
100 independent regions of the genome. A correction waser 12, 2008
made for the mean r2 value for experimental sample size
according to Equation (3). Divergence time (T) was esti-
mated for each bin as




with c the (known) recombination fraction. The observed
mean adjusted r2 in Equation (4) is used as a proxy for
the unobserved r2[0] in Equation (2). For very small values
of c (c/ 0), both the numerator and denominator of Equa-
tion (4) tend to zero, so that unstable or indeterminate es-
timates are to be expected. Therefore, for both the simula-
tions and analysis of real data, we avoided mean values for
c < 0.00005.
We ﬁrst investigated the case when two samples are from
the same population (i.e., T¼ 0). In Figure 1 the estimate of
T is given for the recombination rate range of 0.005 to
0.0975, as a function of MAF and experimental sample
size. For very small values of c, the estimates are unstable
and biased estimates are obtained. There is also a bias as
a function of MAF, in that the estimates are too low
when MAF > 0.01. This bias is particularly strong in com-
bination with the smallest experimental sample size (n ¼
240, i.e., two samples of 120 chromosomes), where the es-
timate ranges from 250 at c ¼ 0.005 to 50 at c ¼ 0.0975.
A negative bias implies that themean adjusted value of r2 is
smaller than the mean value of r1r2. With little restriction
on MAF, the expected value of r2 is smaller than when
only common segregating alleles are used30,31 and there-
fore the adjustment for experimental sample size becomes
more important. Because Equation (2) is only an approxi-
mation, it may contribute to the observed downward
bias. For a MAF threshold of 0.10 the estimates are unbi-
ased, irrespective of experimental sample size (Figure 1).
Therefore, for subsequent simulations, only results are
given for MAF > 0.10.
In Figure 2 the estimates of T are given for true diver-
gence times of 0, 100, and 1000 generations. The estimates
for T¼ 0 are unbiased (see also Figure 1), whereas estimates
Figure 1. Estimate of Divergence Time from LD when Taking
Two Samples from the Same Population
T ¼ 0.The Americanfor T ¼ 100 and 1000 are biased downwards by about 10%
to 20%. A more stringent MAF threshold of 0.3 gave very
similar results (not shown). The bias is likely because of
the ﬁxation of alleles, as described above. Estimates for
a true divergence time of T ¼ 3500, which may be appro-
priate for some human populations,32 are given in Supple-
mental Data available online and show a similar bias.
From the simulation studies, it seems that the method
works well when segregating loci are selected on MAF,
but that a small downward bias of 10%–20% can be ex-
pected. We next applied the method to real data. We
used autosomal HapMap phase II data10 to estimate the
LD parameters and used estimates of recombination rates
from the Oxstats map.7,33 To simplify the calculation of
billions of pairwise r2 values, phased haplotype data were
downloaded from the HapMap website and used to calcu-
late D and r (which can be positive or negative) for each
population. For each pair of populations, autosomal SNP
pairs were eligible to be included in the analysis if their mi-
nor allele frequency (MAF) was above a predeﬁned thresh-
old and their recombination distance was <0.3 cM. We
compared the LD between the African (YRI) and European
(CEU) populations. We combined the Japanese and Chi-
nese sample to create a single Asian (ASI) sample because
of their similarity in LD.34 The haploid sample size (n) of
the YRI and CEU samples was 120 (60 parents) and 180
for the ASI sample (2 3 45 unrelated individuals).
There is a strong effect of MAF on E(r2)30,31,34 and the
mean r2 is a strong determinant of the estimate of diver-
gence time. Therefore, care should be taken which mean
r2 to use in Equation (5). We used the average r2 values
from the YRI sample as a proxy for the unobservable r2[0].
For the YRI-ASI and YRI-CEU comparison, the MAF thresh-
old was 0.10 for the YRI sample and 0.00 for the ASI (CEU)
sample. The underlying assumption is that LD in the cur-
rent YRI reﬂects that of the ancestral population, at least
at the short recombination distances that we consider,
and that the ASI and CEU populations are the derived
Figure 2. Estimate of Divergence Time when the Two Popula-
tions Split 0, 100, or 1000 Generations Ago
n ¼ 240, MAF > 0.10.Journal of Human Genetics 83, 737–743, December 12, 2008 739
populations. At short recombination distances, the esti-
mate of T is not sensitive with respect to a changed effec-
tive population size in the ancestral population (Supple-
mental Data). It is important not to select the ASI and
CEU samples onMAF, because the loci for which both pop-
ulations have a large MAF are a biased sample with respect
to the r2 in the ancestral population at the same recombi-
nation distance. Common alleles in the current ASI/CEU
populations that are also common in the YRI population
are likely to have r2[0] values that are larger than the current
YRI r2 values if there has been substantial drift since the
population split. Therefore, the mean of the observed
YRI r2 values is too low under this ascertainment scheme
and the estimate of divergence time biased downwards.
This was conﬁrmed with simulation studies (results not
shown).
Figure 3 shows the estimate of divergence time of the YRI
and CEU populations and the YRI and ASI populations,
with r2[0] as the observed mean r
2 values in the YRI sample
(adjusted for experimental sample size) and a MAF thresh-
old of 0.10 in the YRI sample only. The estimates of T for
the YRI-CEU comparison are a few hundred generations
smaller than those for the YRI-ASI comparison. This is con-
sistent with recent migration out of Africa in the direction
of Asia followed by subsequent migration out of Africa to-
ward Europe.
At very low values of c (~0.01 cM), the estimates of T are
negative. Negative values imply that the adjusted mean
value of r2 is smaller than the mean value of r1r2. Apart
from the case of T ¼ 0 and MAF > 0.01 (Figure 1), we did
not observe such negative estimates in the previous simu-
lations. However, if we invoke strong drift in one of the
populations after a split, then we observe the same pattern
in simulations. For example, if Ne in the ancestral and one
of the subpopulations is 10,000 but only 1,000 in the other
subpopulation, and there have been 1000 generation since
divergence, the estimates of T are highly negative for c <
0.01 (results not shown).
The absolute values, taking into account a downward
bias of 10%–20%, suggest a divergence time of 800–
1200 generations, or ~20,000 to 30,000 years before the
Figure 3. HapMap Results: YRI versus CEU and YRI versus ASI740 The American Journal of Human Genetics 83, 737–743, Decembpresent. This seems low and not consistent with models
of recent human population migration and archaeologi-
cal ﬁndings.11–14 Recent estimates from nuclear sequence
data and mitochondrial data have suggested a timing of
the exit out of Africa of ~50k–60k years before present.14
The assumption of the estimation of T from LD is that
there was a ‘‘clean’’ population split. What if there was
migration subsequent to the population split? Migration
will create a stronger correlation of LD (larger values of
r1r2), thereby biasing the estimate of divergence time
downwards. We investigated this further via simulations.
A migration parameter was added to the simulations with
ms.29 A value of 4Nem of 4 and 40 was used, with m the
fraction of each subpopulation that is made up of new
migrants each generation. For Ne ¼ 10,000, this corre-
sponds to 0.01% and 0.1%, respectively. The results for
n ¼ 240, T ¼ 1000, and MAF > 0.10 are in Figure 4.
Clearly, as expected, the estimates of T are severely biased
downwards for these migration rates. For the migration
rate of 0.1% per generation, the estimates are biased
downwards by a factor of 4 to 5. Theoretical derivations
(J.A.S., unpublished data) also show a bias in the presence
of migration.
We have proposed a method that uses observed decay in
linkage disequilibrium across populations to estimate their
time of divergence from a common ancestral population.
We have shown by simulations that the method works
well if common SNPs are used, although there is a down-
ward bias of 10%–20%.We applied the method to millions
of SNP pairs from HapMap samples and estimated time of
divergence for loci that are <0.3 cM apart. In livestock ge-
netics, LD decay between populations was investigated in
breeds of cattle23 and lines of chickens,35 to answer the
question whether, for association studies, the same genetic
markers can be used across populations.
Figure 4. Estimate of Divergence Time when the Two Popula-
tions Split 1000 Generations Ago and Had a Subsequent Con-
stant Migration Rate of 0%, 0.01%, or 0.1% per Generation
n ¼ 240, MAF > 0.10.er 12, 2008
The simulation studies show a downward bias, which
implies that either the observed mean r2 is too small or
that the mean r1r2 is too large. The quantity that we do
not directly observe but which is needed to estimate T is
the r2[0], the LD in the ancestral population. As an estimate
for r2[0], we have used the observed r
2 in the samples at the
same recombination rates. For populations in recombina-
tion-drift-mutation balance, this appears to be the correct
value. A third assumption of the prediction equation is
that E(r1r2jr0) is only a function of recombination rate. As
we have shown above, this is not the case for very small
values of c and a lot of drift (small population size since
separation and/or a long time since separation). A value
of T/Ne¼ 1 results in an estimate of T that is approximately
50% too low (Supplemental Data), even though the effect
of divergence on interpopulation LD remains stronger
than drift (Supplemental Data). Therefore, the most likely
explanation of the observed bias is ﬁxation. Because we
used ‘‘backward’’ (coalescent) sampling, we did not observe
the r0 in the ancestral population to verify this explana-
tion. Further evidence for ﬁxation is suggested by the esti-
mate of the CEU-YRI and ASI-YRI divergence times for
small values of c (Figure 3). It is generally accepted that mi-
gration out of Africa was accompanied by one ormore pop-
ulation bottlenecks. At times of bottlenecking, some loci
may have gone to ﬁxation and the absolute value of r tends
to increase among unﬁxed populations. The non-African
HapMap samples have considerably less nucleotide varia-
tion than has the YRI sample,8 consistent with substantial
ﬁxation since divergence.
The estimated separation times are substantially less
than previous estimates.36 It is obviously important to ex-
amine all assumptions and all aspects of the calculations
that lead to this result very carefully. The Out-of-Africa hy-
pothesis postulates that migrant populations that gave rise
to the current non-African populations went through
a bottleneck over a number of generations. One result of
such bottlenecks is a decrease of variability, and a second
result is an increase in LD.6 The only ascertainment that
we placed on the non-African population was that eligible
pairs of loci (selected on MAF and distance in the YRI sam-
ple) had to be segregating. We did not use the observed r2
in the non-African population. Therefore, drift subsequent
to the population split has an effect on our estimate of T
only if it inﬂuences the mean value of r1r2. We investigated
this in simulations by reducing the size of one of the pop-
ulations after a split (from 10,000 to 1,000), but selecting
on MAF in the larger (‘‘ancestral’’) population only. Drift
in the smaller population biased the estimate of divergence
time downwards, in particular for small values of c, as pre-
dicted by the theory of bias because of ﬁxation of alleles.
A strong requirement in the application of Equation (4)
is for an accurate measure of recombination. The T esti-
mates of Figure 3 use the Oxstats recombination estimates,
which in turn are substantially based on disequilibrium es-
timates.33 There is a possible bias in using values calculated
in this way. However, whenwe used a separate estimate of cThe Americanfrom a meiotic map that does not account for ﬁne-scale re-
combination rate,6 we obtained much lower values of T.
This result strongly suggests that the Oxstats estimates
are giving a more accurate estimate of recombination
than did the meiotic estimates. If the location of recombi-
nation cold and hotspots are different in the subpopula-
tions, then this would introduce a bias in the estimate of T.
Schaffner et al.32 used a complex demographic model to
calibrate coalescent simulation results to the observed pat-
tern of SNP frequency patterns and LD in sampled de-
scribed previously.37 The autosomal data set was based
upon 3738 markers in 54 regions of the genome. Their
model contained many parameters (21, 7 of which were
ﬁxed) and the authors do not claim accuracy of their pro-
posed historical and recombination model. Nevertheless,
their best-ﬁtted model resembled the observed data well.
In their best-ﬁtting model, the timing of the migration
out of Africa was ﬁxed to 3500 generations, and a Africa-
Europe and Africa-Asia migration rate of 0.0032% and
0.0008% per chromosome was estimated. Setting the mi-
gration rate to 0 did not change the ﬁt of the model sub-
stantially.32 The model we have used in the current study
is much simpler in that it has fewer parameters and makes
fewer assumptions. Our inference is based upon much
more data than the Schaffner et al.,32 so that our estimates
of divergence time are likely to bemore precise, if biased. In
the absence of any other explanations, the most likely rea-
son of the low estimates of divergence time is migration. A
migration rate of 1 in 10,000 individuals per generation re-
sults in a downward bias of nearly 50% (Figure 4). There is
empirical evidence from genetic data of relatively recent
migration from African into Europe,38 but to our knowl-
edge no such admixture has been detected in the
HapMap CEU sample.
In conclusion, we have proposed and evaluated a simple
method to estimate divergence time from population data
on linkage disequilibrium and have applied it to genome-
wide SNP data in three human populations. The estimate
of their divergence time is about 1000 generation, which
may be biased downward because of migration.
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Supplemental Data include four ﬁgures and can be foundwith this
article online at http://www.ajhg.org/.
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