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MORSE INEQUALITIES FOR THE AREA FUNCTIONAL
FERNANDO C. MARQUES, RAFAEL MONTEZUMA AND ANDRE´ NEVES
Abstract. In this article we prove the strong Morse inequalities for
the area functional in codimension one, assuming that the ambient di-
mension satisfies 3 ≤ (n+ 1) ≤ 7, in both the closed and the boundary
cases.
1. Introduction
Morse theory relates the structure of the set of critical points of a real-
valued function to the topology of the space on which the function is defined.
It was initially devised to study geodesics. In this paper we establish a Morse
theory for minimal hypersurfaces in a Riemannian manifold (Mn+1, g), as-
suming 3 ≤ (n+ 1) ≤ 7, by proving that the strong Morse inequalities hold
([20]).
The area functional is defined on the space Zn(M
n+1,Z2) of n-dimensional
mod 2 flat cycles T = ∂U , endowed with the flat topology. Denote by bk(a)
the k-th Betti number of the space of cycles with area less than a (with
coefficients in Z2) and by ck(a) the number of closed, embedded, minimal
hypersurfaces in Zn(M
n+1,Z2) with area less than a and index equal to k
(notice that the trivial cycle counts).
1.1. Theorem. Suppose g is a C∞-generic (bumpy) Riemannian metric.
For each a ∈ (0,∞), we have bk(a) < ∞ for every k ∈ Z+ and the Strong
Morse Inequalities hold:
cr(a)− cr−1(a) + · · · + (−1)
rc0(a) ≥ br(a)− br−1(a) + · · ·+ (−1)
rb0(a)
for every r ∈ Z+. In particular,
cr(a) ≥ br(a)
for every r ∈ Z+.
In the case of two-dimensional parametrized minimal surfaces spanning a
wire in Euclidean space, the inequalities were proven by Morse and Tompkins
[21]. Such a theory is also in Shiffman [26]. Struwe [28] found a clear proof
from the point of view of functional analysis, using Sobolev spaces and
Palais-Smale type compactness ([22]).
Several techniques have been developed recently to characterize the Morse
index of minimal hypersurfaces produced by min-max methods ([14], [16]).
The first author is partly supported by NSF-DMS-1811840. The third author is partly
supported by NSF DMS-1710846 and a Simons Investigator Grant.
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Almgren [3] and Pitts [23] had shown how to construct closed minimal hyper-
surfaces by doing min-max over one-parameter sweepouts, but no informa-
tion on the Morse index was given. The papers [14] and [16] use the fact that
Zn(M
n+1,Z2) has the same cohomology groups of RP
∞, which implies the
existence of multiparameter sweepouts. In fact, Hk(Zn(M
n+1,Z2),Z2) = Z2
for every k ∈ N.
The point was to show that generically, in which case the metric is
bumpy meaning closed minimal hypersurfaces are nondegenerate (White
[30], [34]), a closed minimal hypersurface produced by min-max over k-
parameter sweepouts must have index equal to k. General upper bounds
were obtained in [14] and lower bounds were proven in [16] assuming the
Multiplicity One Conjecture: any component of a min-max minimal hyper-
surface has multiplicity one. As in [16], our paper uses the local min-max
property of White [31].
Xin Zhou proved the Multiplicity One Conjecture in [35] for the Almgren-
Pitts setting, using the Zhou-Zhu [36] prescribed mean curvature version of
the theory. If (n + 1) = 3, for the Allen-Cahn variant of the theory, the
conjecture had been proven by Chodosh and Mantoulidis [6]. Combining
the results of [14], [16] and [35], for a generic metric g, there exists a closed
minimal hypersurface Σk ⊂ (M
n+1, g) with index(Σk) = k for every k ∈ N.
Since bk(Zn(M
n+1,Z2)) = 1, this corresponds to the inequality ck ≥ bk.
Notice that the area of Σk is equal to the k-width ωk(M,g) of M (see [16]
for the definition). For more details see the survey paper [17].
Theorem 1.1 generalizes this by accounting for all (separating) closed
minimal hypersurfaces in (M,g), and not just those realizing the volume
spectrum.
We also consider the boundary case in this paper. De Lellis and Ramic
[7] proved a mountain pass theorem using sweepouts based on those of [8].
This establishes that if there are two strictly stable, embedded minimal
hypersurfaces with the same boundary, and assuming there are no closed
minimal hypersurfaces, then there must be a third minimal hypersurface
with that boundary. The boundary is assumed to be contained in a convex
hypersurface of the ambient space, in which case regularity holds. Due to
the properties of the sweepouts used in [7], they also need the strictly stable
hypersurfaces to bound an open set.
A mountain pass theorem for the Almgren-Pitts setting was achieved in
[19]. The boundary is still assumed to be in a convex hypersurface, but the
condition of the hypersurfaces bounding an open set is not imposed. The
strictly stable hypersurfaces are assumed to be homologous. This allows the
construction of a path between them that is continuous in the flat topology.
The fact that the boundary is nonempty implies the mutiplicity one property,
which is crucial for the arguments of our paper.
For the boundary version of the Morse inequalities, we assume (Mn+1, g),
3 ≤ (n+1) ≤ 7, has strictly convex boundary ∂M . We supposeM contains
no closed minimal hypersurfaces. Let γn−1 ⊂ ∂M be an (n−1)-dimensional
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smooth, closed submanifold. We assume every minimal hypersurface Σ ⊂M
with ∂Σ = γ is nondegenerate, which holds true for Baire generic boundaries
γ ⊂ ∂M (White [29]).
1.2. Theorem. The Strong Morse Inequalities for the area functional hold,
i.e.
ck(γ)− ck−1(γ) + · · ·+ (−1)
kc0(γ) ≥ (−1)
k
for every k ≥ 0. Here ck(γ) denotes the number of minimal hypersurfaces
of index k with boundary γ.
The mountain pass theorem when 3 ≤ (n+1) ≤ 7 is a consequence of the
strong Morse inequalities, since we have
c1(γ) ≥ c0(γ) − 1.
There is a version of Theorem 1.2 counting only hypersurfaces with area
less than a, like in Theorem 1.1, which can be proven with similar methods.
If there are closed minimal hypersurfaces in M , they will be achieved with
multiplicity one if the metric is also bumpy. The strong Morse inequalities
will continue to hold in that case for hypersurfaces with area less than a.
If (n + 1) ≥ 8, Schoen-Simon regularity theory ([24]) for stable mini-
mal hypersurfaces implies that min-max minimal hypersurfaces are smooth
outside a possible singular set of codimension 7. The Morse index of the
minimal variety is the index of the smooth part (Dey [9]). Upper bounds
for the Morse index were proven by Li [13]. A multiplicity one property and
lower bounds are still open. The mountain pass theorems of [7] and [19]
hold for (n+ 1) ≥ 8 with singular hypersurfaces. The third solution should
have index one.
The paper is organized as follows. In Section 2, we introduce some nota-
tion of Geometric Measure Theory. In Section 3, we prove the strong Morse
inequalities in the closed case. In Section 4, we prove a compactness theorem
for the boundary case. In Section 5, we prove the strong Morse inequalities
for the boundary case.
Acknowledgments: The authors would like to thank the support of the
Institute for Advanced Study, where part of this work was conducted.
2. Preliminaries
Let (Mn+1, g) be an (n + 1)-dimensional closed Riemannian manifold.
We assume, for convenience, that (M,g) is isometrically embedded in some
Euclidean space RL.
The spaces we will work with in this paper are:
• the space Il(M ;Z2) of l-dimensional flat chains in R
L with coeffi-
cients in Z2 and support contained in M , where l = n or n+ 1;
• the space Zn(M ;Z2) of flat chains T ∈ In(M ;Z2) such that there
exists U ∈ In+1(M ;Z2) with ∂U = T ;
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• the closure Vn(M), in the weak topology, of the space of n-dimensional
rectifiable varifolds in RL with support contained in M .
We assume implicitly that M(T ) +M(∂T ) < ∞ for every T ∈ Il(M ;Z2),
where M denotes the mass functional. We will refer to Z˜n(M ;Z2) as the
space of cycles. Flat chains over a finite coefficient group were introduced
by Fleming [11].
Given T ∈ Il(M ;Z2), we denote by |T | and ||T || the integral varifold
and the Radon measure in M associated with |T |, respectively; given V ∈
Vn(M), ||V || denotes the Radon measure in M associated with V . The
space of n-dimensional integral varifolds with support in M is denoted by
IVn(M).
The spaces above come with several relevant metrics. For instance, the
metric M(T1, T2) =M(T1 − T2) defines the mass topology. The flat metric
F(T1, T2) = inf{M(Q) +M(R) : T1 − T2 = Q+ ∂R}
induces the flat topology (we put F(T ) = F(T, 0)). The F-metric is defined
in the book of Pitts [23, page 66] and induces the varifold weak topology on
Vn(M) ∩ {V : ||V ||(M) ≤ a} for any a. It satisfies
||V ||(M) ≤ ||W ||(M) + F(V,W )
for all V,W ∈ Vn(M). We denote by B
F
δ (V ) and B
F
δ (V ) the closed and open
metric balls, respectively, with radius δ and center V ∈ Vn(M). Similarly,
we denote by B
F
δ (T ) and B
F
δ (T ) the corresponding balls with center T ∈
Zn(M ;Z2) in the flat metric. Finally, the F-metric on Il(M ;Z2) is defined
by
F(S, T ) = F(S − T ) + F(|S|, |T |).
We have F(|S|, |T |) ≤ M(S, T ) and hence F(S, T ) ≤ 2M(S, T ) for any
S, T ∈ Il(M ;Z2).
We assume that Il(M ;Z2) and Z˜n(M ;Z2) have the topology induced by
the flat metric. When endowed with the topology of the F-metric or the
mass norm, these spaces will be denoted by Il(M ;F;Z2), Z˜n(M ;F;Z2),
Il(M ;M;Z2), Z˜n(M ;M;Z2), respectively.
3. Morse inequalities
Let M be the space of all smooth Riemannian metrics on M . Given
g ∈ M, let M˜g denote the collection of all smooth, closed, embedded, g-
minimal hypersurfaces in M and let Mg be the subset of M˜g consisting of
connected minimal hypersurfaces.
Suppose that the Riemannian metric g on the closed manifold Mn+1, 3 ≤
(n+ 1) ≤ 7, is bumpy. This means that every closed minimal hypersurface
Σ ⊂ M is a nondegenerate critical point of the area functional, including
immersed hypersurfaces. This condition holds for C∞ generic metrics ([30],
[34], [4]).
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Given k ∈ Z+ and a ∈ (0,∞), let ck(a) denote the number of smooth,
embedded, closed, minimal hypersurfaces Σ ⊂ M in Zn(M
n+1,Z2) with
index(Σ) = k and area(Σ) < a. The hypersurface Σ could be disconnected,
in which case the index is the sum of the indices of the components. If
we want to emphasize the dependence on the Riemannian metric g, we will
write ck,g(a) instead of ck(a).
We denote by bk(a) the k-th Betti number of the topological space
Za = {T ∈ Zn(M,F;Z2) :M(T ) < a},
endowed with the F-metric, with coefficients in Z2. (The inequalities also
hold for the Betti numbers with coefficients in any field, by adapting the
methods.) The set Za is open in Zn(M,F;Z2). If we want to specify the
dependence on the metric g, we will write Zag .
3.1. Theorem. For each a ∈ (0,∞), we have bk(a) < ∞ for every k ∈ Z+
and the Strong Morse Inequalities hold:
cr(a)− cr−1(a) + · · · + (−1)
rc0(a) ≥ br(a)− br−1(a) + · · ·+ (−1)
rb0(a)
for every r ∈ Z+. In particular,
cr(a) ≥ br(a)
for every r ∈ Z+.
Notice that:
3.2. Lemma. We have ck(a) <∞ for every k and a.
Proof. This follows immediately from Sharp’s Compactness Theorem ([25]),
since the metric is bumpy. 
We will use:
3.3. Proposition. For a C∞-generic Riemannian metric g on M , we have:
• every g-minimal hypersurface is g-nondegenerate;
• and if
p1 · areag(Σ1) + · · ·+ pN · areag(ΣN ) = 0,
with {p1, . . . , pN} ⊂ Z, {Σ1, . . . ,ΣN} ⊂ Mg, and Σk 6= Σl whenever
k 6= l, then
p1 = · · · = pN = 0.
Proof. Let Up,α be the set of Riemannian metrics g ∈ M such that:
• every g-minimal hypersurface with index at most p and area at most
α is g-nondegenerate;
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• and if
m1 · areag(Σ1) + · · ·+mN · areag(ΣN ) = 0,
with {m1, . . . ,mN} ⊂ Z, {Σ1, . . . ,ΣN} ⊂Mg, |mk| ≤ p, index(Σk) ≤
p and area(Σk) ≤ α for every k, and Σk 6= Σl whenever k 6= l, then
m1 = · · · = mN = 0.
3.4. Claim. The set Up,α is open and dense in M, for every p ∈ Z+ and
α > 0.
Openness follows from Sharp’s Compactness Theorem [25].
Let g ∈ M and let V ⊂ M be a C∞-neighborhood of g. By White ([30],
[34]), there exists a bumpy metric g′ ∈ V.
By Sharp’s Compactness Theorem ([25]), there are only finitely many
connected g′-minimal hypersurfaces with index at most p and area at most
α. Let {S1, . . . , Sq} be the collection of such hypersurfaces, with Sk 6= Sl
whenever k 6= l.
Recall that if g˜ = exp(2φ)g′, then the second fundamental form of Σ with
respect to g˜ is given by (Besse [5], Section 1.163)
AΣ,g˜ = AΣ,g′ − g
′ · (∇φ)⊥,
where (∇φ)⊥(x) is the component of ∇φ normal to TxΣ.
We can pick pl ∈ Sl \ (∪k 6=lSk) for every l = 1, . . . , q (see the proof of
Lemma 4 of [18]). Let ε > 0 be sufficiently small so that Bε(pk)∩Bε(pl) = ∅
whenever k 6= l, Bε(pl) ∩ (∪k 6=lSk) = ∅ for every l = 1, . . . , q. We choose a
nonnegative function fl ∈ C
∞
c (Bε(pl)), fl|Sl 6≡ 0, such that (∇g′fl)(x) ∈ TxSl
for every x ∈ Sl. Hence Sl is still minimal with respect to the metric
gˆ(t1, . . . , tq) = exp(2(t1f1 + · · ·+ tqfq))g
′, for every l = 1, . . . , q.
Let (t
(i)
1 , . . . , t
(i)
q ) ∈ (0, 1]q be a sequence converging to zero so that, by
putting gi = gˆ(t
(i)
1 , . . . , t
(i)
q ), we have that the real numbers
areagi(S1), . . . , areagi(Sq)
are linearly independent over Q. Sharp’s Compactness Theorem, together
with the fact that Sl is g
′-nondegenerate for every l = 1, . . . , q, implies that
for sufficiently large i the only connected gi-minimal hypersurfaces with
index at most p and area at most α are S1, . . . , Sq. Hence gi ∈ V ∩ Up,α for
sufficiently large i. This proves density of Up,α, which finishes the proof of
the claim.
The claim implies that the set X = ∩N∈N UN,N is Baire-residual in M,
hence it is also dense. This finishes the proof of the Proposition.

Proof of Theorem 3.1. We denote by cj(t) the number of elements Σ ∈ M˜g∩
Zn(M
n+1,Z2) with index(Σ) = j and area(Σ) < t.
Recall
Zt = {T ∈ Zn(M ;F;Z2) :M(T ) < t}.
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All the homology groups will be computed with coefficients in Z2. A
k-dimensional homology class is represented by finite chains of singular k-
simplices
∑
si, where si : ∆
k → Zn(M ;F;Z2) is a continuous map defined
on the standard k-simplex ∆k for every i.
3.5. Homology Min-Max Theorem. Let σ ∈ Hk(Z
t,Zs) be a nontrivial
homology class, 0 ≤ s < t, and let
W (σ) = inf
[
∑
si]=σ
sup
i,x∈∆k
M(si(x)).
Suppose that, for some ε > 0, there is no Σ′ ∈ M˜g with area(Σ
′) ∈ (s− ε, s)
and index(Σ′) ≤ k−1. ThenW (σ) ∈ [s, t) withW (σ) > 0 if s = 0. Moreover
there exists Σ ∈ M˜g ∩ Zn(M
n+1,Z2) with index(Σ) = k and
area(Σ) =W (σ).
Proof. Since there is a representative [
∑
si] = σ with si(∆
k) ⊂ Zt for each
i, it is clear that W (σ) < t. If W (σ) < s, then there is a representative
[
∑
si] = σ with si(∆
k) ⊂ Zs for every i. This implies σ = 0, which is a
contradiction. Hence W (σ) ∈ [s, t).
Let {
∑
i s
(j)
i }j be a sequence of representatives ([
∑
i s
(j)
i ] = σ) such that
lim
j→∞
sup
i,x∈∆k
M(s
(j)
i (x)) =W (σ).
Associated to the chain
∑
i s
(j)
i we have a ∆-complex X
(j) and a map Φ(j) :
X(j) → ∪is
(j)
i (∆
k) (see Section 2.1 of [12]) that is continuous in the F-
metric. The boundary ∂X(j) is the union of (k − 1)-faces of
∑
i s
(j)
i that do
not cancel out in the calculation of ∂(
∑
i s
(j)
i ). Because the chain
∑
i s
(j)
i is
a relative cycle, we have that Φ(j)(∂X(j)) ⊂ Zs. We also have
Φ
(j)
∗ ([X
(j)]) = σ.
We can consider the class Π
(j)
∂ of all F-continuous maps Ψ : ∂X
(j) → Zs
that are F-homotopic to Φ
(j)
|∂X(j)
through maps taking values in Zs. By
applying min-max theory for the area functional to Π
(j)
∂ , and using the fact
that there is no Σ′ ∈ M˜g with area(Σ
′) ∈ (s − ε, s) and index(Σ′) ≤ k − 1,
we conclude that there is an element Ψ′ ∈ Π
(j)
∂ with supy∈∂X(j) M(Ψ(y)) ≤
s− ε/2. In particular, we can suppose that
sup
y∈∂X(j)
M(Φ(j)(y)) ≤ s− ε/2.
Notice that in Section 3 of [14], a homotopy class is defined in an unusual
way: the homotopy class of an F-continuous map is defined as the class of all
F-continuous maps that are homotopic to the original one in the flat topol-
ogy. But Proposition 3.5 of [15] has been upgraded to the mass topology
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in Proposition 3.2 of [16]. An inspection of Section 3 of [14] shows that the
min-max theory also works for usual F-continuous homotopy classes. Defor-
mation Theorem A of [14] also applies to to rule out minimal hypersurfaces
of higher index.
Since W (σ) ≥ s, we have that the techniques of [16] for standard homol-
ogy classes can be adapted to the case of relative homology classes as in the
statement of the theorem. There is δ > 0 such that for sufficiently large j,
sup
x∈X(j)
M(Φ(j)(x)) ≤ t− δ
for every x ∈ X(j).
Fix j. Let {gi} be a sequence of metrics as in Proposition 3.3 such that
gi converges to g in the smooth topology. We consider
σ
(j)
i = Φ
(j)
∗ ([X
(j)]) ∈ Hk(Z
t−δ/2
gi ,Z
s−ε/4
gi )
for sufficiently large i. Notice that in this case we have
Zt−δ/2gi ⊂ Z
t
g, Z
s−ε/4
gi ⊂ Z
s
g
Since σ 6= 0, this implies σ
(j)
i 6= 0 for sufficiently large i. Notice that(
sup
g(v, v)
gi(v, v)
)−n
2
W (σ) ≤Wgi(σ
(j)
i ) ≤ sup
x∈X(j)
Mgi(Φ
(j)(x)),
hence
W (σ) ≤ lim inf
i→∞
Wgi(σ
(j)
i ) ≤ lim sup
i→∞
Wgi(σ
(j)
i ) ≤ sup
x∈X(j)
Mg(Φ
(j)(x)).
Notice that there is no gi-minimal hypersurface with index less than or
equal to k− 1 and area in (s− 3ε/4, s− ε/4) for large i. Hence, by the same
argument as before, we can find a sequence
Φ
i,(j)
l : X
i,(j)
l → Z
t−δ/2
gi , Φ
i,(j)
l (∂X
i,(j)
l ) ⊂ Z
s−ε/2
gi ⊂ Z
s−ε/4
gi ,
such that
(Φ
i,(j)
l )∗([X
i,(j)
l ]) = σ
(j)
i
and
lim
l→∞
sup
x∈X
i,(j)
l
Mgi(Φ
i,(j)
l (x)) =Wgi(σ
(j)
i ).
Let Π
i,(j)
l be the homotopy class of Φ
i,(j)
l : X
i,(j)
l → Z
t−δ/2
gi relative to
∂X
i,(j)
l . If
L(Π
i,(j)
l ) = inf
Φ∈Π
i,(j)
l
sup
x∈X
i,(j)
l
Mgi(Φ(x)),
then
Wgi(σ
(j)
i ) ≤ L(Π
i,(j)
l ) ≤ sup
x∈X
i,(j)
l
Mgi(Φ
i,(j)
l (x)).
In particular, liml→∞ L(Π
i,(j)
l ) =Wgi(σ
(j)
i ).
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Min-max theory gives a stationary integral varifold V
i,(j)
l whose support
is a gi-minimal hypersurface such that areagi(V
i,(j)
l ) = L(Π
i,(j)
l ). Defor-
mation Theorem A of [14] allows us to rule out minimal hypersurfaces of
higher index, so that we can choose V
i,(j)
l to satisfy index(V
i,(j)
l ) ≤ k. Here
index(V
i,(j)
l ) is defined to be the sum of the indices of the components of
spt(V
i,(j)
l ). Because the metric is bumpy, for sufficiently large l we have
L(Π
i,(j)
l ) = areagi(V
i,(j)
l ) =Wgi(σ
(j)
i ).
Moreover, the work of X. Zhou [35] gives a minimizing sequence {Ψm}m in
Π
i,(j)
l so that the critical set C({Ψm}m) contains a multiplicity one, minimal
hypersurface Σ
i,(j)
l ∈ Zn(M
n+1,Z2) such that index(Σ
i,(j)
l ) ≤ k. Because gi
is as in Proposition 3.3, Σ
i,(j)
l is the unique smooth element of C({Ψm}m).
Theorem 4.7 (i) of [16] can be upgraded to homotopy in the F-metric. The
minimizing sequence produced by Theorem 4.9 of [16] is in the usual F-
metric homotopy class. The proof of Theorem 7.2 of [16] can also be adapted
to our setting, which proves that index(Σ
i,(j)
l ) = k. The only point to check
is that the singular cycle zi,p of the proof of Theorem 7.2 of [16] is null-
homologous in the F-metric. But this is a consequence of Theorem 3.8 of
[16] with K = Σ˜qp , in the notation of the proof of Theorem 7.2 of [16].
We have found a multiplicity one, gi-minimal hypersurface Σ
i,(j) such that
index(Σi,(j)) = k, areagi(Σ
i,(j)) =Wgi(σ
(j)
i ).
If we let i → ∞, and because g is bumpy, we can take a subsequential
limit of Σi,(j) and get a multiplicity one g-minimal hypersurface Σ(j) ∈
Zn(M
n+1,Z2) such that
index(Σ(j)) = k, W (σ) ≤ areag(Σ
(j)) ≤ sup
x∈X(j)
Mg(Φ
(j)(x)).
Taking another subsequential limit as j → ∞, we find a multiplicity one
g-minimal hypersurface Σ ∈ Zn(M
n+1,Z2) such that
index(Σ) = k, areag(Σ) =W (σ).
If s = 0 and W (σ) = 0, then there are representatives of the homology
class σ with supremum of the masses arbitrarily small. Then Theorem
3.8 of [16] (with K = {0} and Ψ ≡ 0) implies that σ = 0, which gives a
contradiction. This finishes the proof of the Min-Max Homology Theorem.

3.6. Proposition. Suppose that the metric g is as in Proposition 3.3. Let
r ∈ Z+ and Σ ∈ M˜g∩Zn(M
n+1,Z2) with index(Σ) = k ≤ r and area(Σ) = a.
For every ε > 0, there exists a− ε < s < a < t < a+ ε such that
bi(Z
t,Zs) = 0 ∀ i ≤ r, i 6= k,
bk(Z
t,Zs) = 1.
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Proof. Because the metric g is as in Proposition 3.3, there is δ > 0 such that
Σ is the unique element of M˜g with index less than or equal to r and area
in (a− δ, a + δ).
Let σ ∈ Hi(Z
t,Zs) with i ≤ r, i 6= k, a− δ < s < t < a+ δ. If σ 6= 0, the
Homology Min-Max Theorem gives an element Σ′ ∈ M˜g with index(Σ
′) = i
and area(Σ′) ∈ [s, t). Contradiction, hence σ = 0. This proves
bi(Z
t,Zs) = 0 ∀ i ≤ r, i 6= k, a− δ < s < t < a+ δ.
Consider {ηi}
k
i=1 and the functional A
∗ as in the proof of the Local Min-
Max Theorem 6.1 of [16]. Let ε1 be as in Proposition 6.2 of [16]. Then for
every S ∈ Zn(M ;Z2) with F(S,Σ) < ε1, we have A
∗(S) > A∗(Σ) unless
S = Σ. This implies that for each α > 0, there exists κ = κ(α,Σ, ε1) > 0
such that if S ∈ Zn(M ;Z2) satisfies F(S,Σ) ≤ ε1/2 and A
∗(S) ≤ A∗(Σ)+κ,
then F(S,Σ) ≤ α.
Choose t ∈ (a, a + ε), with t− a < min{δ, κ(ε1/16,Σ, ε1)}. If K1 = {Σ},
let β˜ = β(K1,
t−a
4 ) > 0 as in Theorem 3.8 of [16].
Given β > 0, let ε0 > 0 and {Fv}v∈Bk be as in Theorem 6.1 of [16]. We
can suppose, by choosing β > 0 sufficiently small, that
F((Fv)#(Σ),Σ) ≤ min{ε1/4, β˜/4}
for all v ∈ B
k
. If
PΣ(v) =
k∑
i=1
||(Fv)#Σ||(ηi) · ei,
we have PΣ(0) = 0 and DPΣ(0) = Id. Hence
(PΣ)∗([∂B
k
]) 6= 0 ∈ Hk−1(R
k \ {0}).
We can choose 0 < γ < min{δ/2, (t − a)/4, β˜} such that
area ((Fv)#(Σ)) < area(Σ)− 2γ
for every v ∈ ∂Bk. If
K2 = {(Fv)#(Σ) : v ∈ B
k
},
let 0 < β′ = β(K2, γ/4) < γ/4 as in Theorem 3.8 of [16].
We choose 0 < h < β˜/4, depending only on Σ and {Fv}, such that for
every S ∈ Zn(M ;Z2) with F(S,Σ) < h, we have that the function
v ∈ B
k
7→ ||(Fv)#(S)||(M)
is strictly concave and has a unique maximum point somewhere in Bk1/2(0),
and
F((Fv)#(S), (Fv)#(Σ)) < min{γ/4, β
′/4, β˜/4}
for every v ∈ B
k
.
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If Φ : B
k
→ Zn(M ;F;Z2) is given by Φ(v) = (Fv)#(Σ), we define the
relative homology class
σ = Φ∗([B
k
]) ∈ Hk(Z
t,Za−γ),
where [B
k
] denotes the generator of Hk(B
k
, ∂B
k
).
3.7. Claim. σ 6= 0.
Suppose σ = 0 by contradiction. This implies that there exists a (k +1)-
dimensional ∆-complex Y and a map H : Y → Zt, continuous in the F-
metric, such that ∂Y is the union of two k-dimensional ∆-subcomplexes
∂Y = B
k
∪ Z,
disjoint as subcomplexes, such that
H
|B
k = Φ,
sup
y∈Z
M(H(y)) < a− γ.
We can apply barycentric subdivision to Y (still denoted by Y ) so that
for each (k + 1)-dimensional simplex s ∈ Y we have
sup
y1,y2∈s
F(H(y1),H(y2)) < ε1/16.
Let W be the union of all (k + 1)-simplices s ∈ Y such that there exists
y ∈ s with
F(H(y),Σ) ≤ ε1/4.
In particular, B
k
⊂ ∂W . Also,
F(H(y),Σ) ≤ 3ε1/8
for every y ∈W .
Consider a k-simplex t ∈ ∂W such that t /∈ B
k
∪ Z. Then there exists
s ∈ Y with s /∈W and t ⊂ ∂s. By definition of W , we have
F(H(y),Σ) > ε1/4
for every y ∈ s. Hence, for any y′ ∈ t and y ∈ s we have
F(H(y′),Σ) ≥ F(H(y),Σ) −F(H(y′),H(y))
> ε1/4 − ε1/16 ≥ ε1/8.
We can decompose ∂W as the union of two k-dimensional subcomplexes,
disjoint as subcomplexes:
∂W = B
k
∪B′.
Note that ∂B′ = ∂B
k
. Consider the continuous map P : B′ → Rk given by
P (y) =
k∑
i=1
||H(y)||(ηi) · ei.
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Note that P|∂B′ = P
Σ
|∂B
k . Therefore P∗([∂B
′]) 6= 0 ∈ Hk−1(R
k \ {0}). This
implies the existence of y0 ∈ B
′ such that P (y0) = 0. So
A∗(H(y0)) = ||H(y0)||(M) =M(H(y0)).
This implies
(3.1) A∗(H(y0)) < t < a+ κ(ε1/16,Σ, ε1).
Since y0 ∈W , then F(H(y0),Σ) ≤ 3ε1/8 < ε1/2 and hence
M(H(y0)) = A
∗(H(y0)) ≥ A
∗(Σ) =M(Σ) = a.
This gives y0 /∈ Z. Hence F(H(y0),Σ) ≥ ε1/8. On the other hand, inequality
(3.1) gives F(H(y0),Σ) ≤ ε1/16. Contradiction, thus σ 6= 0 which proves
the claim.
3.8. Claim. Hk(Z
t,Za−γ) = {0, σ}.
Let σ ∈ Hk(Z
t,Za−γ), with σ 6= 0. The Homology Min-Max Theorem
gives that W (σ) = area(Σ). Like in the proof of the Homology Min-Max
Theorem, there exists a homotopy class Π of maps Φ : X → Zt relative
to ∂X, where X is a k-dimensional ∆-complex and Φ(∂X) ⊂ Za−γ , such
that L(Π) = area(Σ) and Φ∗([X]) = σ. Let {Φj} ⊂ Π be a minimizing
sequence. Because the metric is as in Proposition 3.3, the only smooth
element of C({Φj}) is Σ. Given any 0 < h < min{h/2, ε0/2}, the proof of
Theorem 7.2 of [16] gives another minimizing sequence {Φˆj} ⊂ Π (which
can be taken continuous in the mass topology) such that the only smooth
element of C({Φˆj}) is Σ and for some η > 0 we have
x ∈ X, M(Φˆj(x)) ≥ a− η =⇒ F(|Φˆj(x)|, |Σ|) < h.
Because of Theorem 4.11 of [16], we can also suppose
x ∈ X, M(Φˆj(x)) ≥ a− η =⇒ F(Φˆj(x),Σ) < h.
We can assume η < γ/2.
We fix j and choose 0 < h′ < min{η/8, γ/4, β′/4} and a barycentric
subdivision of X (still denoted by X) such that for each k-simplex t ∈ X,
we have
F(Φˆj(x1), Φˆj(x2)) < h
′
for every x1, x2 ∈ t. Let V be the union of all k-simplices t ∈ X such that
there exists x ∈ t with
M(Φˆj(x)) ≥ a− η/4.
Then, for any other x′ ∈ t, we have
M(Φˆj(x
′)) ≥M(Φˆj(x))− F(|Φˆj(x
′)|, |Φˆj(x)|)
≥ a− η/4 − h′
≥ a− 3η/8.
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In particular, V ∩∂X = ∅. Now, for any (k−1)-simplex s ∈ ∂V there exists
a k-simplex t /∈ V with s ⊂ ∂t. By definition of V , we have:
(3.2) M(Φˆj(y)) ≤ a− η/4
for every y ∈ ∂V .
We will follow as in the proof of Theorem 7.2 of [16]. For y ∈ ∂V , let
Ay : B
k
→ [0,∞) be defined by
Ay(v) = ||(Fv)#(|Φˆj(y)|)||(M).
Note that
F(Φˆj(y),Σ) < 2h < h
for every y ∈ V . Hence the function Ay is strictly concave and has a unique
maximum at m(y) ∈ Bk1
2
(0). By Theorem 6.1 of [16] and inequality (3.2)
above, we get that m(y) 6= 0 for every y ∈ ∂V . We can find ζ > 0 such that
ζ ≤ |m(y)| < 1/2 for every y ∈ ∂V .
Now we can consider the one-parameter flow {φy(·, t)}t≥0 ⊂ Diff(B
k
)
generated by the vector field
v 7→ −(1− |v|2)∇Ay(v).
The function t 7→ Ay(φy(v, t)) is nonincreasing for fixed v. It is strictly
decreasing except if v = m(y) or if v ∈ ∂Bk, in which cases it is constant.
We have that
lim
t→∞
φy(v, t) ∈ ∂Bk
if v 6= m(y), and the limit is uniform if |v −m(y)| ≥ ζ.
Therefore there exists s > 0 such that the homotopy
H1 : [0, 1] × ∂V → Zn(M ;F;Z2)
defined by
H1(t, y) = (Fφy(0,st))#(Φˆj(y))
satisfies:
• H1(0, y) = Φˆj(y),
• F(H1(1, y), (Fw(y))#(Φˆj(y))) < h
′ for some continuous function
w : ∂V → ∂Bk,
• M(H1(t, y)) ≤ a− η/8
for every (t, y) ∈ [0, 1] × ∂V . We have
F(H1(1, y), (Fw(y))#(Σ)) ≤ F(H1(1, y), (Fw(y))#(Φˆj(y)))
+F((Fw(y))#(Φˆj(y)), (Fw(y))#(Σ))
≤ h′ + β′/4 ≤ β′/2
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for every y ∈ ∂V . In particular,
M(H1(1, y)) ≤M(Fw(y))#(Σ)) + F(H1(1, y), (Fw(y))#(Σ))
≤ a− 2γ + β′/2 ≤ a− 2γ + γ/8 ≤ a− 15γ/8.
We also have
F(H1(t, y),Σ) = F((Fφy(0,st))#(Φˆj(y)),Σ)
≤ F((Fφy(0,st))#(Φˆj(y)), (Fφy(0,st))#(Σ)) + F((Fφy(0,st))#(Σ),Σ)
≤ β˜/4 + β˜/4 = β˜/2
for every (t, y) ∈ [0, 1] × ∂V .
By applying Theorem 3.8 of [16] with K = K2, we get that there exists a
second homotopy
H2 : [1, 2] × ∂V → Zn(M ;F;Z2)
such that
• H2(1, y) = H1(1, y),
• H2(2, y) = (Fw(y))#(Σ),
• F(H2(t, y), (Fw(y))#(Σ)) ≤ γ/4
for every (t, y) ∈ [1, 2] × ∂V . In particular,
F(H2(t, y),Σ) ≤ F(H2(t, y), (Fw(y))#(Σ)) + F((Fw(y))#(Σ),Σ)
≤ γ/4 + β˜/4 ≤ β˜/2,
and
M(H2(t, y)) ≤M((Fw(y))#(Σ)) + F(H2(t, y), (Fw(y))#(Σ))
≤ a− 2γ + γ/4 ≤ a− 7γ/4
for every (t, y) ∈ [1, 2] × ∂V .
We take Q to be the cone over ∂V and wˆ : Q → B
k
to be a continuous
map that sends the vertex of the cone to 0 and such that wˆ(y) = w(y) for
every y ∈ ∂V = ∂Q.
Consider the following ∆-complex:
C = V ∪ ([0, 2] × ∂V ) ∪Q,
so ∂C = 0. Define the continuous map
Ψ : C → Zn(M ;F;Z2)
by
Ψ(x) = Φˆj(x)
for x ∈ V ,
Ψ(t, y) = H1(t, y)
for (t, y) ∈ [0, 1] × ∂V ,
Ψ(t, y) = H2(t, y)
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for (t, y) ∈ [1, 2] × ∂V , and
Ψ(q) = (Fwˆ(q))#(Σ)
for q ∈ Q. Then
F(Ψ(p),Σ) ≤ β˜/2
for every p ∈ C.
By applying Theorem 3.8 of [16] with K = K1 = {Σ}, there exists a
homotopy
H3 : [0, 1] × C → Zn(M ;F;Z2)
with
• H3(0, p) = Ψ(p),
• H3(1, p) = Σ,
• F(H3(t, p),Σ) ≤ (t− a)/4
for every (t, p) ∈ [0, 1] × C. In particular,
M(H3(t, p)) ≤M(Σ) + F(H3(t, p),Σ) ≤ a+ (t− a)/4 = t−
3
4
(t− a)
< t
for every (t, p) ∈ [0, 1] × C. Hence
Ψ∗([C]) = 0 ∈ Hk(Z
t,Za−γ).
Now consider the ∆-complex
X ′ = (X \ V ) ∪ ([0, 2] × ∂V ) ∪Q,
and the map
Ψ′ : X ′ → Zn(M ;F;Z2)
given by
Ψ′(x) = Φˆj(x)
for every x ∈ X \ V , and
Ψ′(p) = Ψ(p)
for every p ∈ ([0, 2] × ∂V ) ∪Q. So
Ψ′∗([X
′]) = σ ∈ Hk(Z
t,Za−γ).
Note that M(Ψ′(z)) ≤ a− η/8 for every z ∈ X ′ \Q and M(Ψ′(p)) ≤ a− 2γ
for every p ∈ ∂Q.
Let Π′ be the homotopy class of the map
Ψ′|(X′\Q) : X
′ \Q→ Za−η/16
relative to the boundary ∂(X ′ \Q) = ∂X ∪ ∂Q. Note that
Ψ′(∂(X ′ \Q)) ⊂ Za−γ .
By applying min-max theory for the area functional to Π′, and using that
there is no minimal hypersurface with index less than or equal to k and area
in [a− γ, a− η/16), we get that there exists Ψ′′ ∈ Π′ with
M(Ψ′′(z)) < a− γ
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for every z ∈ X ′ \Q. This implies
Ψ∗([Q]) = σ ∈ Hk(Z
t,Za−γ).
Recall that Φ : B
k
→ Z(M ;F;Z2) is defined by Φ(v) = (Fv)#(Σ) and
σ = Φ∗([B
k
]) ∈ Hk(Z
t,Za−γ). Then
Ψ|Q = Φ ◦ wˆ,
where wˆ : (Q, ∂Q)→ (B
k
, ∂Bk) and Φ : (B
k
, ∂Bk)→ (Zt,Za−γ).
Hence
σ = Ψ∗([Q]) = Φ∗(d),
with d = wˆ∗([Q]) ∈ Hk(B
k
, ∂Bk) = Z2. Since σ 6= 0, we have that d = [B
k
].
Hence
σ = σ,
which finishes the proof of the claim and of the proposition.

We can now prove Theorem 3.1 for Riemannian metrics as in Proposition
3.3. Suppose g is such a metric. Fix r ∈ Z+. Let {Σ1, . . . ,Σq} be the
collection of elements of M˜g ∩ Zn(M
n+1,Z2) with area less than a and
Morse index less than or equal to r. We can suppose that they are ordered
so that
area(Σq) < area(Σq−1) < · · · < area(Σ1).
Set ai = area(Σi) and mi = index(Σi). Proposition 3.6 implies that we
can choose si < ai < ti for every 1 ≤ i ≤ q such that ti < si−1 for all
2 ≤ i ≤ q, 0 < sq < t1 < a and
bj(Z
ti ,Zsi) = 0 ∀ j ≤ r, j 6= mi,
bmi(Z
ti ,Zsi) = 1.
The Homology Min-Max Theorem 3.5 implies
bj(Z
a,Zt1) = 0 ∀ j ≤ r,
bj(Z
si−1 ,Zti) = 0 ∀ j ≤ r, 2 ≤ i ≤ q,
and
bj(Z
sq ,Z0 = ∅) = 0 ∀ j ≤ r.
The Betti numbers with coefficients in Z2 are subadditive, meaning that
if X ⊃ Y ⊃ Z are topological spaces, then
bk(X,Z) ≤ bk(X,Y ) + bk(Y,Z).
Hence
bk(Z
a) ≤ bk(Z
a,Zt1) +
q∑
i=1
bk(Z
ti ,Zsi) +
q∑
i=2
bk(Z
si−1 ,Zti) + bk(Z
sq )
= ck(a) <∞.
Therefore bk(a) <∞ for every k ≤ r.
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The function
sk(X,Y ) = bk(X,Y )− bk−1(X,Y ) + · · ·+ (−1)
kb0(X,Y )
is also subadditive. Hence
sk(Z
a) ≤ sk(Z
a,Zt1) +
q∑
i=1
sk(Z
ti ,Zsi) +
q∑
i=2
sk(Z
si−1 ,Zti) + sk(Z
sq )
=
q∑
i=1
sk(Z
ti ,Zsi) =
∑
1≤i≤q,mi≤k
(−1)mi−k
= ck(a)− ck−1(a) + · · · + (−1)
kc0(a).
Therefore
bk(a)− bk−1(a) + · · ·+ (−1)
kb0(a) ≤ ck(a)− ck−1(a) + · · ·+ (−1)
kc0(a)
for every k ≤ r. Since r ∈ Z+ is arbitrary, this establishes the Theorem for
metrics as in Proposition 3.3.
Let g be a bumpy metric. Fix r ∈ Z+. There are finitely many elements
of M˜g with area less than or equal to (a+ 1) and Morse index less than or
equal to (r+1). We can suppose that there is no element of M˜g with index
less than or equal to (r+1) and area in [a− 2δ, a) for some δ > 0. Let {gi}i
be a sequence of metrics as in Proposition 3.3 such that gi converges to g
in the smooth topology. For sufficiently large i, there is no element of M˜gi
with index less than or equal to (r + 1) and area in [a − 2δ, a − δ]. We are
using Sharp’s compactness theorem [25].
Let Φ : (X, ∂X) → (Zag ,Z
a−δ
gi ) be a continuous map, such that dim(X) =
q ≤ (r+1), where i is sufficiently large. Of course Za−δgi ⊂ Z
a
g for sufficiently
large i. We can consider Πi,∂ the homotopy class of Φ|∂X among all maps
taking values in Za−δgi . Min-max theory in the metric gi applied to Πi,∂ ,
with upper Morse index bounds, gives that there exists Ψ∂ ∈ Πi,∂ such
that Ψ∂(∂X) ⊂ Z
a−2δ
gi . This means that if we are interested in Φ∗([X]) ∈
Hq(Z
a
g ,Z
a−δ
gi ), we can suppose Φ(∂X) ⊂ Z
a−2δ
gi . Let Π be the homotopy
class of Φ relative to ∂X, among maps that take values in Zag . Min-max
theory in the g metric applied to Π, with upper Morse index bounds, implies
the existence of Ψ ∈ Π such that Ψ(X) ⊂ Z
a−3δ/2
g .
Since Z
a−3δ/2
g ⊂ Za−δgi for sufficiently large i, we conclude that
Φ∗([X]) = 0 ∈ Hq(Z
a
g ,Z
a−δ
gi ).
Therefore
Hq(Z
a
g ,Z
a−δ
gi ) = 0
for every q ≤ (r + 1). The long exact homology sequence of the pair
(Zag ,Z
a−δ
gi ) implies that
Hk(Z
a
g ) = Hk(Z
a−δ
gi )
for every k ≤ r. In particular, bk(Z
a
g ) = bk(Z
a−δ
gi ) <∞ for every k ≤ r.
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Notice that the way we constructed gi implies that for sufficiently large i
we have
ck,g(a) = ck,gi(a− δ)
for every k ≤ r. We are using Sharp’s compactness theorem and the implicit
function theorem. Since we have already proved that
bk(Z
a−δ
gi )− bk−1(Z
a−δ
gi ) + · · ·+ (−1)
kb0(Z
a−δ
gi )
≤ ck,gi(a− δ) − ck−1,gi(a− δ) + · · ·+ (−1)
kc0,gi(a− δ)
for every k ≤ r, we get
bk(a)− bk−1(a) + · · ·+ (−1)
kb0(a) ≤ ck(a)− ck−1(a) + · · ·+ (−1)
kc0(a)
for every k ≤ r. Since r ∈ Z+ is arbitrary, we have finished the proof of
Theorem 3.1.

4. Boundary case and Compactness theory
Let (Mn+1, g) be an (n+1)-dimensional compact, connected, Riemannian
manifold with strictly convex boundary. We can suppose it is isometrically
embedded in some Euclidean space RL. Let γn−1 ⊂ ∂M be an (n − 1)-
dimensional smooth, closed submanifold.
We denote by Vn(M) the closure, in the weak topology, of the space of n-
dimensional rectifiable varifolds in RL with support contained in M . Given
V ∈ Vn(M), ||V || denotes the Radon measure in M associated with V .
We denote by A(p, s, r) the Euclidean annulus {x ∈ RL : s < |x−p| < r}.
The varifold V is said to be γ-stationary if
δV (X) = 0
for every vector field X that is tangential to M and such that X = 0 on γ.
Let
M(γ) = {Σn ⊂M : Σ is a compact, embedded, smooth minimal
hypersurface, with ∂Σ = γ}.
If we want to emphasize the dependence on the Riemannian metric g, we
will write Mg(γ) instead of M(γ).
4.1. Definition. The Morse index of Σ is defined as the number index(Σ)
of negative eigenvalues of the Jacobi operator LΣ of Σ, counted with multi-
plicities, acting on the space of smooth sections of the normal bundle of Σ
which vanish on ∂Σ.
We will extend to the case of minimal hypersurfaces with fixed boundary
the compactness theory for closed minimal hypersurfaces developed by Sharp
[25].
Let
MI(γ,Λ) = {Σ ∈M(γ) : Σ connected, index(Σ) ≤ I, and ||Σ||(M) ≤ Λ}
The main result of this section is the following theorem.
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Theorem 4.1. Consider {Σk}k≥1 ⊂ MI(γ,Λ). There exists a subsequence
{Σk}k and Σ ∈ MI(γ,Λ) such that Σk → Σ as varifolds. The convergence
is graphical and smooth with multiplicity one everywhere. If the Σk are
different from Σ, then the nullity of Σ is at least one.
Proof. We will start by proving the following claim:
4.2. Claim. There exists a subsequence {Σk}k, an integral varifold V , and
a finite subset Y ⊂M such that:
(a) Σk → V as varifolds,
(b) V is γ-stationary,
(c) Y ⊂ γ and #Y ≤ I,
(d) Σ = supp(||V ||) is connected, smooth in M \ Y , and contains γ,
(e) Σk → Σ in the Hausdorff topology,
(f) Σk → Σ smooth and graphically, with multiplicity one on compact
subsets of M \ Y , and
(g) Σ \ Y is connected.
Let {Σk}k≥1 be a sequence in MI(γ,Λ). Since ||Σk||(M) = H
n(Σk) are
bounded from above by Λ, we have that, up to a subsequence, Σk con-
verges in varifold sense to a varifold V ∈ Vn(M). Clearly, V is γ-stationary.
Moreover, minimality of Σk implies
(4.1) ||δ(|Σk |)|| ≤ H
n−1
xγ + n||AM ||H
n
xΣk,
where |Σk| denotes the varifold induced by Σk and ||AM || denotes the C
0
norm of the second fundamental form of the inclusion M ⊂ RL. In par-
ticular, the first variation total measures ||δ(|Σk |)||(M) are also uniformly
bounded. By Allard’s Compactness Theorem for integral varifolds, (see 42.7
and 42.8 in [27]), V is an integral varifold.
Let Σ = supp(||V ||). By the Maximum Principle (see Proposition 7.1 of
[7]), Σ ∩ ∂M ⊂ γ. We claim that Σ contains γ, is connected, and Σk →
Σ in the Hausdorff sense. Indeed, if p ∈ γ, the monotonicity formula at
boundary points, obtained by Allard in [2], implies a positive lower bound
Hn(Σk ∩ Br(p)) ≥ Cr
n > 0 which is uniform on k ∈ N for small values
of r > 0. Then, by continuity of the mass under varifold convergence, it
follows that p ∈ Σ. The Hausdorff convergence follows because if not there
would be a sequence of points pki ∈ Σki , with ki →∞, at distance at least a
fixed d1 > 0 from Σ. Since γ ⊂ Σ, the interior monotonicity formula can be
applied to give us a contradiction. Since Σk are connected, Σ is connected
also.
Since index(Σk) ≤ I for every k, a standard argument shows that after
maybe passing to a subsequence there exists a finite set Y˜ ⊂ M , with
#Y˜ ≤ I, such that for every x ∈ M \ Y˜ there exists r > 0 such that Σk
is stable in Br(x) for every k. If x ∈ M \ ∂M , we can choose r so that
Br(x) ∩ ∂M = ∅. The Schoen-Simon theory [24] implies that Σ is smooth
and embedded inM \(∂M ∪ Y˜ ), perhaps with integer multiplicities, and the
convergence is locally graphical and smooth. Since ∂M is strictly convex,
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the wedge property is satisfied near any x ∈ γ (Lemma 9.1 of [7]). Hence
we can apply De Lellis and Ramic’s Compactness Theorem (Theorem 7.4 of
[7]) to obtain that for any x ∈ γ \ Y˜ , there exists r > 0 such that Σ∩Br(x)
is smooth and embedded with multiplicity one, ∂(Σ ∩ Br(x)) = γ ∩ Br(x),
with smooth and locally graphical convergence.
By Sharp [25], Σ is smooth inM \∂M . In particular, for every x ∈ Y˜ \∂M
only one connected component of Σ \ Y˜ has x on its closure.
We claim now that the same holds even for x ∈ Y˜ ∩ γ. To see this, we
start by observing that only one connected component of Σ \ Y˜ contains
γ ∩ (Br(x) \{x}), for some r > 0. This is trivial when 4 ≤ (n+1) ≤ 7, since
in this case γ has dimension at least 2, which implies that γ ∩ (Br(x) \ {x})
is connected. If (n + 1) = 3, choose a small r > 0 such that ∂Br(x) is
transversal to Σ. Then Σ∩ ∂Br(x) is a 1-dimensional compact submanifold
with exactly two boundary points, corresponding to γ ∩ ∂Br(x). Therefore
these points belong to the same component of Σ\ Y˜ . We conclude our claim
that no other component of Σ \ Y˜ has x on its closure by contradiction;
otherwise, such a component would be minimal in Br(x) \ {x} and touch
∂M at x only, which contradicts the maximum principle of White [33] since
∂M is convex.
In particular, Σ \ Y˜ is connected and hence has multiplicity one. By
Allard’s regularity theory, in the interior and boundary cases ([1, 2]), the
convergence Σk → V is smooth and graphical with a single sheet on compact
subsets of M \ Y , where Y = Y˜ ∩ ∂M . We also know that Σ is smooth in
M \ Y and in M \ ∂M . This proves Claim 4.2.
4.3. Claim. Σ is smooth, embedded and ind(Σ) ≤ I. The convergence
Σk → Σ is graphical and smooth with one sheet on M . If Σk 6= Σ for
sufficiently large k, the nullity of Σ is at least one.
We follow the notation from Claim 4.2. In order to prove regularity
at y ∈ Y , it suffices to show that any tangent cone of V at y is an n-
dimensional half-space with multiplicity one. The result would follow from
Allard’s boundary regularity theorem in [2]. We start by observing that
Claim 4.2 and Proposition 6.3 of [19] imply that any such C can be repre-
sented as a sum C =
∑l
i=1 cipii, where {pii}
l
i=1 and {ci}
l
i=1 are collections
of n-dimensional half-spaces that contain Tyγ and positive integers, respec-
tively.
Observe now that the argument of Claim 2 on page 326 of [25] can also be
applied at boundary points. In particular, there exists ε > 0 such that Σ is
stable in Bε(y)\{y}, for every y ∈ Y , with respect to vector fields satisfying
X|γ = 0. This is possible because we still have that δ
2Σk(X) → δ
2V (X),
for compactly supported C1 vector fields X that vanish along γ.
Let r1 > r2 > · · · > 0 be such that rj → 0, and (ηy,rj )#V → C, as j →∞.
It follows from the Compactness Theorem 8.4 for stable minimal hypersur-
faces of De Lellis and Ramic [7], slightly modified to allow for varying metrics
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and boundaries, that a subsequence of (ηy,rj )#V xA(O, 1, 2) converges graph-
ically and smoothly toW with ∂W = Tyγ. Since each component ofW that
intersects Ty(∂M) must have multiplicity one, and W = C =
∑l
i=1 cipii, we
conclude that C is a single half-space with multiplicity one. This proves the
regularity of Σ at points y ∈ Y .
By Allard’s regularity theorem for boundary points ([2]), we obtain that
Σk → Σ graphically and smoothly with one sheet on M . In particular,
index(Σ) ≤ I. If Σk 6= Σ for sufficiently large k, and since the convergence
is smooth with multiplicity one, a standard argument gives a nontrivial
Jacobi field. This finishes the proof of Claim 4.3.

4.4. Remark. The compactness statement of Theorem 4.1, with the excep-
tion of the nullity conclusion, holds true in the case of varying and converging
Riemannian metrics gk → g and boundaries γk → γ. The proof follows by
simple modifications (see Remark 7.4 of [7]).
5. Morse inequalities in the boundary case
Let 3 ≤ (n+ 1) ≤ 7. We suppose that ∂M is strictly convex and that M
contains no closed, embedded, smooth minimal hypersurfaces. Let γn−1 ⊂
∂M be an (n − 1)-dimensional smooth, closed submanifold. By Theorem
2.1 of White [32], there exists a constant c > 0 such that
arean(Σ) ≤ c
(
arean−1(∂Σ) +
∫
Σ
|HΣ| dΣ
)
for any compact hypersurface Σ ⊂M . In particular, there exists a constant
Λ > 0 such that
||Σ||(M) ≤ Λ
for any compact minimal hypersurface Σ ⊂M with ∂Σ = γ.
Let us assume that every compact minimal hypersurface Σ ⊂ M with
∂Σ = γ is nondegenerate, meaning that it admits no nontrivial Jacobi fields
vanishing on γ. This condition holds for Baire generic boundaries γ ⊂ ∂M
([29], and Section 7.1 of [4]).
Given k ∈ Z+, let ck(γ) denote the number of embedded, compact min-
imal hypersurfaces Σ ⊂ M with ∂Σ = γ and index(Σ) = k. If we want to
emphasize the dependence on the Riemannian metric g, we will write ck,g(γ)
instead of ck(γ).
5.1. Proposition. ck(γ) <∞ for every k.
Proof. Suppose ck(γ) =∞ for some k. Let {Σj}j be an infinite sequence of
compact minimal hypersurfaces Σj ⊂ M with ∂Σj = γ, index(Σj) = k and
Σj 6= Σj′ whenever j 6= j
′.
We have ||Σj ||(M) ≤ Λ for every j. By the Monotonicity Formula, the
number of connected components is uniformly bounded. By passing to a
subsequence, we can suppose the number of connected components of Σj is
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equal to a fixed number p for every j. There are no closed components by
assumption. Let Σ
(1)
j , . . . ,Σ
(p)
j be the components of Σj. By Theorem 4.1,
again passing to a subsequence, we can suppose Σ
(l)
j converges smooth and
graphically with multiplicity one to some compact minimal hypersurface
Σ˜(l) with ∂Σ˜(l) ⊂ ∂M , for every l = 1, . . . , p. Since Σj is embedded for
every j, the Maximum Principle implies that the collection {Σ˜(1), . . . , Σ˜(p)}
is disjoint and ∂(Σ˜(1) ∪ · · · ∪ Σ˜(p)) = γ. Since Σj 6= Σj′ whenever j 6= j
′,
Theorem 4.1 implies that the nullity of Σ˜(1) ∪ · · · ∪ Σ˜(p) is at least one. This
contradicts the choice of γ, which finishes the proof of the proposition.

Let Zn(M,γ;Z2) denote the space of n-dimensional modulo 2 flat chains
T with ∂T = γ. Let In+1(M ;Z2) denote the space of (n + 1)-dimensional
modulo 2 flat chains U with support(U) ⊂ M . These spaces are endowed
with the flat topology. When endowed with the F metric they will be de-
noted by Zn(M,γ;F;Z2) and In+1(M ;F;Z2), and with the mass metric by
Zn(M,γ;M;Z2) and In+1(M ;M;Z2).
5.2. Proposition. The topological spaces Zn(M,γ;Z2) and In+1(M ;Z2) are
contractible.
Proof. The contractibility of In+1(M ;Z2) follows exactly as in Claim 5.3 of
[16]. We define H : [0, 1] × In+1(M ;Z2)→ In+1(M ;Z2) by
H(t, U) = Ux{f ≤ t},
where f : M → [0, 1] is a Morse function on the manifold with boundary
M . The map H is continuous, H(1, U) = U and H(0, U) = 0 for every
U ∈ In+1(M ;Z2).
Now note that Hn(M
n+1,Z2) = 0. This has to be true because otherwise
one could minimize area inside a nontrivial homology class and produce a
closed minimal hypersurface inside M . Fix a reference T ∈ Zn(M,γ;Z2).
For any T ′ ∈ Zn(M,γ;Z2), we have ∂(T
′−T ) = 0. SinceHn(M
n+1,Z2) = 0,
we can find U ∈ In+1(M ;Z2) such that T
′ − T = ∂U . We claim that U is
unique. In fact, if T ′ − T = ∂V , V ∈ In+1(M ;Z2), then W = U − V is a
top-dimensional chain with ∂W = 0. Because support(W ) ⊂ M and M is
connected with nontrivial boundary, the Constancy Theorem for mod 2 flat
chains implies W = 0. Hence U is unique. In particular, the continuous
map
In+1(M ;Z2) → Zn(M,γ;Z2)
U 7→ T + ∂U
is a bijection. The Federer-Fleming Isoperimetric Inequality ([10]) implies
that the inverse of the above map is also continuous, hence the map is a
homeomorphism. The Proposition follows.

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As a consequence, if bk(γ) denotes the k-th Betti number of Zn(M,γ;Z2),
then b0(γ) = 1 and bk(γ) = 0 for every k ≥ 1. The next Proposition shows
that Zn(M,γ;F;Z2) has the same Betti numbers as Zn(M,γ;Z2).
5.3. Proposition. We have:
b0 (Zn(M,γ;F;Z2)) = 1,
bk (Zn(M,γ;F;Z2)) = 0 for k ≥ 1.
Proof. Fix a reference T ∈ Zn(M,γ;F;Z2). Given any T
′ ∈ Zn(M,γ;F;Z2),
the proof of Proposition 5.2 gives a map Φ : [0, 1] → Zn(M,γ;Z2) that is
continuous in the flat topology, has no concentration of mass:
lim
r→0
sup
x∈[0,1]
{M(Φ(x)xB(p, r)) : p ∈M} = 0,
with Φ(0) = T and Φ(1) = T ′. The interpolation results of Section 3 of
[19] produce out of Φ a continuous map Ψ : [0, 1] → Zn(M,γ;M;Z2) with
Ψ(0) = T and Ψ(1) = T ′. Since Ψ is also continuous in the F-metric, we
get that
b0 (Zn(M,γ;F;Z2)) = 1.
This can be generalized in the following way. Let X be a finite dimen-
sional compact simplicial complex, and let Φ : X → Zn(M,γ;F;Z2) be a
continuous map in the F-metric. This implies continuity in the flat topology
and no concentration of mass:
lim
r→0
sup
x∈X
{M(Φ(x)xB(p, r)) : p ∈M} = 0.
According to the proof of Proposition 5.2, we can write Φ(x) = T + ∂U(x)
where U : X → In+1(M,Z2) is continuous. Note that x 7→ ∂U(x) does not
concentrate mass. Hence Ψ : X × [0, 1]→ Zn(M,γ;Z2) defined by
Ψ(x, t) = T + ∂ (U(x)x{f ≤ t})
is continuous in the flat topology with no concentration of mass:
lim
r→0
sup
x∈X,t∈[0,1]
{M(Ψ(x, t)xB(p, r)) : p ∈M} = 0,
and Ψ(x, 0) = T , Ψ(x, 1) = Φ(x) for every (x, t) ∈ X × [0, 1]. Section 3 of
[19] gives a sequence of continuous maps Ψi : X × [0, 1]→ Zn(M,γ;M;Z2)
such that Ψi(x, 0) = T for every x ∈ X and
lim
i→∞
sup
x∈X
F(Ψi(x, 1),Ψ(x, 1)) = 0.
The interpolation work of Section 3 of [16] can be extended, using the tech-
niques of [19], to the setting of constrained boundary . In particular, as in
Theorem 3.8 of [16], for sufficiently large i we can find a homotopy contin-
uous in the F-metric between x 7→ Ψi(x, 1) and x 7→ Ψ(x, 1). This implies
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Φ : X → Zn(M,γ;F;Z2) is homotopic in the F-metric to a constant map.
Since Φ is arbitrary, we conclude that
bk (Zn(M,γ;F;Z2)) = 0 for k ≥ 1.
This finishes the proof of the Proposition.

5.4. Theorem. The Strong Morse Inequalities for the area functional hold,
i.e.
ck(γ)−ck−1(γ)+· · ·+(−1)
kc0(γ) ≥ bk(γ)−bk−1(γ)+· · ·+(−1)
kb0(γ) = (−1)
k
for every k ≥ 0.
Before proving Theorem 5.4, we will prove the following auxiliary result:
5.5. Proposition. There exists a sequence of Riemannian metrics (gi)i∈N
converging to g in the smooth topology so that for each i ∈ N:
• ∂M is strictly convex in (M,gi) and (M,gi) contains no closed, em-
bedded, minimal hypersurface;
• every gi-minimal hypersurface with boundary γ is gi-nondegenerate;
• and if
p1 · areagi(Σ1) + · · ·+ pN · areagi(ΣN ) = 0,
with {p1, . . . , pN} ⊂ Z, {Σ1, . . . ,ΣN} ⊂Mgi(γ), and Σk 6= Σl when-
ever k 6= l, then
p1 = · · · = pN = 0.
Proof. Let Mˆ be the set of smooth Riemannian metrics onM such that ∂M
is strictly convex and M contains no closed, embedded, minimal hypersur-
face. We claim that Mˆ is open in the space of all metrics M on M , with
respect to the C∞ topology. The convexity condition is clearly open. Now,
if the second condition is not satisfied then one can minimize the boundary
area over all regions that enclose a certain closed minimal hypersurface Σ
(see Remark 2.6 of [32]). This implies there is a stable, closed, embedded
minimal hypersurface inside M with area less than or equal to the area of
the boundary. Sharp’s Compactness Theorem ([25]) allows one to take a
limit of these stable hypersurfaces. This shows Mˆ is open. In particular,
Mˆ is a Baire space.
Let Up be the set of Riemannian metrics g ∈ Mˆ such that:
• every g-minimal hypersurface with boundary γ and index at most p
is g-nondegenerate;
• and if
m1 · areag(Σ1) + · · ·+mN · areag(ΣN ) = 0,
{m1, . . . ,mN} ⊂ Z, {Σ1, . . . ,ΣN} ⊂ Mg(γ), |mk| ≤ p, index(Σk) ≤
p for every k, and Σk 6= Σl whenever k 6= l, then
m1 = · · · = mN = 0.
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5.6. Claim. The set Up is open and dense in Mˆ, for every p ∈ Z+.
If g ∈ Mˆ, then Theorem 2.1 of White [32] implies there exists a constant
c > 0 such that ||V || ≤ c||δV || for every n-dimensional varifold in M . Now
this gives that for any metric sufficiently close to g, we will have the inequal-
ity ||V || ≤ (c+ ε)||δV || for some ε > 0. (Notice this yields another proof of
the openness of Mˆ.) Hence in that neighborhood there is a uniform bound
for the area of any minimal hypersurface with boundary γ. We can apply
Theorem 4.1 and the Implicit Function Theorem to conclude the set Up is
open.
Let g ∈ Mˆ and let V ⊂ Mˆ be a C∞-neighborhood of g. There exists a
submanifold γ′ arbitrarily close to γ such that any g-minimal hypersurface
with boundary γ′ is g-nondegenerate. By pulling the metric g back by a
diffeomorphism of M arbitrarily close to the identity, sending γ to γ′, we
find a metric g′ ∈ V such that every g′-minimal hypersurface with boundary
γ is g′-nondegenerate.
By Theorem 4.1, there are only finitely many g′-minimal hypersurfaces
with boundary γ and index at most p. Let {S1, . . . , Sq} be the collection of
such hypersurfaces, with Sk 6= Sl whenever k 6= l.
Recall that if g˜ = exp(2φ)g′, then the second fundamental form of Σ with
respect to g˜ is given by (Besse [5], Section 1.163)
AΣ,g˜ = AΣ,g′ − g
′ · (∇φ)⊥,
where (∇φ)⊥(x) is the component of ∇φ normal to TxΣ.
We can pick pl ∈ int(Sl) \ (∪k 6=lSk) for every l = 1, . . . , q (see the proof of
Lemma 4 of [18]). Let ε > 0 be sufficiently small so that Bε(pk)∩Bε(pl) = ∅
whenever k 6= l and Bε(pl) ∩ ∂M = ∅, Bε(pl) ∩ (∪k 6=lSk) = ∅ for every
l = 1, . . . , q. We choose a nonnegative function fl ∈ C
∞
c (Bε(pl)), fl|Sl 6≡ 0,
such that (∇g′fl)(x) ∈ TxSl for every x ∈ Sl. Hence Sl is still minimal with
respect to the metric gˆ(t1, . . . , tq) = exp(2(t1f1 + · · · + tqfq))g
′, for every
l = 1, . . . , q.
Let (t
(i)
1 , . . . , t
(i)
q ) ∈ (0, 1]q be a sequence converging to zero so that, by
putting gi = gˆ(t
(i)
1 , . . . , t
(i)
q ), we have that the real numbers
areagi(S1), . . . , areagi(Sq)
are linearly independent over Q. Compactness Theorem 4.1, together with
the fact that Sl is g
′-nondegenerate for every l = 1, . . . , q, implies that for
sufficiently large i the only gi-minimal hypersurfaces with boundary γ and
index at most p are S1, . . . , Sq. Hence gi ∈ V ∩ Up for sufficiently large i.
This proves density of Up, which finishes the proof of the claim.
The claim implies the set X = ∩p Up is Baire-residual in Mˆ, hence it is
also dense. This finishes the proof of the Proposition.

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Proof of Theorem 5.4. Let gi converging to g be like in Proposition 5.5. The-
orem 4.1 and the Implicit Function Theorem imply that for sufficiently large
i we have cj,g(γ) = cj,gi(γ) for every j ≤ k. This means that, without loss
of generality, we can suppose that if
p1 · areag(Σ1) + · · ·+ pN · areag(ΣN ) = 0,
with {p1, . . . , pN} ⊂ Z, {Σ1, . . . ,ΣN} ⊂ Mg(γ), and Σm 6= Σl whenever
m 6= l, then
p1 = · · · = pN = 0.
In particular, for each t ∈ R there can be at most one element Σ ∈ M(γ)
with area(Σ) = t.
Let k ∈ N. We denote by cj(t) = cj(γ; t) the number of elements of
M(γ) with index equal to j and area less than or equal to t. Recall that
area(Σ) ≤ Λ for every Σ ∈M(γ).
Let
Zt = {T ∈ Zn(M,γ;F;Z2) :M(T ) < t}.
All the homology groups will be computed with coefficients in Z2. A
k-dimensional homology class is represented by finite chains of singular k-
simplices
∑
si, where si : ∆
k → Zn(M,γ;F;Z2) is a continuous map defined
on the standard k-simplex ∆k for every i.
5.7. Homology Min-Max Theorem. Let σ ∈ Hk(Z
t,Zs) be a nontrivial
homology class, and let
W (σ) = inf
[
∑
si]=σ
sup
i,x∈∆k
M(si(x)).
Then W (σ) ≥ s, and there exists Σ ∈M(γ) with index(Σ) = k and
area(Σ) =W (σ).
Proof. If W (σ) < s, then there is a representative [
∑
si] = σ with si(∆
k) ⊂
Zs for every i. This implies σ = 0, which is a contradiction. Hence W (σ) ≥
s.
Let {
∑
s
(j)
i }j be a sequence of representatives ([
∑
s
(j)
i ] = σ) such that
lim
j→∞
sup
i,x∈∆k
M(s
(j)
i (x)) =W (σ).
Associated to the chain
∑
s
(j)
i we have a ∆-complex X
(j) and a map Φ(j) :
X(j) → ∪is
(j)
i (∆
k) (see Section 2.1 of [12]) that is continuous in the F-
metric. The boundary ∂X(j) is the union of (k − 1)-faces of
∑
s
(j)
i that do
not cancel out in the calculation of ∂(
∑
s
(j)
i ). Because the chain
∑
s
(j)
i is a
relative cycle, we have that Φ(j)(∂X(j)) ⊂ Zs.
Let Π(j) be the homotopy class of Φ(j) relative to ∂X(j). If
L(Π(j)) = inf
Φ∈Π(j)
sup
x∈X(j)
M(Φ(x)),
MORSE INEQUALITIES FOR THE AREA FUNCTIONAL 27
then
W (σ) ≤ L(Π(j)) ≤ sup
i,x∈∆k
M(s
(j)
i (x)).
In particular, limj→∞L(Π
(j)) =W (σ).
Notice that in Section 3 of [14], a homotopy class is defined in an unusual
way: the homotopy class of an F-continuous map is defined as the class of
all F-continuous maps that are homotopic to the original one in the flat
topology. But Proposition 3.5 of [15] has been upgraded to the mass topol-
ogy in Proposition 3.2 of [16]. An inspection of Section 3 of [14] shows that
the min-max theory also works for usual F-continuous homotopy classes.
The adaptations to the boundary case made in [19] lead to the existence of
Σ(j) ∈ M(γ) with area(Σj) = L(Πj). Deformation Theorem A of [14] can
also be adapted to the boundary case, by requiring that the diffeomorphisms
in the definition of k-unstable varifolds (Definition 4.1 of [14]) be such that
they fix the boundary ∂M . Theorem 6.1 of [14] adapted to the boundary
case allows us to choose Σj such that index(Σj) ≤ k. By Compactness The-
orem 4.1, there must be some j0 such that Σj = Σj0 for all j ≥ j0. This
means that for j ≥ j0, we have
L(Π(j)) =W (σ).
Since Theorem 5 of White ([31]) holds also in the boundary case, the tech-
niques of [16] can be adapted to give index(Σj) = k. This finishes the proof
of the Homology Min-Max Theorem.

5.8. Claim. We have
b0(Z
Λ+1) = 1,
bk(Z
Λ+1) = 0 for k ≥ 1.
From the long exact homology sequence of pairs, it is enough to show
br(Z(M,γ;F;Z2),Z
Λ+1) = 0
for every r ≥ 0. But this follows immediately from the Homology Min-Max
Theorem. The proof of the strong Morse inequalities proceed exactly as in
the closed case.

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