Abstract. We obtain a local uniqueness result for bubbling solutions of the prescribed scalar curvature problem in R N . Such result implies that some bubbling solutions preserve the symmetry from the scalar curvature K(y). In particular, we prove in this paper that if K(y) is periodic in y 1 with period 1 and has a local maximum point at 0, then a bubbling solution whose blow-up set is {(jL, 0, · · · , 0) : j = 0, ±, ±2, · · · } must be periodic in y 1 provided the positive integer L is large enough.
Introduction
For any C 1 function K(y) in R N , the prescribed scalar curvature problem is to ask whether there exists a metric g conformal to the flat metric of R N , such that the scalar curvature of g is equal to K(y). Let g = u 4 N −2 |dx| 2 for some positive smooth unknown function u(y). Then it is well-known that the above problem is equivalent to solving the following elliptic equation involving a critical Sobolev exponent:
In [20] , it was proved that if N ≥ 3, then (1.1) has infinitely many non-periodic solutions.
In this paper, we will study the symmetry of a bubbling solution for (1.1), especially, the periodicity property of the bubbling solutions. This problem can not be solved by the methods of moving plane. Instead, we will attack it by studying the local uniqueness of a sequence of bubbling solutions.
It is well-known that the functions [20] states that if N ≥ 3 and L > 0 is large, then (1.1) has a solution of the form
Recently, Li, Wei and Xu [15] extended the above result and proved that if N ≥ 5 and L > 0 large, then (1.1) has a solution of the form 5) satisfying that as L → +∞,
for some constantB > 0, and
where o L (1) → 0 as L → +∞, τ = 1 + θ and θ > 0 is a small constant. They obtained such a solution by first constructing a solution u k with 2k + 1 bubbles of the following form as in [20] : 9) where k is a positive integer. Then with careful estimates of u k in some weighted L ∞ spaces similar to those used in [19] , they proved that u k converges locally in R N to a solution u of the form (1.5) as k → +∞.
Note that (1.7) implies 10) for some constants µ 1 > µ 0 > 0 which are independent of L, A natural question to ask is whether solutions of the form (1.5) must be periodic in y 1 . Obviously, for any integer k, u k is not periodic. Therefore, u k does not give us much information on the periodicity of limit u. So we have to work directly on u to prove the periodicity for such solutions.
The blow-up set of the solution of the form (1.5) is S = {x j : j = ±1, ±2, · · · }. Our main observation is that v(y) = u(y 1 − L, y 2 , · · · y N ) is also a solution of (1.1) with the same blow-up set as L → +∞. If we can prove the local uniqueness result, then v = u, which implies the periodicity of u.
Our main result in this paper can be stated as follows: 
L and u (2) L are two sequence of solutions of (1.1), which have the form (1.5) satisfying (1.6), (1.8) and (1.10), then u That is, if two sequence of solutions blow up at the same set, they must coincide. This local uniqueness implies certain kind of symmetry such as the periodicity stated in Theorem 1.1. We call this phenomenon the symmetry induced by concentration. Of course, we can derive more information for the solutions from the local uniqueness. For example, if K(y) is even in y 2 , then solution of the form (1.5) is also even in y 2 .
One way to show the local uniqueness of solutions with finite number of bubbles is to prove the uniqueness of solution for the reduced finite dimensional problem by counting the local degree. See for example [10] . This method does not work in the present situation since the reduced problem is still infinitely dimensional. Another disadvantage in the degree counting method is that one has to estimate the second order derivatives of the error term ω L . This step is rather technical and lengthy. In this paper, we will use various types of Pohozaev identities to prove the local uniqueness result. In doing so, we have to derive some sharp estimates in order to control every terms in the Pohozaev identities. Note that all the terms in those identities involve first order derivatives only.
Before we close this introduction, let us briefly outline the proof of our main result.
. In Appendix A, we will show that |ξ L | attains its maximum at
and
which implies
To obtain a contradiction, we just need to show all the constants b j = 0. Let point out that the kernel
comes from the translation invariance of the limit problem (1.4), while the kernel
is from the scaling invariance of (1.4). On the other hand, we have two types of Pohozaev identities which generates from the translation and scaling. We will use them to kill the non-trivial kernel of (1.11). So the main task is to obtain accurate point-wise estimates for ξ L , as well as the estimates for the quantities |x j,L − x j | and µ j,L , so that all the terms appearing in the Pohozaev identities can be controlled.
Let us point out that the exponent
where
)L } . Although we believe (1.8) is technical in the proof of the local uniqueness result, it is hard to get rid of it when studying solutions with infinitely many bubbles. For the local uniqueness of solutions with finite many bubbles, such condition can be replaced by
In section 2, we will use the Pohozaev identities to estimate |x j,L − x j | and µ j,L . In section 3, we first obtain some accurate point-wise estimates for ξ L and then use the Pohozaev identities again to kill the non-trivial kernels. The point-wise estimates for the error term ω L are carried out in Appendix B.
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The bubbling solutions
Let u L be a solution of (1.1), which has the form (1.5) satisfying (1.6), (1.8) and (1.10) . In this section, we will estimate µ j,L and |x j,L − x j |. The following two Pohozaev identities play an important role in these estimates:
where ν is the outward unit normal of ∂B δ (x j,L ). We denote µ L = max j µ j,L . We will estimate each term in (2.1) and (2.2).
Lemma 2.1. Relation (2.1) is equivalent to
On the other hand, using
we can deduce from Corollary B.4
Moreover, from
we find
So, (2.3) follows from (2.1), (2.4), (2.5) and (2.6).
where B > 0 is a constant.
Proof. We first estimate the left hand side of (2.2). Noting that for
On the other hand, it is easy to check that ∫
ω N −1 > 0. Now we estimate the right hand side of of (2.2). We have
On the other hand,
.
Thus, the result follows from (2.10), (2.11) and (2.12).
Proposition 2.3. It holds
(2.13)
which, together with (2.15), implies 
This gives
) .
(2.19)
So we find
To estimate µ j,L , we now prove the following lemma.
we define the linear operator A as follows:
Proof. It is easy to see thatā j :=
Suppose that {a 0 , a ±1 , a ±2 , · · · } is a solution of (2.21). Let a = sup j a j . Then, for any j, we find
. Then for any j,
To prove the last part, for any X with ∥X∥ = 1, we let
As a result,
Since β > 1, we can choose j, such that
for some constantB > 0.
As a result, we see that (2.7) is equivalent to
Since we assume that 0
) ,
local uniqueness
Suppose that (1.1) have two different solutions u
j,L to denote the center and the height of the bubbles appearing in u
2) where
It follows from Propositions 2.3 and 2.5 that
It is also easy to deduce from Lemma A. (2) ,L (y)). As a result, Lemma A.4 implies that there is a large R > 0, such that
To obtain a contradiction, we just need to show that |ξ
j,L ). This is achieved by using the Pohozaev identities in the small ball
, are some constants, and
. Then from (3.2) and (3.7), we find that ξ j satisfies
We have the following estimate:
14)
where f *
So, we can deduce
So, we obtain
) . Similarly, we can prove that (3.21) holds in C
Using (2.1) and (2.2), we can deduce the following identities:
, we can deduce
To estimate the boundary terms in (3.22) and (3.23), we need the following estimates which can be deduced from Lemma 3.2.
, and
(3.28)
Proof of Theorem 1.1 .
Step 1. We prove b j,k = 0, k = 1, · · · , N . We need to estimate each term in (3.22). From (3.24), we obtain ∫
Combining (3.29) and (3.30), we are led to RHS of (3.
To estimate the left hand side of (3.22), we use (3.6), and (3.25)-(3.28) to deduce LHS of (3.22)
(3.32) So (3.31) and (3.32) yield
Step 2. We prove b j,0 = 0. It is easy to deduce RHS of (3.23)
To estimate the left hand side of (3.23), we let
Then we use (3.25)-(3.28) to deduce LHS of (3.23)
, then it is easy to check that the sum of all the integrals is zero. On the other hand, by symmetry, if we replace ξ * L,j in (3.34) by ∂ h G(x (1) j,L , x), then each integral in (3.34) is zero. So we obtain LHS of (3.23) = 1
Combining (3.33) and (3.35). we are led to
This gives b j,0 = 0.
Further results on the local uniqueness
To construct solutions for (1.1), we can choose the critical points of K(x) in a flexible way. We want to point out that the assumption K(x) is periodic in some variables is not essential. What we really need is that K(x) has many critical points far away from each other. For example, if K(x) has k critical points
3) and
4) then, we can construct a solution for (1.1) of the form
where we use o L (1) to denote a small quantity as L → +∞. To discuss the local uniqueness problem for solutions with finite number of bubbles, we want to point out that assumption (1.8) is not needed. If (1.1) has a solution of the form (4.5) satisfying (4.6), then following the technique in [2] , we can obtain the following estimates
With estimate (4.7), we can carry out the estimates in section 2. For this purpose, we prove the following lemma.
Lemma 4.1. For any d > 0, it holds
we can obtain the result.
By (4.7) and (4.8), we can find a δ ∈ (d, 2d), such that
Using (4.9), we can proceed in exactly the same way as in section 2 ( with ∥ω∥ * being replaced by ∥ω∥
To apply Lemma A.4 to discuss the local uniqueness, we need the following result.
Lemma 4.2.
So, using the Kelvin transformation and the Moser iteration, we can prove
On the other hand, using Moser iteration, we can also provẽ
Therefore,
Let v j be the Kelvin transformation ofũ j . Since for
By using the Morse iteration, we can prove
To prove the existence and uniqueness of solution for (4.11), we need to consider the following equations:
It is easy to see that if a = (a 1 , · · · , a k ) satisfies (4.16), then a is a critical point of the function defined as
It is easy to show that min x∈R k F (x) < 0 is achieved at a ̸ = 0. Moreover, from d ij ≥ 0, we can assume a j ≥ 0, j = 1, · · · , k. Using (4.16), if a j = 0 for some j, then a i = 0 for all i ̸ = j. We will prove the following result. 
Then ∥AX∥ ≥ c ′ ∥X∥ for some c ′ > 0, where the norm for X is defined as ∥X∥ = max j |x j |. The above local uniqueness result also implies certain kind of symmetry. For example, we can use it to prove the following result. If u is a solution of (1.1) , which have the form (4.5) satisfying (4.6) and
Proof. Suppose that (4.16) has two solutions
is a solution of (1.1) satisfying (1.6), (1.8) and (1.10). In this section, we give some basic estimates.
Let us first recall the following two lemmas.
Lemma A.1. For any constant 0 < σ ≤ min(α, β), there is a constant C > 0, such that
Now, we prove the following result.
Lemma A.3. It holds
, we have
Then, using (1.8) and (A.3), we find
On the other hand, it is easy to check that
(A.7)
Repeating the above argument for finite number of times, we obtain
To prove the local uniqueness result, we need following lemma.
Lemma A.4. Suppose that N ≥ 5. Let ξ be a bounded solution of
(A.10)
Proof. Firstly, we prove
For N = 5, then for any θ > 0 small,
So we have proved that from N ≥ 5, there is a σ > 0, such that
So, ξ 1 is a bounded function. On the other hand, it is also easy to show that
Thus ξ −ξ 1 is a bounded harmonic function in R N , which gives ξ = ξ 1 +a for some constant a. Since ξ → 0 for some (x 1 , · · · , x N −1 ) as x N → +∞, we find a = 0.
Using (A.11), we obtain
We can continue this process to prove (A.10).
Appendix B. Estimate of the error term
Let u L be a solution of (1.1) with the form
satisfying (1.6), (1.8) and (1.10) . In this section, we will estimate the error term ω L . It is easy to see that ω L satisfies the following equation:
We introduce the following norms which capture the decay property of the perturbation term.
and ∥f ∥ * * = sup 
As a result, we have
So, we find that in (1.5), x j,L and µ j,L can be replaced byx j,L andμ j,L respectively. For simplicity, in the following, we still use
In the following, we will use (B.2) to estimate ω L . For this purpose, we need to estimate N (ω L ) and l L defined in (B.3) and (B.4) respectively.
Firstly, we consider N ≥ 6. Using Hölder inequality, we obtain
Thus, the result follows. If N = 5, similar to (B.8), we can deduce
,
Proof. We have
Assume y ∈ Ω i . Then
On the other hand, from
we deduce
Thus, we obtain
Now, we estimate J 2 . For y ∈ Ω i , and j ̸ = i, we have
We also have
So we have proved
Proof. By (B.2), we can write
It is easy to check 
Then |||ω L ||| * is achieved at some y ∈ B R (0). Suppose that
, On the other hand, we havẽ
, So, we find ξ(0) = 0 and ∇ξ(0) = 0, which implies α 0 = α 1 = · · · = α N = 0. This is a contradiction.
Corollary B.4. For any δ > 0, we have
Proof. It follows from Proposition B.3 that
On the other hand, from (B.2), using the L p estimates, we can deduce that for any p > 1,
So, the result follows from Lemmas B.1 and B.2.
