We have applied the finite-difference contrast-source inversion ͑FDCSI͒ method to seismic full-waveform inversion problems. The FDCSI method is an iterative nonlinear inversion algorithm. However, unlike the nonlinear conjugate gradient method and the Gauss-Newton method, FDCSI does not solve any full forward problem explicitly in each iterative step of the inversion process. This feature makes the method very efficient in solving large-scale computational problems. It is shown that FDCSI, with a significant lower computation cost, can produce inversion results comparable in quality to those produced by the Gauss-Newton method and better than those produced by the nonlinear conjugate gradient method. Another attractive feature of the FDCSI method is that it is capable of employing an inhomogeneous background medium without any extra or special effort. This feature is useful when dealing with time-lapse inversion problems where the objective is to reconstruct changes between the baseline and the monitor model. By using the baseline model as the background medium in crosswell seismic monitoring problems, high quality time-lapse inversion results are obtained.
INTRODUCTION
Full-waveform seismic inversion is a powerful tool in reconstructing complex geological structures. This approach can be performed either in the time domain ͑Tarantola, 1986; Mora, 1987; Vigh and Starr, 2008͒ or in the frequency domain ͑Pratt and Worthington, 1990͒. Here we address only the frequency-domain case. Most inversion methods reported in the literature are based on gradient approaches, such as the nonlinear conjugate gradient methods ͑see Pratt and Worthington, 1990; Song et al., 1995; Liao and McMechan, 1996; Pratt, 1999; Shipp and Singh, 2002; Ravaut et al., 2004; Sirgue and Pratt, 2004; Ben-Hadj-Ali et al., 2008; Malinowski and Operto, 2008; Mulder and Plessix, 2008͒ and the Gauss-Newton methods ͑see Pratt et al., 1998; Hu et al., 2009͒ . The Gauss-Newton method is preferable because of its faster convergence rate. On the other hand, nonlinear conjugate gradient methods do not require one to solve linear system of equations of the normal equations. Solving these normal equations ͑and constructing the Jacobian matrix͒ is the most expensive part of the Gauss-Newton method for problems with a large number of unknown parameters.
In each iteration of the nonlinear conjugate gradient or GaussNewton method, we have to solve at least several forward problems for calculating the data misfit, sensitivity matrix, and line search parameter. This computation cost can become quite high without the availability of an efficient forward solver. An alternative nonlinear inversion method is discussed in the literature, where the use of a full forward solver in each inversion iteration is not needed. This approach is called the contrast-source inversion ͑CSI͒ method, described in van den Berg and Kleinman ͑1997͒. The CSI method is a variant of the so-called source-type integral equation ͑STIE͒ approach introduced in Habashy et al. ͑1994͒ . In each inversion iteration, the unknown contrast source ͑a quantity given in terms of fields and material parameters͒ and the unknown contrast function ͑based on material parameters͒ are updated by one conjugate gradient ͑CG͒ step to minimize the appropriate cost function. This CSI method is based on the integral equation ͑IE͒ formulation. In addition, it is applied in the seismic time-lapse inversion problem in Abubakar et al. ͑2003͒ and in the acoustic 3D problem ͑see van Dongen and Wright, 2007͒. For 2D electromagnetic problems, the time-domain counterpart of the CSI method is studied in Bloemenkamp and van den Berg ͑2000͒. Because the integral equation CSI ͑IECSI͒ method is based on the IE formulation, this method is very efficient when the Green's function is available in semiclosed form, such as in the case of a homogeneous or a layered background medium. In this IECSI approach, an arbitrary inhomogeneous background medium would require the Green's function to be constructed numerically. This extra cost of computing the Green's function numerically can be very expensive. Abubakar et al. ͑2008b͒ extend the CSI method for electromagnetic applications for reconstructing the unknown configuration of inhomogeneous objects immersed in a known inhomogeneous background medium. This is achieved by using the finite-difference ͑FD͒ formulation. Similar to IECSI, the finite-difference contrastsource inversion ͑FDCSI͒ method alternately updates the unknown contrast source and contrast function to reconstruct the scatterers without requiring the explicit solution of the full forward problem at each iteration step in the inversion process.
We apply FDCSI to full waveform seismic inversion problems. We use the FD frequency-domain ͑FDFD͒ method of Hu et al. ͑2009͒ incorporated with a perfectly matching layer ͑PML͒ absorbing boundary condition. An attractive feature of the CSI algorithm is that the stiffness matrix is dependent only on the background medium, which is invariant throughout the inversion process. Therefore, by introducing the FD operator with the CSI method and at least for 2D configurations where the size of the stiffness matrix is manageable, this stiffness matrix can be inverted using a direct solver such as an LU decomposition method ͑see Davis and Duff, 1997͒. Hence, this FD operator needs to be inverted only once and the results can be reused for multiple source positions and in successive iterations of the inversion.
By using the well-known Marmousi model, we show that the FDCSI method produces inversion results that are comparable with those obtained from the Gauss Newton approach ͑Hu et al., 2009͒ with less computational effort. We also show that FDCSI inversion results are better than those obtained from the unpreconditioned, nonlinear conjugate gradient method in Hu et al. ͑2009͒. Furthermore, because the FDCSI method is readily capable of using an inhomogeneous background medium, it is very attractive for timelapse data inversion applications. The idea is to use the baseline model ͑which is inhomogeneous͒ as the background medium for the FDCSI algorithm. By doing so, the inversion algorithm will always honor the baseline model always and will reconstruct incremental changes only as a function of time. We demonstrate the advantages of such an approach by applying it to a crosswell seismic monitoring.
FORWARD MODELING
Next we present the 2D FDFD forward-modeling algorithm ͑Da-blain, 1986; Pratt, 1990; Harari and Turkel, 1995; Hustedt et al., 2004͒ used as the forward engine in our inversion method. This simulator models acoustic-wave propagation in an isotropic, lossless, but inhomogeneous medium. The Cartesian coordinates are denoted by x, y, and z. Here we assume that the computational domain is in the xz-plane and there is no variation along the y-direction. We further assume that the mass density ͑kg/ m 3 ͒ is a constant value. The governing equation describing acoustic wave propagation in the frequency-domain is given by ͑Fokkema and van den Berg, 1993͒
where ٌ denotes differentiation with respect to the spatial position r ‫ס‬ ͑x,z͒, u͑r͒ is the pressure field ͑Pa͒, and the wavenumber k͑r͒ is given by k͑r͒ ‫ס‬ ͱ ͑r͒,
͑2͒
in which is the angular frequency and ͑r͒ is the compressibility ͑Pa ‫1מ‬ ͒. Source term Q͑r,r S ͒ is given by Q͑r,r S ͒ ‫מס‬iq͑r,r S ͒, ͑3͒
where i 2 ‫1מס‬ and q͑r,r S ͒ is the volume density of the injected volume ͑s ‫1מ‬ ͒, in which r S is the source position. As absorbing boundary conditions, we employed the complex stretched coordinate PML ͑Bérenger, 1994; Chew and Weedon, 1994͒. The computation domain is divided into ͑ P ‫ם‬ 2P PML ͒ ϫ ͑Q ‫ם‬ 2Q PML ͒ uniform grids, where P and Q are the number of grids in the x-and z-directions in the regular domain, whereas P PML and Q PML are the number of grids in the PML domain in the x-and z-directions, respectively. After discretization, equation 1 can be written in the matrix form as
where A is the stiffness matrix, x is the state variable vector, and b is the source term. Stiffness matrix A is asymmetric but very sparse. To solve equation 4, we use a direct solver based on an LU decomposition ͑see Davis and Duff, 1997͒ rather than an iterative solver. The main advantage of using a direct solver is that we can obtain all solutions for all source excitations simultaneously by factoring the stiffness matrix only once ͑Pratt and Worthington, 1990͒. However, because stiffness matrix A is frequency dependent, a new matrix needs to be inverted for every new frequency.
INVERSION ALGORITHM Formulation
We denote the inversion domain as the object domain D and the data domain S as the domain where the sources and the receivers are located. Together, D and S are located within the total domain T, which is also the finite-difference computational domain. We assume we have N S sources and the index of the source is denoted by subscript j.
The total field u j ͑r͒ satisfies the equation
We split the total field into its incident and scattered parts, u j ‫ס‬ u j inc ‫ם‬ u j sct . The incident field satisfies the equation
͑6͒
where k b ͑r͒ is the spatially varying wavenumber of the background medium. By subtracting equation 6 from equation 5 and using the definition of the scattered field, the scattered field u j sct ͑r͒ can be shown to satisfy
where w j ͑r͒ are the contrast sources, defined as
in which the contrast ͑r͒ is given by
Here, c ‫2מ‬ ͑r͒ ‫ס‬ ͑r͒ is the velocity of the scattering object, and c b ‫2מ‬ ͑r͒ ‫ס‬ b ͑r͒ is the velocity of the background medium. Equation 7 can be written using operator notation as WCC48 Abubakar et al.
The solution of equation 10 can be formally written as
͑11͒
where operator L b is defined as
Introducing an operator M S that selects the field points on the measurement domain S among the field points in the total domain T, the data equation can be written as
By introducing an operator M D that selects the fields inside the inversion domain D, we can write the object ͑or domain͒ equation as
͑14͒
By multiplying both sides of equation 14 by and rearranging terms, equation 14 becomes
T. ͑15͒
For simplicity, we drop the explicit dependence of the field quantities on r and rЈ in the remainder of this manuscript.
The Gauss-Newton and nonlinear conjugate gradient methods
The most popular approaches to solve this nonlinear inverse problem are the Gauss-Newton and nonlinear conjugate gradient methods ͑see Gauthier et al., 1986; Mora, 1987; Pratt and Worthington, 1990; Song et al., 1995; Liao and McMechan, 1996; Pratt et al., 1998; Pratt, 1999; Shipp and Singh, 2002; Sirgue and Pratt, 2004; Ben-Hadj-Ali et al., 2008; Hu et al., 2009͒ . In these approaches, the contrast is reconstructed iteratively by minimizing the cost function
where f j is the scattered measured data and the simulated data u j sct is given formally by
Equation 17 is obtained by solving equation 15 for w j and substituting the result in equation 13. Symbol denotes the regularization parameter and F R ͑ ͒ is the regularization part of the cost function. The L 2 -norm ʈ f j ʈ S 2 on the data domain S is defined as
where the overbar denotes the complex conjugate of a quantity and ␥ j ͑r R ͒ is a data weighting, which is a function of source j and receiver r R . This data weighting can include a frequency weighting to deal with multifrequency data and also can include extra weighting based on data-error estimates.
These nonlinear inversion approaches require a solution of the
͒ several times in each inversion iteration. Without a very efficient forward solver, the computation cost of these approaches can be quite high. Note that equation 17 also can be formulated directly in terms of the total field u j by using equation 1. When employing a direct solver for the forward simulator, the computation complexity of the Gauss-Newton method and the nonlinear conjugate gradient method are given approximately by
and
͑20͒
where N iter , N, and N R are the number of inversion iterations, the number of spatial discretization grids, and the number of receivers, respectively. The presence of N R in equations 19 and 20 accounts for the sensitivity-matrix calculation using the adjoint approach. Term N log N accounts for cost of the back-substitution. Term O͑N S N R N͒ in equation 19 accounts for the cost of constructing the Jacobian matrix, whereas the term N CGLS iter O͑N 2 ͒ accounts for the cost of calculating the Gauss-Newton step using the full Hessian matrix inversion, in which N CGLS iter denotes the number of iterations of the CG iterative solver. In these estimates, we assumed that both methods use at least one line-search step.
The finite-difference contrast-source inversion method
In this work, we proceed differently so we do not need to solve a full forward problem explicitly in each inversion iteration. Contrastsource inversion ͑CSI͒ ͑see van den Berg and Kleinman, 1997; Abubakar et al., 2003͒ is one method that employs this concept. Originally, CSI was based on the IE approach. For efficiency, the background medium is a simple homogeneous or layered medium. To handle an inhomogeneous background medium, we use a finitedifference version of CSI as introduced in Abubakar et al. ͑2008b͒ .
In CSI, instead of eliminating the contrast-source quantities w j in equations 13 and 15, the inverse scattering problem is treated as an optimization problem to reconstruct both contrast function and contrast sources w j . The cost function to be minimized is the normalized sum of the data and object errors
where F S ͑w j ͒ represents the data equation error, F D ͑ ,w j ͒ represents the object or domain equation error. We have utilized f j Ϸ u j sct to emphasize that the measurement of the scattered field is corrupted unavoidably with noise. When we deal with real data, f j is built by subtracting the simulated background field from the measured total field. The L 2 -norm on the object domain D is defined as
Normalization factors in the cost function are chosen so we weight errors in the data and object equations equally. For each frequency, finite-difference operator H b needs to be inverted only once because the background medium does not change throughout the inversion process. In the 2D case, our FDFD code ͑see Hu et al., 2009͒ employs an LU decomposition technique, hence the cost of applying operator L b on a function is relatively cheap because the LU decomposition is done only once and then stored and used later in each step of the inversion iteration. We define the data error at the nth iteration to be
and the object error to be
The CSI method minimizes the objective function of equation 21 by constructing two interlaced sequences ͕w j,n ͖ and ͕ n ͖ via the alternate application of the conjugate gradient ͑CG͒ minimization method on each unknown, and w j . As each interlaced sequence is updated, the other is assumed to be constant. The first step of the algorithm is to update the contrast sources with the formula
where ␣ j,n w is an update-step size, and, v j,n represents the PolakRibière search directions given by
where g j,n w is the gradient ͑or Fréchet derivative͒ of the cost function with respect to w j evaluated at the ͑n ‫מ‬ 1͒th iteration. The gradient can be shown to be ͑see Abubakar et al., 2008b͒ g j,n
Here, ␥ j appears because of our norm definition in equation 18 and the normalization factors are given by
Operator L b * represents the adjoint of operator L b , and is given by
where
We employed the same approach to calculate L b ͓ · ͔ for solving equation 32. Adjoint operator M D* simply takes fields from the inversion domain and maps them into total domain T. Adjoint operator M S * takes the fields from the measurement domain S, divides them by the area of the FD cell, and maps them into the total domain T. Division by the area of the cell is required by the definition of the adjoint operator ͑see Abubakar et al., 2008b͒ .
After the search directions v j,n are obtained, the minimizer ␣ j,n of the cost function in equation 21 is found:
͑34͒
This minimizer is obtained by substituting equation 26 in the cost function in equation 21 and minimizing this equation with respect to ␣ j,n w .
Once the contrast sources w j have been updated with a single step of the CG algorithm, the contrast is updated by again minimizing the cost function in equation 21 with the updated value of w j,n . The updating formula is given in a closed form as
The derivation of this updating formula can be found in Habashy et al. ͑1994͒ and van den Berg and Kleinman ͑1997͒.
After updating this contrast function, and if the value of the cost function F n ͑ n ,w j,n ͒ is not smaller than the prescribed error criterion and the number of inversion iteration is still less than the prescribed maximum number of iterations, we repeat these two update steps until convergence is achieved. A flowchart of this FDCSI method is given in Figure 1 .
The CSI algorithm might be improved significantly with the inclusion of a multiplicative-regularization ͑MR͒ term as shown in van den Berg et al. ͑1999͒. Here we also utilize the weighted L 2 -norm regularizer introduced in Abubakar et al. ͑2002͒. Details of FDCSI with the MR approach can be found in Appendix A.
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Algorithm initialization
When we have an inhomogeneous P-wave velocity distribution ͑a priori information͒ available from other independent measurements or from other seismic data-processing techniques, we can initialize FDCSI in two different ways:
1͒ We use the known inhomogeneous P-wave velocity distribution as the background medium ͑c b ͑r͒͒. Then, the algorithm is initialized with the contrast sources obtained by back-propagation, multiplied by a weight that ensures minimizing the data equation error. The expression for this initial contrast source is given by ͑see Habashy et al., 1994͒
͑37͒
Contrast 0 is calculated using equation 35. With this option, we do need to provide the method with an initial model. 2͒ The other option is to employ a homogeneous medium as the background and then put the known inhomogeneous P-wave velocity distribution as c͑r͒ to calculate 0 . Then, we calculate the contrast sources from We will show that the first way to initialize FDCSI produces a better result than the second. When no known inhomogeneous P-wave velocity a priori information is available, we can use any homogeneous medium as the background and initialize FDCSI using the first option.
Computational complexity
Operation of operators H b ‫1מ‬ and ͑H b * ͒ ‫1מ‬ on their arguments are computed via FDFD, using a fourth-order FD scheme, which incorporates the PML boundary conditions. In FDFD, both fields and acoustic velocities are collocated at the center of grid points. For high efficiency of the FDCSI algorithm, it is important that operators H b ‫1מ‬ and ͑H b * ͒ ‫1מ‬ are computed only once, at the beginning of the inversion process. This is possible because these operators depend only on the background medium, which does not change throughout the inversion process. These operators are calculated via an efficient LU decomposition of the resultant discretized operator ͑see Hu et al., 2009͒ . Decomposition is computed once at the beginning of the inversion process, then stored and utilized at each subsequent step of the inversion process. The decomposition process takes O͑N 1.5 ͒ operations ͑see Davis and Duff, 1997͒, where N is the number of grid cells in the finite-difference computation. The solution ͑back-substitution͒ of the decomposed matrix system takes O͑N log N͒ for each source position. Solution of the H b system is required once per iteration of the FDCSI algorithm. Solution of the adjoint system H b * is required twice per iteration. Hence, computation complexity of FDCSI for each frequency is given approximately by
͑39͒
The computational effort for updating contrast is not included in equation 39 because it is negligible in comparison to the effort of updating the contrast sources w j .
NUMERICAL EXAMPLES

Marmousi model inversion
We investigate the algorithm performance using the 2D Marmousi model. The true model is given in Figure 2a 
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24ϫ 24 m. The synthetic data were generated using a finite-difference time-domain forward ͑FDTD͒ code described in Hu et al.
͑2007͒.
The source wavelet used in data generation is a Ricker wavelet with the dominant frequency of 7.5 Hz. Because our inversion approach is formulated in the context of a frequency-domain framework, we transformed the time-domain data using a fast Fourier transform ͑FFT͒ and selected four frequencies ͑3, 7.5, 12, and 16.5 Hz͒ for the inversion. After that, we added 5% random noise to each frequency component data using the formula
where d j noise is the total field data with noise and d j is the noiseless data. Symbols
Re and Im denote pseudorandom numbers uniformly distributed on the interval ‫.͒5.0,5.0מ͑‬ To illustrate the noise effects in Figures 3a and b , we show the data without and with 5% noise as functions of the source and receiver indices. In these figures, we plot the amplitude of the frequency-domain data at 16.5 Hz. The relative difference between the clean and noisy data is given in Figure 3c . We employ 48 sources and 96 receivers located at surface z ‫ס‬ 0 m and distributed uniformly from x ‫ס‬ 0 to x ‫ס‬ 9216 m. For all the sources, we used the full aperture of the model. The number of sources, receivers, and frequencies used in our simulation are significantly less than the ones employed in the literature ͑Sirgue and Pratt, 2004; Vigh and Starr, 2008; Mulder and Plessix, 2008͒. We carried out the inversion employing the L 2 -norm regularization given in equations A-2 and A-3. For an initial model, we took a linearly increasing velocity model, where the velocity varies from 1500 m / s to 4200 m / s as shown in Figure 2b . In FDCSI, we used this initial model also as the background model in the inversion. In carrying out the inversion, we employed the frequency-hopping approach, i.e., we inverted the data one frequency at a time from the lowest to the highest frequency. Each time, we used the lower frequency model as the background model for the inversion of the next higher frequency data set. The inverted velocity model using the data at 3 Hz is given in Figure 4a . The error in contrast ERR has been reduced from 28.57% to 23.48% and the data misfit F S defined in equation 22 has been reduced from 58.3% to 8.4%. The error in contrast ERR is defined as
where true is the contrast of the true model. Next, we used the inversion results of the 3-Hz data as the background model for the 7.5-Hz data inversion. The inverted velocity model using the data at 7.5 Hz is given in Figure 4b . The data misfit F S has now reduced from 89.8% to 6.3% and the error in contrast value is reduced to 21.30%. We repeated the process for inverting the data at 12 Hz and 16.5 Hz. Results are given in Figure 4c and d. The final data-misfit value is 2.2% for the 12-Hz data inversion and 2.3% for the 16.5-Hz data inversion. The final error in contrast value is 17.67%. These results are summarized in Table 1 . In Figure 5 , we present the data misfit value F S as a function of iteration number for inversion of the 16.5-Hz data. We observe that FDCSI has a well-behaved convergence curve. Note that for this Marmousi model, we also ran the inversion using the weighted L 2 regularization, however we did not obtain a significant improvement in the quality of the inversion result.
An alternate way to implement frequency hopping is to use any model ͑in our inversion run, we used the linearly increasing velocity model͒ as the background model in the inversion of each data frequency and to use the previous frequency inversion results as the initial model of the inversion of the next data frequency. This is achieved by initializing the algorithm using equation 38. This is the sequential multifrequency inversion approach that one employs usually in the Gauss-Newton or nonlinear conjugate gradient method. The final inversion result using this approach is given in Figure 6 . The final error in contrast value of this approach is 19.57%. We observe that in the deep region the inversion results in Figure 4d are slightly better than those in Figure 6 . Hence, for sequential multifrequency inversion using FDCSI, it seems that it is better to 
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use the previous frequency-inversion result as the background model than to use it only as the initial model.
Crosswell time-lapse inversion example
In the second example, we apply FDCSI to a crosswell seismic monitoring problem. In this time-lapse imaging application ͑see Nur et al., 1984; Lumley, 1995͒ , our goal is to reconstruct the changes in the model over time. We have the so-called baseline and monitor models as given in Figure 7a and b. The baseline model is the model at the initial time and is assumed to be either known or reconstructed from data collected at initial times. Hence, the goal is to reconstruct the difference between the baseline model and the monitor model. The true baseline model in Figure 7a consists of seven layers with velocities of 2560, 2830, 2560, 2830, 2560, 2830 , and 3000 m / s from top to bottom. In the monitor model ͑Figure 7b͒, we have placed an anomaly in the third layer and another in the bottom layer to mimic fluid movements in an injection experiment. The velocity of these anomalous regions is 2200 m / s. The models are discretized into 45 grids in the x-direction and 120 grids in the z-direction with a grid size of 1 ϫ 1 m.
Synthetic data were generated using a FDTD algorithm presented in Hu et al. ͑2007͒. The 30 sources and 30 receivers are spaced equally on the left and right edges of the inversion domain. Well spacing is 45 m. After applying a FFT to the synthetic time-domain data, we extracted data at three frequencies: 50, 150, and 250 Hz. We also . Reconstructed Marmousi velocity model using FDCSI method: ͑a͒ 3 Hz, ERR ϭ23.48%; ͑b͒ 7.5 Hz, ERR ϭ21.3%; ͑c͒ 12 Hz, ERR ϭ18.5%; and ͑d͒ 16.5 Hz, ERR ϭ17.67%. 
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added 5% random noise to the data. In this example, we inverted all data simultaneously by replacing the cost function in equation 21 with
͑42͒
where N f denotes the number of frequencies employed in the inversion and subscript k represents the frequency index. Because the changes between the baseline and monitor models exhibit sharp boundaries, we employed the weighted L 2 -norm regularization given in equations A-2 and A-4. In this example, we investigated the advantages of using an inhomogeneous background medium in FDCSI. First, we inverted the monitor data set using the true baseline model given in Figure 7a as the initial model and a homogeneous background medium of 1500 m / s. Inversion results are given in Figure 8a . Next, we employed the baseline model in Figure 7a as the inhomogeneous background medium. Figure 8b shows inversion results using the inhomogeneous background medium. The error in contrast ERR at the initial model is 16.4%. After 128 iterations, its value becomes 40.7% for the reconstruction using the homogeneous background medium and 5.1% for the reconstruction using the inhomogeneous background medium. Initial data misfits for each frequency are 18.4%, 70.3%, and 86.3%. Final data misfits are 7.4%, 1.9%, and 1.4% for the reconstruction using the homogeneous background medium and 4.7%, 2.5%, and 1.2% for the reconstruction using the inhomogeneous background medium. Many artifacts are observed in the homogeneous background inversion result. Moreover, the velocity variations do not seem to be reconstructed satisfactorily. However, the reconstructed structure using the inhomogeneous background medium is very close to the true monitor model, which demonstrates that FDCSI has the tendency to preserve the inhomogeneous background and tries to reconstruct only anomalous regions that correspond to velocity changes.
To simulate a more realistic time-lapse experiment, we used the inverted baseline model as the background medium in the inversion of the monitor data set. The inverted baseline model obtained using FDCSI is given in Figure 9a . The initial model used to obtain the inverted baseline model is the back-propagation model in equation 37. For the inversion of this baseline model, both algorithm initializations might be used. In our present example, they have produced the same results. We were able to retrieve most of the features in this baseline model. Then we inverted the monitor data set using the inverted baseline model as the background medium. Inversion results are given in Figure 9b . Although we did not use the true baseline model, the reconstructed monitor model is quite comparable to the one obtained in Figure 8b . In Figure 10b , we also plot the difference between the reconstructed velocity model and the baseline model. The reconstructed velocity difference in Figure 10b is very close to the true one. For the time-lapse application, the first initialization procedure in equation 37 would be the most suitable for most cases. In cases where we have a priori information in addition to the inversion results of the baseline data, the second initialization procedure in equation 38 also can be used. In this workflow, we might want to use the inversion results of the baseline data as the background model and other available a priori information in the initial model.
DISCUSSION
Comparison with other nonlinear inversion algorithms
To assess the quality of the inversion results of the FDCSI method, we also inverted the same data sets using the Gauss-Newton method and the nonlinear conjugate gradient method described in Hu et al. ͑2009͒. We employed the sequential frequency inversion in both methods. The inversion results are given in Figure 11a for the nonlinear conjugate gradient method and in Figure 11b for the Gauss-Newton method. The resolution of the inversion results of the nonlinear conjugate gradient method is lower than that of the FDCSI method. However, in the nonlinear conjugate gradient method, we do not employ any preconditioning operator. One can improve this nonlinear conjugate-gradient-method inversion result as described in Choi et al. ͑2007͒ at an additional computation cost. Inversion results of the Gauss-Newton method and the FDCSI method are comparable in the zones where we have good sensitivity in the data ͑up to a depth of z ‫ס‬ 2000 m͒.
Finite-difference contrast-source inversion uses conjugate gradient methods to update both the contrast sources and the contrast function. However, the minimization process is carried out by alternately minimizing the contrast sources and the contrast function. All the updating parameters in each step are found in closed form. The latter helps in reducing the numerical errors in the minimization process. In the closed-form update of the contrast function of equation 35, the numerator represents the gradient direction and the denominator acts as a Jacobi preconditioner. In principle, we have reformulated the minimization process in a well-posed updating process for the contrast sources, whereas the ill-posed part of the updating process is solved using a closed-form equation.
For more detail on these comparisons in Figure 12 , we present the extracted P-wave velocity vertical profiles at x ‫ס‬ 4596 m for the three inversion methods. From Figure 12 , we observe that FDCSI produces results that are close to the Gauss-Newton method.
As an extra check, we compare the responses of the true model and the reconstructed model obtained using the FDCSI, Gauss-New- 
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ton, and nonlinear conjugate gradient methods. The time-waveform responses in Figure 13a -d and Figure 14 are calculated using an FDTD code that uses the same discretization grids as the frequencydomain simulator used in the inversions. We use a source with a Ricker wavelet with a dominant frequency of 7.5 Hz that is located at x ‫ס‬ 4620 m. The time waveforms are recorded at three receivers located at x ‫ס‬ 2292 m, x ‫ס‬ 4596 m, and x ‫ס‬ 6900 m. As shown in Figure 14 , the time waveforms of the true model and the reconstructed models are very close, except for the late time signals of the responses produced by the nonlinear conjugate gradient inversion results. These late time results carry mainly the information of the deep region of the Marmousi model. On average, the number of iterations in each inversion run is five for the Gauss-Newton method, 30 for nonlinear conjugate gradient inversion, and 128 for FDCSI. Total CPU time for all four frequency inversions is 831,560 seconds for the Gauss-Newton method, 21,975 seconds for the nonlinear conjugate gradient method, and 8801 seconds for FDCSI using a personal computer with a PIV 3.04 GHz processor.
Extension to 3D geometries
Because FDCSI does not require the explicit computation of the full forward solution in each of the inversion iterations, we expect the method to have a great potential for solving 3D problems. However, more research on efficient computation of the CSI finite-difference operator for the 3D configuration is needed. It will not be efficient for FDCSI to employ a standard 3D iterative frequency-domain forward solver. We speculate that there are a few options for FDCSI, such as constructing a basis for the CSI finite-difference operator and using it in each FDCSI iteration, calculating the CSI finite-difference operator using a limited number of iterations of the iterative solver, or even using a direct solver because we calculate LU decompositions only twice in FDCSI. All these options need to be investigated. 
CONCLUSIONS
We have presented a finite-difference contrast-source inversion ͑FDCSI͒ method and compared its performance against the GaussNewton method and the nonlinear conjugate gradient method. Our numerical simulation results show that FDCSI is able to produce inversion results that are comparable to those obtained by the GaussNewton method, however with significantly less computation cost. The FDCSI inversion results are also better than those obtained by the unpreconditioned nonlinear conjugate gradient method.
When a priori knowledge is known about parts of the model to be inverted, FDCSI has the capability to incorporate this a priori information in the construction of the background medium, better preserving the known part of the model. This a priori knowledge might come from either other independent measurements or seismic data processing techniques. We also showed that FDCSI has great potential for time-lapse inversion applications. In such applications, FDCSI preserves the baseline model and can allow one to focus the inversion on a particular area of interest.
Future work will be focused on testing the method on more complicated models and on any available field data.
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APPENDIX A MULTIPLICATIVE REGULARIZATION
The CSI algorithm can be improved significantly with the inclusion of a multiplicative-regularization ͑MR͒ term shown in van den where A ‫ס‬ ͐ D dr is the area of the inversion domain D and ⌬x⌬z is the area of the inversion domain cell. The L 2 -norm regularizer is known to favor smooth profiles, and the weighted L 2 -norm regularizer is known for its ability to preserve edges ͑see Abubakar et al., 2002; van den Berg et al., 2003; Abubakar et al., 2008a͒ . This weighted L 2 -norm regularization factor belongs to the same class as the well-known total-variation regularization ͑see Rudin et al., 1992; Charbonnier et al., 1996; Dobson and Santosa, 1996; Vogel and Oman, 1996; Farquharson and Oldenburg, 1998͒ . This cost function of a weighted L 2 -norm regularization has all the advantages of the total-variation regularization function. Moreover, it is a quadratic function. It has a mathematically defined gradient so it is more suitable to be used with a gradient-based approach. By introducing this extra regularization, there is no change in the updating procedure for the contrast sources w j because F n R ͑ ͒ does not depend on the contrast sources and F n R ͑ n‫1מ‬ ͒ ‫ס‬ 1. However, updating for contrast now must be done using a CG step
where n c is the closed-form solution ͑which is the minimizer of F n D ͑w j,n , ͒͒ given in equation 35, and d n is the Polak-Ribière search direction
in which g n is the gradient of the cost function with respect to evaluated at the ͑n ‫מ‬ 1͒th iteration. The gradient can be shown to be given by ͑see Abubakar et al., 2008b͒ g n ‫ס‬ F n R ͑ n c ͒2 n D ͚ j ͑ n c u j,n ‫מ‬ w j,n ͒u j,n ‫מ‬ 2͓F S ͑w j,n ͒ ‫ם‬ F n D ͑ n c ,w j,n ͔͒ ٌ · ͑b n 2 ٌ n c ͒ ‫‪2͓F‬מס‬ S ͑w j,n ͒ Figure 14 . The responses to the true model ͑a͒ and the reconstructed model using the FDCSI ͑b͒, Gauss-Newton ͑c͒, and nonlinear conjugate gradient ͑d͒ method. The source is a Ricker wavelet with dominant frequency of 7.5 Hz, located at 4620 m, 0 m.
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