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Abstract
In this paper we examine on a pair of adjoint functors (φ∗, φ∗) for a subcategory of
the category of crossed modules over commutative algebras where φ∗ : XMod/Q →
XMod/P , pullback, which enables us to move from crossed Q-modules to crossed P -
modules by an algebra morphism φ : P → Q and φ∗ : XMod/P → XMod/Q, induced.
We note that this adjoint functor pair (φ∗, φ∗) makes p : XMod → k-Alg into a bi-
fibred category over k-Alg, the category of commutative algebras, where p is given by
p(C,R, ∂) = R. Also, some examples and results on induced crossed modules are given.
A. M. S. Classification: 18A40,18A30.
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Introduction
Let S be a ring. Then there is a category Mod/S of modules over S. If φ : S → R is a
ring homomorphism, then there is a functor φ∗ from Mod/R to Mod/S where S acts on
an R-module via φ. This functor has a left adjoint φ∗ to φ
∗ giving the well known induced
module via tensor product. This construction is known as a “change of base” in a general
module theory setting. Brown and Higgins [4] generalised that to higher dimension for the
group theoretical case, that is, a morphism φ : P → Q of groups determines a pullback
functor φ∗ : XMod/Q→ XMod/P, where XMod/Q denotes a subcategory of the category
of crossed modules XMod and has as objects those crossed modules with a fixed group Q as
the “base”. The left adjoint φ∗ to pullback gives the induced crossed modules. This is also
given by pushouts of crossed modules.
In this work we will consider the appropriate analogue of that in the theory of crossed
modules in commutative algebras. Although this construction has already been worked by
Porter [14] and Shammu [16], we will reconsider and develop that in the light of the works
of Brown and Wensley [7, 8]. The purpose of this paper is to give some new examples and
results on crossed modules induced by a morphism of algebras φ : S → R in the case when
φ is the inclusion of an ideal. In the applications to commutative algebras, the induced
crossed modules play an important role since the free crossed modules which are related to
1
Koszul complexes given by Porter [15] are the special case of induced crossed modules. In
[15], any finitely generated free crossed module C → R of commutative algebras was shown
to have C ∼= Rn/d(Λ2Rn), i.e. the 2nd Koszul complex term module the 2-boundaries where
d : Λ2Rn → Rn the Koszul differential. So, we think that the induced crossed modules of
commutative algebras give useful information on Koszul-like constructions.
Conventions: Throughout this paper k is a fixed commutative ring, R is a k-algebra with
identity. All k-algebras will be assumed commutative and associative but there will not be
requiring algebras to have unit elements unless stated otherwise.
Acknowledgements: The authors wishes to thank Z.Arvasi for his helpful comments.
1 Crossed Modules of Commutative Algebras
A crossed module of algebras, (C,R, ∂), consists of an R-algebra C and a k-algebra R with
an action of R on C, (r, c) 7→ r · c for c ∈ C, r ∈ R, and an R-algebra morphism ∂ : C → R
satisfying the following condition for all c, c′ ∈ C
∂(c) · c′ = cc′.
This condition is called the Peiffer identity. We call R, the base algebra and C, the top algebra.
When we wish to emphasise the base algebra R, we call (C,R, ∂), a crossed R-module.
A morphism of crossed modules from (C,R, ∂) to (C ′, R′, ∂′) is a pair (f, φ) of k-algebra
morphisms f : C −→ C ′, φ : R −→ R′ such that
(i) ∂′f = φ∂ and (ii) f(r · c) = φ(r) · f(c)
for all c ∈ C, r ∈ R. Thus one can obtain the category XMod of crossed modules of algebras.
In the case of a morphism (f, φ) between crossed modules with the same base R, say, where
φ is the identity on R,
C
f
//
∂ @
@@
@@
@ C
′
∂′~~}}
}}
}}
R
then we say that f is a morphism of crossed R-modules. This gives a subcategory XMod/R
of XMod.
1.1 Examples of Crossed Modules
(i) Any ideal, I, in R gives an inclusion map I −→ R, which is a crossed module then we
will say (I,R, i) is an ideal pair. In this case, of course, R acts on I by multiplication and
the inclusion homomorphism i makes (I,R, i) into a crossed module, an “inclusion crossed
modules”. Conversely,
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Lemma 1.1 If (C,R, ∂) is a crossed module, ∂(C) is an ideal of R. ✷
(ii) Any R-module M can be considered as an R-algebra with zero multiplication and
hence the zero morphism 0 : M → R sending everything in M to the zero element of R is a
crossed module. Again conversely:
Lemma 1.2 If (C,R, ∂) is a crossed module, Ker∂ is an ideal in C and inherits a natural
R-module structure from R-action on C. Moreover, ∂(C) acts trivially on Ker∂, hence Ker∂
has a natural R/∂(C)-module structure. ✷
As these two examples suggest, general crossed modules lie between the two extremes of
ideal and modules. Both aspects are important.
(iii) In the category of algebras, the appropriate replacement for automorphism groups is
the bimultiplication algebra Bim(R) defined by Mac Lane [13]. (see also [10, 11]). Let R be
an associative (not necessarily unitary or commutative) k-algebra. Bim(R) consists of pairs
(γ, δ) of R-linear mappings from R to R such that
γ(rr′) = γ(r) · r′
δ(rr′) = r · δ
(
r′
)
and
r · γ
(
r′
)
= δ(r) · r′.
If R is a commutative algebra and Ann (R) = 0 or R2 = R, then, since
x · δ(r) = δ(r) · x = r · γ(x) = γ(x) · r
= γ(xr) = γ(rx) = γ(r) · x = x · γ(r)
for every x ∈ R, we get γ = δ. Thus Bim(R) may be identified with the k-algebra M(R) of
multipliers of R. Recall that a multiplier of R is a linear mapping λ : R −→ R such that for
all r, r′ ∈ R
λ(rr′) = λ(r)r′.
Also M(R) is commutative as
λ′λ(xr) = λ′(λ(x)r) = λ(x)λ′(r) = λ′(r)λ(x) = λλ′(rx) = λλ′(xr)
for any x ∈ R. ThusM(R) is the set of all multipliers λ such that λγ = γλ for every multiplier
γ.
So automorphism crosed module corresponds to the multiplication crossed module (R,M (R) , µ)
where µ : R → M (R) is defined by µ (r) = λr with λr (r
′) = rr′ for all r, r′ ∈ R and the
action is given by λ · r = λ (r) (See [2] for details).
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1.2 Free Crossed Modules
Let (C,R, ∂) be a crossed module, let Y be a set and let υ : Y → C be a function, then
(C,R, ∂) is said to be a free crossed module with basis υ or alternatively, on the function
∂υ : Y → R if for any crossed R-module (A,R, δ) and a function w : Y → A such that
δw = ∂υ, there is a unique morphism
φ : (C,R, ∂) −→ (A,R, δ)
such that the diagram
C
φ
//
∂ @
@@
@@
@ A
δ~~
~~
~~
R
is commutative.
For our purpose, an important standard construction of free crossed R-modules is as
follows:
Suppose given f : Y → R. Let E = R+[Y ], the positively graded part of the polynomial
ring on Y. f induces a morphism of R-algebras,
θ : E → R
defined on generators by
θ (y) = f (y) .
We define an ideal P in E (sometimes called by analogy with the group theoretical case, the
Peiffer ideal relative to f) generated by the elements
{pq − θ (p) q : p, q ∈ E}
clearly θ (P ) = 0, so putting C = E/P , one obtains an induced morphism
δ : C → R
which is the required free crossed R-module on f (cf. [15]).
This construction will be seen later as a special case of an induced crossed module.
2 Fibrations and Cofibrations Categories
The notion of fibration of categories is intended to give a general background to constructions
analogous to pullback by a morphism. It seems to be a very useful notion for dealing with
hierarchical structures. A functor which forgets the top level of structure is often usefully
seen as a fibration or cofibration of categories.
We recall from [6] the definition of fibration and cofibration of categories.
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Definition 2.1 Let Φ : X→ B be a functor. A morphism ϕ : Y → X in X over u := Φ(ϕ)
is called cartesian if and only if for all v : K → J in B and θ : Z → X with Φ(θ) = uv there
is a unique morphism ψ : Z → Y with Φ(ψ) = v and θ = ϕψ.
This is illustrated by the following diagram:
Z
θ
''
ψ
// Y ϕ
// X
Φ

K
uv
77v
// J u
// I
It is straightforward to check that cartesian morphisms are closed under composition, and that
ϕ is an isomorphism if and only if ϕ is a cartesian morphism over an isomorphism.
A morphism α : Z → Y is called vertical (with respect to Φ) if and only if Φ(α) is an
identity morphism in B. In particular, for I ∈ B we write X/I , called the fibre over I, for
the subcategory of X consisting of those morphisms α with Φ(α) = idI .
Definition 2.2 The functor Φ : X → B is a fibration or category fibred over B if and only
if for all u : J → I in B and X ∈ X/I there is a cartesian morphism ϕ : Y → X over u :
such a ϕ is called a cartesian lifting of X along u.
In other words, in a category fibred over B, Φ : X → B, we can pull back objects of X
along any arrow of B.
Definition 2.3 Let Φ : X → B be a functor. A morphism ϕ : Z → Y in X over v := Φ(ψ)
is called cocartesian if and only if for all u : J → I in B and θ : Z → X with Φ(θ) = uv
there is a unique morphism ϕ : Y → X with Φ(ϕ) = u and θ = ϕψ. This is illustrated by the
following diagram:
Z
θ
''
ψ
// Y ϕ
// X
Φ

K
uv
77v
// J u
// I
It is straightforward to check that cocartesian morphisms are closed under composition, and
that ψ is an isomorphism if and only if ψ is a cocartesian morphism over an isomorphism.
The functor Φ : X → B is a cofibration or category cofibred over B if and only if for all
v : K → J in B and Z ∈ X/K there is a cartesian morphism ψ : Z → Z ′ over v : such a ψ
is called a cocartesian lifting of Z along v.
The cocartesian liftings of Z ∈ X/K along v : K → J are also unique up to vertical
isomorphism.
5
It is interesting to get a characterisation of the cofibration property for a functor that
already is a fibration. The following is a useful weakening of the condition for cocartesian in
the case of a fibration of categories.
Proposition 2.4 Let Φ : X → B be a fibration of categories. Then ψ : Z → Y in X over
v : K → J in B is cocartesian if only if for all θ′ : Z → X ′ over v there is a unique morphism
ψ′ : Y → X ′ in X/J with θ′ = ψ′ψ.
The following Proposition allows us to prove that a fibration is also a cofibration by con-
structing the adjoints u∗ of u
∗ for every u.
Proposition 2.5 Let Φ : X→ B be a fibration of categories. Let u : J → I have reindexing
functor u∗ : X/I → X/J. Then the following are equivalent:
(i) For all Y ∈ X/J, there is a morphism uY : Y → u∗Y which is cocartesian over u;
(ii) there is a functor u∗ : X/J → X/I which is left adjoint to u
∗.
3 Pullback Crossed Modules
Within the theory of modules and more generally of Abelian categories, there is a very
important set of results known as Morita Theory describing between categories of modules.
The idea is that let φ : S → R be a ring homomorphism and let M be a R-module, then we
can obtain S-module φ∗ (M) by means of φ for which the action is given by s ·m = φ(s)m,
for s ∈ S,m ∈M. Then there is a functor
φ∗ :Mod/R −→Mod/S .
This functor has a left adjoint
φ∗ :Mod/S −→Mod/R .
Then each S-module N defines a R-module φ∗(N) = R⊗SN. This construction is also known
as a “change of base” in a module theory. In this section we will see the corresponding idea
with crossed modules. We call these structures the pullback crossed module and the induced
crossed module, respectively. These functors had already been done by Porter, [14], under
different names. Also Shammu [16], had considered in his thesis for non-commutative case.
But we will deeply analyse these constructions by using the work of Brown-Wensley and
Brown, Higgins and Sivera [5, 7, 8]. Similar results are known for crossed modules of groups
[4, 7], and Lie algebras [9].
We will define a pullback crossed module which is due to [5].
Definition 3.1 Given a crossed module ∂ : C → R and a morphism of k-algebras φ : S → R,
the pullback crossed module can be given by
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(i) a crossed S-module φ∗ (C,R, ∂) = (∂∗ : φ∗(C)→ S)
(ii) given
(f, φ) : (B,S, µ) −→ (C,R, ∂)
crossed module morphism, then there is a unique (f∗, idS) crossed S-module morphism that
commutes the following diagram:
(B,S, µ)
(f∗,idS)
xx
(f,φ)

(φ∗(C), S, ∂∗)
(φ′,φ)
// (C,R, ∂)
or more simply as
B
µ

f
//
f∗ ""
C
∂

φ∗(C)
φ′
<<xxxxxxx
∂∗||xx
xx
xx
x
S
φ
// R
3.1 Construction of Pullback Crossed Module
Let (C,R, ∂) be a crossed R-module and let φ : S −→ R be a morphism of k-algebras. Then
A = {(c, s) | φ (s) = ∂ (c) , s ∈ S, c ∈ C} has the structure of a S-algebra by
s · (c, s′) = (φ (s) · c, ss′).
If we take φ∗ (C) = A, then φ∗ (C,R, ∂) = (φ∗ (C), S, ∂∗) is a pullback crossed module. We
now show this as follows:
i) ∂∗ : φ∗ (C)→ S, ∂∗((c, s)) = s is a crossed S-module. Since,
∂∗ (c, s) · (c′, s′) = s · (c′, s′)
= (φ (s) · c′, ss′)
= (∂ (c) · c′, ss′)
= (cc′, ss′)
= (c, s) (c′, s′)
ii) (
φ′, φ
)
: (φ∗ (C), S, ∂∗) −→ (C,R, ∂)
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is a morphism of crossed module where φ′ (c, s) = c. Since
φ′ (s′ · (c, s)) = φ′ (φ (s′) · c, s′s)
= φ (s′) · c
= φ (s′) · φ′ (c, s)
and clearly ∂φ′ = φ∂∗.
Suppose that
(f, φ) : (B,S, µ) −→ (C,R, ∂)
is any crossed module morphism such that ∂f = φµ, then there is a unique morphism
f∗ : B −→ φ∗ (C)
x 7−→ (f (x) , µ (x))
since ∂f (x) = φµ (x) for all x ∈ B. Now, let us show that (f∗, idS) is a crossed S-module
morphism. For x ∈ B, s ∈ S
f∗ (s · x) = (f (s · x) , µ (s · x))
= (φ (s) · f (x) , sµ (x))
= s · (f (x) , µ (x))
= s · f∗ (x)
= idS(s) · f
∗ (x) ,
so (f∗, idS) is a crossed S-module morphism.
Also, it is clear that ∂∗f∗ = µ and φ′f∗ = f. Thus, we get a functor
φ∗ : XMod/R −→ XMod/S
which gives our pullback crossed module.
This pullback crossed module can be given by a pullback diagram.
Corollary 3.2 Given a crossed module (C,R, ∂) and a morphism φ : S → R of k-algebras,
there is a pullback diagram
φ∗(C)
∂∗

// C
∂

S
φ
// R
Proof: It is straight forward from a direct calculation. ✷
We apply the result given in section 2 to fibred categories for particular case.
We have a forgetful functor p : XMod → k-Alg which sends (C,R, ∂) 7→ R. So, we get
that:
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Proposition 3.3 The forgetful functor p : XMod→ k-Alg is fibred and has a left adjoint.
Proof: The left adjoint of p assigns to an algebra S the crossed module 0→ S.
Next, we give the pullback construction to prove that p is fibred. So let φ : S → R be a
morphism of algebras, and let ∂ : C → R be a crossed module. We define A = φ∗ (C) as in
subsection 3.1. So, ∂∗ : A → S is a crossed module and the morphism φ′ : A → C given by
φ′ (c, s) = c is cartesian. ✷
The above result in the cases of crossed modules of groups and groupoids appeared in [4]
and [6], respectively.
3.2 Examples of Pullback Crossed Modules
1. Given crossed module i = ∂ : I →֒ R where i is an inclusion of an ideal. The pullback
crossed module is
φ∗ (I,R, ∂) = (φ∗ (I) , S, ∂∗)
∼=
(
φ−1 (I) , S, ∂∗
)
as,
φ∗ (I) = {(i, s) | φ (s) = ∂ (i) = i, s ∈ S, i ∈ I}
∼= {s ∈ S | φ (s) = i ∈ I} = φ−1 (I) E S.
The pullback diagram is
φ−1(I)
∂∗

// I
i

S
φ
// R
Particularly if I = {0} , then
φ∗ ({0}) ∼= {s ∈ S | φ (s) = 0} = Kerφ
and so (Kerφ, S, ∂∗) is a pullback crossed modules. Kernels are thus particular cases of
pullbacks.
Also if φ is onto and I = R, then φ∗(R) = R× S
2. Given a crossed module 0 : M −→ R, 0(m) = 0 where M is any R-module, so it is
also an R-algebra with zero multiplication. Then
φ∗ (M,R, 0) = (φ∗ (M) , S, ∂∗)
where
φ∗ (M) = {(m, s) ∈M × S | φ (s) = ∂ (m) = 0}
= {(m, s) | φ (s) = 0, s ∈ S}
∼= M ×Kerφ
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The corresponding pullback diagram is
M ×Kerφ
∂∗

//M
0

S
φ
// R.
So if φ is injective (Kerφ = 0) , then M ∼= φ∗ (M). If M = {0} , then φ∗ (M) ∼= Kerφ.
3. If φ : S → R is a morphism of algebras, then there may, or may not be a morphism
M(φ) : M(S)→M(R) such that
S

φ
// R

M(S)
M(φ)
//M(R)
is a morphism of crossed modules. Using the following commutative diagram
φ∗(R) //
∂∗

R

S

//M(R)
M(S)
M(φ)
;;wwwwwwwwwwwwww
we get the pullback diagram
φ∗(R)

// R

M(S)
M(φ)
//M(R)
where
φ∗ (R) = {(γ, r) :M(φ) (γ) = ∂ (r) , γ ∈M(S), r ∈ R} .
4 Induced Crossed Modules
We will consider a functor φ∗ : XMod/S −→ XMod/R left adjoint defined to the pullback
φ∗ of the previous section. This functor has already been defined by Porter [14] for which he
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call it “extension along a morphism”. But we defined this functor by the universal property
and analysed this construction deeply.
Definition 4.1 For any crossed S-module ∂ : D → S and k-algebra morphism φ : S → R,
the induced crossed module can be given by
i) a crossed R-module φ∗ (D,S, ∂) = (∂∗ : φ∗(D)→ R)
ii) Given
(f, φ) : (D,S, ∂) −→ (B,R, η)
crossed module morphism, then there is a unique (f∗, idR) crossed R-module morphism such
that commutes the following diagram
(D,S, ∂)
(f,φ)

(φ′,φ)
&&MM
MMM
MMM
MMM
MMM
MMM
(B,R, η) oo
(f∗,idR)
(φ∗(D), R, ∂∗)
or more simply as
D
∂

f
//
φ′ ##F
FF
FF
FF
B
η

φ∗(D)
f∗
<<
∂∗ ""F
FF
FF
FF
S
φ
// R
4.1 Construction of Induced Crossed Module
We will construct the induced crossed module as follows. Given a k-algebra morphism φ :
S → R and a crossed module ∂ : D −→ S, and let the set
F (D ×R)
be a free algebra generated by the elements of D × R. Let P be the ideal generated by all
the relations of the three following types:
(d1, r) + (d2, r) = (d1 + d2, r)
(s · d, r) = (d, φ(s)r)
(d1, r1)(d2, r2) = (d2, r1(φ∂d1)r2)
for any d, d1, d2 ∈ D, and r ∈ R, s ∈ S
We define
D ⊗S R = F (D ×R)/P.
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This is an R-algebra with
r′ · (d⊗ r) = d⊗ r′r
for d ∈ D, r, r′ ∈ R. If we take φ∗(D) = D ⊗S R, then
φ∗(D,S, ∂) = (φ∗(D), R, ∂∗)
is a induced crossed module. We will see it as follows:
i)
∂∗ : D ⊗S R −→ R
d⊗ r 7−→ φ∂ (d) r
∂∗(d⊗ r) · (d1 ⊗ r1) = ((φ∂d) r) · (d1 ⊗ r1)
= (d1 ⊗ φ(∂d)rr1)
= (∂d · d1 ⊗ rr1)
= (dd1 ⊗ rr1)
= (d⊗ r)(d1 ⊗ r1)
so ∂∗ is a crossed R-module.
ii)Since R has a unit, φ′ : D → φ∗ (D) is defined by φ
′(d) = (d⊗ 1), then
φ′(s · d) = (s · d⊗ 1)
= (d⊗ φ (s))
= φ (s) · (d⊗ 1)
= φ(s) · φ′(d)
for d ∈ D, s ∈ S. So (φ′, φ) : (D,S, ∂)→ (φ∗ (D) , R, ∂∗) is a crossed module morphism.
Let
(f, φ) : (D,S, ∂) −→ (B,R, η)
be any crossed module morphism. Then there is a morphism f∗ given by
f∗ : φ∗ (D) −→ B
d⊗ r 7−→ r · f(d)
Also, for x ∈ φ∗ (D) , r ∈ R
f∗ (r · (d1 ⊗ r1)) = f∗(d1 ⊗ rr1)
= rr1 · f(d1)
= r · (r1 · f(d1))
= r · f∗(d1 ⊗ r1)
= idR(r) · f∗(d1 ⊗ r1)
so (f∗, idR) is a crossed R-module morphism.
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Finally,
(ηf∗) ((d⊗ r)) = η (f∗(d⊗ r))
= η (r · f(d))
= rη (f(d))
= rφ (∂(d))
= ∂∗ (d⊗ r)
= idR∂∗(d⊗ r)
for each (d⊗ r) ∈ φ∗ (D) and also f∗φ
′ = f . Thus, we get a functor
φ∗ : XMod/S −→ XMod/R
which gives our induced crossed module.
The induced crossed module can be explain in terms of pushout diagram.
Corollary 4.2 Let ∂ : D → S be a crossed S-module and φ : S → R, k-algebra morphism.
Then there is an induced diagram
D
∂

φ′
// φ∗(D)
∂∗

S
φ
// R.
✷
If we consider the forgetful functor p : XMod→ k-Alg mentioned in section 3, then we
get following result.
Proposition 4.3 The forgetful functor p : XMod→ k-Alg is cofibred.
Proof: let φ : S → R be a morphism of algebras, and let ∂ : D → S be a crossed module.
The construction of φ∗ (D) and of ∂∗ : φ∗ (D) → R is as in subsection 4.1. We get a crossed
module morphism (φ′, φ) : (D,S, ∂)→ (φ∗ (D) , R, ∂∗) which is cocartesian. ✷
Remark 4.4 [16, 14] For any k-algebra morphism φ : S → R, there is an adjoint functor pair
(φ∗, φ∗) . Thus the category XMod is bifibred over k-Alg by the forgetful functor p : XMod→
k-Alg.
4.2 Examples of Induced Crossed Modules
1. Let D = S and ∂ = idS : S → S be identity crossed S-modules. The induced crossed
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module diagram is
S
i=∂

ψ
// φ∗(S)
∂∗

S
φ
// R
where φ∗ (S) = S ⊗S R.
(Remark: S has not unit, otherwise S⊗SR ∼= R). When we take S = k
+[X], the positively
graded part of the polynomial algebra over k on the set of generators, X we have the induced
crossed module constructed in subsection 4.1. ∂∗ : k
+[X] ⊗k+[X] R → R which is the free
R-module on f : X −→ R. Thus the free crossed modules is the special case of the induced
crossed modules. We will examine this with respect to subsection 1.2.
Considering the free crossed module construction given in the first section, we have a
diagram
k+[X] ×R

θ // R
(k+[X]×R) /P = k+[X]⊗k+[X] R
∂∗
66mmmmmmmmmmmmmmmmmmmmmmm
with θ(p, r) = ∂∗(p ⊗ r) = φ(p)r for all p ∈ k
+[X], r ∈ R, where P is an ideal generated by
all the relations given in subsection 4.1 From
θ ((p1, r) + (p2, r)− (p1 + p2, r)) = θ (p1, r) + θ (p2, r)− θ (p1 + p2, r)
= φ (p1) r + φ (p2) r − (φ (p1) + φ (p2)) r
= 0
θ ((p · q, r)− (q, φ (p) r)) = θ (pq, r)− θ (q, φ (p) r)
= φ (pq) r + φ (q)φ (p) r
= 0
θ ((p1, r1) (p2, r2)− (p2, r1φ∂p1r2)) = θ (p1, r1) θ (p2, r2)− θ (p2, r1φ∂p1r2)
= φ (p1) r1φ (p2) r2 − φ (p2) r1φ∂ (p1) r2
= 0,
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we get θ(P ) = 0, and have the pushout diagram
A
δ




































X
id
// k+[X]
55jjjjjjjjjjjjjjjjjjjjjjjjjjjjj
∂

φ′
// φ∗ (k
+[X])
∂∗

;;
X
i
// k+[X]
φ
// R
where φ∗ (k
+[X]) = k+[X]⊗k+[X] R.
2. Let D be S-module and 0 = ∂ : D → S be zero morphism. The pushout diagram is
D
∂=0

ψ
// φ∗(D)
∂∗

S
φ
// R
where
∂∗ (d⊗ r) = φ (∂ (d)) r
= φ (0) r
= 0r = 0
so ∂∗ = 0 and P = 0. Thus,
φ∗ (D) = F (D ×R)
Then, the induced crossed modules is a free S-module on D ×R.
3. Given crossed module i = ∂ : I →֒ S where i inclusion of an ideal. Using any surjective
homomorphism φ : S → S/I the induced diagram is
I
i=∂

ψ
// φ∗(I)
∂∗

S
φ
// S/I
Thus we get φ∗ (I) = I ⊗ (S/I) ∼= I/I
2 which is an S/I-module. So φ∗ does not preserve
ideals.
4. Given crossed module ∂ : S → M(S) with ∂(s) = δs and δs(s
′) = ss′ for all s, s′ ∈ S.
If M(φ) : M(S) → M(R) is a morphism where φ : S → R is a morphism of algebras such
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that (φ,M(φ)) is a morphism of crossed modules. We get the induced diagram
S
∂

// φ∗(S)
∂∗

M(S)
M(φ)
//M(R)
where φ∗ (S) = S ⊗M(R).
4.3 Properties of Induced Crossed Module
φ∗ (D) induced crossed R-module can be expressed more simply for the case when φ : S →
R, k-algebra morphism, is an epimorphism or monomorphism.
4.3.1 Epimorphism case:
Proposition 4.5 [16] Let ∂ : D → S be a crossed S-module and φ : S → R epimorphism
with Kerφ = K. Then
φ∗ (D) ∼= D/KD
where KD is an ideal of D generated by {k · d | d ∈ D, k ∈ K}.
Proof: Because S acts on D/KD, K acts trivially on D/KD and φ is an epimorphism,
R ∼= S/K acts on D/KD. Indeed, because of
S ×D/KD −→ D/KD
(s, d+KD) 7−→ s · (d+KD) = sd+KD
and
K ×D/KD −→ D/KD
(k, d+KD) 7−→ k · (d+KD) = kd+KD
S/K acts on D/KD as following
S ×D/KD

// D/KD
S/K ×D/KD // D/KD
(s, d+KD)
_

 // sd+KD_

(s+K, d+KD)  // sd+KD
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β : D/KD → R given by β (d+KD) = ∂(d) +K is a crossed R-module. Indeed,
β (d+KD) · (d′ +KD) = (∂d+K) · (d′ +KD)
= ∂ (d) · d′ +KD
= dd′ +KD
= (d+KD) (d′ +KD)
(ρ, φ) : (D,S, ∂) −→ (D/KD,R, β) is a crossed module morphism where ρ : D −→ D/KD, ρ(d) =
d+KD since ρ (s · d) = φ (s) · ρ (d).
Suppose that the following diagram of crossed module is commutative.
D
∂

ρ′
// D′
β′

S
φ
// R
Since ρ′(s · d) = φ(s) · ρ′(d) for any d ∈ D, s ∈ S,we have
ρ′ (k · d) = φ (k) · ρ′ (d) = 0 · ρ′ (d) = 0
so ρ′ (KD) = 0. Then, there is a unique morphism µ : (D/KD)→ D′ given by µ (d+KD) =
ρ′ (d) such that µρ = ρ′ and µ is well defined, because of ρ′ (KD) = 0. Finally, the diagram
D
∂

ρ
// D/KD
β

µ
// D′
β′
||yy
yy
yy
yy
yy
yy
yy
S
φ
// R
commutes, since for all d ∈ D
β (d+KD) = φ∂d
= ∂d+K
= β′ρ′ (d)
= β′µ (d+KD)
and
µ(r · (d+KD)) = µ((s · d) +KD) = µ(ρ(s · d)) = ρ′ (s · d)
= φ (s) · ρ′ (d) = r · µρ(d) = r · µ(d+KD)
so µ preserves the actions. ✷
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4.3.2 Monomorphism case:
In this subsection we consider the crossed modules induced by a morphism φ : S → R of
k-algebras, the particular case when S is an ideal of R.
If d ∈ D, then the class of d in D/D2 is written as [d]. Then the augmentation ideal of
I(R/S) of a quotient algebra R/S has the basis {e¯i1 e¯i2 . . .e¯ip , i1 ≤ i2 ≤ · · · ip, ij ∈ I}(i)6=∅,
where e¯ij is the projection of the basic element eij ∈ I(R) on R/S.
Theorem 4.6 Let D ⊆ S be ideals of R so that R acts on S and D by multiplication. Let
∂ : D → S , φ : S → R be the inclusions and let D denote the crossed module (D,S, ∂)
with the multiplication action. Then the induced crossed R-module φ∗ (D) is isomorphic as a
crossed R-module to
ζ : D ×
(
D/D2 ⊗ I (R/S)
)
−→ R
(d, [t]⊗ x¯) 7−→ d.
The action is given by
r · (d, [t]⊗ x) = (r · d, [d]⊗ r + [t]⊗ rx− [x · t]⊗ r)
for d, t ∈ D ; x¯ ∈ I(R/S) where r, x denote the image of r, x in R/S, respectively.
Proof: First we will show that
T = (ζ : T =
(
D × (D/D2 ⊗ I(R/S))
)
→ R), ζ (d, [t]⊗ x¯) = d
is a crossed module with the given action:
ζ (d′, [t′]⊗ x¯′) · (d, [t]⊗ x¯) = d′ · (d, [t]⊗ x¯)
=
(
d′ · d, [d]⊗ d′ + [t]⊗ d′x− [x · t]⊗ d′
)
= (d′d, 0)
= (d′d, [t′t]⊗ x¯′x¯)
= (d′, [t′]⊗ x¯′) (d, [t]⊗ x¯)
Consider i : D → D ×
(
D/D2 ⊗ I (R/S)
)
, i(d) = (d, 0) . We have the following diagram
C
α











D
β
77nnnnnnnnnnnnnnnnnnnnnn
∂

i // T
ζ

φ˜
>>
S
φ
// R.
Clearly we have a morphism of crossed modules (i, φ) : D → T . We just verify that this
morphism satisfies condition ii) of Definition 4.1. That is, when a morphism of crossed
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module (β, φ) : (D,S, ∂) → (C,R,α) is given we prove that there is a unique morphism
φ˜ : T = D × (D/D2 ⊗ I(R/S)) → C such that φ˜i = β and αφ˜ = ζ. Since φ˜ has to be a
homomorphism and preserve the action we have
φ˜
(
d, [t]⊗ e¯(i)
)
= φ˜
(
(d, 0) +
(
0, [t]⊗ e(i)
))
= φ˜
(
(d, 0) + (e(i) · t, [t]⊗ e(i)) + (−e(i) · t, 0)
)
= φ˜((d, 0) +
(
e(i) · (t, 0) + (−e(i) · t, 0)
)
= φ˜((d, 0)) + φ˜
(
e(i) · (t, 0) + (−e(i) · t, 0)
)
= φ˜((d, 0)) + φ˜(e(i) · (t, 0)) + φ˜(−e(i) · t, 0)
= φ˜i(d) + e(i) · φ˜i(t)− φ˜i(e(i) · t)
= β(d) + e(i) · β(t)− β(e(i) · t)
for any d ∈ D,
(
[t]⊗ e¯(i)
)
∈ D/D2 ⊗ I (R/S). This proves uniqueness of any such a φ˜. We
now prove that this formula gives a well-defined morphism.
It is immediate from the formula that φ˜ : D× (D/D2⊗ I(R/S))→ C has to be β on the
first factor and is defined on the second one by the map
[t]⊗ e¯(i) 7−→ e(i) · β(t)− β(e(i) · t).
We have to check that this latter map is well defined homomorphism.
We define the function
γr : D −→ C
d 7−→ r · β(d)− β (r · d)
and prove in turn the following statements.
3.5 γr(D) is contained in the annihilator Ann(C) of C.
Proof of 3.5 We use the fact that if d ∈ D, then
αγr(d) = α (r · β(d) − β (r · d))
= α (r · β(d)) − α(β (r · d))
= rα (β(d))− φ∂ (r · d)) (since αβ = φ∂)
= rφ∂(d)− φ (r∂ (d))
= r∂(d)− r∂ (d) = 0
and that (C,R,α) is a crossed module. So γr(D) ⊆Kerα =Ann(C)
3.6 γr is a morphism which factors through D/D
2.
Proof of 3.6 Let d, d′ ∈ D be, then
γr(dd
′) = r · β (dd′)− β (r · (dd′))
= r · (β (d) β (d′))− β (r · d) β (d′)
= r · β (d) β (d′)− β (r · d) β (d′)
= γr(d)β(d
′)
= 0 (since γr(d) belongs to Ann(C))
= γr(d)γr(d
′)
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Consequently γr is a homomorphism of commutative algebras that factors through D/D
2.
3.7 We define a morphism
γ : D/D2 ⊗ I(R/S) −→ C
[d]⊗ e(i) 7−→ γe(i)(d)
Proof of 3.7 Since β is a S-equivariant homomorphism, the morphisms γr depend only
on the classes r of r in R/S. Thus, we define the morphism γ as mentioned.
3.8 The function φ˜ defined in the theorem satisfies φ˜i = β and is a well defined morphism
of R-crossed modules.
Proof of 3.8 The function φ˜ is clearly a well-defined morphism of commutative algebras,
since it is of the form φ˜(d, u) = β(d) + γ(u), where β and γ are the homomorphisms of
commutative algebras and γ (u) belongs to the annihilator of C.
φ˜ ((d, u) (d′, u′)) = φ˜ (dd′, uu′)
= β(dd′) + γ (uu′)
= β(d)β(d′) + γ (u) γ (u′)
= β(d)β(d′) + β(d)γ (u′) + γ (u) β(d′) + γ (u) γ (u′) (since γ(u), γ(u′) ∈ Ann(C))
= (β(d) + γ (u)) (β(d′) + γ (u′))
= φ˜ (d, u) φ˜ (d′, u′)
Further, φ˜i = β and αφ˜ = ζ, as αγ is trivial:
αγ
(
[t]⊗ e¯(i)
)
= α
(
e(i) · β (t)− β
(
e(i) · t
))
= e(i) · α (β (t))− α
(
β
(
e(i) · t
))
= e(i) · φ∂ (t)− φ∂
(
e(i) · t
)
(since αβ = φ∂)
= e(i) · ∂ (t)− ∂
(
e(i) · t
)
= 0.
Finally, we prove that φ˜ preserves the action. This is the crucial part of the argument. Let
d, t ∈ D,r ∈ R and e(i) be an element in the basis of I(R/S), then
φ˜
(
r ·
(
d, [t]⊗ e(i)
))
= φ˜
(
r · d, [d]⊗ r + [t]⊗ re(i) −
[
e(i) · t
]
⊗ r
)
= β(r · d) + γ
(
[d]⊗ r + [t]⊗ re(i) −
[
e(i) · t
]
⊗ r
)
(since φ˜(d, u) = β(d) + γ(u))
= β (r · d) + γr (d) + γre(i) (t)− γr
(
e(i) · t
)
(definition of γ)
= β (r · d) + r · β (d)− β (r · d) + re(i) · β (t)− β
(
re(i) · t
)
(definition of γr)
−r · β
(
e(i) · t
)
+ β
(
r ·
(
e(i) · t
))
= β (r · d) + re(i) · β (t)− r · β
(
e(i) · t
)
= r ·
(
β (d) + e(i) · β (t)− β
(
e(i) · t
))
= r ·
(
β (d) + γe(i) (t)
)
(definition of φ˜)
= r · φ˜
(
d, [t]⊗ e(i)
)
.
✷
20
Note: As the free crossed modules are the special case of the induced crossed modules
we can discuss the free crossed module C → R of commutative algebras which was shown in
[15] to have C ∼= Rn/d(Λ2Rn), i.e. the 2nd Koszul complex term module the 2-boundaries
where d : Λ2Rn → Rn the Koszul differential. The idea is that X is a finite set and given a
function f : X → R, then one can get
C = R+[X]/P
constructed in section 1.2 where P is generated by the elements pq− θ(p)q for p, q ∈ R+[X].
When we take S = k+[X] in a morphism φ : S → R, there is the induced crossed module
∂ : k+[X]⊗k+[X] R→ R
and restate
k+[X]⊗k+[X] R ∼= R
n/d
(
Λ2Rn
)
This connection with the Koszul complex is taken in [14, 15]. (see also [1])
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