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Abstract
The present paper aims at developing a theory of computation of crystalline defects at finite
temperature. In a one-dimensional setting we introduce Gibbs distributions corresponding to such
defects and rigorously establish their asymptotic expansion. We then give an example of using
such asymptotic expansion to compare the accuracy of computations using the free boundary
conditions and using an atomistic-to-continuum coupling method.
1 Introduction
Many critical materials phenomena are determined by materials defects. For instance, plasticity in
crystals is determined by motions of dislocations, while the response to radiation damage is determined
by the motion of vacancies and interstitials. Therefore predicting such properties computationally
requires computing defects.
There has been considerable progress recently in developing a numerical analysis theory of defect
computation at zero temperature (we refer to recent a review [13] and more recent papers [5,11,14,17]),
as well as new numerical methods whose accuracy could be rigorously quantified [15, 16, 19–22, 24].
Efforts towards rigorous analysis of the accuracy of computation of defects at finite temperature,
however, are just beginning [10].
The present work aims at developing a theory of finite-temperature defect computation. In partic-
ular, we were motivated by the so-called hot-QC method [3,9,23]. This method systematically reduces
the degrees of freedom of a large system to a small system, aiming at resolving atoms only near a
defect, while capturing some effective interaction of these atoms with the distant atoms (as opposed
to just truncating a domain and performing a full atomistic simulation). The tool for deriving such
a method is the expansion of Gaussian-like integrals in terms of powers of small temperature, and is
well-justified for systems of fixed size. However the accuracy of such methods in the thermodynamic
limit (when the system size grows to infinity) has not been rigorously studied.
In this paper, under assumptions of one dimension, relatively short-range interaction (essentially,
next nearest-neighbor interaction), and the free boundary conditions, we give a definition of Gibbs
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measures for defects in an infinite lattice. We then study the accuracy of approximation of such
infinite-dimensional Gibbs measures by their finite-dimensional counterparts associated to different
computational methods. In essence, we develop a rigorous asymptotic expansion of such Gibbs measures
and establish the convergence of the expansion terms. Since the expansion terms have a simpler
structure than the original Gibbs measure, it becomes possible to quantify the error for small, but
finite, temperatures. This may be especially useful in two or three spatial dimensions: although this
work does not give a rigorous justification for this case, we propose that one could simply conjecture such
expansions are valid in two or three dimensions, and hence study the convergence of the corresponding
expansion terms.
The structure of the paper is as follows. In Section 2.1, we introduce some definitions, and in
Section 2.2 we formulate the main result, which we prove in Sections 4 and 5. In Section 3, we give
an example of how to apply the developed theory for two computational methods. We summarize and
discuss the results of the paper in Section 6.
2 Main Result
2.1 Atomistic Model and a Defect
Instead of working with atomistic displacements u˜, we will work with a discrete strain u : Z → R,
u(ξ) = u˜(ξ + 1/2) − u˜(ξ − 1/2). We let BN := {−N, . . . , N} (N ∈ Z+) and B∞ := Z index nearest-
neighbor bonds. Let
UN := RBN ∀N ∈ Z+ ∪ {∞}
be the space of strains. The lattice (of non-boundary atoms) is then
LN := {−N + 12 , . . . , N − 12} and L∞ := Z+ 12 .
We assume the energy of the system has the form
Eθ,N(u) := P(u) +
∑
ξ∈LN
V (uξ−1/2 , uξ+1/2) + V
bc
θ (uN) + V
bc
θ (u−N) ∀N <∞,
E∞(u) := P(u) +
∑
ξ∈L∞
V (uξ−1/2 , uξ+1/2).
Here P(u) models a defect and is assumed to be localized within BK0 , i.e., P(u) = P(u|UK0 ), where
K0 is the size of the defect core. The interaction potential V (x, y), (x, y) ∈ R2, models the atomistic
interactions and
V bcθ (x) = V
bc,(0)(x) + θV bc,(1)(x) + ...+ θM−1V bc,(M−1)(x) + θMV bc,(M
+)
θ (x), x ∈ R
models the boundary conditions for some M ∈ N, where the last term V bc,(M+)θ (x) gathers the M -th
order term and all higher-order terms.
One choice of P would be restricting P = 0 near a given local minimum of the energy and P = +∞
far from it, thus effectively restricting the Gibbs distribution to a neighborhood of the defect—see below
for a discussion of the assumption (2.12). Another example of P would be an interstitial, e.g., at some
site ξ0 whose site energy is V
i(x, y). Then one chooses P(u) = V i(uξ0−1/2 , uξ0+1/2) − V (uξ0−1/2 , uξ0+1/2).
For more discussion on how to model various defects with a such a potential P , we refer to [5, 12].
The two examples of the boundary condition we will consider are:
2
1. Free BCs: V bcθ ≡ 0
2. A/C coupling-type B.C.: V bcθ comes from eliminating the continuum DoFs as will be introduced
in Section 3.2. Such methods were proposed in [3, 23].
In particular, the latter boundary condition would depend on θ—hence we allow such dependence in
V bcθ (y).
Assumptions
We assume the existence of the subject of our investigation, a defect, described by the corresponding
strain u∗∞ ∈ `2(Z). We will identify u∗ = u∗∞ where it will cause no confusion. In this case the n-th
component of u∗ will be denoted as u∗,n. Note that u
∗ ∈ `2(Z) implies u∗,n → 0 as n → ∞. Also, we
assume that the defect is point-symmetric, u∗,−n = u
∗
,n, for the sole reason of reducing technicalities in
the proofs.
Next, we make some regularity assumptions on the interaction potentials, P , V and V bcθ , near the
defect and assumptions on the growth of potentials far from the defect (to effectively restrict a system
to a neighborhood of a defect).
In particular, we assume that the potentials can be +∞, but are finite and have a certain number
(depending on M ∈ N) of derivatives near the defect u∗:
P , V, V bc,(m)θ , V bc,(M
+)
θ are measurable with values in R, (2.1)
{(x, y) : V (x, y) < +∞} = A×A for some A ⊂ R, (2.2)
P(u) ≥ − CP(1 + ‖u‖), ∀u ∈ UK0 , (2.3)
‖P‖C2M+3(BrV ) ≤ cV , (2.4)
‖V ‖C2M+3(BrV ) ≤ cV , (2.5)
‖V bc,(m)‖C2M−2m+3(BrV ) ≤ cV , ‖V
bc,(M+)
θ ‖C(BrV ) ≤ cV , (2.6)
for all m = 0, . . . ,M − 1 and θ > 0, for some cV > 0 and rV > ‖u∗‖`∞ . Here Br denotes a ball with
radius r and center 0 in some metric space which will be clear from the context, R = R ∪ {±∞}, and
measurably is understood in the Lebesgue’s sense. Allowing V or P to be +∞ away from the defect
effectively leads to restricted Gibbs distributions [9,23]. Note that (2.2) is a technical assumption that
means, essentially, that an admissible region for V is A×A, where A is some set of admissible strains
(e.g., one may choose A = {x : x > 0});
Next, we fix the energy of u = 0 to be zero:
P(0) = V (0, 0) = V bcθ (0) = 0. (2.7)
Together with the regularity assumptions this yields that E∞ ∈ C2M+3(BrV ) (see [5, 12, 12, 18] for
the arguments establishing such regularity of E∞, and also the proof of Lemma 4.1 for the uniform
regularity of E0,N).
The following assumptions state quadratic growth of the potentials away from u = 0,
V (y, x) = V (x, y) ≥ γV
2
(x2 + y2), ∀(x, y) ∈ R2, (2.8)
V bc,(0) ≡ 0 or V bc,(0)(x) ≥ γbc
2
x2, ∀x ∈ R, (2.9)
V bc,(m)(x) ≥ −cV , V bc,(M
+)
θ (x) ≥ − cV , ∀x ∈ R, (2.10)
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for some positive γV , γbc, and cV , and therefore these assumptions more restrictive. Indeed realistic
interaction potentials do not satisfy them, however the quadratic growth assumptions are, on the one
hand, a standard way of modeling the absence of reconfiguration of atoms [6], and on the other hand
are satisfied for the restricted Gibbs distribution approach. Also, note that the first part of (2.8) states
the point symmetry of the interaction potential, which is dictated by the underlying physical symmetry.
The next assumption on V bc states that u = 0 is compatible with the boundary condition at zero
temperature:
Vy(0, 0) + V
bc,(0)
x (0) = 0. (2.11)
Both the free and the a/c coupling-type boundary conditions we consider satisfy this requirement.
Moreover, we claim that this assumption can in principle be removed at a cost of extra technicalities
for dealing with the resulting finite-magnitude boundary layer (however, even with this assumption
there are O(θ) boundary layers).
The last assumption,
E∞(u∗∞ + v)− E∞(u∗∞) ≥ γE2 ‖v‖2`2 ∀v ∈ `2(Z), (2.12)
for some γE > 0, requires some extra discussion. We note that this is, essentially, the only assumption
on the actual defect—the previous assumptions were on the atomistic material itself. This assumption
enforces that the defect is the only minimum of E∞, and is formulated similarly to the assumptions
(2.8)–(2.10). We note that if one assumes u∗ to only be a strongly stable equilibrium, i.e.,
〈δE∞(u∗∞), v〉 = 0, 〈δ2E∞(u∗∞)v, v〉 ≥ γE‖v‖2`2 , ∀v ∈ `2(Z),
where δF (u) denotes the first variation, or the functional derivative of F at the point u, and hence
〈δF (u), v〉 denotes the directional derivative along v, then (2.12) is true in a neighborhood of the defect,
and hence one can define
P˜(u) :=
{
P(u), ‖u− u∗‖ ≤ ρ,
+∞, ‖u− u∗‖ > ρ,
for some ρ > 0, effectively restricting the Gibbs measure to such a neighborhood. We also note that
(2.8)–(2.10) automatically implies (2.12) with P ≡ 0, which corresponds to a lattice without defects.
Finally, we note that (2.8) implies Vxx(0, 0) = Vyy(0, 0) > 0. We hence fix the spatial scale by letting
Vxx(0, 0) = Vyy(0, 0) = 1. It is then easy to derive from (2.8) that
α := Vxy(0, 0) (2.13)
satisfies |α| < 1. We also introduce κ = √1− α2.
2.2 Nonzero Temperature
In order to study how well a finite lattice of atoms approximates the infinite lattice under a small but
nonzero temperature, we introduce the corresponding Gibbs measures, or more generally, distributions.
Finite Lattice
A defect at a nonzero temperature is described by its Gibbs distributions µθ,N and µθ,∞. For a finite
N ∈ N, we define the Gibbs measure µθ,N by its action on an observable A ∈ C2M(UN) as
〈µθ,N , A〉UN :=
∫
UN A(v)e
−θ−1Eθ,N (v)dv∫
UN e
−θ−1Eθ,N (v)dv
=
∫
UN A(
√
θv)e−θ
−1Eθ,N (
√
θv)dv∫
UN e
−θ−1Eθ,N (
√
θv)dv
.
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Thus, µθ,N belongs to the space of distributions C
−2M
0 (UN) = (C2M(UN))∗, where Cm(X) is the space
of functions with m bounded uniformly continuous derivatives on X.
Remark 2.1.
(1) We use the notation for distributions 〈µθ,N , A〉UN instead of that for measures
∫
UN A dµθ,N , since
some related objects will not be measures.
(2) We chose C2M(UN) for the test space instead of, e.g., C2M0 (UN), because in order to study a limit
N →∞ it will be important that C2M(Rn) ⊂ C2M(Rm) for n < m.
We introduce the following norms and seminorms for µ ∈ C−L0 (UN):
|µ|C−L0 (UK) := sup
A∈CL(UK)
〈µ,A〉UN and ‖µ‖C−L0 := |µ|C−L0 (UN ).
Infinite Lattice
For an infinite lattice, we introduce the space of test functions
D :=
⋃
n∈N
C2M(Un),
where we implicitly assume the natural embedding Un ⊂ Um for n < m ≤ ∞. We say that fn → f in
D if f and all fn belong to some UK and ‖fn − f‖C2M (UK) → 0.
We then define µθ,∞ ∈ D∗ as the weak limit of µθ,N :
〈µθ,∞, A〉U∞ := lim
N→∞
〈µθ,N , A〉UN ∀A ∈ D.
We will omit the subscript UN in the duality pairing notation 〈•, •〉.
Finally, note that existence of the limit of Gibbs measures, µθ,∞, in the space of distributions does
not immediately imply that µθ,∞ itself is a measure.
Main Result
The main result of this work is the following theorem.
Theorem 2.1.
(a) For each N ∈ N there exist distributions µ(m)N (m = 0, 1, . . . ,M − 1) and µ(M
+)
θ,N such that
µθ,N =
M−1∑
m=0
θmµ
(m)
N + θ
Mµ
(M+)
θ,N ∀θ > 0. (2.14)
(b) There exist unique distributions µθ,∞, µ
(m)
∞ , and µ
(M+)
θ,∞ , independent of V
bc such that for any K
and A ∈ C2M(UK),
〈µθ,N , A〉 → 〈µθ,∞, A〉, 〈µ(m)N , A〉 → 〈µ(m)∞ , A〉, and 〈µ(M
+)
θ,N , A〉 → 〈µ(M
+)
θ,∞ , A〉
as N →∞ for all θ > 0. Moreover,
µθ,∞ =
M−1∑
m=0
θmµ(m)∞ + θ
Mµ
(M+)
θ,∞ .
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(c) There exist θ0 > 0 and C = C(K) both independent of N such that
max
0≤m<Mc
∣∣µ(m)N ∣∣C−L0 (UK) ≤ C(K) and ∣∣µ(M+)θ,N ∣∣C−L0 (UK) ≤ C(K) (2.15)
for all θ ∈ (0, θ0] and N ∈ N ∪ {∞}.
(d) The terms µ
(m)
N are linear combinations of the Dirac delta function and its derivatives at u
∗
N which
is the global minimum of E0,N . Furthermore,
〈µ(0)N , A〉 = A(u∗N), (2.16)
〈µ(1)N , A〉 = 12δ2A(u∗N) :H−1N − δA(u∗N) ·H−1N
(
δE
(1)
N (u
∗
N) +
1
2
δ3E0,N(u
∗
N) :H
−1
N
)
(2.17)
for all N ∈ N ∪ {∞}, where we denote E(1)N (u) := V bc,(1)(uN) + V bc,(1)(u−N) and HN :=
δ2E0,N(u
∗
N).
3 Applications
Theorem 2.1 can be used in the following way. Consider Gibbs measures corresponding to two different
systems, described by E∞(u) and Eθ,N(u). We think of E∞(u) as the exact energy of the infinite system
and Eθ,N(u) is the energy of the system which approximates the original infinite system.
Theorem 2.1 gives us the following estimate:
|〈µθ,N − µθ,∞, A〉| = |A(u∗N)− A(u∗∞)|+ θ
∣∣∣12δ2A(u∗N) : H−1N − 12δ2A(u∗∞) : H−1∞
− δA(u∗N) ·
(
H−1N
(
δE(1)(u∗N) +
1
2
H−1N : δ
3E(0)(u∗N)
))
+ δA(u∗∞) ·
(
H−1∞
(
δE(1)(u∗∞) +
1
2
H−1∞ : δ
3E(0)(u∗∞)
))∣∣∣
+O(θ2),
where HN = δ
2E0,N(u
∗
N) and H∞ = δ
2E∞(u∗∞).
This quantity can be estimated further. However, for the purpose of illustrating the proposed
theory without too many technicalities, we simplify the problem and assume that u∗∞ = 0, u
∗
N = 0, and
P(u) ≡ 0. That is, we test how well µθ,N approximates µθ,∞ on a uniform lattice (without defects).
The advantage of this simplification is that now the Hessians can be inverted explicitly. We will hence
be able to explicitly track the leading term in all our estimates, which will automatically ensure that
our estimates are sharp.
The error estimate is hence rewritten as
〈µθ,N − µθ,∞, A〉 = θ
(
1
2
δ2A(0) : H−1N − δA(0) ·
(
H−1N
(
δE(1)(0) + 1
2
H−1N : δ
3E(0)(0)
))
− 1
2
δ2A(0) : H−1∞ + δA(0) ·
(
H−1∞
(
δE(1)(0) + 1
2
H−1∞ : δ
3E(0)(0)
)))
+O(θ2).
In what follows, we omit most of the details of the calculations, which essentially reduce to sum-
mation of geometric sequences.
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3.1 Free BCs
We interpret the operators as matrices in the canonical basis of U∞ = RB∞ . In matrix notation, we
have that
(H−1N )ij =

λ−i−j(λ2i+λ2N)(λ2(j+N)+1)
2κ(1−λ4N ) j ≤ i,
λ−i−j(λ2j+λ2N)(λ2(i+N)+1)
2κ(1−λ4N ) j > i,
where λ = −1−κ
α
(see (2.13) for the definition of α).
We then have that
〈µθ,N , A〉 = A(0) + 12θA′′(0) 1+λ
2N
2κ(1−λ2N ) − 12θA′(0)Vxxx(0, 0)
(− 1+λ
2κ2(1−λ) + λ
N 1+λ+λ2+λ3
κ2(1−λ3) +O(λ
2N)
)
− 1
2
θA′(0)Vxxy(0, 0)
( (1+λ)(1+2λ)
2κ2(1−λ) + λ
N−1 (1+λ)(1+2λ+6λ2+2λ3+λ4)
2κ2(1−λ3) +O(λ
2N−1)
)
+O(θ2),
where we assumed that A(u) = A(u∗0), i.e., is supported only on the central bond, u
∗
0.
We note that the terms with λN and λN−1 are related to the error induced by the boundary condition
(decaying exponentially in this case) and O(λ2N) and O(λ2N−1) are the higher-order terms in this error.
Thus,
〈µθ,N − µθ,∞, A〉 = − 12θA′(0)
[
Vxxx(0, 0)λ
N errfr1 + Vxxy(0, 0)λ
N−1 errfr2
]
+O(θ2 + θλ2N−1),
where
errfr1 =
1 + λ+ λ2 + λ3
κ2(1− λ3) and err
fr
2 =
(1 + λ)(1 + 2λ+ 6λ2 + 2λ3 + λ4)
2κ2(1− λ3)
are the respective error coefficients for the free boundary conditions.
3.2 A Quasicontinuum Method
Derivation
We consider a system of size M with free boundary conditions, but we want to eliminate (that is,
integrate out) all the degrees of freedom outside the subsystem of size N (N  M) by defining the
following free energy [23]
Vˆ bcθ (uN) = −θ log
(∫
· · ·
∫
e
−θ−1∑M−1/2
ξ=N+1/2
V (uξ−1/2 ,uξ+1/2 )duN+1 . . . duM
)
. (3.1)
By doing this we reduced the system size, but we have not yet computationally simplified the problem.
Our first step in simplifying (3.1) will be a so-called quasiharmonic approximation to Vˆ bcθ (uN),
V˜ bcu†,θ(uN) = −θ log
(∫
· · ·
∫
e
−θ−1V (uN ,uN+1)−θ−1
∑M−1/2
ξ=N+3/2
V˜ lin
u†,ξ(uξ−1/2 ,uξ+1/2 )duN+1 . . . duM
)
, (3.2)
where
V˜ linu†,ξ(u
†
ξ−1/2 + x, u
†
ξ+1/2
+ y) = V (u†ξ−1/2 , u
†
ξ+1/2
) + 〈δV (u†ξ−1/2 , u
†
ξ+1/2
), (x, y)〉
+ 1
2
〈δ2V (u†ξ−1/2 , u
†
ξ+1/2
)(x, y), (x, y)〉,
and u† ∈ R{N+1,...,M} should be chosen as the minimizer of V˜ bc
u†,θ(uN) (which hence depends on θ and
uN).
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We next restrict u†N+1 = u
†
N+2 = . . . = u
†
M =: F in the spirit of finite elements (note that piecewise
linear elements for the displacements corresponds to piecewise constant elements for the strain u†).
This defines ˜˜V bcF,θ by a formula similar to (3.2) with
˜˜V linF (F + x,F + y) = V (F,F) + 〈δV (F,F), (x, y)〉+ 12〈δ2V (F,F)(x, y), (x, y)〉.
Note that ˜˜V bcF,θ(uN) can be computed explicitly as
˜˜V bcF,θ(uN) = V (uN ,F) +
M−1/2∑
ξ=N+3/2
V (F,F) +
θ
2
log(detHu†,F,N,M), (3.3)
where Hu†,F,N,M can be thought of as an (M − N) × (M − N) matrix and is equal to a submatrix of
δ2E0,M(F) corresponding to the degrees of freedom given by uN+1, . . . , uM .
The next step is to change the energy involving the last two terms of (3.3) by the continuum free
energy:
V bcF,θ(uN) = V (uN ,F) + (M −N + 1)W freeθ (F),
where F is now chosen as the minimizer of V bcF,θ, and the continuum free energy density is
W freeθ (F) := V (F,F) +
θ
2
log
( 1
2piθ
)
− θ
2
log
Vxx(F,F)−
√
(Vxx(F,F))2−(Vxy(F,F))2
(Vxy(F,F))2
, (3.4)
which is derived in Appendix C.
In the limit M−N →∞, F will just be the minimizer of W freeθ (F), which can be computed explicitly
as
argmin(W freeθ ) = θ
(− 1
4(1+α)κ
Vxxx(0, 0)− 2−2κ−α4(1+α)κVxxy(0, 0)
)
+O(θ2),
where α = Vxy(0, 0) and κ =
√
1− α2 (cf. (2.13)), and hence
V bcθ (x) = V (x, 0)︸ ︷︷ ︸
=:V bc,(0)(x)
+θ Vy(x, 0)
(− 1
4(1+α)κ
Vxxx(0, 0)− 2−2κ−α4(1+α)κVxxy(0, 0)
)︸ ︷︷ ︸
=:V bc,(1)(x)
+O(θ2), (3.5)
where we ignored the constant term.
Error Estimate
Similar to the free BCs case, explicit calculations can be performed with the boundary conditions given
by (3.5) and we can find that
〈µθ,N − µθ,∞, A〉 = − 12θA′(0)
[
Vxxx(0, 0)λ
N errqc1 + Vxxy(0, 0)λ
N−1 errqc2
]
+O(θ2 + θλ2N−1),
where
errqc1 =
λ2 + λ3
κ2(1− λ3) and err
qc
2 =
(1 + λ)(λ+ 2λ2 + 2λ4 + λ5)
2κ2(1− λ3)
are the respective error coefficients for the QC method.
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Figure 1: Error coefficients err1 and err2 of the free BCs (dashed) and the QC method (solid). One
can see that the leading order error for the QC is typically one or two orders of magnitude less than
that of the free BCs (unless the lattice is close the point of instability, α = ±1).
3.3 Comparison
First, we notice that the error for the QC is always smaller than that of the free BCs, i.e., |errqc1 | < |errfr1 |
and |errqc2 | < |errfr2 |. This can be easily proved by comparing the respective polynomials in λ.
Second, by plotting the graphs of err1 and err2 for the two methods, see Figure 1, we can see that
the leading order error of the two methods differ by about an order of magnitude (unless the lattice is
close the point of instability, α = ±1).
4 Proof for the Finite Lattice
In this section we prove the statements of Theorem 2.1 for the case N < ∞, namely parts (a), (c,
N <∞), and (d, N <∞).
In the proofs C will denote a generic constant which is independent of N and θ.
4.1 Zero Temperature Equilibrium
The exact equilibrium u∗∞ can be approximated on a finite lattice by u
∗
N ∈ `2(UN) satisfying
〈δE0,N(u∗N), v〉 = 0, ∀v ∈ UN (4.1)
and additionally requiring that u∗N is sufficiently close to u
∗. Lemma 4.6 below implies that u∗N is also a
global minimum of E0,N for N large enough, which makes it consistent with the definition of u
∗
N made
in Theorem 2.1(d).
Lemma 4.1. There exists ρ > 0 such that for N large enough there is a unique solution u∗N to (4.1)
within the ball ‖u∗N − u∗|BN‖`2 ≤ ρ. Furthermore, ‖u∗N − u∗|BN‖`2 → 0 as N →∞.
Proof. The standard consistency-stability argument will be applied.
Uniform regularity of E0,N . The uniform C
3 regularity of E0,N(u) for u ∈ BrV follows from, by now,
the standard arguments (see, e.g., [5,12,13,18]). Indeed, P(u) and V bc0 are C3 functions of u ∈ `2(LN)
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and do not depend on N , and the rest of the energy can be estimated using the Taylor series around 0:
T (u) :=
∑
ξ∈LN
V (uξ−1/2 , uξ+1/2) =
∑
ξ∈LN
〈δ2V (ηξuξ−1/2 , ηξuξ+1/2)(uξ−1/2 , uξ+1/2), (uξ−1/2 , uξ+1/2)〉.
where we used (2.7) and δV (0, 0) = 0 (the latter follows from (2.8)) and where ηξ are some numbers
between 0 and 1. By choosing ρ < rV −‖u∗‖`∞ , we can estimate δ2V (ηξuξ−1/2 , ηξuξ+1/2) ≤ cV from (2.5)
which immediately implies |T (u)| ≤ 2cV ‖u‖2`2 . Similar arguments can be used to bound |δkT (u)| by
‖u‖`2 for k = 1, 2, 3.
Consistency. The consistency error can be easily estimated as follows:
〈δE0,N(u∗|Bn), v〉 = vN
(
V bcx (u
∗
∞,N)− Vx(u∗∞,N , u∗∞,N+1)
)
+ v−N
(
V bcx (u
∗
∞,−N)− Vy(u∗∞,−N−1, u∗∞,−N)
)
≤ ‖v‖`2C(|u∗∞,N |+ |u∗∞,N+1|)→ 0 as N →∞,
where we used (2.11) in the transition to the last line.
Stability. The stability,
〈δ2E0,N(u∗|BN )v, v〉 ≥ (min{γE, γV }+ o(1))‖v‖2`2 ∀v ∈ `2(Z) (4.2)
is less straightforward, yet follows from standard concentration compactness arguments. Indeed, assume
that (4.2) is false: that there exist Ni →∞, vi ∈ UN , ‖vi‖ = 1, such that
lim
i→∞
〈δ2E0,Ni(u∗|BNi )vi, vi〉 < min{γE, γV }.
We then can extract subsequences, which we still denote as Ni and vi, such that vi ⇀ v∞ ∈ `2(Z), where
we implicitly extend vi by zero outside BNi . Since a weak convergence implies a pointwise convergence,
we have that vi,j → v∞,j for any fixed j. This allows one to choose a sequence ri → ∞, ri < i, such
that if we define
v¯i,j :=
{
vi,j |j| ≤ ri
0 |j| > ri,
and v˜i = vi − v¯i then v¯i → v∞ strongly in `2 and v˜i ⇀ 0 [5].
We then will use
(i) 〈δ2E∞(u∗|BNi )v¯i, v¯i〉 ≥ γE‖v¯‖2`2 for all v ∈ `2(Z) which follows from (2.12),
(ii) 〈δ2V (u∗ξ−1/2 , u∗ξ+1/2)(v˜i,ξ−1/2 , v˜i,ξ+1/2), (v˜i,ξ−1/2 , v˜i,ξ+1/2)〉 ≥ (γV + o(1))(v˜2ξ−1/2 + v˜2ξ+1/2) as ξ → ±∞ which
follow from (2.8) and the fact that u∗ξ±1/2 → 0 as ξ → ±∞, and lastly
(iii) that the scalar product (v¯i, v˜i)`2 → (v∞, 0)`2 = 0 and likewise 〈δ2E0,Ni(u∗|BNi )v¯i, v˜i〉 → 0
to estimate
〈δ2E0,Ni(u∗|BNi )vi, vi〉 = 〈δ2E0,Ni(u∗|BNi )v¯i, v¯i〉+ 〈δ2E0,Ni(u∗|BNi )v˜i, v˜i〉+ o(1)
= 〈δ2E∞(u∗)v¯i, v¯i〉+ 〈δ2E0,Ni(u∗|BNi )v˜i, v˜i〉+ o(1)
≥ 〈δ2E∞(u∗|BNi )v¯i, v¯i〉+
∑
|ξ|>ri
γV
2
(v˜2ξ−1/2 + v˜
2
ξ+1/2
) + o(1)
≥ γE‖v¯i‖2 + γV ‖v˜i‖2 + o(1)
≥ min{γE, γV }(‖vi‖2 − 2(v¯i, v˜i)) + o(1)
= min{γE, γV }+ o(1),
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which is a contradiction.
Finalizing. This allows us to apply the implicit function theorem (IFT) (see, e.g., [5, 12] for examples
of such application of the IFT to quantifying the accuracy of defects calculation) and the assertion of
this theorem follows.
A trivial, but important corollary is the uniform decay at infinity of |u∗N,n|:
Corollary 4.2. supN∈N,N≥n |u∗N,n| → 0 as n→∞.
4.2 Change of Variables
For the purpose of our finite-temperature analysis, we first make a change of variables, which essentially
(i) shifts the energy minimizer, u∗N , to the origin, (ii) fixes the additive constant in the energy to be
zero at u∗N , (iii) subtracts the dead-load forces to yield ∇V˜N,ξ(0, 0) = 0:
P˜N(v) := P(u∗N + v)− P(u∗N)− 〈δP(u∗N), v〉
V˜N,ξ(vξ−1/2 , vξ+1/2) := V (u
∗
N,ξ−1/2 + vξ−1/2 , u
∗
N,ξ+1/2
+ vξ+1/2)
− δN−|ξ|−1/2 γV2
v2
N,ξ+1/2sgn(ξ)
2
− V (u∗N,ξ−1/2 , u∗N,ξ+1/2)
− vξ−1/2Vx(u∗N,ξ−1/2 , u∗N,ξ+1/2)− vξ+1/2Vy(u∗N,ξ−1/2 , u∗N,ξ+1/2)
V˜ bcθ,N(x) :=
γV
2
x2
2
+ V bcθ (u
∗
N,N + x)− V bcθ (u∗N,N)− x(V bc,(0))x(u∗N,N),
E˜θ,N(v) := P˜N(v) +
∑
ξ∈LN
V˜N,ξ(vξ−1/2 , vξ+1/2) + V˜
bc
0,N(vN) + V˜
bc
0,N(v−N),
where δ• is the Kronecker delta. Notice that we also added
γV
2
x2
2
to V˜ bc which was then subtracted
from V˜N,N−1/2 and V˜N,−N+1/2 . This change of variables essentially does not change the original energy,
as we can see from the following proposition.
Proposition 4.3. E˜θ,N(v) = Eθ,N(u
∗
N + v)− Eθ,N(u∗N).
Proof. We can easily write the difference as
Eθ,N(u
∗
N + v)− Eθ,N(u∗N)− E˜θ,N(v)
= 〈δP(u∗N), v〉+
∑
ξ∈LN
(
vξ−1/2Vx(u
∗
N,ξ−1/2 , u
∗
N,ξ+1/2
) + vξ+1/2Vy(u
∗
N,ξ−1/2 , u
∗
N,ξ+1/2
)
)
+ vN(V
bc,(0)
N )x(u
∗
N,N) + v−N(V
bc,(0)
N )x(u
∗
N,−N)
= 〈δE0,N(u∗N), v〉 = 0.
Recall that we assumed u∗−j = u
∗
j , which implies V˜N,ξ = V˜N,−ξ.
We next list and prove the properties of the newly introduced functions that will effectively be
used as assumptions for this section. (In other words, we will establish uniform in N and θ expansion
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of the Gibbs measures based on the assumptions below on V˜N,ξ, etc., regardless of the origin of such
functions.)
Lemma 4.4. For any  > 0 there exist K0, N0 ∈ N such that for N ≥ N0 with γ˜V = γV /2 − ,
γ˜bc = γV /2, γ˜E = min{γE, γV } − , and some positive c˜ρ, c˜P , c˜V , and r˜V the following properties hold
for all ξ ∈ LN , θ > 0, and m = 0, 1, . . . ,M − 1:
P˜N , V˜ (m)N,ξ , V˜ bc,(m)N , V˜ bc,(M
+)
θ,N are measurable with values in R
P˜N(v) ≥ −c˜P(1 + ‖v‖), (4.3)
‖P˜N‖C2M+3(Br˜V ) ≤ c˜V , (4.4)
‖V˜N,ξ‖C2M−2m+3(Br˜V ) ≤ c˜V , (4.5)
‖V˜ bc,(m)N ‖C2M−2m+3(Br˜V ) ≤ c˜V , ‖V˜
bc,(M+)
θ,N ‖C(Br˜V ) ≤ c˜V , (4.6)
V˜
(0)
N,ξ(0, 0) = 0, (4.7)
V˜
bc,(0)
N (0) = 0.
Moreover, the following properties hold for all N ≥ N0, |ξ| ≥ K0, θ > 0, and (x, y) ∈ R2:
V˜N,ξ(x, y) ≥ γ˜V2 (x2 + y2), (4.8)
V˜
bc,(0)
N (x) ≥ γ˜bc2 x2, V˜ bc,(m)N (x) ≥ −cV , V˜ bc,(M
+)
θ,N (x) ≥ −cV , (4.9)
E˜0,N(v) ≥ γ˜E2 ‖v‖2. (4.10)
Finally, the following holds:
(V˜N,ξ)xx(0)→ 1
(V˜N,ξ)xy(0)→ α
(V˜N,ξ)yy(0)→ 1− δN−ξ−1/2 γV2
as ξ,N →∞ (4.11)
(cf. (2.13) for the definition of α). We note that, here and below, by ξ,N →∞ we mean that ξ → +∞
and N → +∞ such that 0 ≤ ξ < N but otherwise independently of each other, unless additional
constraints are given. (The case ξ → −∞ will be taken care of by the symmetricity V˜N,ξ = V˜N,−ξ.)
We first note that all the statements except (4.8), (4.9), and (4.10), easily follow from the definition
of V˜N,ξ and V˜
bc
θ,N and the convergence of u
∗
N to u
∗
∞. Note that we need to choose r˜V ≤ rV − ‖u∗‖`∞ in
order to satisfy (4.4)–(4.6).
Furthermore, (4.8) and (4.9) follow easily from the following Lemma.
Lemma 4.5. Let X be a Banach space, E : X → R, be such that E ∈ C3(Br), E(0) = 0, and
E(v) ≥ γ
2
‖v‖2 for all v ∈ X. Then for any  > 0 there exists R > 0 such that for all ‖u‖ ≤ R and
v ∈ X
E(u+ v)− E(u)− 〈δE(u), v〉 ≥ γ−
2
‖v‖2. (4.12)
Proof. Proof of (4.12). Fix  > 0. First, note that δ2E(w) ≥ γ− in the sense of self-adjoint operators,
when ‖w‖ ≤ 2ρ for some ρ, 0 < 2ρ ≤ r. The Taylor expansion, E(u + v) − E(u) − 〈δE(u), v〉 =
1
2
〈δ2E(u+ vηu,v)v, v〉, where ηu,v ∈ (0, 1), hence proves (4.12) for ‖v‖ ≤ ρ, once we choose R ≤ ρ.
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Then, notice that δE(u) = O(‖u‖) ≤ O(R) and E(u) = O(‖u‖2) ≤ O(R2). Hence for ‖v‖ > ρ, we
estimate in the limit R→ 0:
E(u+ v)− E(u)− 〈δE(u), v〉 ≥ γ
2
‖u+ v‖2 − E(u)− ‖δE(u)‖‖v‖
= γ
2
‖v‖2 −O(‖u‖2)−O(‖u‖)‖v‖
≥ γ
2
‖v‖2 −O(R2)‖v‖2/ρ2 −O(R)‖v‖2/ρ
= γ
2
(1 +O(R/ρ)) ‖v‖2.
Hence (4.12) follows once R is chosen small enough.
Finally, (4.10) follows from the following, more general lemma, applied with K = N .
Lemma 4.6. Let E˜θ,N,K : UK → R, be defined by
E˜θ,N,K := P˜N(v) +
∑
ξ∈LK
V˜N,ξ(vξ−1/2 , vξ+1/2) + V˜
bc
θ,N(vK) + V˜
bc
θ,N(v−K)
for K ≤ N . Then E˜0,N,K(v) ≥ (γ˜E − o(1))‖v‖22 as K →∞.
Proof. Assume the converse, that there exist ki, ni ∈ N, ni ≥ ki →∞, and vi ∈ Uni , vi 6= 0, such that
lim inf
i→∞
E˜0,ni,ki(vi)
‖vi‖2 = lim infi→∞
E0,ki(u
∗
ni
+ vi)− E0,ki(u∗ni)
‖vi‖2 <
1
2
min{γE, γV }.
We can extract a subsequence of vi (which we still denote by vi) such that limi→∞ ‖vi‖ ∈ R+ ∪ {+∞}.
Case 1 (0 < limi→∞ ‖vi‖ < +∞). In this case we use the concentration compactness argument. We
further extract a subsequence (again not relabeled) such that vi ⇀ v∞ ∈ `2(Z), where we implicitly
extend vi by zero outside Bni . Then, similarly as in the proof of Lemma 4.1, there exists a sequence
ri →∞, ri < ki, such that if we define v¯i ∈ `2(Z),
v¯i,j :=
{
vi,j |j| < ri
0 |j| ≥ ri,
then v¯i → v∞ strongly in `2 and v˜i := vi − v¯i ⇀ 0. Then one can express
E˜0,ni,ki(vi) = E0,ki(u
∗
ni
+ vi)− E0,ki(u∗ni)
=
(P(u∗ni + vi)− P(u∗ni))
+
∑
ξ∈Lki
|ξ|<ri−1/2
(
V (u∗ni,ξ−1/2 + v¯i,ξ−1/2 , u
∗
ni,ξ+1/2
+ v¯i,ξ+1/2)− V (u∗ni,ξ−1/2 , u∗ni,ξ+1/2)
)
+
(
V (u∗ni,ri−1 + v¯i,ri−1, u
∗
ni,ri
+ v˜i,ri)− V (u∗ni,ri−1, u∗ni,ri)
)
+
(
V (u∗ni,−ri+1 + v¯i,−ri+1, u
∗
ni,−ri + v˜i,−ri)− V (u∗ni,−ri+1, u∗ni,−ri)
)
+
∑
ξ∈Lki
|ξ|>ri−1/2
(
V (u∗ni,ξ−1/2 + v˜i,ξ−1/2 , u
∗
ni,ξ+1/2
+ v˜i,ξ+1/2)− V (u∗ni,ξ−1/2 , u∗ni,ξ+1/2)
)
+ V bc0,ni(u
∗
ni,ki
+ v˜i,ki)− V bc0,ni(u∗ni,ki) + V bc0,ni(u∗ni,−ki + v˜i,−ki)− V bc0,ni(u∗ni,−ki).
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Note that here we cannot use that, e.g., E0,ki(u
∗
ni
+ vi) = E0,ki(u
∗
∞ + vi) + o(1) since the regularity of
E is assumed only in a finite neighborhood of u∗∞ while ‖vi‖ may not be too large.
We next use that P(u∗ni +vi) = P(u∗ni + v¯i) for i large enough, and use the difference E∞(u∗ni + v¯i)−
E∞(u∗ni) in the following way:
E˜0,ni,ki(vi) =
(
E∞(u∗ni + v¯i)− E∞(u∗ni)
)
+
(
V (u∗ni,ri−1 + v¯i,ri−1, u
∗
ni,ri
+ v˜i,ri)− V (u∗ni,ri−1 + v¯i,ri−1, u∗ni,ri)
)
+
(
V (u∗ni,−ri+1 + v¯i,−ri+1, u
∗
ni,−ri + v˜i,−ri)− V (u∗ni,−ri+1 + v¯i,−ri+1, u∗ni,−ri)
)
+
∑
ξ∈Lki
|ξ|>ri−1/2
(
V (u∗ni,ξ−1/2 + v˜i,ξ−1/2 , u
∗
ni,ξ+1/2
+ v˜i,ξ+1/2)− V (u∗ni,ξ−1/2 , u∗ni,ξ+1/2)
)
+ V bc0,ni(u
∗
ni,ki
+ v˜i,ki)− V bc0,ni(u∗ni,ki) + V bc0,ni(u∗ni,−ki + v˜i,−ki)− V bc0,ni(u∗ni,−ki).
We estimate the first term using (2.12):
E∞(u∗ni + v¯i)− E∞(u∗ni) ≥ γE2 ‖v¯i + u∗ni − u∗∞‖2 + E∞(u∗∞)− E∞(u∗ni) = γE2 ‖v¯i‖2 + o(1)
as i → ∞, where we use that ‖u∗ni − u∗∞‖ → 0 and the continuity of E∞. We next use (i) the growth
assumptions on the V and V bc functions, (ii) that v¯i,±(ri−1) = v∞,±(ri−1) + o(1)→ 0, (iii) the respective
convergence properties of u∗ni , and (iv) that V (0, 0) = 0, to likewise estimate the rest of the terms:
E˜0,ni,ki(vi) ≥ o(1) + γE2 ‖v¯i‖2 + γV2
(|v˜i,ri |2 + |v˜i,−ri|2)+ γV2 ∑
ξ∈Lki
|ξ|>ri−1/2
(|v˜i,ξ−1/2|2 + |v˜i,ξ+1/2 |2)
≥ o(1) + γE ‖v¯i‖22 + γV ‖v˜i‖
2
2
≥ min{γE, γV }‖v¯i‖2+‖v˜i‖22 + o(1) = min{γE, γV }‖vi‖
2
2
+ o(1),
where in the last step we used that (v¯i, v˜i)`2 → (v∞, 0)`2 = 0. This is a contradiction since
lim inf
i→∞
E˜0,ni,ki(vi)
‖vi‖2 ≥
1
2
min{γE, γV }.
Case 2 (limi→∞ ‖vi‖ =∞). Similarly expanding E0,ki(u∗ni + vi) and using (2.3), (2.8), (2.9), and (2.10)
quickly leads to a contradiction:
E0,ki(u
∗
ni
+ vi)
‖vi‖2 −
E0,ki(u
∗
ni
)
‖vi‖2 ≥
−C˜P(1 + ‖u∗ni + vi‖)
‖vi‖2 +
γV ‖u∗ni + vi‖2
2‖vi‖2 −
E0,ki(u
∗
ni
)
‖vi‖2 →
γV
2
.
Case 3 (limi→∞ ‖vi‖ = 0). Due to a uniform bound on δ3E˜0,ni,ki(v) near v = 0 we have
2E˜0,ni,ki(vi)
‖vi‖2 = ‖vi‖
−2〈δ2E˜0,ni,ki(0)vi, vi〉+O(‖vi‖)
= ‖vi‖−2〈δ2E0,ki(u∗|Bki )vi, vi〉+ o(1)
≥ min{γE, γV }+ o(1),
where in the last step we used (4.2). This is again a contradiction.
We will omit tildes in the rest of this section. In particular, we choose  in Lemma 4.4 so
that γ˜V and γ˜E are both positive.
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4.3 Expansions of Gaussian-like Integrals
Here we formulate two lemmas stating some expansions of Gaussian-like integrals in power series. Since
these results are just variations of some standard results, we provide the proofs in Appendix A.
For f : Rn → R we define the norms ‖f‖Cγ := supx∈Rn
∣∣f(x)e γ2 |x|2∣∣ and ‖f‖L2γ := ‖fe γ2 |•|2‖L2 , and
the associated spaces of continuous functions Cγ and Sobolev spaces L
2
γ.
Lemma 4.7. Let Eθ(u), E : R+ × Rn → R be defined by
Eθ(v) =
M∑
m=0
θmE(m)(v) + θ1+ME
(1+M+)
θ (v) (4.13)
for some M ∈ N. Assume for all 0 < θ ≤ θ0 and m = 0, . . . ,M ,
E(m), E
(1+M+)
θ are measurable with values in R,∥∥E(m)∥∥
C2M−2m+3(B2r)
≤ c, (4.14)∥∥E(1+M+)θ ∥∥C(B2r) ≤ c, (4.15)
E(0)(0) = 0, E(0)(v) ≥ γ|v|2/2 ∀v ∈ Rn, (4.16)
E(m)(v) ≥ −c ∀v ∈ Rn, E(1+M+)θ (v) ≥ −c ∀v ∈ Rn, (4.17)
for some γ ≥ 0, c > 0, r > 0. Denote H := δ2E(0)(0) and L := 2M . Then
(a) there exists a unique Taylor expansion, in terms of powers of
√
θ,
e
1
2
〈Hv,v〉e−θ
−1Eθ(
√
θv) =
L−1∑
`=0
θ`/2Q(`)(v) + θL/2Q
(L+)
θ (v), (4.18)
where (i) each Q(`) is a polynomial of degree at most `+2 whose coefficients are linear combinations
of δkE(m)(0) for k + 2m ≤ L+ 2, (ii) Q(0) = e−E(1)(0), and (iii) Q(`)(−v) = (−1)`Q(`)(v).
(b) Furthermore, the terms and the remainder of the following representation,
e−θ
−1Eθ(
√
θv) =
L−1∑
`=0
θ`/2Q(`)(v)e−
1
2
〈Hv,v〉 + θL/2Q(L
+)
θ (v)e
− 1
2
〈Hv,v〉, (4.19)
can be bounded as follows:
|Q(`)(v)e− 12 〈Hv,v〉| ≤ Ce−
γ−
2
‖v‖2 ∀v ∈ Rn, (4.20)
|Q(L+)θ (v)e−
1
2
〈Hv,v〉| ≤ Ce−
γ−
2
‖v‖2 ∀v ∈ Rn ∀θ ∈ (0, θ0], (4.21)
for any  > 0 where C depends only on , M , c and n.
Lemma 4.8. Let the E functions, M , L, c, and H := δ2E(0) be as in Lemma 4.7. Let Fθ(v),
F : R+ × Rn → R be defined by
Fθ(v) =
L−1∑
`=0
θ`/2F (`)(v) + θL/2F
(L+)
θ (v),
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where for all θ ≤ θ0 and ` = 0, 1, . . . , L− 1
F (`) is measurable, ‖F (`)‖L2−γ′ (Rn) ≤ c,
F
(L+)
θ is measurable, ‖F (L
+)
θ ‖L2−γ′ (Rn) ≤ c
Fθ(v) ≥ 0 ∀v ∈ Rn, F (0)(v) ≥ c−1 ∀v ∈ Bc−1 , (4.22)
where γ′ < γ.
Consider a measure µθ,E,F defined by
〈µθ,E,F , A〉 :=
∫
Rn A(
√
θv)Fθ(v)e
−θ−1Eθ(
√
θv)dv∫
Rn Fθ(v)e
−θ−1Eθ(
√
θv)dv
. (4.23)
(a) Then there exist distributions µ
(m)
E,F (m = 0, . . . ,M − 1) and µ(M+)θ,E,F such that
µθ,E,F =
M−1∑
m=0
θmµ
(m)
E,F + θ
M/2µ
(M+)
θ,E,F ∀θ > 0, (4.24)
(b) There exists θ0 and C, that may depend on γ, γ
′, M , c, and n, such that
max
0≤m<M
∥∥µ(m)E,F∥∥C−L0 ≤ C and ∥∥µ(M+)θ,E,F∥∥C−L0 ≤ C ∀θ ≤ θ0.
(c) Furthermore, each µ
(m)
E,F is a linear combination of the Dirac delta and its derivatives. In partic-
ular,
〈µ(0)E,F , A〉 = A(0)
and additionally, in the case when Fθ(v) ≡ 1,
〈µ(1), A〉 ≡ 1
2
δ2A(0) :H−1 − δA(0) ·H−1(δE(1)(0) + 1
2
δ3E(0)(0) :H−1
)
.
(d) For all m = 0, 1, . . . , L − 1, µ(m)E,F depends continuously on δ`E(k)(0) (` + 2k ≤ 2m + 2) and
F (`) ∈ L2−γ′ (` ≤ m).
4.4 Main Line of Arguments
We start with the following result.
Theorem 4.9. Parts (a) and (d, N < ∞) of Theorem 2.1 hold. Moreover, part (c, N < ∞) also
holds if the estimates (2.15) are relaxed as follows:
max
0≤`<b(L−1)/2c
∥∥µ(m)N ∥∥C−L0 ≤ C ′(N) and ∥∥µ(M+)θ,N ∥∥C−L0 ≤ C ′(N) ∀θ ≤ θ0,
where the bound C ′(N) may depend on N (but is independent of θ).
Proof. This is an immediate consequence of Lemma 4.8 with F (θ, v) ≡ 1 upon checking that its
assumptions follow from the assumptions on V and V bc.
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Thus, for the case N <∞, it remains to show that the bound C ′(N) can be chosen independently
of N . To that end we introduce the following proposition, whose formulation and proof are totally
analogous to [1].
Proposition 4.10. For A ∈ C2M(UK) there holds
〈µθ,N , A〉 =
∫
UK A(u
∗
N +
√
θv)e−θ
−1EN,K(
√
θv)ϕˆθ,N,K(vK)ϕˆθ,N,K(v−K)dv∫
UK e
−θ−1EN,K(
√
θv)ϕˆθ,N,K(vK)ϕˆθ,N,K(v−K)dv
(4.25)
where
EN,K(v) := P(v) +
K−1/2∑
ξ=−K+1/2
VN,ξ(vξ−1/2 , vξ+1/2),
ϕˆθ,N,K(x) :=
ϕθ,N,K(x)
‖ϕθ,N,K‖L2 , (4.26)
ϕθ,N,K(x) :=
N−1/2∏◦
ξ=K+1/2
Pθ,N,ξ[p
bc
θ ](x), (4.27)
Pθ,N,ξ[ϕ](x) :=
∫ ∞
−∞
pθ,N,ξ(x, y)ϕ(y)dy ∀θ > 0, (4.28)
pθ,N,ξ(x, y) := e
−θ−1VN,ξ(
√
θx,
√
θy) ∀θ > 0,
pbcθ,N(x) := e
−θ−1V bcθ,N (
√
θx) ∀θ > 0,
and where
∏◦ stands for the composition of multiple operators; provided that ‖ϕθ,N,K‖L2 <∞.
Proof. We have
〈µθ,N , A〉 =
∫∞
−∞A(u
∗
N + v0)e
−θ−1Eθ,N (v)dv0
∫∞
−∞ dv1 . . .
∫∞
−∞ dvN
∫∞
−∞ dv−1 . . .
∫∞
−∞ dv−N∫∞
−∞ e
−θ−1Eθ,N (v)dv0
∫∞
−∞ dv1 . . .
∫∞
−∞ dvN
∫∞
−∞ dv−1 . . .
∫∞
−∞ dv−N
,
where we can write
e−θ
−1Eθ,N (
√
θv) = pbcθ,N(v−N)p
bc
θ,N(vN)e
−θ−1EN,N (
√
θv)
= pbcθ,N(v−N)p
bc
θ,N(vN)e
−θ−1EN,K(
√
θv)
·
N−1/2∏
ξ=K+1/2
pθ,N,ξ(vξ−1/2 , vξ+1/2)
−K−1/2∏
ξ=−N+1/2
pθ,N,ξ(vξ−1/2 , vξ+1/2).
Changing the variables vk 7→
√
θvk in the integrals and using the definition of Pθ yields
〈µθ,N , A〉
=
∫
UK A(u
∗
N +
√
θv)e−θ
−1EN,K(
√
θv)
∏◦N−1/2
ξ=K+1/2
Pθ,N,ξ[p
bc
θ,N ](vK)
∏◦−K−1/2
ξ=−N+1/2
Pθ,N,ξ[p
bc
θ,N ](−vK)dv∫
UK e
−θ−1EN,K(
√
θv)
N,K
∏◦N−1/2
ξ=K+1/2
Pθ,N,ξ[pbcθ,N ](vK)
∏◦−K−1/2
ξ=−N+1/2
Pθ,N,ξ[pbcθ,N ](−vK)dv
.
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It remains to note the symmetry
ϕθ,N,K =
N−1/2∏◦
ξ=K+1/2
Pθ,N,ξ[p
bc
θ,N ] =
−K−1/2∏◦
ξ=−N+1/2
Pθ,N,ξ[p
bc
θ,N ]
and that the rescaling of ϕθ,N,K by its norm does not change the expression (4.25).
Next, we formulate a lemma that adsorbs all the technicalities of proving Theorem 2.1. Below by
default we let L := 2M .
Lemma 4.11. Under assumptions of Theorem 2.1, there exist K0, ϕˆ
(`)
N,K (` = 0, 1, . . . , L − 1), and
ϕˆ
(L+)
θ,N,K such that
ϕˆθ,N,K =
L−1∑
`=0
θ`/2ϕˆ
(`)
N,K + θ
L/2ϕˆ
(L+)
θ,N,K , (4.29)
ϕˆθ,N,K(x) ≥ 0 ∀x ∈ R (4.30)
ϕˆ
(0)
N,K(x) ≥ c−1 ∀x : |x| ≤ c−1 (4.31)∥∥ϕˆ(`)N,K∥∥ ≤ c ∀` = 0, 1, . . . , L− 1 ∥∥ϕˆ(L+)θ,N,K∥∥ ≤ c ∀θ ≤ θ0 (4.32)
with some θ0 > 0, c > 0, for all K and N such that K0 ≤ K ≤ N .
The entire Section 4.5 is dedicated to the proof of this lemma which is summarized in the end of
Section 4.5.1.
Now we are ready to prove the remaining statements of Theorem 2.1 for the case N <∞.
Proof of Theorem 2.1, case N <∞. In view of Theorem 4.9, we only need to ensure that there exists
a respective N -independent bound for (2.15).
Let A ∈ CL(UK) for some K and let K0 be given by Lemma 4.11. Without loss of generality we can
consider K ≥ K0 (since otherwise CL(UK) ⊂ CL(UK0)). We can then always choose C ≥ maxn≤K C ′(n),
where C ′(N) is the bound provided by Theorem 4.9. Therefore we only need to consider the case
N > K.
We are thus in case when we can apply Lemma 4.11. Its statements verify the conditions of Lemma
4.8 applied to (4.25) with Fθ(v) = ϕθ,N,K(v−K)ϕθ,N,K(vK). Note that ‖Fθ‖L2
γ′
is bounded by ‖ϕθ,N,K‖L2
for any γ′ < 0, and the quadratic growth of EN,K is guaranteed by Lemma 4.6 applied with V bcθ,N ≡ 0.
The bound on µ
(m)
N and µ
(M+)
θ,N given by Lemma 4.8 we denote by C
′′(K).
We thus choose an N -independent bound for (2.15)
C(K) := max
{
max
n≤K
C ′(n), C ′′(K)
}
.
4.5 Proof of Lemma 4.11
4.5.1 Leading Order Term
We start with studying the leading order term in the expansion (4.29), which can be obtained by
formally letting θ → 0.
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To that end, define aN,ξ = (VN,ξ)xx(0, 0), bN,ξ = (VN,ξ)xy(0, 0), cN,ξ = (VN,ξ)yy(0, 0). Further define
p0,N,ξ(x, y) := lim
θ→0
pθ,N,ξ(x, y) = e
−aN,ξx2/2−bN,ξxy−cN,ξy2/2,
pbc0,N(x) := lim
θ→0
pbcθ,N(x) = e
−(V bc,(0)N )xx(0)x2/2,
and hence define P0,N,ξ using (4.28) with θ = 0.
Our next goal is to get some insight on P0,N,ξ. This will help us in estimating Pθ,N,ξ[ϕ] for small θ.
We start with the following proposition, which can be proved by a standard calculation.
Proposition 4.12. For ψσ(x) :=
(
σ
pi
) 1
4 e−
σx2
2 there holds ‖ψσ‖ = 1 and
P0,N,ξ[ψσ](x) =
√
2pi
cN,ξ+σ
(
σ
σ′
) 1
4 ψσ′ (4.33)
with σ′ = aN,ξ − b
2
N,ξ
(cN,ξ+σ)
, provided that cN,ξ + σ > 0.
Proposition 4.12 suggests that in the limit θ → 0, ϕθ,N,K is a multiple of ψσN,K for some sequence
of σN,K . This sequence is defined in the next lemma.
Lemma 4.13. Define
σN,N := (V
bc,(0)
N )xx(0),
σN,n−1 := aN,n−1/2 −
b2N,n−1/2
cN,n−1/2 + σN,n
∀n = N,N − 1, . . . , 1.
Then for any δ > 0 one can find K0 = K0(δ) independently of N such that
2 ≥ aN,n−1/2 ≥ σN,n ≥
{
γbc n = N
κ2/2 n < N
∀n ≥ K0, (4.34)
|σN,n − κ| ≤ δ ∀n : K0 ≤ n ≤ N −K0. (4.35)
Proof. We have that aN,ξ → 1, b2N,ξ → 1−κ2, and cN,ξ → 1− δN−ξ−1/2γbc as ξ,N →∞, ξ < N − 12 , due
to the assumption (4.11). Hence we assume that for any  > 0 we can choose K˜0 = K˜0() sufficiently
large such that |aN,ξ − 1| ≤ , |b2N,ξ − (1− κ2)| ≤ , and |cN,ξ − (1− δN−ξ−1/2γbc)| ≤  for ξ ≥ K˜0().
Proof of (4.34). First, we note that σN,N ≥ γbc due to (4.9). Next, for ξ ≥ K˜0(), we have that
from definition, if σN,n ≥ 0 then
σN,n−1 ≥ 1− − 1− κ
2 + 
(1− ) = κ
2 +O() ≥ κ2/2,
provided that  is chosen small enough. Hence choosing K0 = K˜0() proves the lower bound in (4.34)
and the upper bound on σN,n is obvious.
Proof of (4.35). Fix δ > 0. Then one can calculate for ξ > K˜0()
|σN,ξ−1/2 − κ| =
∣∣∣∣aN,ξ − b2N,ξcN,ξ + σN,ξ+1/2 − κ
∣∣∣∣ = ∣∣∣∣1− κ− 1− κ21 + σN,ξ+1/2
∣∣∣∣+O()
=
1− κ
1 + σξ+1/2
|σN,ξ+1/2 − κ|+O() ≤ (1− κ)|σN,ξ+1/2 − κ|+O(),
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where O() indicates a bound which is independent of N or ξ. It is then not hard to show that hence
|σN,n − κ| ≤ (1 − κ)N−n|σN,N − κ| + O()—this is proved in Lemma 4.14 below. Choosing K0 large
enough, so that
(1− κ)N−n|σN,N − κ| ≤ (1− κ)K0|σN,N − κ| ≤ δ/2
for n ≤ N −K0 and choosing  small enough yields (4.35).
We have used the following lemma.
Lemma 4.14. Let a sequence xn ∈ R, n = 0, 1, . . ., be such that xn+1 ≤ µxn + c (n = 1, 2, . . .) with
0 ≤ µ < 1. Then
xn ≤ x0µn + c(1− µ
n)
1− µ ≤ max
{
x0,
c
1− µ
}
∀n ≥ 0.
Proof. The first estimate is trivially proved by induction. The second estimate follows from the fact
that x0µ
n + c(1−µ
n)
1−µ is a convex combination of x0 and
c
1−µ .
We are now ready to formulate a more detailed version of Lemma 4.11.
Lemma 4.15. Let ϕˆθ,N,K be defined by (4.26). There exists θ0 > 0 independent of N , such that for
all N , n, ` = 0, 1, . . . , L− 1, and θ ≤ θ0, the expansion (4.26) holds with
ϕˆ
(0)
N,n = ψσN,n (4.36)
‖ϕˆ(`)N,n‖ ≤ C` ‖ϕˆ(L
+)
θ,N,n‖ ≤ CL+ (4.37)
for any n = K0, . . . , N , where C` and CL+ are some constants independent of N , n, or θ.
Lemma 4.15 will be proved in Section 4.5.3. We now show that Lemma 4.11 trivially follows from
Lemma 4.15:
Proof of Lemma 4.11. The property (4.30) follows from tracking the definition of ϕθ,N,n back to VN,ξ
and V bcN and noting that ϕθ,N,n is an exponent of some function. Then, (4.32) follows from (4.37).
Finally, (4.31) follows from the definition of ψ•: indeed, for |x| ≤ c−1
ϕˆ
(0)
N,n(x) = ψσN,n(x) ≥
(σN,n
pi
) 1
4 e−σN,n
c−2
2 ,
which is bounded uniformly in N and n thanks to the bounds on σN,n, (4.34). This concludes the proof
of (4.31).
4.5.2 Several Auxiliary Results
Lemma 4.16. Let a measurable function q(x, y) be such that |q(x, y)| ≤ ce−γ(x2+y2)/2 for some γ1 > 0
and define
Q[ϕ](x) :=
∫ ∞
−∞
∫ ∞
−∞
q(x, y)ϕ(y)dxdy.
Then ‖Q‖L2 ≤ C, where C = C(c, γ).
Furthermore, for a family of functions qu(x, y) parametrized by u ∈ U with U being an open set of
some Banach space, such that q ∈ Cm(U ; Cγ(R2)) for some m ∈ Z+, the respective operators Qu are
such that Q ∈ Cm(U ;B(L2, L2)), where B(•, •) stands for the space of bounded linear operators.
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Proof. We have
‖Q[ϕ]‖2 ≤
∫ ∞
−∞
∫ ∞
−∞
|q(x, y)|2|ϕ(y)|2dxdy ≤ ‖ϕ‖2
∫ ∞
−∞
∫ ∞
−∞
|q(x, y)|2dxdy ≤ C‖ϕ‖2,
which proves the first part. The second part follows upon a standard application of the Lebesgue’s
dominated convergence theorem.
4.5.3 Proof of Lemma 4.15
The proof of Lemma 4.15 is conducted through induction over n and is contained in the lemmas below.
Suppose we have an expansion of ϕθ,N,n and we need to expand (4.26). To do that, we need to
invert expansions in θ, which is done in the following lemma.
Lemma 4.17. Let p ∈ R, X be a Hilbert space, and f : R+ → X have an expansion
f(θ) =
L∑
`=0
θ`/2f (`) (4.38)
for some L ∈ N, and assume that ‖f(θ)‖ 6= 0 for θ ∈ [0, θ0].
(a) F (θ) := ‖f(θ)‖p has the following finite Taylor expansion for θ ∈ [0, θ0]
F (θ) =
L∑
`=0
θ`/2F (`)[f (0), . . . , f (`)] + θ
1
2
+L/2F (1+L
+)[f (0), . . . , f (L);
√
θ], ∀θ ≤ θ0, (4.39)
where
F (0)[f (0)] =
∥∥f (0)∥∥p, (4.40)
F (`)[f (0), . . . , f (`)] = p
∥∥f (0)∥∥p−2(f (0), f (`))
X
+ F˜ (`)[f (0), . . . , f (`−1)], ∀` = 1, . . . , L. (4.41)
(b) For any c > 0 there exists θ1(c) > 0 such that all F
(`), F˜ (`), and F (1+L
+) are of the class Cm for
any m ∈ Z+ on the set f (0) ≥ c−1, max1≤`≤L |f (`)| ≤ c and |θ| ≤ θ1(c).
The proof of this lemma is quite technical, but the statement does not appear surprising. We
therefore give the proof in the Appendix B.
The next lemma constitutes the basis of induction.
Lemma 4.18. Under assumptions of Lemma 4.15, the expansion (4.29) and the identities (4.36)–
(4.37) hold for n = N and θ ∈ (0, θ0] for some θ0 > 0.
Proof. We apply Lemma 4.7 to
ϕθ,N,N = p
bc
θ,N =
L−1∑
`=0
θ`/2ϕ
(`)
N,N + θ
L/2ϕ
(L+)
θ,N,N ,
and obtain the following bounds similar to (4.37) but on ϕ
(`)
N,N and ϕ
(L+)
θ,N,N :
‖ϕ(`)N,N‖ ≤ C`, ‖ϕ(L
+)
θ,N,N‖ ≤ CL+ .
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Then, thanks to the following lower bound,
‖ϕ0,N,N‖ =
∥∥e−σN,N2 •2∥∥ = ( pi
σN,N
)1/2 ≥ ( pi
γV /2
)1/2
> 0
we can apply Lemma 4.17 and obtain the expansion
‖ϕθ,N,N‖−1 =
L−1∑
`=0
θ`/2F (`)[ϕ
(0)
N,N , . . . , ϕ
(`)
N,N ] + θ
L/2F (L
+)[ϕ
(0)
N,N , . . . , ϕ
(L)
θ,N,N ;
√
θ] (4.42)
valid for θ ∈ (0, θ0] for some θ0 > 0 (here F (L+) = F (L) +
√
θF (1+L
+)). Moreover, the continuity of
functions F (•) (recall that Lemma 4.17(b) yields F (•) ∈ Cm) translates into the boundedness of the
respective terms of the expansion (4.42). After multiplying this expansion by the expansion of ϕθ,N,N ,
we finally obtain the expansion (4.29) and the bounds (4.37). Finally, the identity (4.36) follows from
multiplying the leading order terms in ϕθ,N,N and in ‖ϕθ,N,N‖−1.
In the induction step, we will use the following representation of ϕˆθ,N,n−1.
Proposition 4.19. Let ϕ˜θ,N,n−1 := Pθ,N,n−1/2 [ϕˆθ,N,n]. Then ϕˆθ,N,n−1 can be represented as
ϕˆθ,N,n−1 =
ϕ˜θ,N,n−1
‖ϕ˜θ,N,n−1‖ . (4.43)
Proof. The statement is obvious upon noting that ϕθ,N,n−1, ϕˆθ,N,n−1 and ϕ˜θ,N,n−1 are all equal up to a
multiplicative constant, which for ϕˆθ,N,n−1 is uniquely determined by the identity ‖ϕˆθ,N,n−1‖ = 1.
It remains to perform an induction step, that is, to prove the statements (4.29), (4.36)–(4.37) for
n− 1 assuming these statements hold for n. This is done in the following lemmas.
Lemma 4.20. If (4.29), (4.36)–(4.37) hold for ξ + 1
2
then there holds an expansion
ϕ˜θ,N,ξ−1/2 =
L−1∑
`=0
θ`/2ϕ˜
(`)
N,ξ−1/2 + θ
L/2ϕ˜
(L+)
θ,N,ξ−1/2 , (4.44)
where
ϕ˜
(`)
N,ξ−1/2 = P0,N,ξ[ϕˆ
(`)
N,ξ+1/2
] +M
(`)
N,ξ[ϕˆ
(0)
N,ξ+1/2
, . . . , ϕˆ
(`−1)
N,ξ+1/2
] (4.45)
ϕ˜
(L+)
θ,N,ξ−1/2 = P0,N,ξ[ϕˆ
(L+)
θ,N,ξ+1/2
] +M
(L+)
θ,N,ξ[ϕˆ
(0)
N,ξ+1/2
, . . . , ϕˆ
(L−1)
N,ξ+1/2
]
+ θ1/2M
(L++)
θ,N,ξ [ϕˆ
(0)
N,ξ+1/2
, . . . , ϕˆ
(L−1)
N,ξ+1/2
, ϕˆ
(L+)
θ,N,ξ+1/2
], (4.46)
where M
(`)
N,ξ, M
(L+)
θ,N,ξ, and M
(L++)
θ,N,ξ are some linear operators bounded uniformly in N and θ.
Proof. Thanks to the assumptions (4.5), (4.7) and (4.8), and Lemma 4.7, we have the following expan-
sion
pθ,N,ξ(x, y)/p0,N,ξ(x, y) = e
−θ−1VN,ξ(
√
θx,
√
θy)e(
1
2
aN,ξx
2+bN,ξxy+
1
2
cN,ξy
2)
=
L−1∑
`=0
θ`/2q
(`)
N,ξ(x, y) + θ
L/2q
(L+)
θ,N,ξ(x, y)
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where q
(0)
N,ξ(x, y) = 1, q
(`)
N,ξ(x, y) is a polynomial of x and y and∣∣q(`)N,ξ(x, y)p0,N,ξ(x, y)∣∣ ≤ Ce− γ′2 (x2+y2), ∣∣q(L+)θ,N,ξ(x, y)p0,N,ξ(x, y)∣∣ ≤ Ce− γ′2 (x2+y2),
where γ′ := γV /2 and C depends only on L, γV , and cV .
Hence we have
Pθ,N,ξ =
L−1∑
`=0
θ`/2P
(`)
N,ξ + θ
L/2P
(L+)
θ,N,ξ,
where
P
(`)
N,ξ[ϕ](x) :=
∫
R
q
(`)
N,ξ(x, y)p0,N,ξ(x, y)ϕ(y)dy, and
P
(L+)
θ,N,ξ[ϕ](x) :=
∫
R
q
(L+)
θ,N,ξ(x, y)p0,N,ξ(x, y)ϕ(y)dy.
Notice that the first term in the operator sum is P
(0)
N,ξ = P0,N,ξ. Finally, according to Lemma 4.16, all
operators have a uniform bound in N and θ.
Now, assume that the representation (4.29), (4.36)–(4.37) holds for n = ξ + 1
2
and hence expand
ϕ˜θ,N,ξ−1/2 = Pθ,N,ξ[ϕˆθ,N,ξ+1/2 ]
=
(
P0,N,ξ +
L−1∑
`=1
θ`/2P
(`)
N,ξ + θ
L/2P
(L+)
θ,N,ξ
)[ L−1∑
`=0
θ`/2ϕˆ
(`)
N,ξ+1/2
+ θL/2ϕˆ
(L+)
θ,N,ξ+1/2
]
=
L−1∑
`=0
θ`/2
(
P0,N,ξ[ϕˆ
(`)
N,ξ+1/2
] +
`−1∑
m=0
P
(`−m)
N,ξ [ϕˆ
(m)
N,ξ+1/2
]︸ ︷︷ ︸
=:M
(`)
N,ξ[ϕˆ
(0)
N,ξ+1/2
,...,ϕˆ
(`−1)
N,ξ+1/2
]
)
+ θL/2
(
P0,N,ξ[ϕˆ
(L+)
θ,N,ξ+1/2
] +
L−1∑
m=1
P
(L−m)
N,ξ [ϕˆ
(m)
N,ξ+1/2
] + P
(L+)
θ,N,ξ[ϕˆ
(0)
N,ξ+1/2
]︸ ︷︷ ︸
=:M
(L+)
θ,N,ξ[ϕˆ
(0)
N,ξ+1/2
,...,ϕˆ
(L−1)
N,ξ+1/2
]
)
+ θ(L+1)/2
( L−1∑
`=1
L−1∑
m=L+1−`
θ(`+m−L−1)/2P (`)N,ξ[ϕˆ
(m)
N,ξ+1/2
]
+
L−1∑
m=1
θ(m−1)/2P (L
+)
θ,N,ξ[ϕˆ
(m)
N,ξ+1/2
]
+
L−1∑
`=1
θ(`−1)/2P (`)N,ξ[ϕˆ
(L+)
θ,N,ξ+1/2
] + θ(L−1)/2P (L
+)
θ,N,ξ[ϕˆ
(L+)
θ,N,ξ+1/2
]︸ ︷︷ ︸
=:M
(L++)
θ,N,ξ [ϕˆ
(0)
N,ξ+1/2
,...,ϕˆ
(L−1)
N,ξ+1/2
,ϕˆ
(L+)
θ,N,ξ+1/2
]
)
.
The uniform boundedness of the M operators follows from that of P operators.
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Next, to apply Lemma 4.17 to the expansion of ‖ϕ˜θ,N,ξ−1/2‖−1 in (4.43), we need to check the
following condition on its denominator.
Lemma 4.21. The denominator of (4.43) at θ = 0, νN,n := ‖ϕ˜(0)N,n‖, is uniformly positive with respect
to N and n.
Proof. Proposition 4.12 immediately yields that νN,n =
√
2pi
cN,n+1/2
+σN,n+1
(σN,n+1
σN,n
) 1
4 , which is uniformly
positive thanks to (4.34).
Lemma 4.22. If (4.29), (4.36)–(4.37) hold for n = ξ + 1/2 then (4.29) holds for n = ξ − 1/2 where
ϕˆ
(0)
N,ξ−1/2 = Pˆ0,N,ξ[ϕˆ
(0)
N,ξ+1/2
] (4.47)
ϕˆ
(`)
N,ξ−1/2 = QˆN,ξ[ϕˆ
(`)
N,ξ+1/2
] + Mˆ
(`)
N,ξ[ϕˆ
(0)
N,ξ+1/2
, . . . , ϕˆ
(`−1)
N,ξ+1/2
] (4.48)
ϕˆ
(L+)
θ,N,ξ−1/2 = QˆN,ξ[ϕˆ
(L+)
θ,N,ξ+1/2
] + Mˆ
(L+)
θ,N,ξ[ϕˆ
(0)
N,ξ+1/2
, . . . , ϕˆ
(L−1)
N,ξ+1/2
]
+ θ1/2Mˆ
(L++)
θ,N,ξ [ϕˆ
(0)
N,ξ+1/2
, . . . , ϕˆ
(L−1)
N,ξ+1/2
, ϕˆ
(L+)
θ,N,ξ+1/2
], (4.49)
where Pˆ0,N,ξ =
1
νN,ξ−1/2
P0,N,ξ, QˆN,ξ = Prϕˆ(0)
N,ξ−1/2
Pˆ0,N,ξ, Prψ[ϕ] := ϕ − ψ (ψ,ϕ)L2(ψ,ψ)L2 is a projection operator
parallel to ψ, and Mˆ
(`)
N,ξ, Mˆ
(L+)
θ,N,ξ, and Mˆ
(L++)
θ,N,ξ are some operators acting on L
2. Furthermore, for any
c > 0 there exists θ0 = θ0(c) such that these operators are Lipschitz uniformly in N , ξ, and θ ∈ (0, θ0]
on the set
∥∥ϕˆ(`)N,ξ+1/2∥∥ ≤ c (` = 0, . . . , L− 1), ∥∥ϕˆ(L+)θ,N,ξ+1/2∥∥ ≤ c.
Proof. Lemma 4.21 guarantees that Lemma 4.17 can be applied to get an expansion of ‖ϕ˜θ,N,ξ−1/2‖−1:
‖ϕ˜θ,N,ξ−1/2‖−1 = ν−1N,ξ−1/2 +
L∑
`=1
θ`/2Z(`)[ϕˆ
(0)
N,ξ+1/2
, . . . , ϕˆ
(`)
N,ξ+1/2
]
+ θ
1
2
+L/2Z
(1+L+)
θ [ϕˆ
(0)
N,ξ+1/2
, . . . , ϕˆ
(L−1)
N,ξ+1/2
, ϕˆ
(L+)
θ,N,ξ+1/2
], (4.50)
where, for any c > 0, Z(`) and Z
(L+)
θ , being combinations of the F functions from Lemma 4.17 and the
M functions from Lemma 4.20, are Lipschitz-continuous on the set ‖ϕˆ(`)N,ξ+1/2‖ ≤ c (` = 0, . . . , L − 1),
‖ϕˆ(L+)θ,N,ξ+1/2‖ ≤ c uniformly in θ ∈ (0, θ0] for some θ0 = θ0(c) > 0.
Thus, we get the expansion of ϕˆN,ξ−1/2 by multiplying (4.44)–(4.46) and (4.50).
It only remains to show validity of the representations (4.47)–(4.49). Indeed, (4.47) can be easily
shown by tracking the leading order terms. To show (4.49), we use the representation (4.41) to express
Z(L)[ϕˆ
(0)
N,ξ+1/2
, . . . , ϕˆ
(L+)
θ,N,ξ+1/2
] = −ν−2N,ξ−1/2
(
P0,N,ξ[ϕˆ
(L+)
θ,N,ξ+1/2
], ϕ˜
(0)
N,ξ−1/2
)
L2
+ Z˜(L)[ϕˆ
(0)
N,ξ+1/2
, . . . , ϕˆ
(L−1)
N,ξ+1/2
]
and note that the terms involving ϕˆ
(L)
N,ξ+1/2
(that cannot be adsorbed into Mˆ
(L++)
θ,N,ξ ) sum up to
ν−1N,ξ−1/2P0,N,ξ[ϕˆ
(L)
N,ξ+1/2
]− ν−2N,ξ−1/2
(
P0,N,ξ[ϕˆ
(L+)
θ,N,ξ+1/2
], ϕ˜
(0)
N,ξ−1/2
)
L2
= Pr
ϕ˜
(0)
N,ξ−1/2
Pˆ0,N,ξ[ϕˆ
(L)
N,ξ+1/2
] = QˆN,ξ[ϕˆ
(L)
N,ξ+1/2
].
(4.48) is shown similarly.
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We now can finalize the proof for the leading order term:
Proof of (4.36). Easily follows from Lemma 4.18, (4.48) and (4.33) by induction.
Lemma 4.23. There exist 0 < µ < 1 and ξ0 > 0 such that ‖QˆN,ξ‖ ≤ µ for all N and ξ0 ≤ ξ ≤ N−ξ0.
Proof. Let p∞(x, y) := e−x
2/2−αxy−y2/2, P∞[ϕ](y) :=
∫∞
−∞ p∞(x, y)ϕ(y)dy, ν∞ :=
(
2pi
1+κ
)1/2
, and Pˆ∞ :=
1
ν∞P∞. Then, note that an argument similar to Proposition 4.12 applied to Pˆ∞ yields that Pˆ∞[ψκ](x) =
ψσ′ with σ
′ = 1 − α2
(1+κ)
= κ. That is, ψκ is the eigenfunction of Pˆ∞ with eigenvalue 1. Next, note
that Pˆ∞ is a compact self-adjoint operator with a positive kernel. A standard result in the spectral
theory of integral operators yields that its maximal eigenvalue has multiplicity one and it is the largest
by modulus eigenvalue, and moreover the associated eigenfunction is everywhere positive. (This result
follows, e.g., from [7, Theorem 7.1.3].)
Hence ψκ is such an eigenfunction (due to orthogonality of different eigenfunctions, there is a
unique eigenfunction of norm one that is everywhere positive) and hence the space orthogonal to ψκ
is an invariant subspace of the operator Pˆ∞ and its restriction on this subspace has norm less than 1.
The latter statement implies that ‖PrψκP∞‖ < 1.
It remains to note that since we have just proved (4.36), QˆN,ξ = Prψσ
N,ξ−1/2
Pˆ0,N,ξ converges to
PrψκP∞ as aN,ξ → 1, bN,ξ → α, cN,ξ → 1, σN,ξ−1/2 → κ (thanks to Lemma 4.16), and the four latter
statements hold as K0 →∞ thanks to (4.11) and (4.35).
Proof of Lemma 4.15. It remains to show (4.37).
We prove the first bound in (4.37) by induction over ` ≥ 1. That is, we assume that it holds for
the smaller values of `. Hence we can estimate, using Lemma 4.23,∥∥ϕˆ(`)N,ξ−1/2∥∥ ≤ ‖QˆN,ξ[ϕˆ(`)N,ξ+1/2]∥∥+ ∥∥Mˆ (`)N,ξ[ϕˆ(0)N,ξ+1/2 , . . . , ϕˆ(`−1)N,ξ+1/2]∥∥ ≤ µ∥∥ϕˆ(`)N,ξ+1/2∥∥+ C
for ξ0 ≤ ξ ≤ N − ξ0, where, since Mˆ (`)N,ξ is uniformly locally Lipschitz, C does not depend on N , θ, or ξ
by our induction assumption.
Hence Lemma 4.14 gives us the bound
max
K0≤n≤N−K0
‖ϕˆ(`)N,n‖ ≤ max
{‖ϕˆ(`)N,N−K0‖, C1−µ} for K0 = ξ0 + 12 .
Finally, notice that since ‖QˆN,ξ‖ are bounded even for ξ > N − K0 (but not necessarily by µ < 1),
and ϕˆ
(`)
N,N is bounded independently of N (cf. Lemma 4.18), maxK0≤n<N ‖ϕˆ(`)N,n‖ are also bounded
independently of N .
Finally, to prove the second bound in (4.37), we will use the uniform local Lipschitz continuity of
Mˆ
(L++)
θ,N,ξ around 0, i.e.,
Mˆ
(L++)
θ,N,ξ [ϕˆ
(0)
N,ξ+1/2
, . . . , ϕˆ
(L−1)
N,ξ+1/2
, ϕˆ
(L+)
θ,N,ξ+1/2
] ≤ Cr
∥∥ϕˆ(L+)θ,N,ξ+1/2∥∥ (for ∥∥ϕˆ(L+)θ,N,ξ+1/2∥∥ ≤ r, 0 < θ ≤ θ0),
where θ0 = θ0(r) and Cr depend on r which will be chosen later. We estimate the first two terms in
(4.49) similarly to the above and we get∥∥ϕˆ(L+)θ,N,ξ−1/2∥∥ ≤ µ ∥∥ϕˆ(L+)θ,N,ξ+1/2∥∥+ C + θ1/2Cr∥∥ϕˆ(L+)θ,N,ξ+1/2∥∥
=
(
µ+ θ1/2Cr
) ∥∥ϕˆ(L+)θ,N,ξ+1/2∥∥+ C ∀ξ ≤ K0 + 12 .
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Next, pick some µ′ ∈ (µ, 1) independently of r. Then for θ1/2 ≤ (µ′−µ)/Cr, Lemma 4.14 again applies
and yields the bound CL+ in (4.37) similarly as above.
It remains to notice that CL+ is independent of the choice of r, hence we can now choose r = CL+
and possibly decrease θ0 = θ0(r) to satisfy θ
1/2
0 ≤ (µ′ − µ)/Cr.
5 Proof for the Infinite Lattice
In principle, the above results should be enough to establish convergence of a subsequence of µθ,N and
their expansion terms as N → ∞. However, our goal, set fourth by Theorem 2.1, is more ambitious:
we want to prove that any possible sequence converges to a unique µθ,∞ together with the respective
expansion terms.
The structure of this section is as follows. In Section 5.1 we establish the convergence of µθ,N as
N →∞, in Section 5.2—the convergence of µ(0)N , and in Section 5.3—the convergence of other expansion
terms. Next, in Section 5.4 we show convergence of the inverted Hessians of the energy. Finally, in
Section 5.5 we combine all these results into a proof of the statements of Theorem 2.1 for the infinite
lattice.
We retain the following conventions from Section 4: L = 2M and C denotes a generic constant
independent of N or θ. However, we will no longer omit tildes in the notations introduced in Section
4.2.
5.1 Convergence of µθ,N
Lemma 5.1. For any θ > 0 there exists µθ,∞ = limN→∞ µθ,N .
Proof. Similarly to Proposition 4.10 (note that we now use tildes for the notations introduced in Section
4.2), we can express
〈µθ,N , A〉 =
∫
UK A(u)e
−θ−1E¯K(u)P ◦N−K [pbcθ ](uK)P
◦N−K [pbcθ ](u−K)du∫
UK e
−θ−1E¯K(u)P ◦N−K [pbcθ ](uK)P ◦N−K [p
bc
θ ](u−K)du
for A ∈ C2M(UK), where
E¯K(v) := P(u) +
K−1/2∑
ξ=−K+1/2
V (uξ−1/2 , uξ+1/2),
P [ϕ](x) :=
∫ ∞
−∞
e−θ
−1V (x,y)ϕ(y)dy ∀θ > 0,
pbcθ (x) := e
−θ−1V bcθ (x,y) ∀θ > 0.
We will use the earlier argument to conclude that the leading eigenfunction of Pθ is unique and
positive. This, however, requires some care. Recall the definition of A from (2.2). The operator
P¯θ := Pθ|L2(A→A) has a strictly positive kernel in the sense of [7, Definition 7.1.2] and hence we can argue
as in [7, Theorem 7.1.3] to obtain a unique eigenvalue λ1 with the largest absolute value corresponding
to an almost everywhere positive eigenfunction ψ : A → R. We extend it by zero outside A and choose
its scaling so that ‖ψ‖L2 = 1.
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Next, one can show that 〈P [pbcθ ], ψ〉L2 6= 0 (note that in general pbcθ /∈ L2)—a converse of this
statement quickly leads to concluding that V bcθ = +∞ on A, which contradicts (2.6). Hence we have
that
λ−N+K+1P ◦N−K [pbcθ ]
〈P [pbcθ ], ψ〉L2
→ ψ in L2,
as N →∞, and therefore
〈µθ,N , A〉 →
∫
UK A(u)e
−θ−1E¯K(u)ψ(uK)ψ(u−K)du∫
UK e
−θ−1E¯K(u)ψ(uK)ψ(u−K)du
= 〈µθ,∞, A〉,
which is a well-defined limit upon noting the positivity of the denominator and the quadratic growth
of E¯K(u) at infinity (the latter follows, e.g., from Lemma 4.6). The uniqueness of µθ,∞ and its inde-
pendence from V bcθ is obvious.
5.2 Convergence of µ
(0)
N
We need to prove one more property of V˜N,ξ in addition to those in Lemma 4.4.
Lemma 5.2.
∇2+`V (u∗N,ξ−1/2 , u∗N,ξ+1/2)→ ∇2+`V (u∗∞,ξ−1/2 , u∗∞,ξ+1/2), ∀` = 0, . . . , L+ 1 (5.1)
as N →∞ uniformly in ξ.
Proof. This follows immediately from the assumed regularity on V and the convergence of u∗N to u
∗
∞.
To establish convergence of µ
(0)
N , we must establish convergence of ϕˆ
(0)
N,K = ψσN,K (cf. (4.36)) for
a fixed K as N → ∞. It will be easy to reduce proving the convergence of ϕˆ(0)N,K to proving the
convergence of σN,K which we state in the following lemma
Lemma 5.3. There exists a sequence σ∞,n ≥ κ2/2 such that
sup
n∈N
n≤N/2
|σN,n − σ∞,n| → 0 as N →∞. (5.2)
Proof. The proof will be based on estimating |σN,n − σN ′,n| as N,N ′ → ∞. We will work under a
convention that the pair (N , N ′) is ordered such that N ≤ N ′.
Denote SN,ξ(σ) := aN,ξ − b
2
N,ξ
cN,ξ+σ
, so that σN,ξ−1/2 = SN,ξ(σN,ξ+1/2), and note that
d
dσ
SN,ξ(σ) =
b2N,ξ
(cN,ξ + σ)2
≤ b
2
N,ξ
c2N,ξ
→ α2 as ξ,N →∞.
Hence there is a constant ξ0 ∈ N + 12 such that 0 < ddσSN,ξ(σ) < µ := 1+α
2
2
(note that µ < 1) for all
σ > 0 as long as N ≥ ξ ≥ ξ0.
Step 1 (n ≥ ξ0 − 12).
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Note that for N ′ ≥ N ≥ ξ ≥ ξ0,
|σN,ξ−1/2 − σN ′,ξ−1/2| = |SN,ξ(σN,ξ+1/2)− SN ′,ξ(σN ′,ξ+1/2)|
=
∣∣(SN,ξ(σN,ξ+1/2)− SN,ξ(σN ′,ξ+1/2))+ (SN,ξ(σN ′,ξ+1/2)− SN ′,ξ(σN ′,ξ+1/2))∣∣
≤ µ|σN,ξ+1/2 − σN ′,ξ+1/2|+
∣∣SN,ξ(σN ′,ξ+1/2)− SN ′,ξ(σN ′,ξ+1/2)∣∣︸ ︷︷ ︸
=:rN,N′,ξ
.
The uniform in ξ convergence of aN,ξ, bN,ξ and cN,ξ which follows from (5.1) applied with ` = 0, together
with boundedness of σN ′,ξ+1/2 established in Lemma 4.13, can be used to easily prove
sup
ξ∈N+1/2
ξ0≤ξ≤N
|rN,N ′,ξ| =: rN,N ′ → 0 as N,N ′ →∞.
Then, applying Lemma 4.14, we obtain
|σN,n − σN ′,n| ≤ µN−n|σN,N − σN ′,N |+ rN,N ′
1− µ,
which yields, upon recalling that |σN,N − σN ′,N | is uniformly bounded thanks to (4.34),
sup
ξ0−1/2≤n≤N/2
|σN,n − σN ′,n| → 0 as N,N ′ →∞.
Hence the pointwise in n limit of σN,n exists for n ≥ ξ0 − 1/2 and hence we get
sup
n∈N
ξ0−1/2≤n≤N/2
|σN,n − σ∞,n| → 0 as N →∞.
Step 2 (n < ξ0 − 12).
We only need to note that SN,ξ is locally Lipschitz for all N and ξ (although the Lipschitz constant
may not be less than 1 for ξ < ξ0), therefore supn<ξ0−1/2 |σN,n − σN ′,n| is still bounded by C|σN,ξ0−1/2 −
σN ′,ξ0−1/2 | → 0 for some constant C = C(ξ0). This completes the proof of the existence of σ∞,n and
(5.2).
The bound σ∞,n ≥ κ2/2 follows from the lower bound in (4.34).
Corollary 5.4. supK≤N/2 ‖ϕˆ(0)N,K − ψσ∞,K‖ → 0 as N →∞.
Proof. Follows upon a standard application of the dominated convergence theorem.
5.3 Convergence of other µ
(`)
N
In this subsection we prove the induction step, formulated in the following lemma.
Lemma 5.5. For any ` ∈ {1, . . . , L− 1}, there exists a sequence ϕˆ(`)∞,K ∈ L2(R) such that
sup
K≤2−`−1N
‖ϕˆ(`)N,K − ϕˆ(`)∞,K‖L2 → 0 as N →∞, (5.3)
provided that the same holds for all smaller values of `.
28
To that end, using (4.48) and again adopting the convention that N ≤ N ′, estimate∥∥ϕˆ(`)N,ξ−1/2 − ϕˆ(`)N ′,ξ−1/2∥∥ = ∥∥∥QˆN,ξ[ϕˆ(`)N,ξ+1/2 ]− QˆN ′,ξ[ϕˆ(`)N ′,ξ+1/2 ]
+ Mˆ
(`)
N,ξ[ϕˆ
(0)
N,ξ+1/2
, . . . , ϕˆ
(`−1)
N,ξ+1/2
]− Mˆ (`)N ′,ξ[ϕˆ(0)N ′,ξ+1/2 , . . . , ϕˆ
(`−1)
N ′,ξ+1/2 ]
∥∥∥
≤ ∥∥QˆN,ξ(ϕˆ(`)N,ξ+1/2 − ϕˆ(`)N ′,ξ+1/2)∥∥
+
∥∥QˆN,ξ − QˆN ′,ξ∥∥∥∥ϕˆ(`)N ′,ξ+1/2∥∥
+
∥∥Mˆ (`)N,ξ[ϕˆ(0)N,ξ+1/2 , . . . , ϕˆ(`−1)N,ξ+1/2 ]− Mˆ (`)N,ξ[ϕˆ(0)N ′,ξ+1/2 , . . . , ϕˆ(`−1)N ′,ξ+1/2 ]∥∥
+
∥∥Mˆ (`)N,ξ[ϕˆ(0)N ′,ξ+1/2 , . . . , ϕˆ(`−1)N ′,ξ+1/2 ]− Mˆ (`)N ′,ξ[ϕˆ(0)N ′,ξ+1/2 , . . . , ϕˆ(`−1)N ′,ξ+1/2 ]∥∥
=: T1 + T2 + T3 + T4.
Bound on T1. T1 =
∥∥QˆN,ξ[ϕˆ(`)N,ξ+1/2 − ϕˆ(`)N ′,ξ+1/2]∥∥ ≤ µ∥∥ϕˆ(`)N,ξ+1/2 − ϕˆ(`)N ′,ξ+1/2∥∥.
Bound on T2. By Lemma 4.23, the operators QˆN,ξ and QˆN ′,ξ both approach PrψκPˆ∞ as N,N
′ → ∞
uniformly in ξ < N/2 (Pˆ∞ is introduced in the proof of Lemma 4.23). This together with boundedness
of
∥∥ϕˆ(`)N ′,ξ+1/2∥∥ (which we proved in Section 4) proves that
sup
ξ≤N/2
T2 = o(1) + PrψκPˆ∞
[
ϕˆ
(`)
N ′,ξ+1/2
]− PrψκPˆ∞[ϕˆ(`)N ′,ξ+1/2]→ 0 as N,N ′ →∞.
Bound on T3. The fact that supξ≤2−`N T3 → 0, as N,N ′ →∞ follows from the uniform local Lipschitz
regularity of Mˆ
(`)
N,ξ and boundedness of differences of its arguments for ξ ≤ 2−`N (as provided by the
induction assumption).
Bound on T4. The bound on T4 is equally straightforward, but is more lengthly to derive. It is derived
in the following five steps whose details we omit:
(i) Note that σN,ξ, ψσN,ξ , and the derivatives of V evaluated at (u
∗
N,ξ−1/2 , u
∗
N,ξ+1/2
) converge as N →∞
uniformly in ξ < N/2. This implies, in particular, that p0,N,ξ → p∞ uniformly in ξ < N/2.
(ii) The coefficients of polynomials q
(m)
N,ξ (x, y) defined in the proof of Lemma 4.20 are linear combi-
nations of the derivatives of V evaluated at (u∗N,ξ−1/2 , u
∗
N,ξ+1/2
) (cf. Lemma 4.7(a)) and therefore
q
(m)
N,ξ p0,N,ξ converge in Cγ˜V −(R2). Hence P
(m)
0,N,ξ converge uniformly in ξ as provided by Lemma
4.16.
(iii) The linear operators M
(m)
N,ξ , defined in Lemma 4.20, likewise converge uniformly in ξ as N →∞.
(iv) The (nonlinear) operators Z(`) (see the proof of Lemma 4.22) were constructed from continu-
ous operators and therefore are themselves continuous, once their arguments are restricted to a
bounded region in L2.
(v) Finally this implies that Mˆ
(m)
N,ξ converge as N → ∞ uniformly in ξ and their arguments, once
they are constrained to a bounded region.
Finalizing the estimate. Combining the bounds on all Ti, we obtain∥∥ϕˆ(`)N,ξ−1/2 − ϕˆ(`)N ′,ξ−1/2∥∥ ≤ µ∥∥ϕˆ(`)N,ξ+1/2 − ϕˆ(`)N ′,ξ+1/2∥∥+RN,N ′,ξ,
where RN,N ′,ξ converges to 0 uniformly in ξ ≤ 2−`N . Applying Lemma 4.14 to the last inequality,
similarly as in the proof of Lemma 5.3, yields
∥∥ϕˆ(`)N,n − ϕˆ(`)N ′,n∥∥→ 0 uniformly in n ≤ 2−`−1N .
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5.4 Convergence of H−1N
The final ingredient of the proof for the infinite lattice is the following lemma.
Lemma 5.6. For K ∈ N, H−1N |UK→UK → H−1∞ |UK→UK as N →∞.
Proof of Lemma 5.6. Due to equivalence of the weak and strong convergence in finite dimensions, it is
sufficient to prove H−1N |UK→UK ⇀ H−1∞ |UK→UK . To that end, let f ∈ UK and consider the following two
problems for vN and v∞,
〈δ2E0,N(u∗N)vN , w〉 = (f, w)UN ∀w ∈ UN , (5.4)
〈δ2E∞(u∗∞)v∞, w〉 = (f, w)U∞ ∀w ∈ U∞. (5.5)
(We note that δ2E∞(u∗∞) is coercive, thanks to (2.12).) The assertion of the lemma then follows from
the estimate
‖vN − (v∞|UN )‖ ≤ o(1). (5.6)
We use the standard consistency-stability argument:
〈δ2E0,N(u∗N)(vN − v∞|UN ), wN〉 = (f, wN)− 〈δ2E0,N(u∗N)(v∞|UN ), wN〉
= 〈δ2E∞(u∗∞)v∞, wN〉 − 〈δ2E0,N(u∗N)(v∞|UN ), wN〉
= 〈δ2E∞(u∗∞)v∞, wN〉 − 〈δ2E0,N(u∗∞|UN )(v∞|UN ), wN〉
+ 〈(δ2E0,N(u∗∞|UN )− δ2E0,N(u∗N))(v∞|UN ), wN〉
=: T1 + T2.
Thanks to ‖u∗N − (u∗∞|UN )‖ → 0 and regularity of E0,N , we have that
|T2| . ‖(u∗∞|UN )− u∗N‖`∞ ‖v∞|UN‖ ‖wN‖ ≤ o(1)‖v∞‖ ‖wN‖.
Next, we note that T1 contains only the boundary terms (note that wN ∈ UN) and we estimate
them using the decay of v∞,n as n→ ±∞:
|T1| =
∣∣∣∣ ∑
ξ∈{−N−1/2,N+1/2}
δ2V (u∗∞,ξ−1/2 , u
∗
∞,ξ+1/2)(v∞,ξ−1/2 , v∞,ξ+1/2), (wN,ξ−1/2 , wN,ξ+1/2)〉
∣∣∣∣
≤ C‖w‖
∑
n∈{−N−1,−N,N,N+1}
|v∞,n| = o(1)‖wN‖.
Finally, employing the stability of δ2E0,N(u
∗
N) which follows from (4.2) and ‖u∗N − u∗∞|BN‖ → 0, we
get (5.6).
5.5 Finalizing the Proof of Theorem 2.1
Proof of (b). Lemma 5.1 guarantees the convergence of the left-hand side of (2.14) for all θ > 0.
Corollary 5.4 together with Lemma 5.3 prove the convergence of µ
(0)
N , and Lemma 5.5 then yields the
convergence of all µ
(`)
N , ` < L. Therefore, the remainder in (2.14), θ
L/2µ
(L/2+)
θ,N , also convergences for
any fixed θ > 0.
We remark that the above argument does not yield the uniform convergence of µ
(L/2+)
θ,N in θ, which
we expect to be true, possibly under additional regularity assumptions. However, this will not be
important for the applications we consider.
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Proof of (c, N =∞). This follows directly from (c, N <∞) proved in Section 4.
Proof of (d, N = ∞). Thanks to the convergence of u∗N on UK for any fixed K, A(u∗N) and all terms
in (2.17) except for H−1N = (δ
2E0,N(u
∗
N))
−1 converge as N →∞, namely
δ3E0,N(u
∗
N)→ δ3E∞(u∗∞), δkA(u∗N)→ δkA(u∗∞), k = 0, 1, 2,
and the convergence of H−1N is established in Lemma 5.6.
6 Discussion and Conclusion
We presented a theory of calculation of a crystalline defect at finite temperature and illustrated how
to use this theory to compare the performance of different computational methods.
The theory is rigorously justified in 1D for the free boundary conditions. We claim that the techiques
used in this work can be extended to wider interaction range or Dirichlet boundary conditions. How-
ever, it is not clear to us how difficult it would be to extend this theory to two or three dimensions;
nevertheless, we see no reasons why such a theory would fail in those cases. Therefore, we propose to
use this theory in the following way. One could simply start by conjecturing that a result similar to
Theorem 2.1 holds in a particular situation. Such a conjecture would yield a tool to quantify the errors
in approximating the respective Gibbs measures for different methods and propose better methods in
a more systematic way.
In particular, in dimension two or three, the structure of infinite-dimensional Gibbs measures seems
much more complicated than in one dimension, while the main difficulty in analyzing 〈µ(1)θ,∞, A〉 would
be to deal with the inverse of Hessian operators that by now are quite well understood in the context
of the zero-temperature theory.
Furthermore, in dimension two or three, we expect that the hot-QC method would yield a qualitative
advantage over a simple atomistic calculation as opposed to the 1D case. Indeed, in 1D a perturbation
generated by a boundary condition decays exponentially with the same rate for different methods
(namely, ∼ λn). However perturbations in higher dimensions decay algebraically and, at least in the
zero-temperature case, different methods have errors that decay with different algebraic rates [5, 13].
A Expansions
This section proves expansion of Laplace-like integrals and their bounds in Rn. Note that the constant
in such bounds depend on n, but we will not always mention this dependence.
Proof of Lemma 4.7
In this proof C denotes a generic constants that may depend only on L, γ, and c.
Proof of (a). Note that (4.16) implies that δE(0)(0) = 0.
The Taylor expansion of E(m)(v) yields∣∣∣∣θm−1E(m)(v)− θm−1 M−1∑
k=0
P (m,k)(v)
∣∣∣∣ ≤ Cθm−1|v|M ∀v : |v| ≤ r
where we let M = Mm = 3− 2m+L and where P (m,k)(v) are the respective homogeneous polynomials
of degree k, P (0,2)(v) = 1
2
〈Hv, v〉 and P (1,0)(v) = E(1)(0).
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Next, we restrict v to the ball ‖v‖ ≤ θ−α, where we choose 0 < α ≤ 1/(6L + 6). Then a simple
calculation shows that θm−1P (m,k)(
√
θv), in the case m− 1 + k
2
> 0, can be bounded by Cθ−µ(m−1+k/2)
and θm−1|√θv|M can be estimated by Cθ−µ(L/2+ 12 ) with µ = 1
L+1
.
Hence we can combine the above expansions into
θ−1Eθ(
√
θv)− 1
2
〈Hv, v〉+ E(1)(0)− E(1+L/2+)θ (
√
θv) =
L∑
`=1
θ`/2P (`)(v) + θL/2+
1
2P
(1+L+)
θ (v), (A.1)
where P (`) are polynomials with coefficients being linear combinations of δkE(`)(0) and
sup
|v|≤θ−α
|P (`)(v)∣∣ ≤ Cθ−µ `2 , sup
|v|≤θ−α
∣∣P (1+L+)θ (v)∣∣ ≤ Cθ−µ(L/2+ 12 ).
Hence one can apply Lemma B.1 with z =
√
θ, g(ϕ) = e−ϕ, and f given by (A.1) to obtain
Q˜θ(v) := e
−θ−1[Eθ(
√
θv)] e
1
2
〈Hv,v〉 eE
(1)(0) eθ
L/2E(1+L/2
+)(
√
θv)
=
L∑
`=0
θ`/2Q˜(`)u (v) + θ
L/2+ 1
2 Q˜
(1+L+)
θ,u (v), (A.2)
Notice that Q˜
(`)
u (−v) = (−1)`Q˜(`)u (v) are some polynomials (follows from the fact that P (`,k)(v) are
polynomials with a similar property), and Q˜
(0)
u ≡ 1 follows from tracking the leading-order term in the
respective Taylor expansions. Finally, (B.4) gives the bound∣∣Q˜(1+L+)θ,u (v)∣∣ ≤ Cθ 12 θ−µ(L/2+ 12 ) = C ∀v : |v| ≤ θ−α.
We next expand the last term in the left-hand side of (A.2) and notice that θL/2E(1+L/2
+)(
√
θv) is
bounded by θL/2, thanks to (4.15). Dividing by eE
(1)(0) yields (4.18), and the rest of the properties in
part (a) are obvious.
Proof of (b). Note that all G(`) are polynomials whose coefficients are bounded by C, hence (4.20)
follows.
Next, note
|G(L+)θ (v)| ≤ C ∀v : |v| ≤ θ−α.
Hence one can show (4.21) for |v| ≤ θ−α:∣∣G(L+)θ (v)e− 12 〈Hv,v〉∣∣ ≤ Ce− γ2 ‖v‖2 ≤ Ce− γ−2 ‖v‖2 ∀v : |v| ≤ θ−α.
Now consider |v| > θ−α. Then we can estimate the remainder directly from (4.19):
|G(L+)θ (v)e−
1
2
〈Hv,v〉| ≤ θ−L/2e−θ−1Eθ(
√
θv) +
L−1∑
`=0
θ`/2−L/2
∣∣G(`)(v)∣∣e− 12 〈Hv,v〉
by noting that the polynomials G(`)(v) can be estimated by e

4
‖v‖2 , and hence
|G(L+)θ (v)e−
1
2
〈Hv,v〉e
γ−
2
‖v‖2| ≤ Cθ−L/2e− 2‖v‖2 + C
L−1∑
`=0
θ`/2−L/2e−(

2
− 
4
)‖v‖2
≤ Cθ−L/2e− 2 θ−2α + C
L−1∑
`=0
θ`/2−L/2e−

4
θ−2α ∀v : |v| > θ−α
which approaches zero exponentially as θ → 0, and hence bounded uniformly in θ ∈ (0, θ0].
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Proof of Lemma 4.8
Proof of (a) and (b). Lemma 4.7 gives us the expansion (4.19). We also use the expansion for Fθ(v)
and
A(
√
θv) =
L−1∑
`=0
1
`!
θ`/2 δ`A(0)[v⊗`] + θL/2A(L
+)
θ (v),
where each term, δ`A(0)[v⊗`], and the remainder, A(L
+)
θ (v), have at most polynomial growth at infinity
at a rate bounded by ‖A‖CL . Multiplying these expansions yields
Fˆθ(u) = Fθ(u)e
−θ−1Eθ(
√
θu)
=
L−1∑
`=0
θ`/2
∑`
k=0
F (k)(v)Q(`−k)(v)e−
1
2
〈Hv,v〉 + θL/2Fˆ (L
+)
θ (v)
=:
L−1∑
`=0
θ`/2Fˆ (`)(v) + θL/2Fˆ
(L+)
θ (v), and
F˜θ(A;u) = A(
√
θv)Fˆθ(u)
=
L−1∑
`=0
1
`!
θ`/2
∑`
k=0
δ`A(0)[v⊗`]Fˆ (`−k)(v) + θL/2F˜ (L
+)
θ (A; v)
=:
L−1∑
`=0
θ`/2F˜ (`)(A; v) + θL/2F˜
(L+)
θ (A; v).
It should also be noted that Fˆ (`)(−v) = (−1)`Fˆ (`)(v) and F˜ (`)(A;−v) = (−1)`F˜ (`)(A; v).
One can then apply Lemma 4.7(b) with  = γ−γ
′
4
to bound uniformly in θ:
‖Fˆ (`)‖L1 ≤ C‖Fˆ (`)‖L2− ≤ C
∑`
k=0
‖F (k)‖L2−γ′‖Q
(`−k)e−
1
2
〈H•,•〉‖L2γ−2 ≤ C,
where we used (4.20) in the last step. Similarly one can show ‖Fˆ (L+)θ ‖L1 ≤ C.
We can likewise bound the terms in the numerator,
‖F˜ (`)(A)‖L1 ≤ ‖A‖CL C, ‖F˜ (L
+)
θ (A)‖L1 ≤ ‖A‖CL C,
where C depends on γ, γ′, L, and c. Hence the expansion of both the denominator and numerator of
(4.23) exists,
〈µθ,E,F , A〉 = f˜θ(A)
fˆθ
=
∑L−1
`=0 θ
`/2f˜ (`)(A) + θL/2f˜
(L+)
θ (A)∑L−1
`=0 θ
`/2fˆ (`) + θL/2fˆ
(L+)
θ
, (A.3)
with fˆ (`) =
∫
Rn Fˆ
(`)dv, f˜ (`) =
∫
Rn F˜
(`)dv and fˆ
(L+)
θ , f˜
(L+)
θ defined similarly, where all terms are uniformly
bounded above by, respectively, C and ‖A‖CL C.
To show uniform boundedness of fˆ−1θ , we first note that ‖δ2E(0)‖ ≤ c (this is a consequence of
(4.14)) yields a bound ‖H‖ ≤ c. This together with the second bound in (4.22) yields a uniform bound
on fˆ (0) above 0:
fˆ (0) =
∫
Rn
F (0)(u)e−E
(1)(0)e−
1
2
〈Hu,u〉du ≥
∫
Bc−1
c−1e−E
(1)(0)e−
1
2
c‖u‖2du > 0.
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Hence Lemma 4.17 guarantees existence of the expansion of fˆ−1θ , and uniform boundedness of the
terms, for θ ≤ θ0 for some θ0 = θ0(γ, γ′, L, c), where the bound also depends only on γ, γ′, L, and c.
Hence the expansion terms and remainder in f˜θ(A)fˆ
−1
θ are likewise bounded.
Finally, it is obvious that each term of f˜θ(A)fˆ
−1
θ depends linearly on A, and noticing that the odd
terms cancel, concludes the proof of parts (a) and (b).
Proof of (c). The fact that µ
(m)
E,F is a linear combination of Dirac delta and its derivatives follows
from the explicit expressions of F˜ (`). Next,
〈µ(0)E,F , A〉 =
f˜ (0)
fˆ (0)
=
A(0)fˆ (0)
fˆ (0)
= A(0).
Finally, the expression for 〈µ(1)E,F , A〉 follow from Lemma A.1 which we formulate and prove below.
Indeed, Lemma A.1 gives the expressions for f˜ (2) and fˆ (2) (the latter can be retrieved from the former
by setting A ≡ 1) and we get
〈µ(1)E,F , A〉 =
f˜ (2)
fˆ (0)
− f˜
(0)fˆ (2)
(fˆ (0))2
=
[
G(E(0), E(1), E(2))A(0) + 1
2
δ2A(0) :H−1
− δA(0) ·H−1(δE(1)(0) + 1
2
δ3E(0)(0) :H−1
)]
−
[
A(0)G(E(0), E(1), E(2))
]
,
which upon canceling similar terms concludes the proof of (c).
Proof of (d). We have that for ` = 0, 1, . . . , L− 1,
f¯ (`) =
∫
Fˆ (`)(v)dv =
∑`
k=0
∫
F (k)(v)Q(`−k)(v)e−
1
2
〈Hv,v〉dv,
which is clearly a continuous function of F (k) ∈ L2−γ′ and Q(k)(v)e−
1
2
〈Hv,v〉 (k ≤ `), and the latter are
continuous functions of δkE(m)(0) (k + 2m ≤ 2`+ 2). Likewise, for a fixed A, each f˜ (`) is a continuous
function of the same arguments. The stated continuity of (A.3) hence follows.
Lemma A.1. In the notations of Lemma 4.8 let F (θ, u) ≡ 1 and assume L > 2. Then
f˜ (2)
fˆ (0)
= G(E(0), E(1), E(2))A(0) + 1
2
δ2A(0) :H−1
− δA(0) ·H−1(δE(1)(0) + 1
2
δ3E(0)(0) :H−1
)
. (A.4)
where G is some function of the respective tensors.
Proof. We have that
f˜ (2) =
∫
Rn
F˜ (2)(u)e−E
(1)(0)− 1
2
〈Hu,u〉du.
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To calculate F˜ (2)(u), we introduce tensors
e
(`,k)
i1,...,ik
:=
∂k
∂ui1 . . . ∂uik
E(`)(0) and a
(k)
i1,...,ik
:=
∂k
∂ui1 . . . ∂uik
A(0).
A direct calculation (in which we adopt the repeated index summation convention) yields
F˜ (2)(u) = N(u) +R(E(0), E(1), E(2), u)a(0) + 1
2
a
(2)
i,j uiuj
− a(1)i e(1,1)j uiuj − 16a(1)i e(0,3)j,k,muiujukum
where N(u) is some odd function of u, and R(E0, E1, E2, u) is a function of u that has a form of
products of tensors e
(`,k)
i1,...,ik
for ` = 0, 1, 2 and a vector u.
Another direct calculation consisting of (i) a linear change of variables diagonalizing 1
2
〈Hu, u〉, (ii)
taking integrals, and (iii) contracting the tensor products yields (A.4).
B Composition of series
Lemma B.1. Let f = f(z) be a polynomial
f(z) =
L+1∑
`=0
z`f (`), (B.1)
for some L ∈ N, let g(ϕ) be an analytic function in {ϕ ∈ C : |ϕ − f (0)| < R} and assume that
|f(z)− f (0)| < R for z ∈ [0, z0].
(a) G(z) := g(f(z)) is an analytic function on [0, z0] with the following finite Taylor expansion,
G(z) =
L−1∑
`=0
z`G(`)[f (1), . . . , f (`)] + zLG(L
+)[f (1), . . . , f (L); z], ∀z < z0, (B.2)
where G(0) = g(f (0)), F (`) are some polynomials and F (L
+) is some analytic function of its L+ 1
arguments.
(b) If for some c > 0, α ≥ 0, 0 < µ ≤ µ0, there holds |f (`)| ≤ cµ−`α for all ` ≥ 1 then∣∣G(`)[f (1), . . . , f (`)]∣∣ ≤ Cµ−`α ` = 0, . . . , L− 1 (B.3)
sup
0<z≤z1
∣∣G(L+)[f (1), . . . , f (L); z]∣∣ ≤ Cµ−Lα (B.4)
hold for some C > 0 and z1 > 0 that depend on g, L, c, R, and µ
α
0 . In particular, F
(L+) is of the
class Cm for any m ∈ Z+ on the set max1≤`≤L |f (`)| ≤ cµ−`α/2 and |z| ≤ z1/2.
Proof. Without loss of generality, assume f (0) = 0.
Proof of (a). Analyticity of g(f(z)) is obvious. Hence, using the expansion
g(ϕ) =
∞∑
j=0
g(j)ϕj, ∀ϕ : |ϕ| < R
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where g(j) = 1
j!
δjg(0) we can expand
G(z) = g
( L∑
i=1
zif (i)
)
=
∞∑
j=0
g(j)
( L∑
i=1
zif (i)
)j
=
∞∑
j=0
g(j)
j∏
k=1
( L∑
i=1
zif (i)
)
=
∞∑
j=0
g(j)
∑
i∈{1,...,L}j
j∏
k=1
(
zikf (ik)
)
=
∞∑
`=0
z`
∑`
j=0
g(j)
∑
i∈{1,...,L}j∑j
k=1 ik=`
j∏
k=1
f (ik).
Hence (B.2) holds with
G(`)[f (1), . . . , f (`)] :=
∑`
j=0
g(j)
∑
i∈{1,...,L}j∑j
k=1 ik=`
j∏
k=1
f (ik) =
∑`
j=0
g(j)
∑
i∈{1,...,`}j∑j
k=1 ik=`
j∏
k=1
f (ik)
(note a change of index set for i) and
G(L
+)[f (1), . . . , f (L); z] :=
∞∑
`=L
z`−L
∞∑
j=0
g(j)
∑
i∈{1,...,L}j∑j
k=1 ik=`
j∏
k=1
f (ik).
The latter expansion has the same majorant as g(f(z)), and therefore it is analytic on [0, z0]
Proof of (B.3). Choose r := min{1
3
µα, 1
3
R}. Then for |z| ≥ r, z ∈ C, we have
|f(z)| ≤
L∑
`=1
cr` = cr
1− rL
1− r ≤ cr
1
1− 1
3
= 3
2
cr ≤ R/2.
Hence using the Cauchy’s integral we can represent
G(`) =
1
`!
d`
dz`
g(f(z))
∣∣∣
z=0
=
1
2pii
∮
|z|=r
g(f(z))z−1−`dz
and thus bound for 0 < µ ≤ µ0
|G(`)| ≤ r−` sup
|ϕ|≤R/2
|g(ϕ)| ≤ sup
|ϕ|≤R/2
|g(ϕ)| 3` max{µ−α`, R−α} ≤ Cµ−α`.
Proof of (B.4). One can use a similar representation of the remainder:∣∣G(L+)(z)∣∣ = 1
2pii
∮
|ζ|=r
g(f(ζ))z−`(z − ζ)−1dζ
and hence bound, for |z| < z1 := z0/2,
∣∣G(L+)(z)∣∣ = Cr−` ≤ Cµ−αL. The fact that F (L+) is Cm-regular
for any m follows from its boundedness and analyticity.
Proof of Lemma 4.17. We take two steps. In the first step we note that the statement can be directly
verified for p = 2 as then F (θ) involves only a scalar product. In the second step we define
f˜(z) := ‖f(z2)‖2, g(ϕ) = ϕp/2,
(i.e., here we change variables z =
√
θ) and apply Lemma B.1 to f˜(z) and g(ϕ) with L + 1 instead of
L, which proves the statements about F (`) and F (1+L
+). The statements on F˜ (`) follow from a simple
calculation.
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C Free energy calculation
In this section we show that (3.4) is the harmonic approximation of free energy per atom for an infinite
chain, defined to be the limit as N →∞ for the N -periodic lattice.
In this section only, we consider N -periodic boundary conditions, instead of the free boundary
conditions. The space of such N -periodic lattice functions we denote by Uper(BN), where we define
BN = {0, 1, . . . , N − 1} and LN = BN + 12 . Consider strains un = F+ vn, where v ∈ Uper(BN). Consider
a harmonic potential energy in the form
Elinθ,N(v) = NV (F,F) +
∑
ξ∈LN
(
1
2
Vxx(F,F)v
2
ξ−1/2 + Vxy(F,F)uξ−1/2vξ+1/2 +
1
2
Vyy(F,F)v
2
ξ+1/2
)
= NW (F) +
∑
ξ∈LN
(
1
2
α0v
2
ξ−1/2 + α1uξ−1/2vξ+1/2 +
1
2
α0v
2
ξ+1/2
)
,
where W (F) := V (F,F) is nothing but the standard Cauchy-Born energy density [2, 4, 8] and α0 :=
Vxx(F,F) = Vyy(F,F) and α1 := Vxy(F,F). Our objective is to compute
W freeθ,N = −
θ
N
log
(∫
Uper(BN )
e−θ
−1E(u)du
)
,
which is the free energy per atom (hence division by N) in the (formal) limit N →∞.
Denote by wk(x) =
1√
N
e2piikx/N , k = 0, . . . , N − 1, x ∈ LN , the Fourier basis of Uper(BN). Then
u =
∑N−1
k=0 u˜kwk, where u˜k are Fourier coefficients of u. It is straightforward to establish that the
orthonormal basis wk(x) diagonalizes the quadratic form. We can express Drwk = (e
2pikr/N − 1) and
hence
E(u) = NV (F,F) +
N−1∑
k=0
κku˜2k
where κk := α0 + α1 cos(2pik/N). Hence
W freeθ,N = −
θ
N
log
(∫
u˜∈RN
e−θ
−1W (F)−θ−1∑N−1k=0 κku˜2kdu˜
)
= − θ
N
log
(
e−θ
−1NW (F)
∫
u˜∈RN
N−1∏
k=0
e−θ
−1κku˜2kdu˜
)
= W (F)− θ
N
log
(N−1∏
k=0
∫
u˜k∈RN
e−θ
−1κku˜2kdu˜k
)
= W (F)− θ
N
log
(N−1∏
k=0
(piθ
κk
)1/2)
= W (F) +
θ
2N
N−1∑
k=0
log
(κk
piθ
)
= W (F) +
θ
2
log
( 1
piθ
)
+
θ
2N
N−1∑
k=0
logκk.
In the limit N →∞, we have
W freeθ (F) = lim
N→∞
W freeθ,N = W (F) +
θ
2
log
( 1
piθ
)
+
θ
2
∫ 1
0
log(α0 + α1 cos(2piξ))dξ.
The integral can be computed via the following lemma which is proved in a subsection below.
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Lemma C.1. For all a ∈ C, |a| ≤ 1,∫ 1
0
log
(
1 + a2 − 2a cos(2piξ))dξ = 0,
where log(x) is defined to be analytic on C \ {z ∈ C : z ≤ 0}
Indeed,
W freeθ (F) = W (F) +
θ
2
log
( 1
piθ
)
+
θ
2
∫ 1
0
log(α0 + α1 cos(2piξ))dξ,
= W (F) +
θ
2
log
( 1
piθ
)
− θ
2
∫ 1
0
log
2
(
α0−
√
α20−α21
)
α21
dξ
+
θ
2
∫ 1
0
log
(
2
(
α0−
√
α20−α21
)
α21
(α0 + α1 cos(2piξ))
)
dξ,
where the last integral can be shown to vanish thanks to Lemma C.1 applied with a =
α0−
√
α20−α21
α1
.
Thus,
W freeθ (F) = W (F) +
θ
2
log
( 1
piθ
)
− θ
2
log
2
(
α0−
√
α20−α21
)
α21
= W (F) +
θ
2
log
( 1
2piθ
)
− θ
2
log
Vxx(F,F)−
√
(Vxx(F,F))2−(Vxy(F,F))2
(Vxy(F,F))2
which coincides with (3.4).
C.1 Proof of Lemma C.1
Proof of Lemma C.1. The stated identity is trivially true for a = 0. Denote
F (a) :=
∫ 1
0
log
(
1 + a2 − 2a cos(2piξ))dξ
and compute, assuming |a| < 1,
dF
da
=
∫ 1
0
4pia sin(2piξ)
1 + a2 − 2a cos(2piξ)dξ.
(For |a| = 1, the integral becomes improper and necessitates for extra care in differentiating.)
We can then turn dF
da
into an integral over the unit circle C := {z ∈ C : |z| = 1} which can be
computed using residues:
dF
da
=
∫ 1
0
−2piia(e2piiξ − e−2piiξ)
1 + a2 − a(e2piiξ + e−2piiξ)dξ =
∮
C
−2piia(ζ − ζ−1)
1 + a2 − a(ζ + ζ−1)
1
2piiζ
dζ
= − 2piiaRes
( (ζ − ζ−1)
1 + a2 − a(ζ + ζ−1)
1
2piiζ
, a
)
− 2piiaRes
( (ζ − ζ−1)
1 + a2 − a(ζ + ζ−1)
1
2piiζ
, 0
)
= 2pii− 2pii = 0.
This proves that F (a) = 0 for all |a| < 1.
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To extend this result to the case |a| = 1, we need to apply the Lebesgue theorem to the sequence of
functions fn(ξ) = log(1 + a
2
n − 2an cos(2piξ)) with an = nn+1a (n = 1, 2 . . .). Indeed, fn(ξ) converge to
log(1 + a2 − 2a cos(2piξ)) for almost all ξ, −pi < Im(fn) < pi from the definition of log; Re(fn) ≤ log(4)
since |1 + a2n − 2an cos(2piξ)| < 4; and
Re(fn) ≥ log(|1 + a2n − 2an cos(2piξ)|) = log(|an|) + log(|a−1n + an − 2 cos(2piξ)|)
≥ log(1/2) + 1
2
log
(
Im(a−1n + an)
2 + Re(a−1n + an − 2 cos(2piξ))2
)
which can be shown, using the standard techniques of calculus, to be bounded below by a func-
tion with at most two logarithmic singularities. Hence Lebesgue theorem applies and hence F (a) =
limn→∞ F (an) = 0.
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