abstract: Extrapolating ecological processes from small-scale experimental systems to scales of natural populations usually entails a considerable increase in spatial heterogeneity, which may affect process rates and, ultimately, population dynamics. We demonstrate how information on the heterogeneity of natural populations can be taken into account when scaling up laboratory-derived process functions, using the technique of moment approximation. We apply moment approximation to a benthic crustacean predator-prey system, where a laboratory-derived functional response is made spatial by including correction terms for the variance in prey density and the covariance between prey and predator densities observed in the field. We also show how moment approximation may be used to incorporate spatial information into a dynamic model of the system. While the nonspatial model predicts stable dynamics, its spatial equivalent also produces bounded fluctuations, in agreement with observed dynamics. A detailed analysis shows that predator-prey covariance, but not prey variance, destabilizes the dynamics. We conclude that secondorder moment approximation may provide a useful technique for including spatial information in population models. The main advantage of the method is its conceptual value: by providing explicit estimates of variance and covariance effects, it offers the possibility of understanding how heterogeneity affects ecological processes.
Since the pioneering work of Gause (1934) and Huffaker (1958) , in which they elegantly demonstrated how heterogeneity may affect predator-prey dynamics, questions of scale and heterogeneity have slowly grown to become a primary focus in ecology (Wiens 1989; Levin 1992; Tilman and Kareiva 1997; Dieckmann et al. 2000; Kemp et al. 2001; Schneider 2001; Englund and Cooper 2003) . The potential consequences of scale and spatial variation for population dynamical outcomes, such as stability and persistence, mediated through predatory or competitive interactions have been thoroughly explored theoretically Matsuda et al. 1992; Goldwasser et al. 1994; Pacala and Tilman 1994; Bolker and Pacala 1997; Chesson 1998 Chesson , 2000 de Roos et al. 1998; Nisbet et al. 1998; Donalson and Nisbet 1999; Pascual et al. 2001; Keeling et al. 2002; Hosseini 2003) . Empirical examples are less abundant and primarily come from small-scale conceptual experiments (Huffaker et al. 1963; Luckinbill 1974; Holyoak and Lawler 1996; Ellner et al. 2001) . Conducting experiments aiming at coupling scale and/or heterogeneity to population dynamics is for logistical reasons seldom possible in natural systems. One way to approach this problem for large-scale natural populations is instead to develop system-specific spatial population models, in which the effects of space on population processes may be explored. These models combine small-scale observations or experiments for measuring process rates with field measurements of spatial variability. This approach has a long history in the study of host-parasitoid interactions, where models originally developed by Bailey et al. (1962) and May (1978) have been used to examine the dynamic consequences of heterogeneity in the distribution of parasitoid attacks (e.g., Hassell 1980; Jones et al. 1993; Liljesthröm and Rabinovich 2004) . A similar approach has been used in studies of host-parasite interactions (Dobson and Hudson 1992; Barlow 2000) . An important empirical finding is that measures of heterogeneity vary with the spatial scale of observation (Schneider and Duffy 1985; Boulinier et al. 1996; Roland and Taylor 1997; O'Driscoll et al. 2000; Cronin 2003) . Consequently, predictions about the effects of observed heterogeneity on population dynamics may vary with the extent and resolution of the sampling program (Horne and Schneider 1997; Chesson 1998) , an issue that has received little theoretical attention (but see Perry et al. 2000) . Another important empirical finding is that measures of spatial variation are often dynamic, which may have significant effects on predicted density dynamics (Hassell 1980; Chesson and Murdoch 1986; Schneider and Piatt 1986; Jones et al. 1993; Van Veen et al. 2002; Tobin and Bjørnstad 2003) . Usually a phenomenological approach has been used when incorporating heterogeneity dynamics into models; that is, variances and covariances are modeled as functions of host or parasitoid densities (Hassell 1980; Chesson and Murdoch 1986; Murdoch and Stewart-Oaten 1989; Jones et al. 1993) . More recently, the technique of moment closure has been used to derive dynamic equations for statistical moments based on assumptions about dispersal and local interactions (e.g., Bolker and Pacala 1997; Bolker et al. 2000; Keeling et al. 2002) .
This approach, combining theoretical models with observed heterogeneity, has not been used to explore the effects of spatial variation on the dynamics of predatorprey systems. Thus, there is a need for development of a conceptual framework for how to measure relevant heterogeneity in such systems and how to add this information to models. Such a framework should allow measures of heterogeneity to be included in models as dynamic entities (e.g., Hassell 1980; Chesson 1998) , and it should deal with complications posed by the scale dependence of heterogeneity (Chesson 1998) .
Our objective in this article is to present and apply such a framework. We build on earlier work demonstrating how moment approximation can be used when investigating the effects of scale-dependent heterogeneity on process rates (Chesson 1998; Melbourne 2000) . Moment approximation is a mathematical method that can be used to describe the effects of spatial variation on process rates in terms of familiar statistical moments (variance, covariance, skew, etc.) . We start by explaining the concepts behind this method and how to estimate spatial variation at scales relevant to specific ecological processes. We then exemplify the use of moment approximation in an empirical study of a predator-prey system by showing how a functional response estimated in a small-scale experimental system can be adjusted to account for the heterogeneity observed in the natural system of interest. Thus, moment approximation can also be used for dealing with the problem of extrapolation from small-scale studies to larger, more heterogeneous systems (Englund and Cooper 2003; . We also use the technique to incorporate spatial information into a simple predator-prey model of the system and explore how this spatial model reproduces the dynamics of the system compared to a nonspatial model.
Accounting for Spatial Variation Using Moment Approximation
A general mathematical result states that heterogeneity in a driving variable affects the response if there is a nonlinear relationship between the driving variable and the response. It is often referred to as nonlinear averaging (Ruel and Ayres 1999; Wilson and Harder 2003) , and ecologists dealing with the specific problem of scaling up have used the terms aggregation error (Bartell et al. 1988; Rastetter et al. 1992; Cale 1995 ), transmutation (O'Neill 1979 , and scale transition (Chesson 1998) . Several techniques can be used for incorporating effects of heterogeneity in driving variables when scaling up ecological functions, for example, extrapolation by expected value, explicit integration, partitioning, calibration, and moment approximation (King 1992; Rastetter et al. 1992; Chesson 1998; Englund and Cooper 2003) . Partitioning has been widely applied in ecological research (see Rastetter et al. 1992) , while other methods have found relatively little use. A strength of moment approximation, compared to other methods, is that it is computationally simple and offers a means of exploring how different aspects of heterogeneity affect process rates. Moment approximation is based on a Taylor series expansion, which approximates a function close to a known point. In the moment approximation, Taylor expansions are averaged over all observed variable values. The resulting polynomial for the sum of the Taylor expansions contains expressions for statistical moments around the mean, such as variance, skewness, and kurtosis. These statistical moments measure the heterogeneity of the observed variables, while the other part of the terms, the partial derivatives, measures the nonlinearity of the function (e.g., eq. [1] and app. A in the online edition of the American Naturalist). Thus, in a moment approximation, we can estimate the effect of spatial variation using a single equation, where the input data (mean, variance, etc.) can be determined from field data. In ecological applications, the series of statistical moments is often closed at second order (e.g., Bolker and Pacala 1997; . It is thereby assumed that higher-order moments or derivatives are negligible, which is a reasonable assumption when either distributions are close to normal or the nonlinear function is close to quadratic over the range of densities observed (see "Evaluation of the Second-Order Approximation").
To demonstrate how the moment approximation can be used, we apply it to the functional response. The functional response is a central concept within population ecology, because it describes how the consumption rate of predators is related to prey density. Processes that may cause the functional response to be nonlinear with respect to prey densities include predator satiation, which sets an upper ceiling on the function at high prey densities, and P Note: N e is the density of prey eaten per unit time, a is the attack rate, P is the predator density, N is the prey density, and h is the prey-handling time. The symbols of the moment approximation are as described for equation (1).
predator switching to other resources, which causes the function to accelerate at low prey densities. Nonlinearity with respect to predator density may occur because of interference or facilitation between predators.
Functional responses are usually determined in controlled small-scale experiments. When functions derived in such experimental studies are used to estimate consumption rates in natural systems, heterogeneity in the distribution of predator and prey both within the experimental system (Bergström and Englund 2002, 2004) and in the natural habitat (Ruxton and Gurney 1994; Keeling et al. 2000) may distort the estimates. We focus on the latter of the two, the change in spatial variation when extrapolating from small-scale experiments to whole populations. In many cases, heterogeneity is ignored when scaling up functions, because only population-scale mean densities are used in the calculations. This method of (not) dealing with heterogeneity is usually referred to as the mean field approximation (MFA).
We assume that the functional response is linear in P, that is, no interference or facilitation between predators, and nonlinear in N, which may reflect predator satiation, switching, and so forth. The general form of the secondorder moment approximation is then
The overbars in the equation are notations for spatial averages. The mean function is the regional-scale N (N, P) e consumption rate, which is a function of prey (N) and predator density (P), while is the spatial variance in 2 j N prey density and j N, P is the spatial covariance between prey and predator densities. The second-order moment approximation thus consists of the function for average densities of predator and prey, that is, the MFA, plus two terms that correct for the effects of spatial heterogeneity (see app. A for derivation). We refer to these terms as the "variance effect" and the "covariance effect." The variance effect is caused by spatial variation in prey density in combination with a nonlinear function, here the functional response. The covariance effect arises as an effect of spatial correlation in the distribution of predator and prey, which affects the number of prey encounters for the predator. In table 1, we provide the approximations for three common functional response models (Types I-III). Note that for a linear functional response (Type I), consumption is affected by the covariance but not by the variance.
The nature of the variance and covariance effects can be illustrated with a conceptual example. Consider two equal-sized patches with different prey densities (N low and N high ) but similar predator densities ( fig. 1A ). Using the MFA, and thereby assuming perfect mixing, the consumption rate within a defined habitat and amount of time can be calculated for the average prey density ( ; fig. 1A , crosses). If there is spatial variation in the N (N ) e driving variable (N) and the functional response is nonlinear, the MFA produces biased estimates. The unbiased average consumption rate for the heterogeneous habitat ( ) should then be calculated as the mean of the two N (N ) e rates ( fig. 1A, squares) . For a Type II functional response, spatial variation in prey densities decreases the average consumption rate, compared to a uniform prey distribution, and the difference between and gives
e e a measure of the error caused by using the MFA, that is, the variance effect. The sign and magnitude of the variance effect depends on the curvature of the function. The effect is negative if the function is concave down, as illustrated in fig. 1A . It is positive if the function is concave up and negligible if the function is nearly linear. The process causing the Type II response to level off is predator satiation. Thus, an intuitive interpretation of the variance effect is that predators at low prey densities have a low feeding rate because the encounter rate is low and that this effect cannot be fully compensated for by predators at high densities because of satiation.
Next, we examine the effect of covariance between predator and prey densities. This effect can be understood as a result of altered neighborhood densities and encounter rates. A positive covariance means that predators experience higher prey densities and therefore have higher encounter rates than would be predicted from mean densities. Conversely, a negative covariance reduces encounter rates because predators and prey tend to be found in dif- Figure 1 : Effects of spatial variation in prey and predator distributions on estimates of consumption rates. In this example, we have a habitat consisting of two equal-sized patches with differing prey densities. The curve describes a Type II functional response. A, The variance effect is caused by spatial variation in prey density; is the average prey density in the habitat, and N low and N high are the densities in the two patches. The consumption rate N obtained if prey variance is not considered (mean field approximation) is indicated with crosses, while the exact consumption rate, which is given by the mean of the consumption rate in the two patches, is represented by filled squares. B, The covariance effect is caused by spatial variation in both predator and prey densities, giving rise to either a negative or a positive correlation between the two. Here P is the predator density when predators distribute evenly between the two patches. The covariance is then 0, and the consumption rate for the whole habitat (filled squares) is given by the mean consumption in the two patches (open squares). A positive covariance between predator and prey densities means that the prey densities perceived by most predators are larger than the overall mean and thus that the consumption rate per predator is increased (filled triangles). A negative covariance decreases the consumption rate because most predators are found in the patch with low prey density (diamonds). ferent areas. A graphical illustration of covariance effects is given in figure 1B . Consider again a habitat consisting of two patches with different prey densities. If predators distribute equally between the two patches at a density , the covariance is 0. The consumption rate can be found P by averaging the consumption in each habitat (open squares), as illustrated in figure 1A . A positive covariancefor example, if most predators aggregate in the patch with high prey density (open triangles)-will increase the encounter rate and therefore the average consumption rate (filled triangles). The opposite holds true when the covariance is negative; experienced prey density, encounter rate, and therefore average consumption rate will be lower than expected from overall mean prey densities. This relationship between perceived prey density and the covariance j N, P , measured at a scale corresponding to the perceptual range of the predator, can be quantified using (Schneider et al. 1987) .
In the example above, the net effect of heterogeneity on the consumption rate is a function of the nonlinearity of the functional response, the average prey density, the variance of the prey distribution, and the covariance of prey and predator distributions (and also, in cases when distributions deviate from normal, higher moments). Here moment approximation provides an instrument for partitioning the effect of spatial variation between well-known statistical descriptors, that is, the statistical central moments, thereby effectively clarifying the somewhat diffuse concept of heterogeneity.
A Framework for Operationalizing the Moment Approximation
The moment method outlined above can be used for making nonspatial population models spatial. Instead of coupling the model to a map, as in spatially explicit models, the method treats space implicitly by describing variation statistically. Such a framework involves the following steps: first, derive the nonspatial model and make it spatial by performing moment expansion for each driving variable that is nonlinearly related to the response; second, measure the nonlinear functions in a small-scale system; third, measure spatial variation in the form of variances and covariances in the natural system of interest; and finally, find functions that relate the variance and covariance to densities of prey and predator (the variables tracked by the model; Chesson 1998; . In order to accomplish this last step, data that cover a range of mean densities (e.g., from different areas or time periods) are needed. The spatial variance of a population can usually be modeled as a power function of its mean density (Taylor et al. 1980; Hanski 1987; Downing 1991; Chesson 1998 ). Finding a model for the covariance is more challenging, as empirical studies of its density dependence appear to be lacking. Keeling et al. (2000) analyzed a metapopulation model and found that a delayed density dependence was manifested in the covariance between predator and prey, which suggests that the covariance may be modeled as a function of both past and present densities.
Estimating Relevant Heterogeneity
An important issue when using moment approximation for extrapolation is how to determine the scale at which to measure spatial variation in the natural system, as this choice may have a large effect on the estimates (Chesson 1998) . Determining the extent of the sampling program is straightforward, as it should match the extent of the population(s) of interest. Finding the appropriate sampling resolution, that is, the area covered by an individual sample, is more complicated. Here we need to consider the resolution of the nonlinear process of interest. We define process resolution as the smallest scale of spatial variation in a driving variable that affects the outcome of the process (Englund and Cooper 2003) . Variation at scales smaller than the resolution scale is thus not "detected" by the process. To ensure that such small-scale variation is not detected by the sampling program, the area covered by an individual sample should be tuned to match the resolution scale. An exception is when the process resolution is smaller than or equal to the area of the experimental arena where the process function was determined. Then the area of an individual sample should be adjusted to match the size of the experimental arena rather than the process resolution scale. This is to avoid detecting small-scale variation that was present in the experimental system and thus already is integrated in the function. The application of the concept of process resolution is hampered by a lack of empirical methods for its quantification. However, if the biological mechanism causing nonlinearity is understood, it is often possible to use intuitive arguments to identify a scale domain within which the resolution scale can be found . When heterogeneity has been quantified at multiple scales using hierarchical ANOVA or ANCOVA, it is also possible to evaluate whether the estimates obtained by moment approximation are sensitive to changes in sample scale. In this way, processes where the definition of resolution scale is critical for the outcome of the moment approximation may be identified, which may necessitate a more careful identification of process resolution.
The method we propose for quantifying spatial variation at relevant scales assumes that the heterogeneity in the experimental system is similar to the heterogeneity at the same scale in the field. In many cases, however, the walls of the containers affect the distribution of animals, which may have substantial effects on the consumption rate observed in predator-prey experiments (Bergström and Englund 2002, 2004) . If the magnitude of the unwanted heterogeneity can be estimated, this caging artifact may be extracted from the functional response (e.g., Bergström and Englund 2004) . The corrected functional response may thereafter be used in the moment approximation.
The application of this method for estimating heterogeneity is complicated by the fact that the nonlinear behavior of a model may be the result of several processes that may have different resolution scales. For example, the covariance between predator and prey affects the rate of consumption of prey by affecting the encounter rate and thereby the perceived prey density. Here heterogeneity, even at small scales compared to the mobility of the predator, will affect the number of prey encountered and thus the consumption rate ( fig. 1B) . On the other hand, the variance effect on a Type II functional response ( fig. 1A ) is caused by a higher degree of predator satiation in patches with high prey density. Heterogeneity on scales that are small compared to the mobility of the predator will not matter, because there will be no difference in the prey densities experienced by hungry and satiated predators.
Thus, if moment approximation is used in population models including several processes, it may be desirable to quantify spatial variation at scales matching the resolution scale of each of the processes. If a hierarchical sampling scheme is adopted in which variance and covariance components are statistically partitioned between several scales, spatial variation relevant to different processes can be measured simultaneously (Chesson 1998; Melbourne 2000 ).
An Empirical Example
The Saduria-Monoporeia System
The isopod Saduria entomon (L.) is a predator and scavenger, common on soft bottoms of all depths throughout the Baltic Sea (Green 1957; Haahtela 1990 ). Its main prey in the northern Baltic Sea is the amphipod Monoporeia affinis (Lindström), although the diet may also include other macro-and meiobenthos, dead fish, and conspecifics (Haahtela 1990; Leonardsson 1991a) . Monoporeia is a deposit feeder (Lopez and Elmgren 1989) and can be very abundant, with densities frequently reaching 10,000 individuals per square meter (Sparrevik and Leonardsson 1998) . In the low-saline Gulf of Bothnia, these two species totally dominate the macrofaunal community at depths larger than 40-50 m. As other predators on these species, such as benthivorous fish, are scarce at these depths (Leonardsson 1991b), Saduria and Monoporeia make up a tightly coupled predator-prey system, where predation from Saduria appears to have a strong influence on the dynamics of Monoporeia (Sparrevik and Leonardsson 1999) .
The functional response of Saduria preying on Monoporeia is sigmoid and well described by the Type III function in table 1 (Aljetlawi et al. 2004 ). The field data on the dynamics and the spatial distributions of Monoporeia and Saduria come from an environmental monitoring program in the Gulf of Bothnia, at 63Њ20ЈN, 20Њ20ЈE. Here 11 stations within a 300-km 2 area were sampled in May each year during [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] . The depth at theses stations was 46-129 m. At each station, three replicate samples within a radius of approximately 30 m from the center of the station were collected with a van Veen grab (0.1-m 2 area). This data set thus provided information on spatial variation at two scales, the sample scale and the station scale.
Quantifying the Moment Approximation
The experimentally obtained functional response was extrapolated to the natural Saduria-Monoporeia system using second-order moment approximation. To parameterize the moment approximation for the Type III functional response (derived in app. A), we used experimental data on attack rate and handling time (Aljetlawi et al. 2004 ; app. B in the online edition of the American Naturalist), together with field estimates of Monoporeia and Saduria densities, Monoporeia variance, and Saduria-Monoporeia covariance in the study area from 1983-2002.
The consumption rate calculated using the moment approximation was compared to the rate predicted by a nonspatial model based on mean densities of predators and prey. This latter method, which is the MFA, can also be described as a first-order moment approximation, consisting of only the first term of equation (1). To evaluate the performance of the moment approximation, we compared estimates generated with this method to estimates obtained using partitioning (sensu Rastetter et al. 1992) . In partitioning, the number of prey consumed was calculated for each sample separately, and the total consumption was found by summing over samples and stations. As the number of terms retained in the moment approximation increases, the moment approximation estimate approaches the partitioning estimate. Thus, by comparing the estimates obtained by partitioning and second-order moment approximation, we can evaluate the effect of ignoring higher-order statistical moments. This comparison will, however, not be exact, since the partitioning estimate is calculated as if the whole population was known, while the variance and covariance components are adjusted for being estimated by a sample of a larger population. In our case, this source of error is negligible because the sample size is large.
The results of the moment approximation showed that the heterogeneous distribution of Saduria and Monoporeia in the studied area had a large effect on Saduria's consumption rate. The effect of the variance, averaged across years, was to increase the consumption rate by 47%, compared to the mean field estimate, while the effect of the covariance was to decrease consumption rate to 65% of the mean field estimate ( fig. 2, top) . The variance effect was positive in all years, because densities were in the range of the functional response where it curves up. The covariance effect, on the other hand, was negative in most years. Because of the opposite influence of these two mechanisms, the resulting effect of heterogeneity on the consumption rate was relatively small in general, as demonstrated by the difference between the MFA and moment approximation estimates. However, in the last years, both the covariance and the variance effects were highly positive, which together raised the consumption rate to almost five times the mean field estimate ( fig. 2, bottom) . The second-order moment approximation seemed to capture the effect of spatial variation quite well, as the difference between the moment approximation and partitioning was on average 13%. The difference was largest in years with low prey density. We also evaluated the performance of a third-order moment approximation (app. A), where the effect of skewness of distributions is also taken into account. The third-order term further improved the accuracy of the moment approximation, as the difference compared to partitioning was then on average 4%.
The precision of the moment approximation also depends on the match between the resolution of the sampling program and the size of the experimental system and/or the resolution of the process that generates nonlinearity. The size of the experimental system and a single sample matched well, these being 0.2 and 0.1 m 2 , respectively. Following the scheme for how to measure relevant heterogeneity (outlined in "Estimating Relevant Heterogeneity"), we should also examine whether the resolution scale of the process is larger than the experimental/sample scale. As discussed above, this procedure is more complicated if the variance and covariance effects may have different resolution scales. Based on our knowledge of Saduria behavior when preying on Monoporeia, we believe that the resolution scale of the covariance effect is smaller than the size of the sample. The resolution scale of the variance effect, on the other hand, may be larger than the size of the sample but still most likely smaller than the intersample distance (∼30 m). This means that heterogeneity at the station scale will certainly matter for both the variance and the covariance effects, while variation at the sample scale possibly acts only on the covariance effect.
To examine whether this was a problem, we estimated variances and covariances at both the sample and the station scale and calculated the moment approximation for each scale. The variance and covariance components were partitioned between scales by performing one-way ANOVAs and ANCOVAs (Sokal and Rohlf 1995; Underwood 1997) . The analysis showed that using station, instead of sample, as the resolution scale had little influence on the result of the moment approximation, as the mean difference between the estimates was only 3.4%. Most of the variance in Monoporeia density (mean 89%, range 66%-99%), as well as of the covariance between Monoporeia and Saduria (mean 82%, range 4%-99%), came from the station scale. Thus, since most of the spatial variation came from the station scale, the choice of resolution scale was not critical for the outcome of the moment approximation in most years.
Modeling Predator-Prey Dynamics with and without Spatial Variation
To study how spatial variation may affect the SaduriaMonoporeia system over timescales longer than the snapshot picture of the functional response, we developed a simple continuous time model of the predator-prey system. We have simplified the model by ignoring the size structure of the species, as well as the cannibalistic behavior of Saduria (Leonardsson 1991a ). In the model, we used a logistic prey growth function and the experimentally determined functional response (Aljetlawi et al. 2004) :
2 dt 1 ϩ ahN where r and K are the growth rate and the carrying capacity of the prey, respectively, and N and P are prey and predator densities, respectively, measured as biomass per unit area, a is attack rate, h is the handling time of the functional response, f is the conversion efficiency, and q is predator mortality rate. Predator growth due to feeding on an alternative food source, dead fish, was represented by adding a small constant b. This formulation was chosen because this type of resource is detected from long distances and rapidly consumed; that is, we assume that a fixed amount of biomass enters the predator population via this route.
The parameterization of the model is described in appendix B. This nonspatial model was made implicitly spatial using moment approximation. To accomplish this, we express the variance and covariance as functions of prey and predator densities. These functions were estimated from the time series data available; that is, yearly measurements of densities, variances, and covariances were used as observations. The variance in prey distribution was expressed as a power function of prey biomass ( ; , 2 1 . 5 6 2 j p 1.12N r p 0.94 P !
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). The covariance was modeled by a linear function of .001 prey biomass at times t and and predator biomass at t Ϫ 1 t ( , , 2 j p Ϫ3.53N ϩ 3.58N Ϫ 3.10P r p 0.60 P ! .02
for all terms; details about model selection in app. B). The significant effect of the prey density from the previous year ( ) shows that there is a delayed density dependence N tϪ1 that is manifested in the covariance dynamics. The covariance model worked well except when negative covariances occurred at increasing prey densities. Then, the model could produce negative consumption. To correct for this, negative consumption was set to 0. This implies that predators relied on alternative resources (b in the model), which in the model occurred in two years per cycle.
The spatial model, with a second-order moment approximation of both the prey growth function and the functional response, was given by
Note that the effect of prey variance on the logistic growth function is given by the second term in equation (4), whereas no correction term is required for the linear function describing the predator death rate in equation (5) (the second derivative equals 0). The behavior of the mean field model and the spatial model was explored for realistic values of predator attack and death rates. The models were not examined within the whole parameter space, as the aim of this modeling exercise was merely to capture qualitative differences between the models.
The dynamics predicted by the nonspatial and the spatial model differed substantially. While the nonspatial model was stable within the explored parameter space, the spatial model also exhibited bounded oscillations ( fig. 3) . These results may be compared with the observed dynamics of the Saduria-Monoporeia system, where both our data ( fig. 4) and longer time series of Andersin et al. (1978) and Leonardsson et al. (2002) for Monoporeia suggest that the dynamics are oscillatory. Our data cannot be used to determine the frequency of oscillations, but the 37-year record for the Bothnian Sea provided by Leonardsson et al. (2002) shows regular 6-8-year cycles, which is in good agreement with the 6-year cycles predicted by our spatial model. However, the spatial model predicts lower predator densities and more positive covariances than observed in the field (fig. 4) . It can also be noted that the spatial model predicts that Saduria rely on alternative resources in years with strong negative covariance.
When including the covariance effect but not the variance effect, the predicted dynamics were similar to those predicted for the fully adjusted model ( fig. 3) , while adjusting only for the effects of prey variance produced stable dynamics throughout the investigated parameter space (not shown). Thus, we conclude that the spatial model was destabilized by the covariance effect.
The covariance affects the dynamics by altering contact rates. To demonstrate this intuitive interpretation, we used the potential contact measure proposed by Schneider et al. (1987) and O'Driscoll et al. (2000) to calculate the prey densities experienced by a predator at the station scale ( fig.  5 ). Negative covariance during the buildup phase causes the prey density experienced by a predator to be lower that the regional mean density, whereas the two densities are more similar during the phase when prey densities decrease.
Discussion

Evaluation of the Second-Order Approximation
To evaluate the versatility of the second-order moment expansion as a tool for calculating effects of heterogeneity, we need to examine the accuracy of this approximation for different scenarios. We start this exercise by identifying situations where the second-order approximation will calculate regional-scale functions exactly. This is the case when the function to be approximated is quadratic (par- , and predator growth on alternative resources b was 0.005 g day Ϫ1 m
Ϫ2
. abolic), as well as when the variables of the function are normally distributed, because then all higher-order moments (e.g., skew, kurtosis) will be 0 (Rastetter et al. 1992; Keeling et al. 2002) . Only in cases when both of these conditions are violated will the second-order moment expansion be imprecise-if either condition is satisfied, a second-order equation will be exact. Small deviations from both these conditions will still allow for an exploration of how spatial heterogeneity affects the rate of an ecological process, as higher-order terms will be small. This situation may be exemplified by the Type III functional response of the Saduria-Monoporeia system, where the response function was not quadratic and the distributions often deviated from normality. Still, the consumption estimates from the second-order moment approximation were in good agreement with the partitioning estimates in most years. In this context, it is worth considering in what situations the effect of spatial variation will be largest and the MFA most erroneous. In general, the magnitude of the variance and covariance effects, and thus the error associated with using the MFA, increases with the degree of nonlinearity of the function and the degree of spatial variation of the population (Rastetter et al. 1992) . In some instances, however, the net effect of heterogeneity may be small, although the degree of nonlinearity and/or spatial variation would indicate the opposite. This was the case in the SaduriaMonoporeia system, where the variance and covariance effects, which were both relatively large, in most years acted in opposite directions. Consequently, the difference between the nonspatial (MFA) and spatial estimates of the consumption rate was fairly small, although the spatial variation of the system was substantial. This example highlights the importance of performing calculations when trying to judge whether spatial heterogeneity has important effects on process rates in an ecological system.
The Effect of Spatial Variation on Population Dynamics
In this study, we show how a dynamic population model based on empirical data can be made spatial using moment approximation. The model includes effects of both prey variance and predator-prey covariance. A central finding is that it is possible to model the dynamics of predatorprey covariance as a function of past and present densities and that this covariance may have important effects on the stability of the system.
An approach related to moment approximation has been applied to the study of host-parasitoid interactions, assuming that spatial heterogeneity in attacks can be described by the aggregation parameter k of the negative binomial distribution. This approach has produced elegant model formulations and a general criterion for stability, (CV is coefficient of variation), that often can be 2 CV 1 1 measured directly in the field (e.g., Pacala and Hassell 1991) . Although early treatments confounded parasitoid variance and host-parasitoid covariance (May 1978 ; Has-
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Figure 5: Dynamics of regional mean prey density and the prey density experienced by a predator at the station scale. Predicted experienced densities were calculated using (Schneider et 
sell 1980), later studies clarified how they should be separated Pacala and Hassell 1991) . Most studies have treated variances and covariances as scaleindependent constants, but at least one study has modeled the host-parasitoid covariance as a function of parasitoid density (Jones et al. 1993) . A weak stabilizing effect of the covariance was found in this study.
Moment approximation has been used by theoretical ecologists (e.g., Chesson 1998; Holt and Barfield 2003) , but not until recently has the method been used to estimate effects of heterogeneity in empirical systems ). In the study by Melbourne et al., heterogeneity measures were treated as constants, which can give snapshot pictures of the systems. This certainly may improve our understanding of the effects of heterogeneity, but as shown here and elsewhere (Jones et al. 1993) , variances and covariances can vary dramatically over time, which means that snapshots uncover only part of the picture. If moment approximation is to be used as a tool in population modeling, we need to be able to express variances and covariances as functions of the variables followed in the model (Chesson 1998; Melbourne 2000; . Variances usually do not pose a problem, because they can often be described as functions of mean density, while finding functions for covariances may be challenging. For the Saduria-Monoporeia system, we found that by including a time lag represented by the prey density from the previous year in the function, the covariance could be accurately predicted. This is the first empirical confirmation of the finding by Keeling et al. (2000) that the covariance in a spatial enemy-victim model with unstable dynamics may be expressed as a function of past densities. A difference between our covariance function and the one derived by Keeling et al. (2000) for a Nicholson-Bailey model is that past predator densities did not improve our model.
We used the population model to examine how spatial heterogeneity may affect the Saduria-Monoporeia system. The nonspatial model can generate unstable dynamics (see Yodzis 1989 ), but it yields stable dynamics for parameter values considered realistic for the Saduria-Monoporeia system. Introducing spatial heterogeneity was destabilizing, and for realistic parameter values, the system oscillates with a cycle length corresponding to that observed in field data (Andersin et al. 1978; Leonardsson et al. 2002) .
What, then, is the mechanism behind the destabilizing effect of heterogeneity in our model? In the simulations, the effects of prey variance mediated by either the functional response or the logistic growth function did not affect stability. Instead, it was the covariance and its effect on the rate of encounters between predators and prey that destabilized the dynamics (fig. 3) . The effect of covariances on stability is usually explained as an effect on the average values of parameters that control stability (Murdoch et al. 2003) . This explanation was not valid here because the mean field model is stable for any value of attack rate when using realistic values of r, K, and h. Instead, we suggest that the destabilization can be explained by the temporal correlation between covariance and mean densities; figure 4 shows that the covariance is positive when prey densities decrease and, conversely, that the negative covariances coincide with increasing prey densities. This means that the covariance increases prey mortality when prey density decreases and decreases mortality when prey density goes up. Thus, the covariance dynamics tend to enhance prey density oscillations. This also means that the functional response is different at increasing and decreasing phases of the cycle.
Recently, Pascual et al. (2001 Pascual et al. ( , 2002 showed that the complex dynamics generated by an individual-based spatial model could be reproduced by the corresponding mean field model after adjustment of parameter values, while retaining the form of the functions (see also Cuddington and Yodzis 2000) . Clearly, this approach is not useful for the Saduria-Monoporeia system, as highly unrealistic parameter values are required for the mean field model to produce oscillations. The increase in model complexity required to reproduce the observed dynamics is, however, modest; one additional state variable, the lagged prey density, and five parameters to characterize variances and covariances were required. Compared to individualbased models, this is a major simplification that improves our ability to analyze and understand the role of space on population dynamics.
Our results concur with the conclusion reached in a number of articles that the spatial correlation of predator and prey distributions affects stability (Murdoch and StewartOaten 1989; Donalson and Nisbet 1999; Keeling et al. 2000; Hosseini 2003) . However, there is no consensus in this literature concerning the effects of positive and negative covariances on stability. For example, negative covariances can be either stabilizing (Keeling et al. 2000; Hosseini 2003) or destabilizing (Donalson and Nisbet 1999) . We conjecture that one reason why divergent conclusions have been reached is that the covariance can affect stability through at least two different routes: by a direct effect on the average attack rate and by temporal correlations between the covariance and mean densities. The temporal correlation can be destabilizing, as in this study, or stabilizing, as appears to be the case in the host-parasite model analyzed by Keeling et al. (2000) . Moreover, it is well known that the effect of altered attack rate in mean field models can depend on the type of functional response and the value of other parameters in the model (e.g., Yodzis 1989) . Thus, we suspect that generalizations concerning the relationship between covariance and stability will be difficult to find unless the relative importance of the two routes is considered.
The covariance dynamics may be considered an explanation when comparing the behavior of models that differ in their representation of spatial processes. However, in a natural system, it may be equally valid to explain covariance patterns as the result of density dynamics. Therefore, mechanistic explanations should be sought among processes operating on lower levels of organization, such as predator and prey movement behaviors and patterns of local reproduction and mortality. Thus, an important question posed by our findings is what kind of behavior leads to destabilizing covariance dynamics. The fact that periods with high predation pressure, positive covariance, and decreasing prey densities are followed by periods with low prey density and negative covariance seems to suggest that the dominating negative covariance at the station scale is caused by local consumption; that is, Saduria act as a clearing predator (sensu Schneider 1992) . However, smallscale aquarium experiments have demonstrated that Monoporeia respond to the presence of large Saduria by entering the water column, a behavior that may be used for long-distance dispersal (Sparrevik and Leonardsson 1995) . Thus, it cannot be ruled out that this movement response also influences covariance dynamics at the station scale.
Conclusions and Future Perspective
It has repeatedly been concluded that a major challenge for ecology today is to develop techniques for incorporating effects of scale-dependent variation in extrapolating results from experiments to nature (Wiens 1989; Levin 1992; Kemp et al. 2001; Englund and Cooper 2003) . Moment approximation provides such a framework for scaling up experimentally obtained functions to heterogeneous populations. The moments consist of familiar descriptors of heterogeneity that are easily accessible from field data. These are added as terms that correct the experimentally derived small-scale model, which makes it possible to distinguish the effects of different measures of heterogeneity. In a second-order approximation of the functional response, we can separate the effects of variance and covariance in prey and predator distributions, both of which can be coupled to well-understood biological mechanisms.
Moment approximation can also be used to add space as a component to dynamic population models while still keeping model structure simple. This, however, requires that the variance and the covariance of the system can be expressed using the variables that are tracked by the model. We show that this may be done for the Saduria-Monoporeia system, where we have a tight coupling between predator and prey. It remains to be seen whether this method is successful for other systems as well. Moment approximation also opens up the exciting possibility of adding spatial variation to existing mean field models, provided that appropriate field data are available. This exercise could, besides giving valuable insights into the importance of heterogeneity for population dynamics, also serve to evaluate the benefits and limitations of moment approximation.
While the density-variance relationship is a well-studied subject, there seems to be a large gap in knowledge concerning density-covariance relations. Indeed, our empirical results and the theoretical findings of Keeling et al. (2000) suggest that the covariance is a key to understanding why predator-prey systems exhibit bounded fluctuations. Thus, we urge both theoreticians and empiricists to investigate covariance dynamics and how the covariances relate to densities in oscillating systems. Do these patterns, for example, differ between regular predator-prey cycles and cycles driven by cohort competition or cannibalistic interactions? It can be hypothesized that the covariance dynamics are influenced by predator and prey movements and therefore are scale dependent Hambäck 2004a, 2004b) . It may thus be of interest to study whether covariance dynamics at different scales can be related to movement behaviors, for example, overall mobility, predator aggregation in prey patches, or predator avoidance by prey.
Another question to be studied is to what extent moment approximations to the second order will suffice to capture relevant aspects of heterogeneity. Bringing in higher-order moments is possible, but model complexity will increase sharply, and the mechanistic understanding of the spatial effects will suffer. It should also be kept in mind that including higher-order moments does not necessarily generate better estimates (Rastetter et al. 1992) . The possibilities and limitations of moment approximation for ecological applications are so far largely unexplored. Nonetheless, the technique certainly brings promise for advancing our empirical knowledge of the well-recognized, but little treated, problem of how spatial variation shapes population dynamics.
