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Abstract 
State of technology automatic DHM simulation has been rated too unrealistic for virtual assessment of manual assembly operations at Daimler 
AG. Realism can be increased by improving path planning of workers’ walk paths. This work proposes an analytic methodology for spatially 
and temporally improving A* results. It is based on B-Splines, which are parameterized using motion capture data. Tests with motion capture 
data show that the methodology improves realism even though systematic error remains. The proposed methodology is considered a significant 
improvement in comparison to today’s A* based walk path models. 
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1. Introduction 
In the automotive industry, physical prototype building is 
used to verify and optimize planned manual assembly 
processes. The assembly planning team conducts several 
prototype based assembly verification workshops before the 
start of production in order to define an optimal manual 
assembly process [1]. Physical prototype building and testing 
is one of the major cost factors in vehicle development [2,3]. 
This cost increases with the number of models. Mercedes-
Benz went from offering nine models in 1993 to expect to 
offer 32 in 2015 [4]. Therefore, reducing the number of 
physical prototypes is a key aspect of future competitiveness. 
As the number of physical prototypes is reduced mainly 
during the early phases of product development physical 
prototypes are no longer available for verifications and 
evaluations of manual assembly processes in these planning 
phases. Waiting for the next available physical prototype is 
not an option, because identifying assembly process related 
issues later in the development process will cause ramp-up 
delays and increase development cost. 
One approach to manual assembly process verification 
without physical prototypes is digital simulation. In [1] a 
reference framework for classifying these approaches is 
presented. The scope of this work is limited to the digital 
worker–digital objects approach. The approach is 
characterized by the use of a digital human model (DHM) to 
interact with digital prototypes of the product to be 
assembled.  
In practice, 3D simulation analysis in automotive industry 
is mostly static and focused on critical assembly situations. 
This restriction is caused by the time consuming modeling 
nature of manually defining key frame postures, the 
inflexibility to changes on the process and product, and the 
often occurring unnatural movements of the DHM if dynamic 
processes are to be simulated [5]. For 2D human walking 
simulation agent-based models use motion planning, random 
walk, movement by steering, movement by social force and 
movement by hopping approaches [6]. For optimizing worker 
walking paths, 2D simulations of walking trajectories in 
assembly stations are common in industry. Such automated 
software as IPO:log by ipo.Plan for 2D trajectory planning 
simplifies the DHM to a point or a circle and employs 
established approaches such as cell decomposition and A* to 
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derive motions [7]. If these trajectories are used as basis for a 
3D simulation, the resulting DHM walking motion is 
unrealistic and lacks the acceptance of the participants in 
production verifications workshops. In [1], walking activities 
not only presented collisions with some objects in the scene, 
but also showed an unrealistic behavior, such as taking sharp 
turns and constant walking speed regardless of the intended 
action.  
1.1. Trajectory planning  
The goal of trajectory planning is to generate reference 
inputs for a motion control system —in this case of the 
DHM— to ensure that the desired trajectory is executed given 
a set of points and time constraints. The path is the locus of 
points to be followed by the DHM (i.e. a geometric 
description of the motion); and the trajectory is the path with a 
specified time in terms of velocities or accelerations. If the 
workspace is not empty, it is necessary to avoid collisions by 
planning the motions of the DHM around any obstacles 
present in the workspace. For instance, cell decomposition 
techniques assume that the workspace can be decomposed in 
simply shaped regions, i.e. cells, for which a collision free 
path is “easy” to compute between two adjacent cells or 
between two configurations belonging to the same cell. A 
connectivity graph containing information about the 
adjacency and the configuration, i.e. start or goal, of the cells 
can be built. Nodes represent the cells and transitions the 
allowed movements. By searching this graph it is possible to 
find a path between the start and the goal cell. A* is a an 
ordered best-fit search algorithm that examines the successors 
of the nodes based on a cost function, that considers the cost 
of the collision free path from the start node and a heuristic 
that estimates the cost of the cheapest path from the current 
node to any goal node. A* always finds the shortest or 
cheapest collision free path if it exists [8]. Therefore, it is 
preferable to approaches such as hill-climbing and Dijkstra’s 
algorithm [6]. 
1.2. Trajectory smoothing 
Finding natural looking paths is a challenging problem. 
Common trajectory planning algorithms such as A* employ 
cell decomposition. This approach includes discretization of 
space, which may result in unrealistic paths features such as 
sharp turns. If these paths are used for human trajectory 
planning, the resulting trajectories will be unrealistic. Typical 
DHM motion planning tools not only generate unrealistic 
paths, but also assume a constant walking speed. 
Several approaches other than A* that address path 
planning have been previously proposed. Approaches based 
on cell decomposition have used single and multi-objective 
optimization techniques addressing path length and clearance 
for path finding [9]. Post processing techniques that convert 
the initial solution to a locally optimal length one have also 
been suggested [10]. 
For addressing the temporary dimension and smoothness 
of motion planning [11] introduced a bounded continuous 
curvature and bounded curvature derivative path planning for 
automated public transportation. Gravot et. al. presented a 
method to find an “optimal” speed profile, defined as the 
minimization of the trajectory total time subjected to 
constraints on any of its derivative [12]. Broquere, et. al. 
presented a soft motion trajectory planner limiting jerk, 
acceleration and velocity for human interaction with robot 
manipulators [13]. 
For human walking simulation, path smoothing approaches 
have been suggested, such as [14] where control points along 
an A* generated path were computed and the path then 
recalculated using Catmull-Rom-Splines resulting in a 
collision free, smooth and continuous path for a video game 
avatar. More complex system dynamics approaches such as 
steering or optimal control optimization models for human 
walking trajectory planning have shown good results when 
compared to experimental data [15]. 
2. B-Spline based smoothing of A* walk paths 
The methodology that is proposed in this work derives a 
smoothed walk path from a walk path that results from the A* 
algorithm. Besides spatial smoothing, the methodology also 
optimizes realism in the time domain using motion capture 
data. The methodology comprises three steps: Data pre-
processing, interpolation and time label assignment. 
2.1. Data preprocessing 
Walking paths should be smoothed in less important points 
while preserving crucial path points such as work places as 
they are. Additionally while transitions at path points should 
be as smooth as possible, edges at work places are acceptable 
because the worker stands still. Therefore, each point in the 
series that results from A* is classified into the four categories 
start/end point, pick/place point, work place point, ordinary 
point. These categories are employed to divide paths into sub 
paths, where each non-ordinary way point separates sub paths. 
 
 
Fig. 1. Artifacts in A* generated walking paths. 
2.2. Path smoothing 
One issue with A* results are local point clusters with one 
raster length distance that would indicate going in circles in 
place in a continuous space model. Another issue is that A* 
generates paths with edges that would cause a DHM to adjust 
orientation on the spot. Especially S curves look unrealistic, 
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since realistic walk paths are smoother (see Fig. 1). The 
proposed interpolation approach does not use the A* resulting 
points, but computes a different point set for setting up B-
Splines. Determination of points depends on sub path length. 
If a sub path length di is smaller than the minimum 
distance dmin then the new path point set is empty, which 
eliminates the above described A* artefacts. dmin is chosen 
slightly larger than the grid distance, on which the A* 
algorithm operates. 
If a sub path length is larger than two times the method 
parameter ܴthen four way points are defined (see Fig. 2): 
ܴ െ ߜ 
ܴ 
݀௜ െ ܴ 
݀௜ െ ܴ ൅ ߜ 
where,  
R is the minimum turn radius  
di is the sub path length and 
δ is a small distance for setting double points 
 
 
Fig. 2. Path point generation for long S-shaped curves. 
If otherwise a sub path length is smaller than or equals to 
two times the method parameter R then both curves are so 
close together that only one path point at భమ݀௜ is derived (see 
Fig. 3). 
Based on both end points and on the generated list of path 
points, a B-Spline is generated for each sub path. For the 
methodology, the smoothing coefficient s is set to 0. Along 
the B-Spline, a set of equidistant points with distance ݀௦௧௘௣ is 
derived. In a next step, path points that are no end points of 
sub paths are pruned. Therefore, the angle between 
connection vectors is calculated. If for a path point this angle 
is below a threshold ߠ݉݅݊  then the way point is eliminated. 
Table 1 summarizes all input parameters for the methodology. 
 
 
Fig. 3. Path point generation for short S-shaped curves 
Table 1. Smoothing parameters 
Parameter Value Description 
݀௠௜௡ 0.2 m Minimum curve size, 
corresponds to A* grid size 
ܴ 0.3 m† Minimum turn radius 
ߜ 0.003 m Auxiliary point distance  
݀௜  Length of sub path i 
s 0 Smoothing coefficient 
݀௦௧௘௣ 0.2 m Distance between points on the B-Spline 
ߠ௠௜௡ 0.2 Angle threshold for 3 consecutive points 
† Parameter set with Motion Capture data 
2.3. Timing of frames 
In current time planning process, walk speed is considered 
constant. While this simplification is acceptable for 
workshops, in which no digital simulation is employed, it 
results in visibly unrealistic behavior in DHM simulations. 
Therefore, the proposed methodology comprises an 
assignment of time to each frame, which is also based on B-
Splines. 
The approach differentiates four elementary walking types, 
which can be concatenated: 
1. Start walk 
2. Stop walk 
3. Straight walk 
4. Curve walk 
Two assumptions form the basis for determining walk 
times. Deceleration starts at ݀ௗǡ௜௡  after the first curve path 
point. Acceleration starts at ݀ௗǡ௢௨௧  after the last curve path 
point. For each walking type, a B-Spline is defined, which is 
used to map path length to time. The B-Spline is defined by 
four parameters  ݎ଴ǡ ݎଵ,߮଴ǡ ߮ଵ as depicted in Fig. 4. 
 
 
Fig. 4. B-spline parameters. 
For start walk, the spline is stretched to ݀௔௖௖  on the 
abscissas, which states the path length after full walking 
velocity is reached. The ordinate is scaled to the parameter 
ݐ௔௖௖ . Prameter ߮଴ is set to 0 because initial acceleration is 
considered high. Parameter ߮ଵis set to π/4 in order to reach 
final velocity at the end of the acceleration phase. 
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For stop walk, ߮଴and ߮ଵ  are exchanged. Scaling is done 
equivalently to start walk. For straight walk, ߮଴and ߮ଵ  are 
both set to π/4. Scaling is done using walk path length ݀௜. For 
curve walk, ߮଴and ߮ଵ  are both set to π/4. The ordinate is 
scaled to the time increase for walking a curve. For generating 
the global walk path, all walk paths are concatenated and 
linearly scaled to match target time (c. Table 2). 
3. Parameterization with motion capture data 
In order to derive a realistic walk path, motion capture data 
is employed. The motion capture data comprises 20 straight 
walks. 10 walks have a length of 3 m, 5 walks have a length 
of 2 m and 5 walks have a length of 1 m. Walk speed is about 
0.75 m/s. These tests show a speedup length of about 0.3 m 
and a slowdown length of 0.4 m. 
 
 
Fig. 5. Derivatives of accelerations and decelerations of the 20 motion capture 
series for parameterization. 
Table 2 displays all input timing parameters for the 
methodology. 
Table 2. Timing parameters 
Parameter Start Stop Straight Curve 
ݎ଴  0.05m* 0.5m* 0.1m 0.3m* 
ݎଵ  0.4m* 0.05m* 0.1m 0.3m* 
߮଴ 0 π/4 π/4 π/4 
߮ଵ π/4 0 π/4 π/4 
݀௔௖௖ 0.3 m* 0.4 m* ݀௜ ݀௜ 
ݐ௔௖௖ 0.6 s* 0.8 s* ͲǤ͹ͷ௠௦ ݀௜* ͲǤ͸
௠
௦ ݀௜* 
* Parameter set without Motion Capture data 
4. Test with basic walk path examples 
The proposed B-Spline based approach has been 
implemented in the programming language Python. The B-
Spline implementation of the package scipy [16] was used. 
A* paths were generated with the software ipo:log [7]. 
A set of 3 test scenarios has been set up (see Fig. 6). 
Scenario 1 is a straight walk of 4 m length. In scenario 2, the 
worker has to walk around an obstacle and change the end 
direction. In scenario 3, the worker has to move in an “S- 
shaped” curve to pass between two obstacles. In each test 
scenario, the worker starts and ends in a standing position, i.e. 
without any initial or final velocity. The standing position is 
maintained for at least 20 s before start so that prior 
movement influence is minimized. In order to conduct the 
tests, the worker is shown start and end points and directions, 
which are marked on the floor. Additionally, part carrier bins 
and boxes are positioned as collision objects according to Fig. 
6. The worker is not told to follow a specific path. However, 
instructions included maintaining a “natural” walking speed 
as in a production setting. 
For each scenario, a walk path has been derived with the 
proposed methodology. Next, 55 motion capture repetitions of 
each scenario have been conducted using the marker based 
system ARTTRACK of the company ART Advanced 
Realtime Tracking. The hip joint of the motion capture data 
has been used for determining the worker position. All tests 
have been conducted with one worker, so that differences in 
body measures do not have to be taken into account. 
 
 
Fig. 6. Three test scenarios. 
As a base line, the walking paths that result from the A* 
algorithm are used. In order to derive trajectories, these walk 
paths are combined with an assumption of constant walking 
velocity. This assumption is predominant in today’s 
production planning assessment. 
Fig. 7 depicts motion capture results in the spatial domain. 
It can be seen that the smoothing with the proposed 
parameterization improves realism to a small amount. 
However, considering scenario 2, relaxing smoothing 
requirements, i. e. increasing dmin to a value greater than the 
A* grid size of maximum deviation to the polygonal A* result 
would result in a collision. 
Each trajectory consists of a set of three tuples, i.e. a time 
stamp, an x position, and a y position. First, times of each 
calculated and motion captured trajectory are normalized to 
an interval [0, 1]. For the A* result, 1000 additional path 
points are equidistantly distributed along the polygon to 
improve measurement because the A* algorithm yields a too 
small number of path points for realistic comparisons. For the 
proposed methodology, the pruning step is omitted for the 
same reason. 
In order to judge effectiveness of the proposed approach, a 
measure for comparing generated trajectories with the motion 
capture results is set up. From the motion capture data, frames 
that are time-wise closest to each calculated way point are 
used for comparison. Next, the average Euclidian distances Dt 
of each motion capture trajectory t to both calculated 
trajectories are derived.  
Table 3 summarizes the minimum Dmin, the average Davg 
and the maximum Dmax of all distances Dt. Note that the 
number of motion capture repetitions n is lower than 55 
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because for some repetitions, the hip node was lost from 
motion capture frames. 
 
 
Fig. 7: Spatial test results. 
For all scenarios, the proposed methodology shows less 
deviations from motion capture data than the state of 
technology A* approach. This holds true for the minimum, 
the average and the maximum deviation. The improvement 
that is introduced by the proposed methodology takes place in 
both the spatial and the temporal domain. However, frame 
timing contributes considerably stronger than path smoothing. 
Table 3 Comparison of trajectory deviations between a classical A* approach 
and the proposed method that is based on A* and B-Splines 
Scenario n Dmin [m] Davg [m] Dmax [m] 
(1) with A* 52 0.22 0.32 0.39 
(1) with A* and B-Spline 52 0.04 0.14 0.22 
(2) with A* 49 0.35 0.43 0.50 
(2) with A* and B-Spline 49 0.30 0.36 0.41 
(3) with A* 51 0.29 0.37 0.43 
(3) with A* and B-Spline 51 0.11 0.18 0.31 
5. Discussion 
Tests with three scenarios that have been chosen for their 
relevance to manual assembly processes in automotive 
industry show obvious improvements in trajectory realism. 
In comparison to scenario 1 and 3, scenario 2 is less 
improved. One reason is that in the second scenario A* 
provided a path point that introduces collision object evasion. 
In reality, a worker would not follow a path with an edge but 
directly head towards the obstacle edge. Repeating the test 
without this second way point, Davg is reduced to 0.32 for A* 
and to 0.24 for the proposed A* and B-Spline based 
methodology. This value is considered significantly better. 
Therefore, the sub-optimal A* way point explains most of the 
reduced improvement for scenario 2. 
The measure for calculating trajectory quality does not take 
into account the inherent variance in motion capture data. 
Considering the trajectories for scenario 1, it is obvious that 
reducing Dmin to zero cannot be the target objective because 
realistic hip movements depend on stance lengths that are not 
part of the proposed methodology. However, since this effect 
is smaller than 0.01 m for the test scenarios it as only 
negligible impact on the trajectory deviations. 
A more important source of deviation results from the grid, 
that is set up to apply the A* algorithm for collision free path 
planning. The grid is laid over continuous space and 
determines if a collision object is present or not. Naturally, 
objects do not end at grid edges. Therefore, a systematic error 
is introduced. In the practical applications considered, the grid 
spacing is set to 0.2 m. In scenario 1, no collision objects 
interfere and the starting and the end point are aligned to the 
grid, which eliminates the error. In scenario 2 and 3, Davg is 
already less than grid spacing. Therefore, the methodology 
yields results that lie in the zone of this systematic error. 
Therefore, reducing grid spacing would be required before 
further optimizing spatial path quality. 
Preliminary tests for walking paths below 1 m showed 
little optimization potential because realistic walk trajectories 
show less than three steps. For short paths, these steps are 
likely not to follow the walk direction, i.e. side steps and 
upper torso twists become common. This more complex 
behavior is not adequately represented by the four elementary 
walking types that are presented in section 2.3. Therefore, the 
proposed methodology should not be applied to walk paths 
that are shorter than 1 m.  
The test scenarios represent common movements in 
manual automotive end assembly. However in practice, such 
modules would have to be combined, i.e. an acceleration 
process may coincide with a curve walk, which starts with a 
deceleration process. Such combinations are not represented 
in the test scenarios.  
6. Conclusion and outlook 
The proposed methodology is able to improve A* based 
trajectories as they are used for production planning in 
automotive industry today. Such an improvement allows 
further optimization of work places. Furthermore, worker 
performance is less likely to be misestimated, which reduces 
the need to correct work plans in the ramp up phase. 
The proposed methodology employs a set of parameters 
that have not been optimized using motion capture. The most 
promising parameters for further optimization may be dacc and 
tacc because realistic velocity deceleration is expected to be 
dependent on the curvature, the curve length and the tightness 
of the collision free path. These parameters could be tested 
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with further motion capture experiments to derive an 
improved model for curve speed. 
For further tests, A* grid spacing could be reduced. This 
may require a more efficient implementation than employed 
in standard software, because moving parts such as cars on 
conveyor belts have to be taken into account. 
The proposed methodology could be combined with more 
sophisticated path planning algorithms than plain A*. Such 
algorithms could model more information about the scenario 
such as collision object visibility for a worker. 
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