Using 2.92 fb −1 of electron-positron annihilation data collected at √ s = 3.773 GeV with the BESIII detector, we report the results of a search for the flavor-changing neutral current process D 0 → γγ using a doubletag technique. We find no signal and set an upper limit at 90% confidence level for the branching fraction of B(D 0 → γγ) < 3.8×10 −6 . We also investigate D 0 -meson decay into two neutral pions, obtaining a branching fraction of B(D 0 → π 0 π 0 ) = (8.24 ± 0.21(stat.) ± 0.30(syst.)) × 10 −4 , the most precise measurement to date and consistent with the current world average.
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I. INTRODUCTION
In the standard model (SM), the flavor-changing neutral current (FCNC) decay D 0 → γγ is strongly suppressed by the Glashow-Iliopoulos-Maiani mechanism [1] . The branching fraction for D 0 → γγ from short-distance contributions, such as an electromagnetic penguin transition, is predicted to be 3 × 10 −11 [2] [3] [4] . Long-distance contributions due to a vec-tor meson coupling to a photon are expected to enhance the branching fraction to the range (1 − 3) × 10 −8 [3, 4] . These predictions are orders of magnitude beyond the reach of current experiments, but some extensions to the SM can enhance FCNC processes by many orders of magnitude. For example, in the framework of the minimal supersymmetric SM, gluino exchange can increase the branching fraction for the c → uγ transition to 6 × 10 −6 [5, 6] . The previous experimental studies of D 0 → γγ were performed by the CLEO and BABAR experiments using data samples collected at the Υ(4S) peak [7, 8] . With an integrated luminosity of 470.5 fb −1 , corresponding to more than 250 million D 0 mesons based on the quoted number of reconstructed D 0 → π 0 π 0 candidates, its efficiency, and the measured B(D 0 → π 0 π 0 ) in Ref. [7] , BABAR set an upper limit at 90% confidence level (CL) on the D 0 → γγ branching fraction of 2.2 × 10 −6 which is the most stringent limit to date. In this paper we report a search for D 0 → γγ using 2.92 ± 0.03 fb −1 of e + e − annihilation data collected by the BESIII detector [9] at √ s = 3.773 GeV in 2010 and 2011. There are about 20 million D 0 mesons produced [10] from ψ(3770) decays in this sample. Taking advantage of the fact that D-meson production near the ψ(3770) resonance is solely through DD, we apply a tagged technique pioneered by the MARK III Collaboration [11] . After reconstructing a hadronically decayingD in an event (the tag), we then search for D-decay candidates of interest in the remainder of the event. (Unless otherwise noted, charge conjugate modes are implied throughout this paper.) This strategy suppresses background and provides an absolute normalization for branching fraction measurements independent of the integrated luminosity and DD production cross section. Therefore, searches for D 0 → γγ with BESIII at open-charm threshold are uniquely clean and provide a valuable complement to studies at the Υ(4S).
In addition to our primary result, we also report an improved measurement of the branching fraction for the decay D 0 → π 0 π 0 , which is the dominant background for D 0 → γγ. Precise measurement of the D 0 → π 0 π 0 branching fraction can improve understanding of U-spin and SU(3)-flavor symmetry breaking effects in D 0 decays [12] , benefiting theoretical predictions of CP violation in D decays [13] .
II. THE BESIII DETECTOR AND MONTE CARLO SIMULATIONS
The data used in this analysis were collected with the BES-III detector operating at the BEPCII Collider. The BESIII detector, which is described in detail elsewhere [14] , has a geometrical acceptance of 93% of 4π and consists of four main components. A small-celled, helium-based, multilayer drift chamber (MDC) with 43 layers provides momentum resolution for 1-GeV/c charged particles in a 1-T magnetic field of 0.5%. Excellent charged particle identification is achieved by utilizing the energy loss in the MDC (dE/dx). A time-offlight system (TOF) for additional charged particle identification is composed of plastic scintillators. The time resolution is 80 ps in the barrel and 110 ps in the endcaps, giving 2σ K/π separation for momenta up to about 1 GeV/c. An electromagnetic calorimeter (EMC) is constructed of 6240 CsI (Tl) crystals arranged in a cylindrical shape (barrel) plus two endcaps. For 1.0-GeV photons, the energy resolution is 2.5% in the barrel and 5% in the endcaps. Finally, a muon chamber system (MUC) is constructed of resistive plate chambers. These are interleaved with the flux-return iron of the superconducting magnet.
Monte Carlo (MC) simulations are used for efficiency and background determinations. Events are generated with KKMC [15] , which incorporates initial-state radiation and the spread of the BEPCII beam energy. The generated particles are subsequently passed to EVTGEN [16] , which simulates particle decays based on known branching fractions [17] [19] to simulate the BESIII detector response.
The ψ(3770) resonance is below the threshold for DDπ production, so the events from e + e − → ψ(3770) → DD have D mesons with energies equal to the beam energy (E beam ) and known momentum. Thus, to identifyD 0 candidate, we define the two variables ∆E and M BC , the beamconstrained mass:
where E i and p i are the energies and momenta of theD 0 decay products in the center-of-mass system of the ψ(3770). For trueD 0 candidates, ∆E will be consistent with zero, and M BC will be consistent with theD 0 mass. Single tag (ST) candidate events are selected by reconstructing aD 0 in one of the following five hadronic final states: 
In this expression i runs over each of the five tag modes, N tag and tag are the ST yield and reconstruction efficiency, and N tag,γγ and tag,γγ are the yield and efficiency for the DT combination of a hadronic tag and a D 0 → γγ decay.
A. Single-tag selection and yields
For each tag mode,D 0 candidates are reconstructed from all possible combinations of final-state particles, according to the following selection criteria. Momenta and impact parameters of charged tracks are measured by the MDC. Charged tracks are required to satisfy |cosθ| < 0.93, where θ is the polar angle with respect to the direction of the positron beam, and to have a closest approach to the interaction point within ±10 cm along the beam direction and within 1 cm in the plane perpendicular to the beam. Discrimination of charged pions from kaons is achieved by combining information about the normalized energy deposition (dE/dx) in the MDC with the flight-time measurement from the TOF. For a positive identification, the probability of the π(K) hypothesis is required to be larger than that of the K(π) hypothesis.
Electromagnetic showers are reconstructed from clusters of energy deposits in the EMC crystals and are required to be inconsistent with deposition by charged tracks [20] . The energy deposited in nearby TOF counters is included to improve the reconstruction efficiency and energy resolution. The shower energies are required to be greater than 25 MeV for the barrel region (|cosθ| < 0.80) and greater than 50 MeV for the endcaps (0.84 < |cosθ| < 0.92). Showers in the angular range between the barrel and endcaps are poorly reconstructed and excluded from the analysis. Cluster-timing requirements are used to suppress electronic noise and energy deposits unrelated to the event. For any tag mode with a π 0 in the final state, photon pairs are used to reconstruct π 0 candidates if the invariant mass satisfies (115 < m γγ < 150) MeV/c 2 . To improve resolution and reduce background, we constrain the invariant mass of each photon pair to the nominal π 0 mass. For ST modes, we acceptD 0 candidates that satisfy the requirements 1.847 < M tag BC < 1.883 GeV/c 2 and |∆E tag | < 0.1 GeV. In events with multiple tag candidates, the one candidate per mode with reconstructed energy closest to the beam energy is chosen [10] . We extract the ST yield for each tag mode and the combined yields of all five modes from fits to M tag BC distributions in the samples described above. The signal shape is derived from the MC simulation which includes the effects of beam-energy smearing, initial-state radiation, the ψ(3770) line shape, and detector resolution. We then convolute the line shape with a Gaussian to compensate for a difference in resolution between data and our MC simulation. Mean and width of the convoluted Gaussian, along with the overall normalization, are left free in our nominal fitting procedure. The background is described by an ARGUS function [21] , which models combinatorial contributions. In the fit, we leave free all parameters of the background function, except its endpoint which is fixed at 1.8865 GeV/c 2 . Figure 1 shows the fits to our tag-candidate samples. Tag yields, given in Table I , are obtained by subtracting the fitted background estimates from the overall fits in data within the narrow signal window
2 ). The total number of tags reconstructed in our data is approximately 2.8 million. Also shown in Table I are the tagging efficiencies obtained by fitting generic MC M tag BC distributions with the same procedure used on data. These ST and DT efficiencies include the π 0 → γγ branching fraction. 
The gray shaded histograms are arbitrarily scaled generic MC backgrounds.
B. Double-tag selection and yield
We select DT candidates by reconstructing D 0 → γγ from the two most energetic photon candidates that are not used in reconstructing the tag mode. The selection criteria for these photons are the same as the ones used on the tag side, except that we require 0.86 < | cos θ| < 0.92 for endcap showers − → e + e − γγ, which has a large production crosssection. To remove this background, we require the angle between the direction of the photon candidates and any charged tracks to be greater than 10 degrees. This requirement eliminates 93% of the QED background. For all tag modes, the dominant peaking background in the ∆E γγ signal region is from D 0 → π 0 π 0 . To remove this background, we implement a π 0 veto. We reject events in which one of the D 0 → γγ final-state photons can be combined with any other photon in the event to form a π 0 . This requirement rejects 82% of the D 0 → π 0 π 0 background and keeps 88% of the signal events. Figure 2 shows the distributions of ∆E γγ (top) and ∆E tag (bottom) after the above selection criteria are applied, overlaid with the MC background estimate. While we can suppress most of the background with the DT method, there remain residual contributions from continuum processes, primarily doubly-radiative Bhabha events for Kπ tags and e + e − →for other modes. In order to correctly estimate their sizes, we take a data-driven approach by performing an unbinned maximum likelihood fit to the two-dimensional distribution of ∆E γγ versus ∆E tag . We use ∆E γγ distributions rather than M γγ BC distributions as the background from non-DD decays is more easily addressed in the fit. Also, the background from
at the same place as the signal does, whereas it is shifted in ∆E γγ . The fitting ranges are |∆E γγ | < 0.25 GeV and |∆E tag | < 0.1 GeV. These wide ranges are chosen to have adequate statistics of the continuum backgrounds in our fit. The ∆E γγ resolution is 25 MeV, as determined with signal MC. For the signal and the D 0 → π 0 π 0 background, we extract probability density functions (PDFs) from MC, where the number of D 0 → π 0 π 0 background events is fixed to the result of the data-driven method described in Sec. IV. For the background from continuum processes, we include a flat component in two dimensions, allowing the normalization to float. The contribution from D + D − decays is completely negligible. We model the background from other D 0D0 decays with a pair of functions. In the ∆E tag dimension we use a Crystal Ball Line function (CBL) [22] plus a Gaussian, and in the ∆E γγ dimension, we use a second-order exponential polynomial:
2 ) .
In our nominal fitting procedure, we fix the following parameters based on MC: the power-law tail parameters of the CBL, the coefficients (c 1 and c 2 ) of the above exponential polynomial, and the mean and the width of the Gaussian function. The normalization for the background from all other D
0D0
decays is left free in the fit, as are the mean and width of the CBL and the ratio of the areas of the CBL and Gaussian functions. Table I lists the DT signal-reconstruction efficiencies for each of the five tag modes. As a test to validate the fitting procedure, we fit to 10, 000 sets of pseudo-data (toy MC samples) generated by randomly distributing points based on our generic MC samples while taking into account the Poisson distribution with input D 0 → γγ branching fractions of (0, 5, 10) × 10 −6 . The average branching fractions measured with these samples are (0.3 ± 1.2, 5.0 ± 2.4, 10.0 ± 3.1) × 10 −6 , respectively, where the quoted uncertainties are the root-mean-squares of the distributions. Figure 2 shows projections of the fit to the DT data sample onto ∆E γγ (top) and ∆E tag (bottom). We also overlay background distributions predicted by the MC simulations. 
IV. SIZE OF
To estimate the contribution of background from D 0 → π 0 π 0 events to our selection, we make a second DT measurement with the same sample used in searching for D 0 → γγ. Within these tagged events, we reconstruct D 0 → π 0 π 0 with the π 0 candidates that are not used in reconstructing the tag modes. The selection criteria for these π 0 candidates are the same as those used in reconstructing the tags. We select the pair of π 0 s that gives the smallest |∆E The expected π 0 π 0 contribution to our γγ candidates can be then obtained as Combining statistical and systematic uncertainties, we estimate the number of D 0 → π 0 π 0 events among the D 0 → γγ candidates to be 18 events with a relative uncertainty of 4.6%, spread across the ∆E γγ fit range.
V. SYSTEMATIC UNCERTAINTIES FOR D 0 → γγ ANALYSIS
MC studies demonstrate that D-decay measurements based on DT-to-ST ratios benefit from cancellation of most of the systematic uncertainties of tag reconstruction. The overall systematic uncertainty in our measurement is therefore dominated by other effects. The systematic uncertainties that are independent of our signal-fitting procedure are that associated with detection of the two photons, which is estimated by studying the reconstruction efficiency of a daughter photon from π 0 decay in a DT D 0 → K We also consider six possible sources of systematic effects due to our fitting procedure. The MC-based analytic form of the D 0D0 background shape (excluding the D 0 → π 0 π 0 contribution) is varied by changing the input branching fractions for [17] . (iii) The flat non-DD background shape is replaced with a shape that is linear in the ∆E γγ dimension. (iv) The fixed size of the background from
between data and MC simulations in which we intentionally ignore the lower-energy photon from each π 0 decay to mimic our background. We conclude that we do not need to assign additional systematic uncertainty due to the assumed D 0 → π 0 π 0 background shape in the fit, except to give an extra Gaussian smearing of σ = 5 MeV in the ∆E tag dimension. (vi) The fixed signal shape is studied based on the DT D 0 → π 0 π 0 sample in which we study distributions of its ∆E tag and ∆E π 0 π 0 for four cases by requiring that one of the two photons from each of the two π 0 to have at least 0.5, 0.6, 0.7, and 0.8 GeV to mimic our signal photon energies. From all four cases, we find that we need an extra Gaussian smearing of σ = 16 MeV and a shift by a factor of 1.0025 in the ∆E γγ dimension as well as an extra smearing of σ = 5 MeV in the ∆E tag dimension. Table II summarizes systematic uncertainties that are independent of our fitting procedure, as well as systematic variations that we consider to estimate uncertainties due to the fitting procedure. In the next section, we describe how we combine these systematic uncertainties into our measurement. Since we do not observe a signal, we set an upper limit on the branching fraction for D 0 → γγ. We first obtain a smooth background-only PDF shape from the sample via the kernel estimation method [23] . This is done by utilizing the RooFit class [24] RooNDKeysPdf [25] . We then generate 2.2 million toy MC samples by randomly distributing points according to the PDF shape, while taking into account the Poisson distribution. We fit to each of these toy samples while randomly making systematic variations in the fitting procedure, as described in the previous section. We also simultaneously smear each of the fitted branching fractions with a Gaussian whose width (3.8%) corresponds to the total systematic uncertainty that is not associated with the fitting procedure. Figure 4 shows an accumulation of the resulting branching fractions for D 0 → γγ. The shaded region represents 90% of its physical region, which we use to set our 90% CL upper limit of B(D 0 → γγ) < 3.8 × 10 −6 . If the systematic uncertainty were ignored in setting this limit it would be reduced by 0.1 × 10 −6 . The expected measurement of branching fraction from these toy experiments is (+0.7
, where the quoted uncertainties correspond to 68% of the areas under the curves in Fig. 4 . The mean value of the accumulated branching fractions is consistent with the value of the branching fraction from the nominal fit to data at 0.6σ level. 
VII. IMPROVED MEASUREMENT OF
As a byproduct of this analysis we also measure the branching fraction of D 0 → π 0 π 0 using the same data sample. Since the produced D 0D0 pairs in our sample necessarily have opposite CP eigenvalues [20] , the effective branching fraction for the CP -even final state π 0 π 0 is altered when it is measured in events tagged with a CP -mixed state such asD 0 → K + π − [26] . To avoid this complication and to improve the statistics, instead of a DT technique, we reconstruct only one D 0 orD 0 decay in the ψ(3770) → D 0D0 process. The ob-served yield is normalized to the total number of the D 0D0 pairs, which can be obtained as
, using the integrated luminosity L of our sample [9] and the previously measured cross section σ(e + e − → D 0D0 ) = (3.607±0.017(stat.)±0.056(syst.)) nb [10] . The branching fraction for D 0 → π 0 π 0 can be calculated as
where N π 0 π 0 is the observed number of D 0 → π 0 π 0 decays and π 0 π 0 is the selection efficiency determined with MC.
The reconstruction of π 0 candidates is the same as those in the ST modes described in Sec. III A. We choose a pair of reconstructed π 0 s that give the smallest |∆E BC . The efficiency is determined to be π 0 π 0 = 36% from MC simulations. Figure 5 shows a fit to the M
We use a double-Gaussian function to describe the signal shape, which is shown as a dotted line, and the background shape is described by an AR-GUS background function [21] . From this fit, which yields
, we obtain N π 0 π 0 = 6277 ± 156 events. In Fig. 5 , we also overlay the backgrounds that are estimated by the MC simulations (gray shaded histogram). Table III . 0 → γγ and observe no significant signal. We set an upper limit B(D 0 → γγ) < 3.8 × 10 −6 at the 90% CL, which is consistent with the upper limit previously set by the BABAR Collaboration [7] and with the SM prediction. Ours is the first experimental study of this decay using data at open-charm threshold. Employing the DT technique, we are able to suppress the backgrounds from non-DD decays effectively. Our analysis also shows that the peaking background from D 0 → π 0 π 0 can be reliably estimated with a data-driven method.
We have also measured the branching fraction for D 0 → π 0 π 0 to be (8.24 ± 0.21(stat.) ± 0.30(syst.)) × 10 −4 which is consistent with the previous measurements [27] and the most precise to date.
