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ABSTRACT
One problem facing today’s nuclear power industry is flow-accelerated corrosion and
erosion in pipe elbows. The Korean Atomic Energy Research Institute (KAERI) is performing
experiments in their Flow-Accelerated Corrosion (FAC) test loop to better characterize these
phenomena, and develop advanced sensor technologies for the condition monitoring of critical
elbows on a continuous basis. In parallel with these experiments, Sandia National Laboratories
is performing Computational Fluid Dynamic (CFD) simulations of the flow in one elbow of the
FAC test loop. The simulations are being performed using the FLUENT commercial software
developed and marketed by Fluent, Inc. The model geometry and mesh were created using the
GAMBIT software, also from Fluent, Inc. This report documents the results of the simulations
that have been made to date; baseline results employing the RNG k-ε turbulence model are
presented. The predicted value for the diametrical pressure coefficient is in reasonably good
agreement with published correlations. Plots of the velocities, pressure field, wall shear stress,
and turbulent kinetic energy adjacent to the wall are shown within the elbow section. Somewhat
to our surprise, these indicate that the maximum values of both wall shear stress and turbulent
kinetic energy occur near the elbow entrance, on the inner radius of the bend. Additional
simulations were performed for the same conditions, but with the RNG k-ε model replaced by
either the standard k-ε, or the realizable k-ε turbulence model. The predictions using the
standard k-εmodel are quite similar to those obtained in the baseline simulation. However, with
the realizable k-ε model, more significant differences are evident. The maximums in both wall
shear stress and turbulent kinetic energy now appear on the outer radius, near the elbow exit,
and are ~11% and 14% greater, respectively, than those predicted in the baseline calculation;
secondary maxima in both quantities still occur near the elbow entrance on the inner radius.
Which set of results better reflects reality must await experimental corroboration. Additional
calculations demonstrate that whether or not FLUENT’s radial equilibrium pressure
distribution option is used in the PRESSURE OUTLET boundary condition has no significant
impact on the flowfield near the elbow. Simulations performed with and without the chemical
sensor and associated support bracket that were present in the experiments demonstrate that the
latter have a negligible influence on the flow in the vicinity of the elbow. The fact that the
maxima in wall shear stress and turbulent kinetic energy occur on the inner radius is therefore
not an artifact of having introduced the sensor into the flow.iii
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Nomenclature
ck diametrical pressure coefficient, defined in Eq. (8)
D pipe diameter
f dimensionless friction factor defined in Eq. (6)
I turbulence intensity, defined in Eq. (7)
k turbulent kinetic energy per unit mass, defined in Eq. (3)
LI pipe inlet length — the length required for the flow to adjust from a
uniform inflow to a profile that is no longer a function of distance from
the inlet
p static pressure
pbeg, pend pressures at the beginning and end of the elbow (cf. Fig. 1), respectively,
averaged over the cross section
pin, pout pressures at the inlet and outlet of the model (cf. Fig. 1), respectively,
averaged over the cross section
r radial coordinate measured from the pipe centerline
R pipe radius
Rc radius of curvature of pipe elbow (cf. Fig. 1)
Re Reynolds number, defined in Eq. (1)
u, v, w fluid velocity components along x, y, and z, respectively
mean flow velocity parallel to the pipe axis, defined by Eq. (10)
mean tangential flow velocity (cf. Eq. (12))
Uavg mean flow velocity parallel to the pipe axis, averaged over the
cross section
Uc mean flow velocity parallel to the pipe axis, at the centerline
x, y, z Cartesian coordinates (cf. Fig. 1)
xc, yc coordinates of the elbow’s center of curvature in the horizontal plane
(cf. Fig. 1)
Greek Symbols
ε turbulent dissipation rate
εr wall roughness height
µ fluid viscosity
ua
uθix
θ azimuthal angle in the (x, y) plane measured counterclockwise from the
beginning of the elbow section (cf. Eq. (11) and Fig. 1)
ρ fluid density
Miscellaneous
denotes the mean, or time-averaged, component of a flow quantity
denotes the fluctuating, or turbulent, component of a flow quantity
...( )
...( )'x
1. INTRODUCTION 11. INTRODUCTION
The Korean Ministry of Science and Technology (MOST) and the U. S. Department of
Energy (DOE) have teamed together through the International Nuclear Energy Research
Initiative (INERI) to carry out a joint program of research into problems affecting the nuclear
power industry. One such problem is flow-accelerated corrosion/erosion in pipe elbows. When
fluid, in this case water, passes through a pipe elbow, the interaction between centrifugal and
viscous forces creates a strong secondary flow in the plane normal to the pipe axis. This
secondary flow consists of two counter-rotating vortices, one in either half of the pipe cross
section. The scouring action of these vortices is believed to accelerate the processes of
corrosion and erosion of the pipe wall; this in turn may lead to excessive vibrations, and
possibly create a breach in the wall itself. The Korean Atomic Energy Research Institute
(KAERI) is performing experiments in their Flow-Accelerated Corrosion (FAC) test loop to
better characterize these phenomena, and develop advanced sensor technologies for the
condition monitoring of critical elbows on a continuous basis. If successful, such monitoring
can forewarn plant personnel of potential problems before they occur, thus avoiding
unscheduled shutdowns which are very costly and intrusive.
In parallel with the KAERI experiments, Sandia National Laboratories is performing
Computational Fluid Dynamic (CFD) simulations of the flow in one elbow of the FAC test
loop. The simulations are being performed using the FLUENT[1] software developed and
marketed by Fluent, Inc. The model geometry and mesh were created using the GAMBIT[2]
software, also from Fluent, Inc.† The goal of the simulations is to gain a better understanding
of the phenomena influencing the corrosion/erosion that occur within the pipe elbow. This
report summarizes the results of the simulations that have been made to date.
The next section describes the model geometry and the mesh used. The geometry includes
the chemical sensor and its associated support bracket that were used in the experiments. An
unstructured grid was used for the simulations; it contained a total of 514,043 hexagonal cells
and 540,144 nodes for the entire model. This is followed in §3 with a discussion of the flow
model, solution algorithm, and the associated boundary and initial conditions that were
specified. A brief discussion is included on the necessity and purpose of turbulence models in
such CFD simulations. The baseline results are presented and discussed in §4, and include plots
of the velocities, pressure field, wall shear stress, and turbulent kinetic energy adjacent to the
wall in the elbow section. Additional calculations are presented showing the influence on the
predictions of the choice of turbulence model, whether a radial pressure gradient is included in
the downstream boundary condition, and the presence of the chemical sensor and its associated
support bracket. Finally, §5 concludes with a summary of the findings and the conclusions that
were drawn from this investigation, along with recommendations on how best to focus future
work on this problem.
† Numbers in square brackets, […], refer to References listed at the end of this document. FLUENT and
GAMBIT are registered trademarks of Fluent, Inc.
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2. MODEL GEOMETRY AND MESH 32. MODEL GEOMETRY AND MESH
Figure 1 shows a plan view of the pipe elbow geometry used in the fluid simulations (note
that the figure is not drawn to scale). The (x,y) coordinates are in the plane of the paper, with
the origin centered at the pipe inlet in the lower left corner; z is positive out of the paper. The
pipe has an inside diameter D = 35.5 mm. Flow enters a straight section 200 mm long at the
lower left corner of the figure. This is followed by a 90° elbow section, and then another straight
section of pipe 350 mm in length. The downstream leg also contains a representation of the
chemical sensor used in the experiments, and its support bracket. The sensor itself is modeled
as a circular cylinder 6.4 mm in diameter, mounted concentrically within the pipe. The support
bracket is assumed to span the pipe horizontally, with a vertical height of 8.4 mm; it has a
thickness of 3 mm. The sensor protrudes 10 mm upstream of the bracket, and is also assumed
to extend all the way to the outlet from the model as shown at the top of the figure. Thus the
outlet cross section is the annular space between the cylindrical sensor and the pipe wall.
In the actual FAC test loop, there is a “tee” in the pipe where we have assumed our outlet to
be. Including the tee in our model would have required that we also include a significant length
of pipe downstream of the tee as well, to give the flow time to readjust to a condition where a
uniform outlet boundary condition could reasonably be applied. This would result in a much
larger model, a more complex and time-consuming meshing exercise, and a greatly increased
number of mesh cells. Moreover, the tee is sufficiently far downstream that its presence should
not have an appreciable influence on the flow in the elbow. It can certainly be expected to have
less influence than the chemical sensor and its bracket. For these reasons, it was decided not to
include the tee, but rather to simply end the straight section downstream of the elbow where the
tee would have been, with the inner cylinder representing the sensor extending all the way to
the outlet.
One further simplification was made in creating the model and associated mesh. Since the
flow is treated as isothermal, there are no buoyancy or other gravity-related effects present. This
means that the resulting flow will be symmetric about the plane z = 0. Therefore our model and
mesh include only that portion of the flow for which z ≥ 0. This is accomplished in FLUENT
by applying the SYMMETRY boundary condition to this plane. The software then sets the
velocity normal to the surface, in this case w, equal to zero at the boundary. It also sets the
gradient normal to the SYMMETRY boundary to zero at the surface, i.e., ∂(…)/∂nz=0 = 0, where
(…) represents any of the flow variables. This results in a significant savings in computer
memory and time requirements, as the number of mesh cells is cut in half.
Figure 2 shows a cross-sectional view of the mesh in the portion of the model upstream of
the chemical sensor. Note that the mesh is greatly refined in the vicinity of the pipe wall, in
order to capture the large gradients in the viscous boundary layer. The cell immediately
adjacent to the wall is specified to have a thickness of 0.15 mm; the cell thickness then
gradually increases with distance from the wall. This was accomplished by attaching what
GAMBIT[2] refers to as a Boundary Layer Mesh to the pipe wall. The mesh outside the
boundary layer was created by paving the remaining area with quadrilateral elements with a
nominal size of 0.5 mm. This 2D surface mesh was ‘swept’ along the axis of the pipe to
generate a volume mesh of hexagonal cells. The result is that this cross-sectional view is
essentially preserved for the entire portion of the pipe upstream of the chemical sensor.
4 2. MODEL GEOMETRY AND MESHThe mesh in the annular portion of the pipe with the sensor present (not shown here) is very
similar to that in Fig. 2, except that the volume occupied by the sensor and its bracket is no
longer available to the flow. Hence it has a circular cutout on the axis (the projection of the
sensor cylindrical face) within which no elements are present. No attempt was made to resolve
Figure 1. Pipe Elbow Model Geometry (not to scale)
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2. MODEL GEOMETRY AND MESH 5Figure 2. Cross-sectional View of Mesh Upstream of Chemical Sensor
Figure 3. Top View of Mesh on the Elbow Symmetry Plane
6 2. MODEL GEOMETRY AND MESHthe boundary layers adjacent to the sensor and support bracket, as such details are not of
immediate interest to the current project. Nevertheless, the primary effect of the sensor and
bracket on the flow in the vicinity of the pipe elbow, which is to reduce the portion of the cross-
sectional area that is available to the flow, is still adequately accounted for in the solutions. This
mesh is also swept along the axis, and is essentially preserved throughout the portion of pipe
containing the sensor.
Figure 3 shows the mesh on the floor (symmetry plane) of the elbow section. Again, the
Boundary Layer Mesh applied to the outer wall is evident along both the inner and outer radii.
The cell dimension in the streamwise direction varies between ~ 0.5 - 1.2 mm along the inner
radius and 1.4 - 1.8 mm along the outer radius, depending on distance from the center of the
arc. Though not shown here, streamwise cell dimensions of this order are also used in the
immediate vicinity of the leading edge of the sensor and its support bracket to resolve the larger
streamwise gradients expected there. Away from these two regions the streamwise cell spacing
is gradually increased to reflect the fact that the flow is expected to be more uniform. Thus,
near the inlet, ∆x for a cell is ~ 10 mm, while at the outlet, the cell ∆y is ~ 5 mm. The resulting
volume mesh for the entire model contains a total of 514,043 hexagonal cells, and 540,144
nodes.
3. FLOW MODEL 73. FLOW MODEL
The problem is treated as the steady flow of a viscous, incompressible (i.e., constant
density), and isothermal liquid, with the working fluid being water. Gravitational effects are
ignored. The specified temperature is T = 90° C (200° F), for which the density and viscosity
of water are ρ = 965.35 kg/m3, and µ = 3.145×10-4 kg/(m-sec) (p. 6-3 in Ref. [3]). The flow
velocity at the inlet, as averaged over the pipe cross section, is assumed to be Uavg = 5 m/sec.
This results in a Reynolds number of
(1)
which indicates that the flow can be expected to be fully turbulent (Ref. [4], Chapter 6). Though
turbulent flows are inherently unsteady, it is the prediction of the mean, or averaged, properties
of the flow that is typically of most interest. For this purpose, it is necessary to augment the
underlying flow equations by a turbulence model, which is discussed next.
3.1 Turbulence Model
The flow considered here, as with many flows of engineering interest, can be viewed as a
steady mean flow on which is superimposed a fluctuating turbulent field, i.e.,
(2)
where are the mean components of the local fluid velocity along (x, y, z) respectively,
and the overbar (…) denotes a time-average. The represent the turbulent
components, which by inference have zero mean value. When Eq. (2) is substituted into the
Navier-Stokes equations of motion, and the result averaged over time, the resulting system of
equations involves not only , but also quantities such as , ,… as well as cross-
products like , ,… etc. These are commonly referred to as the Reynolds-Averaged
Navier-Stokes (RANS) equations. Their solution is problematic, in that the number of
unknowns—which now include the primed (turbulent) quantities—exceeds the number of
equations.
To achieve closure, recourse is made to a turbulence model. A turbulence model, based on
a combination of heuristic argument and empirical knowledge, supplies the needed additional
equations that relate the primed quantities to the mean flow variables. One of the most widely
used turbulence models is the two-equation k-ε model developed by Launder and Spalding[5],
so named because it introduces an additional pair of partial-differential equations for predicting
the turbulent kinetic energy per unit mass, k,
(3)
and its rate of dissipation, ε. The model incorporates several constants whose values have been
determined from experiments with both air and water for fundamental turbulent shear flows. It
has been found to work fairly well for a wide range of wall-bounded and free shear flows.
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8 3. FLOW MODELA later model uses a more rigorous statistical technique known as “ReNormalization
Group” (RNG) theory[6]. Similar in form to the standard k-ε model above, it results in an
analytical derivation of the values of the model constants, which differ from those in the
standard model. In addition, new terms are introduced in the transport equations for k and ε that,
among other things, allow them to more accurately compute turbulent flows involving swirl.
The reduced dependence on empiricism, and the inclusion of the additional terms make this so-
called RNG k-ε model more accurate and reliable for a wider class of flows than the standard
k-ε model. For these reasons it was chosen for use in the present simulations. Rather than try
to fully resolve the viscous sublayer and the buffer layer that underlie the fully turbulent portion
of the boundary layer adjacent to solid surfaces, wall functions were employed. Non-
equilibrium wall functions, as opposed to the standard wall function treatment, were used
because of their ability to include the effects of pressure gradients and strong non-equilibrium;
as a result improved predictions of wall shear stress, among other things, can be obtained. A
more detailed discussion and comparison of the various turbulence models and wall treatments
available in FLUENT may be found in Chapter 10 of Ref. [1].
Before proceeding, it should be emphasized that the purpose of the RNG k-ε, or any other,
turbulence model is to predict the effect of turbulence on the mean flow. In particular, such a
model cannot compute the instantaneous fluctuations . To calculate the latter, one
would have to resort to more sophisticated techniques such as Direct Numerical Simulation
(DNS), which resolves all the temporal and spatial scales of the turbulence, or Large Eddy
Simulation (LES), which simulates the largest eddies directly, but models the effects of the
smaller eddies. DNS and LES remain active areas of research, but are generally confined to
very simple geometries, owing to the much greater computational resources they require. They
are still not considered practical for flows of typical engineering interest (Ref. [1], Chapter 10).
3.2 Solution Algorithm
The Navier-Stokes equations, which express the conservation of mass and momentum, and
the transport equations for k and ε used in the turbulence model, form a coupled set of nonlinear
partial-differential equations (PDEs). FLUENT uses a finite-volume discretization to convert
the PDEs to a set of nonlinear algebraic equations. The solutions obtained here employ the
segregated solution algorithm, in which the equations are solved sequentially, as opposed to
being assembled into a single matrix equation and solved simultaneously. Since the equations
are nonlinear and coupled, the segregated method requires that an iterative process be used:
starting from an initial “guess” for all the variables, the solution is updated, or allowed to
“relax”, toward the final steady-state solution as the iterations proceed.
The process of discretization involves several choices as to how various quantities are
converted from their continuum to discrete representations. FLUENT allows the user to pick
from several options in this regard. For these simulations FLUENT’s “Standard” scheme is
used for the pressure interpolation, and the SIMPLE scheme is used to represent the pressure-
velocity coupling. In the equations for momentum, k, and ε, the nonlinear convective terms are
discretized using a spatially second-order accurate upwind scheme; the viscous terms are
automatically treated using a second-order accurate scheme. A detailed discussion of what
these choices represent is beyond the scope of this discussion; for a more through explanation,
the interested reader is referred to Chapter 22 in Ref. [1].
u' v' w', ,( )
3. FLOW MODEL 9To obtain a unique solution to the system of equations for the mean velocity, , and
pressure, , one must supply boundary conditions on all surfaces bounding the flow.
Furthermore, since an iterative technique is used by FLUENT, a set of initial conditions for all
the flow variables must also be supplied to start the iterations. These are discussed next.
3.3 Boundary Conditions
The surfaces bordering the fluid domain fall into one of four categories: 1) the symmetry
plane; 2) the planar surface at x = 0 where the water enters the domain in the lower left corner
of Fig. 1, referred to simply as the inlet; 3) the solid walls representing the pipe, chemical
sensor, and associated bracket; and 4) the planar surface at y = 400 mm where the water exits
the domain. The latter three require that additional information be supplied, as described below.
Symmetry Plane
This is the portion of the z = 0 surface that lies within the pipe. Here the boundary condition
is w = 0, and ∂(…)/∂nz=0 = 0 for all flow variables, as discussed previously. No user-specified
values are supplied at a symmetry plane.
Inlet
At the inlet to the domain at x = 0 we apply what FLUENT terms a VELOCITY INLET
boundary condition, i.e., the three components of velocity are specified. The simplest
assumption would be to set the axial velocity everywhere in the pipe equal to its average value,
Uavg = 5 m/sec. However, such a “plug flow” is unrealistic because it does not satisfy the no-
slip boundary condition at the pipe wall, which the real flow must meet. Moreover, the length
of pipe required for the flow to adjust from a uniform inflow to a profile that is no longer a
function of distance from the inlet—the so-called “inlet length”, LI —can be several pipe
diameters long. Blevins[4], in his Eqn. (6-5), gives the following empirical relation in terms of
Re for turbulent flows:
(4)
For the current case with = 5.4×105, this indicates an inlet length of 35 diameters. Extending
the straight section ahead of the elbow by this much would have greatly increased the size of
the model, the number of cells, and the computational requirements.
Instead, FLUENT’s ability to accept boundary profile data was used; that is, instead of a
uniform plug flow, a nonuniform tabulated profile for the axial velocity vs. radius, u(r), was
specified. The following empirical power law profile from Table 6-1 of Blevins[4] was used,
(5)
u v w, ,( )
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10 3. FLOW MODELwhere Uc is the velocity at the centerline, r = 0, and f is a nondimensional “friction factor”
which in general depends on both Re and the wall roughness, εr. The pipe material was
assumed to be carbon steel; from Table 6-4 in Blevins[4], a surface roughness of εr = 0.1 mm
was assumed, and f computed from Blevins’ Eq. (6-12),
(6)
which yields f = 0.026. The normalized profile of u/Uc vs. r/R, where R is the pipe radius, is
plotted in Fig. 4. It should be emphasized that this profile is not applied throughout the flow; it
is only used as a boundary condition at the inlet plane to avoid having to use a much larger
model. The other mean velocity components, v and w, are set to zero at the inlet. The turbulence
intensity of the incoming flow was specified from the empirical relation given by Eq. (6.2-1) of
Ref. [1],
(7)
which gives I = 3%. Since the pipe’s cross section is circular, its hydraulic diameter is assumed
equal to its geometric diameter, D = 35.5 mm. These quantities are used internally by FLUENT
to specify values for the turbulence variables at the inlet.
Figure 4. Profile of Axial Velocity for Fully-Developed Turbulent Pipe Flow
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3. FLOW MODEL 11Walls
For an impenetrable wall, there can be no flow normal to its surface, and since we are also
treating the flow as viscous, the velocity components tangential to the wall must vanish there
as well. This is the “no-slip” boundary condition, for which all three components of velocity
are identically zero at the wall. This condition was used for both the pipe wall, and the surfaces
representing the chemical sensor and its support bracket.
In addition, the wall roughness must be specified. As noted above, the pipe wall is assumed
to be carbon steel, with εr = 0.1 mm. The chemical sensor and its bracket, however, are assumed
to be made of more highly polished material, for which it was assumed εr = 0. This does not
mean that the shear stress at their surface is zero, but only that it is less than would be the case
if εr > 0. This assumption is justified by the fact that the biggest effect of the sensor/bracket on
the flow in the elbow is likely to be due to their blockage of the cross section that is available
to the flow, and not the viscous drag they exert on it; this is confirmed in §4 where the numerical
results are discussed. It is also consistent with the decision to not resolve the boundary layers
on the sensor cylindrical wall and the surfaces of its support bracket (cf. §2).
Outlet
At the outlet at y = 400 mm in Fig. 1, FLUENT’s PRESSURE OUTLET boundary condition is
applied. This requires that a value for the gauge static pressure be provided, as well as the
turbulence properties. For p, a gauge pressure of 19 bar (absolute pressure of 20 bar), which is
representative of the KAERI experiments, was specified. The option of using a radial
equilibrium pressure distribution was chosen to account for any residual secondary flow that
may be present at the outlet. (The meaning of this is discussed in more detail in §4.2 below.)
The turbulence intensity and hydraulic diameter were set to the same values used at the inlet,
i.e., 3% and 35.5 mm, respectively. The latter are not used if, as is normally the case at an outlet,
the flow is exiting the domain. However, during the iteration process the fluid may temporarily
enter the domain before convergence is reached; in this case, turbulence properties are needed,
just as at the inlet. Specification of inappropriate turbulence properties can forestall, and
possibly even prevent, convergence. It greatly aids the convergence process if realistic
estimates are given for these quantities.
3.4 Initial Conditions
Before the iterations toward a steady-state solution can begin, each of the variables at every
cell must be given an initial value. Even though the converged steady-state solution should be
independent of the assumed initial conditions, some care is advisable in choosing them. The
closer they are to the final solution, the faster and more easily will the iterations converge;
conversely, a bad initial guess may prevent convergence altogether.
For present purposes, constant values were used throughout the mesh: are set to
(0,0,0) in all cells and the starting gauge pressure was set to 19.1 bar everywhere—i.e., 0.1 bar
higher than the pressure at the outlet. The initial values for k and ε were 0.0345 m2/sec2 and
0.419 m2/sec3, respectively. The latter were computed internally by FLUENT as average values
over the inlet plane, based on the turbulence parameters specified there in §3.3.
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The residuals in the governing equations had all fallen below 10-4 after a total of 3200
iterations had been performed, at which point the solution was considered converged. In
addition to monitoring the residuals, the mass flow rate at the outlet was computed every couple
of hundred iterations and compared to the (specified) mass flow rate at the inlet, 2.379 kg/sec.
At convergence, the two differed by less than 3×10-6.
The focus here is primarily on conditions in the elbow, as that is where the accelerated
corrosion/erosion takes place. To illustrate the nature of the secondary flow, Fig. 5 shows the
two-dimensional in-plane velocity vectors in the cross-section normal to the centerline at the
midpoint of the elbow, i.e., the 45° plane marked in Fig. 1. The perspective is that of an observer
upstream of the plane looking at it head-on, with the inner radius on the left and the outer radius
on the right. The length and orientation of each vector are determined by the magnitude and
direction of the in-plane velocity characterizing the secondary flow. In addition, each vector is
color-coded according to the magnitude of the full three-dimensional velocity, as shown by the
color bar. As described above, only the solution in the top half of the pipe was computed; the
results in the bottom half were obtained by reflecting about the symmetry plane. Also, to
minimize the visual clutter created by overlapping vectors, only every third vector has been
plotted in Fig. 5.
Figure 5. Two-Dimensional In-Plane Velocity Vectors at Elbow Midsection,
Colored by Three-Dimensional Velocity Magnitude
14 4. RESULTSWhen flow enters the elbow section, the faster moving portion near the axis (cf. Fig. 4) gets
displaced outward from the centerline due to inertial effects, resulting in a general migration
from the inner toward the outer radius of the bend. The fluid then enters the viscous boundary
layer on the outer wall (the region of relatively slow velocity in blue and green), where it is
transported back toward the inner radius, completing the loop. Thus the secondary flow consists
of two vortical flows of opposite sign: a counterclockwise circulation in the top half,
accompanied by a clockwise circulation in the bottom half. When the axial component of the
flow is added to these in-plane vectors, the resultant pathlines followed by the fluid particles
are helical.
Contours of absolute pressure at the elbow midsection are displayed in Fig. 6; from here on,
only the top half of the cross section is shown. The fact that the contours are nearly vertical and
evenly-spaced over much of the interior means that the pressure gradient is primarily in the
horizontal direction, and nearly constant in magnitude. It is this horizontal gradient that is
ultimately responsible for keeping the flow turned along the axis of the pipe. On p. 65 of his
book, Blevins[4] discusses the so-called diametrical pressure coefficient, ck. This quantity is
defined as:
(8)
where po and pi are the pressures where the outer and inner radii of the bend intersect the
symmetry plane, respectively. ck is ordinarily measured at that station where the flow has gone
Figure 6. Contours of Absolute Pressure at Elbow Midsection
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4. RESULTS 15through one-half the total bend angle, i.e., in this case the 45° section shown in Fig. 6. The
FLUENT simulation predicts po - pi = 16,370 Pa, yielding ck = 1.36. For the range of Re of
interest here, the experimental data are correlated by the expression[4],
(9)
which gives the value 1.42. This is considered reasonably good agreement in view of the fact
that the data on which Eq. (9) is based were obtained for gentle bends, Rc/D > 2. For sharper
bends such as the present case, Rc /D = 1.41, Blevins notes that the data show considerable
scatter[4].
The generally higher pressures on the outer radius are also evident in Fig. 7, which shows
contours of constant absolute pressure on the pipe wall of the elbow section. The first view is
the same as in Fig. 1, i.e., looking directly down on the elbow along the -z direction. The second
view is from the perspective of an observer looking up into the interior of the pipe from below
the symmetry plane, with the inner radius in the distance, and the outer radius closer to the
observer, as indicated. To accentuate the variations in this region, the maximum and minimum
values on the color bar have been chosen based solely on the values in the elbow, not on those
for the entire model; unless stated otherwise, it can be assumed that this is also the case for
subsequent plots as well. In addition to the transverse pressure gradient, a general decrease in
pressure in the streamwise direction is also evident. More will be said on this point later.
It was believed that flow-accelerated corrosion/erosion would be most evident in areas of
high wall shear stress. Accordingly, Fig. 8 presents a contour plot of the shear stress on the pipe
wall of the elbow section. Surprisingly, the results indicate that the maximum wall shear occurs
not on the outer radius, but on the inner radius near the entrance to the elbow. Along the inner
radius, the wall shear decreases from its maximum more or less monotonically from the
entrance to the exit of the elbow section; the opposite trend holds true along the outer radius. If
true, these results suggest that either: a) the maximum corrosion/erosion should be expected
along the inner radius of the pipe, not the outer radius as was expected; or, b) if corrosion is
found predominantly on the outer radius, some mechanism other than the purely fluid-
mechanical scouring of the pipe surface is responsible.
The wall shear stress is the product of the molecular viscosity µ and the gradient normal to
the wall of the local fluid velocity. The latter is dominated by the radial gradient of the axial
velocity component, . The axial velocity, , is the component parallel to the pipe axis
at each station. FLUENT however, obtains its solution in terms of the cartesian components
. For any location within the elbow, can be computed from the cartesian
components as follows,
(10)
where θ denotes the azimuthal angle in the (x, y) plane measured counterclockwise from the
beginning of the elbow section, as shown in Fig. 1:
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16 4. RESULTSFigure 7. Contours of Absolute Pressure on Wall in Elbow Section; top view
Figure 7. Contours of Absolute Pressure in Elbow Section; inside view (concluded)
4. RESULTS 17Figure 8. Contours of Wall Shear Stress on Pipe Elbow, top view
Figure 8. Contours of Wall Shear Stress on Pipe Elbow, inside view (concluded)
18 4. RESULTS(11)
Note that at the entrance to the elbow, θ = 0° and Eq. (10) reduces to , while at its exit
θ = 90° and , as it should.
Equations (10) and (11) were used within FLUENT to define θ and in terms of the
intrinsic variables x, y, , and , and the constants xc and yc, using its Custom Field Function
capability. This allows contours of to be plotted as with any other variable. Figures 9-11
show contour plots of over the pipe cross section at the beginning, the midway section, and
the end of the elbow, respectively. The same minimum and maximum values on the color bars
have been used for all three plots to facilitate comparisons. At the elbow entrance in Fig. 9, it
is clear that the faster moving fluid starts out displaced towards the inner radius. That, coupled
with the tighter spacing of the contours in that region, results in the wall shear taking on its
maximum value there (cf. Fig. 8).
Figure 10 shows the axial velocity contours at the elbow midsection, θ = 45°. This is the
same cross section viewed in Fig. 5, except there it was the in-plane velocity vectors that were
displayed. The axial velocity field shown in Fig. 10 can be thought of as the out-of-plane
component. The faster-moving fluid is still hugging the inner radius as it did in Fig. 9. (This is
also evident in Fig. 5, where the vectors are color-coded according to the magnitude of the full
three-dimensional velocity vector.) However, the thickness of the relatively slow moving
Figure 9. Contours of Axial Velocity at Beginning of Elbow, θ = 0°
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4. RESULTS 19Figure 10. Contours of Axial Velocity at Elbow Midsection, θ = 45°
Figure 11. Contours of Axial Velocity at End of Elbow, θ = 90°
20 4. RESULTSboundary layer on the inner wall (the blue and green contours) has increased significantly. This
means an increased spacing between the contours, or a reduced wall shear stress, consistent
with Fig. 8.
Finally, the axial velocity contours at the end of the elbow, θ = 90°, are displayed in Fig. 11.
The most notable feature of this plot is that the faster moving fluid has been displaced upwards,
towards the top of the pipe. (In the bottom half, not shown here, the faster moving fluid is
displaced toward the bottom of the pipe.) This is accompanied by a tightening of the spacing
between contours in this region, consistent with the local maximum in shear stress exhibited in
Fig. 8. Equally interesting is the region near the intersection of the inner radius and the
symmetry plane, where significant negative axial velocities, i.e., backflow, is predicted. This is
typically the result of the main flow having separated from the surface.
That this is indeed what happens can be seen from Fig. 12, which displays the in-plane
velocity vectors in the plane of symmetry, color-coded according to the velocity magnitude.
Note that, because this is the symmetry plane, the out-of-plane component w, the z-component
of velocity, is identically zero. Thus the vectors shown are in fact the total vectors, and the two-
and three-dimensional vector magnitudes are one and the same. Also note that the scale on the
color bar has changed from that used in Figs. 9-11. The color bars in those figures were
mapping a particular velocity component, which may be either positive or negative; but that in
Fig. 12 maps the velocity magnitude, which is by definition always positive. To reduce the
visual clutter created by overlapping vectors, again only every third vector has been drawn.
Figure 12. Two-Dimensional In-Plane Velocity Vectors in Plane of Symmetry,
Colored by Velocity Magnitude
4. RESULTS 21Figure 12 clearly shows the fast moving fluid near the elbow entrance tends to hug the inner
pipe wall (cf. Fig. 9), but is displaced outward as it passes through the elbow. Just downstream
of the 45° midsection, the flow separates from the inner radius, and a large separation bubble
is formed that extends a good distance downstream. There is a significant counter-clockwise
recirculation within the bubble, its center being located near the elbow exit. Thus fluid to the
right of this center has a positive axial flow component, while the relatively thin layer between
it and the inner wall has a negative axial velocity, albeit rather small. This is consistent with the
picture presented in Fig. 11.
It is not known whether such separation occurs in the experiments or not, as no
measurements of the velocity field were made, nor was any flow visualization performed. If
indeed present, it can certainly be expected to have a major impact on the character of the flow,
and where the maximum wall shear stress will occur. The flow will be more likely to separate
as the ratio Rc/R approaches one (corresponding to a quarter-section of a “donut” with a
vanishingly small hole), and less likely to separate as this ratio increases (Rc/R → ∞
corresponding to a straight pipe). The author is unaware of any field data indicating whether
the degree of pipe elbow corrosion/erosion correlates with this ratio or not.
Conceivably, some measure of the turbulence level itself might correlate better with
corrosion and erosion than the wall shear stress. Figure 13 displays contours of constant
turbulent kinetic energy, as defined in Eq. (3), on the elbow wall. Actually, because of the no-
slip boundary condition, must all vanish right at the wall; hence k will also be zero
there. What is actually plotted in Fig. 13 is the turbulent kinetic energy in the first cell off the
wall surface. As was the case with wall shear stress, the maximum occurs on the inside radius
just downstream of the elbow entrance. Hence it appears doubtful that a mechanism related to
turbulence would result in maximum corrosion on the outer radius.
4.1 Influence of Turbulence Model
For the reasons stated in §3.1, the above results were all obtained using the RNG k-ε
turbulence model[6]. Among the other turbulence models available to the FLUENT user are
the standard and the realizable k-ε models.
As noted earlier, the standard model of Launder and Spalding[5] preceded the RNG
formulation, and is probably one of the most widely applied models in use. However, it relies
on experimental observation for determining several of its constants, rather than their analytical
derivation as with the RNG model, and it also lacks the additional terms in the transport
equations for computing turbulent flows with swirl.
The realizable k-ε model developed by Shih, et al[7] differs from the standard k-ε model in
two respects. First, it enforces certain mathematical constraints on the normal fluid stresses,
consistent with the physics of turbulent flows. (The standard and RNG models, under some
circumstances, may violate these constraints, and in this sense are “non-realizable.”) It does so
by allowing the constant Cµ in the standard model to be a function of both the mean flow
deformation and the turbulence. Secondly, it introduces a new transport equation for the rate of
turbulent dissipation, ε. Because of its relatively recent introduction, it is not yet clear under
which circumstances this model is preferable to the RNG model. More detailed discussion of
all three models can be found in the cited references as well as in Chapter 10 of Ref. [1].
u' v' w', ,( )
22 4. RESULTSFigure 13. Contours of Turbulent Kinetic Energy on Pipe Elbow Wall, top view
Figure 13. Contours of Turbulent Kinetic Energy on Pipe Elbow Wall, inside view
(concluded)
4. RESULTS 23Solutions were generated using these two alternative turbulence models to see whether the
flow features changed significantly when compared to the baseline predictions above using the
RNG model. All other aspects of the simulations were kept the same, including the use of
nonequilibrium wall functions. The solution obtained using the standard k-ε model is very
similar to that with the RNG model, and for that reason will not be shown here. In particular,
the wall shear stress (Fig. 8) still exhibits its maximum value on the inner radius, near the elbow
entrance, as does the turbulent kinetic energy (Fig. 13); their magnitudes differed only by ~ 7%
and 6%, respectively, between the two sets of calculations.
The calculations using the realizable k-ε model exhibit greater discrepancies. Figure 14
displays the predicted contours of wall shear stress for this case. When compared to Fig. 8, the
most noticeable difference is that the maximum now appears on the outer radius, near the end
of the elbow section, and is approximately 11% greater in magnitude than that in the earlier
calculation. This is likely the result of the higher axial-velocity flow hugging the outer wall in
this vicinity (cf. Fig. 12). A secondary maximum still appears on the inner radius just
downstream of the entrance. Contours of the turbulent kinetic energy are shown in Fig. 15.
Again, the maximum in this quantity shifts from the inner radius near the entrance in Fig. 13
to the outer radius near the exit, and is ~ 14% greater in magnitude.
These comparisons give some idea of the degree to which the choice of turbulence model
affects the resulting predictions. However, absent any experimental flowfield data, it is
impossible to say which of the turbulence models does a better job of simulating actual
conditions in the pipe elbow.
4.2 Influence of Pressure Outlet Boundary Condition
As was noted in §3.3, a PRESSURE OUTLET boundary condition is used to represent the
outflow from the model at y = 400 mm in Fig. 1. FLUENT gives the user two different options
as to how the specified static gauge pressure at such a boundary, 19 bar in this case, is used in
the calculations. The simplest choice is to impose the specified pressure uniformly over the
entire cross section. Alternatively, one can use the so-called radial equilibrium pressure
distribution option. If the cross-sectional flow were one of pure rotation about the center of the
pipe, then the radial pressure gradient would be related to the tangential velocity component,
, as follows,
(12)
where ρ is the fluid density. The radial equilibrium pressure distribution option imposes the
specified value at the minimum radius (the probe radius in this case), and then integrates
Eq. (12) to get everywhere else in the cross section. This was used for the baseline
calculations to account for the effects of any residual secondary flow remaining at the outlet
from the model.
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24 4. RESULTSFigure 14. Contours of Wall Shear Stress on Pipe Elbow Using Realizable k-ε
Turbulence Model, top view
Figure 15. Contours of Turbulent Kinetic Energy on Pipe Elbow Wall Using
Realizable k-ε Turbulence Model, top view
4. RESULTS 25To eliminate the possibility that the use of the radial equilibrium pressure distribution at the
outlet was unduly influencing the flow in the elbow, the baseline calculation was repeated with
this option turned off. That is, a uniform static gauge pressure of 19 bar was imposed at the
outlet. As expected, the flowfield in the vicinity of the elbow predicted by this simulation was
virtually indistinguishable from that in the baseline calculation. The effects of such a change
are confined largely to the flowfield adjacent to the outlet.
4.3 Influence of Sensor and Support
It was decided to explore the degree to which the downstream sensor and associated support
bracket might be influencing the flow in the elbow. Another simulation was performed using
identical input parameters to those in the baseline calculations above—i.e., with the RNG k-ε
turbulence model and radial equilibrium assumed for the outlet pressure boundary condition—
except that the sensor and bracket were removed from the model geometry. The straight section
of pipe that had previously contained these features was remeshed accordingly. The results of
this simulation, not shown here, were in all respects very similar to the results presented in
Figs. 5-13. In particular, the locations of both the maximum wall shear stress and the maximum
turbulent kinetic energy were still on the inner radius just downstream of the entrance to the
elbow. Their magnitudes were very close to those previously predicted as well. It was thus
concluded that the presence of the sensor and bracket have a negligible impact on the flow in
the immediate vicinity of the elbow.
This is not to say, however, that they do not have an influence on the flowfield as a whole.
The sensor and bracket together obstruct approximately 30% of the cross-sectional area that
would otherwise be available to the flow (cf. Fig. 1). This is a significant blockage, and the flow
pattern in the straight downstream section of pipe (not shown here) is very complex as a result
of the wake shed by the support as well as the viscous boundary layer on the sensor itself. This
manifests itself in the much higher pressure drop that is predicted when the sensor and bracket
are present, as compared to when they are not. Table 1 below summarizes the differences
between the cross-sectionally-averaged pressures calculated at the inlet, , the beginning of
the elbow, , the end of the elbow, , and the outlet, . It is seen that the pressure
losses across the straight upstream section of pipe and the elbow are virtually the same with
and without the sensor present. But there is more than a ten-fold increase in the pressure drop
across the straight downstream section, and a three-fold increase in the overall pressure drop
between inlet and outlet, when the sensor is inserted. So while the sensor has a negligible
influence on the flow in the elbow itself, it has a major influence on the losses in the straight
downstream pipe section, and the overall pressure loss. This also suggests that the straight
Table 1. Pressure Losses with and without Chemical Sensor, Pascals
With Sensor 1686 3734 15188 20608
Without Sensor 1688 3728 1466 6882
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26 4. RESULTSsection downstream of the elbow is sufficiently long so that the model’s failure to include the
tee section is unlikely to have much influence on the flow.
The above simulations specify the mass flow rate by using a VELOCITY-INLET boundary
condition[1], and let the solution determine the overall pressure drop. The flow could also have
been modeled by specifying the pressure drop between inlet and outlet, in which case the mass
flow rate would have been determined as part of the solution. In the latter case, the presence of
the sensor and associated bracket would have manifested itself in a reduced flow rate for the
given pressure drop.
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Computational Fluid Dynamic (CFD) simulations of flow in a pipe elbow have been carried
out using the FLUENT software for the purpose of trying to understand phenomena that relate
to the process of flow-accelerated corrosion and erosion. The following specific conclusions
have been drawn:
1. The qualitative features of the predicted flowfield are all in agreement with the available
literature. The simulation’s predicted value for the diametrical pressure coefficient
defined by Eq. (8) is in reasonable quantitative agreement with a published correlation
based on experimental data. This gives us some confidence in the validity of the
numerical results.
2. Our intuition led us to believe that the maximum corrosion/erosion, though not itself
modeled in these simulations, would occur on the outside radius of the bend, and that its
location would correlate with that of the maximum wall shear stress. However, the
simulations indicate that the maximum wall shear occurs on the inside radius, just
downstream of the entrance to the elbow.
3. We considered the possibility that some other fluid mechanical phenomenon, such as
turbulence, could also be responsible for the corrosion. However, a plot of turbulent
kinetic energy, Eq. (3), at the wall reveals that its maximum also occurs on the inside
radius, just downstream of the elbow entrance.
4. The above conclusions are based on the baseline simulation, which employed the RNG
k-ε turbulence model[6]. To assess to what extent the choice of turbulence model may
have influenced the results, simulations were also performed using the standard k-ε[5]
and realizable k-ε[7] models. The simulation results obtained with the standard and
RNG models were very similar.
Those from the realizable k-ε model produced more significant differences. The
maximums in both wall shear stress and turbulent kinetic energy now appear on the outer
radius, near the elbow exit, and are ~11% and 14% greater, respectively, than those
predicted in the baseline calculation; secondary maxima in both quantities still occur
near the elbow entrance on the inner radius. Which set of results better reflects reality
must await experimental corroboration.
5. Whether or not FLUENT’s radial equilibrium pressure distribution option was used in
the PRESSURE OUTLET boundary condition had no significant impact on the flowfield
near the elbow.
6. Simulations performed with and without the presence of the chemical sensor and its
associated support bracket demonstrate that they have a negligible influence on the flow
in the vicinity of the elbow. The fact that the maxima in wall shear stress and turbulent
kinetic energy occur on the inner radius is therefore not an artifact of having introduced
the sensor into the flow.
7. The principal effect of the sensor and its support bracket is to greatly increase the
pressure loss in the straight section of pipe downstream of the elbow, as expected.
28 5. SUMMARY & CONCLUSIONSLacking direct experimental evidence of where the corrosion/erosion is most severe, or data
on the spatial variation of the wall shear stress, it is difficult to draw any final conclusions about
the fidelity of these simulations. It would seem that one of two possibilities remain: either a)
the maximum corrosion/erosion should be expected along the inner radius of the pipe, not the
outer radius as was anticipated; or, b) if corrosion is found predominantly on the outer radius,
some mechanism other than the purely fluid-mechanical scouring of the pipe surface is
responsible. It is recommended that experimental data on the distribution of wall shear stress
in the elbow be obtained, to facilitate comparisons with both the position of maximum
corrosion/erosion and the CFD simulations. If the location of maximum corrosion does not
correlate with that of the wall shear, that would indicate that further work remains to be done
on the corrosion/erosion model. If the two show good correlation with one another, but not with
the CFD simulations, then modification of the fluid dynamic model would be in order.
With regard to the latter point, it should be noted that a grid-convergence study was not
performed. The finite-volume method used by FLUENT approximates the PDEs describing the
fluid motion as a system of algebraic equations derived by breaking the fluid continuum into a
collection of discrete cells. The solution of this system should approach that of the original
PDEs as the typical cell volume approaches zero. A grid-convergence study verifies this by
simulating the same problem using progressively finer grids, e.g., by halving the dimensions of
each cell at least once, and preferably twice, and ascertaining whether the quantities of interest
are asymptoting towards a solution that is independent of cell size. This can be an expensive
undertaking. First, it requires generating the additional grids. Secondly, since those grids will
have many more cells in them, the run time will increase dramatically owing to the fact that
each iteration of the entire field will require more time, compounded by the fact that more
iterations will be required to achieve a converged solution. For this reason, effort was focussed
instead on gauging the influence of those aspects of the simulation — i.e., turbulence model,
form of the downstream boundary condition, and the presence or absence of the chemical
sensor, that could be easily studied with the existing grid. Though the baseline grid is judged
to be sufficiently refined for present purposes, should quantitative flowfield data become
available for comparison, the time necessary to do such a grid-convergence study is probably
warranted.
It is also possible we have been too quick to assume that the flow in the pipe is of only liquid
form. Our understanding is that the water in nuclear plant piping networks is far from pure,
being contaminated with dirt and other particulate matter. Depending on the size and mass of
the particles, their inertia will tend to displace them toward the outside radius of the elbow,
where mechanical impact with the surface could conceivably contribute to corrosion and
erosion. FLUENT has the capability of modeling such particle-laden flows, as well as the
resulting erosion of the surface. However, any such predictions would require knowledge of the
number, size, and mass distributions of the particles themselves.
Results presented here employing the two most widely used turbulence models indicate that
the greatest corrosion/erosion can be expected on the inner elbow radius, a somewhat
unexpected finding. The current round of KAERI experiments should determine whether that
is indeed the case. At that point a decision can be made as to whether further measurements are
needed to validate the simulations, and whether the CFD model needs to be improved,
including the possibility of incorporating other phenomena.
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