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ABSTRACT
A hierarchical bus network T = (V;E) uses hierarchically,
tree-like connected buses as a communication network. New
communication technologies like SCI (Scalable Coherent In-
terface) (see, e.g., [6, 7]) make such networks very attrac-
tive, because they allow their easy construction and guaran-
tee reasonable communication performance. Such networks
can be modeled as tree networks: leaves correspond to pro-
cessors, inner nodes to buses, edges to switches, and band-
widths of inner nodes and edges are related to bandwidths
of buses and switches, respectively.
In this paper we address the problem of static data man-
agement. Given a set of shared data objects X and the
read and write frequencies from the processors to the shared
data objects, the goal is to compute a (maybe redundant)
placement of the shared data objects to the processors, such
that the congestion (the maximum over the load of all edges
and inner nodes, induced by the read and write frequen-
cies, divided by the bandwidth of the edge or inner node,
respectively) is minimized.
It is known [10] that this problem can be solved optimally
in linear time, if inner nodes are allowed to hold copies
of shared data objects. In our model, inner nodes corre-
spond to buses and therefore cannot store copies of shared
data objects. We show that this restriction increases the
complexity of the placement problem drastically: It be-
comes NP-hard. On the other hand, the main contribution
of our paper is an approximation algorithm with runtime
O(jXj ¢ jV j ¢ height(T) ¢ log(degree(T))) that increases the
congestion by a factor of at most 7.
¤Supported in part by DFG-Sonderforschungsbereich 376
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1. INTRODUCTION
Large parallel and distributed systems, such as massively
parallel processors (MPPs) and networks of workstations
(NOWs), consist of a set of nodes each having its own local
memory module. These nodes are usually connected by a
relatively sparse network constructed out of links, i.e., point-
to-point connections, or buses, i.e., connections between two
or more processors. In this scenario, we consider the prob-
lem of placing and accessing shared data objects that are
read and written by the nodes in the network. The objects
are, e.g., global variables in a parallel program, pages or
cache lines in a virtual shared memory system, or pages in
the WWW.
The performance of MPPs and NOWs depends on a number
of parameters, including processor speed, memory capacity,
network topology, bandwidths, and latencies. Usually, the
buses or links are the major bottleneck in these systems,
because improving communication bandwidth and latency
is often more expensive or more di±cult than increasing
processor speed and memory capacity.
Therefore we investigate data management strategies that
aim to minimize the communication overhead caused by re-
mote accesses. However, simply reducing the total commu-
nication load, i.e., the sum over all messages multiplied with
the length of the routing paths traversed by the messages,
can result in bottlenecks. In addition, the load has to be
distributed evenly among all network resources. This cor-
responds to minimizing the congestion, i.e., the maximum,
taken over all links or buses, of the amount of data transmit-
ted by the link or bus divided by the respective bandwidth.
Known results for store-and-forward routing [9, 11, 14, 15]
and wormhole routing [3, 4, 15] show that reducing the con-
gestion is most important in order to get a good network
throughput. For this reason, we believe that minimizing
the congestion is a promising approach in order to develop
data management strategies that work e±ciently in theory
and practice. In [8] it is shown in an experimental evalua-
tion that the execution time of several applications depends
heavily on the congestion produced by the data management
strategy.
In this paper, we investigate the data management problem
on hierarchical bus networks that use hierarchically, tree-like
connected buses as a communication network. New commu-switch switch
ring ring
ring
Figure 1: A hierarchical ring network
nication technologies like SCI (Scalable Coherent Interface)
(see, e.g., [6, 7]) make networks that can be modeled as hi-
erarchical bus networks very attractive, because they allow
their easy construction and guarantee reasonable communi-
cation performance.
The SCI standard o®ers many di®erent possibilities for the
network topology of an MPP or NOW. Usually large SCI
networks are composed of several small, unidirectional SCI
ringlets that are linked together via SCI switches. Thereby
all processors in a given ringlet share the huge bandwidth of
the SCI interconnection. Due to the SCI concept of request-
response transactions a message from a node u to a node v is
always followed by a response message from v to u. Hence,
such a request-response transaction between two nodes on
a unidirectional ringlet r can be viewed as a single packet
that has to go all the way around r. In the case we only con-
centrate on the communication load in the network we can
therefore neglect the ring structure and model each ringlet
as a bus. In the same way tree-like connected ring-networks,
as e.g. a ring of rings, can be modeled by a hierarchical bus
network. Figure 1 shows an example of a tree-like connected
ring network and Figure 2 shows the corresponding hierar-
chical bus network.
1.1 Hierarchical bus networks and the static
data management problem
A hierarchical bus network consists of a set of processors P
and a set of buses B and can be described by a weighted
tree T = (P [ B;E;b). The processors P are the leaves, the
buses B are the inner nodes of the tree, and an edge e 2 E
describes switches connecting a processor and a bus or two
buses. The function b : E [ B ¡! N describes the band-
widths of the switches and buses, respectively. We assume
that the switches connecting processors and buses are the
"slowest" part of the system, they have bandwidth one, all
other bandwidths are at least one.
Our static data management problem is de¯ned as follows
(compare [10]). We are given a set X of shared data ob-
jects and the read and write frequencies hr : P £ X ¡! N
and hw : P £ X ¡! N that describe the number of read
and write accesses, respectively, from the processors to the
objects. For each object x 2 X, we have to determine a
set of processors Px ½ P holding copies of x, and, for each
pair P 2 P and x 2 X, a processor c(P;x) 2 Px holding
a copy of x that serves P's requests to object x. In case
of a read request, P reads the copy on c(P;x), in case of
a write request, P sends an update to c(P;x) and c(P;x)
initiates a broadcast updating all copies of x. The copy of x
on c(P;x) is called the reference copy of x for P. The goal
switch switch
bus
bus
bus
Figure 2: The corresponding bus network
is to compute the above in such a way that the congestion
is minimized. The congestion is de¯ned as follows.
² A read request from processor P to object x increases
the load by one on each edge on the (unique) path
from P to c(P;x).
² A write request from processor P to object x increases
the load by one on each edge on the (unique) path
from P to c(P;x), and on each edge of the Steiner tree
connecting Px.
The load on a bus B 2 B is the sum over the load of all edges
incident to B divided by two (division by two is reasonable,
since each message passing B increases the load on two edges
incident to B). The relative load of an edge e or a bus B is
its load divided by its bandwidth b(e) or b(B), respectively.
The congestion is the maximum over the relative loads of all
edges and buses.
1.2 Hierarchical bus networks versus trees,
and our new results
As described above, hierarchical bus networks are modeled
as trees. Data management strategies for trees are described
in [10]. There the nibble strategy is presented that can
compute an optimal placement, w.r.t. the congestion, of the
shared data objects in trees in linear time, given the read
and write frequencies hr and hw. However, the nibble strat-
egy assumes that inner nodes of the tree may be used to
store copies of shared data objects.
Our results in this paper show that in case of hierarchical bus
networks, i.e., if inner nodes (buses) are not capable of stor-
ing copies of shared data objects, the complexity of the prob-
lem increases drastically: Computing a placement that guar-
antees minimum congestion becomes NP-hard, even on trees
with only ¯ve nodes. On the other hand, the main result of
our paper presents an approximation algorithm that reaches
minimal congestion up to a factor of 7. The algorithm needs
sequential time O(jXj ¢ jP [ Bj ¢ height(T) ¢ log(degree(T)))
and can be executed in a distributed fashion on the tree
consuming time O(jXj¢jP [Bj¢log(degree(T))+height(T)).
1.3 Related Work
Static and dynamic data management strategies for trees,
for meshes of arbitrary dimension, and for Internet-like clus-
tered networks are presented in [10]. All of these strategies
aim to minimize the congestion, but they assume that all
nodes of the network may be used to store copies of shared
data objects.A static strategy for trees, the nibble strategy, is presented.
It is shown that the placement minimizes the load on any
edge of the tree and, therefore, also the total load and the
congestion, regardless of the bandwidths. Further, static
strategies computing optimal or close-to-optimal placements
for meshes of arbitrary dimension and Internet-like clus-
tered networks are presented. The sequential running time
of these algorithms is linear in the input size. Moreover,
the algorithms can be e±ciently calculated in a distributed
fashion by the processors of the underlying network.
In the dynamic model, no knowledge about the access pat-
tern is assumed. The dynamic strategies, are investigated in
a competitive model. For example, it is shown that the com-
petitive ratio is 3 for trees and O(d¢logn) for d-dimensional
meshes with n nodes. Further, an ­(logn=d) lower bound
is presented on the competitive ratio for on-line routing in
meshes. This implies that the achieved upper bound on the
competitive ratio is optimal for meshes of constant dimen-
sion.
Furthermore, in [12] these results are adapted to networks
with non-uniform costs for accessing and migrating a shared
data object, and in [13] the results are extended also to
systems with limited memory capacities.
Earlier theoretical work on dynamic data management con-
centrates on minimizing the total communication load, i.e.,
the sum, over all links, of the data transmitted by the link
rather than the maximum over the links. We believe that the
congestion is more relevant for practice as minimizing the
total communication load can lead to some very congested
links. However, the theoretical results obtained for the total
communication load are more general than the results for
the congestion.
For example, Awerbuch et al. investigate data management
in arbitrary networks with non-uniform costs for accessing
and migrating a data object. In [1] they present a centralized
algorithm that achieves optimum competitive ratio O(logn)
and a distributed algorithm that achieves competitive ratio
O
¡
(logn)
4¢
on an arbitrary network of size n. Both algo-
rithms are deterministic. Furthermore, in [2] the distributed
algorithm is adapted also to systems with limited memory
capacities.
2. THE NP-HARDNESS PROOF
To prove the NP-hardness of static data management, we
¯rst have to de¯ne the corresponding decision problem. In
addition to the usual problem, we are given an integer k.
Then the following problem is given: Exists a placement
such that the congestion induced by this placement is not
larger than k?
Usually the selection of routing paths belongs to the problem
de¯nition. But as we consider trees the routing paths are
unique. We only consider non-redundant placement. Note,
however, that non-redundant is not harder than redundant
placement since every optimal placement is non-redundant
if all requests are write requests. Thus, NP-completeness of
non-redundant placement induces NP-completeness of re-
dundant placement.
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Figure 3: The labeling of the tree
Theorem 2.1. The static placement problem is NP-com-
plete for a 4-ary tree of height 1 if the inner node is not
allowed to store copies of shared data objects.
Proof. We describe a reduction from PARTITION which
is NP-complete [5]. The input of PARTITION are integers
k1;:::;kn with
Pn
i=1 ki = 2k. The problem is to decide
whether there exists a subset S ½ f1;:::;ng such that P
i2S ki = k.
We code an instance of PARTITION into a static placement
problem on the 4-ary tree. See Figure 2 for the labeling of
the tree used in the following. The bandwidth of the edges
is one and the bandwidth of the inner node is su±ciently
large such that the load on the edges is dominating. The
shared objects in the placement problem are x1;:::;xn and
y. The access rates are de¯ned as follows:
hw(a;y) = 4k + 1; hw(b;y) = 2k
8v 2 fa;b;s; ¹ sg; 8i 2 f1;:::;ng : hw(v;xi) = ki
All other rates are 0. We prove that a placement of conges-
tion at most 4k can be realized if and only if there exists a
subset S ½ f1;:::;ng with
P
i2S ki = k.
Suppose that there is a subset S ful¯lling the PARTITION
constraint. Each object xi is placed on node s if i 2 S and
on node ¹ s otherwise. The object y is placed on node a.
Counting the load on all edge yields a congestion of 4k.
Now suppose that there is no subset ful¯lling the PARTI-
TION constraint. Assume for contradiction that there ex-
ists a placement with congestion 4k or less. The object y
is placed on node a, because otherwise the edge leading to
the node where y is placed would have congestion at least
4k+1. The minimum possible communication load on edge
ea is 4k. For each object xi the edge ea is charged by ki
if the object is not placed on a and by 3ki if it is placed
there. Hence, the minimum load induced on edge ea due to
communication for the xi's is 2k and the additional load for
object y yields a minimum load of 4k. The same argument
holds for edge eb, as well. Therefore all objects xi have to
be placed on nodes s and ¹ s. Let S denote the index set of
objects placed on s. Without loss of generality we assume P
i2S ki > k. The load induced on edge es by this placement
is
3
X
i2S
ki +
X
i= 2S
ki = 2k + 2
X
i2S
ki > 4kwhich is a contradiction to the assertion that a placement
with congestion at most 4k exists.
3. THE EXTENDED-NIBBLE STRATEGY
Assume we are given a hierarchical bus network T = (P [
B;E;b), a set X of shared objects, and read and write fre-
quencies hr;hw : P £ X ¡! N. Our extended-nibble strat-
egy consists of the following three steps.
² Step 1: the nibble strategy
Compute an optimal placement of the shared data ob-
jects under the assumption that also inner nodes may
hold copies. This is shown in [10] to be possible by a
simple, linear time algorithm, the nibble strategy.
² Step 2: the deletion algorithm { removing rarely used
copies
For x 2 X let ·x :=
P
P2P hw(P;x) denote the write
contention induced by x. Modify the above placement
so that all copies of x serve at least ·x read or write
requests. We will show that this is possible such that
the congestion is at most doubled.
² Step 3: the mapping algorithm { move copies from
inner nodes to leaves
Replace each copy stored on an inner node by one
or more copies on leaves. We show how to do this
such that the placement we get produces a conges-
tion that is at most a factor of 7 away from opti-
mal. Computing this strategy needs sequential time
O(jXj ¢ jP [ Bj ¢ height(T) ¢ log(degree(T))), and can
be executed in a distributed way on T in time O(jXj ¢
jP [ Bj ¢ log(degree(T)) + height(T)).
The remainder of this chapter describes the three steps in
more detail. In the following chapter the analysis of the
algorithm is given.
3.1 Step 1: the nibble strategy
In this section we present the nibble strategy that was in-
troduced in [10]. Note that the nibble strategy places copies
also on inner nodes. Therefore, we do not distinguish be-
tween processors and buses in the following, i.e., we are given
an ordinary tree T = (V;E) with V = P [ B and E = E.
The nibble strategy places each data object x 2 X inde-
pendently from the other objects. We use the following
notations and de¯nitions concerning the access rates to a
¯xed object x. For a node v (processor or bus), de¯ne
r(v) = hr(v;x), w(v) = hw(v;x), and h(v) = r(v) + w(v).
Thus, h(v) represents the total number of accesses to object
x by node v. h(v) is also denoted the weight of node v. For
any subtree T
0 = (V
0;E
0), i.e., a connected subgraph of T,
we de¯ne r(T
0) =
P
v2V 0 r(v), w(T
0) =
P
v2V 0 w(v), and
h(T
0) = r(T
0) + w(T
0).
All copies of x are placed on some nodes that form a con-
nected component including the center of gravity g(T), which
is de¯ned as follows. Consider the set of nodes v such that
the removal of v partitions T into subtrees, each of which
contains at most 1/2 of the total weight. It is easy to check
that this set is not empty. We choose an arbitrary node from
this set to be the center of gravity g(T), e.g., the one with
the smallest index. Note that the gravity center depends on
the access rates to object x such that the gravity center for
another object possibly is a di®erent node.
In the following, g(T) is assumed to be the root of the tree T,
which de¯nes the parent and the children of each node. The
subtree T(v) rooted at v 2 V is de¯ned to be the maximal
subtree including v but not the parent of v. After we have
¯xed this notation, the rest of the description of the nibble
strategy is very simple.
The nibble placement:
A node v gets a copy of x
if and only if v = g(T) or h(T(v)) > w(T).
The nibble placement can be calculated in time O(jV j) for
each object. If the function hr and hw are represented by
an array including an entry for each node, then this bound
corresponds to the input size. We only need to compute the
total number of write accesses and, for each node v, the sum
of the read and write accesses issued in the subtrees incident
on v, i.e., the subtrees into which the tree is partitioned if v
is removed from the tree. This can be done by a depth ¯rst
search algorithm taking time O(jEj) = O(jV j).
Moreover, the placement can be calculated e±ciently by the
processors of the tree network in a distributed fashion. Here
the total number of write accesses and the weight of all sub-
trees incident on the nodes can be computed in O(height(T))
rounds each of which takes time O(degree(T)). The com-
putation for several objects can be pipelined, which gives
time O((jXj + height(T)) ¢ degree(T)) for the placement of
all objects in X.
The most important result of the following theorem is that
the nibble strategy minimizes the load on all edges simul-
taneously, and, hence, also the congestion, regardless of the
bandwidths of the edges.
Theorem 3.1. The nibble strategy computes a placement
that has the following properties.
² The nibble placement achieves minimum load on each
edge.
² All nodes holding a copy of an object x form a con-
nected subgraph T(x).
² The load on an arbitrary edge e induced for serving
requests to an object x is less or equal than the write
contention ·x :=
P
v2V hw(v;x) of x.
² The load on all edges in the connected subgraph T(x)
is ·x.
3.2 Step 2: the deletion algorithm – removing
rarely used copies
The algorithm that removes rarely used copies, called the
deletion algorithm, is presented in the following. For a nodefor l = 0 to height(T(x)) do
for each node v on level l of T(x) do
let c denote the copy of x on v
if s(c) < ·x then
M(v) := M(v) n fcg
if v is not the root of T(x) then
let u denote the parent node of v
else
let u denote the nearest node holding a copy of x
s(u) := s(u) + s(v)
end
end
end
Figure 4: The deletion algorithm for object x 2 X.
v let M(v) denote the set of copies placed on v by the nibble
strategy. If a processor P issues a read or write request the
reference copy c(P;x) is the copy of x that is stored on the
node closest to v. For a copy c 2 M(v) let s(c) denote the
number of read and write requests that are served by c.
The deletion algorithm works independently for each ob-
ject. Fix an object x. It is assumed that the connected
subgraph T(x) induced by the nodes holding a copy of ob-
ject x is rooted at an arbitrary node. Our algorithm works
in height(T(x)) rounds. The root is de¯ned to be on level
height(T(x)) and all nodes that are children of nodes on
level i + 1 are de¯ned to be on level i. In round l all copies
of x on level l nodes of T(x) are tested for deletion. A copy c
on node v is deleted if the number of requests served by c is
less than ·x. In this case the requests previously served by
c are served by the copy of x on the parent node of v. The
only exception is the root of T(x), since there exists no par-
ent node. Therefore, if the copy of x on the root is deleted
the requests previously served by that copy are served by
the nearest undeleted copy of x. The details of the deletion
algorithm for object x are described in Figure 4.
The deletion algorithm computes the modi¯ed nibble place-
ment in which every copy of object x serves at least ·x
requests. If a copy c of x serves too many request, i.e., c
serves more than 2·x requests, additional copies of x are
created on v and the requests are split among these copies
in such a way that each copy serves at least ·x and at most
2·x requests. Thus we can make the following observation.
Observation 3.2. The modi¯ed nibble placement has the
following properties.
² A copy of variable x serves at least ·x and at most 2·x
requests.
² On each edge of the connected subgraph T(x) the load
due to messages for object x increases at most by ·x.
² The placement achieves optimal load on every edge up
to a factor of 2.
3.3 Step 3: the mapping algorithm – moving
copies from inner nodes to leaves
In the third and last step, the remaining copies on inner
nodes are moved to the leaf nodes. In the following we
assume that an arbitrary node is the root of T. The root
is de¯ned to be on level height(T) and all nodes that are
children of nodes on level i + 1 are de¯ned to be on level i.
In addition we assume that every edge of T is replaced by
two directed edges in opposite directions. All edges directed
to the root are called upward edges and the others are called
downward edges. Suppose that after step 2 a node v holds a
copy c and in step 3 c is mapped to another node u. Then
we say that the copy c is moved along the path from v to u.
Note that all requests accessing c have to be forwarded from
v to u and thus increase the load on the respective path.
The mapping algorithm uses the following variables and
constants. The mapping load Lmap(~ e) of an edge ~ e is the
additional load on ~ e due to forwarding requests. Let x(c)
denote the shared object of which c is a copy. Then the
variable Lmap(~ e) is increased by s(c) + ·x(c) whenever a
copy c is moved along ~ e. This increment is smaller than
¿max := maxc0fs(c
0) + ·x(c0)g. The acceptable load Lacc(~ e)
of an edge ~ e is approximately the load on ~ e due to forward-
ing requests the algorithm will accept. In order to de¯ne
Lacc(~ e) initially, we ¯rst de¯ne the basic load Lb(~ e) of ~ e.
Suppose a request issued by a leaf node v and served by a
copy on a node u in the modi¯ed nibble placement. This
request is basic for the directed edge ~ e if ~ e lies on the di-
rected path from u to v. Let Lb(~ e) denote the number of
basic requests for ~ e. Then initially Lacc(~ e) := 2Lb(~ e).
The mapping algorithm consists of two phases: the upwards
and the downwards phase. In the upwards phase consisting
of height(T) rounds, copies are moved along upward edges
in the following way. In round l a node v on level l of T
moves copies along the edge ~ e+ leading to his parent node
u as long as the resulting mapping load on ~ e+ does not
exceed the acceptable load. Thus, the node v tries to move
as much copies as possible out of his subtree. If this would
not be done these copies would have to be mapped to the
leaf nodes of the subtree of v in the downwards phase. After
the movement the acceptable load on the edges ~ e+ and ~ e¡ isfor each edge ~ e do
Lmap(~ e) := 0
Lacc(~ e) := 2 ¢ Lb(~ e)
end
for l = 0 to height(T) ¡ 1 do
for each node v on level l do
while (Lmap(~ e+) + ¿max · Lacc(~ e+)) do
choose c 2 M(v) arbitrarily
M(u) := M(u) [ fcg
M(v) := M(v) n fcg
Lmap(~ e+) := Lmap(~ e+) + s(c) + ·x(c)
9
=
;
movement
along
~ e+ = (v;u)
end
± := Lacc(~ e+) ¡ Lmap(~ e+)
Lacc(~ e+) := Lacc(~ e+) ¡ ±
Lacc(~ e¡) := Lacc(~ e¡) ¡ ±
9
=
;
adjustment
end
end
Figure 5: The upwards phase of the mapping algorithm.
possibly reduced (~ e¡ denotes the downwards edge incident
to v and u). This ensures that in the downwards phase
the algorithm does not move too many copies along ~ e¡ in
the subtree of v. Note that Lacc(~ e¡) may become negative
by this adjustment. The details of the upwards phase are
described in Figure 5.
In the downwards phase consisting of height(T) rounds all
copies are moved along downwards edges. In round l a node
v on level l of T moves all his copies in the following way.
Suppose v holds a copy c that serves s(c) requests. Then the
algorithm searches a free downward child edge ~ e of v, i.e., an
edge ~ e with Lmap(~ e) + s(c) + ·x(c) · Lacc(~ e) + ¿max, where
x(c) denotes the shared data object of which c is a copy.
The copy is moved along this edge ~ e and the mapping load
of ~ e is increased accordingly. The details of the downwards
phase are described in Figure 6. If a free edge can always
be found we can make the following observation.
Observation 3.3. Suppose a node v has moved all its
copies downwards and ~ e is a downward child edge of v. Then
either
Lmap(~ e) · Lacc(~ e) + ¿max
or
Lmap(~ e) = 0 and Lacc(~ e) < ¡¿max:
4. THE ANALYSIS
First, the following lemma ensures that the mapping algo-
rithm can be executed in the described way.
Lemma 4.1. In the downwards phase of the mapping al-
gorithm a free downward child edge can always be found.
Proof. To prove the lemma we need the following invari-
ant.
Invariant 4.2. Let v denote an arbitrary internal node
of the tree network and let Eout (Ein) denote the set of out-
going (incoming) edges of v. Then the following inequality
holds at any time step during the execution of the mapping
algorithm,
X
~ e2Eout
Lacc(~ e) ¡
X
~ e2Eout
Lmap(~ e)
¸
X
~ e2Ein
Lacc(~ e) ¡
X
~ e2Ein
Lmap(~ e) + 2
X
c2M(v)
s(c):
Proof. First, we will prove that the invariant holds at
the beginning of the mapping algorithm. Since all mapping
loads are initially 0 the invariant simpli¯es to
2 ¢
X
~ e2Eout
Lb(~ e) ¸ 2 ¢
X
~ e2Ein
Lb(~ e) + 2 ¢
X
c2M(v)
s(c):
Recall that initially Lacc(~ e) = 2 ¢ Lb(~ e). The inequality
holds, since a request issued by a leaf u that is a basic
request of an incoming edge is also a basic request of the
outgoing edge leading to u. Thus, each request contribut-
ing to
P
~ e2Ein Lb(~ e) contributes to
P
~ e2Eout Lb(~ e), as well.
Furthermore, each request served by a copy placed on v at
the beginning of the mapping algorithm is basic for some
outgoing edge. This means that each request contributing
to
P
c2M(v) s(c) also contributes to
P
~ e2Eout Lb(~ e).
Now, we show that a movement of a copy or an adjustment
of loads does not cause the invariant to become invalid. This
shows that it holds throughout the mapping algorithm.
Consider that a copy c is moved along an outgoing edge
~ e away from node v. Then Lmap(~ e) increases by s(c) +
·x(c). Thus, the left side of the inequality decreases by this
value, whereas the right side decreases by 2 ¢ s(c) because c
is removed from the set M(v). From observation 3.2 follows
that s(c) + ·x(c) · 2 ¢ s(c) holds, and, thus, the invariant
holds after the movement. An analogical argument holds if
a copy is moved to v along an incoming edge.for l = height(T) ¡ 1 to 1 do
for each node v on level l do
for each c 2 M(v) do
choose a child edge ~ e of v with
Lmap(~ e) + s(c) + ·x(c) · Lacc(~ e) + ¿max
¾
such a free edge ~ e
always exists
M(u) := M(u) [ fcg
M(v) := M(v) n fcg
Lmap(~ e) := Lmap(~ e) + s(c) + ·x(c)
9
=
;
movement along
~ e = (v;u)
end
end
end
Figure 6: The downwards phase of the mapping algorithm.
During an adjustment the acceptable load on an incoming
and on an outcoming edge are decreased by ±. Hence, both
sides of the inequality are decreased by ± and the invari-
ant holds after the adjustment. Altogether this yields the
lemma.
Consider an arbitrary node v of the tree and a copy c
¤ that is
currently placed on v. We show that there exists a free child
edge of v, i.e., a child edge ~ e with Lmap(~ e)+s(c
¤)+·x(c¤) ·
Lacc(~ e) + ¿max.
After the upwards phase of the mapping algorithm the map-
ping load on upward edges matches the respective acceptable
load due to the adjustment. Therefore, these edges can be
removed from the sums in the invariant and, thus, it simpli-
¯es to
X
~ e2Echild
Lacc(~ e) ¡
X
~ e2Echild
Lmap(~ e)
¸ Lacc(~ e¡) ¡ Lmap(~ e¡) + 2 ¢
X
c2M(v)
s(c);
(1)
where Echild denotes the set of downward edges leading to
children of v, and ~ e¡ denotes the edge leading from the
father of v to v. Now, we distinguish two cases according to
observation 3.3.
1. Suppose Lmap(~ e¡) · Lacc(~ e¡) + ¿max.
Then Lacc(~ e¡)¡Lmap(~ e¡) ¸ ¡¿max and together with
inequality (1) this yields
X
~ e2Echild
Lacc(~ e) ¡
X
~ e2Echild
Lmap(~ e) ¸ 2
X
c2M(v)
s(c) ¡ ¿max
¸ 2s(c
¤) ¡ ¿max :
Now assume for contradiction that there exists no child
edge ~ e of v with Lmap(~ e) + s(c
¤) + ·x(c¤) · Lacc(~ e) +
¿max. Then for every child edge Lacc(~ e) ¡ Lmap(~ e) <
s(c
¤) + ·x(c¤) ¡ ¿max. The sum over all edges yields
X
~ e2Echild
Lacc(~ e) ¡
X
~ e2Echild
Lmap(~ e)
< jEchildj ¢ (s(c
¤) + ·x(c¤) ¡ ¿max)
< s(c
¤) + ·x(c¤) ¡ ¿max
< 2s(c
¤) ¡ ¿max;
since ¿max ¸ s(c
¤) + ·x(c¤). This is a contradiction.
2. Suppose Lmap(~ e¡) = 0 and Lacc(~ e¡) < ¡¿max.
Assume for contradiction that the node v has a copy
c
¤ for which the mapping algorithm tries to ¯nd a free
child edge. This copy has not been moved to v during
the downwards phase because then Lmap(~ e¡) would
not equal zero. Hence, c
¤ was already placed on v at
the end of the upwards phase. But then v would have
moved this copy upwards because the mapping load
Lmap(~ e+) on the edge leading to the father of v was
small enough to allow this movement.
This can be seen as follows. Lacc(~ e¡) has been reduced
by more than ¿max during the adjustment in the up-
wards phase. Otherwise Lacc(~ e¡) < ¡¿max would not
be possible. Therefore ± = Lacc(~ e+) ¡ Lmap(~ e+) has
been at least ¿max. But in this case the condition for
moving copies upwards is ful¯lled and thus, c
¤ would
have been moved upwards.
Altogether, it is not possible that the node v has a copy
c
¤ for which the mapping algorithm tries to ¯nd a free
child edge if Lmap(~ e¡) = 0 and Lacc(~ e¡) < ¡¿max.
Thus, it is shown that the algorithm works correctly.
Finally, the following theorem shows that the extended-
nibble strategy achieves optimum congestion up to a factor
of 7. Further, it gives bounds on the runtime of the strategy.
Theorem 4.3. The extended-nibble strategy achieves a
congestion C · 7 ¢ Copt on the tree T, where Copt de-
notes the optimum congestion. Further, the placement ofthe strategy can be calculated in sequential time O(jXj ¢
jP [ Bj ¢ height(T) ¢ log(degree(T))). If it is computed in
a distributed fashion on the tree T the strategy needs time
O(jXj ¢ jP [ Bj ¢ log(degree(T)) + height(T)).
Proof. First, we prove the bounds on the runtime of
the extended-nibble strategy which is simply the sum of the
runtime of the three steps.
² Nibble strategy
The nibble placement can be calculated in time O(jXj¢
jP [ Bj). This result can be found in [10].
² Deletion algorithm
The modi¯ed placement can be calculated in time
O(jXj ¢ jP [ Bj), too, because for each object x each
node in the connected component of copies of x is
visited only once during the deletion algorithm.
² Mapping algorithm
An upward movement of a copy costs time O(1). A
downward movement at a node v can be performed
in time O(log(degree(v))) if a heap structure is used
to ¯nd a free edge. A single copy is moved at most
O(height(T)) times. Altogether, all movements of a
single copy cost time O(height(T) ¢ log(degree(T))).
The remaining question is how many copies of a sin-
gle object x have to be mapped. Less than ·x re-
quests reach a node via the same edge. Therefore at
most degree(v) copies of the same object are created
on a node v. Recall that each copy serves at least
·x requests. Altogether, this yields a number of at
most jP [ B)j copies of an object. Hence, all copies
can be mapped in time O(jXj ¢ jP [ Bj ¢ height(T) ¢
log(degree(T))).
If the extended-nibble strategy is computed in a distributed
fashion on the tree T, the computation can be pipelined for
several copies, which gives the time bound O(jXj ¢ jP [ Bj ¢
log(degree(T))+height(T)). Note, that a single node needs
only time O(jXj ¢ jP [ Bj ¢ log(degree(T))) for mapping all
copies, because there are only O(jXj ¢ jP [ Bj) copies and
each copy takes time O(log(degree(T))).
In order to prove the bound on the congestion we, ¯rst,
relate the load of an edge or a bus to the load on the cor-
responding edge or node, respectively, needed in the nibble
placement. Finally we relate the congestion in the nibble
placement to the optimal congestion. The following lemma
relates the acceptable load to the load in the nibble place-
ment.
Lemma 4.4. Let ~ e+ denote an arbitrary directed edge of
T, and let ~ e¡ denote the edge in the opposite direction of ~ e.
Furthermore, let e denote the corresponding undirected edge.
Then
Lacc(~ e+) + Lacc(~ e¡) · 2 ¢ Lnib(e);
where Lnib(e) denotes the load on e in the nibble placement.
Proof. First, we show for each object x that the number
of basic requests for edges ~ e+ and ~ e¡ that are directed to
copies of x is smaller than the load on e in the nibble place-
ment, due to messages for object x. Consider a basic request
for the edges ~ e+ or ~ e¡. A corresponding request message has
to be sent along e in the modi¯ed nibble placement, because
the requesting node and the copy that serves the request are
only connected via e. Recall that the modi¯ed nibble place-
ment is the placement at the end of the deletion algorithm.
Thus Lb(~ e+)+Lb(~ e¡) is less or equal than the load on edge
e due to the modi¯ed nibble placement. Now, we distinguish
two cases in order to show Lb(~ e+) + Lb(~ e¡) · Lnib(e).
1. Suppose e does not belong to the connected component
T(x).
In this case the nibble placement and the modi¯ed
nibble placement produce the same load on e.
2. Suppose e belongs to the connected component T(x).
In this case the nibble placement has load ·x on e.
Only requests that were reassigned during the deletion
procedure contribute to the basic load on ~ e+ and ~ e¡.
These are less than ·x.
Altogether for the initial value of the acceptable loads on ~ e+
and ~ e¡ holds
Lacc(~ e+) + Lacc(~ e¡) = 2 ¢ Lb(~ e+) + 2 ¢ Lb(~ e¡)
· 2 ¢ Lnib(e):
The lemma follows from this inequality, since the acceptable
loads are only decreased during the mapping algorithm.
Lemma 4.5. For every edge e in the tree T, L(e) · 4 ¢
Lnib(e) + ¿max.
Proof. The load on an edge e consists of the mapping
load and the load of the modi¯ed nibble placement. Obser-
vation 3.2 relates the load of the modi¯ed nibble placement
to Lopt(e). Observation 3.3 together with the obvious prop-
erty Lmap(~ e) · Lacc(~ e) for upward edges yields
Lmap(~ e+) + Lmap(~ e¡) · Lacc(~ e+) + Lacc(~ e¡) + ¿max;
where ~ e+ and ~ e¡ denote the directed edges corresponding to
e. Hence, the lemma follows from Lemma 4.4 that relates
the acceptable loads on a pair of edges to the respective load
in the nibble placement.
Lemma 4.6. For every bus v in the tree T, L(v) · 4 ¢
Lnib(v) + ¿max, where Lnib(v) :=
P
eadj. v Lnib(e)=2 denotes
the sum of the loads in the nibble placement, over all edges
adjacent to v, divided by two.
Proof. As in the proof of Lemma 4.1, it holds that af-
ter the upwards phase of the mapping algorithm the map-
ping load on upward edges matches the respective acceptableload due to the adjustment. Therefore these edges can be
removed from the sums in the Invariant 4.2. This gives
X
~ e2Echild
Lacc(~ e) ¡
X
~ e2Echild
Lmap(~ e)
¸ Lacc(~ e¡) ¡ Lmap(~ e¡) + 2 ¢
X
c2M(v)
s(c):
(2)
After the downwards phase of the algorithm all copies have
been mapped to leaf node and therefore (2) simpli¯es to
X
~ e2Echild
Lacc(~ e) ¡
X
~ e2Echild
Lmap(~ e) ¸ Lacc(~ e¡) ¡ Lmap(~ e¡): (3)
Now, we distinguish two cases according to Observation 3.3.
We only consider the ¯rst case of the observation. The other
case is obvious, since in this case the node v has moved no
copies downwards and, thus, the mapping load on his adja-
cent edges equals the corresponding acceptable load (com-
pare case 2 in the proof of Lemma 4.1).
Suppose Lmap(~ e¡) · Lacc(~ e¡) + ¿max. Inequality (3) to-
gether with the property Lmap(~ e) · Lacc(~ e) for upward
edges yields
X
~ e2Echild
Lmap(~ e) +
X
~ e2Eupw
Lmap(~ e)
·
X
~ e2Echild
Lacc(~ e) +
X
~ e2Eupw
Lacc(~ e) + Lmap(~ e¡) ¡ Lacc(~ e¡);
where Eupw denotes the set of upward edges incident to v.
The only edge incident to v missing in the sums on the left
and the right side, is the edge ~ e¡ leading from the father of v
to v. Hence, adding Lmap(~ e¡) on both sides and Lacc(~ e¡)¡
Lacc(~ e¡) on the left side yields
1
2
0
@
X
~ e2Eout
Lmap(~ e) +
X
~ e2Ein
Lmap(~ e)
1
A
·
1
2
0
@
X
~ e2Eout
Lacc(~ e) +
X
~ e2Ein
Lacc(~ e)
1
A + ¿max;
since Lmap(~ e¡) ¡ Lacc(~ e¡) · ¿max. The left side is exactly
the mapping load of bus v. The right side is less than 2 ¢
Lnib(v) + ¿max, according to Lemma 4.4. Altogether this
yields L(v) · 4 ¢ Lnib(v) + ¿max.
It is obvious that the optimal load for trees that are allowed
to hold copies on inner nodes, i.e., the load in the nibble
placement, is a lower bound for the optimal load in the hi-
erarchical bus model.
Now we have to relate ¿max to the optimal congestion on
the tree where the inner nodes correspond to buses. This is
done as follows. Let ^ x denote an object with maximum write
contention ·max. Additionally, assume that in the nibble
placement copies of x are on inner nodes. Note that we do
not have to consider other objects, because the extended-
nibble strategy does not change their placement and, thus,
does not produce any additional load. Let h^ x denote the
total number of requests issued to object ^ x. The inequality
¿max · 3·max follows from observation 3.2 and ¿max · h^ x is
obvious. Now we prove that either Copt ¸ ·max or Copt ¸
h^ x
2 holds. We distinguish the following cases.
1. Suppose that the optimal algorithm places more than
one copy of ^ x on arbitrary leaf nodes.
The edges leading to these leaf nodes have at least load
·max, because a write has to update all copies. Since
these edges have the lowest bandwidth among all edges
this yields Copt ¸ ·max.
2. Suppose that the optimal algorithm places only one
copy of ^ x on an arbitrary leaf node l.
Assume this node issues less than half of the requests
directed to the object. Then more than half of the
requests traverse the edge el leading to l, and, thus,
the load is at least
h^ x
2 .
Now, assume that more than half of the requests to x
are issued by the leaf node l. Then the nibble strategy
places a copy on l, because the load on el would not
be minimized, otherwise. Hence, the nibble strategy
produces load ·max on el, since it places another copy
of ^ x in the network by de¯nition of ^ x. Recall that the
nibble strategy produces optimum congestion.
Altogether this yields ¿max · 3¢Copt and hence, C · 7¢Copt.
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