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Abstract
Non-covalent interactions are responsible for molecular aggregation and thus indis-
pensable in the study of condensed matter. In chemical research, such information
plays an important role for example in creating new drugs with tailored proper-
ties through rational design. The tools of computational chemistry are invaluable
to understand such events. Two popular methods are electrostatic potential maps
(EPM) and noncovalent interactions (NCI) plots. They are both easy in application
and give an intuitively interpretable graphical representation. However, in order to
quantify and consistently study intermolecular interactions, higher level methods
are required. In this thesis, an extension to local correlation methods that allows to
visualize dispersion interactions is presented. The so-called Dispersion Interaction
Density (DID) is obtained by scaling the local molecular orbitals (LMOs) closed-
shell densities with their corresponding contributions to the dispersion interaction.
From the DID-matrix a 3-dimensional grid can be calculated and afterwards visu-
alized in the form of contour plots, color projections on the electronic density or
Voxel graphics. The latter proves to be the method with the greatest breadth of
information. Studies on selected systems such as the well-known benzene dimer
demonstrate their usefulness. Furthermore, it is also shown how intramolecular ef-
fects can be easily investigated by means of local orbital analysis. Having exhibited
that the latter in conjunction with DIDs are well suited to study such effects, more
complex structures have been examined.
The Clever group has made important advances in metal mediated self assembly of
supramolecular compounds. By different substitutions on a bis-monodentate pyridyl
backbone two supramolecular structures which can serve as a host system for differ-
ent guest molecules were obtained. The first host examined has adamatyl residues
showing in the cages interior and is able to bind different ionic guest molecules.
Local orbital analysis revealed that the main driving forces are given by disper-
sion and Pauli repulsion. Motivated by these results the Clever group is currently
extending the scope of dispersion energy donors (DEDs) that can be implemented
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into the ligand backbones. The second host system discussed is an interpenetrated
double cage structure. It is able to take up various neutral guest molecules in its
middle pocket. Local correlation calculations revealed that this is mainly achieved
by dispersion interactions. Further, a dependence between the dispersion contribu-
tions and experimental free binding energies was found. In order to build a bridge
between theory and experiment a protocol to compute free binding energies was
applied. For small guest molecules the scheme performed rather well while it could
be shown that larger guest molecules require a relaxation of the pockets geometry.
For this purpose three more sophisticated computing protocols are proposed.
The study of non-covalent interactions is continued by the investigation of metal-
lophilic contacts. The previous work of our group was extended by the investigation
of experimental crystal structures and mixed metallophilic contacts. Through local
orbital analysis, fragments were built and the interaction energies were decomposed.
The outcome revealed that there are good reasons to highlight the strength of metal-
lophilic contacts. However, mistaking such an interaction for the main driving force
in molecular aggregation should be avoided. The calculations carried out for the
ClAuR2bimy (R=Me, Et) complexes show that simple changes in the ligands can
lead to crystal structures where even no aurophilic contacts are observed. The d10
cations can contribute in stabilizing a molecular crystal, but the ligand composition
seems to be the dominating factor.
In all previous calculations the DF-PAO-LMP2 code implemented in Molpro was
used. Especially regarding the supramolecular host-guest structures it was difficult
to make the calculations possible at all. This was at least achieved by applying
approximations such as multipoles for the calculation of distant orbital pairs. Nev-
ertheless, the calculations were very time intensive. By rediscovering PNO as virtual
space the groups of Neese and Werner made great progress in the recent years. The
computational cost of the latest generation local correlation methods scales linear
with regard to the molecular size. Combined with massive parallelization over many
processors large molecular clusters can nowadays be computed within minutes. To
benefit from and inspired by recent development in local orbital analysis,[1] an EDA
scheme for PNO-LMP2 has been implemented in Molpro. It is shown that strict
spatial localization of the PNOs and a reliable population analysis are necessary
to obtain stable results, especially for the charge transfer terms. For the latter, a
visualization related to DIDs is probed. The improvement of the EDAs stability is,
however, also purchased with an increased computational cost of the method. In
the future, calculations of large molecular systems must show whether a temporal
advantage is obtained in comparison to the initial PAO-based methods.
iv
Contents
Acknowledgements i
Abstract iii
1 Introduction 1
2 Theoretical Background 7
2.1 Hartree-Fock – Independent Particle Model . . . . . . . . . . . . . . . 9
2.2 Electron Correlation Methods . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Møller-Plesset Perturbation Theory . . . . . . . . . . . . . . . 11
2.2.2 Coupled-Cluster Theory . . . . . . . . . . . . . . . . . . . . . 13
2.3 Local Correlation Methods . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.1 Orbital Invariant Formulation . . . . . . . . . . . . . . . . . . 14
2.3.2 Orbital Localization . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.3 Virtual Space Definition . . . . . . . . . . . . . . . . . . . . . 17
2.4 Population Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 Energy Decomposition Analysis (EDA) . . . . . . . . . . . . . . . . . 21
3 Local orbital analysis 27
3.1 Fragmentation Using Local Orbital Subspaces . . . . . . . . . . . . . 27
3.2 Dispersion Interaction Density (DID) . . . . . . . . . . . . . . . . . . 28
3.2.1 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.2 Visualization of DID . . . . . . . . . . . . . . . . . . . . . . . 32
4 Applications of Dispersion Interaction Densities 35
4.1 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Benzene Dimer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3 Substituted Benzene Dimer . . . . . . . . . . . . . . . . . . . . . . . 40
4.4 Methylated Anisole-Methanol Dimers . . . . . . . . . . . . . . . . . . 43
4.5 Coupled Diamondoids . . . . . . . . . . . . . . . . . . . . . . . . . . 47
v
Contents
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5 Supramolecular Coordination Cages 51
5.1 A Sterically Overcrowded Cage . . . . . . . . . . . . . . . . . . . . . 53
5.1.1 Summary of Experimental Findings . . . . . . . . . . . . . . . 54
5.1.2 Theoretical Investigations . . . . . . . . . . . . . . . . . . . . 55
5.2 An Interpenetrated Double-Cage . . . . . . . . . . . . . . . . . . . . 58
5.2.1 Summary of Experimental Findings . . . . . . . . . . . . . . . 58
5.2.2 Theoretical Investigations . . . . . . . . . . . . . . . . . . . . 61
5.2.3 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6 Metallophilic interactions 69
6.1 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2.1 Cl-Au-Me2bimy . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2.2 Cl-Au-Et2bimy . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2.3 AuHg2(o-C6F4)3 – Hg3(o-C6F4)3 . . . . . . . . . . . . . . . . . 80
6.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
7 Energy Decomposition Analysis for PNO-LMP2 85
7.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
7.2 Results for Intermolecular Interactions . . . . . . . . . . . . . . . . . 90
7.3 Time Scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
8 Summary 103
List of Abbreviations 109
Bibliography 111
vi
1 Introduction
In the course of chemistry undergraduate studies, each student learns to know dif-
ferent models of chemical bonding. The rough classification is usually provided as
metallic, ionic, covalent and non-covalent bonds. The covalent bond is determined
by shared electrons between atoms that form a molecule.[2] Ionic bonds, for exam-
ple in salt crystals, arise from electrostatic interactions[3] and metals are described
by a delocalized electron gas.[4] The non-covalent bonds are often limited to inter-
molecular effects in the literature, which is insufficient, as will be shown later in this
thesis.
One of the best known examples of non-covalent interactions is the hydrogen bond.[5]
Due to the strong difference in the electronegativity between hydrogen and, for
example, oxygen or nitrogen, strongly polarized regions are formed. The latter build
strong electrostatic interacting bridges which explain the relatively high boiling point
of water and ammonia.[6] The effect of bond polarization always occurs when there
is a significant difference in the electronegativity of covalently bonded atoms.[7] The
latter leads to a dipole which can then interact electrostatically with the dipole
of another molecule.[8] Furthermore, higher order multipoles are possible, e.g. the
quadrupole moment of benzene.[9] The pi-system results in a negatively charged
region above and below the ring surface while the ring surface itself is positively
charged. Based on this, the T-shaped benzene conformation[10,11] or the cation
benzene interaction[12] can be explained. Turning to non-polar molecules such as
methane, or the noble gases, their dimerization cannot be described by electrostatic
interactions. Their intermolecular bonds are established by dispersion forces. The
latter arise from the non-uniform distribution of the electrons around the atoms. As
a result, there is a charge imbalance that induces instantaneous dipoles in a nearby
molecule (or atom in case of the noble gases).[13] Thereby, a weak attraction arises.
Dispersion interactions are always present when atoms or molecules approach each
other. However, when strong dipoles or multipoles are present, they are far surpassed
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by electrostatic interactions. This feature lead to a neglect of the importance of these
interactions in theory for a long time.
In the Hartree-Fock method,[14,15] dispersion interactions are not included by the
mean field approach. The latter does not allow for the description of instanta-
neous dipoles. By performing a post Hartree-Fock method such as Møller-Plesset
perturbation theory (MPPT),[16] Coupled-Cluster (CC)[17,18] or Configuration Inter-
action (CI)[19] these energy terms are recovered. In the late seventies, however, these
methods were far too costly for the existing computers. This led Ahlrichs in 1977 to
introduce the HFD, Hartree-Fock Dispersion method.[20] Thereby, the dispersion was
fitted with a empirical functional using C6 and C8 coefficients for the interactions
of specific elements. Although this approach initially did not have much use, it was
taken up again years later in the density-functional theory (DFT).[21,22] Due to the
development of generalized gradient approximation (GGA) functionals[23] and their
comparatively low demands on the computing power it became possible to calculate
medium sized molecular systems in a reasonable time. However, Pulay reported
in 1994 that the conventional DFT functionals are not able to describe rare gas
dimers.[24] For a few more years, these problems continued to be neglected until in
2000 further inconsistencies in the calculation of thermodynamic parameters[25] and
in 2004 errors for isodesmic reactions[26] (DFT is for example unable to correctly
reflect the energetic order of the butane conformers) were reported. In the same
year Stefan Grimme published the first empirical dispersion correction for DFT,
DFT-D.[27] Over the years the D correction has been steadily developed and is now
available in the 4th generation.[28] DFT calculations without dispersion corrections
have become uncommon today and illustrate the importance of these interactions.
The dispersion contributions obtained by a DFT-D calculation may serve as a quali-
tative estimate, but should not be used as quantitative results, as unfortunately often
done. Since DFT functionals already implicitly capture dispersion effects at short
range to a certain extent, the dispersion contributions obtained by the D correction
depend strongly on the functional used. On the basis of wave-function methods,
there are different approaches to obtain accurate and consistent values. One of the
most popular methods is Symmetry-Adapted Perturbation Theory (SAPT).[29] Over
the last years many approaches and extensions have been published.[30] The Sherrill
group developed schemes to partition molecular systems atomically and fragment-
wise using local orbital spaces.[31,32] This also allows the investigation of weak in-
tramolecular interactions,[33] which can influence e.g. catalysis or the molecular
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conformation. In addition, visualization techniques of the interaction contributions
were presented. Often a picture is worth a thousand words and facilitates the in-
terpretation of computed results. The big disadvantage of SAPT methods is their
computational effort.
Another option to determine dispersion interactions is provided by the local versions
of the conventional post Hartree-Fock procedures, MPPT and CC. Their computa-
tional effort is drastically reduced compared to the initial canonical methods and
by far lower than SAPT approaches. In this development process especially the
pioneering work of Pulay should be mentioned, who presented first the definition
of the virtual space by projected atomic orbitals.[34] The latest generation of lo-
cal correlation methods uses pair natural orbitals (PNOs), originally proposed by
Mayer,[35,36] as virtual space.[37–46] These methods scale linearly with the molecular
size, as well as with the processors used. By massive parallelization on large compu-
tational clusters, molecular systems containing hundreds of atoms can be calculated
with quantum mechanical accuracy in short time. The advantages and possibili-
ties of local correlation methods have been demonstrated in many publications. By
simple modifications the interaction of specific fragments or orbital spaces can be
analyzed,[47–53] and the ad hoc definition of PAOs allows a simple and computation-
ally cost-effective determination of dispersion interactions.[47]
In this thesis the aforementioned possibilities of local correlation methods are used
for the theoretical investigation of different molecular systems, ranging from the
benzene dimer up to large supramolecular clusters. The theoretical basics are dis-
cussed in detail in Chapter 2. Wave-function based methods are first presented in
a fundamental way and more in-depth discussion on the use of local orbital spaces.
Since the thesis often focuses on dispersion interactions, their determination using
different energy decomposition analyses is evaluated and local correlation methods
are compared with other approaches, such as SAPT.
Chapter 3 includes techniques in the context of local orbital analysis. A natural
population analysis based robust fragmentation scheme is presented. It provides the
possibility to divide molecules into groups of atoms and therefore, permits an anal-
ysis of the interaction of clearly defined areas. This allowed, among other tasks, the
study of aurophilic[51,54] and intramolecular interactions[55,56] in our group. Further-
more, the dispersion interaction density (DID) is introduced.[55] It can be deduced
from the closed-shell densities of orbitals and their contribution to the dispersion
3
1 Introduction
energy. Based on the DID, three dimensional grids can be generated. The latter can
be visualized as contour plots, color projections on the electronic density or Voxel
graphics by suitable software.
Chapter 4 features an analysis of the DID plots. Thereby, the benzene dimer,
substituted benzene dimers, methylated anisole methanol complexes and a coupled
diamondoid are studied. The different visualization techniques presented in Chapter
3 are compared. It is discussed whether the plots can facilitate the interpretation
of the calculated results or not. Furthermore, the possibility to compare spin com-
ponent scaled local second order Møller-Plesset (SCS-LMP2)[57] calculations with
highly accurate CC and CI results at the complete basis limit is taken for the ben-
zene dimer. In the case of the substituted benzene dimers, the SCS-LMP2 dispersion
is compared to results obtained by fragment-based partitioning within the F-SAPT
approach.[58] A coupled diamondoid system calculation illustrates how easily the
energy decomposition scheme can be applied to intramolecular interactions.
Chapter 5 discusses the results of the cooperation with the Clever Group within the
SPP1807.[59–61] Through the substitution of two 3-ethynylpyridines to an acridone
they were able to synthesize the banana shaped ligand L shown in Figure 1.1 a). By
a self-assembly process in the presence of [Pd(CH3CN)4] – (BF4)2 an interpenetrated
double cage with three pockets filled by BF4 – ions is obtained. This system can
be activated through the exchange of the outer pocket ions by Cl– or Br– to bind
neutral guest molecules in the middle pocket. A further modification of L by the
substitution of adamantyl groups in the carbonyl position, lead to a sterically over-
crowded coordination cage as shown in Fugure 5.1 b). Different ionic guest molecules
are able to bind in its pocket and it is of interest if dispersion has a determining
role, since one would suspect that electrostatics are the dominant driving force. Lo-
cal correlation calculations are carried out to determine the strength of dispersion
interactions in the pocket regions of both systems. In the case of the interpene-
trated double cage, an approach for the determination of free binding energies is
presented.
Chapter 6 continues the previous work of our group on metallophilic interactions.[51]
Thereby, the relative weight of such interactions was studied by the crystal structure
of two closely related complexes being the [Au(Me2bimy)Cl] and [Au(Et2bimy)Cl]
complexes (1 and 2 in Figure 1.2)(bimy = benzimidazol-2-ylidene).[62] Furthermore,
Au(I)-Hg(II) complexes aroused interest as examples of mixed metallophilic interac-
4
3 steps 1 step
Pd(II)Pd(II)
a) b)
L L2
Figure 1.1: Supramolecular Commplexes derived through the substitution of acridone.
tions. It has been stated that the forces between those metals are much stronger than
the aurophilic ones.[63,64] To investigate the effect a trinuclear complex AuHg2(o-
C6F4)3 – Hg3(o-C6F4)3 containing one short Au(I)· · ·Hg(II) contact (3 see Fig. 1.2,
M can be either Au or Hg) is considered.[64] The major question is how the com-
peting forces, such as pi-pi or Au-Au, contribute to the final crystal structures. For
this purpose, use is made of a fragment orbital analysis of the electron correlation
energy.
Chapter 7 introduces an energy decomposition analysis in the framework of PNO-
LMP2. In comparison to PAO-LMP2 the spatial location of PNOs is not inher-
ently known. To correct this issue a sophisticated localization procedure is pre-
sented. A similar scheme has already been reported by the Neese group for DLPNO-
CCSD(T),[1] which, however, lead to unstable charge transfer energies. It is shown
that a strong spatial restriction of the PNOs and their local determination by a
reliable population analysis are necessary to obtain a robust scheme. To analyze the
scheme, the S22 benchmark set of non-covalent interactions[65] served as a guideline.
Furthermore, a visualization technique similar to DIDs is presented for the charge
transfer interactions.
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Figure 1.2: Lewis structures of 1 [Au(Me2bimy)Cl] 2 [Au(Et2bimy)Cl] and 3 MHg2(o-
C6F4)3 where M can be either Au or Hg. Reproduced from Reference [54]
with the permission of the American Chemical Society.
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2 Theoretical Background
It is well-known that non-covalent interactions play a decisive role in molecular
aggregation. Despite their variety, the discussion is often dominated by electro-
static effects. However, several publications revealed that london dispersion forces
are essential to properly describe such event.[66–69] Targeting molecular interactions
is of huge interest for a broad variety of systems, from small sized dimers up to
large supramolecular clusters. For this reason different demands on the methods
are made. Supramolecular host-guest complexes contain up to hundreds of atoms.
Accordingly, the method of choice has to be computationally manageable at such
sizes. Molecular scales provide different binding sites which often only differ by
less than a kJ·mol−1.[70,71] Therefore, a highly accurate computational treatment
is required. Finding the balance between computational effort and accuracy is an
important task. In this Chapter the fundamentals to derive the physical nature of
weak interactions via wave-function theory are discussed.
Wave-function theory in general builds upon solving the Schrödinger equation[72]
HˆΨ = EΨ (2.1)
obtaining the energy E of a system with its associated wave-function Ψ. The work
featured in this thesis will deal with time-independent problems, accordingly Ψ is
only a function of spatial and spin coordinates with its corresponding Hamiltonian.
The equation reads as an eigenvalue problem, in which the wave-function Ψ is an
eigenfunction of the Hamiltonian Hˆ with the corresponding eigenvalue E. The non-
relativistic Hamiltonian in atomic units for a system containing n electrons and M
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nuclei is given by
Hˆ = −1
2
n∑
i=1
∇2i︸ ︷︷ ︸
Te
−1
2
M∑
a=1
1
ma
∇2a︸ ︷︷ ︸
Tn
+
n∑
i=1
n∑
j>i
1
rij︸ ︷︷ ︸
Vee
+
M∑
a=1
M∑
b>a
ZaZb
rab︸ ︷︷ ︸
Vnn
−
M∑
a=1
n∑
i=1
Za
ria︸ ︷︷ ︸
Vne
(2.2)
with i and j as electron indices and a and b for the nuclei, respectively. ma and
Zb denote the mass and charge of a nuclei. The distance between two particles is
declared by rxy. The energy terms are split up to kinetic contributions Te, Tn and
repulsive potentials Vee, Vnn for electrons and nuclei, respectively. The last term Vne
accounts for the attractive potential between electrons and nuclei.
The application of this Hamiltionian is very limited, since it can be only solved
analytically for two particle systems. In order to reduce the complexity, the Born-
Oppenheimer approximation[73] is a powerful approach. Hereby, the coupling be-
tween the motion of electrons and nuclei is neglected. This is explained by the huge
mass difference between those particles and the resulting higher velocity of electrons.
Therefore, the Schrödinger equation is split into an electronic and a nuclear part,
whereby the electronic Schrödinger equation
HˆelΨ = EelΨ (2.3)
is solved for a fixed nuclei configuration. The electronic Hamiltonian is given by
Hˆel = −1
2
n∑
i=1
∇2i −
M∑
a=1
n∑
i=1
Za
ria
+
n∑
i=1
n∑
j>i
1
rij
. (2.4)
The nuclear repulsion potential is added a posteriori to the electronic energy. In the
following Sections different methods to compute the electronic Schrödinger equation
are discussed.
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2.1 Hartree-Fock – Independent Particle Model
Within the Hartree-Fock method[14,15] the wave-function Ψ is treated by a single
Slater determinant.[74] Through this definition the resulting ΨHF is antisymmetric by
construction and fullfills the Pauli principle.[75] Since in this thesis only closed-shell
systems are under investigation, the electron spin can be integrated out and doubly
occupied spatial orbitals φi are obtained. They only dependent on the location ri.
The corresponding Slater determinant for an 2n electron system is determined by
ΨHF =
1√
n!
∣∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ2(r1) . . . φn(r1)
φ1(r2)
. . . ...
... . . .
...
φ1(rn) . . . . . . φn(rn)
∣∣∣∣∣∣∣∣∣∣∣
(2.5)
where all n orbitals are doubly occupied. This treatment is commonly referred to as
restricted Hartree-Fock (RHF). The Hartree-Fock procedure is by construction vari-
ational and orbital invariant relative to unitary transformations within the occupied
space.[76] Correspondingly, the best energy obtained with the method is always an
upper bound to the exact solution. Further the spatial orbitals are determined to
be orthonormal to each other. The energy is then evaluated through a set of pseudo
eigenvalue equations
fˆ |φi〉 = i |φi〉 (2.6)
with fˆ being the Fock operator, which is defined as
fˆ(i) = hˆ(i) +
n/2∑
j=1
2jˆj(i)− kˆj(i) = hˆ(i) + gˆ(i) . (2.7)
Hereby, jˆ and kˆ denote the Coulomb and exchange operators, respectively. The
derived orbitals φi are the so called canonical orbitals with their corresponding
orbital energies i. By the introduction of the Fock operator, the exact electron-
electron operator in Equation 2.4 has been replaced by the operator g(i). The latter
treats an electron in the averaged field of all other electrons, thereby deriving the
name independent particle model.
To represent the orbitals and finally compute the Hartree-Fock equations, the linear
combination of atomic orbitals (LCAO) approach[77] is applied. Under this approx-
imation a set of basis functions is defined for each atom. An orbital φi is then
9
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constructed by
φi =
Nbas∑
µ=1
Cµiχµ(r) . (2.8)
Here, Nbas is the total number of basis functions, χµ is an atom centred basis func-
tion. Cµi is the coefficient of basis function χµ for orbital i. If the basis set size
is approaching infinity, the so called Hartree-Fock limit is reached and the correct
wave-function under the Hartree-Fock methodology is derived. However, taking in-
finite basis sets is computationally not feasible and the number of basis functions
is restricted to a certain size. Incorporating the LCAO approach to the canonical
Hartree-Fock formalism leads to the so called Roothaan-Hall equations, which can
then be expressed in matrix notation
FC = SCE . (2.9)
Here F is the Fock-Matrix, C the orbital coefficient matrix and S the overlap matrix
between atomic basis functions. To solve the equation the orbital coefficients are
varied to obtain the lowest energy. Through the variational ansatz it is an upper
bound to the exact energy. If two electrons get close together they are avoiding
each other, thereby reducing the repulsive interactions. This effect is not captured
by the Hartree-Fock method. In the methodology of wave-function based methods
this type of interactions is described by the electron correlation energy, which will
be discussed in the following Section.
2.2 Electron Correlation Methods
In this Section two approaches to correct Hartree-Fock for the missing electron
correlation are discussed, namely Møller-Plesset perturbation theory (MPPT) and
Coupled-Cluster (CC) theory. As it will be discussed in Section 2.5 both methods
give the possibility to quantify dispersion interactions. Here a brief overview of both
approaches is given.
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2.2.1 Møller-Plesset Perturbation Theory
The Møller-Plesset formalism[16] is a special case of the Rayleigh-Schrödinger per-
turbation theory using the Hartree-Fock wave-function as the reference.[19] Thereby,
a petrurbation is added to the unperturbed Hamiltonian, as
Hˆ = Hˆ(0) + λVˆ (2.10)
with Hˆ(0) being the unperturbed Hamiltonian and therefore, the sum over one elec-
tron Fock operators. The perturbation operator Vˆ accounts for the electron-electron
repulsion with λ as a scaling parameter defining its strength. The wave-function Ψ
and energy expressions are expanded in a series of Taylor expansions
Ψ = Ψ(0) + λΨ(1) + λ2Ψ(2) + . . . (2.11)
E = E(0) + λE(1) + λ2E(2) + . . . (2.12)
By substituting Hˆ,Ψ and E in the electronic Schrødinger equation and subsequently
ordering in terms of the power of λ one obtains the Møller-Plesset equations with n
being the order of the perturbation (MPn).
λ0 : Hˆ(0)Ψ(0) = E(0)Ψ(0)
λ1 : Hˆ(0)Ψ(1) + VˆΨ(0) = E(0)Ψ(1) + E(1)Ψ(0)
λ2 : Hˆ(0)Ψ(2) + VˆΨ(1) = E(0)Ψ(2) + E(1)Ψ(1) + E(2)Ψ(0)
...
λn : Hˆ(0)Ψ(n) + VˆΨ(n−1) =
n∑
i=0
E(i)Ψ(n−i)
In this series of Møller-Plesset expansions the most commonly and also in this the-
sis used method is the second-order MP2 procedure. Hereby, the zeroth- the first-
and the second-order terms are summed up. The zeroth-order term is derived with
the HF determinant and therefore, the zeroth-order energy is the sum of the oc-
cupied orbital energies. The first-order term can be understood as the mean-field
correction, which describes one electron in the averaged field of all electrons.[76] The
sum of the zeroth- and first-order energies exactly yields the Hartree-Fock result.
Conversely this means, the second-order term gives the first correction caused by
electron correlation to the Hartree-Fock result.
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For that, the first-order wave function is built by excitations from occupied orbitals
i, j to virtual orbitals a, b. The couplings between singly excited determinants and
the reference wave-function vanishes due to Brillouins-Theorem and the orthonor-
mality conditions between the orbitals. Therefore, the second-order energy is derived
by the coupling between the Hartree-Fock reference and doubly excited states. The
closed-shell second-order perturbation energy is finally expressed by
EMP2 =
occ∑
ij
vir∑
ab
(2 〈φiφj|φaφb〉 − 〈φiφj|φbφa〉)
i + j − a − b . (2.13)
The canonical MP2 methods computational cost formally scales with the power N5bas
and is therefore, computationally cheap if compared to Coupled-Cluster or Config-
uration Interaction methods including double excitations.[76] The method is by con-
struction size extensive, which made it popular to use for weakly interacting dimer
systems. However, there are also some disadvantages when using Møller-Plesset per-
turbation theory (MPPT). The procedure is not variational, so that the calculated
energy can be lower than the exact energy. Moreover, poor HF wave-functions lead
to larger perturbation corrections which can end up in poor convergence patterns.
Another problem arises if systems with a significant multi reference character are
considered, since the theory is built upon single Slater determinants. For this work
it is important to mention that molecular systems including larger dispersion and/or
charge transfer interactions tend to be overestimated at the MP2 level. However,
this problem can be reduced by the spin-component scaling (SCS) approximation.[57]
Hereby, one distinguishes between anti-parallel (triplet) and parallel (singlet) spin-
electron pairs. It was proved that the triplets are commonly overestimated, while
the singlets tend to be underestimated. Through a set of benchmark calculations
Grimme postulated to compute the correlation energy as
Ecorr = psE
(2)
s + ptE
(2)
t (2.14)
with ps = 65 and pt =
1
3
. Also in our group it has been shown that SCS-MP2 provides
accurate results for a variety of systems, such as the benzene dimer[55] or aurophilic
interactions[54] featured in Chapters 4 and 6, respectively.
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2.2.2 Coupled-Cluster Theory
In Coupled-Cluster theory[17,18] the Hartree-Fock wave-function also serves as the ref-
erence. Excitations to virtual orbitals are constructed with an exponential ansatz
eTˆ = 1 + Tˆ1 + (Tˆ2 +
1
2
Tˆ 21 ) + . . . (2.15)
Applying the excitation operators T to the reference wave-function Φ0 yields
Tˆ1Φ0 =
occ∑
i
vir∑
a
tiaΦ
a
i
Tˆ2Φ0 =
occ∑
ij
vir∑
ab
tijabΦ
ab
ij
. . .
(2.16)
tia and t
ij
ab are cluster amplitudes describing the probability of an excitation from
occupied orbitals i, j to virtual orbitals a, b. Since a treatment of all excitations is
computationally not feasible the excitation operator is truncated at a certain point.
Often already the triples are cut off, as the doubles provide the largest contribution
to the correlation energy. This method is then referred to as CCSD. The CCSD
exponential excitation operator is expanded by
eTˆ1+Tˆ2 = 1 + Tˆ1 + (Tˆ2 +
1
2
Tˆ 21 ) + (Tˆ1Tˆ2 +
1
6
Tˆ 31 ) + . . . (2.17)
Through the exponential ansatz also higher excitations are included by connecting
single and double excitations. This ensures the size extensive behaviour of CC
methods. If the amplitudes and two-electron integrals are derived the closed-shell
CCSD energy is computed as
ECCSD =
occ∑
ij
vir∑
ab
(tijab + t
i
at
j
b − tibtja)(2 〈φiφj|φaφb〉 − 〈φiφj|φbφa〉) . (2.18)
CC methods suffer, as well as MPPT, of being non variational.[76] The computa-
tional cost of canonical CCSD scales with the power of N6bas and is therefore, more
demanding than MP2. Commonly, a correction to account for the triple excita-
tions is included by applying MP4. To denote the perturbative treatment of the
triples the prefix is written in brackets. Accordingly, the method is referred to as
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CCSD(T).[78] It is known as the gold standard in theoretical chemistry. With triple
zeta or even larger basis sets it is used to set up benchmarks and calculate highly
accurate results. Its computational cost scales with the power of N7bas.
2.3 Local Correlation Methods
In the previous Section a short overview of Møller-Plesset and Coupled-Cluster the-
ory was given. Both methods suffer of their steep scaling regarding the molecular
system size. Considering truncations to double excitations, MP2 and CCSD scale
with the formal powers of N5bas and N6bas, respectively. This can be overcome by
using local orbital spaces together with a truncated virtual space. In the past years
several publications dealt with methods to achieve a linear scaling of the computa-
tion time regarding the molecular size, starting with the pioneering work of Pulay et
al.[34,79] up to the latest pair natural orbital approaches as discussed by the groups of
Neese and Werner.[37–46] In the following Subsections it will be first shown that MP2
and CCSD can be formulated in an orbital invariant fashion. With this requirement
different techniques to describe the occupied and virtual space are discussed.
2.3.1 Orbital Invariant Formulation
The orbital invariant formulation provides the basis and the possibility to use differ-
ent orbital representations for the computation of MP2 or CCSD energies and wave-
functions.[80,81] The notations explained and applied here will be used throughout
the whole thesis. For the first order MP2 wave-function we now use an expression
containing MP2 amplitudes
Ψ(1) =
1
2
occ∑
ij
vir∑
ab
|Φabij 〉T ijab . (2.19)
To derive the amplitudes the Hylleraas functional is introduced
E2 = 2 〈Ψ(1)|Vˆ |Φ0〉+ 〈Ψ(1)|Hˆ(0) − E(0)|Ψ(1)〉 . (2.20)
It has to be minimized in an iterative procedure. For this purpose, residuals are
computed in first order amplitude equations. When the amplitudes are converged
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the residuals must vanish
Rijab = 〈Φ˜abij |Vˆ |Φ0〉+ 〈Φ˜abij |Hˆ(0) − E(0)|Ψ(1)〉 != 0 . (2.21)
At this point it is convenient to use contravariant configurations. The configurations
|Φabij 〉 are non-orthogonal for pairs ij and ji and the corresponding contravariant is
derived by
|Φ˜abij 〉 =
1
6
(
1
2
|Φabij 〉+ |Φbaij 〉) . (2.22)
The projections of the contravariant configurations on the first order wave-function
yield the amplitudes, with their corresponding contravariants defined as
T ijab = 〈Φ˜abij |Ψ(1)〉
T˜ ijab = 2T
ij
ab − T ijba .
(2.23)
To finally calculate the energy with use of the Hylleraas functional the coupling
between the first order wave-function and the reference has to be derived
〈Φ˜abij |Vˆ |Φ0〉 = 〈φiφj|φaφb〉 = Kijab . (2.24)
With the residuals Rijab, the two electron integrals K
ij
ab and the contravariant ampli-
tudes T˜ ijab the Hylleraas functional can than be computed as
E2 =
occ∑
ij
vir∑
ab
(Kijab +R
ij
ab)T˜
ij
ab . (2.25)
For the optimized amplitudes the residuals vanish, so that the final MP2 energy
expression is given by
EMP2 =
occ∑
ij
vir∑
ab
KijabT˜
ij
ab . (2.26)
It is convenient to further simplify the equations by introducing the matrix nota-
tion
EMP2 =
occ∑
ij
= tr[KijT˜ij] (2.27)
with [Kij]ab = Kijab, the same applies correspondingly for T
ij and Rij. If the orbital
invariant CCSD approach is considered, the formalism is much more complex due to
the coupling of the different excitations classes. The derivation of the equations is
discussed in great detail in Refrence [81]. In the end, this leads to equivalent energy
expressions for the double excitations compared to MP2.
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2.3.2 Orbital Localization
Orbital localization schemes transform canonical orbitals to local molecular orbitals
(LMOs) and restrict their spatial extent. For this purpose, one has to find a unitary
transformation which holds
|φloci 〉 =
occ∑
k
|φcank 〉U locki (2.28)
Two of the most popular approaches to find U loc are the Forster-Boys (FB)[82] and
Pipek-Mezey (PM)[83] methods. In the FB method the space spanned by an orbital
is minimized. This is achieved through minimizing
PFB =
[x,y,z]∑
p
occ∑
i
〈φi|(pˆ− 〈φi|pˆ|φi〉)2|φi〉 . (2.29)
The PM scheme maximizes the sum of the squared Mulliken partial charges (will be
discussed in Section 2.4) as
PPM =
atoms∑
A
occ∑
i
q2iA . (2.30)
Effectively, the number of atoms over which an orbital is spanned is minimized.
The FB method yields well localized orbitals but suffers of so called banana like
bonds.[84] Considering a double bond between two carbons the FB methods describes
it by two equal banana shaped orbitals resulting from a sp2 hybridization of the
carbons. The PM scheme keeps σ-pi separation, so that the double bond consists of
one σ and one pi orbital. Therefore, PM localization allows for a chemical intuitive
interpretation. However, PM suffers of poor localization, if large basis sets with
diffuse functions are used. In order to overcome this problem it is convenient to
neglect the diffuse basis functions of each angular momentum during the localization
procedure.[85]
Another ansatz is the application of intrinsic bond orbitals (IBOs).[86] Thereby, a
minimal basis is used to generate intrinsic atomic orbitals (IAOs). The occupied
space is expanded in this basis and IAO charges are computed. The orbitals in
IAO basis are PM localized yielding IBOs through back transformation to the full
basis set. They are quite insensitive to basis set variations and the IAO charges
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converge smoothly with the basis set size.[86] This behaviour is also advantageous in
the domain definition which will be discussed in the next Subsection.
2.3.3 Virtual Space Definition
The efficiency of local correlation treatments is achieved by truncating the virtual
space. In order to accurately reproduce the canonical correlation energy, the orbital
domains have to span a large enough space. However, they should be as small as
possible to increase the speed of the methods. Over the past years several methods
to automatically generate orbital domains have been presented. In this work use is
made of projected atomic orbitals (PAOs - r, s), orbital specific virtuals (OSVs) and
pair natural orbitals (PNOs - p, q) approaches.
The application of PAOs to span the virtual space was proposed by Pulay. PAOs
are constructed by projecting out the occupied space from the full set of AOs.[34]
This is achieved by
|φPAOr 〉 = (1−
occ∑
i
|φi〉 〈φi|) |φAOr 〉 = Pˆ |φAOr 〉 . (2.31)
For an orbital φi a set of PAOs spanning its virtual space is defined. It is referred
to as the orbital domain [i]PAO. The PAOs belonging to the domains are commonly
determined by applying a population analysis (will be discussed in Section 2.4)
and a completeness criterion, like Boughton-Pulay (BP),[84] to all occupied orbitals.
The outcome identifies the atoms which each localized MO spans. Since PAOs are
center based, the domain is constructed as the union of all PAOs located on those
atoms. The PAO pair domains, which are necessary to derive pair energies, are then
constructed by taking the union of the orbital domains ([ij]PAO = [i]PAO∪ [j]PAO).
Compared to the canonical treatment of the virtual space, in case of PAOs only a
fraction of the integrals and amplitudes have to be computed to accurately reproduce
the canonical correlation energy. This is further reduced by applying pair specific
virtual orbital approaches.
PNOs are constructed by approximate amplitudes to build pair density matrices for
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each possible orbital pair ij[36,87]
Dijab =
1
1 + δij
[T˜ ij
†
T ij + T˜ ijT ij
†
]ab . (2.32)
In the original formulation the approximate amplitudes were derived using the
canonical virtual space. Latest linear scaling methods, regarding the molecular
size, take the advantages of PAOs or OSVs to already reduce in this first step the
computational cost.[39,42] Diagonalizing the pair density matrices yields pair-specific
transformation matrices
[Qij
†
DijQij]pq = n
ij
p δpq , (2.33)
with natural occupation numbers nijp for each PNO p. For each orbital pair ij the
PNO pair domains are then constructed using the diagonalization matrices. PNOs
with smaller natural occupation numbers than a certain cut-off are neglected.[39,40]
If canonical virtual MOs are used to build the initial pair densities the PNOs are
obtained by
|pij〉 =
vir∑
a
|a〉Qijap . (2.34)
For a pair function ij the PNOs are by construction orthonormal. However, for
different orbital pairs the PNOs are not orthogonal. Commonly, this is handled
by pseudocanonicalizing the PNOs by a series of transformations.[81] Compared to
PAOs the number of virtual orbitals needed to accurately recover the canonical
correlation energy is reduced by at least one order of magnitude.[42]
OSV domains are constructed by building pseudocanonical PNOs for each diagonal
pair ii.[88–90] The obtained OSV domains [i]OSV are then merged for pairs ij by
taking their union similar to PAOs. The total numbers of OSVs and PNOs scales
linearly with the molecular size. In case of OSVs less virtual orbitals have to be
build compared to PNOs. However, the pair domains have to be 3-4 times larger
for the OSV approach to obtain the same accuracy.[42]
The latest PNO-LMP2 and PNO-LCCSD approaches of the Werner group combine
PAOs, OSVs and PNOs in a series of transformations.[42,44] First PAO domains
are built and approximate diagonal pair amplitudes T ii are computed. From these
amplitudes OSVs are derived by their diagonalization. Further, pair domains for all
orbital pairs ij are built and the integrals and amplitudes are evaluated in this basis.
In the final step the PNOs are constructed using the OSV amplitudes. All necessary
integrals and amplitudes are obtained by transformation from the OSV to the PNO
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basis. For further information the intrested reader should refer to References [42–
46].
2.4 Population Analysis
Population analysis aims to decompose the electron density into atomic contribu-
tions. Two of the most known and popular approaches are the Mulliken[91] and
Löwdin[92] analysis. In case of the Mulliken analysis the electron population of an
atom A is computed by
ρA =
Nbas∑
µ∈A
Nbas∑
ν
DµνSµν
Dµν =
occ∑
i
Nbas∑
µν
niCµiCνi .
(2.35)
Here Dµν is the density matrix and ni the occupation number of an orbital. The
Löwdin approach applies a transformation matrix to the density, making use of an
orthogonal AO-space
ρA =
Nbas∑
µ∈A
Nbas∑
ν
S1/2µν DµνS
−1/2
µν . (2.36)
There are other methods using similar transformations to partition the wave-
function. They lack in several issues.[76] If the Mulliken scheme is employed, the
Pauli principle can be violated, such that an orbital is occupied by more than two
electrons. Furthermore, a negative count of electrons between two basis functions is
possible. Additionally, the method simply splits off diagonal contributions without
regard to polarization. Those three problems are solved when applying the Löwdin
transformation. However, this scheme suffers from other problems. Considering dif-
fuse basis functions on an atom, they describe the electron density far away, but are
however counted to the population on the atoms where they are centred. Moreover,
higher angular momenta like dipoles, quadrupoles and so on are not reproduced.
A main problem of Mulliken and Loewdin population analysis is the basis set
sensitivity.[76] There is no convergence when increasing the basis set size and for
large basis sets with diffuse functions the electron population becomes unreliable.
To avoid this behaviour intrinsic atomic orbital charges can be used.[86] Thereby,
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a minimal basis set is introduced to span the occupied space and the population
analysis is evaluated in this basis.
Another approach, showing convergence behaviour with the basis set size, is the nat-
ural population analysis as proposed by Weinholdt.[93,94] The AOs are transformed
and evaluated in a natural AO basis (NAOs). Thereby, the density is transformed
in a nonorthogonal basis Γ = SDS and atom wise (A,B,C, and so on) blocks are
build
Γ =

Γ(AA) Γ(AB) Γ(AC) . . .
Γ(BA) Γ(BB) Γ(BC) . . .
Γ(CA) Γ(CB) Γ(CC) . . .
...
...
... . . .
 (2.37)
For elements Γ(AB)µν it applies µ ∈ A and ν ∈ B. The same separation is done for the
overlap matrix in the AO basis. The generalized eigenvalue problem
Γ(AA)X = S(AA)XW (2.38)
is solved for all diagonal sub-matrices. With W as diagonal matrix containing the
eigenvalues, and X as pre-NAOS. Through a series of diagonalizations and orthog-
onalizations, the transformation matrix TNAO is derived. Applying TNAO to Γ a
block diagonal density matrix is obtained
D˜ = TNAO
†
ΓTNAO (2.39)
Summing up the diagonal elements for NAOs belonging to a certain center one
obtains the electron population in the NAO basis
ρA =
∑
r∈A
D˜rr (2.40)
This method is computationally much more demanding, if compared to the simple
formulations of Mulliken and Löwdin analysis. However, for large basis sets the
application is recommended since Mulliken as well as Löwdin analysis provide un-
reliable electron populations.[76] In Sections 3.1 fragmentation techniques based on
population analysis are discussed. It will be shown that the method of choice has
to be robust (e.g. relative to the basis set size) and the electron population has to
be physically meaningful.
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2.5 Energy Decomposition Analysis (EDA)
Understanding intermolecular interactions has always been a central topic to the-
oretical chemistry, from the smallest systems to supramolecular chemistry. This
knowledge is vital in guiding the design and synthesis of new molecular constructs
or in the interpretation of complex spectra, may it be in the gas phase, solu-
tion or condensed phase. Over the years, several schemes have been presented
to dissect the different forces at play, including the seminal work by Kitaura and
Morokuma[95,96] or later the powerful family of Symmetry-Adapted Perturbation
Theory (SAPT) approaches.[29,30] For some time now, in parallel to these develop-
ments, use has been made of local orbital based analysis to separate the different
energy contributions.[31–33] No matter what scheme is picked, a few properties should
be kept. 1) the separation of energy terms should sum to the total interaction en-
ergy, 2) the analysis should converge with an increasing level of theory (may it be
the method or the basis set), 3) generally applicable to any molecular aggregate.
The original Kitaura-Morokuma decomposition scheme of the Hartree-Fock inter-
action energy suffered of numerically unstable energy components and its basis set
sensitivity. Solutions to these problems have been presented in several later pub-
lications and plenty decomposition schemes like natural EDA,[97] absolutely local-
ized molecular orbital EDA[98] or reduced variational space EDA[99] sprung up the
ground. Here, a brief overview of the energy decomposition analysis scheme pro-
posed by Su[100] is discussed. In the latter, the HF interaction for a supermolecule
X, consisting of monomers A and B, is decomposed in 4 energy terms, allowing for
a physical interpretation of the binding nature.
∆EHF = EHFX − EHFA − EHFB = ∆Eele + ∆Eex + ∆Erep + ∆Epol (2.41)
Firstly, HF calculations of the supermolecule X and the monomers A,B are per-
formed. Through merging the obtained monomer canonical orbitals the coefficient
matrix CAB is derived
CAB =
(
CA 0
0 CB
)
(2.42)
With this basis two intermediates are calculated
E
(1)
X = 2Tr[C
T
ABhXCAB] + 2Tr[C
T
ABJABCAB]−
mon∑
A
Tr[CTAKACA] + E
nuc
X , (2.43)
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E
(2)
X = 2Tr[C
T
ABhXCAB] + 2Tr[C
T
ABJABCAB]− Tr[CTABKABCAB] + EnucX , (2.44)
and electrostatic and exchange terms are obtained with
∆Eele = E
(1)
X −
mon∑
A
EHFA , (2.45)
∆Eex = E
(2)
X − E(1)X . (2.46)
As it can be easily observed the components display the sum of the exchange and
coulomb integrals between the unperturbed monomer orbitals, respectively. In or-
der to calculate the repulsion and polarization terms, the monomer orbitals are
orthonormalized (CAB) and a third intermediate is constructed
S
−1/2
AB = (C
T
ABSXCAB)
−1/2 , (2.47)
CAB = CABS
−1/2
AB , (2.48)
E
(3)
X = 2Tr[C
T
AB
hXCAB] + 2Tr[C
T
AB
JABCAB]− Tr[CTABKABCAB] + EnucX . (2.49)
The repulsion energy is expressed as the difference between the HF energy of the
supermolecule in the orthonormalized basis and the primary orbitals. The polar-
ization contribution is extracted by the discrepancy between the HF result of the
supermolecule and the HF result with the orthonormarlized monomer orbitals
∆Erep = E
(3)
X − E(2)X , (2.50)
∆Epol = EHFX − E(3)X . (2.51)
In their publication they also considered electron correlation effects using CCSD
and MP2. The dispersion contribution was estimated by the difference between the
MP2/CCSD and HF energies. However, since dipsersion is only one contribution to
the dynamical electron correlation this should be avoided. Schütz et al. suggested a
scheme to partition the electron correlation on the basis of local correlation methods
using PAOs as virtual space.[47] As described in Section 2.2.1 the electron correlation,
in case of LMP2, is derived by coupling the reference and the first-order wave-
function. Thereby, double excitations from LMOs to PAOs are considered. Their
locality allows to assign both to fragments. Regarding this assumption the double
excitations are decomposed into different classes as shown in Figure 2.1.
Double dynamic and intramolecular ionic excitations are excluded to correct the
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Figure 2.1: Schematic representation of the decomposition of double excitations in local
CCSD and MP2 approaches. The charge transfer terms are divided in in-
termolecular ionic, intramolecular ionic and double dynamic excitations in
order.
basis set superposition error (BSSE). Considering two interacting monomers their
basis functions overlap at short ranges.[76] Effectively, this involves an increased
basis set size regarding each monomer itself. Since in most cases one is interested in
forming relative energies, a mismatch arises compared to the separated monomers.
However, there is still an ongoing debate if those excitations should be excluded,
since for largely polarized systems it is observed that at least up to 15% of the
correlation energy is lost when applying this scheme.[47]
After the exclusion of the upper excitations four contributions are left forming the
total electron correlation energy, namely dispersion, exchange-dispersion, ionic and
intramolecular contributions
Ecorr = Edisp + Eexdisp + Eionic + Eintra (2.52)
In terms of LCCSD the double excitations are treated in the same way. In the
scheme proposed by Schütz et al. all single excitations are concluded to be in-
tramolecular contributions, as well as the disconnected single excitations obtained
by the T 21 operator. They are a by-product of the exponential approach and ensure
size consistency. Moreover, the singles contributions to the interaction energy is
only a fraction of the doubles contribution, so that in fact their treatment does not
significantly affect the energy partitioning.
Neese et al. presented in a recent publication their Local Energy Decomposition
(LED) scheme.[1] The partitioning of the HF interaction energy is closely related to
the approach of Su. For the electrostatic and exchange terms use is made of local
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orbital spaces regarding these contributions directly by coupling orbitals located
on different fragments. Instead of polarization and repulsion terms an electronic
preparation contribution is introduced, describing the energy needed to deform the
electronic structure for an optimum interaction between fragments. In the local
correlation treatment instead of PAOs the virtual space is represented by PNOs.
The location of PAOs is known by their construction using an ad hoc criterion. In
case of PNOs their locality has to be determined to apply a decomposition similar
to Figure 2.1. Since PNOs are by nature delocalized they need to be localized in
a first step. This is done in the same fashion as for occupied orbitals. Then in a
second step, a population analysis has to be applied to assign the PNOs to a certain
fragment. As will be shown in Chapter 7 this needs to be carefully evaluated.
Another ansatz to decompose the interaction energy in physical contributions is the
Symmetry-Adapted Perturbation Theory (SAPT).[29] Over the past years several
different treatments to derive intermolecular potentials using SAPT were published
and discussed.[30,101] Here a brief overview to the wave-function based ansatz is
given.
Considering molecular dimer systems the SAPT interaction energy is expanded as
a perturbation series
∆ESAPT =
∑
n
∑
k
∑
l
(E
(nkl)
pol + E
(nkl)
exch ) (2.53)
with n as the order of the intermolecular potential and k, l as the order of the
intramonomer electron correlation. The energy terms derived are then designated
with E(vw), where v = n and w = k, l. One of the earliest and most common
approaches is SAPT0. Hereby, the intermolecular potential is treated at second
order, while the intramolecular perturbation is of zeroth order HF-level. Following
this scheme the interaction energy is provided by
∆ESAPT0 =[E
(10)
elst ]elst + [E
(10)
exch]exch + [E
(20)
ind,r + E
(20)
exch−ind,r + δE
(2)
HF]ind
+ [E
(20)
disp + E
(20)
exch−disp]disp
=∆EHF + [E
(20)
disp + E
(20)
exch−disp]disp
(2.54)
with δE(2)HF as a correction to account for third order terms.
[30] Further, it establishes
an equality to the HF interaction energy. The subscripts reveal that the interac-
tion energy is split up in four physical components, namely electrostatic, exchange,
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induction and dispersion. With increasing order of the inter- or intramolecular
perturbation more energy terms are derived and are successively assigned to those
components. Here one should at least mention SAPT2 since it is also commonly
used. Compared to SAPT0 the intramolecular electron correlation is treated by
second order perturbation theory and the performance of the method is quite com-
parable to MP2.[30] The number of SAPT approaches is numerous and for further
reading, reviews by Sherrill, Parker, Szalewicz and Jeziorski give insight in great
detail.[29,30,101]
SAPT implementations on the basis of DFT are also commonly used. It has been
shown that they are in good agreement with wave function based SAPT[102,103] and
furthermore, the computational cost is dramatically reduced. In the past years,
there was also great progress in using local orbitals spaces in the framework of SAPT
to partition interaction energies. The Sherrill group implemented different SAPT
approaches including atomic,[31] fragment[32] and intramolecular[33] partitioning.
Finally, the relationships between the combined HF-EDA/local correlation energy
analysis and SAPT should be discussed. Regarding HF-EDA and SAPT0 clear
relationships can be drawn. The electrostatic terms are derived in a similar fashion
and therefore, show the same behaviour. The SAPT0 exchange is comparable to
the exchange plus repulsion in HF-EDA and lastly the polarization term in HF-
EDA is accounted by the induction term in SAPT0. When applying intramonomer
correlation treatments of higher order in SAPT, more terms are added and the
relation breaks to a certain extent.
Considering the dispersion interactions obtained via local orbital subspaces and
SAPT, the contributions are often larger in SAPT approaches. Since dispersion is
no measurable observable, the discussion which method gives the correct value is
somewhat arbitrary. It has been shown that the dispersion forces predicted by both
methods are at least in the same order of magnitude.[1] The nature of the charge
transfer contributions obtained in local orbital approaches is still an ongoing debate.
This will be discussed in Chapter 7.
Both methods have their advantages and disadvantages. SAPT is by construction
BSSE free and different interaction components are directly defined through oper-
ators. Furthermore, the energy contributions are well defined adding higher order
terms to all components. However, the computational cost of higher order SAPT
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approaches increases rapidly and therefore, are only possible for mid-sized molec-
ular systems. Considering the combined approach, the HF-EDA suffers from the
single Slater determinant reference wave-function including no higher order terms.
In several weakly bound molecular systems the major interest is often the dynamic
electron correlation and therefore, it is often useless to decompose the HF interac-
tion. Through local approximations computations for large clusters are possible and
a qualitative insight in the nature of binding is given. Moreover, the local treat-
ment allows for fragmentation and visualization techniques as presented in Chapter
3. The result whether a molecular system is bound electrostatically or dispersive
should be the same for both approaches.
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The local treatment of dynamic electron correlation reduces the computational effort
compared to the initial canonical methods by far. However, it is not the only benefit.
Local orbital subspaces are able to provide a deeper insight to physical forces and
the influence of different functional groups
In the following Sections the methods are discussed in the framework of local second-
order Møller-Plesset perturbation theory (LMP2). It is also possible to apply the
same principles to LCCSD. Hereby, the single excitations as well as the coupled
single excitations (T 21 operator) are classified as intramolecular contributions. Once
having derived the reference wave-function via HF the canonical orbitals are localized
using a conventional procedure as outlined in Section 2.3.2. The virtual space is
represented by PAOs. The application of PNOs or OSVs will be discussed in Chapter
7. For both, at first glance their locality is not known and has to be determined.
3.1 Fragmentation Using Local Orbital Subspaces
Consider a molecular dimer consisting of the monomers A and B. Often, it is of
interest to consider a particular region of a monomer separately, such as a functional
group or varying substituents. This can be realized by the assignment of atoms to
fragments. The number of fragments is arbitrary and depends on the system. If
both monomers are divided into two fragments A1 − A2 and B1 − B2, the total
intermolecular interaction is calculated from the possible combinations
∆Einter = ∆E(A1 · · ·B1) + ∆E(A1 · · ·B2) + ∆E(A2 · · ·B1) + ∆E(A2 · · ·B2) . (3.1)
To obtain these contributions on the basis of wave-function methods, orbitals must
be assigned to atoms. In local correlation treatments this can be justified through
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population analysis. NPA charges[93,94] are calculated for all LMOs. Orbital spanned
over atoms within a single fragment can be clearly assigned. For orbitals shared
between fragments, the resulting energy is weighted in percentages based on the
NPA charges[51]
∆EAi =
ρA(i)
ρA(i) + ρR(i)
∆Ei , (3.2)
ρA(i) denotes the charge of orbital i on fragment A and ρR(i) the NPA charges on
other fragments. The correlation energy is calculated from all pair energies. If the
orbitals are assigned to the fragments, the individual energy terms, as in Equation
3.1, can be calculated as follows
∆E(A · · ·B) =
∑
i∈A
∑
j∈B
ρA(i)
ρA(i) + ρR(i)
ρB(j)
ρB(j) + ρR(j)
ij . (3.3)
Instead of NPA charges also IAO charges[86] can be used. The application of the
Mulliken or Löwdin analysis should be disregarded since they show no convergence
with the basis set size and therefore, the fragmentation scheme would also not
converge.
3.2 Dispersion Interaction Density (DID)
This Section is reproduced from the introduction and methodology sections of Ref-
erence:
[55] A. Wuttke, R. A. Mata, Visualizing dispersion interactions through the use
of local orbital spaces, Journal of computational chemistry, 2017, 38, 15-23 (DOI:
10.1002/jcc.24508),
with the permission of John Wiley & Sons, Inc. In Subsection 3.2.2 the visualization
possibilities are expanded by the Voxel representation.
Considering weakly interacting molecular systems for decades electrostatics were
determined as major driving force. They can already reach a considerable size
for small molecular systems. Since calculations for large systems have only been
available for a few years, it was only gradually apparent how important disper-
sion forces are.[67] Nowadays it is well-known that dispersion interactions determine
many chemical processes such as protein folding, molecular recognition and crystal
formation.[68,69,104] In recent publications the functionalization of so called dispersion
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energy donors (DEDs) is argued. Thereby, mainly the introduction of organic bulky
groups is discussed.[105,106] All atoms in a system contribute to the attraction (as
small as this contribution may be). The total sum can become as significant as the
strong electrostatic terms. The latest generation of local correlation methods allows
calculations with quantum mechanical accuracy in an unprecedented size scale of
molecular systems. To take advantage of these advancements in theory and in order
to analyze them, the development of new tools is of great interest. Instead of simply
looking at numbers, a pictorial representation allows an intuitive interpretation.
Recently, Parrish and Sherrill introduced an atomic partitioning of Symmetry-
Adapted Perturbation Theory (A-SAPT).[31] This procedure is general for all types
of molecular interactions. An extension to intramolecular interactions has also been
put forward.[33] The latter is achieved through the use of an embedding procedure in
the description of covalent bound fragments. An alternative in the context of SAPT
has also been presented, making use of the Chemical Hamiltonian[107] to capture
intramolecular interactions.[108]
A fully different method, but one which has found some resonance in the commu-
nity is the non-covalent interaction (NCI) approach of Yang and coworkers.[109] In
this case, the electronic density, its reduced gradient as well as the Laplacian are
used to identify and characterize regions of weak interactions. The NCI method
can be applied to both DFT and wave-function methods. However, several issues
could be raised about the method when considering dispersion. First of all, it has
been proposed that low density and reduced density gradient regions, with a λ2
component of the Laplacian close to zero should indicate van der Waals interac-
tions. However, this provides no criterium to distinguish between Keesom, Debye
and London forces. The criteria itself draws only a thin line between weak repulsion
and interactions. Secondly, gradient isosurfaces, which ultimately define an interac-
tion volume between two interacting molecules is not coincident with the physical
picture of London dispersion forces. These come about as electronic densities in-
teract through instantaneously induced dipoles, which can be significantly far away
in space. A contact region where density change takes place (as small as this may
be) is not a requirement. In short, without acknowledging the value of the analysis,
its application to the specific case of London interactions should be considered with
caution.
The here presented approach to visualize dispersion interactions is based on the
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well-established correlation energy decomposition used in the context of local cor-
relation methods.[47,50] Although closely related to the A-SAPT approach, the use
of local orbital spaces with correlated wave-function methods holds several advan-
tages. Foremost, it allows for a decomposition directly from regular single point
calculations. With very little modifications, intramolecular interactions can also be
considered.
3.2.1 Method
The DID method can be applied to any number of fragments. For sake of simplicity
the example of two interacting systems A and B is considered. The excitation space
of a LMO i is restricted to a group of PAOs located in close vicinity of the latter.
This constitutes the orbital domain [i]. In the case of LMP2, the amplitude matrix
elements Tij are limited to r, s ∈ [ij], a pair domain formed from the union of the
orbital domains [i] and [j]. The pair energies ij can be decomposed according to the
spatial location of i, j, r and s.[47] In the specific case of dispersion interactions, the
energy is given by the excitations where i, r are located in fragment A, while j, s are
contained in B. This corresponds to a simultaneous excitation of two electrons within
separate interacting fragments, and is thoroughly consistent with the corresponding
SAPT operator definition. By considering only these elements in the amplitude
matrices, the dispersion pair energies dij are obtained. A matrix DA in the AO
space for a fragment A is computed as
DAµν =
∑
i∈A
1
Ni
(∑
j∈B
dij
)
P iµν . (3.4)
Hereby, Pi corresponds to the closed-shell orbital density of orbital i, obtained from
the orbital indices as
P iµν = 2CµiCνi . (3.5)
LMOs i are located on fragment A, while j is restricted to the interaction partner
B. Ni represents the number of electrons for orbital i and equals 2 for closed-shell
systems.
In order to visualize the interaction, a numerical grid is generated and the value for
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a point at a given coordinate r is computed as
ΓA(r) =
∑
µν
DAµνχµ(r)χν(r) . (3.6)
By integrating ΓA(r) over the whole space the dispersion interaction between the
fragment A and B is recovered. For this reason, ΓA(r) is interpreted as a Dispersion
Interaction Density (DID) with DA being this quantity in AO matrix representation.
If there are several fragments of interest, the scheme can be extended by including
all fragments to the sum over j in Equation 3.4.
The outlined approach is closely related to F-SAPT[32] and A-SAPT[31] methods,
with the extension to intramolecular interactions. Therefore, a direct comparison
between the two is warranted:
• The use of local correlation based analysis only allows for a decomposition of
correlation energy terms, while the SAPT ansatz covers all types of interactions
(including electrostatics, exchange, and so forth).
• However, the decomposition used in this work is a direct by-product of a wave-
function calculation. It is an interpretation of readily available quantities.
• In the case of A/F-SAPT the virtual space is spanned by monomer canonical
virtuals. In our case, PAOs are used, with the excitations being restricted
to each orbital domain. For large molecules this can be significant since a
transformation of the SAPT terms to the PAO space would show that T ijrs
contributions would be counted, whereby r and s are within each respective
monomer but not necessarily in the direct vicinity of i and j.
• Intramolecular partitioning of SAPT (ISAPT) energies is carried out through
the use of embedding Fock-potentials. The latter requires a charge analysis,
artificial splitting of the protons of atoms covalently bond and the construction
of Coulomb and exchange embedding potentials. This leads to issues such as
spurious polarization effects in the linker bonds. In the case of local calcu-
lations, the only approximation required is the definition of the local orbital
spaces.
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3.2.2 Visualization of DID
The previously described procedure is implemented in Molpro 2015.1.[110] Output
is perceived in the form of a .cube file. It contains the molecular structure, the
dimensions of the grid and the DID values for the grid-points. Any program that
can read this file type and render isosurfaces or volumetric pixels (Voxels) is suitable
for visualization. We probed 3 different presentation methods for their suitability.
A direct representation of the DID as an isosurface, a projection of the DID on the
molecular density and as a last a representation using a Voxel engine. The first two
depictions were realized with Pymol,[111] the Voxel graphics with the Paraview[112]
software package. A schematic representation from the calculation to the graphical
output for a benzene dimer is given in Figure 3.1.
Since one is often interested in coupling information on the interactions with the
Pymol
Par
aVi
ew
Projected DID
Py
mo
l
LMP2
HF
Molecular Density
Geometry
DID Isosurface
Γ(r)
VOXEL DID
Figure 3.1: Schematic representation of the different visualizations techniques to repre-
sent DIDs on the example of a parallel displaced benzene dimer.
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molecular shape, the DID isosurfaces are often insufficient. In order to condense the
data into a single representation, the DID values are projected onto an isodensity
surface, obtained from the total molecular density. This leads to often times clearer
pictures and easier interpretation. Another displayed possibility is the application
of a Voxel engine. Thereby, each grid-point is rendered with a transparency and
color gradient. The resulting graphics have more depth than the simple application
of DID isosurfaces. Furthermore, the plotting of the molecular density often hinders
the insight for crowded systems, like those featured in Chapter 5. The illustrations
will be discussed further in the following Chapter.
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This Chapter is reproduced from the results and discussions and conclusions sections
from Reference:
[55] A. Wuttke, R. A. Mata, Visualizing dispersion interactions through the use
of local orbital spaces, Journal of computational chemistry, 2017, 38, 15-23 (DOI:
10.1002/jcc.24508),
with the permission of John Wiley & Sons, Inc. The Voxel representation was
integrated and discussed in Sections 4.4, 4.5 and 4.6.
In Chapter 3 fragmentation using local orbital spaces on the basis of NPA and
Dispersion Interaction Densities were introduced. To probe both methods different
systems are investigated. In the first two Sections the benzene dimer and subsituted
derivatives are studied. The benzene dimer is a well-known benchmark system for
non-covalent interactions and therefore, it is of interest if the method of choice,
SCS-LMP2, performs well compared to highly accurate CBS results obtained by
CCSD(T) and QCISD(T). Furthermore, the representation of DIDs by isosurfaces
and projections on the molecular density as well as the influence of the orbital
localization scheme are discussed.
In the case of the substituted benzene derivatives a comparison of local orbital
analysis and F-SAPT is made and the sensitivity of both upper DID representation
techniques is argued. The methylated anisole derivatives in Section 4.4 provide
different binding sites. For the unsubstituted anisole a methanol can either dock at
the ether oxygen or the pi-ring. If methyl substitutes are added to the anisole they
are able to affect the methanol binding mainly due to dispersion interactions. It is
of interest if the DIDs can display those weak interactions. In the last Section a
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coupled diamondoid is examined. It is shown that local orbital analysis also gives
the possibility to target intramolecular dispersion interactions.
4.1 Computational Details
The local correlation calculations were carried out with a development version of
Molpro 2012.1[113] using the PAO-based density fitted LMP2 code.[114] The basis sets
used are referenced in the respective Sections. If not mentioned otherwise the LMOs
were obtained according to the Pipek-Mezey[83] procedure, and a NPA domain crite-
ria (TNPA = 0.03e)[94] was apllied in all cases. Density fitting approximations were
used throughout for both reference and correlated calculations (the prefix ‘DF’ will
be dropped for simplification). The images have been generated with the Pymol[111]
and Paraview[112] program packages. To account for the overestimation of dispersion
in the framework of MP2 spin-component scaling is applied to all calculations.[115]
4.2 Benzene Dimer
The benzene dimer is a common benchmark system for the study of dispersion forces.
It serves as a model for pi-pi stacking interactions, such as those found in DNA and
aromatic protein residues. A large number of stationary points has been identified
through theoretical studies of the potential energy surface (PES).[116–120] These are
usually grouped under three main categories: the T-shaped (T), the sandwich (S)
and the paralallel-displaced (PD) structures. There have been differences in iden-
tifying the nature of each stationary point (as a minimum or saddle point), given
the flatness of the PES. The stability of the dimers is determined by electrostatics
(dominated by the quadrupole moment interaction) and dispersion, such that the
conclusions may vary depending on the level of theory applied. But there is general
agreement in the fact that the lowest lying minima are found for structures of the
T or PD type. The objective is not to reassess the PES for the dimer, but instead
to visually examine how the dispersion interactions change with the conformation.
Five structures were taken from Reference[120] (Figure 4.1). These include two sand-
wich conformations denoted as S-A and S-B. In the S-A structure, the C-H bonds
are intercalated. In the case of S-B, the benzene monomers are exactly aligned.
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Table 4.1: Interaction energies (in kJ·mol−1) for all five benzene conformers considered
in this Section. Dispersion energies (in kJ·mol−1) are given in parenthesis.
Reproduced from Reference [55] with the permission of John Wiley & Sons,
Inc.
SCS-LMP2/A’VQZ CCSD(T)/CBS QCISD(T)/CBS SAPT2/ADZ
∆Eint(PD) -11.12 (-19.89) -11.42 -11.12 -11.00
∆Eint(T-A) -9.67 (-10.91) -11.29
∆Eint(T-B) -8.32 (-11.05) -10.04 -11.22 -10.92
∆Eint(S-A) -7.36 (-16.12) -7.15 -6.91 -7.11
∆Eint(S-B) -7.32 (-16.16) -7.15
Furthermore, two T-type structures, T-A and T-B are considered. In the C2v sym-
metric T-A structure the C-H bond of one monomer is pointing to the center of the
other monomer ring. The T-B structure is obtained by a 30◦ rotation of the upper
monomer, orienting a C-C bond perpendicular to the symmetry axis. Finally, there
is the PD structure. In this case, the monomers are aligned along the C-H bonds.
In Reference[120] the latter was identified as the only true minimum in this group of
structures. A T-type dimer minimum can be found in a lower symmetry but this
corresponds to a marginal stabilization.
The energies of the dimer and monomer were computed at the SCS-LMP2 level
of theory, with an aug-cc-pVQZ basis for all atoms, except hydrogen, whereby
the diffuse functions were removed.[121,122] The respective aug-cc-pVQZ/JKFIT and
MP2FIT fitting basis were used.[123,124] The basis will be denoted as A’VQZ. Results
for the total interaction energy are reported in Table 4.1, comparing to some selected
theoretical works. All results have been computed without counterpoise correction.
Given the size of the basis set and the reduced basis set superposition error (BSSE)
inherent to local correlation methods,[125] this should be a small effect. The disper-
sion energy is also given for all conformers. The SCS-LMP2/A’VQZ results for the
electronic interaction energy are in good agreement with previously reported values.
The largest deviations are found for the T conformers, with SCS-LMP2 somewhat
understimating the interaction energy. Nevertheless, given the low computational
cost of the approach, the agreement is quite reasonable.
The DID and DID projection plots in Figure 4.1 have been obtained as described
in Chapter 3. The direct DID plots are displayed by selecting an isovalue of the
DID itself. As the pictures reveal, these do not define a contact between the two
molecules, they highlight the molecular densities giving the strongest contributions
to the intermolecular dispersion energy, which is closer to the physical picture of the
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interaction. In the case of DID projection plots, the molecular electronic density is
used as a cut surface, and the DID values on the latter surface are represented. A
linear color coding scale has been used. There is no specific reference to the magni-
tude of this scale, since this will be strongly influenced by the choice of isovalue for
the molecular density. Such representations are only useful for relative comparisons,
between different molecules or portions of a molecule. The ends of the spectrum have
been labeled with ’d’ for regions where there are large dispersion contributions and
’nd’ where no interaction is taking place. The same scale was used for all featured
dimers, also in the following Sections. Comparing both types of plots, although the
direct DID representations deliver a clearer picture of the orbitals involved, the pro-
jected DID values are easier to interpret, as one can also see the molecular electronic
density. Regions of strong and weak interactions are then distinguishable, and on
can best compare the results among different dimers.
According to Table 4.1, the largest dispersion contributions are found in the PD and
S-type conformers. This is also clear in the plots, with visible interaction areas in the
rings. In the case of the sandwich conformers, the interaction is evenly distributed
across the molecules. In the PD case, one can see that the overlapping regions, as
ends of the spectrum have been labeled with ‘d’ for regions where there are large dispersion
contributions and ‘nd’ where no interaction is taking place. The same scale was used for all
featured dimers.
Figure 1: Projected DID plots (left) and DID plots (right) for five conformers of the benzene
dimer. The naming convention is detailed in the text. DID projection plots: The molecular
density isosurfaces were generated for a contour value of 0.1 e/Bohr3. The DID color scheme
ranges from highest value (red) to zero interaction energy (blue). DID plots: the isosurfaces
were generated for a DID value of 0.12 kJ/mol/Bohr3.
Comparing both types of plots, although the direct DID representations deliver a clearer
picture of the orbitals involved, the projected DID values are easier to interpret, as one
can also see the molecular electronic density. Regions of strong and weak interactions are
then distinguishable, and one can best compare the results among diﬀerent dimers. For the
remainder of this work, we will focus on projected DID plots, although we still find that
direct DID representations could be helpful in some particular cases.
According to Table 1, the largest dispersion contributions are found in the PD and S-type
conformers. This is also clear in the plots, with visible interaction areas in the rings. In the
case of the sandwich conformers, the interaction is evenly distributed across the molecules. In
9
Figure 4.1: Projected DID plots (l ft) and DID plots (right) for five confor ers of the
benzene dimer. The naming convention is detailed in t e text. DID projec-
tion plots: The molecular density isosurfaces were generated for a contour
value of 0.1 e/Bohr3. The DID color scheme ranges from highest value (red)
to zero interaction energy (blue). DID plots: the isosurfaces were generated
for a DID value of 0.12 kJ/(mol · Bohr3). Reproduced from Reference [55]
with the permission of John Wiley & Sons, Inc.
38
4.2 Benzene Dimer
expected, lead to larger dispersion forces. In the case of the T-type conformers, the
interaction regions are significantly different. There is a strong contribution from
the C-H bonds of one monomer which are closer to the ring of the other unit. The
donor molecule, however, has little to no contribution from the ring. It is mostly
an effect of the σ-orbitals. The acceptor ring itself shows reciprocally lower values
than the ones found for other conformers. Overall, the DID plots reflect well the
dispersion energy ordering, with PD>S-A≈S-B>T-A≈T-B.
One should note that the resolution of these representations is limited to the locality
of the orbitals. Therefore, since all benzene orbitals are more or less symmetric rela-
tive to the ring plane (they are distorted due to the presence of the other monomer,
but only slightly), the coloring on both sides of the molecule will be almost identical.
This is particularly clear in the S and PD images. The faces of the rings which are
opposite to the other monomer exhibit the same values as the interacting faces. One
would expect that the density on the interacting side would have a larger weight.
However, this would only be possible if different sets of orbitals were located on
each side. From a chemical point of view, if the interaction is in fact dominated by
pi-electrons, there is nothing particularly wrong with this picture, since the latter
are delocalized over both faces.
Another question would be the impact of the localization method chosen. The
use of Pipek-Mezey orbitals allows for a chemical interpretation, since it keeps the
separation of pi and σ spaces. This particularly important feature when considering
dispersion interactions. Nevertheless, this choice will still introduce some level of
bias. In Figure 4.2 the results for the S-B dimer are compared using once Boys[82]
and once Pipek-Mezey orbitals. The two plots are relatively similar. They both
identify as top contributors to the dispersion interaction two C-H bonds for the
benzene on top and the pi-system in the case of the benzene below. However, there
are subtle differences due to the way how pi-orbitals are localized. It is noticeable
on the lower benzene that the result from the Boys procedure strongly highlights
three regions, while in the Pipek there is a delocalization of the interaction over
the whole ring. These three regions correspond to the well-known banana-like Boys
orbitals. The effect is also noticeable in the upper benzene, with the somewhat
small highlighted region in the pi-system being localized between two carbon atoms
in the Boys case, but delocalized when using Pipek orbitals. The results are within
expected. The detail in which the interactions are decomposed depends on how
strictly localized the orbitals are. However, the overall picture does not change, and
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a) b)
Figure 4.2: Projected DID plots with a density contour value of 0.1 e/Bohr3, for a)
Pipek-Mezey orbitals, b) Boys orbitals. Reproduced from Reference [55]
with the permission of John Wiley & Sons, Inc.
we have also found strong agreement between Pipek-Mezey and other localization
schemes, namely NLMOs[94,126] and IBOs.[86] In such cases, the differences were
negligible and a presentation of the plots is not required.
These results set the stage for further studies on benzene derivatives. In the following
Sections two main aspects are considered: the impact of substituents in the pi-pi
interaction, and the competition between different interaction sites in the example
of anisol/methanol dimers.
4.3 Substituted Benzene Dimer
As mentioned in Sections 2.5 and 3.2, extensions have been proposed to SAPT in
order to distinguish between contributions of different fragments within a molecule.
In this Section, the local partitioning scheme is compared to the functional-group
partition of SAPT (F-SAPT) of Sherrill and coworkers.[32] A closer look is taken
into the substituent effect on pi-stacking interactions, using the same model systems
as Parrish and Sherrill in a recent work.[58] By the analysis of different groups, one
aims to better understand how different substituents in a benzene ring can affect the
pi-stacking interaction. Two different models have been suggested in the past. One
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relates the changes to nonlocal effects. The ring density is altered due to the inclusion
of a substituent, thereby affecting the pi-stacking.[127] Another possibility is that the
change in interaction energy is due to local effects, namely the direct interaction of
the substituent and polarization of the σ-bond.[128] Both type of effects will impact
electrostatic and dispersion interactions. Here, the focus is on the latter, and how
the DID plots reflect the changes.
In this comparison the dimers: benzene/benzene, benzene/toluene, ben-
zene/fluorobenzene, benzene/phenol, benzene/aniline, benzene/nitrobenzene and
benzene/cyanobenzene are considered. The dimers will be labelled according to
the aded moiety in the substituted benzene (H, CH3, F, OH, NH2, NO2 and CN
respectively). It is distinguished between three quantities of interest. The first one
will be the total interaction energy (∆Eint). Secondly, the dispersion interaction
of the phenyl moiety from the substituted benzene with the unsubstituted benzene
(∆Edisp (Ben-Ph)). Finally, the dispersion interaction of the substituent and its σ-
bond to the phenyl moiety with the unsubstituted benzene(∆Edisp (Ben-X)). These
two last contributions summed up correspond to the total dispersion interaction
in the dimer. The results are shown in Figure 4.3, including the F-SAPT/jun-cc-
pVDZ values of Parrish and Sherrill.[58] In all calculations, and in order to ease the
Figure 4.3: Interaction energies (∆Eint), dispersion interactions between the two rings
(Ben-Ph) and between the substituent (including the σ-bond) and the un-
substituted benzene (Ben-X) for a selection of dimers (in kJ·mol−1). Results
are shown for a decomposition of SCS-LMP2/aug’-cc-pVTZ energies (this
work) and F-SAPT/jun-cc-pVDZ. Reproduced from Reference [55] with the
permission of John Wiley & Sons, Inc.
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comparison, the same geometries were used as in the cited study. The SCS-LMP2
calculations were carried out with the aug’-cc-pVTZ basis set (diffuse functions
only included for non-hydrogen atoms).
In general, good agreement is observed between SAPT and SCS-LMP2 in the
∆Eint values, both predicting the same ordering of stability for the dimers. SCS-
LMP2 tends to give stronger binding energies (the only exception being the ben-
zene/nitrobenzene dimer), but the difference is always below 2 kJ·mol−1. This again
b)
a)
c)
Figure 4.4: a)Projected DID plots for the mixed benzene-substituted benzene dimers.
The density isovalue was set at 0.1 e/Bohr3, the color coding for the DID is
fixed for all rep- resentations and changes linearly from zero (nd) to highest
value (d); b) DID plot for the benzene/toluene dimer (CH3) and c) DID plot
for the benzene/nitrobenzene dimer (NH2). The DID isovalues used were
0.12 kJ/(mol · Bohr3. Reproduced from Reference [55] with the permission
of John Wiley & Sons, Inc.
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validates the choice of SCS-LMP2 as electronic structure method. The trends in the
dispersion energy, again, are the most relevant quantities and just as before we see
a close agreement between both approaches. The local partitioning and F-SAPT
reveal the same pattern for all dimers. Most substituent groups tend to slightly
decrease the direct interaction between the two rings. The substituents with the
strongest dispersion interactions to the unsubstituted benzene are CH3 and NO2,
closely followed by CN and NH2. Looking at the projected DID plots in Figure
4.4, it is hard to distinguish any difference between the various systems. This is
within expected, given the small variations in the dispersion energy. Still, one is
able to recognize that the increase in ∆Edisp for toluene (CH3) is mostly due to the
close proximity of a C-H bond to the benzene. In the other cases, the analysis is
somewhat harder, but still it can be seen that in fluorobenzene the direct dispersion
interaction with the substituent is almost absent, in agreement with the results of
Figure 4.3.
For completeness, also the DID plots in the CH3 and NH2 cases are shown, where
the difference in the interaction is dominated by a σ-bond from the substituent. The
plots illustrate this effect rather well. This reveals that for weak local interactions,
the direct representation as DID isosurface is a good choice.
4.4 Methylated Anisole-Methanol Dimers
In a recent contribution,[129] Suhm and coworkers probed molecular dimers of anisole
derivatives with methanol through IR-spectroscopy of cold mixed clusters generated
in a supersonic jet expansion. In combination with these experiments, they carried
out calculations to compare and determine the conformational preference of the most
stable dimers. There are two main interaction sites for methanol: the ether oxy-
gen, building a OH-O hydrogen bridge and the pi-system, whereby the methanol OH
group is directed towards the pi-cloud of the anisole derivative. The conformational
preference can be inferred from the OH stretching fundamental, with OH-O coordi-
nation exhibiting larger shifts than OH-pi. Methylated variants of anisole have been
used in the experiment, with substitutions at the ortho-, para- and meta-positions.
This results in a large set of data to which quantum chemical methods can be bench-
marked, evaluating how accurate the energy differences between the two bonding
motifs are described. Again the focus of the analysis lies on dispersion.
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Table 4.2: Electronic interaction energies (∆Eint) and dispersion energies (∆Eint), given
in kJ·mol−1, for anisole derivatives interacting with methanol. The sub-
stituent groups (X) included in anisole are given in the first column. The dis-
persion energies (interaction to the methanol molecule) are divided between
the anisole fragment and the substituents X. The first two values (X=’none’)
correspond to anisole. Reproduced from Reference [55] with the permission
of John Wiley & Sons, Inc.
∆Eint ∆Edisp
X bond Anisole X Total
none OH-O -19.10 -10.86 — -10.86
OH-pi -16.89 -13.30 — -13.30
2-Me OH-O -19.58 -11.73 -2.88 -14.61
OH-pi -17.74 -13.37 -1.39 -14.76
3-Me(E) OH-O -19.85 -10.98 -0.32 -11.30
OH-pi -17.44 -13.40 -0.89 -14.29
3-Me(Z) OH-O -19.45 -10.82 -0.05 -10.87
OH-pi -17.68 -13.45 -0.96 -14.40
4-Me OH-O -19.60 -9.66 -1.25 -10.91
OH-pi -17.37 -13.50 -0.78 -14.27
2,3-Me OH-O -20.68 -12.05 -3.20 -15.25
OH-pi -19.05 -13.49 -2.39 -15.87
2,6-Me OH-O -23.37 -10.78 -3.42 -14.20
OH-pi -19.27 -14.18 -2.23 -16.41
3,5-Me OH-O -20.15 -10.97 -0.37 -11.34
OH-pi -18.71 -13.48 -1.62 -15.10
2,3,5-Me OH-O -21.07 -12.15 -3.33 -15.48
OH-pi -20.07 -13.75 -2.72 -16.47
4-tBut OH-O -19.69 -11.00 -0.16 -11.16
OH-pi -18.91 -14.14 -3.89 -16.03
With growing molecular system size, single interaction sites lose significance, as
dispersion stabilization can be provided by any added groups. It becomes not only
a competition between the ether oxygen and the pi-ring, but overall the electron
clouds of both monomers. For the application of DIDs it is of huge interest if the
DID plots reflect those changes, whether the larger systems show across the board
a dominance of the pi-electrons, or if the gradual increase in the substituents size is
enough to strongly influence the conformation of methanol.
For all systems taken from the aforementioned study the SCS-LMP2/aug’-cc-pVQZ
interaction energies were computed. The data is provided in Table 4.2. The full set
of structures features 30 different structures for anisole and 8 different derivatives
thereof. Also included in the Table is the total dimer dispersion interaction energy,
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the contribution of anisole (meaning the direct interaction of the anisole fragment
with methanol) and the contribution of the substituents (generally labeled as X) to
the dimer dispersion. In order to obtain these two separate contributions, use is
made of an improved criterium for splitting the energies as described in Section 3.1
by Equation (3.3). The contributions of the covalent bonds between anisole and the
substituents were split according to the natural population analysis of the orbital.
In all cases the localized orbital was an almost pure C-C bond, so the total orbital
charge on each carbon was used to weight the amount of dispersion belonging to the
anisole and the substituent.
The decomposition between the main anisole unit and the substituents reveals that
the substituents are still too small to dominate the dispersion interaction. The
largest substituent contributions are, as expected, observed for the tert-butyl system,
but these are still only one quarter of the total dispersion interaction. Similar values
are also observed for di- and tri-methylated anisoles. One particular interesting case
is the 2,6-dimethylanisole OH-O conformer. Although only two methyl groups have
been included, their proximity to the ether oxygen leads to a 3.42 kJ·mol−1 dispersion
stabilization through the substituents.
The projected DID plots in Figure 4.5 reflect the aforementioned trends. In this Fig-
ure, the profiles are combined with a ball-and-stick representation of the molecules.
Six plots are included, for which direct comparison is of interest. The DID val-
ues for the OH-O and OH-pi conformers of the methanol/3-Me-anisole show a clear
picture of the dispersion interaction. In the OH-O case, the 3-Me-anisole interacts
through the electron cloud of the ether moiety, in the OH-pi case the ring system is
highlighted. Adding a further methyl group to the ring (3,5-Me) has little effect on
the dispersion interactions for the OH-pi conformer. This can also be seen in Table
4.2. The projected DID plot of the 2,6-Me-anisole OH-O conformer is represented
in the same Figure. As previously mentioned, and confirmed in the plot, the larger
∆Edisp(X) value is due to a methyl close to the interacting ether oxygen. Finally, the
two conformers for the trimethyl substituted system are compared. The OH-pi con-
former shows little differences relative to the previous OH-pi conformers. Table 4.2
shows that the ∆Edisp contribution of anisole is −13.4, −13.5 and −13.8 kJ·mol−1,
for 3-Me, 3,5- Me and 2,3,5-Me, respectively. The DID profiles seem consistent
with this result. However, the dispersion interaction in total raises slightly along
the series. The project DID plot does not capture these few kJ·mol−1 difference
since it is a small cumulative effect over a large region of space. As shown in Fig-
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a)
Figure 4.5: DID projected plots of methanol and anisole derivative dimers for a DID
value of 0.12 kJ/(mol · Bohr3). Reproduced from Reference [55] with the
permission of John Wiley & Sons, Inc.
Figure 4.6: Voxel DID plots of methanol and 2,3,5-methylated anisole dimers.
ure 4.6 based on the exmaple of 2,3,5-Me, Voxel DIDs are able to recover also these
marginal differences. In case of the O-dimer a strong interaction between methanol
and the ether oxygen is observed, while the interaction to the pi-ring is displayed as
very small and the two outer methyl groups do not contribute to the stabilization.
For the pi-dimer the ring shows stronger interactions and the contributions of the
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pi orbitals become clearly visible. All substituted methyl groups are involved in the
dispersive binding.
4.5 Coupled Diamondoids
As a last application system a coupled diamantane-diamantane molecule is inves-
tigated. The latter was synthesized and characterized by Schreiner et al.[69] The
Lewis structure of the latter is given in Figure 4.7 a). Two diamantane moieties are
connected through a particularly long single C-C bond, with dispersion interactions
playing a determining role in the thermodynamic stabilization of this product.
One difficulty in characterizing such a system is that the two interacting fragments
are actually covalently bound. One is then forced to look into model systems or
the bond dissociation enthalpy, but these do not tap directly to the properties of
the molecule. By the use of local orbital spaces, the connecting C-C bond can be
removed from the analysis in order to calculate the DID directly, including only
orbitals strictly localized on each side. The latter was carried out once again at the
SCS-LMP2 level, with the aug-cc-pVTZ basis set for all atoms, except hydrogen
whereby the diffuse functions were removed.[122] The plot is shown in Figure 4.8
a). One can clearly observe that the major interaction terms arise from the first
a) b)
Figure 4.7: a) Lewis structure of the coupled diamantane-diamantane molecule, b)
defini- tion of two layers within a single diamantane unit. Reproduced from
Reference [55] with the permission of John Wiley & Sons, Inc.
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layer, the atoms closer to the elongated C-C bond. This supports the observations
of Schreiner and coworkers.
The total dispersion interaction between the fragments amounts to −73.1 kJ·mol−1.
This value can be compared to the difference between the B3LYP and B3LYP-D
results published in the original work,[69] of −112.1 kJ·mol−1. This would indicate
an overestimation of the dispersion energy by the D correction. However, the latter
should be taken as a qualitative measure, rather than a quantification of the effect.
The D correction is a rather early approach, which has been improved over the
years. The newer D3 formulation should be more reliable, but even then there is the
issue of separating close- and long-range dispersion contributions.[130] The former
are already to some extent present in conventional DFT functionals.
As noted, the project DID plot indicates that the major contribution comes from the
first contact shells. One can also quantify these by further splitting the molecule as
shown for one of the diamondoid units in Figure 4.7 b) and applying the fragmenta-
tion scheme as outlined in Section 3.1. One can then identify atoms in a first layer,
close to the C-C bond, and a layer lying further away (layer 2). The dispersion inter-
action between the first layers on each side (1-1) ammounts to−57.0 kJ·mol−1, which
is expected given the information contained in the DID plot. The outer layers (2-2
interaction) only contribute −1.4 kJ·mol−1 and contacts between the first layer and
the second layer on the other side (1-2 interactions) sums up to −14.7 kJ·mol−1.
a) b)
Figure 4.8: a) DID projection plot for a DID value of 0.12 kJ/(mol · Bohr3) and b)
Voxel DID of the molecule, considering the two diamantane units as the
interacting fragments. Reproduced from Reference [55] with the permission
of John Wiley & Sons, Inc.
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While comparing the projected DID and the Voxel DID in Figures 4.8 a) and b), it
is observed that the Voxel representation is again more sensitive to small dispersion
contributions. While in the projected DID the second layer displays no dispersive
interactions, the Voxel representation captures these contributions through a blueish
tone.
4.6 Conclusions
In order to probe the usefulness of Dispersion Interaction Densities as a visualization
tool, different systems were investigated. The quantity itself, being proportional
to a local electronic density and its contribution to the London forces acting on
neighboring atoms, can be applied with minimal extra computational work. It
highlights regions of space where dispersion is strongly stabilizing interfragment
contact. Given that the partitioning is carried out solely at the orbital level, the
way results can be visualized is rather flexible. The fragments can be defined readily
as intra- or intermolecular, and one can also focus on specific moieties of the total
molecule. No emebedding, models or extra partitioning schemes are required.
In the applications featured in this Chapter, use was made of spin-component scaled
local MP2, which proved for most systems to be in close agreement with SAPT
results. Furthermore, even for the benzene dimer, SCS-LMP2 performed rather
well compared to the computationally much more demanding Coupled-Cluster and
Configuration Interaction approaches. Also the dispersion fractions of the total
interaction energies were found to be consistent to F-SAPT, when a comparison was
available. These results are encouraging, since the two procedures are based on an
interpretation of the same operator (two single excitations occurring on different
interacting fragments). They should, if the interaction is correctly described, ideally
converge.
There are, however, limitations to the approach. The degree of detail depends on
the locality of the orbitals and the final representation also depends on the particular
method chosen for representing the occupied space. The preferred option so far has
been the use of Pipek-Mezey orbitals, since the σ-pi separation is kept, allowing for a
chemical intuitive interpretation. Although it was found that the overall information
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is not too sensitive to this choice, it does influence the distribution, as the whole
procedure depends on the shape of the orbitals.
Regarding the representation technique one has the agony of choice. The right
selection strongly depends on the system and all three options have advantages
and disadvantages. For the most purposes the Voxel DID is preferred. It is most
sensitive to small contributions and gives a detailed insight to the orbitals involved
in the interaction. In Chapter 5, when supramolecular host-guest systems will be
discussed this representation is advantageous, targeting weak contributions arising
through the whole pocket. Furthermore, Voxels allow to treat all systems with the
same display settings. The projected DIDs as well as the DID isosurfaces suffer here.
Considering one weakly interacting and one strongly interacting system, in case of
DID isosurfaces this would end in to small or to large contours, respectively. For
the projected DID in one case there will be to much highlights and in the other to
little.
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This Chapter is partly reproduced from References:
[59] S. Löﬄer, J. Lübben,A. Wuttke, R. A. Mata, M. John, B. Dittrich, B. H. Clever,
Internal dynamics and guest binding of a sterically overcrowded host, Chemical
Science, 2016, 7, 4676-4684 (DOI: 10.1039/C6SC00985A),
[61] S. Löﬄer, A. Wuttke, B. Zhang, J. J. Holstein, R. A. Mata, H. G. Clever,
Influence of size, shape, heteroatom content and dispersive contributions on guest
binding in a coordination cage, Chemical Communications, 2017, 53, 11933-11936
(DOI: 10.1039/C7CC04855F),
with the permission of the Royal Society of Chemistry. The description of the
experimental procedures were provided by Clever and coworkers. All computational
results were calculated on my own.
The binding of small molecules inside the nanoscopic cavities of natural or artificial
hosts such as enzymes or supramolecular cavitands is far from being fully under-
stood. For example, the roles of shape match, conformational restrictions, steric
repulsion vs. dispersive attraction as well as desolvation processes are still under
debate.[131–133] Synthetic supramolecular chemistry is able to supply a plethora of
container systems of variable size, shape and chemical makeup as model systems
helping to understand non-covalent binding in nature.[134–137] The metal-mediated
self-assembly of coordination cages[138–140] under modular variation of ligand scaf-
folds and functionalities has yielded sophisticated bottom-up nano systems such
as switchable receptors,[141–143] selective catalysts,[144–147] and light-driven charge
separators.[148] Guest binding in these systems has been studied intensively with
ionic guests being of opposite charge than the cage, where Coulombic interactions
dominate the driving force for encapsulation.[149,150] Less explored is the binding
of neutral guest species inside ionic cages.[151,152] Here, solvophobic effects together
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with enthalpically beneficial host-guest contacts seem to play a major role but fur-
ther systematic experimental and theoretical efforts are required to shed light on
the situation in selected hosts.
Through the substitution of two 3-ethynylpyridines to an acridone the Clever group
was able to synthesize the banana shaped ligand L shown in Figure 5.1 b). By a
self-assembly process in the presence of [Pd(CH3CN)4] – (BF4)2 an interpenetrated
double cage with three pockets filled by BF4 – ions is obtained. This system can
be activated through the exchange of the outer pocket ions by Cl– or Br– to bind
1 step
3 steps
1 step
Pd(II) Pd(II) Pd(II)
a) b) c)
L2 L L3
Figure 5.1: Schematic representation of the pathways to synthesize supramolecular cages
starting from acridone. The addition two 3-ethynylpyridines to the latter
leads to the bis-monodentate pyridyl ligand L. This ligand can be further
functionalized by the substitution of adamantyl (L2) or 2-cyanoacetic esters
(L3) in the carbonyl position. In the presence of [Pd(CH3CN)4] – (BF4)2 the
cages are formed in a self-assembly process.
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neutral guest molecules in the middle pocket. The theoretical derivation of free
binding energies for such systems is a challenging task, since several effects have to
be accounted for. Since the guests are neutral it seems obvious that dispersion plays
a crucial role in the stabilization within the pocket. Local correlation calculations
were carried out in order to prove this hypothesis.
A further modification of L by the substitution of adamantyl groups in the carbonyl
position, lead to a sterically overcrowded coordination cage as shown in Figure 5.1 a).
Different ionic guest molecules are able to bind in its pocket and it is of interest if
dispersion has a determining role, since one would suspect that electrostatics are
the dominant driving force. Furthermore, the system revealed interesting dynamics
which are discussed in detail in Reference [59].
By the substitution of 2-cyanoacetic esters to the carbonyl position of L the ligands
L3 shown in Figure 5.1c) were obtained. NMR experiments revealed that the free
ligands rotate around the double bond, connecting the backbone and the esters. To
describe this behavior DFT calculations were carried out to simulate these path-
ways. Since this thesis mainly aims the description of non-covalent interactions, the
interested reader is referred to Reference [60].
5.1 A Sterically Overcrowded Cage
Comparing the ligands L and L2, as shown in Figure 5.1, the steric bulk in the centre
of L2 is dramatically increased by incorporating the doubly-bound adamantylidene
group. In a cooperative study with the Clever group the capability of forming
[Pd2L24 ] self-assembled cages in which the adamantyl groups serve as dispersion
energy donors was investigated. Cationic palladium centres are arranged at opposite
ends across the globular cavity. Rod-shaped bis-anionic guests carrying a negative
charge at either end are encapsulated in such [Pd2L24 ] cages in a way that the guests
major axis is collinear with the Pd-Pd axis, thereby bringing the anionic centres as
close as possible to the metal cations.[153] In order to probe the interactions within
the sterically crowded equatorial area of the cage [Pd2L24 ], the uptake of various
bis-anionic guests (as shown in Figure 5.2) with respect to their relative lateral bulk
is studied.
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5.1.1 Summary of Experimental Findings
The mono- and bis-anionic guests G1-G9 were titrated into a solution of the cage
[Pd2L24 ] in acetonitrile. It was initially expected that the tremendous steric bulk
of the four equatorial adamantyl groups would only allow for guests with a thin
backbone (i.e. an alkyl chain) to bind inside the cage. Suprisingly, even quite bulky
guests are bound to form host-guest complexes [G@Pd2L24 ]. This was verified by
NMR spectroscopy, high-resolution ESI mass spectrometry and single crystal X-ray
analysis. Due to the substantial size of the guests, the guest molecules are in close
contact with the surrounding adamantyl residues in the equatorial region of the
cavity as can be observed in the X-ray structures (Figure 5.3).
In order to obtain a measure of the binding strength one equivalent of the guest
molecules has been added into a solution of the cage [Pd2L24 ] in acetonitrile. For the
guest molecules G1-G5 the signals of the empty [Pd2L24 ] cage disappeared and only
signals of the host-guest systems [G1−5@Pd2L24 ] remained in the 1H-NMR spectra.
Hence, guests G1-G5 are strongly bound inside the cage and the guest exchange
with the solvent exterior is slow on the NMR time scale. In contrast, addition of
guestsG6-G9 to the cage resulted in a gradual shifting of the cages 1H-NMR signals,
indicating a fast exchange of these guests. Since more than one equivalent of guests
G6-G9 was required to saturate the cages, these guests bind more weakly to the
cage.
Figure 5.2: Structures of various guest molecules encapsulated by coordination cage
[Pd2L24 ]. Reproduced from Reference [59] with the permission of the Royal
Society of Chemistry.
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Figure 5.3: X-ray crystal structures of [Pd2L24 ], [G1@Pd2L24 ], [G4@Pd2L24 ] and
[G5@Pd2L24 ]. Color scheme: C, grey; N, blue; O, red; S, yellow; F, green;
B, brown; Pd, tan; Fe, orange. For clarity, solvent molecules and free (non
encapsulated) anions are omitted. Reproduced from Reference [59] with the
permission of the Royal Society of Chemistry.
These results seem to be a consequence of the different size and shape of the guest
structures. Guest molecules G1-G5 are bis-anionic and have a good size match for
encapsulation,[154] while the other guests are either too small (G8 andG9), too large
(G7) or lack a second sulfonate group (G6) to be encapsulated with high affinity
inside the coordination cage.
5.1.2 Theoretical Investigations
In order to obtain further insight into the binding of the guest molecules, in partic-
ular the role of dispersion forces, electronic structure calculations were carried out
for [Pd2L24 ], [G4@Pd2L24 ] and [G5@Pd2L24 ]. Due to the large size of these systems,
the calculations involving the binding pocket were limited to the four adamantane
moieties (with the covalent double bond to the ligand backbone cut and capped with
two hydrogen atoms). The adamantane fragments and guest compounds were opti-
mized at the B3LYP-D3/def2-TZVP level of theory[130,155,156] (with Becke-Johnson
type damping)[157,158] using the ORCA software.[159] Afterwards the optimized ge-
ometries were overlapped with the crystal structure positions. These should corre-
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Table 5.1: Interaction and dispersion energies (in kJ·mol−1) between different guest
molecules and the saturated adamantae residues of the [Pd2L24 ] cage at the
SCS-LMP2/A’VTZ level of theory.
[X@Pd2L24 ] ∆Eint ∆Edisp
G4 −52.8 −86.3
G5 −67.2 −64.0
spond to a suitable average conformation of the ligands and guest molecules. Also,
given the small space available in the pocket, dynamic fluctuations in the structure
should not affect the results severely. On the basis of the structures obtained, elec-
tronic structure calculations were carried out at the density fitted spin-component-
scaled local second-order Møller-Plesset perturbation theory DF-SCS-LMP2[114,115]
using the aug’-cc-pVTZ (A’VTZ) basis set (diffuse functions on all atoms, except
hydrogens)[121,122] implemented in the Molpro 2015.1[110] program package (for sim-
plification the prefix ‘DF’ will be dropped in the remaining text). All interaction
energies are solely electronic. The total energies are given according to the super-
molecular approach, with fixed host and guest structures. The dispersion energies
were obtained through the decomposition of the SCS-LMP2 pair energies.[47]
Calculations in the system [Pd2L24 ] were primarily intended to estimate the stabi-
lization of the cage brought forth by dispersion interactions between the adaman-
tane moieties in the pocket. This system was chosen since it contains the smallest
guest (BF−4 ), allowing for the adamantane moieties to come closest. For comparison
the [G4@Pd2L24 ] cage was also considered. Here, the X-ray analysis revealed that
the adamant-moieties are shifted outwardly. This should depend on steric repul-
sion between the latter and the guest molecule taken up in the pocket. The SCS-
LMP2/aug’-cc-pVTZ calculations gave a dispersion contribution of −14.3 kJ·mol−1
for the [Pd2L24 ] system. The dispersion contribution in the [G4@Pd2L24 ] system
was calculated to be −9.3 kJ·mol−1, somewhat smaller given the larger distances
between the four ligands that result from the guest-induced expansion of the cage
structure. This is not a particularly large effect and although it will counterbalance
the steric repulsion of the bulky adamantyl moieties, it should not be a major factor
in the cage formation itself.
In the calculations of the host-guest complexes, only the interactions of the guests
with the adamantanes were considered, disregarding the interaction with the re-
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maining parts of the ligands and the Pd ions. The latter would be particularly
difficult to estimate given that the electrostatics will be strongly influenced by the
solvent model used. The remaining parts of the ligands should have no strong in-
teraction with the guests considered. Interestingly, dispersion forces seem to play a
significant role in the binding of the guest molecules inside the cages interior. The
overall interaction energies between the adamantyl residues and the guests (exclud-
ing the cation-anion interactions) for the systems [G4@Pd2L24 ] and [G5@Pd2L24 ]
were computed as −52.8 kJ·mol−1 and −67.2 kJ·mol−1. The dispersion energy con-
tributions obtained are −86.3 kJ·mol−1 and −64.0 kJ·mol−1 for [G4@Pd2L24 ] and
[G5@Pd2L24 ], respectively (see Table 5.1). These correspond to a strong contribu-
tion in binding, even exceeding the total interaction in the case of [G4@Pd2L24 ]. In
[G5@Pd2L24 ], the adamantyl units are further apart, reducing the relative weight of
the dispersion forces. Consequently, it is anticipated that the main contributions
for the adamantyls interaction with the guests to be Pauli repulsion and dispersion,
the two of opposite sign. These results clearly show that dispersion forces can easily
add up to large values in such a supramolecular construct. To better visualize this
effect, the Dispersion Interaction Densities (DIDs) calculated between the guest and
the four adamantane units, are shown in Figure 5.4 (the plots were prepared with
Pymol[111]). The images show that the pi-systems of the guests interact strongly
with the surface of the pocket. In particular, some hot spots are identifiable where
the adamantyl groups are in close contact with the encapsulated guests.
a) b)
Figure 5.4: Dispersion interaction densities (DIDs) between the guests and the surround-
ing adamantyl groups in a) [G4@Pd2L24 ] and b) [G5@Pd2L24 ] (red: high
DID; blue: low DID). Reproduced from Reference [59] with the permission
of the Royal Society of Chemistry.
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5.2 An Interpenetrated Double-Cage
In recent publications, the Clever group and cooperation partners reported on an
interpenetrated double cage featuring three consecutive binding pockets, filled with
tetrafluoroborate anions.[160] These host molecules can be activated by the addi-
tion of chloride anions to bind neutral guests such as benzene, cyclohexane and
norbornadiene.[161] A schematic representation is shown in Figure 5.5. While the
effect of halide binding has been well explained as an allosteric contraction of the
whole architecture along the Pd4-axis,[162,163] thereby shrinking the size of the outer
pockets and expanding the inner pocket, the observed binding of neutral guests
remained poorly understood in terms of driving force, structural preferences and
scope.
In cooperation with the Clever group a systematic study comprising more than 50
neutral guest molecules has been carried out. It reveals the influence of the guests
size, shape and chemical nature on the binding affinity.
5.2.1 Summary of Experimental Findings
Binding free enthalpies between −6.1 kJ·mol−1 (furan) and −27.1 kJ·mol−1
(DABCO (1,4-diazabicyclo[2.2.2]octane)) were determined in acetonitrile by NMR
Figure 5.5: Ligand structure, cage assembly, chloride activation and uptake of neutral
guests. (i) [Pd(CH3CN)4](BF4)2 in CH3CN; (ii) 2 eq. Cl−; (iii) neutral
guest. The inset shows the guest DABCO binding inside the central cavity
(electrostatic potential mapping). Reproduced from Reference [61] with the
permission of the Royal Society of Chemistry.
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signal integration of the free and filled host species. Figure 5.6 relates the obtained
free enthalpies of binding to the guest volume and its packing coefficient (PC) in
the cavity, respectively. The PC was computed as the quotient of the CPK volume
of EDF2/6-31G∗ optimized molecular models using Spartan[164] with the volume of
the empty pocket calculated with the Voidoo software.[165] Thereby, the crystallo-
graphically determined structures containing DABCO and benzene as guest served
as the reference. Both structures were symmetry expanded and the guest molecules
as well as the chloride counter ions were removed. The resulting inner cavities were
calculated using a primary grid and plot grid spacing of 0.1 Å and 40 cycles of vol-
ume refinement with the default water size probe radius of 1.4 Å. For the benzene
containing cage a volume of 201.66 Å3 was calculated, while for the DABCO struc-
ture a volume of 200.84 Å3 was obtained. Thus, the averaged volume of the central
cavity was set to 201.25 Å3 and used to calculate the packing coefficient.
While oversized and non-cyclic guests were found to refrain from encapsulation,
smaller 5-ring guests bind weakly (PC between 39 and 48%) as do more voluminous
guests carrying substituents such as a methyl group or oxygen atom. Among the
6-ring guests, a competition experiment revealed that benzene binds faster than
cyclohexane while the latter binds stronger. Interestingly, bridged 6-rings such as
norbornadiene and its relatives bind rather strongly, showing that a 3-dimensional
extension of the guest structure is not detrimental to encapsulation as long as the
a) b)
Figure 5.6: Binding free enthalpies over guest volume for (a) various guest families with
different ring sizes, 3D structure and hetero atom content and (b) selected
series of cyclic alkanes and alkanones (packing coefficients are shown for
the alkanes; solvent:acetonitrile). Reproduced from Reference [61] with the
permission of the Royal Society of Chemistry.
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overall size does not increase beyond a PC of 74% (adamantane, for example, is not
encapsulated; tentative PC = 81%).
A further trend was observed when comparing the affinity/volume relationships for a
series of cycloalkanes (C5-C8), cyclic ketones (C5-C7) and 1,4-cyclohexanedione (Fig-
ure 5.6 b)). Here, the addition of substituents leads to a decrease in binding affinity,
demonstrating that lateral expansion of the oblate guest dimension is disfavoured
with respect to bridging above the ring plane. Furthermore, the ring size effect is
nicely reflected in these series. Small 5-rings bind weaker than their 6-ring siblings
but further ring expansion leads to a decrease in affinity. Nevertheless, voluminous
cyclooctane (PC = 74%) still binds with considerable affinity, which we denote to its
structural flexibility, allowing the guest to adopt a favourable conformation inside
the cage.
Among the strongest binders, guests carrying two heteroatoms in opposite positions
such as 1,4-pyrazine, 1,4-piperazine and 1,4-dioxane were found. Comparison of the
latter guest to its 1,3-isomer is particularly intriguing since it demonstrates that
the relative positioning of the heteroatoms is of paramount importance for strong
a) b)
Figure 5.7: Single crystal X-ray structure of [2Cl+DABCO@Pd4L28]6+ (solvents and
most counter anions outside the cage structure omitted): a) full side view
with disordered DABCO guest; b) central pocket with one selected guest ori-
entation. Reproduced from Reference [61] with the permission of the Royal
Society of Chemistry.
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binding, most likely due to the perfect orientation of the hetero atoms lone pairs
towards the two cationic Pd(II) centres lining the cavity. The latter explanation
was further supported by a single crystal X-ray structure of the cage carrying its
strongest binding guest DABCO in its central pocket (Figure 5.7 a)). While the
fourfold crystallographic symmetry of the structure along the Pd4-axis complicated
the modelling of the axially disordered D3h-symmetric guest, the DABCO molecule
could be unambiguously refined to stand upright inside the cavity with its N2-axis
indeed coinciding with the cages Pd4-axis (Figure 5.7 b), top). It is interesting to
compare this binding mode with the orientation of the previously reported benzene-
containing complex[59] in which the benzene molecular plane is oriented perpendic-
ular to the Pd4-axis, thereby exposing its pi-surfaces towards the Pd(II) complexes
(Figure 5.7 b), bottom).
5.2.2 Theoretical Investigations
The host system contains over 400 atoms and therefore, accurate calculations at
the correlated level using at least a triple zeta basis set have too high demands with
regard to the required computation power. To overcome this issue the host structure
was taken from X-ray crystallography results at a distance of 10.16 Å between the
inner palladium atoms and a model of the double cage was built. For the latter the
top and bottom palladium-pyridine planes were cut off and saturated with hydrogens
as shown in Figure 5.8. The chlorides in the outer pockets were kept to neutralize
part of the charge. Only the hydrogens were optimized with DF-BP86[23,166] using
the def2-SVP[156] orbital basis and its corresponding J-basis.[167] For the Pd atoms
the ECP-28MWB pseudopotential[168] was used. These calculations were carried out
with the Turbomole package.[169]
To obtain for a selected subset of guests the conformation in the pockets interior
they were manually inserted into the model system. Different conformations were
used as starting structures for optimizations at the DF-BP86/def2-SVP level of the-
ory. Thereby, the cage geometry was kept frozen. This approximation builds on
the assumption that the chloride interaction in the outer pockets is much stronger
than the binding in the inner pocket and thus determines the host geometry. The
geometry optimizations reflect the experimental observed trends rather well. All
guest molecules containing two heteroatoms at opposite positions are aligned along
the Pd-Pd axis, while cycloalkanes and aromatic hydrocarbons are aligned perpen-
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dicular to this axis. Considering the D3 correction as an estimate for the dispersion
interactions in all cases the perpendicular arrangement is favored. However, in the
case of doubly substituted heterocycles electrostatics force the Pd-Pd alignment.
Out of this conformational sampling, the most stable structures were selected. For
the obtained minimum structures single point DF-SCS-LMP2[114,115] calculations
(for simplification the prefix ‘DF’ will be dropped in the remaining text) were per-
formed using the Dunning cc-pVTZ[121] orbital basis set in combination with the
cc-pVTZ-PP[170] basis and ECP28MDF[170] pseudopotential for Pd (this basis will
be referred to as VTZ). The density fitting basis used were the corresponding defaults
for cc-pVTZ,[124,171] except for calculations including Pd where the def2-TZVPP JK-
FIT and MP2FIT[172,173] basis sets were used. The orbitals were localized by the
Pipek-Mezey scheme.[83] The corresponding orbital domains were determined with
the Boughton-Pulay criterion[84] at a threshold of 0.985. To speed up the calcula-
tions use was made of a multipole-approximation[174] for very-distant pairs (r=10
Bohr) and local fitting.[114] The parameters were chosen by test calculations of the
host pocket at increased distance parameters between 8 and 12 Bohr. According to
the locality of the orbitals, fragments were built (guest plus host) to determine the
dispersion contributions[47] at the SCS-LMP2/VTZ level of theory. All calculations
were carried out with a development version of Molpro 2015.1.[110]
Figure 5.8: left: X-ray double cage structure, right: model used for the cage system in
the calculations. The ligands were truncated (C−C bonds replaced by C−H)
and the bottom and lower planes were removed. The chlorides in the outer
pockets were kept in order to neutralize part of the charge. Reproduced
from Reference [61] with the permission of the Royal Society of Chemistry.
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Table 5.2: Experimental and computed (SCS-LMP2/VTZ) free binding energies as well
as dispersion contributions in kJ·mol−1. Reproduced from Reference [61]
with the permission of the Royal Society of Chemistry.
Guest ∆G296 ∆Gtheo ∆Edisp
Furan −6.1 1.4 −77.6
Cyclopentane −12.8 −19.5 −88.6
Benzene −17.4 −34.9 −86.0
Cyclohexane −20.2 −18.9 −107.1
Norbornadiene −20.2 −28.4 −110.5
Phenol −12.8 −13.1 −100.5
DABCO −27.1 −31.0 −134.4
The obtained dispersion energies are provided in Table 5.2 (∆Edisp). As expected,
these contributions increase with system size, with the 5-ring guests in the range of
70 up to 90 kJ·mol−1, and the 6-rings going beyond 100 kJ·mol−1. The DID profiles
depicted in Figure 5.10 show that close C-H contacts to the interior of the pocket
dominate the dispersion profile (the plots were prepared with Paraview[112]). This is
observed also in other systems, somewhat reminiscent of coupled diamondoids.[55,69]
Individually, these are all small contributions, but they significantly add up. It also
explains the difference in ∆Edisp between benzene and cyclohexane, since the latter
has a larger number of C-H contacts. Interestingly, the dispersion itself correlates
with the experimental binding affinity for the subset of guests which were computed
(Figure 5.9 left side). The slope of the least-squares fit is 0.41, reflecting the atten-
uation from solvent effects (i.e. stabilizing dispersion contacts with solvent in the
unbound state).
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Figure 5.9: left side: plot of the experimental free binding energies against computed
dispersion energies (SCS-LMP2/VTZ), right side: plot of the experimental
free binding energies against computed free binding energies (see approach
in the text). Reproduced from Reference [61] with the permission of the
Royal Society of Chemistry.
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In addition, we devised a composite approach for the calculation of the free en-
thalpy of binding. Solvent effects (acetonitrile) were included by D-COSMO-RS[175]
implemented in Turbomole. The calculations were done at the DF-BP86/def2-
TZVP[156,167,176] level. The obtained ∆Esolv was computed by a supermolecular
approach. For all solvent and thermodynamic corrections the environment was set
to ambient pressure (1 bar) and temperature (298.15 K). Thermochemistry correc-
tions were computed with the RRHO-approach.[67] The frequencies were computed
at the DF-BP86/def2-SVP level for guests@host and a truncated Hessian containing
Figure 5.10: Voxel DID plots for different guests@host, a) benzene, b) DABCO, c) furan,
d) cyclopentane, e) cyclooctane, f) cyclohexane, g) norbornadiene and h)
phenol. Reproduced from Reference [61] with the permission of the Royal
Society of Chemistry.
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only the guest molecules second derivatives was weighted and diagonalized. Those
values are compared to the free guest molecule, building ∆EZPVE, ∆H(0→T ) and
∆S. Furthermore, a correction to the solvation energies was added, accounting for
the missing translational degrees of freedom in solution, based on the Ardura et
al. equation for bimolecular reactions[177] (∆Gtrans). Finally the electronic energies
∆Eele were calculated at the SCS-LMP2/cc-pVTZ level of theory. The total free
energy of binding ∆G was then calculated as:
∆G = ∆Eele + ∆Esolv + ∆EZPVE + ∆H(0→T ) − T∆S + ∆Gtrans (5.1)
In general, the computed values agree well with the experimental estimates for guest
molecules with a small spatial extent (see Figure 5.9 right side), the only outlier
being benzene. The mean absolute deviation of the computed binding affinities is
6.5 kJ·mol−1 (4.6 kJ·mol−1 excluding benzene), which is expectable given the size
and complexity of the system.[178] In particular, in the case of large guest molecules
like cyclooctane, the calculation suggest that a fixed pocket size for all uptaken
molecules is insufficient for the correct description of the host-guest interaction.
Looking more closely at the DID profile of cyclooctane (Figure 5.10 e)), the spotlight
is found for the interaction between the pyridine planes and the guest molecule. In
return, however, this also means that the repulsion becomes significant. Therefore,
we expect that in such cases the model systems pocket region is too small and
inferentially the dispersion interactions are superimposed by repulsive effects.
5.2.3 Outlook
As reported in the previous Subsection, the theoretical description of the system
is very difficult. The interpenetrated cages can shift against each other, changing
the potential within the middle as well as the potential of the two outer pockets.
Furthermore, by these movements the interactions between the banana ligands are
amplified or weakened and it has an effect on the solvation. The latter is established
by an increased or decreased contact surface. To account for these difficulties three
schemes are suggested as shown in Figure 5.11 (scheme A was applied in the previous
Subsection).
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In scheme B the Pd-Pd distance is shifted subsequently by 0.1 Å with respect to
a starting value of 10.16 Å up to 11.56 Å. The host systems are then optimized
with HF-3c.[179] Afterwards, the guest molecules are projected into the pocket and
optimized with fixed pocket geometries. The resulting structures are re-evaluated
with PBE/def2-TZVP[180] single point calculations to obtain the optimum pocket
size for the respective guest molecule. This scheme has already been applied to a
test set of guest molecules. The obtained distances are with 10.16 Å and 10.76 Å
for benzene and DABCO, respectively, in good agreement to the X-ray measure-
ments. The upcoming local correlation calculations benefit from the developments
over the recent years. The initial calculations for these systems used the DF-HF
and DF-LMP2 code implemented in Molpro 2015.1.[110] Thereby, each single point
calculation took at least 10 days on 16 processors. With the latest LDF-HF[181] and
PNO-LMP2[42,43] approaches implemented in Molpro 2018.2[182] this is dramatically
reduced to 10 hours, illustrating the computational efficiency of these methods. The
thermodynamic corrections will be determined in a supermolecular approach using
HF-3c. The obtained results will then be fitted empirically to the experimental de-
rived free binding energies obtaining a pocket dependend correction to account for
the outer pockets potential and solvation effects.
In Scheme C, the use of perturbative Monte Carlo (pMC)[183] is proposed to obtain an
∆Gsol ∆Gsol
∆Gbind (g) ∆Gbind (sol)
∆Gsol
A constant ∆Gsol ∆Gsol
§ fixed cage
§ DFT optimizations
§ SCS-LMP2/DLPNO-CCSD(T) 
energies
§ guest Hessian + 
DCOSMO-RS corrections
B constant ∆Gsol
§ variable size of the inner pocket
§ semi-empirical optimizations
§ SCS-LMP2/DLPNO-CCSD(T) 
energies
§ projected Hessian + 
DCOSMO-RS corrections
C
improved ∆Gsol
§ pMC QM/MM for ∆Gsol
contributions
§ more host DOFs in 
thermochemistry
D
MD ∆H
§ QM-fitted potentials
§ MD derived ∆Hbind
+ +
Figure 5.11: Schematic representation of possible approaches to computationally deter-
mine thermodynamic quantities. Scheme A has been applied in the pre-
vious Subsection. The color/shape coding is as follows: red circles denote
the guest molecules, green rectangles the host system and blue boxes the
solvent.
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accurate description of the solvent environment. In combination with an additional
potential for the outer pockets (as already computed in Reference [163]), and scheme
B one obtains a theoretical description without empirical fittings.
Scheme D suggests a molecular dynamics ansatz as presented by Fenley et al..[184]
In their report an approach to directly determine binding enthalpies for the cucur-
bit[7]uril (CB7) host system was applied. Thereby, ∆H is computed as the difference
between the mean energies of four simulation setups, shown in Figure 5.11 scheme
D. The existing problem is to obtain an accurate force field for the cage structures.
Therefore, we implemented an extension to the quantum mechanically derived force
field (QMDFF),[185] developed by Grimme, into ChemShell.[186,187] Unfortunately
these calculations could not be finished in time.
5.3 Conclusions
In this Chapter two supramolecular host-guest systems were investigated. The
first Section dealt with the bis-monodentate pyridyl ligand L2 that carries a bulky
adamantyl group protruding sidewards from its concave face. Through self-assembly
a sterically overcrowded cage is formed which is able to encapsulate a range of guest
molecules in its interior. Single crystal X-ray structures of the free cage and three
host-guest complexes were obtained showing that the larger guests squeeze into the
cavity by pushing the adamantyl residues further aside. This in turn leads to a
slight compression of the cage along its Pd-Pd-axis. Non-covalent contacts between
the guests and the surrounding host were investigated by local orbital analysis using
SCS-LMP2. A substantial contribution of attractive dispersion interactions con-
veyed by the adamantyl groups was identified. The computed DID images show
that the pi-systems of the guests interact strongly with the surface of the pocket. In
particular, some hot spots are identifiable where the adamantyl groups are in close
contact with the encapsulated guests. Since both dynamic scaffolds and densely
packed molecular surroundings play important roles in the chemical processes tak-
ing place inside biological cavities (such as enzyme pockets), the type of artificial
self-assemblies described herein will assist in understanding the interplay between
molecular crowding and reactivity. In addition, it is anticipated that such sterically
overcrowded host structures in which the guests are snapping into a narrow inner
cavity contribute new ideas to the field of supramolecular catalysis.[188]
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In the second Section, an interpenetrated double cage was discussed. It is formed
from the bis-monodentate pyridyl ligand L in self-assembly and features three con-
secutive binding pockets, filled with tetrafluoroborate anions. These host systems
can be activated by the addition of chloride anions to bind neutral guests. The
here presented study curtails the scope of neutral guest molecules that can be en-
capsulated by the interpenetrated host system. In terms of size and shape, 6-rings
and norbornene-type compounds are favoured. One substituent with the size of a
methyl group is tolerated (leading to a drop in affinity) but two substituents are not.
The opposite arrangement of hetero atoms in bridged or unbridged 6-ring guests is
favourable, indicating that orientation of lone pairs towards both cationic Pd(II)
centres leads to a stabilizing two-point attachment. This assumption was supported
by the X-ray structure of the host-guest complex cotaining DABCO. Electronic
structure calculations reveal that binding is strongly favoured by dispersion interac-
tions. Moreover, a correlation between the experimental free binding and computed
dispersion energies was obtained. The DID profiles showed that close C-H contacts
to the interior of the pocket dominate the dispersion profile. By a rather simple
approach, with regard to the complexity of the system, free binding energies could
be determined. In general, the computed values agree well with the experimental
estimates, the only outlier being benzene. In the case of large guest molecules like
cyclooctane, it became obvious that a more sophisticated approach is required to
account for the cage relaxation by incorporating such molecules.
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This Chapter is reproduced from Reference:
[54] A. Wuttke, M. Feldt, R. A. Mata, All That Binds Is Not Gold−The Relative
Weight of Aurophilic Interactions in Complex Formation, The Journal of Physical
Chemistry A, 2018, 122, 6918-6925 (DOI: 10.1021/acs.jpca.8b06546),
with the permission of the American Chemical Society. In this Reference parts
of my Masters Thesis on "Theoretical Investigations of Aurophilic Interactions in
Molecular Dimers and Trimers" are included. All calculations except the basis set
extrapolation for the Cl-Au-Me2bimy system were carried out by myself.
Albeit the many advances observed in quantum chemical methods over the recent
years, the ab initio prediction of molecular crystal structures still remains a grand
challenge. Part of the problem is inherent to the systems under study. The number
of energetically low-lying polymorphs increases rapidly with the size and chemical
complexity of the molecular monomers. This leads to a vast number of structures
which need to be identified and compared for their thermodynamic and/or possibly
kinetic stability. The other issue is, of course, the multitude of interactions which
have to be accurately described in order to carry out such comparisons. The compe-
tition between the latter will in the end define the form of the crystal, in particular
how the monomers are oriented relative to their neighbors.
One approach to the problem is the brute-force application of high-level electronic
structure methods to a selected number of candidates. This is certainly possible to-
day for crystals composed of small sized organic molecules, with one notable example
being that of benzene.[189] With the continuing development of density functional
approaches and low-order scaling correlated methods, more complex systems can be
targeted today,[190] as long as the number of polymorphs is small and the relevant
minima are already characterised.
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However, in many cases one is not only interested in knowing what the global mini-
mum structure is, but also in the reason behind it. One would like to understand the
interplay between the different intermolecular forces. This information, for example,
can be used to design compounds where certain polymorphs are avoided.
If one is interested in systems with more than one interaction site, the relative weight
of the different contributions can be much more difficult to obtain. Upon localizing
the occupied space orbitals (and possibly the virtual space as well), the different
interactions in the electron correlation energy can be attributed to different inter-
acting regions, even if the fragments are covalently bound.[47–50,52,53] Such analysis
depends either on a suitable separation of the orbital space,[191] or in identifying
the region where the orbitals localize. In order to identify the direct Au-Au inter-
action energy in a series of model Au(I) complexes, Andreijic and Mata made use
of local orbital analysis and the fragmentation scheme discussed in Section 3.1.[51]
The results of this work revealed two main trends. The strength of the latter inter-
action is independent of the nature of the ligands, and can be safely derived from
a simple distance criterion. Secondly, larger complexes reveal strong ligand-ligand
interactions, which can easily outweigh the aurophilic interaction. This goes against
the prevalent logic that the structure of complexes with short Au-Au contacts are
primarily influenced by the so called aurophilic interaction.[192,193]
The investigation of Au(I) complexes was continued, discerning the relative weight
of such interactions in building molecular complexes. With this purpose in mind,
the crystal structure of two closely related complexes are studied. These are the
[Au(Me2bimy)Cl] and [Au(Et2bimy)Cl] complexes (1 and 2, respectively, see Fig-
ure 6.1)(bimy = benzimidazol-2-ylidene). The latter were characterized by Wang et
al..[62] Furthermore, Au(I)-Hg(II) complexes aroused interest as examples of mixed
Figure 6.1: Lewis structures of 1 [Au(Me2bimy)Cl] 2 [Au(Et2bimy)Cl] and 3 MHg2(o-
C6F4)3 where M can be either Au or Hg. Reproduced from Reference [54]
with the permission of the American Chemical Society.
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metallophilic interactions. It has been stated that the forces between those metals
are much stronger than the aurophilic ones.[63,64] To investigate the effect a trinu-
clear complex AuHg2(o-C6F4)3 – Hg3(o-C6F4)3 containing one short Au(I)· · ·Hg(II)
contact (3 see Figure 6.1, M = Au, Hg) is considered.[64]
The central question is how the competing forces contribute to the final crystal
structures. Use is made of a fragment orbital analysis of the electron correlation
energy, as outlined in Section 3.1. This is particularly well suited for such systems,
since a significant percentage of the interactions is due to the latter. One should
take into account that in all systems observed in this Chapter pi-pi interactions are
present. These are not purely electron correlation effects, since they include sizable
quadrupole (and higher multipole) electrostatic contributions. However, as later
demonstrated, an analysis of the electron correlation energy suffices to understand
the relative impact of metallophilic interactions. Furthermore, a closer look is taken
into dispersion interactions in the aforementioned systems. Plotting Dispersion In-
teraction Densities (DID) allows one to gain a greater insight into which fragments
of the molecules contribute to the complex stabilization by London forces.
6.1 Computational Details
Calculations carried out in this Chapter are based on local correlation methods, as
first suggested by Pulay and later developed by Werner and coworkers.[79,194,195] As
verified in a previous study,[51] SCS-LMP2[115] results are in very close agreement
with Coupled-Cluster calculations (LCCSD(T0)) for the study of aurophilicity. Fur-
thermore, it has already been shown in Chapter 4 and other studies,[117,196] that the
spin-component scaled method is also adequate for the description of pi-pi interac-
tions. The fragmentation of the intermolecular electron correlation energies is per-
formed as in an earlier report on aurophilic interactions[51] and outlined in Section
3.1.
Density fitting approximations were used throughout. The prefix ‘DF-’ will be
dropped. Through the use of SCS-LMP2, one also obtains a straightforward cor-
rection of MP2 energies at the pair energy terms which are used in the decompo-
sition. In all local correlation calculations the occupied orbitals were Pipek-Mezey
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localized.[83] The orbital domains were determined according to the NPA criteria[94]
with TNPA = 0.03e.
The basis sets used were the Dunning aug-cc-pVTZ orbital basis set[121,122] in combi-
nation with the aug-cc-pVTZ-PP basis and the ECP60MDF pseudopotentials[197,198]
for Au and Hg (this basis will be referred to as AVTZ). For larger complexes the
hydrogens diffuse basis functions were removed (this basis will be referred to as
A’VTZ).The density fitting basis used were the corresponding defaults (for the aug-
cc-pVTZ and aug-cc-pVTZ-PP basis)[123,124] except for SCF calculations where the
def2-QZVPP/JKFIT[168,199] basis set for Au and Hg was used. All calculations were
carried out with a development version of Molpro 2015.2.[110]
In all calculations the monomers were optimized with the BP86[23,166] functional
using the def2-TZVP basis set[156] for all atoms except Au whereby the ECP60MDF
core potential was used in combination with the dhf-TZVP basis functions[200] and
Hg with a ECP60MWB[168] pseudopotential. The different arrangements included
in this study (dimers and trimers) were built from frozen monomers. To ensure a
smooth potential profile of the interaction curves, the orbital domains were computed
at the r(Au-Au) distance of 100 Å and kept fixed in all calculation steps.
The starting structures for 1 and 2 were taken from the published X-Ray structures
by Wang et al..[62] For complex 3, X-ray structures provided in Reference[64] served
as starting point. Dispersion Interaction Densities (DID) are computed as proposed
in Chapter 3. The Voxel DIDs are plotted using the ParaView Software.[112] Energy
decomposition analysis (EDA) of the reference wave function is performed with a
modified Kitaura-Morokuma scheme as proposed in Reference [100].
6.2 Results and Discussion
6.2.1 Cl-Au-Me2bimy
A cut of the crystal structure of 1 is shown in Figure 6.2. The chain can be under-
stood as a collection of dimer units translated in space, with the Au centers closely
stacked. The distance between them is measured at about 3.16 Å. The aromatic
rings are also favorably stacked, building contacts to the neighboring dimer. The
72
6.2 Results and Discussion
distance between the center of the rings is 3.45 Å. Therefore, the minimal system
to contain all of the relevant interactions is a trimer, where one of the complexes
interacts aurophilically with another monomer, and through pi-pi interactions with
the other neighbor.
The first interesting observation is the monomers orientation forming the short
Au· · ·Au contact. In the theoretical investigations of the aurophilic effect, it is
common that monomers are oriented with a 90◦ dihedral angle (C1-Au1-Au2-C2)
along the normal axis[48,50,192,201,202] (Figure 6.3 a)). This arrangement leads to a null
dipole-dipole interaction term, facilitating the interpretation of the results. Electro-
statics are removed, and the stabilization is exclusively due to electron correlation
effects. In the crystal structure the dihedral angle differs slightly from 90◦. In one
set of calculations, a dimer with a dihedral angle of exactly 90◦ is considered, noted
as model dimer (1m). As a comparison, use is made of a dimer with a dihedral angle
C1-Au1-Au2-C2 of 94.7◦ with Au1-Au2-C2 forming an angle of 84.4◦, in agreement
with the crystal structure. This will be referred to as the crystal dimer (1a) struc-
ture. This set up will reveal how much the results are actually influenced by such
assumptions.
The energy profiles were calculated with fixed monomer geometries at different r(Au-
Au) distances at the HF and SCS-LMP2 level using the A’VTZ basis set and they
can be seen on Figure 6.3 b). The SCS-LMP2/A’VTZ level of theory shows for
the crystal dimer an increased well depth of −17 kJ·mol−1 compared to the model
system. This effect cannot be explained on the basis of electron correlation effects, as
the latter are of similar magnitude in both cases. The change in the angles has little
effect on such contributions. This is within expected, since these should be mostly
anisotropic. However, the crystal dimer shows an attraction of about −10 kJ·mol−1
at the r(Au-Au) distance of 4.2 Å in the Hartree-Fock energy profiles. An EDA
was performed to verify which kind of interactions stabilize the crystal complex.
Figure 6.2: Chain structure of [Au(Me2bimy)Cl]n. Reproduced from Reference [54] with
the permission of the American Chemical Society.
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Table 6.1: EDA for 1a and 1m at r(Au-Au) 3.4 Å (in kJ·mol−1). Reproduced from
Reference [54] with the permission of the American Chemical Society.
∆Eelst ∆Eexch ∆Erep ∆Epol ∆EHF
1a −39.0 −103.6 166.6 −21.1 2.9
1m −28.6 −115.0 189.1 −23.0 22.5
1a−1m −10.4 11.4 −22.5 2.1 −19.6
Thereby, 1a and 1m were computed at the r(Au-Au) distance of 3.4 Å. The results
are shown in Table 6.1. The analysis shows that the crystal arrangement is preferred
due not only to improved electrostatics (dipole-dipole interactions and higher order
terms), but also by removing some of the repulsion between the monomers wave-
functions. These are most likely linked to the contact between the methyl and the
ring, which is avoided by tilting the monomer.
To obtain a deeper insight into the intermolecular electron correlation energies the
monomers were split in three fragments, namely Au, Cl and L(the carbene ligand).
Comparing the results for the crystal (1a) and the model dimer (1m), some slight
deviations are observed (Figure 6.4 a)-b). The electron correlation interaction en-
ergy ∆E(L-L) is lowered while ∆E(L-Cl) is increased in the crystal conformation.
However, the total electron correlation interaction energy has still a similar value.
In the obtained equilibrium distance the Au-Au electron correlation interaction does
not change from the model system to the crystal structure and has a similar con-
Au1
Cl2
C1
Cl1
Au2C2
a) b)
Figure 6.3: a) Orientation of Au(Me2bimy)Cl in dimers, b) Potential energy curve of
the Au(Me2bimy)Cl model (1m) and crystal (1a) dimers at HF/A’VTZ
and SCS-LMP2/A’VTZ theory levels. Reproduced from Reference [54] with
the permission of the American Chemical Society.
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tribution like L-L, L-Cl and Au-L. Taking this into account and the stabilization
at the HF level, one is lead to the conclusion that the Au-Au interaction is not the
dominant stabilizing force in the crystal dimer.
To confirm the role of aurophilicity in the complex formation the trimer shown in
Figure 6.5 a) has also been considered. As previously mentioned, the trimer can
be rationalized as the combination of two dimers, one with a conformation showing
Au-Au interaction, same as before (1a), and the other one showing pi-pi stacking, in
the following referred to as 1b (see Figure 6.5 a)).
By observing the SCS-LMP2/A’VTZ results for the trimer, an equilibrium distance
of 3.4 Å is obtained. This value differs from the experimental result by 0.2 Å. In
a) b)
Figure 6.4: Decomposition of the intermolecular SCS-LMP2/A’VTZ electron correlation
energies together with the full result for a) 1a dimer and b) 1m dimer. Re-
produced from Reference [54] with the permission of the American Chemical
Society.
Figure 6.5: a) representation of the initial Au(Me2bimy)Cl trimer, b) Voxel DID of the
Au(Me2bimy)Cl trimer at SCS-LMP2/A’VTZ. Reproduced from Reference
[54] with the permission of the American Chemical Society.
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former studies it had already been shown a strong basis set dependence of the equi-
librium distance for unsupported aurophilic dimer systems.[203] In order to converge
the results of the interaction curves, a basis set extrapolation was performed. This
has been carried out with the A’VTZ and A’VDZ basis sets. The resulting SCS-
LMP2/CBS[2:3] curves give a minimum at 3.20 Å, in excellent agreement with the
X-ray structure. Furthermore, it should be considered that the energy difference
between the A’VTZ minimum at 3.4 Å and the CBS[2:3] minimum at 3.2 Å is only
˜1 kJ·mol−1.
In Figure 6.5 b) a DID plot of a trimer is depicted. Two main regions of interaction
can be identified. One corresponds to the direct Au-Au interaction, the other to
the interaction between the two ring systems. The alternating disposition of the
monomers allows contacts with neighboring molecules, both through an aurophilic
contact and pi-stacking. Even the methyl groups contribute to the total stabilization.
These results once again strengthen the idea that the aurophilic interaction is not the
leading force in this crystal. It can be also seen that such plots offer the possibility of
separating individual contributions, helping to identify the specific role of different
moieties.
In order to obtain a clearer picture of the interaction energy for the trimer the
systems additivity was evaluated. If the interactions involved are additive, the total
trimer interaction energy should be coincident with the interaction energy of both
dimers. In such a case, the three body term
∆E3B = E0,trimer −
dimers∑
x
∆Ex −
monomers∑
y
E0,y , (6.1)
should be close to zero(E0 are single point energies and ∆Ex denote dimer inter-
action energies). SCS-LMP2/A’VTZ energies were used for computing said 3-body
energies. The results are given in a onset of Figure 6.6. As it can be observed,
no significant three body interactions are obtained in the region of the equilibrium
distance. Therefore, one should be able to safely describe the aggregation forces in
the crystal by pairwise dimer interaction energies. This is done in Figure 6.6, where
the main electron correlation contributions, which have been extracted from dimer
1a and 1b calculations, are plotted. Since in the dimer 1b only the L-L interaction
is significant, this is the only term plotted for ease of visualization.
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Figure 6.6: SCS-LMP2/A’VTZ electron correlation energy decomposition of the
Au(Me2bimy)Cl 1a dimer and 1b dimer (only L-L contribution) potential
curves and three-body energies as computed from Eq (1). Reproduced from
Reference [54] with the permission of the American Chemical Society.
Considering these results for the whole trimer, in particular the large L-L contri-
bution from dimer 1b, the Au-Au interaction is dwarfed even further. Given the
stoichiometry of the crystal and its arrangement, the number of 1a and 1b dimers
is the same, so the relative weights can be directly deduced from Figure 6.6. The
electron correlation interaction energy for Au-Au only contributes ˜14% to the total
correlation energy. Thus, even though the molecular crystal might hint at a strong
role of aurophilicity, it has in fact a minor impact in its stability. The main players
are the London type forces between the aromatic rings, electrostatic interactions
and weak electron correlation components as detailed in dimer 1a.
6.2.2 Cl-Au-Et2bimy
Closely related to 1 is the complex [Cl-Au-Et2bimy] (2), which only differs by the
substitution of two methyl groups by two ethyl moieties. However, the crystal
structure of the two complexes differ strongly, with the latter showing no favored
aurophilic contacts.
In Figure 6.7 a), part of the crystal structure for complex 2 is shown. It can be
seen that two ethyl groups on the bimy moiety point to opposite sides of the bimy
plane. Such orientation of the ethyl groups allow a columnar stacking of the bimy
planes. Also, it can be noticed that only ring pi-pi interactions are present, but no
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a) b) c) d)
Figure 6.7: a) Crystal structure of the [Au(Et2bimy)Cl]n b) complex 90◦ perpendicu-
lar arrangement (2o), c) 180◦ perpendicular arrangement (2p) and d) ar-
rangement as in the crystal (2c). Reproduced from Reference [54] with the
permission of the American Chemical Society.
Au-Au interactions. The distance between two ring planes is 3.53 Å. In this case
each monomer interacts with upper and lower bimy rings only through the bimy
ring in a head-to-tail fashion. Since only the pi-pi interactions are present, and this
is pairwise repeated, a model dimer will suffice for the theoretical analysis.
Given the absence of close Au· · ·Au contacts, the aim was to investigate two different
(hypothetical) orientations where aurophilic interactions could exist, in an attempt
to understand this occurrence. The use of similar structures as those used in the
previous Sections also allows for a more direct comparison of the complexes, and
the influence of the ethyl groups. At first, there are two systems with a face-to-face
orientation and dihedral angles of 90◦ (ortho dimer, 2o) and 180◦ (para dimer, 2p).
Lastly, the dimer present in the crystal is used (this will be denoted as 2c)(Figure
6.7 b)-d)). Minimal distances between monomer planes and their energies at the
minimum are compared.
In the ortho dimer 2o the Au-Au distance measures 4.2 Å and the well depth
amounts to about −24 kJ·mol−1 (Figure 6.8 a)). Comparing these results with those
obtained for the model dimer with methyl groups (1m), one can see that the equi-
librium distance is increased by 0.6 Å and the well depth differs by ˜2 kJ·mol−1. By
studying the molecular structure it can be seen that the ethyl groups point towards
the chlorides of the neighboring monomer. In Figure 6.8 b) one can observe that
this results in large dispersion contributions even at apparently large intermonomer
distances. However, this also leads to stronger Pauli repulsion due to orbital overlap-
ping. By taking a closer look into the electron correlation contributions of different
interactions, it is observed that the Cl-L interaction is the strongest one. The Au-L
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interaction seems to be strengthened by the larger ethyl groups, comparing to the
1m dimer studied in the previous Section. However, there is a high steric repul-
sion by the Et2bimy ligands and chloride, which leads to a large Au-Au distance.
As a result, the Au-Au term now contributes less than 10% to the total electron
correlation interaction energy at the equilibrium distance.
The para dimer 2p is already at the HF level largely stabilized due to electrostatic
interactions. Taking the potential curve at the SCS-LMP2/AVTZ level, the well
a) b)
c) d)
e)
Figure 6.8: Decomposition of the intermolecular SCS-LMP2/AVTZ electron correlation
energies together with the full result for a) 2o and b) 2p dimers. Voxel DIDs
at SCS-LMP2/AVTZ for c) 2o d) 2p and e) 2c dimers. Reproduced from
Reference [54] with the permission of the American Chemical Society.
79
6 Metallophilic interactions
depth stands at about −60 kJ·mol−1 with a r(Au-Au) of 3.4 Å. A strong interaction
between the Et2bimy ligand and chloride is observed. The Pauli repulsion between
them is lowered, since the ethyl groups are laterally offset. Moreover, the para
conformation results in a low L-L interaction, but the Au-Cl term is maximized
by this conformation. The electron correlation energies curves for ∆E(Au-L) and
∆E(Au-Au) are not significantly affected by changing the conformation from ortho
to para. However, due to the shorter Au-Au distance, ∆E(Au-Au) contributes more
to the stabilization in 2p. Moreover, the L-L contribution is much lower compared
to 2o. Summed up the Au-Au relative contribution increases from the ortho to the
para conformation about ˜15%. In Figures 6.8 c)-d) DID plots are shown.
In one last set of calculations, a closer look is taken at dimer 2c. Compared to
dimer 1b the bimy ligands in this conformation have a larger overlap (Figure 6.7
d)). Due to the dispersion character of the pi-pi sandwich stacking, the resulting
electron correlation energy should be increased. The DID Plot in Figure 6.8 e)
shows that the ethyl groups only have a small influence on the interaction energy,
due to their outwardly orientation. At the SCS-LMP2/AVTZ level a well depth
of about −40 kJ·mol−1 at the ring distance of 3.6 Å is observed. The calculated
equilibrium distance is very close to the experimental result (0.07 Å deviation). As
expected the well depth from the former investigated dimer 1b (Section 6.2.1) is
outbid by ˜17 kJ·mol−1.
6.2.3 AuHg2(o-C6F4)3 – Hg3(o-C6F4)3
In this Section the trinuclear AuHg2(o-C6F4)3 – Hg3(o-C6F4)3 complex is studied.
A part of the crystal structure is shown in Figure 6.9 a)-b). The compounds are
sandwich-staked and show two slightly different conformations. The complexation
of the crystal can be described by a trimer including both arrangements. There is
one added complication when discussing this system. There is no clear distinction
between gold and mercury in X-ray diffraction methods, due to the fact that they are
isoelectronic.[64] However, based on an earlier publication,[63] which showed strong
Au(I)-Hg(II) interactions in mononuclear Au(I)-Hg(II) complexes, it has been ar-
gued that the close contacts are caused by strong Au(I)· · ·Hg(II) contacts. This
hypothesis will be verified by interchanging those atoms. Further, this allows to
effectively compare mercurophilic and mixed Au(I)-Hg(II) interactions.
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3a 3a
3b
a) b)
Figure 6.9: a) side view of the trinuclear AuHg2(o-C6F4)3 – Hg3(o-C6F4)3 complex and
b) front view. Reproduced from Reference [54] with the permission of the
American Chemical Society.
First of all, it was tested whether there are any significant three body interactions,
just as in the previous systems. For that, Equation 6.1 has been applied to the
crystal arrangement. To save computational time the basis set was lowered for this
procedure, so that the carbons and fluorines were treated with a cc-pVTZ basis,
the basis sets and pseudopotentials for the heavy metals were kept fixed. ∆E3B
has a value of 4.4 kJ·mol−1 compared to an interaction energy of −299.3 kJ·mol−1.
Therefore, three body interactions are deemed to be only a minor effect and the
discussion is based only on the dimers.
The dimer with the shortest Au· · ·Hg contact was already theoretically studied.[64]
Their results have shown a purely repulsive HF interaction energy. However, at the
MP2 level of theory a large stabilization energy of −199.2 kJ·mol−1 at a distance
r(Au-Hg) of 3.19 Å was obtained. The authors came to the conclusion that the main
attraction is provided by the close Hg(II)· · ·Au(I) contact.[64]
Our interest lies not in reassessing the potential energy surface. Therefore, the
AuHg2(o-C6F4)3 – Hg3(o-C6F4)3 dimer was only computed at the experimental
Au-Hg distance of 3.1 Å. This dimer will be referred to as 3a. 3b was com-
puted in the second crystal arrangement at the Au-Hg distance of 3.4 Å (see Fig-
ure 6.9 a)). SCS-LMP2/AVTZ gives an interaction energy of −162.1 kJ·mol−1 for 3a
and −158.1 kJ·mol−1 for dimer 3b. Without spin-component scaling, the interaction
energies are with −220.8 kJ·mol−1 and −216.3 kJ·mol−1 largely overestimated by
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Table 6.2: Decomposition of intermolecular SCS-LMP2/AVTZ electron correlation en-
ergies (in kJ·mol−1) and their relative weights for AuHg2(o-C6F4)3 – Hg3(o-
C6F4)3. Reproduced from Reference [54] with the permission of the American
Chemical Society.
3a 3b
∆Ecorr % ∆Ecorr %
Au HgC −16.4 7.0 −12.0 5.3
Au HgD+E −3.3 1.4 −5.9 2.6
Au RB −19.4 8.3 −16.9 7.4
HgA+B HgC −2.3 1.0 −0.9 0.4
HgA+B HgD+E −5.9 2.5 −10.6 4.7
HgA+B RB −28.9 12.4 −31.3 13.8
RA HgC −12.4 5.3 −11.9 5.2
RA HgC −29.5 12.6 −29.9 13.2
RA RB −115.4 49.5 −107.5 47.4
MP2 as expected from similar studies.[115,202,204] Dimer 3a is favored by 4 kJ·mol−1
which is well within the accuracy limit of the method used.
To obtain the relative weight of the Au(I)-Hg(II) interactions the monomers were
fragmented. For AuHg2(o-C6F4)3 three fragments were built: Au, HgA+B contain-
ing both mercury atoms and RA containing all other atoms. The Hg3(o-C6F4)3
fragments were built in a similar fashion. HgC denotes the mercury with the close
contact to the gold atom, HgD+E stands for the other two mercury atoms and in RB
all other atoms are collected. The results for 3a and 3b are shown in Table 6.2.
First dimer 3a is considered. The Au-HgC interaction is about 7% of the intermolec-
ular electron correlation, and when counting all pure metal-metal interactions (Au-
HgC , Au-HgD+E, HgA+B-HgC ,HgA+B-HgD+E) together the overall weight is only
12%. Focusing on the dispersion contribution, the DID representation in Figure
6.10 clearly illustrates what is happening. The fluorinated benzene ligands show
strong interactions involving the benzenes pi-systems and some of the fluorines. 39%
of the intermolecular interactions at the correlated level arise from metal-ligand
contacts. However, the pure ligand-ligand interaction adds up to account for nearly
half the intermolecular electron correlation energy. The discussion above neglects
stabilization effects present already at the uncorrelated (Hartree-Fock) level, such
that the role of the direct metal-metal interactions is even smaller than what is
postulated here.
Comparing the two different crystal conformations the Au(I)-Hg(II) interaction is
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just slightly increased by bringing them closer together from 3b to 3a. Some of the
values are slightly shifted but the overall intermolecular pair energies only differ by
6 kJ·mol−1 favoring 3a. The two dimers are effectively very close in energy.
Lastly, the interactions of a pure mercury complex are considered. For that, the gold
atom of the middle plane was exchanged by mercury. As expected the HF energies
become more repulsive for both dimer structures by about 70 kJ·mol−1. This is
caused by the larger nuclear repulsion arising from mercury. The intermolecular
pair energies compared to the complexes containing gold only differ by ˜6 kJ·mol−1
for both dimers favoring the Au complexes.
Analyzing the Hg(II)· · ·Hg(II) close contacts, the interaction strength decrease com-
pared to Au(I)· · ·Hg(II) contacts at the same distance. Moreover, the total metal-
metal and metal-ligands interactions decrease while the remaining ligands interac-
tions increase. This effect can be explained by the smaller van der Waals radius of
Hg. The larger core results in a higher orbital contraction which leads to a smaller
overlap with the other monomer orbitals compared to gold.
To sum up, the hypothesis that this type of complex is determined by large Au(I)-
Hg(II) interactions can not be confirmed. Furthermore, stating that the complex
formation is driven by the trinuclear metal center misses the dominant forces at work
in the crystal, the ligand interactions. The only observation in line with the previ-
ous studies is that Au(I)-Hg(II) interactions are stronger than pure mercurophilic
interactions.
Figure 6.10: Voxel DID at SCS-LMP2/AVTZ for dimer 3a. Reproduced from Reference
[54] with the permission of the American Chemical Society.
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6.3 Conclusions
An interaction analysis for three different compounds containing the heavy d10 met-
als gold(I) and mercury(II) has been presented. For that, extensive use of local
orbital approaches combined with SCS-LMP2 was made. The electron correlation
energy was decomposed in fragments and therefore, allowed to identify the relative
weight of ligands and metal centers stabilizing the complexes.
The calculations carried out undoubtedly show that even if favorable short-distance
Au· · ·Au contacts are observed in the crystal, this serves as no indication of the driv-
ing force. It is necessary to consider the latter relative weight. For the ClAuMe2bimy
and ClAuEt2bimy crystals this appears to be clearly outweighed by the ligand-ligand
interactions, which are mainly of pi-pi character. Even in the case of the methyl sub-
stituted carbene ligand, where the aurophilic bond is observed, the structure is
determined by an optimal arrangement of the rings, a face-to-face orientation.
For the AuHg2(o-C6F4)3 – Hg3(o-C6F4)3 crystal no structure-inducing strong
Au(I)· · ·Hg(II) contacts were found. The ligand-ligand interaction adds for the over-
all system up to nearly the half of the intermolecular electron correlation energy.
Even though there are 6 heavy d10 metals interacting per dimer, the pure metal-
metal interactions only play a small role. Furthermore, evidence was given that
Au(I) and Hg(II) centers will interact stronger than in the case of Hg(II)/Hg(II).
The existence of attractive interactions between closed-shell cationic centers is,
without a doubt, fascinating and enticing. It is also clear that such interactions
contribute to smaller intermolecular distances in crystals. They partly counteract
the electrostatic repulsion between the metal centers. Considering also the ratio
∆E/atom, there are good reasons to highlight the strength of the aurophilic in-
teraction. However, mistaking such an interaction for the main driving force in
molecular aggregation should be avoided. The calculations carried out for the gold
complexes show that simple changes in the ligands can lead to crystals where even
no aurophilic contacts are observed. In some cases, metals may just be found in
close contact because the ligand interactions dictate it, respecting the monomer
symmetry and the templating effect of the metal. The d10 cations can contribute
in stabilizing a molecular crystal, but the ligand composition seems a main factor.
This should always be considered even if gold shines a bit brighter.
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for PNO-LMP2
The quantification of intermolecular interactions has been an important field in
computational chemistry for several years. The derivation of physical quantities
like electrostatics or dispersion can serve as a guideline for the tailored design of
new drugs or molecular catalysts.[205–207] Over the past decades, the seminal work
of Kitaura and Morokuma[95,96] has inspired many new analytical methods for the
determination of such physical quantities.[97–100] Thereby, local orbital spaces have
been used successfully in various methods, with one example given by the exten-
sions to SAPT-based approaches presented by the Sherrill group.[31–33] The basis to
analyze the interaction energies obtained by local correlation methods goes back to
the work of Schütz et al..[47] They presented a scheme which decomposes the double
excitations from MP2 or CCSD calculations into different contributions by the use
of local molecular orbitals and projected atomic orbitals as occupied and virtual
spaces, respectively. The latest generation of local correlation methods uses pair
natural orbitals (PNOs) for the latter. The computational cost of such methods
scales linearly in regard to the molecular system size.[39,42,44] These features allows
the treatment of large molecular clusters, containing hundreds of atoms, at quantum
mechanical accuracy. Also for these methods it is of interest to have tools that allow
a deep insight into the physical forces that establish molecular binding.
The group of Neese presented an approach to determine intermolecular physical
forces such as dispersion, charge transfer or electrostatics on the basis of DLPNO-
CCSD(T).[1] Their local energy decomposition (LED) scheme consists of an analysis
of interactions at the Hartree-Fock and correlated levels. In this chapter the focus
lies on the decomposition of the dynamic electron correlation part. In order to de-
compose the interaction energy at the correlated level, a similar scheme as presented
by Schütz et al. is applied. Instead of ionic contributions in which all charge trans-
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fer contributions are summarized, charge transfer terms between different fragments
are introduced. Furthermore, dynamic double polarization excitations are not omit-
ted, because the spatial location of PNOs is not known at first glance. Effectively,
there is no possibility to remove these excitations by an ad hoc criterion. To de-
compose the correlated interaction energy, the spatial distribution of the PNOs has
to be determined once the CC equations have been solved. For this purpose, the
obtained PNOs are localized by the Pipek-Mezey scheme and afterwards assigned to
fragments by Mulliken population analysis. The amplitudes and integrals are then
transformed to the localized PNO basis to finally derive the decomposed energy
contributions.
For dispersion interactions it was shown that the approach converges well with the
basis set size. However, the charge transfer energies and intramolecular interactions
are unstable if large augmented basis sets are applied. To investigate this behavior, a
similar scheme has been implemented for the PNO-LMP2 code[42,43] in a development
version of Molpro 2018.2.[182] The influence of different localization methods and
population analyses on the energy contributions was examined on that basis.
7.1 Implementation
The following energy partitioning scheme is based on a preceding PNO-LMP2 cal-
culation. In contrast to DLPNO-CCSD(T) implemented in ORCA,[159] the PNOs
are obtained by OSVs in an intermediate step. This brings two advantages.[42] First,
the OSV to PNO transformation matrices are much smaller than the corresponding
PAO to PNO transformation matrices. Therefore, less memory is required. Sec-
ondly, the PNOs of a pair domain can be determined by an energy threshold based
on an initial LMP2 evaluation in the OSV basis. In earlier implementations the
natural occupation numbers of the PNOs served as a guideline to determine the
pair domain. However, if large basis sets are applied the PNO occupation numbers
become small and the domain definition becomes non-trivial. Loose thresholds of
the occupations numbers do not capture enough PNOs to properly recover the inter-
action energy, while tight thresholds unnecessarily increase the size of pair domains.
The subsequent energy decomposition analysis was implemented in a development
version of Molpro 2018.2.[182] A flowchart for this scheme is depicted in Figure 7.1.
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The application of the decomposition scheme requires an assignment of the occupied
and virtual orbitals to interacting fragments. The occupied space is localized by
intrinsic bond orbitals.[86] Thereby, intrinsic atomic orbital charges are computed,
which can then be used to determine the spatial placement. To exclude atoms which
only have small contributions to an orbital cut off of 0.1 e is used. Thus, for each
orbital, the atoms over which it is spanned are preserved. With this information,
the orbitals can then be assigned to fragments. Occupied orbitals shared between
fragments will be removed from the interaction analysis.
To assign PNOs to fragments, a sophisticated approach is necessary. The PNOs of a
pair domain are often strongly delocalized, making it difficult to unambiguously
assign them to fragments. By localizing the PNO space for each pair domain,
with a standard procedure like Pipek-Mezey[83] or Boys,[82] this problem can already
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Figure 7.1: Flowchart of the energy decomposition analysis implementation for PNO-
LMP2. On the left side the main program computing the energy contri-
butions Edisp, Eexdisp, ECT and Eintra is shown. The right side contains
the subroutine which localizes the PNOs, determines their locality P and
transforms the amplitudes T and integrals K in the local PNO basis (Tloc
and Kloc).
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be solved for most virtual orbitals. To account for the PNOs which still remain
shared between fragments a sophisticated approach by the use of natural population
analysis[93,94] is introduced as discussed later in this section. On the right side
of Figure 7.1 the necessary steps for the spatial determination of the PNOs are
summarized under ‘initial transformations’ in a flow chart.
The local PNO-MP2 calculations using the Hylleraas functional only require the
amplitudes and integrals. In the initial implementation the latter are derived by
transforming the OSV amplitudes and integrals in the PNO basis without creating
the PNO coefficient matrices. Therefore, in order to localize the PNOs they must
first be built from OSVs
CijPNO = C
ij
OSVW
ij , (7.1)
with CijPNO and C
ij
OSV being the PNO and OSV coefficient matrices and W
ij as trans-
formation matrix from the OSV to the PNO basis for an orbital pair ij. Afterwards,
the PNOs are localized in the same fashion as occupied orbitals. The choice of the
localization method has a huge influence on the robustness of the scheme as will be
discussed later in this chapter. Once the localized PNOs are obtained as CijPNO−loc,
the transformation matrix from the initial to the localized PNOs is computed as
Uij = CijPNOSC
ij
PNO−loc . (7.2)
Next the integrals and amplitudes are transformed to the localized PNO basis by
unitary transformations
Tijloc = U
ijTTijUij , (7.3)
Kijloc = U
ijTKijUij . (7.4)
As a last step of the ‘initial transformations’ natural populations analysis is used
to determine the spatial distribution of the PNOs. Thereby, the PNO population
matrix P is build, which has the dimension m× nPNO with m being the number of
fragments and nPNO the total number of PNOs. The matrix stores the percentual
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weighting of the PNOs on the fragments, which is derived in a similar fashion as
described for LMOs in section 3.1. For simplification the case with two fragments
X and Y will be discussed.
The energy contributions are then derived by following the decomposition scheme.
LMOs i are excited to PNOs a, the same applies to j and b. For the dispersion
and exchange dispersion interactions the orbitals i and j are located on different
fragments X and Y . The contributions are then obtained by
∆Edisp(ij) =
PNOs∑
ab
T˜ ijabK
ij
abP
X
a P
Y
b ,with i ∈ X, j ∈ Y , (7.5)
∆Eexdisp(ij) =
PNOs∑
ab
T˜ ijabK
ij
abP
Y
a P
X
b ,with i ∈ X, j ∈ Y , (7.6)
with PXa being the percentual weight of PNO a on fragment X and T˜
ij
ab the con-
travariants of the amplitudes in the localized PNO basis. In terms of charge transfer
contributions one has to distinguish between intramolecular and intermolecular or-
bital pairs. In case of an intramolecular pair the charge transfer energy is given
by
∆ECTX→Y (ij) =
PNOs∑
ab
T˜ ijabK
ij
ab(P
Y
a P
Y
b + P
X
a P
Y
b + P
Y
a P
X
b ) ,with i, j ∈ X , (7.7)
For an intermolecular pair the charge transfer contribution is computed as
∆ECTX→Y (ij) =
PNOs∑
ab
T˜ ijabK
ij
abP
Y
a P
Y
b ,with i ∈ X, j ∈ Y . (7.8)
The intramolecular energy term is derived by excitations from LMOs to PNOs lo-
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cated in the same fragment
∆Eintra(ij) =
PNOs∑
ab
T˜ ijabK
ij
abP
X
a P
X
b ,with i, j ∈ X . (7.9)
Both main procedures ‘EDA’ and ‘initial transformations’, shown in Figure 7.1, are
programmed in parallel using global arrays. To each processor a number of orbital
pairs is assigned, which it processes one after the other. In an earlier implementa-
tion all transformation matrices were computed first and stored in memory before
transforming the integrals and amplitudes. However, this was disadvantageous due
to the large memory storage needed. In the here presented implementation the
transformation matrices are built to directly transform the amplitudes and inte-
grals. Therefore, each processors only needs a memory storage nPNOmax × nPNOmax,
with nPNOmax being the number of PNOs for the largest pair domain. After finishing
the energy evaluation for all pairs the results of the processes are merged and the
output is generated. Finally, the energy contributions for each pair and the over-
all interaction energies are printed. Additionally, Dispersion Interaction Densities
and charge transfer densities, which will be introduced later in this chapter, can be
computed.
7.2 Results for Intermolecular Interactions
The implemented EDA scheme was examined for its stability by calculations on the
S22 benchmark set for non-covalent interactions.[65] The latter provides the struc-
tures shown in Figure 7.2, ranging from the water dimer (1) up to adenine thymine
complexes (8 and 15) (retained names are given in Table 7.1). In this section,
the focus is on the study of the intermolecular interactions, namely dispersion and
charge transfer.
The conformational arrangement of some S22 structures already gives some idea of
the binding interactions involved. One example are the benzene dimers, where it
is well-known that the parallel displaced arrangement 11 is dominated by disper-
sion, while in the T-shaped conformation 20 electrostatics become more important.
Therefore, the analysis should be able to reflect these trends. However, the consis-
tency of the method has to be ensured first. It has to converge with the basis set
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size and the dispersion energies should behave with an r−6 dependence. For this
purpose, all S22 structures were computed with Dunnings correlation consistent ba-
sis sets from double up to quintuple zeta, with and without diffuse functions.[121,122]
The calculations were carried out with a development version of Molpro 2018.2.
Thereby, the initial Hartree-Fock calculations were computed with the local den-
1 2 3 4 5
6 7 8 9
10 11 12 13 14 
15 16 1817
21
19
20 22
Figure 7.2: Structures of the S22 benchmark set. The retained names are provided in
Table 7.1.
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Table 7.1: Retained names of the S22 structures provided in Figure 7.2.
structure retained name
1 ammonia dimer
2 water dimer
3 benzene methane complex
4 formic acid dimer
5 formamide dimer
6 uracil dimer h-bonded
7 2-pyridoxine 2-aminopyridine complex
8 adenine thymine Watson Crick complex
9 methane dimer
10 ethene dimer
11 benzene dimer parallel displaced
12 pyrazine dimer
13 uracil dimer stacked
14 indole benzene complex stacked
15 adenine thymine complex
16 ethene ethyne complex
17 benzene water complex
18 benzene ammonia complex
19 benzene cyanide complex
20 benzene dimer T-shaped
21 indole benzene complex T-shaped
22 phenol dimer
sity fitting approach.[181] The PNO-LMP2 calculations were performed with the
PAO-OSV-PNO-LMP2 code implemented by the Werner group.[42,43] Thereby, the
occupied space was localized by intrinsic bond orbitals.[86] The PNOs were gener-
ated by the default settings. PAO-LMP2 calculations were performed with density
fitting[114] and Pipek-Mezey[83] localization. The corresponding orbital domains were
determined by the default Boughton-Pulay criterion.[84] The corresponding defaults
were used for the fitting basis sets.[123,156]
The PNO-EDA schemes discussed in this chapter differ mainly in the applied lo-
calization schemes and population analyses to determine the spatial distribution of
the PNOs. In several publications it has been shown that the localization method
used for the valence orbitals does not significantly affect the interaction energies and
therefore, its discussion can be neglected.[84] The proposed set up localizes the PNOs
by the Boys scheme. Afterwards, the PNOs are assigned to fragments using natural
population analysis. Thereby, PNOs shared between fragments are considered with
their percentual portion to the fragments as described in section 7.1. We start with
a closer look to the dispersion contributions obtained by this scheme. In Figure
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7.3 the results of PAO- and PNO-EDA are compared for non-augmented cc-pVXZ
(VXZ) basis sets.
Both methods converge with only very small deviations to the same values for all
structures. Moreover, it is observed that the PNO approach converges faster re-
garding the basis set size. In the case of PAOs, the virtual space is constructed by
an ad hoc criterion and restricted to the near vicinity of the corresponding LMOs.
Therefore, the PAO domains need to become large enough to properly receive the
interaction energy. In the case of PNOs, the domains are constructed from an ex-
tended PAO space, containing the PAOs of neighboring atoms.[42] This highlights
that by the strong restriction of the virtual space in case of PAOs the dispersion
contributions are underestimated for small basis sets.
By adding augmented functions (AVXZ) the dispersion contributions are already
close to convergence with a double zeta basis set, as shown in Figure 7.4. These
results are quite encouraging, if one is interested in the influence of dispersion forces
for large molecular systems. Increasing the basis set size the dispersion contributions
stagnate quickly. For structures with a missing AV5Z bar, a problem arises with the
linear dependency of the basis.
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Figure 7.3: Comparison of dispersion energies for the S22 benchmark set for cc-pVXZ
basis sets. PAO results are shown in blue tones, whereas PNO results are in
red tones.
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To study the distance behavior of the dispersion interactions, the parallel displaced
benzene dimer was computed at different distances using a VTZ basis. The results
are plotted with a double logarithmic scale (Figure 7.5). As It can be seen, the
dispersion contributions are in close agreement to a r−6 decay.
Having verified the proper description of dispersion interactions, the focus moved to
the charge transfer contributions. However, a comparison to PAO-LMP2 is mean-
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Figure 7.4: Comparison of dispersion energies for the S22 benchmark set with aug-cc-
pVXZ basis sets and the cc-pV5Z basis set in red tones and black, respec-
tively.
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Figure 7.5: Dispersion contributions for a parallel dispalced benzene dimer in depen-
dency of the distance. Both axis are plotted as a logarithmic scale. For the
dispersion contributions the logarithm of the absolute values was taken.
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ingless since several excitations terms are omitted by definition. The LED analysis
of the Neese group applies a different partitioning scheme to decompose the in-
teraction energies. In that case, the calculated charger transfer and intramolecular
contributions diverge, especially when large augmented basis sets are used for highly
polarized complexes. One example is given by the water dimer depicted in Figure
7.6.
The investigations revealed that this behavior is mainly due to the poor description
of the electron population by applying the Mulliken analysis[91] for large basis sets.
Furthermore, the Pipek-Mezey localization turned out to be disadvantageous, since
the latter produces pi-like PNOs, which are in several cases strongly delocalized
over different fragments. This feature hinders a clear determination of the PNOs
spatial location. Moreover, as expected the strongest contributing excitations, are
into close lying PNOs. Therefore, a spatial localization criterion like Boys should be
favored, minimizing the number of PNOs shared over fragments. To further account
for the PNOs which are still shared between fragments after their localization, the
percentual weighting according to the NPA charges is introduced.
The obtained charge transfer energies for the S22 structures are provided for cc-
pVXZ and aug-cc-pVXZ basis sets, in Figures 7.7 and 7.8, respectively. To show
the overall convergence behavior, the two contributions ECTX→Y and ECTY→X are
summed up.
As observed in Figure 7.7 the method performs rather well for non-augmented basis
sets. Interestingly, for complexes which are more electrostatically driven (like the
systems 4-8) the scheme seems to be almost converged with a quadruple zeta ba-
sis set, while for dispersion dominated systems (like 10-15) a significant decrease
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Figure 7.6: Charge transfer contributions for a water dimer computed with LED imple-
mented in ORCA 4.0.0.2.[159]
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from VQZ to V5Z is observed in several cases. By adding augmented functions the
charge transfer component fluctuates, as shown in Figure 7.8. This should mainly
rely on the larger overlap of the basis functions and the resulting higher BSSE for
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Figure 7.7: Comparison of charge transfer energies for the S22 benchmark set with cc-
pVXZ basis sets. ∆ECT is derived as the sum of ∆ECTX→Y and ∆ECTY→X .
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Figure 7.8: Comparison of charge transfer energies for the S22 benchmark set with aug-
cc-pVXZ and cc-pV5Z basis sets, in red tones and black, respectively. ∆ECT
is derived as the sum of ∆ECTX→Y and ∆ECTY→X .
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small basis sets. Compared to the results at V5Z, the contributions for the strong
electrostatically bound systems 4-9 deviates at most by 15 kJ·mol−1 for the formic
acid dimer (4). By splitting up the charge transfer in its two components, ∆ECTX→Y
and ∆ECTY→X , the maximum deviation is given by 7 kJ·mol−1 at an absolute value
of 70 kJ·mol−1.
The examination of the individual charge transfer components provided the ex-
pected results for all structures. Two examples, water and formic acid dimers, are
highlighted in Figure 7.9. For the water dimer it is expected that one monomer
polarizes the other more than vice versa, while for the symmetric formicacid dimer
both contributions should display the same values. These trends are well reflected.
The contributions at least converge to similar values for basis sets with and without
diffuse functions.
To obtain further insight into the charge transfer components a similar visualization
technique as for dispersion interactions was implemented in a development version
of Molpro 2018.2. Thereby, only the cross excitations are considered to build the
density matrix, as shown in Figure 7.10.
In order to build the charge transfer density matrix DX→Y intra- (Equations 7.10 and
7.12) and intermolecular (Equations 7.11 and 7.13) pairs have to be distinguished.
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Figure 7.9: Analysis of the individual charge transfer components for the water and
formicacid dimers.
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DXµν =
LMOs∑
ij
PNOs∑
ab
T˜ ijabK
ij
ab[P
Y
a P
Y
b (CµiCνi + CµjCνj) + P
Y
a P
X
b (CµiCνi)
+ PXa P
Y
b (CµjCνj)] ,with i ∈ X, j ∈ Y
(7.10)
DXµν =
LMOs∑
ij
PNOs∑
ab
T˜ ijabK
ij
ab[P
Y
a P
Y
b (CµiCνi)] ,with i, j ∈ X (7.11)
DYµν =
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T˜ ijabK
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ab[P
Y
a P
Y
b (CµaCνa + CµbCνb) + P
Y
a P
X
b (CµaCνa)
+ PXa P
Y
b (CµbCνb)] ,with i ∈ X, j ∈ Y
(7.12)
DYµν =
LMOs∑
ij
PNOs∑
ab
T˜ ijabK
ij
ab[P
Y
a P
Y
b (CµaCνa)] ,with i, j ∈ X (7.13)
DX→Y = DX −DY (7.14)
The closed shell densities of the LMOs and PNOs corresponding to cross excications,
are scaled with their energy contributions. The subtraction defines a positive (LMO)
range and a negative (PNO) range. Using a visualization tool, the densities can be
displayed in a similar fashion as DIDs (the plots were prepared with Paraview[112]).
An example is given for the formic acid dimer in Figure 7.11.
In the charge transfer plot (right side of Figure 7.11) both densities, DX→Y and
DY→X , are plotted simultaneously. The differences to dispersion interactions al-
ready become apparent. While the dispersion interaction between certain elements
can be well described by an r−6 decay, the charge transfer component highlights
strongly polarized regions of the molecules. In combination with the robustness
of the examined scheme one has the possibility to investigate the nature of these
contributions.
LMO
PNOX Y
LMO
PNOX Y
LMO
PNOX Y
Figure 7.10: Excitation scheme to build the charge transfer density. Only the red
rimmed excitations are considered.
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Figure 7.11: Comparison of the dispersion (left side) and charge transfer (right side)
interaction densities for the formicacid dimer.
7.3 Time Scaling
As shown in the previous Section, the EDA was significantly stabilized by a strong
spatial localization criterion in combination with a reliable population analysis, es-
pecially for the charge transfer energies. However, this also brings its disadvantages,
which is mainly the time scaling. The bottleneck of the whole scheme is the lo-
calization of the PNOs. The Boys algorithm scales with N3 regarding the basis
set size, while the Pipek-Mezey scheme scales with N2. However, the Pipek-Mezey
scheme produces pi-like PNOs which are at least partly delocalized over fragments
and thus, hinder the clear assignment of PNOs to fragments. Moreover, the natural
population analysis is more time consuming in comparison to the Mulliken analy-
sis, because several transformations are needed. Nonetheless, the application of the
computationally cheaper Mulliken or Löwdin analysis should be avoided, since they
do not converge with increasing the basis set size. An example for the time scaling
of the localization processes is given for the benzene methane complex, provided in
Figure 7.12.
As can be seen in the plot, the initial transformations procedure claims nearly 90% of
the total computation time (PNO-LMP2+EDA). Furthermore, the computing time
is not halved by doubling the number of processors. These scaling issues are mainly
due to the different complexity of the PNO spaces. To each processor a certain
number of orbital pairs is assigned, whose virtual spaces have to be localized. It
can be observed that the localization procedure for some orbital pairs converges very
slow and therefore, takes more computing time. While some processors have already
finished their pairs, they have to wait for the remaining processes until the EDA can
proceed. For larger molecular systems than discussed here the number of orbital
pairs increases and it is expected that the speedup will be higher by taking more
99
7 Energy Decomposition Analysis for PNO-LMP2
100
150
200
250
300
350
400
450
tim
e[
s]
4 8 12 16 20 24
number of processors
initial transformations
PNO-LMP2+EDA
Figure 7.12: Time scaling for the localization process (red) and the PNO-LMP2 calcu-
lation plus additional EDA (green) for the benzene methane complex with
a cc-pVQZ basis set.
processors. A worker farmer model could possibly fix the problem since thereby all
processors are used until all elements are calculated.
7.4 Conclusions
An energy decomposition analysis for PNO-LMP2 has been implemented into a
development version of Molpro 2018.2 and probed on the S22 benchmark set for
non-covalent interactions. The dispersion contributions converge rather well, re-
garding the basis set size. By adding augmented functions, already the double zeta
basis set provides a good estimate of the dispersion interactions. These results are
encouraging with respect to the analysis of large molecular clusters. Furthermore,
it was shown that the dispersion decays with r−6 and that the results are in good
agreement with the initial PAO-LMP2 implementation.
The charge transfer energies show a stable pattern if non augmented-basis sets are
applied. It was observed that, especially for dispersion dominated systems, the en-
ergies become too large by applying small basis sets with diffuse functions. This
should be linked to the larger BSSE compared to the non-augmented basis sets. In
particular for the charge transfer energies it could be clearly shown that the PNOs
have to be localized by a strong spatial criterion in order to obtain a stable scheme.
Thereby, the Boys localization is favored over the PM-scheme, since the latter pro-
duces pi-like PNOs which are often shared between fragments. Furthermore, the
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population analysis has to be robust with regard to the basis set size. Therefore,
unstable schemes like Mulliken or Löwdin analysis should be omitted.
A technique related to the Dispersion Interaction Density has been implemented for
the charge transfer contributions. The resulting plots can be directly compared to
the dispersion interactions by using the same plotting settings. The results for the
S22 benchmark set suggest that the charge transfer contributions mainly compensate
the overestimation of the polarization by HF.
The improvement of the stability is accompanied by a larger computational effort.
The Boys localization as well as the natural population analysis are computationally
more demanding than the PM localization and Mulliken analysis used in the ORCA
LED. However, it was clearly shown that this is necessary to obtain stable results.
Comparing the required computing times for PAO-LMP2 and PNO-LMP2 plus the
additional EDA the PAO analysis was faster in all cases. Tests for large systems
with a large number of processors still have to show whether the scheme brings a
time advantage over PAO methods.
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The study of non-covalent interactions has been an important task in computational
chemistry since its beginnings. However, in order to accurately describe the delicate
balance of forces, high-level correlation methods are required. For years these meth-
ods were limited to systems containing a few atoms/electrons. The development of
local orbital approaches allows nowadays the application of such methods to large
scale molecular systems.
For experimentalists, understanding the physical nature behind molecular aggre-
gation is of great value, as it allows for the rational design of materials and/or
catalysts. Some tools of computational chemistry are popular for these purposes,
like the electrostatic potential map or the noncovalent interaction plots put for-
ward by Yang and co-workers.[109] What these methods have in common is that
they are easy in application and allow for a pictorial output facilitating an intu-
itive chemical interpretation. However, for electrostatic potential maps a grid has
to be computed, which can become extremely time consuming for large molecules.
Moreover, both methods do not allow for the quantification of intermolecular in-
teractions. In order to obtain quantitative measures more sophisticated approaches
are needed. One possibility is the powerful family of SAPT-approaches.[29,30,101] By
using local orbital spaces the Sherrill group presented different extensions providing
atomic and fragment-wise partitioning of the systems under investigation.[31,32] In
addition, extensions were presented which facilitate a graphical representation of
SAPT contributions.
In this thesis, a method to visualize dispersion interactions on the basis of local cor-
relation methods has been presented, the Dispersion Interaction Density (DID).[55]
It can be deduced from the closed-shell densities of orbitals and their contribution to
the dispersion energy. Based on the DID, three dimensional grids can be generated.
The latter can be visualized as contour plots, color projections on the electronic
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density or Voxel graphics by suitable software. Local correlation methods only al-
low for a decomposition of correlation energy terms, while the SAPT ansatz covers
all types of interactions (including electrostatics, exchange, and so forth). How-
ever, the decomposition used in this thesis is a direct by-product of a wave function
calculation. It is an interpretation of readily available quantities. Furthermore,
the intramolecular partitioning of SAPT (ISAPT) energies is carried out through
the use of embedding Fock-potentials.[33] The latter requires a charge analysis, ar-
tificial splitting of the protons of covalently bond atoms and the construction of
Coulomb and exchange embedding potentials. This leads to issues such as spurious
polarization effects in the linker bonds. In the case of local calculations, the only
approximation required is the definition of the local orbital spaces.
In order to investigate the applicability of the DID plots, computations on the ben-
zene dimer, substituted benzene dimers, methanol anisole derivates and a coupled
diamondoid were performed. Moreover, SCS-LMP2 was compared to the QCISD(T)
or CCSDT high-level approaches at CBS limit. It was shown that SCS-LMP2 per-
formed rather well in all cases. For the substituted benzene dimers the dispersion
contributions were compared to the contributions obtained by F-SAPT showing a
good agreement between the two approaches. In combination with previous publi-
cations, these results also confirm the application of the SCS-LMP2 method to large
molecular systems as discussed in Chapters 5 and 6. In terms of the visualization
technique the Voxel representation was found to be the most suitable one. It al-
lows to combine the density information using an opacity gradient together with a
color coding highlighting strong interaction regions. Moreover, it was found to be
most sensitive for small dispersion contributions. Furthermore, the choice of the
localization method was discussed. The use of Pipek-Mezey localization or IBOs
is preffered to the Boys method since the latter keeps σ-pi space separation and,
therefore, allows for a chemical intuitive interpretation.
After demonstrating that local orbital analysis using SCS-LMP2 and DIDs is well
suited to investigate dispersive interactions, we moved on to study the latter in
large supramolecular clusters. Synthetic supramolecular chemistry is able to sup-
ply a plethora of container systems of variable size, shape and chemical makeup as
model systems helping to understand non-covalent binding in nature.[134–137] Dur-
ing the cooperation within the SPP1807 the Clever group was able to synthesize
by metal-mediated self-assembly three different coordination cages obtained by the
modular variation of a bis-monodentate pyridyl ligand. The latter itself forms in
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the presence of [Pd(CH3CN)4] – (BF4)2 an interpenetrated double cage with three
pockets filled by BF4 – ions.[161] This system can be activated through the exchange
of the outer pocket ions by Cl– or Br– to bind neutral guest molecules in the middle
pocket. A modification of the bis-monodentate pyridyl ligand by the substitution
of adamantyl groups leads to a sterically overcrowded coordination cage, which is
able to bind mono- and bis-anionic guest molecules.[59] Local correlation calculations
were carried out to determine the strength of dispersion interactions with respect to
the host-guest binding. The functionalization by adamantyl residues leads to a huge
contact surface between the cage and guest molecules within the pocket region. The
calculations suggest that the main contributors to adamantyl interaction with guests
are Pauli repulsion and dispersion, the two of opposite signs. The DID plots show
that the main contributions arise from the interactions between the guests pi-system
and the pocket surface. Motivated by these results the Clever group is currently
extending the scope of dispersion energy donors (DEDs) that can be implemented
into the ligand backbones.
Next the uptake of neutral guest molecules in the interpenetrated host system was
studied. The outcome curtails the scope of neutral guest molecules that can be
encapsulated by the latter. In terms of size and shape, 6-rings and norbornene-type
compounds are favoured. The opposite arrangement of heteroatoms in bridged or
unbridged 6-ring guests is favourable, indicating that orientation of lone pairs to-
wards both cationic Pd(II) centers leads to a stabilizing two-point attachment. This
assumption was supported by X-ray structural analysis of the host-guest complex
containing DABCO and a conformational sampling using electronic structure calcu-
lations. Local orbital analysis revealed a correlation between the experimental free
binding energy and computed dispersion contributions. The DID profiles showed
that close C-H contacts to the interior of the pocket dominate the dispersion pro-
file. By a rather simple approach, with regard to the complexity of the system, free
binding energies could be determined. In general, the computed values agree well
with the experimental estimates. In particular, in the case of large guest molecules
like cyclooctane, it became obvious that a more sophisticated approach is required
to account for the cage relaxation by incorporating such molecules. Therefore, three
additional schemes to determine thermodynamic quantities were proposed.
The study of non-covalent interactions was continued by the analysis of metallophic
interactions. The special case of aurophilic gold-gold interactions has already been
discussed in great detail both experimentally and theoretically.[203,208–210] However,
questions about the influence of the ligands have been raised more frequently in
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recent years.[192,193] Furthermore, there were reports of mixed metallophilic interac-
tions that were deemed as exceptionally strong. In order to investigate such effects
three different compounds, two aurophilic[62] and one mixed metallophilic containing
gold(I) and mercury(II)[64] served as a guideline. The first two systems ClAuR2bimy
(R=Me, Et) deviate in the substitution of the benzimidazol-2-ylidene group. X-ray
analysis revealed aurophilic contacts just in case of the methyl substituted system.
To determine the dominant interactions for both complexes SCS-LMP2 calculations
were performed. Through local orbital analysis the electron correlation energy was
decomposed in fragments and the relative weight of ligands and gold centers stabi-
lizing the complexes were identified. The calculations carried out undoubtedly show
that even if favorable short-distance Au· · ·Au contacts are observed in the crystal,
this serves as no indication of the driving force. It is necessary to consider the latter
relative weight. Even in the case of the methyl substituted carbene ligand, where
the aurophilic bond is observed, the structure is determined by an optimal arrange-
ment of the rings, a face-to-face orientation. In conclusion it was observed that both
systems are mainly determined by pi-pi interactions.
The same computational procedure was applied to the mixed metallophilic complex.
The analysis of the fragments revealed no structure-inducing strong Au(I)· · ·Hg(II)
contacts. The ligand-ligand interaction adds up to nearly half of the intermolecular
electron correlation energy. Even though there are 6 heavy d10 metals interact-
ing per dimer, the pure metal-metal interactions only play a small role. However,
evidence was given that Au(I) and Hg(II) centers will interact stronger than in
the case of Hg(II)/Hg(II). The results for the examined systems in combination
with the previous work of our group lead to the conclusion that by considering
the ratio ∆E/atom, there are good reasons to highlight the strength of the metal-
lophilic interaction. However, mistaking such an interaction for the main driving
force in molecular aggregation should be avoided. The calculations carried out for
the ClAuR2bimy complexes show that simple changes in the ligands can lead to
crystals where even no aurophilic contacts are observed. In some cases, metals may
just be found in close contact because the ligand interactions dictate it, respecting
the monomer symmetry and the templating effect of the metal. The d10 cations
can contribute in stabilizing a molecular crystal, but the ligand composition seems
a main factor.
The examination of large molecular systems as in Chapter 5 were hampered by the
time spent on PAO-based local correlation methods. The rediscovery of PNOs has
made the latest generation of local correlation methods much more efficient.[39,42,44]
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To benefit from this progress and inspired by the local energy decomposition anal-
ysis (LED) of Neese et al.,[1] an energy decomposition analysis for PNO-LMP2 has
been implemented into a development version of Molpro 2018.2.[182] The latter was
probed on the S22 benchmark set for non-covalent interactions. The dispersion con-
tributions converge rather well, regarding the basis set size. By adding augmented
functions, already the double zeta basis set provides a good estimate of the disper-
sion interactions. These results are encouraging with respect to the analysis of large
molecular clusters. Furthermore, it was shown that the dispersion decays with r−6
and that the results are in good agreement with the initial PAO-LMP2 implementa-
tion. The charge transfer energies show a stable pattern if non augmented-basis sets
are applied. It was observed that, especially for dispersion dominated systems, the
energies become too large by applying small basis sets with diffuse functions. This
should be linked to the larger BSSE compared to the non-augmented basis sets. In
particular, for the charge transfer energies it could be clearly shown that the PNOs
have to be localized by a strong spatial criterion in order to obtain a stable scheme.
Thereby, the Boys localization is favored over the PM-scheme, since the latter pro-
duces pi-like PNOs which are often shared between fragments. Furthermore, the
population analysis has to be robust with regard to the basis set size. Therefore,
unstable schemes like Mulliken or Löwdin analysis should be omitted. With the aim
to provide a deeper insight into the charge transfer contributions a technique related
to the Dispersion Interaction Density has been implemented. The resulting plots
can be directly compared to the dispersion interactions by using the same plotting
settings. The results for the S22 benchmark set[65] suggest that the charge trans-
fer contributions mainly compensate the overestimation of the polarization by HF.
The improvement of the stability compared to the inital LED scheme is accompa-
nied by a larger computational effort. The Boys localization as well as the natural
population analysis are computationally more demanding than the PM localization
and Mulliken analysis used in the LED. However, it was clearly shown that this
is necessary to obtain stable results. Comparing the required computing times for
PAO-LMP2 and PNO-LMP2 plus the additional EDA the PAO analysis was faster
in all cases. Test calculations for large systems using massive parallelization over
many processors still have to show whether the scheme brings a time advantage over
PAO methods.
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List of Abbreviations
A-SAPT atomic partitioned SAPT
AO atomic orbital
bimy benzimidazol-2-ylidene
BP Boughton-Pulay
BSSE basis set superposition error
CBS complete basis set
CC Coupled-Cluster
CI Configuration Interaction
CT charge transfer
DED dispersion energy donor
DF density fitting
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