We consider the spectra of the Laplacians of two sequences of fractal graphs in the context of the general theory introduced by Sabot in [11] . For the sequence of graphs associated with the pentagasket, we give a description of the eigenvalues in terms of the iteration of a map from (C 2 ) 3 to itself. For the sequence of graphs introduced in [5], we show that the results found in that paper can be related to the theory in [11] .
Introduction
Many fractals, and related self-similar graphs, display a property known as spectral decimation, that the spectrum of the Laplacian can be described in terms of the iteration of a rational function f . Eigenvalues λ of the Laplacian at a given stage of the construction are related to eigenvalues µ of the Laplacian at the following stage of the construction by a relationship
where f is a rational function on R, unless µ is a member of a small exceptional set, E. This was first observed for the specific case of the Sierpiński gasket graph by Rammal and Toulouse in [8] , and this was given a rigorous mathematical treatment in [4, 12, 13] .
The framework
The notation here is based on that in [11] .
We work with a sequence of graphs (Γ (n) ) n∈N , which will approximate a limiting self-similar graph as n → ∞. This sequence is obtained by starting with Γ (0) a complete graph on N 0 vertices, R an equivalence relation on {1, 2, . . . , N } × {1, 2, . . . , N 0 } (for a constant N ≥ N 0 ) and β : {1, 2, . . . , N 0 } → {1, 2, . . . , N 0 } a function which will determine the boundary vertices.
Then if Γ
(n) is the the level n graph, with a set of N 0 vertices identified as its boundary, ∂Γ (n) , and the remaining vertices its interiorΓ (n) , we form Γ (n+1) by taking N copies of Γ (n) and identifying boundary vertex j 1 of copy k 1 with boundary vertex j 2 of copy k 2 if and only if (k 1 , j 1 )R(k 2 , j 2 ). We then let boundary vertex j of Γ (n+1) be boundary vertex β(j) of copy j of Γ (n−1) . Also define a set of scaling factors for each copy of Γ (n−1) , α i , 1 ≤ i ≤ N .
We will refer to each copy of the complete graph on N 0 vertices within Γ (n) as a cell. Then N is the number of cells in Γ (1) . Let Sym G be the set of symmetric N 0 ×N 0 matrices invariant under a symmetry group G acting on {1, . . . , N } keeping {1, . . . , N 0 } invariant, which in the cases of interest is thought of as the symmetry group of the related fractal.
For example, for the pentagasket N 0 = N = 5, the equivalence relation R is given by (1, 3)R(2, 5), (2, 4)R(3, 1), (3, 5)R(4, 2), (4, 1)R(5, 3) and (5, 2)R(1, 4), the α i are all equal, and the function β is simply β(j) = j. The first few graphs in the resulting sequence are shown in Figure 1 . Figure 1 : The first few graphs, Γ (0) , Γ (1) , Γ (2) and Γ (3) , in the sequence associated with the pentagasket. The filled in vertices are the boundary vertices.
The Sabot theory
In this section we give an introduction to the theory developed by Sabot in [11] showing how the iteration of a rational map defined on a Grassmann algebra can be used to describe the spectra of Laplacian operators on self-similar graphs fitting into the framework described in section 2.
Construction of the Laplacian
The construction of a Laplacian on the self-similar graph is described in section 1.2 of [11] .
as follows. Let Q (0) = Q, and define Q (n) by taking copies of Q (n−1) on each of the copies of Γ (n−1) , multiplying the one on copy i by α 1 α
−1 i
and adding them together.
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The construction of a Laplacian operator on the self-similar graph proceeds by starting with a Ginvariant difference operator A (which we will take to be the graph Laplacian of Γ (0) ) on V (Γ (0) ) and a G-invariant positive measure b. Then the above gives an operator A (n) on R V (Γ (n) ) , and we similarly define a sequence of measures (b (n) ) n∈N by letting b (0) = b and taking copies of b (n−1) on each copy of Γ (n−1) , multiplying the one on copy i by α 1 α
and adding them together. A Laplacian L (n) can then be defined by
with the Laplacian on the infinite self-similar graph being defined as an extension of this. This definition ensures that in the case where all α i are equal and b is uniform the eigenvalues are the same as those for the graph Laplacian defined in [3] .
The iteration on the Grassmann algebra
The underlying iteration used in [11] to describe the spectrum takes place on a Grassmann algebra A, defined in chapter 2 of [11] . The space Sym G is embedded in A via a map ζ : Sym G → A, and a linear operator A → C (which we will call D) is defined such that D(ζ(Q)) = det Q.
We will need the definition of the trace of a matrix on a subset from [11] : let Q be an F × F matrix with F a finite set. If F ⊆ F then let Q |F be the restriction of Q to F , and define the trace of Q on
Then the argument in Proposition 2.2 of [11] shows that
Using this definition, section 3.1 of [11] defines T : (1) , and then
The iteration uses a map R :
and (equation (46) in [11] )
where C and C (n) are constants depending on the scaling factors α i . Proposition 3.1 of [11] states that R is homogeneous of degree N .
To find the eigenvalues of the Laplacian of Γ (n) , we define
where L is the Laplacian of the initial graph G 0 . The theory in [11] tells us that the eigenvalues of the level n Laplacian can be found as the roots of D(R n (ζ(Q λ ))) = 0; our aim will be to describe these roots.
In the case of the nested fractals defined by Lindstrøm in [6] , which include the pentagasket and also the example of the Sierpiński gasket considered in section 5.1 of [11] , it is possible to consider the map R as operating on (C 2 ) k for some k (in the Sierpiński gasket case k = 2 and in the pentagasket case k = 3) instead of working on the Grassmann algebra A. 
The space Sym G of complex symmetric 5 × 5 matrices invariant under the symmetry group of the pentagasket consists of matrices of the form Q = aM 0 + bM 1 + cM 2 so we can represent an element of
Sym
G by an element (a, b, c) ∈ C 3 , and we denote this element by Q(a, b, c). The co-ordinates a, b and c correspond to irreducible representations of the symmetry group of the pentagasket described in [1] , a to the trivial representation and b and c to the two dimensional representations. The determinant of a matrix Q = aM 0 + bM 1 + cM 2 is ab 2 c 2 .
We now calculate the map T . As a map from C 3 to C 3 , we have
where
We now follow the method used for the Sierpiński gasket in Chapter 5 of [11] to calculate a representation of the map R as a map from (C 2 ) 3 to itself. This uses a function s : (C 2 ) 3 → A, constructed in the same way as the corresponding function for the Sierpiński gasket, such that s((a, 1), (b, 1), (c, 1)) = ζ(Q(a, b, c)) and which is (1, 2, 2)-homogeneous.
and we can calculate that if
The homogeneity of R and s implies that
Putting these together,
and using the homogeneity of s
so as the representation of R as a map from (C 2 ) 3 to itself can be written
Hence we have
For a potential eigenvalue of the Laplacian λ, we start with an initial matrix 
which corresponds to (−λ,
Because the operator D is linear, using the homogeneity of s, we have
Hence the eigenvalues of the n-level matrix are the roots of
can be expressed as a polynomial in λ. If we let d n be the degree of u and write the iterates of the map T as (a
Eigenvalues that first arise at level n
We consider the ways that components of the iterates of R can become zero. In each case we assume that the components not mentioned are non-zero at level n.
is a factor of both u with the same multiplicity these eigenvalues do not appear as zeros of the iterates of T .
Let
is a factor of u 
is a factor of u Type 1 eigenvalues correspond to the alternating one-dimensional irreducible representation of the symmetry group, and types 2 and 3 to the two two-dimensional irreducible representations. These types of eigenvalues, and the single type 5 eigenvalue (which corresponds to the trivial representation), thus correspond to the types of eigenvalues found for the Laplacian on the continuous pentagasket in [1] . The multiplicities of eigenvalues at levels m > n found above by factorising components of R also match those found by geometric arguments in [1] .
The Type 4 eigenvalue does not correspond to any eigenvalue on the continuous pentagasket, as when the scaling factor (5/r) n is applied to the level n spectrum (where r = √ 161−9 8
as in [1] ) we obtain 
Numbers of eigenvalues of different types
We show by induction that for each n ≥ 1 there are 3 n−1 eigenvalues each of type 2 and type 3 appearing at level n and 3 n−1 − 1 eigenvalues of type 1.
Assuming this holds for all m < n, we analyse the degrees of the polynomials
, and the degrees of F with multiplicity
with multiplicity 1). Hence (assuming the induction hypothesis) eigenvalues from levels m < n account for
roots, giving type 1 eigenvalues at level n.
Similarly the structure of F and F (n) 3 , which leaves 1 4
roots of each, giving type 2 and 3 eigenvalues at level n.
i /F 4 , and then for n ≥ 2 definê 
Spectral measure
The calculations above show that the spectral measure at level n is
The limiting spectral measure is then 11 15
The limiting spectral measure of the set of the λ 
Numerical computation of eigenvalues
Using numerical solution of the equations obtained by the above factorisations of the components of R, we calculate the eigenvalues that appear in the first three levels, their multiplicity in the spectrum of the Laplacian of Γ (3) , and their limiting spectral measure. In [10, 9] , and in Section 5.2 of [11] , the self-similar structure on the unit interval with respect to the maps Ψ 1 (x) = αx and Ψ 2 (x) = 1 + (1 − α)(x − 1) is considered.
We consider a similar self-similar structure, but with the second map altered to reflect and contract the interval, i.e. we will take Ψ 2 (x) = 1 − (1 − α)x, with Ψ 1 as above. Here N = N 0 = 2, the equivalence relation is given by (1, 2)R(2, 2), the function β is given by β(1) = β(2) = 1, and α 1 = α, α 2 = 1 − α.
If α = 1/3, this is closely related to the fractal graph studied in [5] ; the double edges in that graph correspond to the shorter edges here. If α = 2/3, it is similarly closely related to the graph obtained by reversing the orientation of the model graph mentioned at the end of [5] .
The symmetry group G is trivial and there are two boundary points. Hence the symmetric matrices Q are of the form ad , and the relationship of these symmetric matrices to the Grassmann algebra is exactly the same as for the interval without reflection in Section 5.2 of [11] . The Grassmann algebra is generated by {η 0 , η 0 ,η 1 , η1}, where {η 0 , η 1 } and {η 0 ,η 1 } are canonical bases of two copies of C 2 , and, using the same notation as in [11] so that the map T can be represented as
Using the relationship between the maps T and R from [11] , we can now calculate the map R as 
