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Introduction
During the last decades, considerable attention has been devoted to the study of neural networks due to the fact that neural networks can be applied to solve certain problems related to signal processing, static image treatment, image processing, pattern recognition, optimization and so on [1] . Neural networks may be classified as feedforward and recurrent ones. The main drawback of feedforward neural networks is that the weight updating does not utilize any information on the local data structure and the function approximation is sensitive to the training data [2] . Since recurrent neural networks incorporate feedback, they have powerful representation capabilities and can successfully overcome the disadvantages of feedforward neural networks.
Fuzzy sets and systems have gone through significant development since the introduction of fuzzy set theory by Zadeh about four decades ago. Among various kinds of fuzzy methods, Takagi-Sugeno (T-S) fuzzy models provide a successful method to describe certain complex nonlinear systems using some local linear subsystems [3, 4] . These models are based on using a set of fuzzy rules to describe nonlinear systems in terms of a set of local linear models that are smoothly connected by fuzzy membership functions. Recently, T-S fuzzy models are used to describe neural networks with time-delay. The T-S fuzzy models can be used to represent some complex nonlinear systems by having a set of delayed neural networks as its consequent parts. Some stability problems for T-S fuzzy neural networks with time-delay have been investigated [5] [6] [7] .
The stability of neural networks is a prerequisite for successful applications of the networks as either associative memories or optimization solvers. Stability problems for neural networks can be divided into two main categories: the stability of neural networks [5] [6] [7] [8] [9] [10] [11] and the stability of learning methods [12] [13] [14] [15] [16] [17] [18] . In this paper, we will emphasize on deriving a new weight learning method for T-S fuzzy delayed neural networks. The stability of learning methods can be derived by analyzing the identification or tracking errors of neural networks. Ref. [13] studied the stability conditions of learning laws when neural networks are used to identify and control a nonlinear system. In [14] , the dynamic backpropagation was modified with NL q stability constraints. The authors in [15, 17] proposed the passivity based learning laws for neural networks. Since neural networks cannot match the unknown nonlinear systems exactly, some robust modifications should be applied to the normal gradient or backpropagation algorithm [12, 13, 16, 18] .
In real physical systems, model uncertainty and incomplete statistical information are often encountered and make it difficult to guarantee stability, potentially leading to divergence problems. This had led in recent years to an interest in the H ∞ approach, with the belief that it is more robust and less sensitive to disturbance variances and model uncertainties [19] . Analysis and synthesis in an H ∞ setting have good advantages such as effective disturbance attenuation, less sensitivity to uncertainties, and many practical applications. In order to reduce the effect of the disturbance, Nishiyama and Suzuki [20] proposed an H ∞ learning method for feedforward neural networks. A natural question arises: Can we obtain an H ∞ weight learning method for recurrent neural networks? As a more difficult question, the following question arises: Can we obtain an H ∞ weight learning method for T-S fuzzy delayed recurrent neural networks? This paper gives an answer for this question. To the best of our knowledge, for the H ∞ weight learning method of T-S fuzzy delayed neural networks, there is no result in the literature so far, which still remains open and challenging.
In this paper, we propose a new H ∞ weight learning method for T-S fuzzy delayed neural networks, which are an important and general class of recurrent neural networks. An H ∞ approach is used to derive a new learning method which guarantees that T-S fuzzy delayed neural networks are exponentially stable and the effect from the external disturbance to the state vector is reduced to a disturbance attenuation level. Based on linear matrix inequality (LMI) formulation, an existence criterion for the proposed learning method is represented in terms of a set of LMIs. The LMI problem can be solved efficiently by using recently developed convex optimization algorithms [21] .
This paper is organized as follows. In Section 2, we formulate the problem. In Section 3, a new learning method for T-S fuzzy delayed neural networks is proposed. In Section 4, a numerical example is given, and finally, conclusions are presented in Section 5.
Problem formulation
Consider the following delayed neural network:
where
n×n is the self-feedback matrix,Ā ∈ R n×n is the delayed self-feedback matrix, W (t) ∈ R n×n is the connection weight matrix,W (t) ∈ R n×n is the delayed connection weight matrix, θ (
n are the nonlinear function vectors, and G ∈ R n×k is a known constant matrix.
The element functions θ i (x(t)) and φ i (x(t)) (i = 1, . . . , n) are usually selected as sigmoid functions. Let
where Ω(·) is the initial condition.
Based on the T-S fuzzy model concept, a general class of T-S fuzzy delayed neural networks is considered here. The model of Takagi-Sugeno fuzzy delayed neural networks is described as follows:
where ω j (j = 1, . . . , s) is the premise variable, µ ij (i = 1, . . . , r, j = 1, . . . , s) is the fuzzy set that is characterized by a membership function, r is the number of the IF-THEN rules, and s is the number of the premise variables.
Using a standard fuzzy inference method (using a singleton fuzzifier, product fuzzy inference, and weighted average defuzzifier), the system (2) is inferred as follows:
is the membership function of the system with respect to the fuzzy rule i. h i can be regarded as the normalized weight of each IF-THEN rule and it satisfies
Definition 1 (Exponential Stability). The Takagi-Sugeno fuzzy delayed neural network (3) is exponentially stable if the state vector x(t) satisfies
where M and N are positive constants.
for a given level γ > 0 under zero initial conditions, where S is a positive symmetric matrix and κ is a enough small positive constant. The parameter γ is called the disturbance attenuation level.
Main results
In this section, we derive a new weight learning method guaranteeing the exponential H ∞ stability for Takagi-Sugeno fuzzy delayed neural networks if there exists the disturbance d(t). In addition, this weight learning method will be shown to guarantee the exponential stability when the disturbance d(t) disappears. 
for i = 
where Φ i and Ψ i are symmetric positive definite matrices, then the exponential H ∞ stability with the disturbance attenuation level γ is achieved.
Proof. Consider the following Lyapunov-Krasovskii functional
In (10), trace{·} stands for the trace and is defined as the sum of all the diagonal elements of a matrix. The time derivative of V (t) along the trajectory of (3) iṡ
Using Jesen's inequality [22] , we have
Note that 2 exp(κt)x
2 exp(κt)x
Using (11), (12), and (13), the time derivative of V (t) can be obtained aṡ
If we use the learning laws (8)- (9) and the LMI (7) is satisfied, we havė
Integrating both sides of (16) from 0 to ∞ gives
Since V (∞) ≥ 0 and V (0) = 0, we have the relation (6) . This completes the proof. (8) and (9), exponential stability is obtained.
Corollary 1. Without the external disturbance, if we use the weight learning laws
from (16) . That is,V (t) < 0 for all x(t) ̸ = 0. Thus, it implies that V (t) < V (0) for any t ≥ 0. In addition, from (10), one has
Also, we have
where λ min (P) is the minimum eigenvalue of the matrix P. It follows immediately from (18) and (19) that
If we let
we obtain (5). This completes the proof.
Remark 1.
Various efficient convex optimization algorithms can be used to check whether a set of LMIs (7) is feasible. In this paper, in order to solve a set of LMIs (7), we utilize MATLAB LMI Control Toolbox [23] , which implements state-of-the-art interior-point algorithms.
Based on Theorem 1, we can obtain the optimal H ∞ norm bound for the exponential H ∞ stable learning in the following corollary.
Corollary 2.
For given S > 0 and κ > 0, the optimal H ∞ norm bound γ is obtained by solving the following semi-definite programming problem:
subject to the LMI (7), P > 0, Q > 0, R > 0, and W > 0 for i = 1, 2, . . . , r.
Numerical example
Consider the following Takagi-Sugeno fuzzy delayed neural network:
Fuzzy Rule 1 : IF ω 1 is µ 11 and . . . ω s is µ 1s THEṄ
Fuzzy Rule 2 : IF ω 1 is µ 21 and . . . ω s is µ 2s THEṄ
The fuzzy membership functions are taken as h 1 (ω) = sin 2 (x 1 (t)) and h 2 (ω) = cos 2 (x 1 (t)). For the numerical simulation, we use the following parameters:
For the design objective (6), let the H ∞ performance be specified by γ = 0.5. Solving the LMI (7) 
and the external disturbance d i (t) (i = 1, 2) is given by a Gaussian noise with mean 0 and variance 1. Fig. 1 shows that the proposed learning method reduces the effect of the external disturbance d(t) on the state vector x(t). The evolutions of weight matricesW 1 (t) andW 2 (t) are illustrated in Figs. 2 and 3 , respectively. Next, we increase the disturbance attenuation level γ to 0.95 with the matrix S remained invariant. Solving for the LMI State trajectories for the Takagi-Sugeno fuzzy delayed neural network (22)- (23) with the disturbance attenuation level γ = 0.95 are illustrated in Fig. 4 . From the simulation results, it can be seen that the resulting disturbance attenuation performance is relatively poor for higher attenuation level.
Conclusion
In this paper, for the first time, a new weight learning method for T-S fuzzy delayed neural networks has been proposed to guarantee the exponential stability and reduce the effect from the external disturbance to the state vector within a prescribed disturbance attenuation level. The proposed learning method can be obtained by solving a set of LMIs. A numerical example is given to show the effectiveness of the proposed learning method. It is expected that the results proposed in this paper can be extended to discrete-time T-S fuzzy delayed neural networks.
