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Abstract 
 
Vision is likely the most important of the senses employed by humans in understanding 
their environment, but computer systems are still sorely lacking in this respect. The 
number of potential applications for visually capable computer systems is huge; this thesis 
focuses on the field of motion capture, in particular dealing with the problems encountered 
when analysing the motion of articulated or jointed targets, such as people. Joint 
articulation greatly increases the complexity of a target object, and increases the incidence 
of self-occlusion (one body part obscuring another). These problems are compounded in 
typical outdoor scenes by the clutter and noise generated by other objects. 
 This thesis presents a model-based approach to automated extraction of walking people 
from video data, under indoor and outdoor capture conditions. Local and global modelling 
strategies are employed in an iterative process, similar to the Generalised Expectation-
Maximisation algorithm. Prior knowledge of human shape, gait motion and self-occlusion 
is used to guide this extraction process. The extracted shape and motion information is 
applied to construct a gait signature, sufficient for recognition purposes. 
 Results are presented demonstrating the success of this approach on the Southampton 
Gait Database, comprising 4820 sequences from 115 subjects. A recognition rate of 98.6% 
is achieved on clean indoor data, comparing favourably with other published approaches. 
This recognition rate is reduced to 87.1% under the more difficult outdoor capture 
conditions. Additional analyses are presented examining the discriminative potential of 
model features. It is shown that the majority of discriminative potential is contained within 
body shape features and gait frequency, although motion dynamics also make a significant 
contribution. 
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Chapter 1. Introduction 
 
1.1. Motivations for Automated Motion Analysis 
 
There is an increasing need in modern society for computers to have the ability to 
understand and interact naturally with people. Computer systems now store and control an 
enormous amount of information covering all aspects of our lives, from entertainment and 
education to administration and security. However, computers generally have a limited 
understanding of the information they store. This information is increasingly inaccessible, 
due to the simple fact that there is so much of it that we cannot find the information we 
need. The limiting factor in this problem is the sensory capability of computer systems, 
that is, their ability to interpret visual, audio or tactile information. 
 The area addressed by this thesis is computer vision, and in particular the ability to 
automatically extract human motion from video data, often referred to as motion capture. 
Many diverse fields such as film and TV production, human-computer interfaces and smart 
surveillance would benefit immensely from an improved motion capture capability [Hu 04, 
Moeslund 01, Wang 03a]. 
 
 
 
 
 
(a) Film and TV 
production 
(b) Computer game 
control 
(c) Clinical gait 
analysis 
(d) Smart surveillance
 © Sony Computer Entertainment Inc. 
© New Line Productions 
Figure 1: Sample applications for automated motion analysis 
 
Film and TV productions increasingly employ computer-generated graphics (CG) to create 
scenes that would have been impossible or too expensive to produce in the past. However, 
 9
whilst realistic graphics can now be produced as a matter of routine, animating CG 
characters so that they appear to move naturally is much more difficult. The solution is 
often to capture the motion of a human actor and apply it to the virtual character 
[Dontcheva 03]; such a system was recently employed in the ‘Lord of the Rings’ films to 
animate the CG character ‘Gollum’. In this case, an actor was clothed in a coloured suit 
covered with white reflective markers (Figure 1a), so that his motion could be tracked 
relatively easily by the position of these markers and transferred to the CG character. 
These marker-based systems are currently cumbersome, expensive and require a great deal 
of expertise to set up and monitor. A markerless motion capture system would not only 
expedite the process, but would allow a much wider range of activities to be captured. 
 The field of human-computer interfaces may also benefit from markerless motion 
capture systems. A recent commercial development in this field is the Sony EyeToy [Sony 
In 
d or bored, may 
05], shown in Figure 1b. An addition to the games console Playstation 2, the EyeToy 
consists of a small camera placed on top of the TV and accompanying software. This 
system is capable of detecting coarse limb motion of the player under restricted capture 
conditions, translating this motion into commands to control computer games [Larssen 04].  
In a clinical context, motion information is useful to physicians treating diseases or 
injuries affecting a patient’s ability to walk [Ayyappa 97, Inman 81, Perry 92, Winter 91]. 
such situations, the problem of obtaining accurate and reliable motion information is 
solved by the use of reflective markers, similar to the solution found in film and TV 
production (Figure 1c). Marker-based tracking systems circumvent the difficulties 
encountered in tracking highly variable targets by locating clearly defined markers, instead 
of the subjects themselves. Although expensive, this technology is mature and proven to 
operate successfully under controlled conditions. However, the cooperation of the subject 
is required, and it takes a great deal of time and expertise to attach the markers, making 
this class of system useless in authentication or surveillance applications. 
 Surveillance, defined as monitoring an area for unauthorised or illegal activity, is a 
routine and tedious task (Figure 1d). A human operator may become tire
take a break, and there is always the possibility of misconduct or criminal behaviour. It is 
also expensive to hire sufficient people to monitor a large area. ‘Smart surveillance’ aims 
to replace many of the human operators with a computer system capable of markerless 
motion capture, which would not suffer from these disadvantages. However, the variability 
in appearance and range of motion possible in typical human activities make this problem 
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very difficult to solve. Consequently, it is advantageous to focus initial research on more 
restricted application scenarios. 
 
 
1.2. Gait as a Biometric 
his thesis focuses on the capture and analysis of human walking motion, known as gait. 
 the literature of 
clin
each biometric. 
 
T
An important application for gait analysis is in biometric identification and authentication 
[Nixon 99]. A biometric is defined as a set of biomechanical measurements that can 
uniquely identify an individual. Most established biometrics, such as face, fingerprint and 
iris recognition, are dependent on spatial patterns for recognition. By way of contrast, a 
gait ‘signature’ is spatio-temporal, consisting of spatial patterns and their variation over 
time. A person’s gait signature is determined by their body shape, musculo-skeletal 
structure and joint dynamics during walking motion. This gives gait some unique 
characteristics amongst biometrics. Gait analysis is usable from a distance, and does not 
require the subject to be aware of or cooperate with its use. This makes it particularly 
valuable for surveillance, building entry control, and other applications in which non-
interactive operation is required [Nixon 03, Wang 03a]. Unlike many appearance-based 
biometrics, gait information can be extracted from a wide range of camera viewpoints, and 
from low-resolution imagery. It is also very difficult to convincingly imitate another 
person’s gait, making this form of identity verification robust to impostor attempts. 
However, gait is not yet widely accepted in the field of biometrics and many important 
research questions remain unanswered, such as the variability of a person’s gait signature 
over time, the effect of aging and other covariate factors (see Section 7.2). 
Early clues to the potential of gait for recognition purposes came from
ical gait analysis. In [Winter 91] the author suggests that gait may be usable as a cue to 
identity: “A given person will perform his or her walking pattern in a fairly repeatable and 
characteristic way, sufficiently unique that it is possible to recognize a person at a distance 
by their gait.” Psychological studies have also examined this possibility [Johannson 73, 
Stevenage 99], demonstrating that it is possible to recognise people by their walking 
motion, when all other cues to identity have been removed. In biometric applications, gait 
bears most similarities to facial features. Table 1 summarises the main characteristics of 
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Table 1: Comparing face and gait biometrics 
 Face Gait 
Advantages Medium distance operation Long distance operation 
 Only one image required le with low resolution y 
Possib
imager
  High viewpoint invariance 
  Robust to occlusion 
  Robust to impostor attempts 
Disadvantages High resolution imagery sually required ed u Video imagery requir
 Near-frontal viewpoint usually  iewpoints required 
Additional sensing modalities
required for non-lateral v
Can be obscured  by glasses, ing, hairstyle, headgear, facial hair 
Can be obscured by cloth
carried objects 
 Features can be distorted by facial expression, aging 
Features can be distorted by 
footwear, load carried, injury, 
mood, aging 
 
O  course, face rec ature te ional 
dvantage of familiarity. We are all accustomed to identifying people by their facial 
.3. Literature Review 
apture 
ability to automatically extract human motion 
om video data [Aggarwal 99, Gavrila 99, Moeslund 01]. Current commercial motion 
f ognition is the more m chnology, and has the addit
a
features and can do so with a high degree of accuracy. Gait does not have this advantage. 
However, many of the strengths of face recognition are complementary to gait, so a 
biometric system incorporating both face and gait analysis is likely to be much more 
effective than a system using either alone [Shakhnarovich 02, Kale 04a, Zhou 05]. 
 
 
1
 
1.3.1. Markerless Motion C
 
The field of motion capture is aimed at the 
fr
capture systems operate at the cost of attaching markers to the subject. These markers are 
then tracked using optical or electro-magnetic sensing apparatus, avoiding the issues 
involved in tracking the people themselves. While successful in some applications, marker-
based systems suffer from a number of disadvantages that limit their deployment. The most 
obvious is their often prohibitive cost, but additionally, the markers employed can restrict 
the range of motion of the subject, and require expertise and a great deal of time to attach 
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correctly. The cooperation of the subject is also required, making such systems useless for 
surveillance applications, and reducing their utility in many other scenarios. These 
limitations motivate the development of markerless motion capture systems, capable of 
extracting shape and motion information unaided from video data. Current approaches 
typically fall into one of two categories: those that attempt to recover general, full-body 
motion, and those that focus on specific, limited activities. 
 Recovering full 3-dimensional body motion is naturally more difficult, due to the 
increased range of possible body configurations and the greater incidence of self-occlusion. 
ned 
Many recent approaches to this problem have employed multiple cameras to resolve pose 
ambiguities. These approaches already have some practical applications in film and TV 
production, but the use of multiple cameras is expensive both in monetary terms and 
computational complexity. In [Bregler 04] human and animal kinematics (joint positions 
and rotations) are extracted using a region-based motion estimation framework, employing 
data from one or more cameras, although manual initialisation in the first frame is required. 
Multiple cameras are used in [Cheung 05a, Cheung 05b] to derive shape information from 
silhouettes, using the acquired human model to track subject motion. Unconstrained human 
motion is captured in [Davison 01], employing data from multiple cameras in a 
probabilistic particle filtering approach. A similar approach is employed by [Drummond 
02], coupling a statistical tracking framework to trinocular imagery for human tracking. In 
[Plänkers 03], a detailed human body model is created using metaballs (soft ellipsoidal 
primitives). Tracking of human motion using this model is demonstrated with stereo and 
trinocular imagery, although some manual initialisation is required. A probabilistic model 
of human motion is constructed using information from multiple cameras in [Sidenbladh 
02], and subsequently used in monocular tracking of human walking and arm gestures. 
 Although the capability to extract unconstrained human motion is a desirable goal for 
markerless motion capture technology, it can be beneficial to solve more constrai
problems first, with a view to applying the techniques learned to unconstrained motion. 
Most research to date following this approach has focused on the analysis of monocular 
imagery (involving only one camera) of people walking and running. These activities 
account for the majority of human motion in surveillance imagery, an important 
application for this technology. The use of monocular imagery reduces both the cost and 
the complexity of implementation of tracking systems. These constraints also aid 
performance evaluation, partly because the storage requirements for test data are lower for 
monocular imagery, and partly because the range of motion of the human subjects is more 
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narrowly defined. Most of the approaches described above for extraction of unconstrained 
human body motion are only evaluated on ten or fewer test sequences; many of the 
approaches described below are tested on hundreds of sequences. 
 The W4 surveillance system [Haritaoglu 00] is capable of tracking multiple pedestrians, 
distinguishing people from other objects such as cars through shape and periodic motion 
he motion capture process. For constrained motion, 
 
cues. The model extracted is simple, tracking only the head, torso, hands and feet, as the 
focus of this research is determining the activities and relationships of people in crowded 
scenes. The system is also capable of detecting objects carried. This approach is tested on 
around 200 sequences, operating at a rate of approximately 25Hz for low-resolution 
imagery. The approach described in [Ning 04a] employs the Condensation framework 
[Isard 98] to track walking people, using a learned dynamical model and a manually 
defined shape model to assist the recovery of full-body kinematics. Successful extraction is 
demonstrated with 6 subjects walking in an indoor environment and 20 outdoor subjects, 
although the outdoor environment is relatively clean. Learned dynamical models are also 
employed in [Urtasun 04a], using PCA to extract a motion model for walking and running 
activities. This approach is evaluated on a small number of indoor video sequences. [Yoo 
03] derives a skeletal model of a walking person from their silhouette using a mean 
anatomical segmentation. Although this approach is restricted to clean indoor data, it is 
evaluated on a large number of subjects (100, with 3 sequences per subject). In [Zhang 04] 
a 2D polygonal mesh is fitted to walking subjects, using a learned human shape model to 
guide a Bayesian template matching approach. This approach is demonstrated to operate 
effectively on the outdoor portion of the Southampton Gait Database (see Section 1.4), 
although the computational requirements of the approach are somewhat high, operating at 
a rate of around one frame per minute. 
 Regardless of approach, almost without exception recent approaches have utilised some 
form of anatomical shape model to aid t
it is often possible to apply models of motion as well (for example, sports video analysis or 
gait analysis). However, models present their own problems. The more accurate a model is 
required to be, the greater the number of parameters that are required to define the model. 
Computational demands will increase exponentially with model complexity when an 
exhaustive search strategy is employed, limiting such approaches to very simple models. In 
order to resolve this conflict and achieve fast, robust and accurate motion capture, it is 
necessary to employ highly sophisticated search strategies (see Chapter 2). 
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1.3.2. Gait Recognition 
 
For the main application areas under consideration (entry control and surveillance), a 
es a number of difficulties. In outdoor conditions lighting 
ariation is inevitable, as are variations in the orientation of the subject and occlusion of 
 features as the basis for recognition. Methods for 
stat
f possible behaviours. In principle, using a model ensures that only image 
dat
self-similarity over time is measured in [BenAbdelkader 04], using PCA to extract a usable 
markerless tracking system fac
v
the subject by other objects. The inherent self-occlusion of the subject’s limbs during gait 
must also be considered. Current approaches to extraction of gait information for 
recognition purposes are generally divided into two categories: appearance-based and 
model-based [Nixon 03, Wang 03a]. 
Appearance-based approaches attempt to extract a gait description without resolving 
body pose, avoiding the most complex part of this problem. Typically these approaches use 
the subject’s silhouette and derived
istical analysis such as Principle Components Analysis (PCA) and Linear Discriminant 
Analysis (LDA) [McLachlan 92] are employed to automatically extract information useful 
for recognising people. The advantage here is chiefly simplicity, compared to model-based 
approaches. However, these approaches are essentially data-driven, and recognition 
performance is limited by the quality of the input data. The main difficulty is that in 
recognising people, humans are capable of employing a vast array of previous experiences 
and learned principles to find information that is useful for identification. Without using 
this kind of prior knowledge, it is very difficult to separate useful information from 
irrelevant data. 
Model-based approaches incorporate knowledge of the shape and dynamics of human 
gait into the extraction process, constraining the expected shape and motion of the subject 
to a known set o
a corresponding to allowable human shape and motion is extracted, reducing the effect 
of noise (irrelevant data). In practice, this can be difficult to achieve. Designing appropriate 
models of human shape and motion is difficult and time-consuming, and often error-prone; 
the construction of a suitable model is an additional potential failure point in the motion 
extraction process. Model-based approaches must also contend with computationally 
intensive, multi-dimensional searches to match image data to possible model 
configurations. Consequently, model-based gait recognition is generally more difficult to 
implement than appearance-based approaches. 
Appearance-based approaches are quite common in the current literature. Silhouette 
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gait description. Results are presented for a number of datasets, demonstrating a Correct 
Classification Rate (CCR) of 70% for 108 sequences from 44 subjects walking fronto-
par
itions. In [Kale 04b] 
fea
of [Shutler 06] relies on Zernike 
vel
allel to the camera view-plane, under relatively clean outdoor conditions. In [Foster 03] 
simple area-based masks are used to generate gait features, achieving a CCR of 75.4% on a 
subset of the Southampton Gait Database (see Section 1.4), comprising 912 sequences 
from 114 subjects captured under indoor conditions. In [Han 04] features extracted from 
the average silhouette using PCA are employed as the basis for recognition. This approach 
is evaluated on the Human ID Gait Challenge dataset [Phillips 02, Sarkar 05], which 
includes 1870 sequences from 122 walking subjects captured in outdoor conditions. A 
number of tests are included, examining the effects of covariates such as camera 
viewpoint, shoe type, loading and surface type. The approach of [Han 04] achieves a 
maximum CCR of 94% on Test B, in which only shoe type is varied. Recognition 
performance drops to only 9% on Test K, which was captured 6 months later than the 
training sequences, with resulting changes in shoe type and clothing. 
An alternative mode of silhouette-based gait recognition is introduced in [Hayfron-
Acquah 03], based on features extracted using the spatio-temporal symmetry operator. A 
CCR of 97% is achieved on a subset of the Southampton Gait Database (see Section 1.4), 
comprising 112 sequences of 28 subjects captured under indoor cond
tures derived from the silhouette are coupled to Hidden Markov Models to enable gait 
recognition. This approach achieves a CCR of 89% on Test B of the Gait Challenge 
dataset, dropping to 17% for Test K. The approach of [Lee 04] uses a bilinear model to 
separate silhouette-based gait information into two classes, extracting identifying 
characteristics and discarding other gait variables. A CCR of 86% is achieved on Test B of 
the Gait Challenge dataset, though the more complex tests are not examined. In [Mowbray 
04] Fourier descriptors are employed to model the periodic deformation of a walking 
person’s silhouette boundary. Recognition results are presented for a subset of the 
Southampton Gait Database (see Section 1.4) comprising 1062 sequences from 115 
subjects walking indoors, demonstrating a CCR of 86%. 
In [Shakhnarovich 02] the probabilistic combination of face and gait analysis is 
investigated, employing a multiple camera motion capture system. Experiments on 206 
sequences from 26 subjects demonstrate a CCR of 68% for gait alone, 73% for face alone 
and 85% when the biometrics are fused. The approach 
ocity moments extracted from silhouette data for recognition, achieving a CCR of 
95.5% on a subset of the Southampton Gait Database (see Section 1.4) comprising 200 
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sequences from 50 subjects walking indoors. In [Tolliver 03] a clustering algorithm is 
employed to generate average silhouettes for a selected number of key gait poses. 
Recognition performance based on these features is evaluated on the Gait Challenge 
dataset, attaining a CCR of 81% on Test B. A statistical framework for silhouette analysis 
is described in [Vega 03], demonstrating a CCR of 90% on Test A of the Gait Challenge 
dataset (in which the camera viewpoint is varied by 30 degrees between the training and 
test sets). In [Wang 03b] PCA is applied to spatio-temporal features derived from the 
silhouette of a walking person. A CCR of 83% is attained on the NLPR database, which 
comprises 240 sequences from 20 subjects captured under relatively clean outdoor 
conditions. However, a CCR of only 70% is attained on Test A of the Gait Challenge 
dataset. 
Model-based approaches to gait recognition are far more rare. In [Cunado 03] the 
motion of the thigh is modelled using a Fourier series, extracting a global gait signature 
using a Genetic Algorithm-based Velocity Hough Transform (GaVHT). A CCR of 100% 
was achieved on a small indoor dataset of 40 sequences from 10 subjects. In [Meyer 98] a 
stat
ated on a subset of the indoor portion of 
the
istical tracking framework is used to extract gait features. These features are used to 
train Hidden Markov Models to distinguish between walking, running, limping and 
hopping gaits. Results presented for 96 sequences from 12 subjects demonstrate an average 
CCR of 62% in distinguishing the different gait types. In [Ning 04b] a hierarchical 
approach to the recovery of motion parameters is presented, combining edge and region-
based tracking, though the shape model is manually defined. Experimental results are 
presented for indoor and outdoor data, demonstrating a CCR of 88% on the NLPR 
database (240 sequences from 20 subjects). In [Yam 04] a temporal template tracking 
algorithm is employed to generate a global gait signature for walking and running subjects. 
Results are presented for 100 walking and 100 running sequences from 20 subjects on a 
treadmill. A CCR of 85% is attained for walking subjects, increasing to 91% for running 
subjects. It is suggested that this gait signature could be normalised for mode of gait, 
making it invariant to walking and running styles. 
In addition to the main areas identified above, some recent approaches have combined 
appearance-based and model-based gait analysis. In [Bazin 05], features extracted using an 
appearance-based approach [Veres 04] are fused with features extracted using a model-
based approach [Wagg 04b]. Performance is evalu
 Southampton Gait Database (see Section 1.4), comprising 1079 sequences from 115 
subjects. An equal error rate (EER) of 15.5% is reported for the appearance-based features, 
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and 7.3% for the model-based approach. Fusion of the two feature vectors yields an 
improved EER of 5.9%. In [Veres 05] a fusion process is used to overcome the difficulties 
presented by time-dependent covariates, using the same two feature extraction approaches 
as employed in [Bazin 05]. Performance is evaluated on the Southampton Gait Database 
(see Section 1.4), training on the indoor portion of the LDB (2163 sequences from 115 
subjects) and testing on the SDB (3177 sequences from 10 subjects). A CCR of 23.5% is 
reported for the appearance-based approach, and 14.2% for the model-based approach. 
Fusion of the two feature vectors yields an improved CCR of 27.7%. In [Wang 04] a 
similar process is described, using the appearance-based approach of [Wang 03] and the 
model-based method of [Ning 04a]. Evaluation is performed on a subset of the NLPR 
database, comprising 80 sequences from 20 subjects. An equal error rate (EER) of 8.4% is 
reported for the model-based features, and 10.0% for the appearance-based approach. 
Fusion of the two feature vectors yields an improved EER of 3.5%. 
 Some recent research has examined the matter of which image features are relevant to 
recognition by gait, and how covariate factors can affect the recognition process. In [Liu 
04] the silhouettes of walking people are manually segmented according to body part, 
allowing examination of the discriminatory potential of different parts of the body during 
gait. For Test B of the Gait Challenge dataset, a CCR of 22% is achieved using only the 
arms, 37% using only the upper body and 49% using only the legs compared to a CCR of 
49% using all of the features. The impact of gait speed is examined in [Tanawongsuwan 
03], showing that stride length and cadence increase approximately linearly with increasing 
gait speed. A normalisation process is demonstrated allowing recognition across four 
different walking speeds. In [Veeraraghavan 04] the roles of shape and kinematic features 
are investigated, concluding that kinematics boost the recognition performance of shape 
features, but are insufficient on their own. Features derived from the average silhouette and 
from the average differential silhouette are analysed in [Veres 04]. It is shown that upper 
body shape features contribute most to recognition capability, as the articulation of the legs 
destroys any shape information in the averaged lower body. 
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1.4. Gait Database and Assumptions 
ll testing of this thesis is carried out on the Southampton Gait Database [Shutler 02], 
he gait database is split into three 
ections; the Large Database (LDB), which includes sequences captured under indoor and 
 
A
consisting of 115 subjects (24 female and 91 male). T
s
outdoor conditions, the Small Database (SDB) which investigates covariate factors (such 
as walking speed, footwear, clothing and loading) for a sample of 10 subjects from the 
LDB under indoor capture conditions, and the Temporal Database (TDB), which includes 
the same sample of 10 subjects, filmed at a later date. Each video sequence is stored in 
Digital Video (DV) format, encoded in colour PAL format at a resolution of 720 by 576 
pixels (though each sequence is converted to a greyscale colour format for the purposes of 
this thesis). The sequences were recorded at a rate of 25 frames per second in progressive 
scan mode. The average number of frames for the indoor dataset is approximately 60 per 
sequence, or about two complete gait cycles. For the outdoor dataset, the subject is further 
away from the camera and thus is visible for longer, averaging approximately 100 frames 
per sequence. The first, middle and final frames of two example sequences from the LDB 
are provided in Figures 2 and 3.  
 
Figure 2: LDB indoor dataset, example sequence ‘008a013s00R’ 
Figure 3: LDB outdoor dataset, example sequence ‘008e013s00R’ 
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The LDB is employed in testing this thesis, limited to only those sequences where the 
subject walks parallel to the camera’s plane of view (Appendix C includes some additional 
results for the SDB). There are approximately 20 such sequences available for each subject 
in each condition, totalling 2163 indoor sequences and 2657 outdoor sequences. The 
indoor filming environment was constructed so as to minimise sources of variation and 
noise (Figure 2). The subject is filmed against a static (chromakey fabric) background. The 
e appearance of 
hadows. The subjects are constrained to a narrow walking path, and no other moving 
equences. It is 
f 
is t he motion that can be 
ana odel-
bas restrictive path assumptions. 
The a ing shape and 
otion from noisy video data, leaving aside for the moment additional problems of 
lighting is constant and approximately uniform in order to minimise th
s
objects are included in the scene. The outdoor environment is far more variable (Figure 3). 
Lighting conditions change according to cloud cover and time of day, and shadows are 
clearly apparent. In particular, the tree at the left-hand side of the scene casts a large 
shifting shadow over the walking path. Pedestrians and vehicles pass by in the background 
of the scene, and other trees and foliage generate additional motion sources. 
 Based on the properties of this database, it is possible to make certain simplifying 
assumptions about the motion capture task. In terms of subject motion, it is assumed that: 
 
1. Gait is uninterrupted (approximately constant velocity) 
2. The ground plane is approximately level (mean y-displacement is small) 
3. Motion in the z-plane is negligible (constant scale) 
4. There are no other people following the same path as the subject 
 
Some of these assumptions are violated in a small number of the outdoor s
estimated around 2% of the sequences in the outdoor database significantly deviate from 
these assumptions, which should not impact any conclusions to be drawn from analysis o
th  da abase. These assumptions are quite limiting in terms of t
lysed, but it should be noted that the approach detailed within this thesis is m
ed, and can be generalised to other viewpoints and less 
se ssumptions allow this thesis to focus on the basic problem of captur
m
variable viewpoints, paths and multiple subjects. 
 
 
 
 
 20
1.5. Thesis Outline and Contributions 
 
This thesis presents a model-based approach to automatic extraction and analysis of gait 
patterns. It is shown that these patterns carry information sufficient to enable recognition of 
alking people, within the constraints of the test database. The focus of this thesis is the 
evelopment of computer vision algorithms that may operate on noisy, cluttered imagery. 
Chapter 2 lays the foundation of this thesis, describing the strategies by which image 
ata may be translated into meaningful descriptions of a walking person’s body shape and 
are identified, one taking a global 
iew of the presented data and working down to local estimates, and the other starting at a 
e the subject, increasing the recognition potential of the extracted model. The 
rs
proach employs a snake-based 
w
d
 
d
motion. Two main strategies for model-based analysis 
v
local level, building up a complete description piece by piece. These strategies are 
employed in combination within this thesis as appropriate, to make best use of their 
distinctive advantages. A model of human shape and motion is introduced, combining an 
articulated geometric model with deformable contours for accurate and efficient shape 
representation. An additional model component describes self-occlusion of the legs, 
predicting which parts of the legs will be visible given the approximate shape and pose of 
the subject. 
 Chapter 3 describes the process of building an initial model of the subject. The aim is 
not to resolve everything in one effort, but rather to generate a simple description of the 
subject with the greatest possible reliability. Low model complexity reduces the 
computational requirements of this approach, enabling the enrolment of large numbers of 
subjects into a gait recognition system. This research was presented as a poster at the 2003 
Workshop on Multimodal User Authentication [Wagg 03]. 
 Chapter 4 is concerned with how this initial gait model may be extended and adapted to 
better describ
fi t approach operates purely on a global level, adjusting a generic model of gait until it 
matches the motion of the subject. This research was presented orally at the 6th 
International Conference on Automatic Face and Gesture Recognition [Wagg 04a], and 
repeated with some extensions for a domestic audience at the 2004 BMVA Symposium on 
Biometrics. Concluding that a purely global approach cannot achieve sufficient accuracy 
within reasonable computational requirements, a second ap
local adaptation process, exploiting prior knowledge of gait patterns to predict self-
occlusion of the legs. This research was presented orally at the 2004 International 
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Conference on Computer Animation and Social Agents, and published in the Journal of 
Computer Animation and Virtual Worlds [Wagg 04b]. However, this approach cannot 
recover from large errors in initialisation. It is concluded that neither approach is sufficient 
alone, and for greatest performance the two strategies should be combined. 
 Chapter 5 describes a hybrid adaptation algorithm, combining local and global 
modelling strategies in an iterative process. Observing that local strategies perform well if 
correctly initialised, a locally maximal model configuration is determined at the beginning 
of each iteration of the adaptation algorithm. A global expectation process computes the 
global model best fitting those local configurations deemed reliable. This global model is 
used to generate a new model initialisation, thereby improving at each stage the gait 
description that may be attained. This research is to be published in a forthcoming journal 
article. 
 Chapter 6 is concerned with evaluation of these techniques, focusing on the final and 
most successful approach of Chapter 5. A number of gait sequences are summarised, 
showing the extracted model resulting from each approach. The computational demands of 
each approach are briefly detailed, followed by an analysis of the discriminatory potential 
of the extracted gait features. The performance of each approach in recognising subjects 
within the gait database is included, demonstrating the superiority of a hybrid approach. 
Additional error metrics are employed to indirectly measure the reliability of model 
extraction. 
tion of different gait modalities. This research made use of the gait features 
f recognition by gait. 
 Chapter 7 details the conclusions reached in the process of this research. Some 
directions for future research are suggested, aimed at reducing the restrictive capture 
conditions assumed for this thesis, and examining some of the covariate factors that may 
impede recognition in real-world application scenarios. 
 The results presented within this thesis have been employed by other researchers in 
further analyses. The fusion of model-based gait features with appearance-based features is 
examined in [Bazin 05], demonstrating the improvement in recognition capability achieved 
by combina
extracted using methods described in Chapters 3 and 4.2. In [Veres 05] the same features 
are employed in a fusion framework, examining the effect of time-dependent covariate 
factors on recognition performance. These papers confirm the utility of the approach 
described within this thesis for the application scenario o
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Chapter 2. Modelling Strategies 
 
2.1. Introduction 
 
This chapter provides an overview of the modelling strategies applied later in this thesis. In 
a model-based computer vision approach there are generally two models involved, the 
prior and the posterior. The prior model represents what is known about the class of target 
objects in general, before examining any available image data. For example, in the case of 
people the prior model may include mean anatomical proportions or gait patterns. The 
prior model can guide extraction of the posterior model by defining its expected properties, 
allowing rejection of image data that does not fit this model. The posterior model is a 
description of the target object, constructed from its image and guided by the prior model. 
This chapter is primarily concerned with modelling theory and definition of the prior 
model; extraction of the posterior model is covered in Chapters 3, 4 and 5. 
 Strategies for modelling shape and motion are categorised according to whether they 
operate at a local or global scale. In general, these terms describe the scope of the model, 
or the extent of the target object that is represented by a single model. In the context of 
image sequence analysis, these terms are generally employed to refer to temporal scope. A 
local model describes the appearance and position of an object within a single frame 
(position in time within a video sequence). A global model includes temporal as well as 
spatial information, describing the shape and motion of the target within a whole sequence. 
An object moving through T frames could be modelled by a series of T independent local 
models, or by a single global model. It is also possible to compromise by defining models 
over two or more frames [Lappas 02], combining some of the properties of each strategy. 
However it is difficult to define an acceptable compromise, as the computational advantage 
of a local approach is lost rapidly as temporal dependencies are increased. 
 There are two main factors to consider in model construction: complexity and 
constraints. A basic measure of complexity is M, the number of possible states or 
configurations the model can represent: 
                     (1) ∏−
=
=
1
0
F
i
iVM
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Where F is the number of model features and Vi is the number of possible values feature i 
can take. Each model feature is a parameter describing a single aspect of the target object. 
y way of example, a simple model of a car could be defined as a single 2D rectangle. In 
 of the model is completely specified by (x, y) position, length, 
width and rotation. V is determined by how these parameters are quantified. Often 
eters will be given a finite range of discrete values, for example, rotation could be 
T 
m
putational 
odel must be much lower to retain reasonable 
computational
dependencies, constraints are easier to apply to the search space and missing data is easier 
B
this case, F = 5, as the state
param
constrained to vary from 1° to 360° in 1° increments, yielding Vi = 360 for this feature. 
Note that V may be difficult to measure if an adaptive or continuous feature representation 
is employed. 
The model must be sufficiently complex to adequately represent all of the important 
features of the target object, but complexity has a considerable impact on computational 
requirements, particularly for global models. Constraints control which configurations are 
allowable, and are employed to eliminate implausible or uncommon model configurations. 
This reduces computational requirements and increases the reliability of posterior model 
extraction. 
 To illustrate these factors, we may consider an object moving through a sequence of 
fra es. For an object described by a model with complexity M, the total model space 
comprises MT states. Model space is defined as the set of possible solutions or model 
configurations for a given length of sequence. M is usually very large; often for any 
practical application, the model space is far too large to be searched exhaustively. 
Consequently, a search space is defined, a subset of the model space that is most likely to 
contain a good solution. It should be noted that a search space is only required for posterior 
model extraction, as the configuration of the prior model is, by definition, already known. 
 The two main modelling strategies take very different approaches to defining a search 
space. In a local strategy, each frame is considered to be independent and unconnected to 
other points in time, resulting in a search space of only M×T states. In a global model, all 
points are connected, and without constraints the search space comprises MT states. This 
demonstrates the main advantage of local models: for a given limit on com
requirements, local models can afford much greater complexity (M×T << MT for typical 
values of M and T where M >> 1, T >> 1), so that a more accurate object description can be 
attained. The complexity of a global m
 requirements; the advantage of a global approach is that due to temporal 
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to reconstruct. This means that a global approach is more reliable when processing noisy or 
incomplete image data. These properties are summarised in Table 2. 
 
Table 2: Properties of modelling strategies 
 Local Global 
Domain Spatial Spatio-temporal 
Model space MT MT
Search space M×T MT
Primary Advantage Low computational cost Low sensitivity to noise 
 
Som
An important temporal constraint is continuity of motion, which ensures that 
e examples of model constraints are given in Table 3. Spatial constraints can be 
applied to both strategies, typically including limitations on position, size and relative 
proportions, and the range of motion of joints. These constraints have the effect of 
reducing M and thus the size of the search space. Temporal constraints can further reduce 
the size of the search space, and play an important role in ensuring robust posterior model 
extraction. 
the model moves in a fashion consistent with physical laws. Other temporal constraints can 
include periodicity of motion, whereby some motion is repeated in a predictable manner, 
and symmetry of motion (similarities in motion of different object features, for example, 
bilateral symmetry in leg motion). Model shape can also be constrained temporally, 
restricting changes in appearance over time. 
 
Table 3: Common model constraints 
Spatial Temporal 
Position constraints Continuity of motion 
S ze constraints Periodicity of motion i
Anatomical proportions Symmetry of motion 
Range of joint motion Shape rigidity 
 
These constraints are relatively easy to apply to a global model, as variation over time is 
explicitly defined. A local model is by definition independent from all other points in time, 
which limits the application of temporal constraints. Means of applying some degree of 
temporal constraints to local approaches are discussed in Section 3.1, exploiting the 
temporal dependencies implicit in the ordering of local models. 
 This chapter discusses only models of the upper body and the legs; no attempt is made 
to model the arms. The arms are not essential to gait analysis and are less predictable than 
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the legs; for example, carrying a load may eliminate arm motion entirely. In sagittal views 
(where the subject’s side is presented to the camera), the arm furthest from the camera is 
lso almost completely occluded by the torso, reducing the amount of useful data that can 
t included in the models introduced within 
this chapter. For more gen lication scenarios the arm e important, and could 
b d in the same m the legs. 
 h describe in this thesis employs bo ocal and global modelling 
s pe neral t ls are 
mployed to provide reliable initialisations for more complex local models. In this way, the 
eters, countering the high cost of resolving 
mporal correlations. In order to further reduce computational requirements, the model 
ges. The first stage is concerned with locating the 
s ithin the video sequence and determ proximate size. This requires 
o ape model, approximating the average shape of a walking human 
(Figure 4a-c). The second stage involves estim d detailed anatomical 
features, employing a more sophisticated m ures 4a and 4b were 
enerated by temporally averaging an image of the subject centred within a bounding box 
y (assuming the subject is 
a
be collected. For these reasons the arms are no
eral app s may b
e modelle anner as 
The approac d with th l
trategies to extract sha and motion features. In ge erms, simple global mode
e
local models inherit some of the reliability and constraints of a global approach, while 
retaining their own speed advantage. 
 
 
2.2. Shape Models 
 
2.2.1. Geometric Basis 
 
A geometric basis is particularly well suited to global approaches. A shape model based on 
simple geometric structures has few param
te
extraction process is divided into two sta
ubject w ining their ap
nly a very simple sh
ating limb motion an
odel (Figure 5). Fig
g
over the gait sequence. The advantage of the mean human shape model (Figure 4c) is that 
it is very simple, having only three free parameters: height and (x, y) coordinates. All other 
model parameters are fixed in proportion to the subject’s height, based on mean anatomical 
data [Winter 90]. The head offset additionally requires knowledge of the direction of the 
subject’s facing, which is easily determined from their velocit
walking forwards). An alternative to a geometric basis is described in [Baumberg 94], in 
which an Active Shape Model [Cootes 92] is used to represent the shape of walking 
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people. This model is constructed using PCA to extract the mean shape and principle 
modes of variation in a training set of pedestrian images. However, this approach requires 
a large set of aligned silhouette images, and it introduces an unknown degree of 
dependency on the training set. 
 
(c) Mean human 
shape model MHS 
 
  
 
 
Free Parameters 
Height H 
Torso centre X(t) 
Torso centre Y(t) 
 
 
(a) Sequence (b) Sequence 
‘008a013s00L’ ‘012a031s00R’ 
(d) Periodicity mask 
PM 
Figure 4: Simple geometric model of average human shape during normal gait 
 
The limitation of this model is that little individual variation is taken into account, leading 
in some cases to significant matching errors. However, approximate height and position 
may be reliably established using this model (Section 3.2.1). The periodicity mask (Figure 
4d) approximates the outer region of the leg swing during normal gait, so that sum edge 
strength within the mask varies periodically during the subject’s gait. This mask is used 
within Section 3.2.2 to estimate gait frequency and phase. 
 The model employed within the second stage is more detailed, which permits a better 
match with the subject’s body (Figure 5 illustrates some example model configurations). 
The head and torso are modelled using ellipses; each leg is modelled by two tapered pairs 
of lines, and the foot by a rectangle. These model parameters are detailed in Table 4. Note 
that Θ(n) describes joint rotations over an average gait cycle. The joint rotations in the 
sequence time domain θ(t) are obtained by scaling and replicating Θ(n) using the gait 
frequency and phase (see Section 2.3.2). 
The upper and lower leg segments are modelled separately, so there can be 
discontinuities in leg shape at the knee joint where the thigh and shin segments do not meet 
cleanly. This is not always undesirable, as it is an efficient method of representing the leg 
 27
shape of a subject wearing shorts or a skirt. Leg, foot and pelvis segment lengths (marked 
with an asterisk in Table 4) are fixed in proportion to the subject’s height according to 
mean anatomical proportions [Winter 90], as these parameters are difficult to estimate 
accurately. 
 
Table 4: Geometric human body model parameters 
Static Parameters Static Parameters 
HW Head width TL* Thigh length 
HH Head height SL* Shin length 
HDX Head x offset PW* Pelvis width 
HDY Head y offset Dynamic Parameters 
TW Torso width X(t) x centre of torso
TH Torso height Y(t) y centre of torso
LWH Leg width at hip Θpx(n) x pelvis rotation
LWKU Leg width at knee (upper) Θpy(n) y pelvis rotation
LWKL Leg width at knee (lower) Θh(n) Hip rotation 
LWA Leg width at ankle Θk(n) Knee rotation 
HPDY* Hip y offset Θa(n) Ankle rotation  
FW dth G* Foot wi  ω ait frequency 
FH ht G* Foot heig φ ait phase 
 
 
    
Figure 5: Geometric human body model examples 
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This model has 10 free parameters approximating the mean shape of the subject, and 7 free 
dynamic parameters that describe body pose and position. This model is still relatively 
simple and thus incurs low computational requirements, but has limited adaptation 
potential. To accurately represent individual variation and clothing effects, a more flexible 
asis is required. 
 
2 . De ontour Bas
 
T oun plex body sh an pe over time, a deformable 
contour layer is added to the geometric tour C may be described by 
a e s and time t: 
b
 
.2.2 formable C is 
o acc t for more com apes d changes in sha
 ba is. As  deformable con
 sequenc  of points in 2D space indexed by distance along the contour 
( ) ( ) ( )[ ]=   tsytsx ,,,   t,sC           (2) 
W ≤ t < T, and T es in the gait sequence. The 
g ric ibed in Section 2.2.1 is converted to
modelling the base shape of the upper body and legs: 
    
here 0 ≤ s < 1 and 0  is the number of fram
eomet model descr  three open-ended contours, 
( ))(),(),(),( sMSttYtXcontourCbase θ=              (3) 
Where Cbase is the set of base upper body and leg contours 
produced given position vectors X and Y (see Section 2.3.1), 
joint angles θ = [θpx, θpy, θh, θk, θa] and mean contour shape 
model MS. This model is derived from the static parameters 
of the geometric model, defining the position of each contour 
point relative to the originating skeletal point. Figure 6 
illustrates the construction of the base contour model from 
the skeleton and mean shape model (the rear leg is omitted 
for clarity). The contour operation is essentially a matter of 
merging and connecting geometric components to obtain a 
continuous contour for each body segment. A sampling rate 
of one contour point per four pixels is employed throughout 
this thesis, which yields acceptable results while keeping 
computational requirements low. Some examples of base contours are given in Figure 7, 
derived from the geometric models depicted in Figure 5. 
 
 
 
Figure 6: Base contour 
model construction 
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Figure 7: Base contour model examples 
which 
greatly simplifies the con
reasonable configuration. Any large 
errors are corrected on a global basis (S
deformable layer to correct. F
the base contour model (Figu
 
 
A local deformation is computed for each frame to fit the base contour model to the image 
data. Deformation is allowed only along the local normal to the base contour, 
tour optimisation process. This restriction reduces the search 
space for each contour point, and guarantees approximately constant contour point spacing. 
It is possible to make this simplification because the base contours are globally initialised 
(Chapter 3), ensuring that the snake is started in a 
ection 5.3), leaving only smaller errors for the 
igure 8 depicts the deformed contour model computed from 
re 7), using the method of Section 5.2.3. 
    
F to
 
igure 8: Deformable con ur model examples 
Local deformation is defined for each frame as the displacement from the base contour in 
the direction of the local normal vector: 
( ) ( ) ( ) ( )( )tsCnormaltsdtsCtsC basebasedef ,,,, ⋅+=            (4) 
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Where Cdef is the deformed contour (Figure 9) and d is the deformation magnitude. The 
local normal to the base contour Cbase is computed by taking the cross product of the local 
difference vectors: 
( )( ) ( ) ( )( ) ( ) ( )( )tsCtsCtsCtsCtsCnormal basebasebasebasebase ,1,,,1, +−×−−=     (5) 
Some of the local normal computations can be avoided for the leg contours by using a 
single normal for each segment (between the hip and knee, or knee and ankle). This 
approximation can be made because the leg contours are approximately straight between 
joints, constrained by the rigidity of the leg bones. 
 
   
Figure 9: Deformation from base contour model in direction of local normal 
 
The deformation magnitude is determined using the energy minimisation framework 
described for the snake algorithm [Kass 87, Williams 92]. Additional model and temporal 
onstraints are incorporated within this framework to make best use of the prior knowledge 
available (Sections 4.2.2 and 5.2.3). 
 
 
2.3. Motion Models 
 
2.3.1. Centre of Mass Motion 
 
In a hierarchical ordering of motion components, displacement of the body centre of mass 
ts are defined relative to the COM: 
Figure 10: Motion hierarchy for human gait 
c
(COM) is of greatest importance; all other componen
 
 
Centre of 
Mass Motion 
Articulated 
Motion
Non-rigid 
Deformation
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Non-rigid deformations are changes in shape due to clothing or soft tissue effects (Section 
2.2.2). Articulated motion covers all shape deformations due to joint rotations (Section 
2.3.2). COM motion includes translation of the whole body along the x, y and z axes, and 
also any recognisable global characteristics of motion, for example, vertica
COM motion is extracted in three stages, employing more complex constraints only 
after basic motion has been successfully extracted. As the first stage (Section 3.2.1) has 
little prior information to build on, simple global models are employed to quickly 
determine the approximate position and scale of the subject. This stage is more concerned 
with reliability of extraction than with accuracy. Each subject is walking along 
approximately level ground, so motion in the y-plane is at this stage assumed to be 
negligible (Y1(t) = y0, where y0 is a constant) and the following constraint equation is 
l oscillation. In 
reality COM motion is a consequence of limb motion, but from a computer vision point of 
view, limb position is difficult to resolve accurately, whereas COM is relatively easy to 
find. Consequently, it is more effective to extract COM motion first, and subsequently 
resolve limb motion. 
 
applied to motion in the x-plane: 
01 )( xvttX +=                     (6) 
 determines COM motion more accurately, using the 
rst stage as a starting point. The motion constraints now allow for acceleration in the x-
lane: 
                (7) 
here a is the subject’s acceleration. Motion in the y-plane is assumed to be oscillatory 
ill rise and fall in a periodic fashion during gait due 
 limb articulation, with a frequency double that of the gait cycle [Gard 01]: 
Where v is the subject’s velocity, t is a time index and x0 is the starting x-coordinate. These 
assumptions are insufficient for later stages, which require more accurate localisation of 
the subject’s COM to resolve limb position and shape deformations. 
 The second stage (Section 3.2.3)
fi
p
0
2
2 )( xvtattX ++=   
W
about a fixed point. A person’s COM w
to
( ) 02 2sin)( ytAtY yy +++= φφω                (8) 
Where Ay is the amplitude of vertical oscillation, ω is the gait frequency, φ is the gait 
hase, φy is the y-phase difference and y0 is the centre of motion in the y-plane. φy is 
approximately π/8, representing the phase difference between the cycle of vertical 
displacement and the cycle of leg motion. This quantity was empirically determined from a 
p
small subset of the indoor dataset. 
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 The third stage (Chapter 5) is an iterative process, successively estimating local 
deviation from a global prediction and then re-estimating a new global model from the 
collected local model configurations. Motion in the x-plane is constrained in the same 
manner as in the previous stage (X3 = X2). In the outdoor dataset, the ground plane is not 
quite level and there may be some deviation from the walking path, as it is not as clearly 
marked in the outdoor dataset as in the indoor dataset. Camera distortion may also cause 
curvature in the ground plane. To account for these variations, the final constraint equation 
adds the y-motion gradient, vy: 
( ) 03 2sin)( ytvtAtY yyy ++++= φφω               (9) 
Motion in the z-plane (movement towards or away from the camera) is assumed to be 
negligible at all stages. 
 
 
2.3.2. Articulated Motion 
 
The articulation (jointed motion) of the limbs during gait greatly increases the difficulty of 
tracking the huma
easured mean 
odels for a single gait cycle, from right heel-strike to right heel-strike (see Section 
2.2.1, Table 4 for conve
termine their 
gait pattern from first principles. 
reconstruction. For a typical gait cycle 
n body. An enormously complex model is required to fully account for 
the variability in body pose and appearance. To reduce the computational burden of this 
model, it is important to take advantage of any prior knowledge available. 
 Marker-based clinical studies [Whittle 99, Winter 91, Gard 01] have m
gait patterns for normal people. This data forms the basis of prototypical models for leg 
articulation and consequent vertical displacement of the upper body. Figure 11 displays 
these m
ntions in measuring leg joint rotation). Beginning with a prototype 
model has two main advantages; firstly that approximate limb configuration can be 
established very quickly, with minimal knowledge of other body parameters. Secondly, it 
is far easier to ascertain an individual’s variation from the norm than it is to de
 This raw data is sampled at 15 points over a single gait cycle to generate a set of 
models suitable for use in posterior model extraction (Chapters 3-5): [Θpx(n), Θpy(n), Θh(n), 
Θk(n), Θa(n)], 0 ≤ n < 15. This sampling rate is motivated by a clinical study [Angeloni 94] 
indicating that the majority of gait information is contained below 5Hz, implying a 
minimum sampling rate of 10Hz for accurate 
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duration of 1 second, 15 samples per cycle is equivalent to a sampling frequency of 15Hz, 
which allows some degree of latitude for longer gait cycles (people who walk more slowly 
than average). 
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Figure 11: Mean joint rotation patterns for a single gait cycle 
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The minimum amount of information required to employ these models is the subject’s gait 
frequency ω and phase φ, which measure cadence and starting leg pose. Section 3.2.2 
details an efficient means of estimating periodicity, using simple area-based edge strength 
easurements. Using these parameters, each prototype is scaled in frequency to fit the 
subject using Hermite spline interpolation [Kochanek 84], shifted according to phase and 
replicated periodically to fill the gait sequence. This process generates a set of predicted 
joint rotations for each leg at each frame in the gait sequence: [θpx(t), θpy(t), θh(t), θk(t), 
θa(t)], where 0 ≤ t < T, T is the number of frames in the gait sequence and θright(t) = θleft(t + 
P/2), where P is the gait period (P = 2π/ω). 
 The above application of the prototypes assumes that the left and right legs move 
identically at a phase difference of π radians, and that each gait cycle repeats exactly the 
same pattern. Although gait motion will vary under normal conditions, for uninterrupted 
sections of gait, the tracking error associated with th small. Gait 
asymmetry may prove to be a useful discriminant for recognition purposes, but is not 
considered within the scope of this thesis. 
 This approach has the additional advantage of increasing the degree of averaging in 
shape and motion extraction. If part of the leg is obscured for any reason, we are not 
limited to purely spatial means of reconstructing the missing data. Image data can be 
substituted from the same part of the gait cycle at other points in time, or from the other 
leg. This capacity greatly increases the robustness of extraction. Of course, these models 
contain little individual gait information, but they are a good basis for adaptation 
techniques (Chapters 4 and 5), which aim to ada  data 
observed for each subject. 
 
 
2.4. Occlusion Models 
 
Self-occlusion of the legs during motion is a major tracking problem. Local tracking 
algorithms will typically fail when image data is missing, because they do not incorporate 
sufficient prior knowledge or surrounding data to fill in the missing values. Global tracking 
algor g data is enco athered 
e greatly increased due 
 this extra data. As a consequence, it is desirable to use local algorithms where reliable 
m
ese assumptions is 
pt these generic models to fit the
ithms will fare better when missin untered, because data is g
across the entire gait sequence, but computational requirements ar
to
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data is available, falling back on global algorithms only when there is too much missing 
data. This is possible because self-occlusions are predictable to some extent; leg motion is 
periodic and conforms to a known pattern, so it is known approximately which parts of the 
leg will be occluded at each point in the gait cycle. Occlusions from other objects can also 
contribute to the occlusion model if they are included in the tracking framework. Although 
the object state may not be known precisely, any information describing the position and 
size of the object is potentially useful in predicting possible occlusions. 
 
   
   
Figure 12: Occlusion model predicting visibility of parts of the leg during gait – left 
g (top row) and right leg (bottom row) le
 
An occlusion model o is computed by overlaying the contours representing each leg, 
assigning to each point on the model an occlusion value of ‘1’ if it is completely visible 
and ‘0’ if it is completely occluded (obscured by the other leg): 
( ) 1),(0 ≤≤ tsCo base                    (10) 
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The legs are assumed to be mutually occluding, as where the legs intersect, edges will not 
be visible for either leg. This assumption arises from the likelihood that both legs will be 
the same colour, and thus there will be no significant edges where the legs coincide. This 
computation generates a binary occlusion model, to which spatial smoothing is applied to 
generate a continuous model. Figure 12 illustrates the occlusion model for some example 
leg configurations, where the dotted line represents visible parts of the occluded leg. 
 The occlusion model is employed when computing shape deformations (Sections 4.2.2 
nd 5.2.3) to ensure that image data in occluded regions is not used to generate the 
posterior model. The contour shape is determined partly by the strength and location of 
image edges, and partly by globally driven spatial and temporal constraints. The occlusion 
model balances these two determinants, ensuring that in occluded areas, where image 
edges are likely to be absent or unreliable, the contour shape is dominated by global 
constraints. These constraints can be relaxed where the leg is expected to be visible, so that 
image data plays a greater part in determining leg contour shape. 
The arms are not yet tracked, and consequently are not included in these occlusion 
models. It is expected that some errors in contour shape will be evident at hip level, where 
the hands pass in front of the legs and the torso. See Sections 6.2.2-6.2.3 for examples of 
models extracted with the aid of an occlusion model. 
 
 
2.5. Conclusions on Modelling Strategies 
 
The model-based computer vision paradigm seeks to separate a scene into those parts that 
can be understood and explained according to prior knowledge, and those parts that are 
extraneous. In the case of gait extraction, this prior knowledge is of normal human body 
 applied: in this chapter, two different 
lasses of strategy are identified. 
noise or occlusion can be 
overcome by interpolation betw
domains. There is no initialisation problem, because the model is initialised at all points in 
a
shape, gait motion and the expected (scene-dependent) path of the subject. The modelling 
strategy is the means by which this knowledge is
c
 A global modelling strategy generates a single model that can describe the whole 
sequence, using all of the image data to determine its configuration. This approach is 
highly robust, because any local inadequacies in data due to 
een surrounding areas, both in the spatial and temporal 
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time simultaneously, using all the available data. The main difficulty when using a global 
modelling strategy is the computational requirements. The model space is very large, 
because the size of the space increases in geometric proportion to the number of model 
parameters and the number of frames in the sequence. Additionally, each model evaluation 
must consider the whole sequence, making each model state more expensive to evaluate. 
Consequently global approaches perform best when a great deal of prior knowledge is 
ded features. It is worth 
not
omewhere in between, exploiting the 
mporal domain to a greater or lesser extent. Most approaches in the recent literature 
perate on a local level, considering a bare minimum of temporal information to solve the 
or such approaches is usually 
at the computational burden of including more temporal information is too high. This 
gather prior knowledge of body shape and motion, and to 
available and the problem can be highly constrained, thus reducing the number of valid 
model states. 
 The opposing strategy is to model the sequence at a local level, describing a single 
frame at a time. The primary motivation for this approach is to reduce computational 
requirements. Given real-world limitations on computer power, lower computational 
requirements mean that a more complex model can be used, thus more accurately 
representing the subject. However, the lack of temporal information renders this strategy 
vulnerable to missing data, as it is difficult to reconstruct occlu
ing that both the initialisation and missing data problems are significantly reduced if a 
global strategy is used to construct an initial model that a local strategy can build upon. 
 This chapter has considered global and local modelling strategies as two opposing 
extremes; it is of course possible to define a strategy s
te
o
problems of initialisation and missing data. The justification f
th
does not do the global paradigm justice, as these requirements can be managed by reducing 
model complexity. Although one may baulk at the amount of data and dependencies 
considered in a global approach, it is worth considering that this information is always 
present, it is simply ignored in a local approach. 
 There is one final point to consider in the area of modelling strategies. In a model-
based approach, it is necessary to 
decide what is allowable and probable in each of these cases. This is an additional source 
of error that should be considered. If any of the prior models are inaccurate, it may become 
difficult or even impossible to determine the correct model configuration, and if any of the 
assumptions made in constructing the model are violated, the resulting gait description is 
unlikely to be acceptable. 
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Chapter 3. Posterior Model Initialisation 
 
3.1. Introduction 
 
This chapter is concerned with initialisation of the posterior model. The posterior model is 
a description of the target object, constructed from the observed image data and guided by 
robust tracking algorithm that 
tic algorithm [Nash 98] or gradient descent. 
the prior model. 
Recent reviews in the area of posterior human model extraction include [Moeslund 01, 
Wang 03a]. A typical approach to posterior human model extraction involves tracking, 
extracting a local model for each frame in the sequence and deriving constraints at each 
frame from the previous model configuration. This limited form of temporal dependency 
allows continuity of motion to be enforced over a short period of time, while retaining the 
favourable computational requirements of a local approach. However, there are some 
difficulties in implementing this solution. 
 The first problem is initialisation; tracking must start somewhere, and wherever the 
start point is, there will be no previous frame of reference from which to derive constraints. 
Unreliable image data in the first frame can also prevent a good initialisation. The second 
problem is missing data, causing a loss of tracking. This problem occurs when other 
objects obscure the target and the model state is not determined correctly. Such errors can 
be difficult to recover from, because each model is limited by the previous configuration 
through temporal continuity constraints. If the error is large enough, tracking can fail 
entirely as the correct model configuration is eliminated from the search space. 
 The global evidence gathering paradigm was formulated as a solution to these 
problems, exploiting the whole image sequence to realise a 
is effective in very noisy imagery [Nash 97]. All available image data is considered 
simultaneously, so that localised noise cannot upset the extraction process. The main 
difficulty in the global approach is that it is impossible to implement in a naïve fashion; the 
search space is too large to be evaluated exhaustively. Generally there are two approaches 
to solving this problem: the first is to simplify the models until the search space is 
tractable, and the second is to employ optimised search algorithms that evaluate only a 
subset of the search space, such as a gene
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 The latter approach allows a global approach to be used with minimal alteration, even 
for relatively complex models. However, this does come at the cost of some reliability; no 
n-exhaustive search algorithm can guarantee an optimal solution, and the larger the 
he less likely it is that a good solution will be found. The 
simplification approach is generally more robust, as the whole search space can be 
ted. The drawback in this case is that simplifying the model reduces its information 
 [Isard 98] or other particle filtering 
alg
no
search space becomes t
evalua
content, limiting potential applications. 
 An alternative approach is to use probabilistic models to overcome the missing data 
problem, such as in the Condensation algorithm
orithms [MacCormick 00]. A deterministic model assumes that the state of the target 
object can be determined exactly (Figure 13a), whereas a probabilistic model assumes 
some degree of uncertainty in the estimated state of the target object (Figure 13b). 
 
(a) Single state (b) Single hypothesis (c) Multiple hypothesis 
Figure 13: Deterministic and probabilistic models of object features 
 
Loss of tracking is possible in standard tracking algorithms when missing data is 
encountered because only one hypothesis (model state) is considered for each frame, and 
the current model state is assumed to be within a small distance of the previous model 
state. This means that when the model state is determined incorrectly, subsequent frames 
will inherit a poorly defined search space and tracking may be lost entirely. In a 
probabilistic approach, the search space is derived by sampling the model space according 
to the computed probability of a match, concentrating the search in more likely areas. If the 
model can accommodate multiple hypotheses (Figure 13c), a much wider variety of model 
states can be considered for the next frame, allowing for recovery of tracking. The 
drawback to allowing multiple hypotheses is that computational requirements can be 
significantly higher. This is tackled in particle filtering approaches by the use of statistical 
sampling to concentrate sampling in more likely regions of the model space, thereby 
reducing the number of model states evaluated. 
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 Probabilistic models are not utilised within this thesis due to the additional complexity 
in their implementation. The issue of probabilistic versus deterministic models does not 
affect the central argument of this thesis regarding the utility of local and global models; 
the approaches described assume a deterministic gait model, but could equally be 
implemented using a probabilistic model. 
 This thesis proposes an approach to posterior model extraction combining local and 
global models. To this end, extraction is split into two stages; an initialisation stage and an 
adaptation stage. This chapter describes the first stage (Figure 14), using global models to 
overcome the initialisation problem encountered when using local models. The adaptation 
stage is covered in Chapters 4 and 5. 
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Figure 14: Overview of Posterior Model Initialisation 
 
The aim for this chapter is to abstract a low-dimensional description of the subject’s shape 
and motion from their image data. This model is an initial approximation that later stages 
will build upon, so although it does not have to be too precise, it must be reliable. If the 
initial model fails to capture important subject features, then any attempt at refining the 
model will also fail. Of course, an accurate initialisation is desirable, but reliability is the 
primary goal for this stage. 
 
 
3.2. Global Evidence Gathering 
 
3.2.1. Centre of Mass Motion 
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The most basic task in motion capture and surveillance applications is detecting the 
presence of a person, and tracking their position throughout the video sequence. In the 
Southampton Gait Database (Section 1.4), each subject walks at an approximately constant 
speed along a fixed horizontal track. As a consequence it is possible to apply a simple and 
robust means of global tracking through the temporal accumulation of edges [Wagg 03]. 
Edges are detected using the Sobel operator, and background subtraction is applied using 
Yang and Levine’s method [Yang 92]. This pre-processing step reduces the sequence to 
only moving edges (Figures 15 and 16). Appendix A includes some further examples of 
the edge data generated using this method. 
 
Figure 15: Pre-processing to reduce quantity of data (indoor dataset) 
 
Figure 16: Pre-processing to reduce quantity of data (outdoor dataset) 
 
This method of pre-processing is very simple, and performance on the outdoor dataset is 
e important edges are lost, and there is still a great deal of 
levant data present, due primarily to the shadows cast by the tree at the left-hand side of 
background removal exist [Al-Mazeed 03, 
lgammal 02, Stauffer 99], which can be applied where performance is a critical 
oncerned with the development of robust computer 
ision algorithms rather than systems directly applicable to a commercial environment, in 
which maximising performance would be an important consideration. For the purpose of 
not that impressive. Som
irre
the scene. Many more advanced methods of 
E
requirement. However, this thesis is c
v
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testing extraction algorithms, sub-optimal image data quality is not an important issue, as it 
is performance under adverse conditions that is of interest. 
 To find objects moving in the horizontal plane, the edge sequence is temporally 
accumulated according to the expected motion of the subject’s centre of mass (see Section 
2.3.1, Equation 6): 
( ) ∑−
=
e indices, t is a time index and T is the number 
f frames in the sequence. The offset T/2 ensures the subject’s edges accumulate in the 
middle of the frame rather than the side, so that data is not lost. This function generates an 
accumulation that represents the average shape of the object(s) moving at the given 
velocity. Some example accumulations are given in Figures 17 and 18 (these images have 
been normalised to improve visibility). 
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Where Av is the accumulation for velocity v (pixels per frame), Iedge is the pre-processed 
edge image sequence, i and j are coordinat
o
(a) v = -10.0 (b) v = 0 (c) v = 10.0 
Figure 17: Temporal accumulation of indoor sequence ‘008a013s00R’ 
 
(a) v = -7.0 (b) v = 0 (c) v = 7.0 
Figure 18: Temporal accumulation of outdoor sequence ‘008e013s00R’ 
 
The accumulations generated for the indoor example clearly shows the subject at a velocity 
of 10 pixels per frame, while there are no distinct objects at v = -10. At a velocity of zero, 
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only the lower part of the supporting leg is visible, as this is the only moving object that 
remains in the same position for extended periods of time. In the outdoor sequence, more 
n the opposite direction (v = -7). 
 If the accumulation velocity match
accumulate to a localised region, with the result that max(Av) will be high. Conversely 
objects are visible at a velocity of zero, as trees and other foliage have no net velocity, but 
will move and sway in the wind. The subject is clearly visible at v = 7, but there is also a 
car visible moving i
es that of an object within the scene, its edges will 
when no objects are moving at the accumulation velocity, object edges will be spread out 
across the accumulation, resulting in a low value for max(Av). A number of peaks is usually 
evident in the variation of max(Av) with v (Figure 19), indicating the presence of multiple 
objects or multiple velocities in the scene. Positive velocities correspond to objects moving 
from left to right, and negative velocities correspond to objects moving from right to left. 
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Since under normal conditions a walking person must have non-zero velocity, the peaks at 
v = 0 can be discounted; these peaks represent stationary motion sources, such as trees and 
foliage. The lower part of the supporting leg is also apparent in these accumulations, as it is 
stationary for extended periods of time. This means that for the indoor dataset, the velocity 
of the subject can be adequately determined from the highest peak in this plot, as the 
subject is known to be the only moving  the scene. This is t for the 
presence of 
ther objects (for example, the peak at v = -7 in Figure 19b is caused by a car in the 
door 
Figure 19: Variation of max(Av) with accumulation velocity 
 
 object in  insufficien
outdoor dataset, as there can be other significant peaks in this plot due to the 
o
background, visible in Figure 18a). In order to distinguish people from other moving 
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objects, it is necessary to score each accumulation according to both peak magnitude and 
correlation with average human shape. The best fitting subject velocity v* is given by: 
( ) ( )( )vvvv MHSAcorrAv ,maxmaxarg* ×=             (12) 
Where MHSv is the mean human shape model (Section 2.2.1) fitted to accumulation Av. 
This process is illustrated in Figure 20. A bounding box is fitted to the accumulation, 
r 
bjects moving at the same velocity in the same region as the subject. This is an important 
source of error within the posterior model initialisation process, but could be reduced if the 
tracking framework considered other moving objects as well as the subject. 
 
constraining its aspect ratio to approximate human proportions (2:1). The bounding box is 
initialised at the position of max(Av), and iteratively expands along each edge while there is 
sufficiently high edge strength present along the edge, and the aspect ratio remains close to 
human proportions. The bounding box is then shifted so as to maximise the sum edge 
strength within the box, to reduce the effect of shadows cast on the ground. The height and 
centre coordinates of this bounding box set the position and scale of the mean human shape 
model. It can be difficult to fit a bounding box to noisy data, particularly if there are othe
o
(a) Accumulated region (b) Bounding box (c) Mean human shape model
Figure 20: Fitting a mean human shape model to accumulated edge data 
 
Temporal accumulation effectively performs the same global evidence gathering process as 
the Velocity Hough Transform [Nash 97]; however, decoupling shape parameters from 
motion parameters improves the efficiency of the process. Noting that Equation 11 simply 
shifts and accumulates each frame, computational efficiency can be improved by first run-
length encoding the edge data. This representation is shift-invariant and, as runs of zero 
magnitude edge strength can simply be discarded, the order of the algorithm is reduced to 
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O(V⋅E⋅T); where V is the number of possible velocities, E is the mean number of edge 
points in a frame and T is the number of frames in the gait sequence. 
The computational requirements of th
The motion of a person’s limbs during normal gait creates a complex periodic pattern, 
formed from many different components. Gait frequency and phase are particularly useful 
components, because together they describe a large part of this motion, and can be easily 
extracted without resolving limb dynamics. In simple terms, the gait frequency describes 
the speed at which the subject moves their legs, and phase describes their starting pose. 
 Methods for estimating motion periodicity are well established. Cutler and Davis 
present a general method for periodicity detection [Cutler 00], based on measurements of 
silh er time rrelat
 demands 
re quite high due to the cost of computing silhouette self-similarity, particularly for long 
is algorithm are low, because motion is 
constrained to a constant velocity in the horizontal plane and mean human shape is 
assumed. Robust operation is derived from the global nature of the accumulation, as 
motion and scale are estimated from an average measure of the whole sequence. Local 
deficiencies in image data are implicitly compensated for by more reliable data in other 
frames. This algorithm relies on a number of simplifying assumptions that make it 
unsuitable for more generic application scenarios, which may require the capability to deal 
with unconstrained motion and crowded scenes. There are many other approaches that 
specifically target these capabilities [Haritaoglu 00, Zhao 04], but this is an unnecessary 
complication to the central argument of this thesis. 
 
 
3.2.2. Periodicity 
 
ouette self-similarity ov  and using autoco ion-based analysis to extract 
periodicity. The main drawback of this generic approach is that the computational
a
sequences of video data. More recent approaches have typically measured simpler 
silhouette features such as width and height [BenAbdelkader 02, Collins 02], resulting in 
much lower computational requirements. This thesis employs edge features rather than 
silhouette features, being better suited to extraction of detailed limb dynamics.  
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(a) Indoor data (b) Outdoor data 
Figure 21: Periodicity extraction using a simple area mask 
 
Assuming the subject is of mean anatomical proportions, a binary periodicity mask (PM) is 
onstructed to overlay the outer regions of a person’s stride (this mask is defined in Section 
.2.1, Figure 4d). A periodic sequence of measurements SM is generated by computing the 
in the periodicity mask PM: 
PMtItS *)()(                  (13) 
 in 
vel of this 
equence. 
 
c
2
sum edge strength with
∑=
ji
edgeM
,
This total varies according to leg pose, being greatest at heel-strike frames when the legs 
are separated and lowest when the legs are crossing (depicted in Figure 21a-b). The 
sequence of measurements obtained for an example indoor and outdoor sequence are 
depicted in Figure 22a-b. Both sequences clearly show a periodic pattern of variation
sum edge strength as the legs sweep through the area of the mask, which may be modelled 
as a sinusoid plus noise sources. The main sources of noise (non-periodic variation) are 
shadows, occlusions and edges belonging to other objects moving in the vicinity of the 
subject. This may be observed in Figure 22b, in which the reduction in magnitude over the 
first half of the sequence is caused primarily by the shadow cast by a large tree, located at 
the left-hand side of the scene (see Section 1.4, Figure 3). The distance of the subject from 
the camera may also be a factor, as the person will be closer to the camera at the midpoint 
of the sequence and this may increase the strength of the subject edges. Any errors made in 
estimating the motion of the subject may additionally increase the noise le
s
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(d) SF, sequence 008e013s00R (outdoor) 
Figure 22: Periodicity measurements for example gait sequences 
 
The effects of noise on a sinusoidal sequence may be grouped into three categories: 
variation in local mean (the position of the sinusoid centre), variation in sinusoid 
amplitude, and small-scale fluctuations. These noise effects can reduce the accuracy of 
period and phase extraction, and explicitly modelling and removing noise sources before 
performing periodicity analysis can improve performance. Small-scale noise is easily 
removed using a running-average antialiasing filter. For short gait sequences, the two 
remaining noise sources can be modelled by low-order polynomials that represent the 
effect of scene features on the measured edge strength of the subject’s legs. For longer gait 
sequences, simple polynomials may be insufficient to model the possible noise effects, and 
it may be necessary to analyse the sequence piece-wise. It may also be possible to obtain 
n independent estimate of the local noise level by measuring variation over the sequence 
in edge strength in the area surrounding the subject, avoiding the area affected by the 
a
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person’s gait motion. However, it may be difficult to completely avoid the influence of the 
subject and any shadows they cast from this noise estimate, and the estimate computed for 
the area surrounding the subject may not accurately reflect the noise level of the area 
occupied by the subject. For this reason, the noise level of the sequence is estimated 
directly using low-order polynomials, and the sequence is filtered to remove its influence: 
)|)(|(
)(
12
1
MM
MM
F SpSp
SpSS −
−=                 (14) 
Where SF is the filtered sequence, SM is the measured sequence and p1(x) and p2(x) denote 
the best polynomial fit to sequence x, computed by least-squares linear regression [Fox 
97  may be varied according to the degree of noise 
filtering required. In practice however, little benefit is gained from the second term p2 (see 
Appendix B), and the filtering operation can be simplified to: 
                   (15) 
Figure 22c-d shows examples of the resulting filtered data (order of p = 3). Although some 
non-periodic variation is still evident, the filtered sequence is more regular and closer to a 
pure sinusoid than the measured sequence, increasing the likelihood of successful period 
extraction. There are two common approaches to extracting periodicity information from 
sequences of noisy data, Fourier analysis and autocorrelation-based analysis. The Fourier 
tra um y 
main drawback of 
ourier analysis is in the complexity of implementation, and the need to resample the input 
]. The order of the polynomials p1 and p2
( )MMF SpSS −=
nsform decimates a sequence into a s of sinusoids, so extraction of periodicit
information from a Fourier representation is quite straightforward. The 
F
to achieve sufficiently high accuracy in periodicity determination. Autocorrelation-based 
analysis is far simpler, relying on comparisons of the sequence with delayed (shifted in 
time) versions of itself to derive periodicity information: 
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Where autocorr(k) is the autocorrelation of the sequence SF at delay k and FS  is the 
sequence mean. A high autocorrelation coefficient is likely to indicate periodicity in the 
sequence of the corresponding time delay, so the dominant period of the sequence can be 
determined by finding the delay that maximises autocorrelation. 
 A simple alternative method for detecting the period of an approximately sinusoidal 
sequence is direct matching of prototype sinusoids. Periodicity is determined by finding 
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the frequency and phase that minimises the difference between the sequence and a 
prototype sinusoid. This minimisation can be performed very quickly for the range of 
frequency and phase expected for a walking person: 
( )( ) ⎟⎠
⎞⎜⎝
⎛ ++−= ∑−
=
) 
Where Xs* is the minimal erro
mean sequence magnitude) and ωi and φj are the proposed gait frequency and phase. Note 
 of the gait frequency (the 
periodicity mask cann
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r, As is the sinusoid amplitude (a fixed proportion of the 
the small phase offset that is required to align the cycle of measured edge strength with the 
gait cycle, as peaks in SF do not coincide exactly with heel-strikes (peaks in the gait cycle). 
This phase offset was determined experimentally using a small subset of the indoor 
database, suggesting an optimal value of around 0.58 radians. It is also important to note 
that the frequency of the edge strength cycle is twice that
ot distinguish between the left and right legs). 
 For the indoor dataset, there is approximate ground truth data available for periodicity, 
as the frames in which a heel-strike occurs are labelled. The accuracy of the extracted gait 
frequency and phase can be estimated by comparing the predicted heel-strike frames with 
the labelled frames: 
∑ ∑ ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=
i j
labelauto jiHSjiHSiHNS
MD ),(),(
)(
11           (18) 
Where MD is the mean difference between the automatically extracted heel-strike labels 
HSauto and the ground-truth labels HSlabel, NS is the total number of sequences (NS = 2163 
for the indoor dataset), H(i) is the number of heel-strikes in sequence i and j is the heel-
strike index. MD is shown in Figure 23 for a range of filter polynomial orders. The heel-
strike labels were generated for the indoor dataset semi-automatically from chromakey-
extracted silhouettes and checked manually [Shutler 02]. Each heel-strike was marked with 
the nearest integer frame number, so a minimum
expected. The automatically extracted period differs from the ground-truth labels by a 
 error rate of around ±0.5 frames can be 
similar level, indicating comparable performance. The indoor dataset was designed to yield 
clean data, and here there is little benefit to performing any kind of filtering. 
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Figure 23: Comparison of automatic extraction of heel-strike frames with manually 
labelled frames 
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The outdoor dataset provides the real challenge for periodicity extraction, and there is no 
ground truth data available for this dataset. Instead, statistical testing is employed to 
indirectly estimate periodicity extraction performance. Consistency of extraction is a useful 
measure indicative o
 subject, so the standard deviation of 
database using the following equation: 
∑=
i
istdv
TS
MSTDV )(1                  (19) 
Where MSTDV is the mean within-subject standard deviation in extracted gait period, TS is 
the total number of subjects (TS = 115), and stdv(i) is the standard deviation in period for 
subject i. Figure 24 shows this measurement for the indoor and outdoor datasets, 
comparing the performance of direct matching with autocorrelation-based periodicity 
extraction. As we would expect, periodicity extraction is far more consistent for the indoor 
dataset. These results also demonstrate that direct matching has a slight advantage over 
autocorrelation. The most likely reason for this is that it is already known that the shape of 
e sequence is approximately sinusoidal, and direct matching takes advantage of this fact. 
Autocorrelation does not assume any particular form of periodicity a priori, and so cannot 
achieve the same level of accuracy in this situation. 
th
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Figure 24: Average per-subject standard deviation in gait period 
 
ynomial is increased. For the indoor dataset, periodicity is extracted with 
reatest consistency at an order of 2. As the primary focus is performance under adverse 
 from noisy video data by temporally accumulating 
edges, according to the tar
of collating all the subject’s edge data present in the sequence, so that data missing in some 
The results for the outdoor dataset show a general improvement in consistency as the order 
of the filtering pol
g
conditions, an order of 3 is employed for periodicity extraction throughout the rest of this 
thesis. 
 
 
3.2.3. Mean Shape 
 
Mean shape can be reliably determined
get object’s estimated position at each frame. This has the effect 
frames due to occlusion can be filled in using data present in other frames. Any error in 
estimated position has the effect of blurring the accumulation, so it is desirable to use a 
more sophisticated motion model than was employed in the initial accumulation (Section 
3.2.1). Equations 7 and 8 (Section 2.3.1) are used to model the subject’s COM motion: 
( ) ( )∑−
=
y  (see Section 2.3.1). The 
gait frequency and phase are determined using the method outlined in the previous section, 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++−⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+⎟⎠
⎞⎜⎝
⎛ −+=
1
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2
2
,2sin,
42
,
T
t
yyedgev ttAjt
TatTviIjiA φφω     (20) 
Where Av is the accumulation for velocity v and acceleration a (pixels per frame), Iedge is 
the edge strength image at time index t, i and j are coordinate indices and T is the number 
of frames in the sequence. Ay is the amplitude of vertical oscillation, ω is the gait 
frequency, φ is the gait frequency and φ  is a fixed phase offset
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and Ay is initially set to a fixed proportion of the subject’s height. Figure 25 shows the 
improvement in accumulation quality gained by this process, evidenced by a reduction in 
blurring of the edges of the subject. 
 
(a) Initial accumulation (b) Improved accumulation (c) Geometric shape model 
Figure 25: Mean shape from temporal accumulation 
 
Mean shape can be estimated robustly from this accumulation, using geometric 
omponents to represent segments of the body. The head and torso are modelled with 
llipses, each leg by two pairs of lines and the foot by a rectangle (Section 2.2.1). Mean 
inter 90] define the initial state of the model. The head and torso 
odels are refined by adjusting the ellipse parameters so as to maximise model correlation 
s. It 
is possible to generate a similar global accumulation of leg shape, but this can only be done 
with accurate knowledge of leg dynamics. It is more efficient to retrieve mean leg shape 
c
e
anatomical proportions [W
m
with the accumulation: 
( )( )vHWyxe AHWyxellipsecorrM ),,,,(max ,,,* =            (21) 
Where Me* is the maximal correlation for an ellipse defined by centre (x, y), width W and 
height H fitted to accumulation Av. Although there are 4 free parameters to be determined 
for each ellipse, the initialisation provided by the previous stage is sufficient to allow small 
search bounds, keeping computational demands low. 
Leg shape is lost during the accumulation process due to articulation of the leg joint
from a number of local estimates than to attempt resolution of leg dynamics without 
accurate knowledge of leg shape. An improved estimate is necessary because mean 
anatomical proportions are not appropriate for certain types of clothing (baggy trousers, 
shorts or skirts for example). 
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Fig of l fo
ean leg shape is obtained by computing a line Hough transform [Illingworth 88] for each 
omputing a weighted mean of the leg width estimates computed in 
each frame: 
ure 26: Locating pairs ines using the Hough trans rm 
 
M
frame within the upper and lower leg regions (above and below knee level, see Figure 26). 
Each peak in the Hough space indicates the presence of a linear structure at the 
corresponding position and angle, and each leg will manifest a pair of peaks. Using the 
expected rotation and width of the leg to constrain the Hough space, the pair of peaks with 
highest combined magnitude yields a local estimate of leg width. A final estimate for leg 
shape is determined by c
∑∑
=
−
=
=
0
1
0 t
t
T
t
ttm pWpW                    (22) 
Where W
−1T
agnitude respectively at 
tim
m is the mean width of the leg (at the hip, knee or ankle) over T frames, and Wt 
and pt are the estimated leg width and the peak Hough space m
e t. The weighting allows more reliable estimates (those with high peak magnitude) to 
dominate the final estimate, reducing the effect of poor local estimates. These four 
estimates of leg width (at the hip, above and below the knee and at the ankle) provide a 
simple initial estimate of leg shape. The two estimates of leg width at the knee allow for 
discontinuity in leg shape, due to clothing such as shorts or skirts. 
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 Figure 27: Posterior model initialisation, sequence ‘008e013s00R’ 
 
Figure 27 summarises the initial posterior model extracted for an example outdoor gait 
sequence, sampled every 10 frames. There are some obvious discrepancies in leg position, 
bearing in mind there are only two free parameters in the initial articulation model (gait 
frequency and phase). As the slope of the ground plane is not yet taken into account, there 
is some degree of error in vertical position, and height may be slightly overestimated. 
However, the errors in model configuration ar
his prior knowledge can 
en guide the remainder of the extraction process. To meet these aims, robust methods are 
required; if this stage fails it is unlikely that a good gait description will be obtained. This 
is only an initialisation of the posterior model, so high accuracy is not essential, and global 
e small compared to the possible range of the 
model, and provide a good basis for adaptation to improve the model parameters. 
 
 
3.3. Conclusions on Posterior Model Initialisation 
 
The aim of this stage is essentially to extract the minimum amount of information from a 
gait sequence required to apply the models detailed in Chapter 2. T
th
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methods are ideally suited to this sort of problem. Since a large amount of data and prior 
knowledge is applied to the extraction process, global algorithms are highly robust. 
Equally, the quantity of data processed restricts the accuracy that can be obtained, as model 
complexity must be limited to reduce computational requirements. 
 The method presented in Section 3.2.1 is a development of the Velocity Hough 
Transform [Nash 97], separating the temporal accumulation stage from shape extraction. 
This approach retains the algorithm’s well-known property of robust operation, but greatly 
reduces its computational requirements. 
 Section 3.2.2 presents a method of periodicity detection for walking people, exploiting 
prior knowledge of where periodic motion is expected and the form it is likely to take. The 
method of normalisation presented is suitable for short gait sequences, where non-periodic 
variation can be modelled with a simple polynomial sum. This is quite sufficient for gait 
recognition applications, where only short sequences (a few seconds) of gait are required, 
and longer sequences could be analysed piece-wise if necessary. 
 The third section of this chapter deals with approximation of the mean body shape of 
uring gait and so 
pper body shape can be robustly estimated from a global temporal accumulation. The 
the subject. The upper body (excluding the arms) is largely immobile d
u
lower body is in constant motion and so an estimate of mean leg shape is generated from 
many local estimates. 
 This initialisation provides a base model that can be adapted to better fit the image data, 
through the incorporation of additional gait and body shape parameters describing the 
individual characteristics of the subject. Approaches to model adaptation are discussed in 
Chapters 4 and 5. 
 56
Chapter 4. Model Adaptation Strategies 
 
4.1. Introduction 
 
This chapter provides an overview of the model adaptation problem and presents two basic 
approaches, distinguished by the choice of a local or global modelling strategy. The new 
ages, often referred to as 
hybrid approach proposed by this thesis is described in Chapter 5. 
 The complexity of computer vision tasks is such that it is often impractical or even 
impossible to extract all the required information in one step. This difficulty arises when a 
high degree of complexity is required in the posterior model to adequately represent the 
target object, resulting in a very large search space. An efficient strategy for evaluating a 
large search space is to break the process down into multiple st
hierarchical or pyramidal processing: 
 
 
Figure 28: Hierarchical search process 
 
For the purposes of this thesis, the process of posterior model extraction is split into two 
stages: initialisation and adaptation. The initialisation stage (Chapter 3) covers the whole 
extent of the search space, using a widely spaced sampling grid (i.e. a simple model) to 
quickly locate the general area of the solution. In the adaptation stage, this area is sampled 
more thoroughly to achieve the required level of accuracy. 
 The two basic approaches to model adaptation differ according to how the posterior 
model is formulated. As the initialisation stage employs a global model, the most 
straightforward approach is to retain this formulation, performing model adaptation in the 
global domain (Section 4.2.1). The second approach is to break this global model down 
into many local models and adapt each individually, taking advantage of the consequent 
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reduction in computational demands to employ a more complex shape representation 
(Section 4.2.2). Observing that neither approach is without fault, a hybrid model adaptation 
rategy is described in Chapter 5 that attempts to combine the best features of each 
 accurate final gait description. 
 
 early approach was published in [Wagg 04a]. 
Performing adaptation on a global basis has the advantage of exploiting the spatio-
temporal correlations explicit in global models, gathering structural evidence from the 
whole sequence to determine local model states. This means that the correct configuration 
can be ascertained even when the subject is completely occluded, provided that there is 
sufficient information in neighbouring frames. The problem associated with resolving 
temporal correlations is that it greatly increases the computational requirements of the 
adaptation process, consequently restricting the degree of accuracy that can be attained. 
in Section 3.2.3 is sufficient to represent major 
hape characteristics at this stage, but little information is known about the subject’s leg 
ent descent procedure. Of the 
st
strategy, obtaining a more
 
4.2. Model Adaptation 
 
4.2.1. Global Model Adaptation 
 
The initialisation process employed within Chapter 3 relies on a global modelling strategy 
to generate a reliable approximation of the subject’s shape and motion. The simplest 
approach to adaptation is to modify the global model itself, adjusting model parameters to 
better fit the observed image data. This
The mean body shape model computed 
s
motion. The initial model assumes average gait (Section 2.3.2), modified only by the 
subject’s gait frequency and phase. The model adaptation process operates on the mean 
gait model, adjusting rotation parameters until the model correctly predicts the pose of the 
legs at each frame in the gait sequence. 
 Adaptation is performed via a simple iterative gradi
parameters contained within the gait model, only the hip, knee and ankle rotation models 
[Θh, Θk, Θa] are considered for adaptation to restrict computational demands. As the 
amplitude of ankle rotation is relatively small the hip and knee rotation models are adapted 
first, assuming mean ankle motion. Once optimal rotation patterns have been determined 
for the hip and knee, the ankle model is subsequently adapted using the same process. The 
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following pseudo-code describes the gradient descent process for hip and knee joint 
rotation model adaptation: 
 
For i = 0 to maximum number of iterations - 1 
. Θh
i = Θh
i-1
Θk
i = Θk
i-1
For n = 0 to number of samples - 1 
. For δh = -1 to 1 
. . . If S(δh, δk) is greater than maxS  
. 
. 
. 
. . maxS = 0 
. 
. . . For δk = -1 to 1 
. . . . Compute S(δh, δk) 
. 
. . . . . maxδh = δh
. . . . . maxδk = δk
. . . . . maxS = S(δh, δk) 
. . Θh
i = Θh
i + maxδh·Gn
. . Θk
i = Θk
i + maxδk·Gn
If Θh
i is equal to Θh
i-1 and Θk
i is equal to Θk
i-1
. . Stop 
 
The number of samples per gait cycle is 15, chosen to limit computational requirements 
while retaining useful gait information (see Section 2.3.2). The model update function 
employed in the above algorithm is a 1D Gaussian function: 
( ) ( )2
2
2σ
nm
Gn eAmG
−−=                    (23) 
Wh
agnitude will proportionally affect neighbouring 
ere m is the Gaussian sample index, n is the index of the current model sample, AG is 
the amplitude of the Gaussian (controlling the rate of descent) and σ is the variance 
(controlling temporal continuity). If the variance is small, each model sample is updated 
almost independently, whereas a large variance means that each update affects a large 
number of neighbouring model samples. This ensures that temporal continuity can be 
enforced, as any change in sample m
samples. For the results presented in Chapter 6, AG = π/128 (approximately 1.4 degrees) 
and σ = 0.6. 
 The score S is determined by computing the correlation of the leg model with the edge 
image sequence: 
( )∑−
0t=
ΘΘΘ=
1
)(),,,,(),(
T
edgea
i
k
i
hkh tItGSMcorrS δδ           (24) 
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Where S(δh, δk) denotes the score for the model adjustments (δh, δk) and GSM is the 
geometric shape model at time t given by the adjusted hip and knee rotation models (Θhi, 
k
i) at the ith iteration and the mean ankle rotation model Θa. Figure 29 demonstrates the 
odel. 
Θ
model update process for the hip rotation m
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he ankle rotation model adaptation follows the same process as the hip and knee, except 
Figure 29: Hip joint rotation model adapt
 
T
that only a single quantity requires optimisation: 
( )∑−
=
25) 
The gradient descent process continues iteration until the joint rotation models reach a 
constant state, or unti
 
ΘΘΘ=
1
0
)(),,,,()(
T
t
edge
i
akha tItGSMcorrS δ            (
l a maximum number of iterations are reached (though in practice this 
process typically converges within 10 iterations). 
 The main limitation of this approach is that no local deviation is allowed from the 
global model, which leads to an approximation error when the subject varies their gait 
pattern, or when their body shape changes (due to clothing for example). As the global 
model must be relatively simple to restrict computational requirements, this limitation can 
lead to significant inaccuracies in the gait description. Section 6.2 provides some examples 
of the gait models extracted using this method of model adaptation. 
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4.2.2. Local Model Adaptation 
 
An alternative approach to adaptation is to break the initial global model down into many 
local models and adapt each individually. Although this means that temporal correlations 
annot be fully exploited, the local models should begin in a good initial configuration due 
to the global initialisation. The main advantage of this approach is that fewer model states 
need to be evaluated; less image data is processed for each model state evaluation, and so a 
much more complex shape model can be employed. This later approach was published in 
[Wagg 04b]. 
 The initial global model is used as the starting point for local deformable contour 
models (see Section 2.2.2). To adapt the contour shape to fit the image data, a relatively 
simple gradient descent formulation based on the greedy snake [Williams 92] is employed, 
whereby contour adaptation is expressed as a process of energy minimisation. The snake 
energy incorporat  constraints on local curvature and contour point spacing, and 
e to image features: 
* min              (26) 
Eint is 
the internal snake energy, and Eext is the external energy. The internal energy for all 
contours is described by: 
c
es internal
external constraints that are used to attract the snak
( ) ( ) ( )( ) dsCECECE extintsnake ∫ += 10
Where E*snake is the minimal snake energy, C is the snake contour (Section 2.2.2), 
( ) tccint EEECE γβα ++= 21                  (27) 
Where Ec1 corresponds to normalised first-order continuity of the snake, Ec2 corresponds to 
normalised second-order continuity of the snake and Et corresponds to normalised first-
contours the external 
nergy is described by: 
order temporal continuity. Ec1 has the effect of enforcing even contour point spacing, Ec2 
restricts contour curvature and Et enforces continuity of motion. The weighting coefficients 
α, β and γ control the balance of these three energy contributions. 
 The upper body and leg contours differ greatly in shape and expected level of 
occlusion. In order to account for this difference, slightly different external energy terms 
are employed to optimise snake adaptation. For the upper body 
e
( ) ( )CICE attrbody  ext, λ=                   (28) 
here Iattr(C) is the image attraction term for the contour C and λ is a weighting term. The 
age attraction term is defined as Iattr = 255 – Iedge, so that the snake is attracted towards 
W
im
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image edges. For the leg contours an occlusion weighting term o is added, and an 
dditional constraint Eside forcing the front and back leg contours to remain within an a
expected distance: 
( ) ( ) ( ) ( )CECICoCE sideattrleg ext, ρλ +=               (29) 
Where o(C) is the occlusion model prediction (Section 2.4) for the contour C and ρ 
controls the weighting of Eside, which is equal to the difference between the expected and 
measured distance between the front and back contours of the leg: 
( ) ( ) backfrontmside CCCWCE −−=                (30) 
W ere Wh
f occlusion at each 
contour point for each leg position during a gait cycle. The purpose of the occlusion model 
is to reduce the contribution of image fea
constraint effectively allows some degree of interpolation over 
occluded frames). The snake 
te model of the person’s 
l adaptation approach (Section 4.2.1) is employed for the feet. 
Section 6.2 provides so
m defines the expected leg width at each contour point (computed from the 
geometric model parameters), and Cfront and Cback are the contours defining the front and 
back of the leg. All snake control parameters were determined empirically; optimal values 
will vary depending on the specific application. 
 The occlusion model (Section 2.4) is computed a priori for this approach, assuming 
mean gait motion and leg shape. This model defines the expected level o
tures at points in the gait cycle where the legs 
occlude each other. At these points we would not expect to see reliable edge information, 
and so the snake is constrained to rely more on initialisation, and on internal and temporal 
constraints (the temporal 
contours are driven to a minimal energy state by an iterative 
process of gradient descent. Note that due to the inclusion of a temporal constraint in a 
local search process, the order of iteration in performing the minimisation is important. A 
single iteration of gradient descent is performed for each frame in the gait sequence, before 
repeating the process for subsequent iterations. 
 This local adaptation process can quickly generate an accura
shape and leg pose. However, if the global initialisation is too far from the correct shape 
and pose this process will fail, as the adaptation process only operates within a local scope. 
This approach proved unreliable for extraction of foot shape and ankle dynamics, and 
consequently the globa
me examples of the gait models extracted using this method of 
model adaptation. 
 
 
 62
4.3. Conclusions on Model Adaptation Strategies 
 
The model adaptation process is tasked with extending and refining the initial model that 
approximates the subject. The primary 
 and TV production. 
 The first approach to model ada
ce. The qua
it computational requirements. 
 improved performance can be gained by 
objective is to obtain a gait description that can be 
used to recognise the individual. A secondary objective is to achieve sufficient accuracy in 
capturing the shape and motion of the subject that this representation is useful for other 
purposes, such as automated rotoscoping or motion capture for film
ptation operates on a global level. At each iteration of 
the adaptation process, appropriate adjustments to the global gait model are determined by 
reference to edge data across the whole sequen ntity of data referenced at each 
model evaluation necessarily limits the number of adjustments that can be made, meaning 
that the model must be of relatively low complexity to lim
This increases the difficulty of the recognition process (there is less to distinguish different 
subjects), and this approach is effectively useless for applications demanding highly 
accurate extraction. 
 The second approach considers a much smaller quantity of data to make each model 
adjustment, which means that a far more complex shape model can be employed. The 
problems associated with poor data quality are partially surmounted through the global 
initialisation, and temporal correlation with neighbouring frames. However, in instances 
where the initial global model is highly inaccurate this approach will fail, leading to poor 
performance in a small number of cases. 
 Neither approach is sufficient alone, the first because it places too great a limit on 
model complexity, and the second because of its sensitivity to poor initialisation. As the 
strengths of each strategy are complementary,
combining the two approaches into a single process (Chapter 5). 
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Chapter 5. Hybrid Model Adaptation 
 
5.1. Introduction 
 
This chapter describes the new approach proposed by this thesis to the model adaptation 
problem. Both local and global modelling strategies have distinctive advantages. Global 
itial model configuration is inadequate. 
 Wu 83], differing in that it is formulated directly 
 
 
Figure 30: Overview of Hybrid Model Adaptation 
 
The main difficulty associated with this approach is controlling the balance between local 
and global information. When local information is reliable, it is desirable to use a local 
adaptation technique, as it can extract a more accurate model than a global technique for 
evidence gathering approaches are able to exploit temporal correlations in video imagery to 
enable robust model extraction. The drawback is that such approaches are slow, due to the 
increased dimensionality of the search space, and must compensate by using relatively 
simple models. By contrast, local evidence gathering approaches are fast, due to the greatly 
reduced amount of data considered, and consequently are able to extract highly complex 
shapes. However, it is difficult to apply global constraints on structure and temporal 
consistency to local search algorithms. This leads to extraction errors in high levels of 
noise, or when the in
 This thesis proposes an integrated approach of global and local evidence gathering. 
Global shape and motion models are iteratively updated according to locally maximal 
model configurations. These global models are then used to re-initialise local model 
configurations, repeating the process until a convergent point is reached in the global 
model or a maximum number of iterations are reached. This approach is similar to the 
generalised EM algorithm [Dempster 77,
in terms of maximising model to image correlation. 
 
Model 
Initialisation
Local 
Maximisation
Global 
Expectation 
Model Adaptation 
Check 
Convergence 
Feature 
Selection 
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the same computational requirements. If local information is missing or corrupted, a local 
adaptation technique would yield a poor result, and so a global technique is preferable in 
is case. This suggests that the perceived reliability of image data in a particular area 
 factor in balancing local and global adaptation. These issues are 
discussed further in the following sections. 
l maximisation process for an 
th
should be the controlling
 
 
5.2. Local Maximisation 
 
The global initialisation computed in Chapter 3 predicts, to a limited degree of accuracy, 
the appropriate model configuration for each frame. This geometric model is first 
converted to a set of contour models (see Section 2.2.2), so that shape deformation may be 
computed. The initial model can then be greatly improved by computing a locally maximal 
model configuration at each frame, adjusting model parameters to better fit the observed 
image data. Figure 31 illustrates a single iteration of the loca
example outdoor sequence. 
 
 
(a) Global initialisation 
 
(b) Dynamic adjustment 
 
(c) Contour deformation 
Figure 31: One iteration of local maximisation 
he local maximisation process is not able to locate an optimal configuration on its own, as 
it computational demands and to 
nsure that global constraints are not violated. This means that after a single iteration of 
 
T
it is required to search only a small area, both to lim
e
local maximisation some large errors are visible (Figure 31c). The global expectation 
process (described in Section 5.3) is then employed to correct these errors, generating a 
new initialisation for the next iteration of local maximisation. 
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5.2.1. Search Methods 
 
This section is concerned with how the model space should be divided up and evaluated in 
order to efficiently find a locally maximal configuration. It is impractical to attempt 
optimisation of all the model parameters simultaneously, as the size of the model space is 
eometrically proportional to the number of free parameters and thus very large. It is 
referable to define a search space, a subset of the model space thought likely to contain a 
 illustrate this concept, consider a model of the hip, 
nee and ankle joints. If 10 possible states are allowed for each joint, the model space 
ameters (those describing position and joint rotations) from the 
entre of mass downwards [X, Y, θpx, θpy, θh, θk, θa]. Static parameters (those describing 
shape) are not considered at this stage; shape adaptation is covered in Section 5.2.3. Each 
parameter is sampled uniformly within the region enclosed by the search bounds, 
evaluating each sampled configuration to determine a locally maximal parameter value: 
g
p
good solution (see Section 2.1). To
k
comprises 1000 states (10×10×10). If the search is ordered hierarchically, such that an 
optimal value is determined first for the hip, then the knee and last the ankle, a search 
space of only 30 states must be evaluated, avoiding evaluation of the full model space. 
Although this means that an optimal solution cannot be guaranteed (not all model states are 
evaluated), usually an acceptable solution can be quickly determined. 
 Following this strategy, a hierarchical decomposition of the model space is applied, 
ordering dynamic model par
c
( )( )ICcorrX itesti ,maxarg* = , ( )MSYiXcontourC itest ,,, θ+= , ii SiS ≤≤−   (31) 
Where X* is the optimal parameter value within the locality of the initial value X,  is 
the test contour defined by the modified dynamic parameters and the mean shape model, i 
is the search index and Si is the search bound. The model correlation corr is a measure of 
how well the current model configuration matches the image data I (which includes edge 
dat ta Igrey r fur r 
aximal values can be computed for the 
*
lisation, as fewer alternate 
i
testC
a Iedge and greyscale da , see Section 5.2.2 fo ther details). The contou
operation is described in Section 2.2.2. Locally m
remaining parameters in the same manner, replacing X and X  in Equation 31. 
 Figure 32 illustrates some typical search bounds for an example gait sequence (Figure 
31a illustrates the initial state of the model). Determination of appropriate search bounds 
can be problematic. It is desirable to keep search bounds as small as possible to reduce 
computational requirements, and to enforce global constraints. However, small search 
bounds will increase susceptibility to noise or poor initia
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configurations will be evaluated. For this work, appropriate search bounds for each 
arameter were determined manually, but it may be possible to determine search bounds p
semi-automatically based on the estimated reliability of the local image data. 
 
 
(b) θpy search bounds (a) X search bounds (c) θk search bounds 
Figure 32: Search bounds for example dynamic parameters 
 
Although it is possible to apply the same process to all of the model parameters, 
performance can be improved by maximising the hip and knee joint parameters jointly: 
( ) ( )( )ICcorr jitestjikh ,maxarg, ,,** =θθ ,  ii SiS ≤≤− ,  jj SjS ≤≤−  ,    (32) 
( )MSjiYXcontourC akhpypxjitest ,,,,,,,, θθθθθ ++=  
Where Si and Sj are the search bounds for hip and knee joint rotation respectively. 
Although computational requirements are increased, a combined optimisation process is 
advantageous in order to overcome the unreliability of edge data at hip level. This 
unreliability stems from self-occlusion of the legs as they cross over; as both legs are likely 
to be the same colour and texture, there is often little to distinguish the left and right legs at 
hip level. Lower down, the legs are generally further separated and so this is less of a 
problem. Occlusion by the hands can also contribute to unreliable data at hip level. By 
optimising the hip and knee joints simultaneously, edge data from the upper and lower leg 
can be considered, decreasing the likelihood of a poor match. Once a locally maximal 
model configuration has been determined for time t, the process is repeated for time t + 1, 
until all the frames in the gait sequence have been locally maximised. 
 
 
5.2.2. Model Evaluation 
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A good model configuration is defined as one that yields a high correlation between the 
model and the subject’s image. Useful measures for computing model-image correlation 
include edge correspondence and region correspondence. Edge correspondence is a 
easure of how closely model edges coincide with image edges. Region correspondence is 
a measure of similarity between the image region enclosed by the model and the region 
corresponding to the image of the subject. As the subject image is unknown, it is estimated 
by computing a global mean of the model regions (see Equation 34). Edge correspondence 
is computed by convolving the edge image with the model contour: 
                 (33) 
Whe correspo  model contour to be evaluated. 
gned with image edges; 
owever, it does not guarantee that the model matches the correct edges. If the initial 
 as 
precise as edge correspondence, as the measure is com ted over a muc
pixels, but it is consequently more robust and can help to disambiguate subject edges from 
other edges. In order to measure region correspondence, a sampling grid Gbase is defined
m
∑ ∗=
s
i
testedgeedge CIicorr )(
re corredge is the edge ndence and itestC  is the
A high edge correspondence indicates that the model is closely ali
h
model configuration is poor, or the subject is occluded, the match may be coincidental. For 
this reason, region correspondence is also required. Region correspondence is not
pu h larger number of 
 
from the contour model C by sampling uniformly between opposite contour points (Figure 
33a-b). 
 
 
(c) Rbase (upper body) 
at iteration 0 
 
(a) Gbase (Upper body) (b) Gbase (Leg) 
(d) Rbase (upper body)
at iteration 10 
igure 33: Base region model construction for sequence ‘008e013s00R’ 
 
F
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The base region model is determined by computing the mean grey-level intensity of each 
point in the region over the whole sequence: 
( ) base
t
greybase GIT
rsR ∗= ∑1,                 (34) 
Where Rbase is the base model region, s and r are contour and width indices respectively 
and Igrey is the greyscale image data. Figure 33c illustrates the initial region model obtained 
for the upper body in an example outdoor sequence. The initial estimate is quite indistinct, 
due to the blurring effect of errors in localisation of the subject’s COM. The region model 
is updated at the beginning 
accuracy of model localisation improves. Figure 33d shows the region model attained after 
 bo d 
o correspondence measures differ considerably in magnitude and range, and must 
e normalised before they can be combined effectively. Normalised edge correspondence 
is given by: 
of each iteration of the adaptation algorithm, improving as the 
10 iterations of hybrid model adaptation. The undary between the subject’s shirt an
trousers, and his hairline, is clearly visible in this model. The mean shape of the model has 
also improved, due to increasing accuracy in local shape deformation (see Section 5.2.3). 
These improvements aid computation of region correspondence, increasing the accuracy in 
model localisation that may be achieved. Using this model, region correspondence is 
defined as: 
( )( )∑ −∗−=
ws
basetestgreyreg RGIicorr
,
2)(               (35) 
Where Gtest is the sampling grid generated for the test model contour Ctest. The raw outputs 
of the tw
b
( )
( ) ( )edgeiedgei
edgeiedge
edge
corrcorr
corricorr
incorr
minmax
min)(
)(
−
−=              (36) 
Normalised region correspondence is computed in the same way, replacing corredge with 
corrreg. For the purposes of this thesis, each measure is assumed to have equal importance, 
and an equal weighting is applied to edge and region correspondence measures. It is likely 
that performance could be improved by altering the balance between these two measures, 
but it is difficult to specify an appropriate balance. In common with search bound 
determination, it may be beneficial to use the perceived reliability of the image data to 
control the balance between these corresp n
for when th on X is  33 
model and 
age data). 
o dence measures. Figu
e COM positi
re 34 plots edge and 
region correspondence  the upper body varied in frame
of sequence ‘008e013s00R’ (see also Figure 32a, which displays the relevant 
im
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Figure 34: Normalisation of model correspondence measures 
 
An overall correspondence is computed according to the following equation: 
2
2
4)()()( σ
i
regedgetot eincorrincorricorr
−××= , 
5
12 += iSσ         (37) 
Where Si is the search bound for the current parameter i and σ is the variance of the 
Gaussian weighting that is applied to bias the evaluation towards the initial model 
configuration, ensuring that the model will o
of evidence to support an alternate configuration. This reduces the sensitivity of the local 
nly be altered if there is a significant amount 
maximisation process to noise, preventing unnecessary changes in model configuration. 
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Figure 35: Generating an overall model correspondence measure 
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The variance of the Gaussian determines the strength of the bias. If the variance is set too 
high there will be no constraining effect, and if it is too low then no adaptation will be 
allowed. For the Southampton Gait Database, the equation for the variance σ was defined 
so that solutions at either extreme have a weighting of 0.25 compared to the central (initial) 
configuration (Equation 37 and Figure 35). For this example, only a small change in model 
configuration is necessary and so the Gaussian weighting has relatively little effect. The 
weighting plays portant part in the determination of leg parameters. The greater 
degree of freedom in these parameters means that it is easier to select a poor model 
configuration based on small fluctuations in correspondence, and the Gaussian weighting 
reduces the likelihood of this occurrence. 
 
 
5.2.3. Contour Deformation 
 
Once the dynamic model parameters have been optimised, it is possible to compute the 
ation best matching the subject’s image. Recall that deformation is defined 
a more im
contour deform
in the direction normal to the base contour (Section 2.2.2): 
( ) ( ) ( ) ( )( )tsCnormaltsdtsCtsC basebasedef ,,,, ⋅+=            (4) 
A locally optimal shape deformation is computed by treating d as a set of three open-ended 
1D snakes (the upper body and two legs), adding a global model constraint and an 
occlusion model constraint to the traditional formulation. Snake energy is defined by: 
( )( ) ( )( ) ( )( )( )∫ −+= s extsnake dstsdEtsdEtsdE ,)1(,min, int* λλ        (38) 
Where E*snake is the minimal snake energy and λ controls the relative importance of internal 
energy Eint and external energy Eext. Internal energy applies spatio-temporal constraints on 
nake shape, and is defined by: s
( )( ) ( )( ) ( )tsdtsCEtsdE defcurvint ,)1(,, αα −+=            (39) 
Where Ecurv corresponds to normalised second-order continuity of the contour Cdef 
(restricting contour curvature). The model constraint |d| has the effect of minimising 
deformation magnitude, thus enforcing global model constraints on shape and motion 
through the base contour. The weighting coefficient α controls the balance between the two 
energy contributions. External energy attracts the snake towards nearby edges, and is 
defined by: 
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( )( ) ( )( ) ( )( )tsCItsCotsdE defattrbaseext ,,, =              (40) 
Where the image attraction term is defined as Iattr = 255 – Iedge. The occlusion model o 
controls the relative contribution of image features and internal constraints (see Section 
2.4), given the current model configuration and mean contour shape. For a fully visible 
point o = 1 and for a fully occluded point o = 0. This ensures that when parts of the leg are 
not visible due to self-occlusion, the snake is driven by internal forces rather than image 
forces. Using an occlusion model in this way is an effective way of applying global 
constraints to the typically local snake algorithm, as there is little computational burden 
added to the snake algorithm. Global constraints are applied in a separate algorithm that 
employs a greatly simplified search process to limit computational requirements. 
As arm motion is not yet considered, the upper body is assumed to be fully visible. 
ome errors can be expected in deformation at waist level, as occlusion by the hands is not 
model. Figure 36 shows the model contours extracted 
fter one iteration of local maximisation for an example outdoor sequence: 
 
S
taken into account in the occlusion 
a
 
 
Figure 36: Local maximisation, sequence ‘008e013s00R’ 
 
Some errors in model configuration are clearly visible after one iteration of local 
maximisation. These errors occur when the initial model configuration is too far from the 
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true state of the subject (see Figure 27, Sec
n for the 
tion 3.3), or where there is too much image data 
missing to support the local search process (for example when the subject is in deep 
shadow). The global expectation process is used to correct these errors, using global 
averaging and model fitting. 
 
 
5.3. Global Expectation 
 
The task for this section is to decide which local model configurations are reliable and 
which are not, and use the reliable data to generate a new, improved initialisatio
next iteration of the algorithm. Reliability is estimated by computing edge correspondence 
for each model configuration and normalising to the range [0, 1]: 
( )
( ) ( )edgetedget
edgetedge
corrcorr
corrtcorr
tw
minmax
min)(
)( −
−= ,  )()()( tCtItcorr
s
defedgeedge ∑ ∗=     (41) 
here w(t) is the reliability weight for the model configuration at time t. The weight vector 
w defines relative reliability, assigning the worst matching configuration a weight of zero. 
This ensures that reliable image data is used to best advantage and poor model 
configurations are rejected. A new initialisation for the global joint motion models Θ is 
generated by computing a weighted average of the local estimates θ: 
W
( ) ( ) ( )∑∑ +++=Θ k
k
kPnkPnw
kPn
n θ
w
1)(' ,  150 <≤ n ,    (42) 
Where Θ’ is the new joint motion model, n is a model index, P is the gait period and k is a 
positive integer. The left and right leg joint motion models are merged for increased 
reliability (see Section 2.3.2). Thus, if one leg is heavily occluded, image data from the 
other leg can still be used to predict its motion. Similarly, if the subject is visible for more 
than one gait cycle (~1 second), data from reliable gait cycles can be used to compensate 
for missing data in occluded or noisy cycles. 
 A new global model for x-motion is generated by fitting a third-order polynomial 
(Equation 6, Section 2.3.1) to the position vector X. The polynomial parameters are 
97], using the estimated 
liability w to control the influence of the model configuration computed for each frame. 
TkPn <+
computed by weighted least-squares linear regression [Fox 
re
A new y-motion model is generated in a similar fashion, fitting a first-order polynomial to 
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the position vector Y to determine the y-motion gradient (Equation 8, Section 2.3.1). The 
amplitude of y-motion is then determined by: 
( )( ) ⎟⎠⎜⎝⎛ −−++−= ∑ ⎞
−
=
0yyy
here Ay* is the new amplitude of vertical oscillation,  is the test amplitude, ω and φ 
φy is the phase offset of vertical oscillation, 
e centre of oscillation. As shape deformation is 
efined as a vector displacement in the direction normal to the base contour, computation 
1
0
2* 2sin)()(minarg
T
t
i
iy ytvtAtYtwA φφω       (43) 
i
yAW
are the gait frequency and phase respectively, 
vy is the y-motion gradient and y0 is th
d
of mean shape is trivial: 
( ) ( ) ( ) ( )( )∑∑ ⋅⋅+= t base
t
tsCnormaltsdw
w
sMSsMS ,,1'          (44) 
Using these new global models, a more accurate local model configuration can be 
computed for each frame, and the loc misation process can be repea
local maximisation and global expectation is continued until convergence is reached (there 
al maxi ted. Iteration of 
is no change in the global expectation) or until a maximum number of iterations is reached.  
 
 
Figure 37: Global expectation, sequence ‘008e013s00R’ 
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Figure 37 shows the result of the global expectation process after a single iteration for an 
example outdoor sequence. Compared with the locally maximised configuration (Figure 
36), this figure shows that the global expectation process greatly 
error in poor configurations, whilst accurate results are left mostly unchanged. 
model adaptation introduced in this chapter applies both purely 
global and purely local adaptation strategies, rather than defining a compromise between 
the two. Local maximisation is performed with no temporal constraint
a single parameter at a time, to ensure that parameter optimisation is fast. Global 
is generally successful in coping with high levels of noise, because model constraints take 
over when evidence is poor. However, this strategy alone is vulnerable to poor 
initialisation, because the optimisation process is highly local and the correct model 
configuration can easily be excluded from the search space. 
 It is assumed that the local maximisation process will on average increase the similarity 
of the model configuration to the subject, even if some configurations are inadequate. The 
global expectation process generates a new global model from the local parameter 
estimates. This process uses relative edge correspondence to decide which configurations 
are reliable and which are not, allowing reliable estimates to dominate the global model 
prediction. The global model thus computed is then broken down into local models again 
and the process is repeated. This iterative process bears many similarities to the EM 
algorithm, and indeed it can be viewed as a specialised implementation of the Generalised 
EM algorithm. No attempt has yet been made to ensure the convergence criteria of the 
GEM algorithm [Wu 83] are met, although there is no reason why this should not be 
possible. 
n is in balancing the local 
aximisation and global expectation processes. Inevitably in the expectation step, some of 
reduces the degree of 
 
 
5.5. Conclusions on Hybrid Model Adaptation 
 
The hybrid approach to 
s and where practical 
constraints on shape and motion are enforced within this process by attraction to a single 
base model contour. This base model is computed using a global evidence gathering 
algorithm, and prevents the local maximisation process deviating from the global 
prediction unless there is sufficient image evidence to suggest it is necessary. This strategy 
 The primary difficulty in this approach to model adaptatio
m
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the work done by local maximisation will be undone. Ideally, all the poor configurations 
would be eliminated and the remaining configurations would be used to generate a new 
global model, but this is not always the case. In the presence of noise and occlusions, a 
good model configuration will not always be supported by sufficient image evidence. 
proved pre-processing would of course alleviate this problem, but this does not address 
e inherent difficulty of assessing the reliability of image data. 
odel-based method of 
otion capture for walking people, capable of operating under cluttered outdoor 
Im
th
 The new approach defined in this chapter offers an efficient m
m
conditions. This capability is shown to good effect in the chosen application scenario of 
recognition by gait, demonstrating a high recognition rate on a large database of walking 
people in Section 6.5. 
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Chapter 6. Performance Assessment 
 
6.1. Introduction 
 
This chapter is concerned with assessment of performance for the three different 
approaches to model adaptation described in Chapters 4 and 5. All of these approaches rely 
on the same initialisation process described in Chapter 3. The availability of ground truth 
data is highly limited. For the indoor portion of the LDB, chromakey-extracted silhouettes 
are available, and heel-strike frames are labelled. The latter corpus of data is used to 
validate the extraction of gait frequency and phase (Section 3.2). The silhouette data could 
potentially be used to validate the extracted model contours, but the arms are not yet 
included in the model, which would introduce an unknown error factor. For this reason, the 
silhouette data is not used to evaluate performance at this time. There is no ground truth 
data available for the outdoor dataset, which mandates the use of indirect measures to 
assess performance. 
 The first and most intuitive measure of performance is a visual assessment of a sample 
of sequences, presented in Section 6.2. This is also the least rigorous means of assessment, 
as it is impractical to assess all sequences in the database manually and it is a largely 
subjective measure. The example gait sequences included are sampled uniformly at a rate 
of one frame in ten, and cropped to the region containing the subject. The y-position of this 
region is constant, so that the slope of the subject’s walking path may be observed. 
 Section 6.3 summarises the computational requirements for each adaptation algorithm. 
Though not a central concern, it is important for many practical applications that a gait 
description can be extracted quickly. Section 6.4 presents a detailed analysis of the 
discriminatory capability of each model feature extracted using hybrid model adaptation 
(Appendix C lists a full analysis for each adaptation approach). This analysis allows each 
model feature to be weighting according to its importance in the recognition process. 
 Recognition capability is investigated in Section 6.5, comparing performance on the 
indoor and outdoor datasets of the LDB for different selections of features. Additional 
error metrics are included in Section 6.6, which measure the consistency of contour 
extraction on the indoor and outdoor datasets. 
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6.2. Example Gait Sequences 
 
6.2.1. Indoor Dataset Comparisons 
 
Global model adaptation: frames 0-30 
Local model adaptation: frames 0-30 
Hybrid model adaptation: frames 0-30 
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Global model adaptation: frames 40-50 
  
Local model adaptation: frames 40-50 
  
Hybrid model adaptation: frames 40-50 
Figure 38: Comparison of extraction performance for sequence ‘008a013s00R’ 
 
Figure 38 demonstrates some of the main problems with a global approach to model 
adaptation. The most obvious source of error is the limited complexity of the shape model 
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when using rigid geometric components. This model allows a reasonable approximation of 
body shape, but fine detail is lost. The local and hybrid approaches employ a deformable 
shape model achieving much better accuracy in modelling the shape of the subject, and 
local deviations from the global model are also naturally accommodated. However, some 
errors are apparent here, particularly in the head and feet regions. These areas incorporate 
relatively complex edge data, due to facial features or footwear, and when the initialisation 
of the contour is inadequate, the local maximisation process will adapt to fit the wrong 
edges. The internal contour forces employed to restrict unnecessary deformation also tend 
to encourage shrinkage of convex contours (see Equation 27, Section 4.2.2 and Equation 
39, Section 5.2.3), leading ur of the outer boundary. 
Some recent approaches to deformable contour fitting have employed alternative internal 
constraint forces to alleviate this problem [Perrin 01]; combining edge data with silhouette 
boundary data may also improve matters. An additional source of error for the upper body 
contours is variation in head inclination, which is assumed to be constant for all of the 
approaches. The hybrid approach does not demonstrate much of an advantage over the 
local approach in this example, although there is some improvement in shape consistency. 
 There are also errors in the extraction of leg position and pose, particularly in the first 
and final frames of Figure 38, for all of the extraction approaches. For the global 
adaptation approach, the pelvis is assumed to follow the mean rotation patterns established 
in Section 2.3.2, and there iation from this average 
pattern. The largest source of error however is the inability to account for local deviations 
from the global model. Each gait cycle is assumed to be identical, and this is generally not 
the case for real people. It is possible to design global models of joint rotation that do not 
rely on this assumption, but the resulting increase in model complexity is likely to make 
this approach computationally intractable. Curvature of the ground plane also contributes 
to errors in all three approaches, which again is most apparent in the first and final frames, 
where the subject is at the edges of the scene. Camera distortion can be corrected to 
remove such errors, but it may be more useful to allow for such distortions in the model, so 
that the approach can be used with uncalibrated cameras.  
 The ankle joint suffer l hierarchy, so errors in 
kes 
nkle rotation and foot shape very difficult to resolve. It may be possible to incorporate an 
 to interior edges being matched in favo
 can be some significant individual dev
s from being at the bottom of the mode
pelvis, hip and knee rotation all accumulate down to the position of the ankle. This ma
a
additional bottom-up model adaptation process to improve ankle and foot parameter 
estimates, particularly as the supporting foot is static for extended periods of time. 
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Global model adaptation: frames 0-30 
Local model adaptation: frames 0-30 
Hybrid model adaptation: frames 0-30 
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 Global model adaptation: frames 40-60 
 
Local model adaptation: frames 40-60 
 
Figure 39: Comparison of extraction performance for sequence ‘012a033s00L’ 
 
Hybrid model adaptation: frames 40-60 
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Figure 39 illustrates the results obtained for a subject wearing shorts. For this subject, leg 
edges are poorly defined due to the soft boundaries of the legs, and the local adaptation 
approach shows numerous errors in contour shape as a result. The global adaptation 
approach fairs reasonably well, although the size of the legs is underestimated due to the 
limited complexity of the shape model. Hybrid model adaptation shows a clear advantage 
over the first two approaches for this sequence, as global constraints can be applied 
effectively to compensate for the poor edge data quality. Both leg and upper body contours 
match well to the subject and are extracted consistently. There is some error in height 
estimation for all three approaches, most noticeably in the first frame, caused partly by 
camera distortion and partly by the slope of the path taken by the subject. This error is 
smallest for the hybrid ad n gradient is taken into 
account. 
 
 
6.2.2. Outdoor Dataset Comparisons 
 
The examples in this section show the same subjects as the examples in the previous 
section, filmed under outdoor conditions. The level of background clutter is much higher in 
these sequences, and shadows cast by the subject and by background objects are much 
more pronounced. These sequences generally exhibit the same problems as the indoor 
sequences, though errors  plane are more serious 
here. The subject in Figure 40 moves on a slight slope, with the result that the global and 
local adaptation approaches display large mismatch errors in the first few frames, and to a 
lesser extent the final frames. The inclusion of the y motion gradient in the constraints 
applied in the hybrid adaptation approach demonstrates a clear advantage in this example. 
All approaches extract joint rotations with reasonable accuracy, which is encouraging 
considering the increased level of noise in the outdoor dataset. The reduction in 
performance is most pronounced in the case of the local approach, which does not have the 
capability to recover from large errors in initialisation. In contrast to the results obtained 
for the indoor sequence of the same subject (Figure 38), in this example the hybrid 
approach does significantly improve on the contour shape extracted by the local approach. 
 
aptation approach in which the y motio
due to the assumption of a flat ground
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Global model adaptation: frames 0-40 
Local model adaptation: frames 0-40 
Hybrid model adaptation: frames 0-40 
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 Global model adaptation: frames 50-80 
 
Local model adaptation: frames 50-80 
 
Hybrid model adaptation: frames 50-80 
Figure 40: Comparison of extraction performance for sequence ‘008e013s00R’ 
Figure 41 further demonstrates the superiority of the hybrid adaptation approach. Although 
there are some minor errors in joint rotation estimation for the first frame, shape and 
motion is extracted reliably throughout the remainder of the sequence. By comparison, 
both the global and local adaptation approaches exhibit some errors in extracting the 
position and pose of the leg, and the local approach often fails to extract acceptable models 
of leg and head shape. Again, the slope of the subject’s path is a problem for the first two 
approaches, which do not consider this source of variation. 
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Global model adaptation: frames 0-40 
Local model adaptation: frames 0-40 
Hybrid model adaptation: frames 0-40 
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Global model adaptation: frames 50-90 
Local model adaptation: frames 50-90 
Hybrid model adaptation: frames 50-90 
Figure 41: Comparison of extraction performance for sequence ‘012e033s00L’ 
6.2.3. Additional Examples for Hybrid Model Adaptation 
 
This section includes a number of additional sequences from the outdoor dataset, 
demonstrating the performance of gait model extraction using the hybrid model adaptation 
approach. 
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Figure 42: Hybrid model adaptation, sequence ‘008e014s00L’ 
 
Figure 42 shows some significant errors in extraction of the head and lower leg in the first 
part of this sequence. However, the gait signature derived for recognition (Section 6.5) is 
an average measure of body shape and gait motion, meaning that local errors will not 
significantly obstruct the recognition process, provided that they constitute only a small 
proportion of the sequence. 
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Figure 43: Hybrid model adaptation, sequence ‘008e015s00L’ 
 
Two additional sources of error may be observed in Figure 43. The subject’s trousers are 
somewhat difficult to distinguish from the background, as no colour information is 
employed in the extraction process. The folds and shadows in the trousers also create 
additional edges that the leg contours may be attracted to. There is a tracking failure 
towards the end of the sequence, possibly because the subject slows down, or possibly due 
to the lack of edge data in this heavily shadowed region. 
 
Figure 44: Hybrid model adaptation, sequence ‘008e016s00R’ 
 89
 Figure 44 depicts a generally good model extraction. The most significant error apparent in 
this example is the placement of the hip joints in the support phase of the gait cycle. There 
are also some errors in foot placement and pose in this sequence. 
 
Figure 45: Hybrid model adaptation, sequence ‘009e017s00L’ 
 
Figure 45 demonstrates one of the advantages of including a global modelling strategy. In 
frame 20, the position and pose of the subject is extracted with surprising accuracy, even 
though the subject is almost completely occluded by another pedestrian. Errors in 
extraction of the lower leg are more numerous in this sequence, which indicates that the 
local maximisation process is unable to correct the degree of error present in the global 
initialisation, or that the local edge data available is unreliable. 
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Figure 46: Hybrid model adaptation, sequence ‘009e018s00R’ 
 
Extraction of the head contours is unreliable in Figure 46, and some difficulties are 
encountered in dealing with the bare legs of the subject. However, joint dynamics are 
generally extracted with a high degree of accuracy. 
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Figure 47: Hybrid model adaptation, sequence ‘012e031s00L’ 
 
The long, flowing robes of the subject in Figure 47 present a serious problem for gait 
extraction algorithms, as a large proportion of the leg region is obscured. This sequence is 
also heavily shadowed, increasing the difficulty of the extraction task. However, enough 
variation is visible to extract periodicity information in this sequence, which allows a 
reasonable approximation of the subject’s gait. It is unclear in general what proportion of 
the legs must be visible to allow gait extraction, but even if the legs were completely 
obscured, the motion of the clothes may be sufficient to extract some gait information. Of 
 or trench coat. course, these comments apply equally to subjects wearing a long skirt
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Figure 48: Hybrid model adaptation, sequence ‘012e032s00L’ 
igure 48 demonstrates the resulting confusion when the subject is forced to slow down to 
 
F
avoid a collision with a group of people blocking the path. This violates the constant 
velocity assumption made by the COM tracking algorithm (Section 3.2.1), and prevents the 
computation of an accurate temporal accumulation. This in turn means that the model 
adaptation algorithm is poorly initialised, and an acceptable gait description cannot be 
extracted. This problem is solvable with a more sophisticated tracking algorithm, which 
would be required for more general application scenarios (see Section 7.2). 
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Figure 49: Hybrid model adaptation, sequence ‘012e034s00R’ 
 
Figure 49 shows a heavily shadowed sequence in which there is little contrast between the 
subject’s legs and the ground. This leads in some cases to errors in leg pose determination, 
but the upper body is extracted well. 
 
Figure 50: Hybrid model adaptation, sequence ‘012e035s00L’ 
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The subject in Figure 50 is similarly in heavy shadow, although there are no major errors 
apparent in this extraction. 
 
   
Figure 51: Hybrid model adaptation, sequence ‘012e036s00L’ 
 
Figure 51 shows a successful extraction despite the bus passing behind the subject, 
demonstrating that correlation with mean human shape is an effective means of 
distinguishing the subject from other moving objects (see Equation 12, Section 3.2.1). The 
e width of the upper body, which is overestimated to some 
 the bus. 
only obvious error here is in th
extent due to the influence of edge data from
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Figure 52: Hybrid model adaptation, sequence ‘013e037s00R’ 
 
The sky is clouded over in Figure 52, so there are no significant shadows in the foreground 
e errors in the 
suggests an additional problem related to the assumption of a 
shape parameters are 
of this scene. Although most of the model is extracted well, there are som
localisation of the feet. This 
flat ground plane. Although the hybrid model adaptation approach can correct the y-
position of the COM, the height of the subject is assumed to be constant. When the ground 
plane is not flat height is likely to be over-estimated, as the temporal accumulation will be 
spread out over the y-plane. This problem could be solved by the inclusion of height as an 
additional free parameter in the adaptation process, but as all other 
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dependent on the subject’s height, this may require too much additional computation. 
Again, relaxing the assumptions made on the motion of the subject and employing a more 
sophisticated COM tracking algorithm would alleviate this problem. 
 
 
6.3. Computational Requirements 
 
All testing for the algorithms described within this thesis was performed using a 2.4GHz 
Pentium 4 PC with 1GB RAM. Figure 53 shows the time taken in video pre-processing and 
gait model extraction for the indoor and outdoor datasets of the LDB (see Section 1.4). 
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Figure 53: Average sequence processing time for LDB 
 
The iterative process employed by the hybrid model adaptation approach is 
computationally expensive, but some compromises can be made by adjusting the 
(maximum) number of iterations (the computation times for 5 and 10 iterations are 
included above). The times given in Figure 53 are average processing times per sequence, 
where indoor sequences average 62.4 frames and outdoor sequences average 98.5 frames. 
Assuming 10 iterations of hybrid model adaptation, the total processing rate from raw 
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video footage to a complete gait description is 1.8Hz (frames per second) for the indoor 
dataset and 2.7Hz for the outdoor dataset. The difference is due to the increased apparent 
size of subject in the indoor dataset, which correspondingly increases the size of the search 
ounds in model parameter estimation. b
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Figure 54: Hybrid model adaptation - effect of increasing number of iterations 
 
Figure 54 illustrates the diminishing returns for increasing the number of iterations in the 
hybrid model adaptation approach, when processing the outdoor dataset. Computation time 
increases at an approximately linear rate, but the increase in recognition performance 
(Correct Classification Rate) slows considerably after 6 iterations. Refer to Section 6.5 for 
details of recognition performance evaluation.  The maximum number of iterations was set 
to 10 for all the results presented for hybrid model adaptation (Sections 6.2.3 and 6.4-6.6). 
 
.4. Feature Selection and ANOVA 
 
6
 
Chapters 3-5 describe how a model of the subject may be extracted from raw video data, 
describing the appearance and characteristic gait pattern of the subject. Not all of the 
parameters used in this model are useful for identification purposes, and so a feature vector 
is defined. The feature vector is a set of numbers describing various aspects of the subject’s 
gait and appearance that are useful for recognition. Features are divided into two 
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categories: static and dynamic. Static features describe model constants, such as mean 
body shape, gait frequency and average walking speed. Dynamic features describe how the 
model changes over time, such as rotation of leg joints. Not all of these features are 
immediately useful, and some regularisation must be performed prior to recognition. Body 
hape features and walking speed are divided by the apparent height of the subject in order 
to make them scale-invariant, so that the distance of the subject from the camera is not an 
issue. 
 To distinguish one person from another, they must have different features and it must 
be possible to measure them in a reliable and repeatable fashion. These requirements may 
be stated formally for a given subject i and feature x as follows: 
 1.  Within-class variance of x is low 
  (the value of x measured for subject i is always similar) 
 2. Between-class variance of x is high 
  (the value of x measured for other subjects is dissimilar) 
Study of these quantities is known as Analysis of Variance (ANOVA). The ANOVA f-
statistic, or Fisher criterion [McLachlan 92], is a useful estimate of discriminatory 
potential. The f-statistic is a ratio of between-class variance to within-class ariance: 
s
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         (46) 
Where k is the number of subjects in the dataset, ni is the number of training sequences for
ix  is the mean value of feature x for s
2
isxsubject i,  is the mean feature value over all subjects and  is the variance of feature x 
for subject i. It is important that the f-statistic is computed only from training set samples 
e normalisation process. A high f-statistic does not necessarily to avoid unfair bias in th
guarantee that the feature is useful for recognition, since variance is not always consistent 
with recognition capability, but it is highly suggestive and is easily computed. 
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 The results of ANOVA for feature vectors extracted using hybrid model adaptation are 
summarised in Figures 56-58 and 59-60; the full listing is included in Appendix C. 
ANOVA results for global and local model adaptation are also included in Appendix C. 
 To aid in the understanding of joint rotation model features, Figure 55 provides an 
example of the approximate leg pose corresponding to each point in the sampled gait cycle. 
Samples 1-8 are taken from the float (or swing) phase of the gait cycle, and samples 9-15 
are taken from the support phase. 
 
1 7 2 3 4 5 6 8 
9 10 11 12 13 14 15 
 
ait
 
tation model features (Θh, Θk, Θa) for the hip, knee and ankle 
joints respectively. It is apparent from these graphs that some parts of the gait cycle are 
more useful than othe ating between su
around samples 2, 8 and 14. These positions correspond approximately to heel-strike poses 
ns by other 
objects or noise sources are a significant factor under these conditions. 
Figure 55: Examples of leg pose for a single g  cycle 
Figures 56-58 show the ro
rs for discrimin bjects. This may be because these 
parts better characterise individual gait patterns, or that model contours can be more 
reliably extracted at these points. 
 For the indoor dataset, the discriminative potential of hip rotation features is greatest 
(see Figure 62), where there is minimal self-occlusion of the legs. This may indicate that 
ease of extraction is the dominant factor in discriminatory capability, or that the manner in 
which a subject’s heel strikes the ground is strongly indicative of identity. This pattern is 
only partially replicated on the outdoor dataset, which suggests that occlusio
 100
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Figure 56: Hip rotation model features 
 
Knee rotation features display a similar pattern of discriminative potential, peaking at 
samp  1, 10 an 15 for th door da t. Again is patter  partiall plicated  the 
outdoor dataset, reduced in magnitude under these more difficult extraction conditions. 
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Figure 57: Knee rotation model
 
Discriminatory potential is greatly reduced for ankle rotation features, reflecting the 
reduced accuracy in extraction of these features. This makes it difficult to draw any firm 
conclusions for ankle features, though a similar three-peak structure is discernable for the 
indoor dataset, at samples 3, 8 and 12. The minimal discriminatory capability of ankle 
rotation features on the outdoor dataset suggests that some work is necessary to improve 
performance. It is possible that there simply isn’t much useful in
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rotation, perhaps due to the restrictions of footwear, but increased extraction accuracy is 
required to confirm or deny this hypothesis. 
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igures 59 and 60 plot the ANOVA f-statistic of mean leg width and mean upper body 
width against leg length and upper body height respectively. The origin for both feature 
groups is the hip, extending down the length of the leg and up the length of the upper body 
respectively. An additional statistical analysis of these features is included in Section 6.6. 
 
 
Figure 58: Ankle rotation model features 
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Figure 59: Leg width model features 
 
Leg shape features demonstrate a clear reduction in discriminative potential around the hip 
and upper thigh level, and an increase towards ankle level. The most likely reasons for 
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these characteristics are self-occlusion of the legs, and occlusion of the legs by the hands. 
Self-occlusion is greater at hip level because the legs are closer together, and the hands will 
nly occlude the legs at or slightly below hip level. The same trend is observable on both 
datasets, though discriminative potential is significantly lower for the outdoor dataset. In 
addition to the increased noise level in the outdoor dataset, the subject is also significantly 
further away from the camera, so that they appear around 30% smaller. This reduction in 
scale decreases the degree of precision that may be attained in model extraction, 
contributing to a reduction in discriminative potential. 
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Figure 60: Upper body width model features 
 
Interestingly, occlusion of the upper body by the arms does not appear to be an important 
factor here. Discriminative potential is greatest in the lower portion of the torso, dropping 
steeply above shoulder level in both datasets. This may indicate difficulty in extracting 
head shape features, and the magnitude of body width may also be a factor (the head is 
smaller than the torso, so the feature difference between subjects is proportionally smaller). 
An additional source of error is the inclination of the head, which will affect the shape of 
the body above shoulder level and may vary over different sequences of the same subject. 
 This analysis is used to bias the feature vector, so that features with greater 
mpact on the recognition process. The recognition 
lgorithm (Section 6.5) employs a Euclidean distance metric to compute the similarity of 
discriminatory capability have a greater i
a
different feature vectors, so the process is inherently biased by the size of each feature. The 
variation of high-magnitude features will dominate variation in smaller features. This bias 
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is removed by normalising each feature to the range [0, 1], and a weighting is applied by 
multiplying each feature by its f-statistic: 
)min()max(
)min('
xx
xxfx x −
−=                  (47) 
Where x is the current feature, x’ is the normalised feature and fx is the ANOVA f-statistic 
computed for feature x. This weighting makes the contribution of each feature directly 
proportional to its discriminatory capability. Although this process cannot be guaranteed to 
give precedence to the most useful features, in general it may be observed that features 
seful in recognition score highly in discriminatory capability, and this weighting can be 
expected to improve recognition capability. 
 
 
6.5. Recognition Capability 
 
For evaluation purposes, the database must be divided into a training set and test set. The 
classifier learns what distinguishes the subjects from each other using samples in the 
training set, and applies these principles to classify unknown samples from the test set. 
Different approaches to dataset division exist, but for this approach a simple method is 
sufficient. In ‘leave-one-out’ cross-validation [Ripley 96], one sample is picked for the test 
lassifying the sample, it is returned to 
e training set and the next sample is picked. This process is repeated for each sample in 
 
u
set, using the rest of the database for training. After c
th
the database, yielding an estimate of the generalisation performance of the classifier. 
 The K-nearest neighbour method [Ripley 96] was chosen for the classifier, as it is 
simple, fast and performs reasonably well. In this method, the training set is ordered into a 
ranked list according to the distance of each sample from the test sample. A Euclidean 
distance metric is employed for computing the distance between feature vectors. The 
identity of the sample is inferred by examining the top K samples, choosing the most 
commonly occurring label (identity), or if there is a tie, the closest sample. A value of K =
1 was observed to yield optimal performance for all adaptation approaches; Figure 61 
illustrates the decrease in recognition performance observed with increasing K for the 
hybrid model adaptation approach. 
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igure 61: Variation of recognition rate with neighbourhood size K 
igures 62-64 plot the Cumulative Match Score (CMS) for the feature vectors extracted 
F
 
F
using global, local and hybrid approaches to model adaptation. The CMS curve indicates 
the probability that the correct identity for a given sample sequence is in the top R ranks. 
The CMS for R = 1 is equal to the Correct Classification Rate (CCR). The test database 
(Section 1.4) comprises 115 subjects, with 2163 gait sequences captured under controlled 
indoor conditions and 2657 gait sequences captured under outdoor conditions. 
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Figure 62: Cumulative match score for global model adaptation 
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Figure 63: Cumulative match score for local model adaptation 
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Figure 64: Cumulative match score for hybrid model adaptation 
 
The performance of the global model adaptation approach (Section 4.2.1) equates to a 
CCR of 85.3% on the indoor dataset, reduced to 63.2% on the more difficult outdoor 
dataset. The local approach (Section 4.2.2) improves on this result, achieving a CCR of 
95.9% on the indoor dataset and 79.9% on the outdoor dataset. Recognition performance is 
further improved using the hybrid approach to model adaptation (Chapter 5), resulting in a 
CCR of 98.6% on the indoor dataset and 87.1% on the outdoor dataset. 
 These results compare favourably with other published approaches tackling this 
database. In [Hayfron-Acquah 03] a CCR of 97.3% is achieved on a small subset of the 
indoor dataset, comprising 112 sequences from 28 subjects. In [Mowbray 04] a CCR of 
 of the indoor dataset where the subject walks 
from right to left (1062 sequences from 115 subjects). In [Shutler 06] a CCR of 95.5% is 
86.2% is attained, from analysis of the half
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achieved on a subset of 200 sequences from 50 subjects from the indoor dataset. In [Veres 
04] the whole indoor dataset is analysed, achieving a CCR of 100% for a feature vector of 
4096 dimensions, and 95.2% when this feature vector is reduced to 100 features. By 
comparison, the hybrid model adaptation approach (Chapter 5) achieves a CCR of 98.6% 
with an 83-dimensional feature vector. At the time of writing, there are no other published 
approaches tackling gait recognition on the outdoor dataset for comparison. 
 The results presented in Figures 62-64 were generated using the whole feature vector, 
listed in Appendix C. This may be appropriate for some applications, such as comparing 
two sequences of video footage taken within a short period of time to ascertain if the 
se all of these features 
r some other applications. Some features, such as body shape, will change significantly 
from day to day according to clothing worn, and therefore may not be useful for 
applications such as entry control. Gait speed and frequency can be altered if the subject is 
in a hurry, or is tired. Different footwear, mood or injuries may alter some of the dynamic 
parameters, and all may change over extended periods of time. These covariate effects 
require further research to identify the extent of their influence and how these effects may 
be minimised (Section 7.2). 
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Figure 65: Recognition performance using subsets of the feature vector 
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Figure 65 summarises some additional results generated using the hybrid model adaptation 
approach, demonstrating recognition performance using subsets of the feature vector 
(Appendix C lists the full feature vector). Test A employs only dynamic parameters and 
derived measures (features 0-50), which are least likely to be affected by covariate factors. 
This test yields the worst result, faring particularly badly on the outdoor dataset. However, 
it may be possible to improve performance by performing some form of regularisation or 
 Metrics 
The performance of the hybrid model adaptation approach is evaluated further in this 
section using a simple statistical test. The standard deviation of leg or upper body width 
provides an approximate measure of the consistency of the extraction process. This is a 
relatively indirect method of measuring extraction performance, but it enables comparisons 
between the indoor and outdoor databases, and illustrates variation in extraction 
performance for different parts of the body. Standard deviation of contour width is 
computed as follows: 
data transformation on the joint rotation patterns extracted for each subject. Test B adds the 
static parameters computed in Chapter 3, including gait speed, frequency and geometric 
shape model parameters. Tests C and D isolate the respective performance of the global 
model parameters computed in Chapter 3 and the features derived from local contours in 
Chapter 5. These tests show that body shape alone is a potent feature for identification, 
although performance is greatly reduced on the outdoor dataset. Test E demonstrates 
recognition capability using both sets of static features, boosting performance particularly 
on the outdoor dataset. Test F is provided for reference purposes, illustrating the 
performance attained using the whole feature vector. 
 
6.6. Additional Error
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Where σ(n) is the standard deviation of mean contour width at sample index n, NSub is the 
number of subjects, NSeq(i) is the number of sequences featuring the subject i, x(n, i, j) is 
the mean contour width at index n measured for sequence j of subject i and μ is equal to 
meanj(x(n, i)). Low standard deviation is desirable, as this indicates that a similar body 
shape is extracted for each sequence of the same subject. High standard deviation in 
. Fi re 66 extracted shape would suggest inconsistencies in extraction for some sequences gu
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plots the standard deviation of leg width at along the length of the leg, for the contours 
extracted using hybrid model adaptation. Figure 67 displays the same information for the 
upper body (the torso and head). 
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Figure 66: Consistency of leg shape extraction 
 
The analysis of leg shape consistency reinforces the conclusions drawn from a visual 
owing that estimation of leg shape is generally 
ss reliable around hip level, where the arms occlude the legs and the thighs occlude each 
examination of extraction performance, sh
le
other. The reduced reliability of model estimation on the outdoor database is also clear 
from this analysis. For reference, note that the mean subject height extracted from the 
indoor dataset is approximately 330 pixels, and in the outdoor dataset where the subject is 
further from the camera, the mean extracted height is around 210 pixels. 
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Figure 67: Upper body shape consistency 
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Figure 67 shows that variability in extracted upper body shape is highest around and below 
shoulder level. Consistency is highest at head level, but the discriminatory capability 
(Section 6.4) of these features is low. This may suggest that the head model is too simple, 
nd consequently there is insufficient variation between subjects, or that there is simply 
little discriminative information in these head shape features. However, the research 
presented in [Veres 04] based on averaged silhouette features suggests that the head does 
carry useful discriminative information. Bearing this in mind, it is likely that either the 
head model is indeed too simple, or that the sampling method used to obtain head width 
features is insufficient and discriminatory capability is lost in the sampling process. 
 
 
6.7. Conclusions on Performance 
 
 example sequences in Sections 6.2.1-
.2.3 support the superiority of a hybrid model adaptation process, reinforced by the 
The local model adaptation approach has almost the opposite characteristics. In most 
frames of the example sequences shape and motion is extracted with a high degree of 
accuracy, but there are instances where the error in model configuration is quite large. 
These errors occur because the adaptation process is localised, and if the search does not 
begin in the right region of the model space, a good configuration cannot be determined. 
 The hybrid model adaptation approach solves these problems to some extent by 
applying both strategies in repeated succession. The performance analyses focus on this 
approach, demonstrating some of the failure modes encountered when processing the gait 
database. In general, complete failure of extraction occurs only when the initialisation 
process (Chapter 3) fails, usually because one or more of the assumptions listed in Section 
1.4 has been violated. Other smaller errors occur when the global expectation process is 
a
The impressions drawn from a visual analysis of the
6
recognition rates achieved in Section 6.5. 
 The global model adaptation approach is successful in extracting an approximation of 
the subject’s shape and motion, but the limited precision of the model greatly reduces 
recognition capability. The global approach also limits the number of model parameters 
considered for adaptation, which contributes to a higher level of error. The advantage of 
this approach is that there are very few large errors, but instead small errors are distributed 
throughout the example sequences. 
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unable to generate an initialisation sufficiently close to the correct model configuration, 
with the result that a poor local configuration is accepted. This may indicate that the global 
model is too simple, and is unable to adequately represent the global characteristics of the 
subject, or that the local deviation of the subject from the model is larger than expected. 
 The inadequacy of the pre-processing algorithm is a major source of error. No colour 
information is employed, and the background estimation process is relatively naïve. The 
large number of shadows typical in the outdoor dataset is a particular problem, obscuring 
subject edges and introducing many spurious edges. Background estimation and pedestrian 
detection algorithms are covered in great detail in other areas of the literature, some of 
hich are mentioned in Section 3.2.1. It is likely that performance could be greatly 
proved by incorporating this research into the pre-processing algorithm. 
vely fast, but it is a long way from real-
me performance. In addition, a global modelling strategy may require a time lag in 
ample millimetre-wave or infrared imagery. 
w
im
 The hybrid model adaptation approach is relati
ti
processing to make use of data in neighbouring frames, perhaps of the order of a second. 
This should not be a problem for most biometric applications, which are unlikely to require 
much faster response times. 
 Analysis of the variance of the model features extracted revealed that body shape 
features contribute by far the most to discriminatory capability, and this conclusion is 
supported in the tests carried out in Section 6.5. Body shape parameters may be usable in 
their current form for some applications, for others it is likely that they would need to be 
normalised for clothing in some fashion (see Section 7.2). This may even be possible using 
additional sensing modalities, for ex
 Recognition capability and consistency of extraction both suggest accurate and reliable 
model estimation, but this is not guaranteed. It is always possible to extract a model of the 
subject consistently badly. Though not a great concern for gait recognition applications, for 
the wider field of motion capture it is desirable to develop more authoritative measures of 
extraction performance. 
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Chapter 7. Conclusions and Future Work 
 
7.1. Conclusions 
 
This thesis examines the characteristics and applications of local and global modelling 
strategies in computer vision-based moving object analysis. It is shown that both have 
distinctive strengths and weaknesses, and that it is possible to combine the two strategies to 
attain improved performance in markerless motion capture. 
 New models are defined for the representation of human shape and motion, combining 
es are 
nd only considers one frame at a time, and a 
vastly reduced quantity of image data. As a result it is possible to generate a much more 
accurate representation of the subject. This approach suffers from the disadvantage that it 
is difficult to cope with missing data, as there is less surrounding data to draw on. As a 
result, some models extracted are very poor representations of the subject. 
 A novel hybrid model adaptation approach is introduced, which combines the two basic 
strategies in an attempt to eliminate their respective weaknesses, while retaining their 
strengths. Local adaptation is employed to find the best model configuration nearby the 
a geometric basis with deformable contours for efficient shape parameterisation. Prior 
knowledge of normal human anatomical proportions and gait motion is used to guide the 
model extraction process. An occlusion model provides additional guidance on the 
expected visibility of parts of the leg throughout the gait cycle, increasing the reliability of 
local search methods. 
 A simple global method for pedestrian detection and tracking is introduced, using 
temporal accumulation to estimate the mean shape of the subject. Periodicity information 
is derived by masking specific areas of the subject’s legs, applying knowledge of the 
normal human gait pattern to predict the approximate motion of the subject’s legs. 
 This initial model forms the basis on which a model adaptation process operates, 
generating a more accurate representation of the subject. Two basic approach
introduced, employing a global or a local modelling strategy. The global approach is 
generally resistant to noise, as any missing data can be compensated for by data 
surrounding it in space and time. However, the model is highly constrained to restrict 
computational requirements and it is only possible to construct a crude approximation of 
the subject. The local approach on the other ha
 112
initialisation, and the global strategy is limited to deciding which of these configurations 
are reliable, and generating a new initialisation from these local models. These processes 
e repeated in an iterative process, until the global model generated from the data reaches 
um number of iterations are reached. 
 The performance of model extraction is estimated through visual analysis, recognition 
easured consistency. The hybrid model adaptation approach 
chieved on a large database of 
e concern, as body shape may change drastically 
sue, for 
search: 
ar
a stable point, or a maxim
capability and statistically m
achieves a CCR of 98.6% on data captured within the laboratory under controlled 
conditions, which compares favourably with other published approaches. The recognition 
rate is reduced to 87.1% under outdoor conditions where there is greater variability, and is 
the first approach to tackle this dataset. These results were a
115 subjects, with around 20 gait sequences captured per subject for each condition. 
 One of the advantages of a model-based approach is that each parameter is directly 
related to known subject properties, such as their leg shape or the degree to which their 
upper body rises and falls during gait. ANOVA performed on the feature vectors extracted 
from the gait database indicates that a great deal of recognition capability is derived from 
shape information. This is of som
according to clothing worn. Recognition based only on dynamic parameters results in 
greatly reduced performance. However, it should be possible to normalise most of these 
parameters for covariate factors, and use them to some degree for recognition. It is also 
important to note that there are certain applications where this is not an important is
example tracking a particular person among multiple cameras, using their gait and whole-
body appearance to confirm identity. 
 This thesis demonstrates that it is possible to apply global and local evidence gathering 
algorithms to a large database of walking people, and achieve a high level of accuracy in 
recognition using body shape and characteristic gait motion. 
 
 
7.2. Future Work 
 
Three general areas may be identified as the primary directions for future re
 
1. Generalisation of approach to less constrained capture conditions 
2. Examination of covariate effects 
3. Generalisation of approach to arbitrary human motion 
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The first area is a practical issue for the implementation of smart surveillance systems. 
Although capture conditions can be controlled to some extent in entry control systems and 
in the placement of security cameras, generally it is not possible to guarantee a particular 
viewpoint on the subject. The approach presented within this thesis employs a 2D model, 
tt
ble to stay still long enough for biometric samples to 
motion. It may be possible to 
easure mean motion patterns for other activities such as in sports or dancing, which could 
place the mean gait patterns. For completely general motion extraction it is necessary to 
o prior motion model is available, and one must be constructed 
om available image data. This is a difficult problem, and one that is unlikely to be solved 
cations 
ecome available, and is our eventual goal. 
 
fi ed to subjects walking fronto-parallel to the camera view plane. This approach could 
certainly be generalised to other viewpoints, but it is likely that a 3D model would be 
necessary. Additional research is required to extend the approach to a 3D space, and to 
cope with the resulting increase in the number of model parameters required. It is also 
desirable to integrate this approach with existing research on pedestrian tracking 
algorithms, which are capable of dealing with the crowded scenes that may be encountered 
in surveillance imagery. 
 The second area relates to the effect of changing variables such as clothing, footwear 
and loading, changes over extended periods of time, and even changes due to mood or 
illness. Appendix C includes a preliminary analysis for the SDB, which confirms that 
covariate factors significantly affect the discriminatory capability of model features. 
Although some research has been conducted into this area (see Section 1.3.2), current 
research has been mostly limited to appearance-based approaches, and little work has been 
done in the area of normalising gait descriptions for these effects. However, we should 
bear in mind that other biometrics have similar factors to consider. Facial appearance for 
example will vary according to expression, presence of glasses, hairstyle and son on. There 
are also blind people who do not have usable iris patterns, manual labourers without usable 
fingerprints, and children who are una
be taken. This is not a problem unique to gait. 
 The final area of research is in extending this approach, which is currently based on the 
analysis of walking subjects, to analysis of arbitrary human 
m
re
consider the case where n
fr
in the near future. However, it is in this area that the widest class of potential appli
b
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Appendix A: 
Pre-processing Results 
 
The following figures illustrate the typical edge data retrieved from sequences in the 
indoor and outdoor datasets. Each sequence is sampled at a rate of one frame in ten, 
corresponding to the example sequences provided in Sections 6.2.1-6.2.3. The pre-
processing method used to obtain this data is described in Section 3.2.1. 
 
  
Figure 68: Pre-processed image data, sequence ‘008a013s00R’ 
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 Figure 69: Pre-processed image data, sequence ‘012a033s00L’ 
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 Figure 70: Pre-processed image data, sequence ‘008e013s00R’ 
 
Figure 71: Pre-processed image data, sequence ‘012e033s00L’ 
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Appendix B: 
Normalisation for Periodicity Analysis 
 
Section 3.2.2 describes a normalisation operation using low-order polynomials to model 
and remove noise from an underlying sinusoidal sequence: 
)|)(|(
)(
12
1
MM
MM
N SpSp
SpSS −
−=                 (13) 
nd p1(x) and p2(x) 
enote the best polynomial fit to sequence x, computed by least-squares linear regression 
[Fox 97]. The order of the polynomials p1 and p2 control the degree of normalisation 
applied. However, the utility of the second normalisation term p2 is unclear. To investigate 
this component, periodicity extraction performance is measured indirectly through the 
within-subject standard deviation of period (see Section 3.2.2): 
Where SN is the normalised sequence, SM is the measured sequence a
d
∑=
i
istdv
NSub
MSTDV )(1                  (18) 
Where MSTDV is the mean within-subject standard deviation in extracted gait period, 
NSub is the total number of subjects, and s is the standard deviation in period for subject i. 
Figure 72 compares performance when the normalisation process corrects level only (order 
of p2 = 0), and when both level and amplitude variations are removed (order of p2 = order 
of p1). These results demonstrate that the inclusion of p2 in the normalisation operation in 
all cases results in only a marginal difference, and is usually counter-productive. 
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Figure 72: Consistency of period extraction 
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Appendix C: 
Full ANOVA Results 
 
The following tables list the ANOVA f-statistic computed for each feature extracted from 
the LDB using the global, local and hybrid model adaptation approaches. Note that the first 
two approaches do not determine 
listed as zero. The global model adaptation approach extracts only geometric shape 
features extracted from the 
indoor dataset of the LDB, it is 
features is severely reduced on this dataset. No attempt has yet been made to normalise 
re almost 
seless for this dataset, as each subject varies their walking speed. 
 Research by [Tanawongsuwan 03] and [Yam 04] suggests that it may be possible to 
normalise gait dynamics for different walking speeds. Different sensing modalities such as 
millimetre-wave or infrared imagery may enable clothing-independent estimation of shape 
parameters. Further research (Section 7.2) may also reveal other methods for removing 
covariate effects from the feature vector. 
y-motion amplitude, and so the f-statistic of this feature is 
features, so the contour width features are similarly listed as zero. 
 A preliminary analysis is also included for the SDB (Table 8), which comprises 3177 
sequences from 10 subjects walking under indoor capture conditions. Unlike the LDB, this 
database includes covariate factors such as different walking speeds, footwear, clothing 
and loading for each subject (see Section 1.4). Hybrid model adaptation was used to 
generate the feature vectors for this dataset. Compared with the 
clear that the discriminative capability of most of the model 
extracted features for covariate effects, so this result is not surprising. 
 The discriminatory capability of some ankle rotation features improve on this dataset, 
suggesting that these features may become more important when different forms of 
footwear or gait speeds are considered. Some upper body shape features also improve on 
this dataset, though the reason for this is unclear. The majority of features however have 
reduced discriminatory capability. Gait speed and frequency in particular a
u
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Table 5: ANOVA for features extracted using global model adaptation 
f-statistic f-statistic 
x Feature Name 
Indoor Outdoor
x Feature Name 
Indoor Outdoor
Hip Rotation Θ(00) 21.2 11.1 Ankle Rotation Θ(12) 2.5 2.9 0 42
1 Hip Rotation Θ(01) 14.7 8.4 43 Ankle Rotation Θ(13) 2.2 3.6 
2 Hip Rotation Θ(02) 7.6 6.2 44 Ankle Rotation Θ(14) 2.2 3.4 
3 Hip Rotation Θ(03) 9.2 7.6 45 Hip Rotation Mean 17.7 9.3 
4 Hip Rotation Θ(04) 11.8 6.6 46 Hip Rotation Amplitude 14.6 8.8 
5 Hip Rotation Θ(05) 10.0 5.4 47 Knee Rotation Mean 13.6 10.8 
6 Hip Rotation Θ(06) 8.5 4.8 48 Knee Rotation Amplitude 22.9 9.2 
7 Hip Rotation Θ(07) 9.0 4.9 49 Ankle Rotation Mean 4.2 2.3 
8 Hip Rotation Θ(08) 12.2 8.0 50 Ankle Rotation Amplitude 2.3 2.4 
9 Hip Rotation Θ(09) 14.5 11.4 51 Gait Speed 102.8 23.1 
10 Hip Rotation Θ(10) 13.4 9.4 52 Gait Frequency ω 146.4 84.2 
11 Hip Rotation Θ(11) 10.4 8.2 53 Y Motion Amplitude Ay 0.0 0.0 
12 Hip Rotation Θ(12) 11.3 8.5 54 Torso Height TW 17.1 17.7 
13 Hip Rotation Θ(13) 12.7 11.0 55 Torso Width TW 42.8 16.4 
14 Hip Rotation Θ(14) 14.2 11.9 56 Head Height HH 14.4 6.3 
15 Knee Rotation Θ(00) 22.2 7.9 57 Head Width HW 24.0 9.6 
16 Knee Rotation Θ(01) 5.1 8.1 58 Head dx HDX 64.5 20.4 
17 Knee Rotation Θ(02) 4.1 6.4 59 Head dy HDY 16.2 5.3 
18 Knee Rotation Θ(03) 3.6 5.6 60 Hip Width LWH 55.2 18.5 
19 Knee Rotation Θ(04) 5.3 5.5 61 Knee Width LWKU 69.5 32.2 
20 Knee Rotation Θ(05) 4.5 4.2 62 Knee Width LWKL 203.7 43.3 
21 Knee Rotation Θ(06) 4.4 4.3 63 Ankle Width LWA 188.7 36.5 
22 Knee Rotation Θ(07) 5.5 5.3 64 Leg Width 00 0.0 0.0 
23 Knee Rotation Θ(08) 11.5 6.6 65 Leg Width 01 0.0 0.0 
24 Knee Rotation Θ(09) 18.4 9.9 66 Leg Width 02 0.0 0.0 
25 Knee Rotation Θ(10) 19.3 10.2 67 Leg Width 03 0.0 0.0 
26 Knee Rotation Θ(11) 15.0 9.2 68 Leg Width 04 0.0 0.0 
27 Knee Rotation Θ(12) 9.2 7.0 69 Leg Width 05 0.0 0.0 
28 Knee Rotation Θ(13) 8.6 6.2 70 Leg Width 06 0.0 0.0 
29 Knee Rotation Θ(14) 14.8 8.3 71 Leg Width 07 0.0 0.0 
30 Ankle Rotation Θ(00) 2.9 2.4 72 Leg Width 08 0.0 0.0 
31 Ankle Rotation Θ(01) 3.4 2.3 73 Leg Width 09 0.0 0.0 
32 Ankle Rotation Θ(02) 3.3 2.7 74 Upper Body Width 00 0.0 0.0 
33 Ankle Rotation Θ(03) 3.1 2.9 75 Upper Body Width 01 0.0 0.0 
34 Ankle Rotation Θ(04) 3.3 3.1 76 Upper Body Width 02 0.0 0.0 
35 Ankle Rotation Θ(05) 3.7 2.4 77 Upper Body Width 03 0.0 0.0 
36 Ankle Rotation Θ(06) 3.3 1.5 78 Upper Body Width 04 0.0 0.0 
37 Ankle Rotation Θ(07) 3.0 2.0 79 Upper Body Width 05 0.0 0.0 
38 Ankle Rotation Θ(08) 2.6 2.8 80 Upper Body Width 06 0.0 0.0 
39 Ankle Rotation Θ(09) 2.2 2.8 81 Upper Body Width 07 0.0 0.0 
40 Ankle Rotation Θ(10) 1.9 2.0 82 Upper Body Width 08 0.0 0.0 
Ankle Rotation Θ(11) 2.0 1.9 41 83 Upper Body Width 09 0.0 0.0 
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Table 6: ANOVA for features extracted using local model adaptation 
f-statistic f-statistic 
x Feature Name 
Indoor Outdoor
x Feature Name 
Indoor Outdoor
0 Hip Rotation Θ(00) 45.5 17.7 42 Ankle Rotation Θ(12) 3.1 4.6 
1 Hip Rotation Θ(01) 38.1 21.5 43 Ankle Rotation Θ(13) 2.7 5.2 
2 Hip Rotation Θ(02) 29.5 19.3 44 Ankle Rotation Θ(14) 2.2 5.7 
3 Hip Rotation Θ(03) 29.9 18.5 45 Hip Rotation Mean 48.3 25.5 
4 Hip Rotation Θ(04) 31.3 16.6 46 Hip Rotation Amplitude 23.4 16.2 
5 Hip Rotation Θ(05) 28.8 15.6 47 Knee Rotation Mean 50.6 37.2 
6 Hip Rotation Θ(06) 22.5 15.3 48 Knee Rotation Amplitude 56.7 37.0 
7 Hip Rotation Θ(07) 14.3 18.6 49 Ankle Rotation Mean 4.4 5.8 
8 Hip Rotation Θ(08) 19.4 20.2 50 Ankle Rotation Amplitude 2.0 4.0 
9 Hip Rotation Θ(09) 25.6 20.9 51 Gait Speed 102.8 23.1 
10 Hip Rotation Θ(10) 27.0 22.9 52 Gait Frequency ω 146.4 84.2 
11 Hip Rotation Θ(11) 27.9 11.2 53 Y Motion Amplitude Ay 0.0 0.0 
12 Hip Rotation Θ(12) 38.9 14.5 54 Torso Height TW 17.1 17.7 
13 Hip Rotation Θ(13) 39.2 13.9 55 Torso Width TW 42.8 16.4 
14 Hip Rotation Θ(14) 41.2 13.5 56 Head Height HH 14.4 6.3 
15 Knee Rotation Θ(00) 50.1 40.6 57 Head Width HW 24.0 9.6 
16 Knee Rotation Θ(01) 37.9 45.0 58 Head dx HDX 64.5 20.4 
17 Knee Rotation Θ(02) 42.4 48.3 59 Head dy HDY 16.2 5.3 
18 Knee Rotation Θ(03) 50.7 51.4 60 Hip Width LWH 58.0 20.3 
19 Knee Rotation Θ(04) 41.6 42.5 61 Knee Width LWKU 71.5 31.6 
20 Knee Rotation Θ(05) 31.0 22.1 62 Knee Width LWKL 202.1 44.5 
21 Knee Rotation Θ(06) 22.9 22.9 63 Ankle Width LWA 202.0 36.7 
22 Knee Rotation Θ(07) 20.0 27.3 64 Leg Width 00 65.2 18.4 
23 Knee Rotation Θ(08) 28.3 23.8 65 Leg Width 01 81.3 27.2 
24 Knee Rotation Θ(09) 54.1 24.1 66 Leg Width 02 100.2 36.1 
25 Knee Rotation Θ(10) 63.7 25.8 67 Leg Width 03 136.2 47.8 
26 Knee Rotation Θ(11) 37.1 16.5 68 Leg Width 04 172.1 59.0 
27 Knee Rotation Θ(12) 28.7 9.4 69 Leg Width 05 186.1 56.2 
28 Knee Rotation Θ(13) 34.3 16.0 70 Leg Width 06 202.9 52.4 
29 Knee Rotation Θ(14) 42.6 26.9 71 Leg Width 07 304.5 54.0 
30 Ankle Rotation Θ(00) 2.7 5.6 72 Leg Width 08 358.2 52.6 
31 Ankle Rotation Θ(01) 3.8 5.0 73 Leg Width 09 206.2 44.6 
32 Ankle Rotation Θ(02) 3.9 4.1 74 Upper Body Width 00 89.0 14.8 
33 Ankle Rotation Θ(03) 3.5 3.2 75 Upper Body Width 01 80.7 16.9 
34 Ankle Rotation Θ(04) 3.8 3.3 76 Upper Body Width 02 77.8 17.5 
35 Ankle Rotation Θ(05) 4.2 3.0 77 Upper Body Width 03 80.0 19.3 
36 Ankle Rotation Θ(06) 3.7 2.3 78 Upper Body Width 04 83.2 19.3 
37 Ankle Rotation Θ(07) 2.7 2.3 79 Upper Body Width 05 59.6 19.1 
38 Ankle Rotation Θ(08) 1.8 3.2 80 Upper Body Width 06 48.0 14.1 
39 Ankle Rotation Θ(09) 1.5 3.9 81 Upper Body Width 07 28.9 9.7 
40 Ankle Rotation Θ(10) 1.4 3.6 82 Upper Body Width 08 39.7 11.2 
41 Ankle Rotation Θ(11) 1.7 3.9 83 Upper Body Width 09 27.7 8.2 
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Table 7: ANOVA for features extracted using hybrid model adaptation 
f-statistic f-statistic 
x Feature Name 
Indoor Outdoor
x Feature Name 
Indoor Outdoor
0 Hip Rotation Θ(00) 40.3 5.8 42 Ankle Rotation Θ(12) 11.0 3.4 
1 Hip Rotation Θ(01) 50.1 7.7 43 Ankle Rotation Θ(13) 7.0 1.9 
2 Hip Rotation Θ(02) 46.7 12.6 44 Ankle Rotation Θ(14) 2.8 1.8 
3 Hip Rotation Θ(03) 38.5 23.0 45 Hip Rotation Mean 35.7 8.6 
4 Hip Rotation Θ(04) 25.7 19.9 46 Hip Rotation Amplitude 45.5 17.6 
5 Hip Rotation Θ(05) 23.7 10.9 47 Knee Rotation Mean 31.2 7.5 
6 Hip Rotation Θ(06) 31.5 14.9 48 Knee Rotation Amplitude 54.0 18.0 
7 Hip Rotation Θ(07) 37.1 16.9 49 Ankle Rotation Mean 19.6 1.9 
8 Hip Rotation Θ(08) 32.6 17.3 50 Ankle Rotation Amplitude 1.6 6.8 
9 Hip Rotation Θ(09) 28.1 17.8 51 Gait Speed 102.8 21.6 
10 Hip Rotation Θ(10) 18.3 15.9 52 Gait Frequency ω 146.4 84.2 
11 Hip Rotation Θ(11) 24.9 12.1 53 Y Motion Amplitude Ay 87.3 24.9 
12 Hip Rotation Θ(12) 38.1 9.0 54 Torso Height TW 17.1 17.7 
13 Hip Rotation Θ(13) 45.2 6.9 55 Torso Width TW 42.8 16.4 
14 Hip Rotation Θ(14) 40.8 5.6 56 Head Height HH 14.4 6.3 
15 Knee Rotation Θ(00) 44.7 11.2 57 Head Width HW 24.0 9.6 
16 Knee Rotation Θ(01) 33.9 20.4 58 Head dx HDX 64.5 20.4 
17 Knee Rotation Θ(02) 31.4 19.3 59 Head dy HDY 16.2 5.3 
18 Knee Rotation Θ(03) 34.0 16.2 60 Hip Width LWH 58.8 20.5 
19 Knee Rotation Θ(04) 30.6 12.8 61 Knee Width LWKU 73.2 32.4 
20 Knee Rotation Θ(05) 20.0 7.7 62 Knee Width LWKL 202.6 42.4 
21 Knee Rotation Θ(06) 24.8 8.3 63 Ankle Width LWA 203.1 35.9 
22 Knee Rotation Θ(07) 29.9 7.9 64 Leg Width 00 116.8 32.9 
23 Knee Rotation Θ(08) 41.9 6.6 65 Leg Width 01 122.0 40.0 
24 Knee Rotation Θ(09) 47.7 5.1 66 Leg Width 02 109.1 49.7 
25 Knee Rotation Θ(10) 40.3 4.6 67 Leg Width 03 135.5 60.7 
26 Knee Rotation Θ(11) 31.7 5.4 68 Leg Width 04 256.5 64.0 
27 Knee Rotation Θ(12) 26.9 7.7 69 Leg Width 05 285.8 67.1 
28 Knee Rotation Θ(13) 41.5 19.4 70 Leg Width 06 280.2 62.6 
29 Knee Rotation Θ(14) 47.6 14.2 71 Leg Width 07 293.4 56.4 
30 Ankle Rotation Θ(00) 3.2 1.9 72 Leg Width 08 406.6 62.8 
31 Ankle Rotation Θ(01) 4.6 1.9 73 Leg Width 09 330.5 59.3 
32 Ankle Rotation Θ(02) 10.3 1.9 74 Upper Body Width 00 96.9 16.8 
33 Ankle Rotation Θ(03) 3.5 2.2 75 Upper Body Width 01 105.4 17.9 
34 Ankle Rotation Θ(04) 1.3 2.3 76 Upper Body Width 02 97.0 20.6 
35 Ankle Rotation Θ(05) 2.0 2.4 77 Upper Body Width 03 98.5 22.2 
36 Ankle Rotation Θ(06) 7.6 2.4 78 Upper Body Width 04 104.0 23.1 
37 Ankle Rotation Θ(07) 16.2 2.6 79 Upper Body Width 05 66.8 21.1 
38 Ankle Rotation Θ(08) 5.6 3.0 80 Upper Body Width 06 44.7 15.2 
39 Ankle Rotation Θ(09) 3.7 4.1 81 Upper Body Width 07 28.0 10.7 
40 Ankle Rotation Θ(10) 4.3 4.8 82 Upper Body Width 08 25.8 9.1 
41 Ankle Rotation Θ(11) 12.4 3.3 83 Upper Body Width 09 25.9 8.3 
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Table 8: ANOVA for features extracted using hybrid model adaptation (SDB) 
f-statistic f-statistic 
x Feature Name 
Indoor SDB 
x Feature Name 
Indoor SDB 
0 Hip Rotation Θ(00) 40.3 13.4 42 Ankle Rotation Θ(12) 11.0 0.4 
1 Hip Rotation Θ(01) 50.1 18.9 43 Ankle Rotation Θ(13) 7.0 3.8 
2 Hip Rotation Θ(02) 46.7 25.5 44 Ankle Rotation Θ(14) 2.8 9.1 
3 Hip Rotation Θ(03) 38.5 19.3 45 Hip Rotation Mean 35.7 1.8 
4 Hip Rotation Θ(04) 25.7 10.6 46 Hip Rotation Amplitude 45.5 0.8 
5 Hip Rotation Θ(05) 23.7 9.5 47 Knee Rotation Mean 31.2 3.3 
6 Hip Rotation Θ(06) 31.5 15.5 48 Knee Rotation Amplitude 54.0 11.7 
7 Hip Rotation Θ(07) 37.1 17.0 49 Ankle Rotation Mean 19.6 7.7 
8 Hip Rotation Θ(08) 32.6 15.5 50 Ankle Rotation Amplitude 1.6 2.8 
9 Hip Rotation Θ(09) 28.1 7.9 51 Gait Speed 102.8 0.6 
10 Hip Rotation Θ(10) 18.3 6.8 52 Gait Frequency ω 146.4 5.1 
11 Hip Rotation Θ(11) 24.9 6.8 53 Y Motion Amplitude Ay 87.3 29.5 
12 Hip Rotation Θ(12) 38.1 10.2 54 Torso Height TW 17.1 6.0 
13 Hip Rotation Θ(13) 45.2 17.7 55 Torso Width TW 42.8 38.5 
14 Hip Rotation Θ(14) 40.8 15.9 56 Head Height HH 14.4 4.8 
15 Knee Rotation Θ(00) 44.7 27.4 57 Head Width HW 24.0 0.9 
16 Knee Rotation Θ(01) 33.9 24.3 58 Head dx HDX 64.5 13.8 
17 Knee Rotation Θ(02) 31.4 5.6 59 Head dy HDY 16.2 14.3 
18 Knee Rotation Θ(03) 34.0 7.7 60 Hip Width LWH 58.8 26.4 
19 Knee Rotation Θ(04) 30.6 10.1 61 Knee Width LWKU 73.2 8.5 
20 Knee Rotation Θ(05) 20.0 10.1 62 Knee Width LWKL 202.6 7.0 
21 Knee Rotation Θ(06) 24.8 15.2 63 Ankle Width LWA 203.1 8.9 
22 Knee Rotation Θ(07) 29.9 17.3 64 Leg Width 00 116.8 26.3 
23 Knee Rotation Θ(08) 41.9 16.3 65 Leg Width 01 122.0 21.0 
24 Knee Rotation Θ(09) 47.7 21.5 66 Leg Width 02 109.1 11.0 
25 Knee Rotation Θ(10) 40.3 26.5 67 Leg Width 03 135.5 33.7 
26 Knee Rotation Θ(11) 31.7 25.4 68 Leg Width 04 256.5 77.0 
27 Knee Rotation Θ(12) 26.9 3.2 69 Leg Width 05 285.8 100.7 
28 Knee Rotation Θ(13) 41.5 4.3 70 Leg Width 06 280.2 30.7 
29 Knee Rotation Θ(14) 47.6 8.6 71 Leg Width 07 293.4 18.3 
30 Ankle Rotation Θ(00) 3.2 0.5 72 Leg Width 08 406.6 15.4 
31 Ankle Rotation Θ(01) 4.6 1.3 73 Leg Width 09 330.5 12.6 
32 Ankle Rotation Θ(02) 10.3 1.9 74 Upper Body Width 00 96.9 23.8 
33 Ankle Rotation Θ(03) 3.5 3.5 75 Upper Body Width 01 105.4 39.8 
34 Ankle Rotation Θ(04) 1.3 0.9 76 Upper Body Width 02 97.0 43.4 
35 Ankle Rotation Θ(05) 2.0 13.4 77 Upper Body Width 03 98.5 52.4 
36 Ankle Rotation Θ(06) 7.6 18.9 78 Upper Body Width 04 104.0 63.9 
37 Ankle Rotation Θ(07) 16.2 25.5 79 Upper Body Width 05 66.8 98.9 
38 Ankle Rotation Θ(08) 5.6 19.3 80 Upper Body Width 06 44.7 164.5 
39 Ankle Rotation Θ(09) 3.7 10.6 81 Upper Body Width 07 28.0 7.3 
40 Ankle Rotation Θ(10) 4.3 9.5 82 Upper Body Width 08 25.8 5.3 
41 Ankle Rotation Θ(11) 12.4 15.5 83 Upper Body Width 09 25.9 4.1 
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