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Abstract: The receptive fields of simple cells in the visual cortex can be un-
derstood as linear filters. These filters can be modelled by Gabor functions,
or by Gaussian derivatives. Gabor functions can also be combined in an ‘en-
ergy model’ of the complex cell response. This paper proposes an alternative
model of the complex cell, based on Gaussian derivatives. It is most important
to account for the insensitivity of the complex response to small shifts of the
image. The new model uses a linear combination of the first few derivative
filters, at a single position, to approximate the first derivative filter, at a series
of adjacent positions. The maximum response, over all positions, gives a signal
that is insensitive to small shifts of the image. This model, unlike previous ap-
proaches, is based on the scale space theory of visual processing. In particular,
the complex cell is built from filters that respond to the 2-d differential struc-
ture of the image. The computational aspects of the new model are studied in
one and two dimensions, using the steerability of the Gaussian derivatives. The
response of the model to basic images, such as edges and gratings, is derived
formally. The response to natural images is also evaluated, using statistical
measures of shift insensitivity. The relevance of the new model to the cortical
image representation is discussed.
Key-words: Biological vision, image representation, signal processing
Cellules Complexes et la Représentation de la
Structure Locale d’une Image
Résumé : Les champs récepteurs des cellules simples du cortex visuel peuvent
être inteprétées comme de filtres linéaires. Ces filtres peuvent être modélisés par
des fonctions de Gabor, ou par des dérivées gausiennes. Les fonctions de Ga-
bor peuvent également être utilisées dans le cadre d’un ‘modèle d’énergie’ de la
réponse d’une cellule complexe. Cet article propose un modèle alternatif des cel-
lules complexes, basé sur des dérivées gaussiennes. Il est très important de tenir
compte de la non-sensibilité de la réponse d’une cellule complexe à des petites
translations dans le plan image. Le nouveau modèle utilise une combinaison
linéaire des premières dérivées du filtre gaussien, en une seule position, pour ap-
proximer la première dérivée en des position adjacentes. La réponse maximale,
parmi toutes les positions, fournit un signal qui est insensible aux petits dé-
placements dans l’image. Ce modèle, contrairement aux approches précédentes,
est basée sur la théorie multi-échelle du traitement visuel. En particulier, la
cellule complexe est construite sur la base de filtres qui répondent à la structure
différentielle 2-d de l’image. Les aspects calculatoires du nouveau modèle sont
étudiés en une et deux dimensions, utilisant les propriétés d’invariance rota-
tionnelle des dérivées gaussiennes. La réponse du modèle à des images type,
comme des contours ou des grilles, est formellement obtenue. La réponse à des
images naturelles est également évaluée, utilisant des mesures statistiques de
l’insensibilité aux translations. La pertinence du nouveau modèle par rapport
à la représentation corticale d’une image est également discutée.
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It is useful to distinguish between simple and complex cells in the visual cortex,
as proposed by Hubel and Wiesel (1962). The original classification is based on
four characteristic properties of simple cells, as follows. Firstly, the receptive
field has distinct excitatory and inhibitory subregions. Secondly, there is spatial
summation within each subregion. Thirdly, there is antagonism between the
excitatory and inhibitory subregions. Fourthly, the response to any stimulus
can be predicted from the receptive field map. Cells that do not show these
characteristics can be classified, by convention, as complex.
The distinction between simple and complex cells has endured, subject to
certain qualifications (although an alternative view is described by Mechler and
Ringach, 2002). In particular, it has been argued that the principle character-
istic of complex cells is the phase invariance of the response (Carandini, 2006;
Movshon et al., 1978a). This means that a complex cell, which is tuned to a
particular orientation and spatial frequency, is not sensitive to the precise loca-
tion of the stimulus within the receptive field (Kjaer et al., 1997; Mechler et al.,
2002). If the stimulus consists of a moving (or flickering) grating, then phase
invariance can be quantified by the relative modulation a1/a0, where a1 is the
amplitude associated with the fundamental frequency of the response, and a0 is
the mean response (De Valois et al., 1982; Movshon et al., 1978a; Skottun et al.,
1991). If this ratio is less than one, then the cell can be classified as complex.
The standard model of the simple cell is based on a linear filter that is
localized in position, spatial frequency and orientation. The output of this filter
is subject to a nonlinearity, such as squaring, and may also be normalized by
the responses of nearby simple cells. The theoretical framework of this model is
well advanced (as reviewed by Carandini et al., 2005; Dayan and Abbott, 2001),
owing to the assumed linearity of the underlying spatial filters (Carandini et al.,
1997).
Although the physiology of the complex cell is increasingly well-understood,
(as reviewed by Martinez and Alonso, 2003; Spitzer and Hochstein, 1988), the
appropriate theoretical framework is less clear. It is useful to adopt the distinc-
tion between ‘position’ and ‘phase’ models that was made by Fleet et al. (1996)
in the analysis of binocular processing. It is invariance to position or phase that
is of interest in the present context. A position-invariant model of the complex
cell can be constructed from a set of filters at different positions (see sec. 1.1), as
described by Hubel and Wiesel (1962). Alternatively, a phase-invariant model
can be constructed from a pair of filters of different phases (see sec. 1.2), as
described by Adelson and Bergen (1985). The latter energy model has been
particularly successful in explaining the physiology of stereopsis (as reviewed by
Cumming and DeAngelis, 2001).
The present work is motivated by the difficulty of extending the energy model
to more complicated 2-d image-features and spatial transformations. These
extensions require a representation of the local image geometry, rather than the
local phase and frequency structure. The new approach, like the energy model,
is based on a set of odd and even linear filters that are located at the same
position. The outputs of these filters are nonlinearly combined, again as in the
energy model. The combination, however, involves the implicit construction of
spatially-offset subunits. The complete model, in this sense, can be seen as a
re-formulation of the Hubel and Wiesel (1962) scheme.
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The position and phase models will now be discussed in more detail, in
sections 1.1 and 1.2, respectively. It is also possible to build statistical models
of complex cells, by analyzing natural image-data, as discussed in section 1.3.
An overview of the new model, and its relationship to previous ideas, will be
given in section 1.4.
1.1 Position Invariance
Hubel and Wiesel (1962) suggested that the response of a complex cell might
be based on inputs from a group of simple cells. Suppose, for example, that
the simple cells are represented by linear filters of a common orientation, but
different spatial positions. If the responses of these filters are summed, then the
corresponding complex cell will be tuned to an oriented element that appears
anywhere in the union of the simple cell receptive fields (Spitzer and Hochstein,
1988). This scheme is the basis of the subunit model, which was further devel-
oped and tested by Movshon et al. (1978a,b). The results of these experiments
are consistent with the idea that the complex response is based on a group of
spatially linear subunits. The most straightforward way to combine the indi-
vidual responses would be by rectifying and summing them, but the maximum
could also be taken (Riesenhuber and Poggio, 1999). More complicated func-
tions could be computed by allowing local excitation and inhibition between
nearby subunits (Mel et al., 1998; Movshon et al., 1978a).
One attraction of the subunit model is that it is analogous to other hier-
archical models of visual processing. These include models of y-ganglion cells
(Hochstein and Shapley, 1976), simple cells (Alonso and Martinez, 1998; Hubel
and Wiesel, 1962), hypercomplex cells (Hubel and Wiesel, 1962) and inferotem-
poral cells (Riesenhuber and Poggio, 1999; Serre et al., 2007). The main dis-
advantage of the subunit model is that it is too general in its basic form. For
example, it allows arbitrarily complicated receptive fields to be constructed, as
there is no intrinsic constraint on the positions, orientations or spatial frequen-
cies of the subunits. Furthermore, if nonlinearities and local interactions are
allowed, then quite general computations could be performed by the resulting
network (Riesenhuber and Poggio, 1999). In contrast, the physiological data
shows that complex cells are consistently localized in position, orientation and
spatial frequency (Ferster and Miller, 2000; De Valois et al., 1982). Likewise,
complex cells are relatively invariant to small translations of the image, but not
to arbitrary geometric transformations (Hubel and Wiesel, 1962).
1.2 Phase Invariance
If a linear filter is applied to a sinusoidal signal, then the output is another
sinusoid, though generally of different amplitude and phase. Now suppose that
a pair of filters can be constructed, such that the corresponding outputs differ
in phase by π/2. It follows (from the identity sin2 θ + cos2 θ = 1) that the sum
of the squared outputs will be invariant to the phase of the input. This is the
basis of the energy model which has been used in studies of motion (Adelson
and Bergen, 1985; Heeger, 1988), stereopsis (Fleet et al., 1996; Sanger, 1988)
and spatial vision (Atherton, 2002; Emerson et al., 1992; Wundrich et al., 2004).
Alternatively, a phase-invariant response can be obtained from the dynamics of
a suitable network of phase-shifted cells (Chance et al., 1999; Tao et al., 2004).
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The application of the energy model to spatial vision is motivated by the
observed phase-differences in the receptive fields of adjacent simple cells. Indeed,
these receptive fields can be well-represented by odd and even Gabor functions
(Daugman, 1985; Jones and Palmer, 1987; Pollen and Ronner, 1983). An energy
model can be constructed from these filters, as described in appendix B. This,
however, puts strong constraints on the shape of the underlying filters. Strictly,
they should form a ‘quadrature pair’, meaning that they differ in phase by π/2,
but are otherwise identical (Adelson and Bergen, 1985). Although the exact
construction of such filters is well-known (via the Hilbert transform) it does
not seem biologically plausible. Moreover, the use of approximate quadrature
filters, such as Gabor functions, can lead to artefacts in the response (Lehky
et al., 2005).
There are two more important problems with the energy model, in the
present context. Firstly, there is no generally agreed way to combine energy
mechanisms across different frequencies and orientations (one approach is de-
scribed by Fleet et al., 1996). This is an obstacle to the construction of mech-
anisms that show more complicated invariances, such as those found in areas
MT and MST (Orban, 2008). Secondly, the quadrature filters that are best-
suited to the energy model are not convenient for the general description of 2-d
image-structure. The concept of phase itself becomes somewhat complicated
in two or more dimensions (Felsberg and Sommer, 2001), and the quadrature
representation of more complex image-features, such as edge curvature, is un-
clear. It must be emphasized that 2-d images contain important structures (e.g.
luminance saddle-points) that have no analogue in the 1-d signals to which the
energy model is ideally suited. This is less problematic in the case of motion
detection, where it often suffices to detect space-time orientation. A realistic
framework for spatial vision, however, must be capable of representing more
complex structures (Ben-Shahar and Zucker, 2004; Dobbins et al., 1987).
1.3 Statistical Models
Three statistical models of the complex cell are described here; slow feature
analysis, independent subspace analysis, and patchwise generalization. These
methods are complementary to the analytic models of sections 1.1 and 1.2. In
particular, the statistical models show that the phase and position models can
be obtained from abstract principles of neural coding.
Wiskott and Sejnowski (2002) present a model of the complex cell that is
based on slow feature analysis (Földiák, 1991). The input is the series of image-
patches that are observed as a small aperture moves across a set of natural
images. The objective is to learn a set of functions that map the temporally-
varying patch intensities to a number of approximately constant output signals.
These mappings are constructed from monomial functions of the intensities.
It is also necessary to impose temporal constraints on the learned filters (zero
mean, unit variance, decorrelation) to make the problem well-posed. It has
been shown that slow feature analysis leads to Gabor-like receptive fields, and
to energy-like mechanisms (Körding et al., 2004; Wiskott and Sejnowski, 2002).
This model of the complex cell has been developed in detail by Berkes and
Wiskott (2005), who have shown that many response properties can be predicted




A different statistical approach, independent subspace analysis, is described
by Hyvärinen and Hoyer (2000, 2001). Here the signal-vector that encodes the
local image-patch is projected onto a collection of different feature-subspaces.
The response is based on the norms of these projections, which means that
it is invariant to any signal-transformation that can be parameterized by the
directions of the projected vectors. The subspaces themselves can be learned
by multidimensional Independent Component Analysis, in which the statistical
dependencies between the norms of the projected vectors are minimized.
A third statistical approach has been developed by Karklin and Lewicki
(2009), who address the problem of generalization across different image-patches
that have been sampled from the same part of the scene (e.g. foliage vs. rocks).
This is done by parameterizing the complete patch-covariance matrix (of size
n2×n2 if each patch has n2 pixels) by a collection of oblique axes and associated
weights. When presented with a particular patch, the model deforms the covari-
ance matrix along the oblique axes, in order to best represent the observation.
A system of axes and weights that provides a compact representation is learned
from the data. The axes themselves correspond to filters in the original pixel
coordinates. Karklin and Lewicki (2009) show that these filters are localized
in space, orientation and frequency, and that they can be used to construct a
model of the complex cell.
1.4 Present Approach
The classical scale space model of spatial vision includes the natural represen-
tation for both 1-d and 2-d image-structure, as well as an exact and rigorous
way to parameterize spatial frequency and orientation (Koenderink, 1984). The
scale space is a continuum of increasingly blurred images, which are obtained
by convolution with a Gaussian filter. This can also be viewed as the solution
of the diffusion equation, with the initial conditions supplied by the original
image. The spatial derivatives of the blurred image are well-conditioned, and
can be obtained directly by convolution with derivative of Gaussian filters. The
complete local structure of the image can be expressed by suitable combina-
tions of these derivatives (Koenderink and van Doorn, 1987). Spatial frequency
is parameterized by the scale dimension, while orientation is parameterized by
the steerability of the derivative operators (Freeman and Adelson, 1991). The
complete set of derivatives, at a given point, represents the local jet, as de-
scribed in appendix A. The Gaussian derivatives are ubiquitous in computer
vision (Canny, 1986; Harris and Stephens, 1988), and have also been used in
biological models of motion processing (Johnston et al., 1992; Simoncelli and
Heeger, 1998) and spatial vision (Georgeson et al., 2007).
The Gaussian derivatives, like the Gabor functions, can be used to model the
receptive fields of simple cells (Hawken and Parker, 1987; Young and Lesperance,
2001; Young et al., 2001). A disadvantage of the Gaussian derivatives, however,
is that they are not suitable for use in the energy model. This is primarily
because the odd and even filters are not matched in spatial frequency. The
present work uses Gaussian derivatives to construct a new model of the complex
cell, which is functionally comparable to the energy model. Furthermore, the
new model inherits the rigour of the scale space model, as described above.
A minimal overview of the new model will now be given. Let S(x ) be the
original scalar image, where x = (x, y)⊤, and consider a spatial array of simple
RR n° 7485
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cells, parameterized by preferred frequency and orientation. These receptive
fields will be modelled by k-th order directional derivatives of the Gaussian
kernel, Gk(x , σ, θ) = (v · ∇)kGk(x , σ) where σ is the spatial scale, θ is the ori-
entation, and v = (cos θ, sin θ)⊤. The simple cell representation Sk(x , σ, θ) is
given by the convolution of these filters with the image:
Sk(x , σ, θ) = Gk(x , σ, θ) ⋆ S(x ). (1)
In particular, consider the magnitude of the first derivative signal, |S1(x , σ, θ)|.
This will be large if there is a step-like edge at x , with the luminance boundary
perpendicular to v . Now suppose that the edge is shifted by some amount
in direction v . This means that the magnitude |S1(x , σ, θ)| will fall, but the
nonlinear function
C(x , σ, θ) = max
t
∣
∣S1(x + tv , σ, θ)
∣
∣, where |t| ≤ ρ (2)
will remain large, unless the shift exceeds the range ρ. Equations (1 & 2) will be
the basic models of simple cells Sk(x , σ, θ) and complex cells C(x , σ, θ) in this
paper (formal derivations are given in sec. 2). The complex cell, which inherits
the scale and orientation tuning (σ, θ), has a receptive field of radius ρ, centred
on position x . It can be seen that (2) is just a special case of the Hubel and
Wiesel (1962) subunit model, with simple cells distributed along the spatial axis
v , and ‘max’ being the combination rule. It has already been argued, in section
1.1, that this model is too general. For example, there is no natural limit on
the size ρ of the complex receptive field in (2).
Suppose, however, that access to the first-order directional structure around
position x is replaced by access to the higher-order directional structure at
position x . Mathematically, this means that the function S1(x + tv , σ, θ) of
the scalar t is replaced by the values Sk(x , σ, θ) indexed by k = 1, . . . ,K. This
is interesting for three reasons: Firstly, the model becomes inherently local,
because the filters Gk that compute the values Sk are now centred at the same
point x . Secondly, the filters Gk are symmetric or antisymmetric about the
point x , and therefore resemble the Gabor functions used in the energy model.
Thirdly, the values Sk can be obtained from a linear transformation of the K-th
order local jet at x , and so this scheme is compatible with the scale space theory
described above.
To be more specific, it will be shown that the first-order structure in the
neighbourhood x + tv , as in (2), can be estimated from a linear combination of
the directional derivatives Sk,




Pk(t)Sk(x , σ, θ) (3)
where the functions Pk(t) are fixed polynomials. This approximation will then
be substituted into the right-hand side of (2). It will be shown in section 2.3 that
the approximation (3) can be motivated by a Maclaurin expansion in powers of
t. This can also be interpreted, as shown in figure 1, as the synthesis of spatially
offset filters, using the Gaussian derivatives as a basis. A matrix formulation
of this model will be given in section 2.4. An optimal (and image-independent)
construction of the polynomials Pk(t) will be given in section 2.5. The case
in which the derivatives on the right-hand side of (3) are in another direction
φ 6= θ, is treated in section 2.6.
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1.5 Overview & Contributions
The model presented in this paper is quite different from the previous ap-
proaches, as explained above. The main contribution is a ‘differential’ model of
the complex cell, which is exactly steerable, and which fits naturally into the
geometric approach to image analysis (Koenderink and van Doorn, 1987). This
shows that it is possible to analyze the local image geometry, and to obtain a
shift-invariant response, using a common set of filters.
The body of the paper is organized as follows. The necessary definitions
are made in section 2.1, followed by a formal statement of the new approach
in sections 2.2–2.3. An algebraic representation of the approach is developed
in 2.4. This leads to an optimization problem, which is solved by least-squares
methods in 2.5. It is shown in section 2.6 that the new model (unlike Gabor-
based models) is exactly steerable. Section 2.7 describes a biologically plausible
implementation of the max operation.
The new model is evaluated in section 3. Firstly the accuracy of the least-
squares solution is established in section 3.1, by comparison with a series expan-
sion. The exact response of the model to a range of basic stimuli (such as edges
and gratings) is analyzed in section 3.2. These results have not been collected
elsewhere, although the methods are standard. Some experiments with natural
images are described in 3.3, using the cost-function of slow-feature analysis as
a criterion. Conclusions and future directions are stated in section 4.
2 Differential Model
The following notation will be used here. Matrices and vectors are written in
bold, e.g. M , v , where M ⊤ is the transpose, and M+ is the Moore-Penrose
inverse (Press et al., 1992). The Kronecker product of matrices is M ⊗N . The
convolution of functions is F (x)⋆G(x) =
∫∞
−∞
F (x−y)G(y) dy. Some properties
of the Gaussian derivatives Gk(x, σ) will be reviewed in the following section.
2.1 Gaussian Derivatives
There is no particular spatial scale at which a natural image should be ana-
lyzed. It is therefore desirable to represent the image in a scale space, so that a
range of resolutions can be considered (Koenderink and van Doorn, 1987). The
preferred way to do this is by convolution with a Gaussian kernel. It follows
that the structure of the image, at a given scale, can be analyzed via the spatial
derivatives of the corresponding Gaussian. The k-th order derivatives of a 1-d




















where G0(x, σ) is the original Gaussian, k is a positive integer, and Hk(x) is the
k-th Hermite polynomial. The first four Hermite polynomials are, for reference,
H0(x) = 1, H1(x) = 2x, H2(x) = 4x2 − 2, and H3(x) = 8x3 − 12x. The first
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seven Gaussian derivatives are shown in column one of figure 1. It will also be












which are defined so that
∫
|Gkk(x)|dx = 1. In particular, G00 and G11 are the
L1-normalized blurring and differentiating filters, respectively. This superscript
notation will not be used unless a particular normalization is important (e.g. in
sec. 3.2).
The two-dimensional Gaussian derivative, in direction θ with x = (x, y)⊤,
will be written Gk(x , σ, θ) = (v · ∇)kGk(x , σ), as in section 1.4. Two spe-
cial properties of these filters should be noted. Firstly, the filter Gk(x , σ, θ) is
separable in the local coordinate-system that is defined by the direction of dif-
ferentiation. This means that the 2-d filter can be obtained from the product
of 1-d filters Gk(xθ, σ) and G0(yθ, σ). Secondly, the Gaussian derivatives are
steerable, meaning that Gk(x , σ, θ) can be obtained from a linear combination
of derivatives in other directions, Gk(x , σ, φj), where j = 1, . . . , k + 1. These
facts make it possible to analyze a multidimensional filter, in many cases, in
terms of 1-d functions (Freeman and Adelson, 1991).
The first derivative, G1, will be used as the basic model of a complex sub-
unit (which is also a simple cell receptive field). This choice is motivated by
two observations. Firstly, it is well established that gradient filters can be used
to detect edges, as well as more complex image-features (Canny, 1986; Harris
and Stephens, 1988). Secondly, G1 is the first zero-mean filter in the local-
jet representation of the image (see appendix A), which is physiologically and
mathematically convenient. The extension to higher-order subunits is straight-
forward, as discussed in section 4.2.
2.2 Filter Arrays
This section will put the system of simple cells, introduced in section 1.4, into
a standard signal processing framework. This will be done in 1-d, in order to
simplify the notation. The extension to 2-d is straightforward.
The 1-d version of the simple cell response (1) is Sk(x, σ) = Gk(x, σ) ⋆S(x).
It follows that the shifted first derivative in (2) can be computed from S1(x +
t, σ) = G1(x, σ) ⋆ S(x + t). If the signal translates by an amount u, then this
becomes




G1(x− t, σ)S(x− u) dx.
(7)
where the antisymmetry of G1(x, σ) has been used. Note that the result is the
negative correlation of the signal S(x− u) and the offset filter G1(x− t, σ). It
is evident that if t could be kept equal to u, then the signal shift would have
no effect on the basic response S1(x, σ). It may be noted that the negation in
(7) is convenient, because it turns the standard step-edge correlation
∫
G1(x−




It was established in the section 2.2 that the response S1(x+ t, σ) can be con-
structed from the offset filters G1(x− t, σ). This means that the desired approx-
imation (3) can be treated as a filter-design problem. The following notation
will be adopted for the offset filters:
F (0, x) = G1(x, σ)
F (t, x) ≈ G1(x− t, σ)
(8)
which also depend on the spatial scale and derivative order, but it will not be
necessary to make this explicit in the notation. It will suffice to analyze a single
filter which, without loss of generality, is located at the origin x = (0, 0)⊤ of
the spatial coordinate-system. The linear response of this filter is defined in
relation to (7) as
R(t, u) = −
∫ ∞
−∞
F (t, x)S(x− u) dx. (9)
The complex response at x = (0, 0)⊤, with reference to (2), can now be expressed






∣ where |t| ≤ ρ. (10)
The actual value of u, in general, has no particular significance. It will be
more important to consider the response R(t, u) as u changes. In particular,
suppose that |R(t, u)| is high at the stimulus position u = u0. If the response is
insensitive to slight translation of the signal, then ∂2C
/
∂u2 ≈ 0 at u0.
The approximation problem in (8) will now be addressed. The filter F (t, x)
can be defined in relation to the Maclaurin expansion of G1(x − t, σ) with
respect to the offset t, as indicated in (8). If image-derivatives up to order K
are available, then the approximation is































where (12) follows by substituting the Hermite polynomial expression (4) into
(11), and using the fact that (−1)k(−1)k+1 = −1 for all k. The Hermite for-
mulation (12) is primarily of theoretical interest. The key observation is that
the filters Gk+1(x, σ) in (11) are precisely those that compute the local jet co-
efficients, of order 1, . . . ,K, at the point x = 0. In other words, the family of
shifted filters F (t, x) has been obtained from the family of non-shifted deriva-
tives Gk(x, σ). It can also be seen from (12) that the estimated function F (t, x)
decreases to zero for large |x|, as expected. This follows from the exponential
tails of the G(x, σ) factor.
The definition (11) is usable in practice, as will be shown in section 3.1.
There are, however, two difficulties with the scheme described above. Firstly,
although F (t, x) is an approximation of G1(x − t, σ), the nature of this ap-
proximation is obscure (the order of contact is being maximized). Secondly, as
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expected, the approximation (11) is not well-behaved for large |t|. Both of these
problems can be addressed by replacing the Maclaurin series with a more flex-
ible construction of F (t, x). This is done by substituting a general polynomial
Pk(t) in place of each monomial (−t)k/k! in (11), leading to





The K polynomials Pk(t) are constructed from standard monomial basis func-
tions tj and coefficients cjk. The order of each polynomial will be K − 1, for






tjcjk where 1 < k ≤ K. (14)
The problem has now been altered to that of finding K2 appropriate coefficients










where F (t, x) is the family of filters defined in (13), and C is the matrix of
coefficients cjk. This optimization scheme generalizes immediately to filters in
any number of dimensions. The simple Maclaurin scheme (11) remains a useful
model, because the optimal polynomials are, in practice, close to the original
monomials Pk(t) ≈ t(k−1), as can be seen in figure 1.
It is important to note that, once the coefficients cjk have been estimated,
the location of the synthetic filter F (t, x) can be varied continuously with respect
to the offset t. Any set of translated filters F (ti, x) can be obtained, provided
|ti| ≤ ρ for i = 1, . . .M , by re-sampling the monomial basis functions as tji and,
then repeating (13 & 14). Furthermore, the principle of shiftability states that
the convolution f(x − t) ⋆ s(x) can be represented in a finite basis f(x − ti),
provided that the filter f is bandlimited (Perona, 1995; Simoncelli et al., 1992).
The filters F (t, x) are not bandlimited, but they do decay exponentially, as the
Fourier transforms have a Gaussian factor. This means, in practice, that the
linear response R(t, u) in (9) can be represented by a suitable discretization
R(ti, u), where the shift-resolution ∆t = 2ρ/(M − 1) can be chosen to achieve
any desired accuracy.
2.4 Matrix Representation
It will be convenient to represent the filter construction in terms of matrices.
This results in a compact formulation, and prepares for the least-squares esti-
mation procedure that will be introduced in section 2.5. Suppose that M filters,
each of length N are to be constructed, and that the highest available deriva-
tive is of order K. Each filter will be represented as a row-vector, so that the
collection of offset filters forms an M × N matrix F . Note that this represen-
tation applies in any number of dimensions, provided that the positions of the
filter-samples are consistently identified with the column-indices of F .
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The columns of another matrix P will contain the K polynomials Pk(t) from
equation (14). These polynomials must be sampled at M points ti, hence P has
dimensions M×K. Let the sampled monomial basis functions tji be the columns
of the matrix B , which must therefore have the same dimensions, M ×K. The
monomials are weighted by the K ×K matrix of coefficients C , such that
P = BC (15)
where column k of C contains the coefficients of Pk. Let each row of the K×N
matrix G contain the sampled Gaussian derivative Gk(xi, σ). Each offset filter
should be a linear combination of the Gaussian derivatives, constructed from
the polynomials Pk. It follows from (13) that
F = PG. (16)
Let the column-vector s contain the sampled signal, s =
(




This means that the response-vector r =
(








This clearly shows that the response r is simply a linear transformation P of
the K-th order Gaussian jet, Gs =
(




is that the filter-bank F need not be explicitly constructed; rather, the response
r is computed directly from the K image derivatives Sk at x .
2.5 Unconstrained Estimation
It will now be shown that the K2 unknown coefficients, contained in the matrix
C , can be obtained by standard least-squares methods. It should be emphasized
that this is a filter-design problem; the matrix P is fixed for all signals, and the
response r is obtained according to (17).
Let the M ×N matrix F⋆ contain the true derivative filters, such that the
ij-th element is G1(xj − ti, σ). The approximation F ≈ F⋆ can be expressed,
according to (15 & 16), as the product
F⋆ ≈ BCG. (18)
Recall that the ‘vec’ operator stacks the columns of an M × N matrix into
a single MN × 1 vector. If both sides of (18) are stacked in this way, then
the identity vec(XYZ ) = (Z⊤⊗ X ) vec(Y ) can be applied, where ‘⊗’ is the
Kronecker product. This leads to the standard least-squares problem vec(F⋆) ≈
(G⊤⊗B) vec(C ), which can be solved by the Moore-Penrose inverse:
vec(C ) = (G⊤⊗B)+ vec(F⋆). (19)
This formulation is, however, computationally inefficient. Although the inverse
distributes over the Kronecker product, (G⊤⊗B)+ = (G+⊤⊗B+), the resulting
matrix is of size K2×MN , where the number of filter-samples N could be large
(especially in higher dimensions). A more practical formulation can be obtained
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Estimated Ideal
Figure 1: Construction of offset filters. Column 1: The Gaussian derivatives
Gk(x, σ), scaled for display, of orders 1, . . . ,K, where K = 7. Column 2:
The corresponding polynomial interpolation functions Pk(t), of order K − 1.
Note that Pk(t) resembles the monomial t(k−1). Column 3: Estimated filters,
F (tj , x) which are offset versions of G1(x, σ). Column 4: Ideal filters F⋆(tj , x).
The synthesis equation is F (tj , x) =
∑
k Pk(tj)Gk(x, σ), where each weight
Pk(tj) corresponds to the j-th dot on the k-th polynomial in column two.
This formulation requires two Moore-Penrose inverses, which can be computed
from the singular-value decompositions of the monomial basis and Gaussian
derivative matrices B and G, respectively. It is, however, more efficient to
solve this problem using QR decompositions, as follows.
There are, in practice, more offsets than derivative filters M > K, as well

























−4 −2 0 2 4 −4 −2 0 2 4
Figure 2: Synthesis of orientation-tuned subunits. The nine filters were synthe-
sized from eight oriented derivatives centred at the origin (with of σ = 1). The
steered-additive solution of section 2.6.3 was used. Middle row: The G1 filter
is steered to the axes of a hexagonal lattice; θ = 0◦, 60◦, 120◦. Top and bot-
tom rows: Offset filters, synthesized at shifts of t = ±ρ in the corresponding
directions (with ρ = 1.5). Note that each column can be interpreted as three
subunits of an orientation-tuned complex cell. The filter amplitudes are scaled
to the range [−1, 1], with contour lines separated by increments of 0.2 units.
full column-rank K, and can be factored as B = QBRB . The derivative matrix
has full row-rank K, and so its transpose can be factored as G⊤ = QGRG. It
follows that the solution (20) can be obtained via






The M ×K matrix B depends on the variable number M of offsets, and so the
behaviour of (21) with respect to M is important. If the standard monomial
basis is used, then B is the well-known Vandermonde matrix. This construction
is potentially unstable, and so it might be better to use a different basis (Press
et al., 1992). In practice however, no difficulties were encountered with either
the SVD or QR algorithms described above. For example, the monomial matrix
B that was used in the construction of figure 1 had dimensions 21 × 7, and
reciprocal condition number of 0.012, which is well within the acceptable range




The least-squares construction of the filters F was described in the preceding
section. The method is quite usable, but has two shortcomings. Firstly, if one
of the shifts ti is zero, then F (0, x) ≈ G1(x, σ), but it would be preferable to
make this an exact equality, so that the original filter is returned as in (8). The
second shortcoming of the method in 2.5 is that, in two or more dimensions,
the orientation of the derivative filters in the basis-set G may not match that
of the target-set F⋆. Both of these problems will be solved below.
2.6.1 Additive Solution
The requirement F (0, x) = G1(x, σ) is satisfied by an additive model, in which
the polynomial P1(t) that weights G1(x, σ) is always unity, and all other poly-
nomials pass through zero when t = 0. This implies the following partitioning
















where 1 is the column-vector of M ones, and 0 is the column-vector of (K − 1)
zeros. The 1×N vector g1 contains the first derivative filter G1(x, σ), while the
(K − 1) × N matrix G∆ contains the higher-order filters. The columns of the
M×(K−1) matrix B∆ contain the sampled monomials, excluding the constant
vector 1 . The unknown matrix C will be recovered in the form indicated, where
C∆ has dimensions (K − 1)× (K − 1).
The product of B and C , as in (15), now gives P = (1 P∆), where the
columns of P∆ = B∆C∆ are polynomials without constant terms. It follows
that the product PG, as in (16), gives the additive approximation
F⋆ ≈ 1g1 +B∆C∆G∆ (23)
where 1g1 is the rank-one matrix containing M identical rows g1. Note that
if the i-th row of F⋆ corresponds to t = 0, then the i-th row of B∆C∆ must
be zero, this being the evaluation of the polynomials
∑K−1
j=1 t
jcjk at t = 0. It
follows that the i-th row of F⋆ is exactly recovered from (23) as g1, and so the
constraint F (0, x) = G1(x, σ) has been imposed.
The unknown coefficients C∆ are recovered by subtracting 1g1 from F⋆, and








where the matrices B+∆ and G
+⊤
∆ can be obtained from the QR factorizations
of B∆ and G∆, by analogy with (21).
2.6.2 Steered Solution
In two (or more) dimensions, it is assumed that the desired filters G1(x− t, θ, σ)
have a common orientation, where v = (cos θ, sin θ)⊤ is the direction of the
derivative in 2-d. This leads to invariance with respect to translations of the
signal in the given direction. The basis filters Gk(x, σ, θ), however, will typically
have a range of orientations φℓ 6= θ. This problem can be solved as follows.
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Recall from section 2.1 that the k-th order Gaussian derivative is steerable
with a basis of size k + 1. Now suppose that row k of the matrix G is replaced
by k+1 rows, containing sampled filters Gk(x, φℓ, σ) at ℓ = 1, . . . , k+1 distinct





(k + 1) = 12K(K + 3). (24)
It follows that there is a K ×MK ‘steering’ matrix D such that G = DGφ is
exactly the K×N matrix of derivatives at the desired orientation. Moreover, if
the approach of section 2.5 is applied to the MK×N matrix Gφ, then a solution
F = BCφGφ = BCG (25)
will be obtained. It follows that the two coefficient matrices are related by
Cφ = CD . In summary, if the matrix G contains a sufficient number MK of
differently oriented filters, then a set of translated filters F can be approximated
in any common orientation θ. There is no change to the algorithm described in
section 2.5.
2.6.3 Additive Steered Solution
The steered solution, as described in the previous section, will not automatically
be additive, in the sense of (23). This problem will be solved, with reference to
section 2.6.1, by putting an explicitly steered filter gθ in place of g1. The first
derivative can be steered with respect to a basis of filters at distinct orientations
φ1 and φ2 (these would be the first two rows of the MK ×N matrix Gφ). The














where θ, φ1 and φ2 are known angles. This system can be solved exactly for the
unknown coefficients p1 and p2, resulting in
p1 = sin(φ2 − θ)/δ and p2 = sin(θ − φ1)/δ
where δ = sin(φ2 − φ1).
(26)
It may be noted that if φ1 = 0 and φ2 = π/2, then the solution reduces to the
usual coefficients p1 = cos θ and p2 = sin θ for the construction of the directional
derivative from d/dx and d/dy. The additive steered approximation can now
be defined, using the new filter G1(x , θ, σ), as
F⋆ ≈ 1gθ +B∆Cφ∆Gφ∆ where gθ = p1gφ1 + p2gφ2 . (27)
This system can be solved in the same way as (23). Note that the higher-order
filters in Gφ∆ will be implicitly steered, as described in section 2.6.2.
2.7 Invariant Response
The spatial filters F (ti, x), at M different offsets ti, have now been constructed.
The additive solution (23) is recommended for 1-d filters, while the additive
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steered solution (27) is recommended in 2-d. Each of the M filters is convolved
with the translating stimulus S(x − u), which results in M linear response-
functions R(ti, u), as in (9). A single response, that is approximately invariant
to the shift u, will now be obtained by computing the maximum over ti, as in
(10). This will be done using the neurally plausible ‘softmax’ function (Bridle,
1989), which does not involve any search procedure. The same approach is used
by Riesenhuber and Poggio (1999) in the ‘hmax’ model of inferotemporal cells.
The absolute responses |R(ti, u)| are first mapped to weights Wβ(ti, u) ∈












This mapping, which is monotonic, is controlled by the parameter β ≥ 0. If
β = 0 then Wβ(ti, u) = 1/M , and the mean response, over all offsets, is obtained.
More importantly, if β → ∞, then Wβ = 1 for the largest of the R(ti, u), and
Wβ = 0 for the others. It follows that the maximum absolute value of R(ti, u),









It is important to determine a finite but sufficiently large value for β. It will be
shown below that this parameter is related to the shape of the response function
R(0, u).
The appropriate range for β will now be derived, as determined by the
bound that is stated by Yuille and Geiger (2003). Suppose, in general, that the
M softmax inputs are
Y = {x, y1, . . . , yM−1}, where x > yi for all i. (31)
The softmax over Y will be the true maximum if the weight associated with x
is 1, while the weights of the yi are zero. Hence, to find a good approximation,
choose a small value ǫ, and require that the x weight be at least 1 − ǫ. The
‘worst case’ is that all of the yi are equal to the same value y, meaning that
M − 1 inputs could be almost as large as x. The worst case x and y weights, at
the ǫ-bound, are therefore
1− ǫ = exp(βx)
/
Σ and ǫ = (M − 1) exp(βy)
/
Σ (32)
respectively. Note that the yi weights are all equal to ǫ, and that the denomi-
nator is Σ = exp(βx) + (M − 1) exp(βy), by analogy with (28). Now consider





(M − 1) exp(βy) , (33)
and let δ = x−y be the difference between the largest and second largest inputs
(even if the yi are unequal). Equation (33) can be solved for β, leading to the
conclusion









as in (Yuille and Geiger, 2003). If β = β0, then the true maximum is weighted
by 1 − δ in the worst case, and by more in general. The number of filters M ,
and the tolerance ǫ in (34) are known. The response increment δ can also be
determined, in the following way.
Suppose, without loss of generality, that the signal shift u is zero, and that
the function R(t, 0) has been determined from a given model of the input signal.
If R(t, 0) is symmetric and non-increasing around the local maximum R(0, 0),
then the difference between the largest and second-largest responses in (34) is
δ = R(0, 0)− R(±∆t, 0), where ∆t = 2ρ/(M − 1) is the filter-separation. This
means that the appropriate choice of softmax parameter β in (28) is effectively
determined by the curvature of the sampled response R(ti, 0) around the maxi-
mum. It will be shown in section 3.2 that simple expressions for R(t, u) can be
obtained for several idealized stimuli. This means that, for any tolerance ǫ, a
suitable parameter β can be explicitly computed from (34).
It should be noted that any monotonically increasing function of |R(t, u)|
could be used in the present model. In particular, |R(t, u)|2 could be used. The
square would arguably be closer to the physiological data (Heeger, 1992), and
would have the additional benefit of making the response differentiable, as well
as non-negative.
3 Evaluation
Two issues are addressed in this evaluation, as follows. Approximation: The ac-
curacy of the least-squares algorithms from sections 2.5 and 2.6 is established in
section 3.1. Characterization: The response of the underlying model from sec-
tion 1.4 to basic stimuli, as well as to natural images, is analyzed in sections 3.2
and 3.3 respectively. Note that the issues of approximation and characteriza-
tion are addressed separately, in order to avoid mixing different sources of error.
Hence section 3.1 will evaluate the approximate filters F , while sections 3.2 and
3.3 will analyze the ideal filters F⋆.
3.1 Approximation Error
The accuracy of the filter approximations will be evaluated in this section, and
it will be shown that the least-squares methods are superior to the original
Maclaurin expansion. The evaluation is based on the root mean-square error
(rmse) between the target and synthetic filters.
The accuracy of a given filter-synthesis method is determined by two vari-
ables; the range of offsets, and the number of available derivatives (size of the
basis). Better approximations can, in general, be obtained by reducing the
range of offsets and/or increasing the size of the basis. The range ρ = 1σ is the
smallest that results in a unimodal impulse response, as will be shown in section
3.2.1. It is therefore important to analyze the approximations over this range.
In addition, the larger range ρ = 1.5σ will be analyzed. This leaves the size of
the basis (for which there is no prior preference) to be varied in each case.
The method of evaluation is illustrated in figure 3. It can be seen that the
furthest-offset filters begin to depart from the target shape. The rmse between
the ideal and approximate filters, for each test, was measured over 51 offsets ti in
the range ±ρ. Each filter was sampled at 101 points xj in the range ±6σ, which
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contains the significantly nonzero part of all filters (see fig. 3). The absolute size
of the rmse obviously depends on this choice of x-sampling. Hence a normalized
error was computed, by dividing the least-squares rmse by the corresponding
Maclaurin rmse, using the same sampling in each case. The results are given
in tables 1 and 2, for ranges of ρ = 1.0σ and ρ = 1.5σ, respectively. The results
are reported over a range of realistic basis-sizes, from K = 4 to K = 10.
Each number in the tables 1 and 2 involves a sum over offsets ti and samples
xj , as described above. It is also interesting to sum over xj only, in order to
reveal the quality of the approximation with respect to the offset. This measure
is plotted in figure 4. In the case of the Maclaurin approximation (top row) it can
be seen that the error increases rapidly and monotonically with respect to the
offset. The pattern is more complicated for the least-squares approximations,
because the error has been minimized over an interval ±ρ, which effectively
truncates the basis functions in x. Nonetheless, the lines corresponding to the
different basis-sizes remain nested; they cannot cross, because increasing the size
of the basis cannot make the approximation worse. It is, however, possible for
the lines to meet. In particular, the unconstrained lines meet in pairs at t = 0.
This is because the target function at zero offset is anti-symmetric. It follows
that the incorporation of a symmetric basis function G2k cannot improve an
existing approximation of order 2k−1. In the case of the additive approximation,
all lines meet at t = 0, where the error is zero by construction.
Maclaurin, K=8 Maclaurin, K=7
Additive, K=8
x
−6 −4 −2 0 2 4 6
Additive, K=7
x
−6 −4 −2 0 2 4 6
Figure 3: Filter deformation. Top left: The eighth-order Maclaurin synthesis
(11) of filters σ = 1, over a range ρ = ±1.5σ of offsets. Large errors are visible
in the most extreme filters. Top right: The approximation is much worse if the
order of the basis is reduced by one. Bottom left, right: The least-squares
approximation is much better, even if the additivity constraint is enforced.
3.2 Response to Basic Signals
A number of basic signals will be introduced below, and the ideal responses
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Offset
Figure 4: Error vs. offset. Top row: The Maclaurin error rises quickly as the
target filter is offset from the centre of the basis. Each line represents a different
basis-size, k = 3, . . . , 12, as indicated. The left and right plots show ranges
ρ = 1σ, and ρ = 1.5σ, respectively. Middle row: The unconstrained least-
squares approximation is much better, especially for high-order bases. Bottom
row: The additive approximation is also good, and ensures that the error is
zero when there is no offset (as in the Maclaurin case).
Order 4 5 6 7 8 9 10
100×rmse mac 1.170 0.509 0.203 0.076 0.027 0.009 0.003
unc/mac 0.352 0.257 0.168 0.126 0.085 0.064 0.044
add/mac 0.461 0.262 0.207 0.127 0.100 0.064 0.050
Table 1: The first row gives the rms error of the Maclaurin approximation, of
orders 4–10, over the range ρ = ±1.0σ. The second and third rows give the rela-
tive rms errors of the unconstrained and additive approximations, respectively.
least-squares approximations (sec. 2.5–2.6.3) will be ignored. This is primarily
in order to obtain useful results, but there are two further justifications. Firstly,
it has been demonstrated in the preceding section that the approximations are
good, over an appropriate range ρ. Secondly, the approximation error can be
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Order 4 5 6 7 8 9 10
100×rmse mac 5.511 3.617 2.184 1.226 0.646 0.322 0.152
unc/mac 0.288 0.204 0.132 0.097 0.065 0.049 0.033
add/mac 0.384 0.213 0.165 0.100 0.078 0.049 0.038
Table 2: The first row gives the rms error of the Maclaurin approximation, of
orders 4–10, over the range ρ = ±1.5σ. The second and third rows give the rela-
tive rms errors of the unconstrained and additive approximations, respectively.
made arbitrarily low, by using a large enough basis for the given range. The
derivations are accompanied by numerical computations, which are used to
verify the analysis.
Recall that the offset filters F (t, x) are copies of the Gaussian derivative
G1(x, σ). It follows from (9) that the response function is covariant to the shift
t, in the sense that
R(t, u) = R(0, u− t). (35)
It therefore suffices to obtain the linear response for the case t = 0, as the
other responses are simply translations of this function. The linear response in
this case is R(0, u) = G11(x, σ) ⋆ S(x − u), by analogy with (7). Note that the
normalized filter has been used, as defined in (6). It follows that R(0, u) can be
obtained by blurring the signal with the filter G10(x, σ), and then differentiating
the result. The complex response C(u) is given by the max operation (10),
which is implemented as described in section 2.7. Evidently C(u) is the upper
envelope of the family |R(t, u)|, but it is possible to be more precise than this. In
particular, the shift-insensitivity of the model can be quantified by determining
the intervals of u over which C(u) is constant, as described below.
The response |R(0, u)| to a basic signal S(x− u) can be either symmetric or
antisymmetric, and either periodic or aperiodic. However, a common property
of the responses considered here is that the local maxima are all of equal height.
Let |R(0, u⋆)| = R⋆ be a local maximum, and suppose that u is within range of
this maximum, meaning that |u− u⋆| ≤ ρ. It follows that C(u) = R⋆, because
the maximum in (10) will be found at t = u−u⋆, and |R(u−u⋆, u)| = |R(0, u⋆)| =
R⋆ by (35). An intuitive summary of this is that each local maximum |R(0, u⋆)|
generates a plateau C(u⋆ ± ρ) = R⋆ in the complex response. In order to
make use of this interpretation, the function V (u) will be defined as the signed





R⋆ if |V (u)| ≤ ρ
max
|t|≤ρ
|R(t, u)| otherwise. (36)
This explicitly identifies the intervals, |V (u)| ≤ ρ, over which C(u) is constant.
Note that if V (u) > ρ then the original definition (10) is used. The functions
R(0, u) and V (u), as well as the constant R⋆, will now be derived for each of
the basic signals. It should be emphasized that V (u) and R⋆ are only used to




The first test signal to be considered is the unit impulse, which can be used to
characterize the initial linear stage of the model. The impulse is defined as
Sσ(x) = δ(x) (37)
where δ(x) is the Dirac distribution. It follows that the linear response G11 ⋆ Sσ
is just the original normalized derivative filter,
Rσ(0, u) = G
1
1(u, σ). (38)
The maxima of the linear response can be found by differentiating Rσ(0, u), and
setting the result to zero. The derivative contains a factor σ2 − u2, and so the





Both extrema become peaks in |Rσ(0, u)|, and the extent of the response plateau




1 if u = 0
sgn(u) otherwise
(40)
which is the right-continuous sign function. The distance function for the im-
pulse response can now be defined as
Vσ(u) = u− sgn+(u)σ. (41)
If u = 0 then |Vσ(u)| = σ, and it follows from (36) that C(u) 6= R⋆σ if σ > ρ.
It has already been established that |Rσ(0, u)| has maxima of R⋆σ at ±σ, which
implies that the response C(u) will be bimodal unless
σ ≤ ρ (42)
as illustrated figure 5. This condition is strictly imposed, as it would be unde-
sirable to have a bimodal response to a unimodal signal. In general, ρ should
be made as large as possible for a given σ, in order to achieve as much shift-
invariance as possible. Recall, for example, that the least-squares approxima-
tions in section 3.1 were demonstrated for ρ = 1.5σ.
3.2.2 Step
The second test signal to be considered is the unit step function. This is arguably
the most important example, because it is the basic model for a luminance edge.
Indeed, the current model is optimized for the detection of step-like edges, owing
to the use of the first derivative as the offset filter (Canny, 1986). The step can












































Figure 5: Impulse response. Left column: the top plot shows the unit impulse,
Sσ(x), as in (37). The middle plot shows the response C(u). The bottom
plot shows the distance function |Vσ(u)|, as in (41), along with the value of
the maximum offset ρ = 1σ. The response is constant, C(u) = R⋆σ, when
|Vσ(u)| ≤ ρ. The critical case, σ = 1, ρ = 1 is plotted. Right column:
as before, except ρ = 0.5σ. The response becomes bimodal, which shows the
importance of the condition σ ≤ ρ.
The unit step function is related to the integral Φ(u, σ) of the normalized Gaus-




















G10(x, σ)Sα(u− x) dx (46)
The third integral is the convolution of G10 with Sα, and hence Φ(u, σ) is propor-



















This shows that the basic response is simply an un-normalized Gaussian, located












be the Cartesian coordinates of the response curve. The final
response can be constructed from the Gaussian (49) by inserting the plateau








































Figure 6: Step response. Left column: The top plot shows the step-edge
Sα(x), as defined in (43). The middle plot shows the response C(u). The bottom
plot shows the distance function Vα(u), as in (50). Note that the response is
unconditionally unimodal in this case. Right column: As before, except with
Gaussian noise (SD 0.075) added independently at each point. The response
C(u) is not significantly affected.
3.2.3 Cosine
The third class of signals to be considered are the sines and cosines. These
are of central importance, owing to their role in the Fourier synthesis of more
complicated signals. Furthermore, these functions are used to construct the 2-d
grating patterns that are commonly used to characterize complex cells. It will






where ξ is the frequency. The Fourier transforms g(x) 7→ Fx[g](η) of the filter


















δ(η − ξ) + δ(η + ξ)
)
(53)
respectively, where η is the frequency variable. The convolution G10 ⋆ Sξ can be
















zero unless |η| = ξ. Differentiating cos(2πξx) with respect to x gives − sin(2πξx),
along with a second scale-factor of 2πξ. The amplitude of the linear response is
given by the product of the two scale-factors 2πξ and Fx
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It can be seen that the amplitude depends on the scale σ of the filter, as well as
on the frequency ξ of the signal. The complete linear response is given by





Note that a phase-shift u0 can be introduced, if required, by substituting u−u0
for u. The rectified sine |Rξ(0, u)| is another periodic function, of twice the











is a suitable distance function for the cosine signal (51). The case of sine signals
is analogous, with sin replaced by cos in the linear response (3.2.3), and u



































Figure 7: Cosine response. Left column: The top plot shows the cosine signal
Sξ(x), as in (51), of frequency ξ = 1/6. The middle plot shows the response
C(u), which is constant. The bottom plot shows the distance function |Vξ(u)|,
as in (54). Note that the critical case is plotted, in which the peaks of |Vξ(u)|
touch the line ρ = 1.5σ. The response is also constant for any higher frequency.
Right column: As before, but for a lower frequency, ξ = 1/9. The distance
function now crosses the line ρ = 1.5σ, and corresponding ‘notches’ appear in
C(u).
It is important to see that the system response is entirely constant for fre-
quencies that are not too low. Specifically, the extreme values of (54), with
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respect to u, are ±1/(4ξ), from which it follows that the response is identically
R⋆ξ if ξ ≥ 1/(4ρ). The corresponding constraint on the wavelength 1/ξ is
1/ξ ≤ 4ρ. (55)
In order to interpret this result, recall that ρ ≥ σ is required for a unimodal
impulse response (42). Furthermore, in section 3.1, it was shown that ρ ≈ 1.5σ
is achievable in practice. This means that a constant response can be expected
for frequencies as low as ξ = 1/(6σ). The response level is R⋆ξ = 0.759 at the
critical frequency, as can be confirmed in figure 7.
3.2.4 Gaussian
The fourth signal to be considered is the Gaussian pulse, which models a sym-
metric blob in the image. The pulse is defined in the un-normalized form
Sτ (x) = G(x, τ) (56)
so that the maximum value is Sτ (0) = 1. The convolution of G11(x, σ) and Sτ (x)
results in another Gaussian, of variance σ2 + τ2. The linear response can be
expressed as









The extrema of this function can be found by differentiating Rτ (0, u), and set-
ting the result to zero. The derivative contains a factor σ2 + τ2 − u2, and so
there are solutions u = ±
√
σ2 + τ2. The maximum corresponds to the negative
argument, hence











The two extrema, derived above, correspond to the maxima of |Rτ (0, u)|. The
distance function can therefore be defined as
Vτ (u) = u− sgn+(u)
√
σ2 + τ2. (59)
If ρ =
√
σ2 + τ2, then the plateaus associated with the left and right extrema
meet in the middle, meaning that there is a single interval over which R(u) = R⋆τ .




ρ2 − σ2. (60)
If the standard settings σ = 1 and ρ = 1.5σ are used, then it follows from (58)
and (60) that τ = 1.118 and R⋆τ = 0.378 in the critical case.
It may be noted that the Gaussian impulse Sτ can be used to represent the
Dirac δ-distribution in the limit τ → 0. The above definitions continue to apply,
with τ set to zero; indeed, the results in section 3.2.1 are special cases of the
above analysis.
3.2.5 Bar
The fifth and final signal to be considered is the bar, of width 2λ. This can be










It follows, with reference to (49) that the initial response is the sum of two





G(u+ λ, σ) +G(u− λ, σ)
)
(62)
It is difficult to obtain analytic results in this case, owing to the form of (62).
However, note that for moderate values of λ, the bar response can be treated
as the combination of two independent step responses. In this case the maxima
would be at ±λ and so, setting u = λ, it follows that
R⋆λ ≈ 12
(
G(0, σ) +G(2λ, σ)
)
. (63)
The distance function can now be defined by analogy with (59), again assuming
that the peaks are at ±λ, hence
Vλ(u) ≈ u− sgn+(u)λ. (64)
If λ ≈ ρ then the plateaus associated with the two peaks will meet in the middle.
This situation is analogous to that of the Gaussian pulse, discussed above. It
follows that the unimodal response range is approximately
λ ≤ ρ. (65)
The accuracy of these approximations can be confirmed numerically. For ex-
ample, consider the critical case λ = ρ, corresponding to the widest bar that
could give a unimodal response. In this case the true maxima of (62) are the
roots of G1(u+ ρ, σ) +G1(u− ρ, σ), which can be found by standard numerical
methods (Press et al., 1992). The standard settings σ = 1 and ρ = 1.5σ were
used, and the true extrema were found at u = ±1.463. This corresponds to a
relative error of 2.45%, with respect to the assumed locations ±λ. Finally, the
response constant is R⋆λ = 0.506 in this case.
3.3 Response to Natural Images
This section makes a basic evaluation of the differential model, using the objec-
tive function of ‘slow feature analysis’ (Berkes and Wiskott, 2005; Wiskott and
Sejnowski, 2002), as described in section 1.3. The procedure is as follows. Each
1024 × 768 greyscale image is decomposed into i = 1, . . . , 36 orientation chan-
nels θi at scale σ = 2 pixels. This corresponds to a set of simple-cell responses
S1(x , σ, θi), with an angular separation of 5◦. The steerability of S1 is not used
(i.e. a separate convolution is done for each θi) in order to minimize any angular
bias in the image sampling. A set of straight tracks
xijk = pj ± k∆× (cos θi, sin θi)⊤, where j = 1, . . . ,m and k = 0, . . . , n
(66)
is sampled from each 2-d response. The m = 100 random points pj are sampled
from a uniform distribution over the image; the sign ± is also random. The
resolution ∆ is set to one pixel, and the number of steps along each path is
n = 99. This gives a total of 1002 samples from each orientation channel. The
responses at non-integral positions xijk are obtained by bilinear interpolation.
The samples are non-negative by definition, and a global scale factor γ is used to
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make the overall ijk-mean of γS1(xijk, σ, θi) equal to 12 . The mean simple-cell
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The coordinates xijk and xij[k−1] represent adjacent points (separated by ∆)
on the j-th path in the i-th channel. In summary, ES(i) measures the average
response for orientation θi, and QS(i) measures the average spatial variation of
this response in direction θi. Slow feature analysis finds filters that minimize
the quadratic variation, as described in section 1.3. The orientation tuning and
slowness measurements are plotted in figures 8 and 9 as a function of θi, by
attaching vertical bars ± 12
√
QS(i) to each point Ei. Each test is then repeated,
using the complex response C(x , σ, θ) in place of the simple response S1(x , σ, θ),
giving measurements EC(i) and QC(i).
Three test-images with a dominant global orientation are used. Firstly,




. The range is set to
ρ = 1.5σ, as usual, and the wavelength is set to 1/ξ = 8σ. These values do not
satisfy the limit (55), which ensures that the complex response will not be trivial.
The simple-cell response is shown in figure 8 (top left), and two effects should be
noted. Firstly, the response is tuned to the dominant orientation θ = 0, as can be
seen from the unimodal shape of the curve. Secondly, there is a large variation in
the response when the tracks are orthogonal to the grating, as shown by the large
bars around θ = 0. This is because the filter falls in and out of phase with the
image as it moves horizontally. The corresponding complex response is shown in
figure 8 (top right). It can be seen that the orientation tuning is preserved, while
the response variation is greatly reduced. Figure 8 (bottom) repeats the test,
but with noise added to the cosine grating, I = 0.25× Icos + 0.75× Iuni, where
each pixel in Iuni is independently sampled from the uniform distribution on
[0, 1]. This means that a variable simple response is obtained as the filter moves
in any direction, because the image is now truly 2-d. The complex response
reduces the variation, as shown in figure 8 (bottom).
Figure 9 (top) shows results for a real image (fig. 10, top) which has an
orientation-structure similar to that of the grating. The results are analogous.
The 2-d simple and complex responses, in this case, are visualized in figure 10.
It can be seen that the complex response shows much less variation in the
direction orthogonal to the image structure. Finally, the same test is performed
on a natural image, which contains a mixture of foliage and rocks. Figure 9
(bottom) shows that, although there is no dominant orientation in the stimulus,
the complex response remains much less variable than the simple response.
Finally, it is interesting to consider the statistics of the simple and complex
responses in this model. The simple response, which is the (absolute) Gaussian
derivative of the image, is already well-studied. In particular, it is found that log-
histogram has a characteristic apex-shape, indicating high kurtosis (Simoncelli
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Figure 8: Cosine response. Top left: Average simple cell response ES(i) to
a vertical cosine grating of wavelength 8σ. The curve indicates the mean re-
sponse in each of 36 orientation channels θi, and has a clear peak at zero. The
vertical bars ± 12
√
QS(i) indicate the rms spatial variation of the response in
the preferred direction of each orientation channel. Top right: Complex cell
response EC(i) to the same image. The orientation tuning is preserved, but the
variability ± 12
√
QC(i) of the response is greatly reduced. Bottom left, right:
As before, but with noise added to the image.
and Olshausen, 2001). The complex response, in the differential model, splits
the histogram at the peak, because there is some directional variation within
±ρ of almost every point in a natural image. This effect is shown in figure 11.
It is also interesting to consider the autocorrelation of the responses. As
shown in figures 8 and 9, the complex response varies less rapidly than the simple
response. This can also be seen in the directional autocorrelation functions
shown in figure 12. It is particularly interesting to look at this in 2-d, for a
natural image which contains no dominant orientation. The simple response
S1(x , σ, θ) increases the variability in the direction θ, as before. Figure 12,
however, shows that the complex response tends to be isotropic within each
orientation band.
There is an interesting relationship between the response histograms and au-
tocorrelation responses. The histograms show that the mean response (and the
number of non-zero responses) is higher in the complex representation. How-
ever, the autocorrelation functions show that the complex response varies more
slowly, and more isotropically. This suggests that it could be subsampled, while
preserving information about the local structure of the image.
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Figure 9: Image response. Top: As in figure 8, but using a real image that
contains a dominant vertical orientation (fig. 10, top). Left: The simple response
shows variation across all orientation channels QS(i). Right: The variation of
the complex response QC(i) is much lower. Bottom: As before, but using a
natural image, with no dominant orientation.
Figure 10: A 2-d example. Top: A slice through a real image (of a stack
of magazines) that has a dominant orientation-structure. Middle: A slice
through the simple cell response S1(x , σ, θi) in the dominant orientation channel.
Dark intensity indicates a strong response (due to an edge-like structure). The
response varies greatly in the horizontal direction, which corresponds to the
long bars around the peak in figure 9 (top left). Bottom: A slice through the

















Figure 11: Response histograms. Left: The grey line shows the histogram of
first-derivative filter responses S1(x , σ, θ), with σ = 2 and θ = 0. The black line
shows the corresponding complex response C(x , σ, θ), using ρ = 1.5σ. The two
dots indicate the mean absolute values of the corresponding response. Right:
The same histograms, plotted on a logarithmic scale. Note the characteristic
apex-shape of the S1 curve, in grey.
4 Discussion
It has been shown that a differential model of the complex cell can be constructed
from the local jet representation. This can be viewed as a formalization of the
Hubel and Wiesel (1962) subunit model . It has been shown that the new
model works naturally with a basis of steerable filters in 2-d. The qualitative
components in the present approach are similar to those of the Gabor energy
model. Both models are based on oriented linear filters, which are centred at the
same position. Likewise, both models output a combination of the nonlinearly
transformed filter responses.
It will be important, in future work, to make a quantitative comparison be-
tween the present model and the existing Gabor energy approach. This task
is not straightforward, and is beyond the scope of the present work. The re-
lationship between the two models is complicated, owing to their different pa-
rameterizations and abilities. The Gabor model is parameterized by continuous
scale σ, orientation θ, and frequency ξ. It is most easily analyzed in relation to
sinusoidal signals at the given frequency. The differential model is parameter-
ized by scale σ, orientation θ, and integer order, k. It is most easily analyzed
in relation to step-edges, which contain all frequencies. Hence, for sinusoidal
signals at frequency ξ, the Gabor model requires just two filters (in quadrature)
and is therefore much more compact. For more general signals, however, the
Gabor mechanism must be replicated across frequencies, and so the number of
filters in each model becomes comparable. Furthermore, there is no generally
agreed way to integrate across frequencies in the energy model. It would be
necessary to resolve these issues before making a quantitative comparison. This



















































Figure 12: Response autocorrelation. Top left: One-dimensional autocorrela-
tion of the response S1(x , σ, θ) in direction θ = 0. Top right: Corresponding
autocorrelation of the complex response C(x , σ, θ). Note the greater width of
the second function. Bottom left: Two-dimensional autocorrelation of the
response S1(x , σ, θ), with θ = 0. Note the anisotropy, which indicates that
the response changes more rapidly in the direction of the derivative. Bottom
right: Corresponding autocorrelation (with the same contour-separation) of the
complex response C(x , σ, θ). Note the greater isotropy of the second function.
4.1 Predictions
The differential model makes several predictions about the configuration of sim-
ple and complex cells. Firstly, like the energy model, it predicts that both odd
and even filters are required by the complex cell. Unlike the energy model, it
does not require an exact quadrature relationship. Secondly, the differential
model predicts a relationship between the scale σ of the subunits and the radius
ρ of the resulting complex receptive field. This prediction, as in the case of the
energy model, is probably too strict (i.e. larger complex receptive fields should
be possible). However, as discussed in the following section, the complex recep-
tive fields can be extended by allowing multiple scales σj in the basis set of the
differential model.
Perhaps the most interesting prediction of the present model is that high-
order derivative filters are required, in order to approximate the target filter
over a sufficient range ρ. In particular, it was shown in section 3.2.1 that, for
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a unimodal impulse response, ρ ≥ σ is required. This means, in practice, that
derivative filters of order five and beyond must be used in the approximation, as
can be seen from figure 4. This is interesting, because very oscillatory filters have
been observed in V1 (Young and Lesperance, 2001). These have a natural role
as high-frequency processors in the Gabor model. Their role is less clear in the
geometric approach, because estimates of the high-order image derivatives are of
limited use. The present work suggests that these filters could have a different
role, in providing a basis for spatially offset filters of low order. Lastly, the
isotropy of the complex autocorrelation functions, as in figure 12 is interesting.
It appears that the same isotropic spatial sampling could be used across all
orientation channels, without over-representing any direction. This would be
consistent with the local-jet model, in which all orientations are represented at
each spatial position.
4.2 Extensions
There are several directions in which this model could be developed. One
straightforward extension is to allow filters of different scales (as well as different
orders) in the basis set. Preliminary experiments confirm that this extends the
range ρ of translation invariance, as would be expected. This means that the
complex cell receptive field could be made larger, relative to those of the under-
lying simple cells. Another extension would be to allow a variety of offset-filter
shapes (with odd, even & mixed symmetry), rather than just the first deriva-
tive used here. This would lead to better agreement with the physiological data,
which indicates a variety of receptive field shapes among the complex subunits
(Gaska et al., 1987; Sasaki and Ohzawa, 2007; Touryan et al., 2005). Neither of
these extensions requires any modification of the present theory or algorithms.
It would also be interesting to consider the relationship of the present work to
existing models of motion and binocular disparity processing (Fleet et al., 1996;
Johnston et al., 1992).
Another direction would be to consider how the differential model could
be learned from natural image data, by analogy with the models described
in section 1.3. This could be done by fixing the local jet filters (i.e. simple
cells), and then optimizing the linear transformation P . The transformation
could be parameterized by coefficients C , given a basis B of smooth functions
(e.g. the polynomials that were used here). Alternatively, P could be optimized
directly, subject to smoothness constraints on the columns Pk(t). The variability
of the response C(u) would be a suitable objective function for the learning
process, by analogy with slow-feature analysis models (Berkes and Wiskott,
2005; Wiskott and Sejnowski, 2002). The combination of the geometric and
statistical approaches to image analysis is, more generally, a very promising
aim.
Appendices
A The Local Jet Representation
This section summarizes the spatial image-representation, formulated by Koen-
derink and van Doorn (1987), which motivates the use of Gaussian derivative
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filters. If S(x, y) denotes the luminance of the original image, then the blurred
luminance S(x, y, σ) = G(x, y, σ) ⋆ S(x, y) can be expanded in a Taylor series,
with respect to the Cartesian coordinates (x, y), as follows:




























Skℓ(x, y, σ) (70)
The coefficients Skℓ(x, y, σ) are the derivatives of the blurred luminance, in
Cartesian coordinates, which can be obtained by convolution with the filters
Skℓ(x, y, σ) =
∂k+ℓ
∂xk∂yℓ
S(x, y, σ) (71)
= Gkℓ(x, y, σ) ⋆ S(x, y). (72)
If the series (70) is truncated at some order K, then the local jet is the set
of images with the same coefficients Skℓ, up to order K inclusive. The corre-
sponding collection of partial derivatives encodes the intrinsic geometry of the
jet. Furthermore, the filters Skℓ can be re-combined into operators that compute
specific geometric properties (e.g. the curvature of an edge).
This paper is largely concerned with the directional structure of the image,
which means that the offsets (u, v) in (70) can be replaced by a single variable
λ, where (u, v) = λ(cos θ, sin θ) for a given θ. It then suffices to consider the
1-d expansion with coefficients obtained from Gk(x, y, σ, θ) ⋆ S(x, y), owing to
the separability of the Gaussian derivatives.
B The Gabor Energy Model
This section summarizes the Gabor energy model, based on the account given
by Dayan and Abbot (Dayan and Abbott, 2001). Let F and F⊥ be Gabor filters
that differ in phase by π/2,
F (x, ξ, σ) = G0(x, σ) cos(2πξx)
F⊥(x, ξ, σ) = G0(x, σ) sin(2πξx)
(73)
where ξ is the frequency and σ is the standard deviation of the Gaussian enve-
lope. Consider a sinusoidal signal of phase φ and frequency η,





The response of each filter to the signal component is obtained from the inner
product with S. For example, the response of the even filter is
F · L =
∫ ∞
−∞
F (x, ξ, σ)S(x, η, φ) dx (75)
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which is also the value of the convolution F ⋆S at the origin. The integrals F ·S
and F⊥ · S are as follows:






































where ζ is the cross-term 4π2σ2ξη. This
approximation is valid if the spatial frequencies of the signal and filter, with
respect to σ, are not too low.
It can be seen, after setting ǫ = 0, that the filter responses (76) are products
of three terms; the half-amplitude, a cosinusoidal or sinusoidal function of phase,
and a Gaussian function of the frequency difference. If φ = 0 then F · S is
maximal, while F⊥·S is zero. Conversely, if φ = −π/2, then F ·S is zero, while
F⊥ · S is maximal.
The final energy response is obtained by squaring and summing the responses











which is independent of the signal phase φ. It should be emphasized, however,
that a periodic response is obtained for stimulus-components that do not match
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