Abstract
Introduction
Extracting 3D clues from shading information in multiple images has been known in the Computer Vision community since Woodham [49] introduced the problem of Photometric Stereo (PS). The goal is to reconstruct the 3D shape of a static object knowing its shading under different illumination conditions. First attempts employed several assumptions in order to deal with a solvable problem; those included diffuse reflectance, orthographic viewing geometry as well as uniform directional lighting. Up to now, most of the literature regarding PS still relies on the same "fully orthographic" set of assumptions.
Motivation PS approaches can be divided into two main categories. The first one solves calibrated PS by requir- Figure 1 . The first row shows two samples of near field images acquired under different lighting and different exposure (both unknown) and the computed albedo. Below it is the shape reconstructed using the proposed semi-calibrated PS approach.
ing an a priori knowledge of the light source's geometry, position and brightness. The second category solves the uncalibrated PS problem where the information about the illumination of the scene is unknown. Recently, Cho et al. [9] introduced the idea of semi-calibrated PS where the brightness but not the positions of the light sources was considered unknown. Indeed, accurate knowledge of the brightness requires careful measurements with either specialized equipment (LUX meters) or reference objects with known geometry. Moreover the brightness commonly tends to vary from acquisition to acquisition, and this variation is mainly caused by three important reasons. First of all, the lighting status of a light source: most LEDs used as light sources have a non-negligible ramp-up time when turned on corresponding to constantly increasing brightness; this is followed by a gradual decrease of brightness because of heating-up that affects their electrical properties. This is especially relevant for high speed acquisitions performed with high power emitters. Under these circumstances, electrical instabilities causing LED flickering are not uncommon [34] . The second reason is the deterioration of the light sources, unavoidably happening across time. This imposes a light calibration every time images have to be acquired over a relatively long lapse of time. Finally, it may be desirable to shoot images with auto-exposure settings in order to minimize the number of underexposed and saturated pixels. If this is the case, the effective brightness (i.e. brightness time exposure) of the respective light source cannot be known a priori.
Contribution In this work, we deal with the problem of semi-calibrated near field PS so that the geometry of the light sources is reasonably assumed to be point-wise and their positions are assumed known.
Additionally, we consider the shading model in favor of perspective viewing geometry and both diffuse and specular reflectance presented in [27] .
Finally we propose a robust step-wise variational numerical solver where the lighting factors, shape and specular coefficient are approximated sequentially. This allows to relax the assumption that point light sources spread light uniformly in all directions by computing the spatially varying maps of the light intensities.
The reliability of our method for providing highly accurate 3D reconstructions and approximating lighting parameters is demonstrated quantitatively over a large set of synthetic and real data. Regarding real world experiments, our method is compared against other standard methods for estimating the brightness of light sources (i.e. using a light light-meter or reference objects).
Related Works
Starting from the seminal work of Woodham [49] where the shape from PS problem relied on fully orthographic assumptions, several approaches have been presented to make this technique more reliable. To deal with actual physical effects, perspective viewing geometry has been introduced by Horn [19] and then adopted by Tankus and Kiryati [45] in the PS context. Papadhimitri and Favaro [35] proposed a new approach to the perspective viewing deriving a new but substantially equivalent parameterization of the pinhole camera modeling.
Calibrated near field
In order to get a reliable reconstruction when the field of view is wide, apart from having an accurate pinhole camera parameterization, it becomes fundamental to model properly how light spreads from the source. This brings into play the concept of nonuniform light propagation and, most importantly, non negligible light dissipation.
The way the light spreads clearly depends on the shape of the source. Several methods consider flat light sources [11] mostly aiming at specific applications. However, the majority of the literature in this field considers as the most relevant parameterization the point light source initially proposed by Iwahori et al. [20] and Clark [10] . More recently Xie et al. [52] suggested incremental steps from fully orthographic assumptions to perspective near field context to provide accurate reconstruction according to specific mesh deformations.
For the near field scenario, when light sources are close to the object, shadows appear frequently. There are several works dealing with shadows, aiming to extract geometrical information [44] or to avoid biased shading information [18] especially when only a few light sources are considered. For example, Chandraker et al. [8] proposed a graphcut method to estimate the lighting visible pixels. Barsky and Petrou [3] took into account both highlights and shadows using only four light sources. However, different approaches for 3D shape recovery such as multi-view stereo techniques including [47, 53] have employed direct visibility computation steps. This has the potential of higher reliability than the heuristics presented above.
Image ratios Images acquired for PS reconstruction have constant overlapping information due to the monocular procedure; this overlapping information allows for simplification of the problem by considering ratios of images. After being introduced by Davis and Soderblom [13] , this approach has been often used [23, 24, 51, 26, 18, 48, 42, 30, 28] . Mecca et al. [29] proposed a novel approach embedding the nonlinear parameterization of a point light source into a differential problem of hyperbolic PDEs. Lately, this approach has been further extended for colored surfaces [39] including diffuse and specular reflectance [27] and for acquisition in presence of ambient light [25] . Finally, Chandraker et al. [7] showed that the image ratio formulation can provide level set information for any surface with isotropic BRDF.
Photometric calibration Light calibration, intended as an estimation of light positions/directions and intensities, often requires specific equipment [14, 15] or a dedicated procedure [50] that can differ depending on the scenario. For example, PS for outdoor scenes generally uses intrinsic light calibration according to geo-position information [43, 2, 21, 1] or triangulating with reflective spheres [31] . Alternatively, in a dark environment, light calibration can be performed considering reference objects where the shape and reflectance are known. Goldman et al. [17] used spheres of the same materials of the object under observation, dealing with spatially varying BRDFs. Instead, the variational formulation proposed by Quéau et al. [38] needed additional information on the depth of the boundary (Dirichlet boundary condition). Shi et al. [40] disambiguate the generalized bas-relief (GBR) ambiguity [4] and provided radiometric calibration analyzing color/intensity profiles in the RGB and irradiance-time domains. As most of the previous works, Papadhimitri and Favaro [36] still assumed diffuse reflectance only for the near field uncalibrated PS. Very few attempts have been made to solve the uncalibrated PS problem for heterogeneous surfaces. For example, Georghiades [16] proposed an approach capable of computing the depth up to a concave/convex ambiguity. Shi et al. [41] parametrised general BRDF with bipolynomial retaining the low frequency part to the detriment of the high component.
Finally, Cho et al. [9] tackled directly the semi-calibrated problem proving that it has a closed-form solution for the fully orthographic scenario that assumes purely diffuse reflection. To make the computation faster, they proposed an alternating minimization scheme that extends the classic PS problem with the joint estimation of constant light intensities. With the aim to relax the semi-calibrated modeling for both diffuse and specular surfaces for the near field scenario, we propose a new approach able to deal with spatially varying light intensities enhanced by the computation of shadow maps.
Problem formulation
In order to deal with near field PS, multiple physical effects have to be modeled simultaneously. Most of them require non-linear parameterization and this yields irradiance equations which are rather complicated to manage. This is especially evident when taking into consideration the system of equations that contains the information from multiple images.
Irradiance equation
We assume to have N img images (i.e. light sources) having N px number of pixels.We exploit the monocular aspect of the PS problem by considering image ratios. To do that, we use the following single lobe irradiance equation for the k th light source proposed in [27] unifying the Lambertian shading model [22] with the Blinn-Phong one [37, 5] :
where lowercase letters indicate scalars, bold letters and uppercase bold letters are vectors of R 2 and R 3 respectively. The bar over a vector means that it is normalized (i.e. N = N |N| ). The vector (x, z) is the prospective point of the surface Σ ⊂ R 3 (so that x is the image point and z is the depth), φ k is the brightness of the light source, ρ(x) is the albedo and 0 < c(x) ≤ 1 is the shininess coefficient. The weighted lighting vector
with f as focal length. The transition phase from the diffuse (c(x) = 1) to the specular reflection is described by ε. The direction of light is parametrized as the difference between the surface point χ ∈ Σ and the position of the point light source P k both depending on the image point x, that is
The perspective normal vector N(x) is parametrised according to the notation provided in [35] , that is
Finally, instead of parametrizing analytically the radial and distance dissipation of a point light source as in [27] , we relax the concept of point light source by considering a k (x, z) and φ k as an unknown attenuation map and light source brightness respectively. In the next sections, we discuss how the irradiance equation can be manipulated in order to calculate the unknowns: z, ρ, c and φ k , a k ∀k.
Modeling with image ratios
Differently from the two-lobes based irradiance equations [33, 46, 12, 32] , the single lobe formulation (1) allows for a significant simplification of the mathematical modeling through the use of image ratios. Indeed, dividing equations for images h and k, and raising both side of the equation to the power of c(x) gives:
By substituting the parametrisation of the normal from equation (4), we get the following albedo independent PDE:
By denoting the vector components with superscript indexes and removing the dependencies for readability, the vector function b hk and the scalar function s hk can be written as follows (see [27] for the details regarding the derivation)
In addition, the ratio equation (5) can be used to update the shininess parameter c. Re-arranging it, we get:
Albedo and Light source brightness
We formulate the problem for computing the albedo, the light source brightness and the light attenuation maps such that they can be directly computed depending on the geometry of the scene z and the reflectance coefficient c(x) of the irradiance equation (1) .
First of all, normals can be computed by numerically differentiating the depth. The weighted lighting vector W k (x, z) is also trivially computed using the current estimate of the depth and the light source positions.
Rearranging the iradiance equation (1), we get the following relation for the albedo:
where
. We note that for each pixel x, there are N img equations (9) . All of them can be stacked into a matrix giving the following (over-constrained) linear system:
. . .
For the light source brightness, the equation (9) can be equivalently re-arranged as:
We note that for each light source k there are N px equations (11), one per each pixel ordered as (x 1 , . . . , x Npx ). Stacking these into a linear system, we get:
Attenuation map
Most near field PS methods [20, 29, 10, 52] assume that light attenuates radially due to the point shape of the light source. However, in practice this assumption might not be very realistic, providing deformation for the shape recovered. Ideally, we would like to jointly calculate the light attenuation at each pixel for each image considering a k (x, z) as a pixel-wise unknown. This renders the PS problem helplessly under-constraint with many more unknowns than equations. To overcome this limitation, we employ the assumption that the light attenuation a k (x, z) is locally constant. Note that this is a much weaker assumption than assuming that the lighting is locally directional. Indeed, L k (x, z) is expected to have a non-negligible variation even between nearby pixels.
Thus, we seek to solve for a k (x, z) by assuming that it has a constant value over a small patch of N patch pixels surrounding each pixel x. For every patch, each pixel in each images provides one equations, thus the total number of equations is N img N patch . The unknowns to be calculated are : N patch albedos ρ(x), N patch depths z(x), N patch  shininess coefficients c(x) and N img attenuation a k (x, z) .
Thus, for the number of equations to exceed the number of unknowns, we require that:
(13) The inequality (13) is easily satisfied for N patch = 9 (i.e. a 3x3 pixel patch) and 5 N img 50 (typical number of images used in PS problems). Under this assumption establishing that the search for a k (x, z) is not under-constraint, we re-arrange equation (1) to get:
Reusing the strategy followed in section 3.3, we note that for each light source k and each patch, there are N patch equations (14), one per each pixel ordered as (x 1 , . . . , x Npatch ). Stacking these into a linear system, we get:
Scale ambiguity
There is one issue that arises from the above-mentioned discussion, which is a global two parameter ambiguity between the scale of φ k , the scale of a k (x, z) and the scale of ρ(x). Indeed, one can replace φ k by m 1 
m1m2 , for any scalars m 1 , m 2 , and the irradiance equation (1) is unchanged.
To overcome these ambiguities, we set ||Φ|| = 1, with
T . We also set mean[ρ(x)] = 1. Although this may seem counter intuitive with respect to the usual definition of ρ(x) to be always between zero and one, the irradiance equation is consistent with ρ(x) of any scale.
Computational Approach
In section 3 we presented how the irradiance equation (1) can be manipulated so as to calculate the various unknowns. Here we present a robust alternating optimization strategy to jointly estimate depth, light source brightness, (scaled) albedo, light attenuation maps and reflectance coefficients.
Depth Computation
We note that there are Nimg 2 versions of equation (6), one for each pair of images. By following a similar method with [27] , we add a zero-order Tikhonov regularizer that constraints the mean z to be close to z 0 . This is essential for ensuring that the differential problem based on (6) has a unique solution. Hence, we seek to minimise:
where the L 1 norm is chosen for robustness to noise and outliers.
Equation (16) is minimized by using the ADMM scheme proposed in [27] . Furthermore, since b and s implicitly depend on z, in the iterative process they are calculated by using the current estimates of the depth values.
In section 4.4 we describe the steps of the alternating optimization.
Shadow Map estimation
Most PS methods estimate normals locally and so it is common to use heuristics to detect cast shadows. Since we follow an iterative, global geometry refinement algorithm, it is reasonable to calculate cast shadows directly through ray-tracing using the previous estimate of the geometry. Although this procedure is very expensive in terms of computational time, it ensures that the surface is globally consistent with the light sources making the computation of the lighting factors more reliable.
Pixel based selection strategy
As described in sections 3.3 and 3.4, the computation of ρ(x) and all φ k and a k (x, z) requires the solving the linear equations (10), (12) and (15) respectively. With the aim to gain robustness to outliers and noise, we solve these system considering L 1 relaxation [6] . In addition, a dynamic selection of reliable pixels is done by ignoring those pixels where the normal is almost perpendicular to weighted lighting vector and thus very little light is expected to be reflected of the surface. Hence, pixels where N(x) · W k (x, z) < 0.1 are considered unreliable and the respective rows at equations (10), (12) and (15) 
Alternating optimization
Up to this point, we have discussed how different sets of variables can be used to easily calculate the rest. Of course, in the beginning of the problem very little information about (8); end the geometry and the photometric properties of the scene is known and all the unknowns have to be jointly estimated. In addition, as each step depends on the results of the previous steps, the order of these steps is very crucial so as to converge to an acceptable solution at a reasonable rate.
First of all, we perform the Φ update step according to (12) . A single scalar per image is calculated using the whole image data, thus this step is very robust to outliers and errors. The dependence of the system (12) on z is overcome by initializing z 0 = z mean , the mean distance between the camera and the object. The albedo is initialized to ρ 0 (x) ≡ 1, the attenuation using the point source model a
, ∀k. Finally, we initialize c(x) = 1 which corresponds to diffuse reflectance. The next step updates the z values using (16) . The variational solver is very robust to noise and other forms of sparse corruptions but cannot deal with the systematic error coming from using wrong Φ. Indeed, this is exactly the core purpose of the paper; inaccurate estimates for Φ can lead to substantial deformation of the recovered shape. This is demonstrated experimentally in section 5 with the comparison with [27] . Furthermore, the main equation for this step (6) is albedo independent hence it is reasonable to precede this computation to the albedo's computation.
Next step is the attenuation map calculation. This is a local operation and much more sensitive to inaccuracies. For each pixel, we choose 3x3=9=N patch sized patches contain-ing all of its neighbors to estimate the attenuation. As the patches are overlapping, continuity is implicitly enforced.
Finally we perform the c(x) update at the end. This is the most numerically unstable step as it involves a ratio of differences of logarithms (8) thus it is essential to have as good estimates of the rest of the parameters as possible.
The whole alternating optimisation procedure is summarized in Algorithm 1.
Experiments
We evaluated our algorithm with synthetic and real data covering a range of different situations. Firstly, in order to make our approach comparable with the state of the art on semi-calibrated PS [9] (by using our own implementation of their alternating minimisation method), we adapted it to the easier, fully orthographic and diffuse scenario. This was easily achieved by fixating c = 1, a k = 1 and f = ∞ (10 6 in practice). Secondly, in order to test the reliability of our approach, we considered synthetic data generated with the Cook and Torrance reflection model [12] . Furthermore, we compared it to [27] (using code and a data set available online 2 ) which is the most similar in terms of irradiance model. Although [27] does not focus on solving the semicalibrated PS, the comparison with this work provides clues regarding shape deformation occurring when reasonable but incorrect brightness is used.
Our algorithm was implemented in MATLAB and run on a server machine with an AMD Opteron CPU. The computation time for the 2 MPixel x 9 images datasets was about one hour with peak memory usage of around 30GB. Around 90% of the computation maps was spent on shadow and attenuation maps.
Synthetic Data
We generated three synthetic data sets with eight images using the "Armadillo" model from The Stanford 3D Scanning Repository 3 where the "Lena" image was used for the albedo, see Figure 2 . The first dataset was made under the classic PS assumptions having directional lighting, orthographic projection and diffuse reflection, in order to provide a fair comparison to [9] . The second dataset was a near-field, diffuse reflection scenario where the object had a size of 2cm and is placed 4cm away from a virtual pinhole having focal length of 12mm. The light sources were symmetrically distributed around the camera at two circles of radius 3 and 5 cm respectively. To apply [9] to the nearfield scenario, we used as lighting directions the L k at the center of the object. As a result, the errors grew towards the boundaries of the image (Figure 3) dataset had the same arrangement as the near field scenario but the object was rendered by using the Cook and Torrance reflection model. This created specular highlights inconsistent with our irradiance equation (1) thus the robustness of our method was tested with more physical derived synthetic data. To stress all compared algorithms to their limits, we chose the brightness of the light sources Φ with significant variation. In fact, the brightest light source was 5 times brighter than the dimmest (see Figure 4) . The quantitative evaluation of the algorithms was achieved through the mean error between the obtained normals vs the ground truth showed by the bottom line of Figure 3 . The evaluation of the predicted light source intensities is shown in Figure 4 . It was achieved by finding the angle between Φ and the ground truth Φ gt . As Φ is always a unit vector (section 3.5), we get E Φ = arccos(Φ · Φ gt ).
The proposed approach significantly outperforms the competitors in both near field cases and gets a slightly higher error than [9] in the classic PS scenario. That is because our z estimation step propagates errors around the occlusion boundaries at the face of the Arnadillo in contrast to [9] which recovers normals directly.
Real Data
We evaluated our algorithm on several real datasets shown in Figure 1 and Figure 5 . To make the tests as challenging as possible, we combined multiple objects with various reflections including a plastic baseball player figurine, a marble statue, a 3D printed plastic version of the Armadillo and a shell.
Our capture setup consists of a FL3-U3-20E4C camera of Point Grey mounting a 12mm lens. Our light sources are 9 OSRAM Platinum DRAGON (white) LEDs placed in a circular and symmetric disposition over three concentric rings of radius 3.5, 4.5 and 5.5cm respectively. The mean depth is estimated using a ruler. For scenes at roughly 10-20cm away from the camera, the 1mm limit of precision translates to around 0.5-1% uncertainty. To have a reliable ground truth estimate of the light source brightness, we followed very slow acquisition sequences where each LED was given around 100ms to reach the end of its rump up time. Between capturing from different LEDs we had a delay of a few seconds to avoid overheating.
To simulate significant variation of light source brightness in order to stretch our algorithm to its full potential, we shot images with varying exposure.
Qualitative comparison with competitors is shown in Figures 6 and 7 . The performance of the proposed approach can be qualitatively appreciated for the computation of the light source brightness Φ showed in Figure 9 . For this purpose we evaluated the actual brightness considering two approaches that provided equivalent results. The first approach involved placing the sensor of a LUX meter in the middle of the field of view at a known distance. The second and more reliable approach was image based. For each LED, we took a picture of a planar surface perfectly aligned to the image plane painted with a water based barium sulfate coating formulated to yield paint with high diffuse reflection. Then, the Φ estimation was done by ignoring the z and c update steps on our algorithm (known geometry & reflectance on the reference object). (a) [9] (b) [27] (c) Proposed Mother-child-Armadillo data set shot with variable exposures. The GT Φ is the LUX meter's reading times the exposure.
Conclusion and Further Work
In this work we approached the semi-calibrated near field PS by presenting a robust variational solver approximating the spatially varying light attenuation as well as recovering the shape, the shininess parameter and the light source's intrinsic brightness. Beside assuming perspective viewing geometry, our approach considers the irradiance equation presented in [27] that deals with both diffuse and specular reflectance having a heuristic single lobe formulation that yields a twofold benefit. First of all, simplifications due to image ratio can be exploited in the variational solver. Secondly, objects made of heterogeneous materials can be reconstructed. We proved our method over both synthetic and real world data showing its actual functionality in comparison with state of the art approaches and devices capable of providing light measurements.
The main limitation of our approach is its inability to deal with surfaces with a vastly different reflectance from the Blinn-Phong specular model or the Lambertian (diffuse) model. In addition, the light attenuation map recovery has a high computational cost requiring around half an hour of processing on top end server hardware.
In the same context of semi-calibrated near field PS, an important future work would be to consider non-negligible ambient light. This makes the problem much harder to solve since the photometric parallax is reduced by the presence of an additional offset. Finally, we foresee the applicability of our light attenuation method estimation in the case of a significantly attenuating medium such as water.
