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Abstract
In the linear regression model with possibly autoregressive errors, we
propose a family of nonparametric tests for regression under a nuisance
autoregression. The tests avoid the estimation of nuisance parameters, in
contrast to the tests proposed in the literature. A simulation study, as well
as an application of tests to real data, illustrate their good performance.
Keywords: Autoregression Linear regression Rank test Regression rank
scores Autoregression rank scores
1 Introduction
The standard assumption of the independent and identically distributed errors
in the linear regression model is often violated. Some authors admit the au-
toregressive structure of model errors. McKnight et al. (2000) applied a double
bootstrap method to analyze linear models with autoregressive errors. The au-
thors mostly estimated the regression parameters under autoregressive errors
with a known innovation distribution. Alpuim and El-Shaarawi (2008) used
the ordinary least squares (OLS) estimator under the p-order autoregressive
(AR(p)) error term and the normal innovations. Tuac¸ et al. (2018) consid-
ered linear regression model with AR(p) errors with Student’s t-distribution
and used conditional maximum likelihood estimation of model parameters. In
(2020), Tuac¸ et al. proposed an autoregressive regression procedure based on
the skew-normal and skew-t distributions. Gu¨ney et al. (2020a) considered the
conditional maximum Lq-likelihood (CMLq) estimation method for the autore-
gressive error terms regression models under normality assumption.
In the real life applications, the data sets may contain outliers and their
distribution can be heavy-tailed. Then we should take recourse to nonpara-
metric models without a specific distribution assumptions. The most powerful
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tools for estimation and other inference in this area are the regression and au-
toregression quantiles. However, the most convenient for testing are the ranks
of observations or the ranks of residuals and their extensions, as the regres-
sion and autoregression rank scores. The quantile regression was introduced by
Koenker and Bassett (1978) and by their followers. It is an approach to model
the conditional quantile function of response variable depending on covariates.
The regression rank scores were introduced by Gutenbrunner and Jurecˇkova´
(1992) and a generalization of this concept to the autoregressive model is due
to Koul and Saleh (1995). The class of regression rank scores tests was devel-
oped by Gutenbrunner and Jurecˇkova´ (1992) and Gutenbrunner et al. (1992).
The optimal autoregression rank scores tests in the AR model were constructed
by Hallin and Jurecˇkova´ (1999). El Bantli and Hallin (2001) constructed the
Kolmogorov-Smirnov type test in AR model based on the autoregression rank
scores, following the KS test in the linear model test by Jurecˇkova´ (1991). The
averaged autoregression quantiles and their asymptotics were studied by Gu¨ney
et al. (2020b). In the present paper, we assume that our data follow a linear
regression model whose model errors can be possibly autoregressive. The cor-
responding probability distributions are generally unknown, only satisfy some
assumptions. In this setup, we shall verify the hypothesis of no linear regression
under possible nuisance autoregression of model errors.
2 Statement of the model
We consider the linear regression model of order s, whose model errors follow a
stationary autoregressive process of order p :
yt = β0 + x
⊤
t β
∗ + εt = β0 + xt1β1 + ...+ xtpβp + εt, (2.1)
εt = ϕ0 + ϕ1εt−1 + ut + . . .+ ϕpεt−p, t = 1, 2, ..., n, (2.2)
β∗ = (β1, . . . , βs)
⊤.
Here yt is the response variable, xt = (xt0, . . . , xts)
⊤ are the regressors and
βj , j = 0, . . . , s are unknown regression parameters. We assume that xt0 = 1
for all t, hence that β0 is an intercept.
Moreover, ϕ0, ϕ1, . . . , ϕp are unknown autoregression parameters, where the
intercept ϕ0 is added for mathematical convenience and can be 0. The inno-
vations ut are assumed being independently and identically distributed (i.i.d.)
with a continuous distribution function F and density f, generally unknown but
satisfying
E (ut) = 0, V ar (ut) = σ
2 <∞. (2.3)
The stationarity condition requires that all roots of the equation z2 − ϕ1z
1 =
0 − ϕ2z
p−2 − ... − ϕpz
t−p = 0 are inside the unit circle (Brockwell and Davis,
1987). Note that the error model given in equation (2.2) is a strictly stationary
process, and so the εt share a common marginal distribution and thus share
the same quantiles. The intercept term ϕ0 in model (2.1) is included for the
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identifiability of the autoregression quantiles, and can be equal to 0. The dis-
tribution function F of ut is unknown, but we assume that it is increasing on
the set {u : 0 < F (u) < 1}. Because of the identifiability, we assume that the
starting observations (y−p+1, . . . , y0) are known.
For the convenience, we also write (2.2) in the form
ut = Φ(B) εt (2.4)
where B is called the backshift operator. Then the linear regression model with
AR(p) error term given in equation (2.1) can be expressed as
Φ (B) yt = yt − ϕ0 − ϕ1yt−1 + ...ϕpyt−p, (2.5)
Φ (B)xt = xt − ϕ0 − ϕ1xt−1 + . . . ϕpxt−p,
hence
Φ (B) yt = (Φ (B)xt)
T
β + ut. (2.6)
In the model (2.1), we construct the tests of the hypothesis:
H0 : β
∗ = 0, with β0, (ϕ0, ϕ1, . . . , ϕp)
⊤ 6= 0 unspecified.
Our tests are nonparametric; the test of H0 is based on the autoregression rank
scores and on the linear autoregression rank statistics for the model (2.1), (2.2)
without regression.
3 Rank tests for H0
We shall be testing the absence of regression
H0 : β
∗ = 0, β0, ϕ0, ϕ1, . . . , ϕp unspecified.
The usual alternative is the local (Pitman) regression
Kn : β
∗ = β∗n = n
−1/2β∗x, with β
∗
x ∈ IR
p fixed. (3.1)
Under H0, the observations follow the model
yt = β0 + εt, t = 1, . . . , n.
The hypothesis H0 in fact means the hypothetical autoregressive model
H0 : yt = β0 + ϕ0 + ϕ1yt−1 + ϕ1yt−1 + . . .+ ϕpyt−p + ut, t = 1, . . . , n (3.2)
which we like to test against the alternative Kn. Let
y∗t = (yt, yt−1, . . . , yt−p)
⊤, yt = (1, yt, yt−1, . . . , yt−p)
⊤, t = 0, . . . , n− 1 (3.3)
and consider the random matrices of the respective orders n× p and n× (p+1)
Y∗n =

 y∗⊤1· · ·
y∗⊤n

 , Yn =

 y⊤1· · ·
y⊤n

 . (3.4)
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For convenience, denote also
x∗t = (xt1, . . . , xtp)
⊤, xt = (1, xt1, . . . , xts)
⊤ = (1,x∗⊤t )
⊤
X∗n =

 x∗⊤1· · ·
x∗⊤n

 , Xn =

 x⊤1· · ·
x⊤n

 .
The autoregression rank scores ân(α) = (aˆn1(α), . . . , aˆnn(α))
⊤ under hy-
pothesis H0 are defined as the solution vector of the linear programming prob-
lem 

∑n
t=1 ytaˆnt(α) : = max∑n
t=1 (aˆnt(α) − (1− α)) = 0
Y∗⊤n (ân(α) − (1− α)1n) = 0
ân(α) ∈ [0, 1]
n, 0 ≤ α ≤ 1.
(3.5)
The autoregression rank scores are autoregression-invariant. More precisely,
(3.5) implies that ân(α) can be also formally written as a solution of the linear
program 

∑n
t=1 utaˆnt(α) : = max∑n
t=1 (aˆnt(α) − (1− α)) = 0
Y∗⊤n (ân(α) − (1− α)1n) = 0
ân(α) ∈ [0, 1]
n, 0 ≤ α ≤ 1.
where un = (u1, . . . , un)
⊤ is the unobservable white noise process.
We shall construct a family of new tests of the hypothesis H0 for the model
(2.1), based on autoregression rank scores, and analyze the asymptotic distribu-
tion of the test criterion under the null hypothesis as well as under contiguous
alternatives. Surprisingly, no preliminary estimation of ϕ is needed in order to
compute autoregression rank score statistics, in contrast with the aligned rank
methods (Puri and Sen and others).
The (unknown) density f of ut is assumed to belong to the family F of
exponentially tailed densities, satisfying (2.3) and the following conditions on
the tails:
(F1) f is positive and absolutely continuous, with a.e. derivative f ′ and finite
Fisher information I(f) =
∫ ( f ′(x)
f(x)
)2
f(x)dx <∞; moreover, there exists
Kf ≥ 0 such that f has two bounded derivatives f
′ and f ′′ for all |x| > Kf ;
(F2) f is monotonically decreasing to 0 as x→ ±∞ and
lim
x→−∞
− logF (x)
b|x|r
= lim
x→∞
− log(1 − F (x))
b|x|r
= 1
for some b > 0 and r ≥ 1.
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Other properties of densities in F are summarized in [8].
Moreover, we impose the following conditions on the regression matrix X∗n :
(X1) The matrix An = n
−1
∑n
t=1X
∗⊤
n X
∗
n is positive definite of order s for
n ≥ n0.
(X2) n−1
∑n
t=1 ‖xnt‖
4 = O(1) as n→∞.
(X3) limn→∞max1≤t≤n
{
n−1x⊤ntA
−1
n xnt
}
= 0.
Define Dn = n
−1Y⊤nYn and
Hn = Y
⊤
n (Y
⊤
nYn)
−1Yn, X̂
∗
n = HnX
∗
n (3.6)
the projection matrix and the projection of X∗n on the space spanned by the
columns of Yn, respectively. Moreover, let
Qn = n
−1(X∗n − X̂
∗
n)
⊤(X∗n − X̂
∗
n). (3.7)
The (random) matrices Dn and Qn are of the respective orders (p+1)× (p+1)
and s× s. We shall assume that
lim
n→∞
Dn = D, lim
n→∞
IE(Qn) = Q (3.8)
where D and Q are positive definite matrices.
Choose a nondecreasing, square integrable score generating function J :
(0, 1) → IR, such that J(1 − u) = −J(u), 0 < u < 1 and that J ′(u) exists
for u ∈ (0, α0) ∪ (1 − α0, 1) and, in this domain, satisfies the Chernoff-Savage
condition
|J ′(u)| ≤ c(u(1− u))−1−δ, 0 < δ <
1
4
. (3.9)
Define the scores generated by J as b̂n = (bˆn1, . . . , bˆnn)
⊤ with
bˆnt = −
∫ 1
0
J(u)daˆnt(u), t = 1, . . . , n. (3.10)
The proposed tests of H0 are based on the linear autoregression rank statistics
of the form
Sn = n
− 1
2 (X∗n − X̂
∗
n)
⊤b̂n, (3.11)
and for testing H0 against Kn we propose the criterion
Tn = S
⊤
nQ
−1
n Sn/A
2(J) (3.12)
where
A2(J) =
∫ 1
0
(J(t)− J¯)2dt, J¯ =
∫ 1
0
J(t)dt. (3.13)
The typical choices of J are:
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(i) Wilcoxon scores (optimal for f logistic) : J(u) = u − 12 , 0 < u < 1. The
scores are bˆn;t = −
∫ 1
0 (J(u)−
1
2 )daˆt(u) =
∫ 1
0 J
2(u)du− 12 while A
2(J) = 112
and γ(J, F ) =
∫
f2(x)dx.
(ii) Normal (van der Waerden) scores (asymptotically optimal for f normal):
J(t) = Φ−1(u), 0 < u < 1,Φ being the d.f. of standard normal distribu-
tion. Here A2(J) = 1 and γ(J, F ) =
∫
f(F−1(J(x)))dx.
(iii) Median (sign) scores: J(u) = 12 sign(u−
1
2 ), 0 < u < 1.
Notice that the test statistic Tn requires no estimation of nuisance parameters,
since the functional A(J) depends only on the score function and not on (the
unknown) F. We shall show that the asymptotic distribution of Tn under H0
is central χ2 with s degrees of freedom, hence it is asymptotically distribution
free. Under Kn it is noncentral χ
2 with s degrees of freedom and noncentrality
parameter dependent on J and F but not on the nuisance parameters. In this
way, it is asymptotically equivalent to the rank test of H0 in the situation
without nuisance autoregression.
4 Asymptotic behavior of the test of H0
Let us return to the model (2.1). Assume that the matrices X∗n and Y
∗
n satisfy
conditions (3.6)–(3.8). We want to test the hypothesis
H0 : β
∗ = 0 (β0, ϕ unspecified )
against the alternative
Kn : β
∗ = n−1/2β∗x (β
∗
x ∈ IRs fixed ).
Let ân(α) = (aˆn1(α), . . . , aˆnn(α)) be the autoregression rank scores correspond-
ing to the submodel under H0, i.e.
yt = β0 + ϕ0 + ϕ1yt−1 + ϕ1yt−1 + . . .+ ϕpyt−p + ut, t = 1, . . . , n.
Let J : (0, 1) 7→ IR be a nondecreasing and square integrable score-generating
function such that J(1 − u) = −J(u), 0 < u < 1, satisfying (3.9). Define the
scores b̂n = (bˆn1, . . . , bˆnn)
⊤ by the relation (3.10). Consider the test statis-
tics Tn = S
⊤
nQ
−1
n Sn/A
2(J) defined in (3.11)–(3.13). The test is based on the
asymptotic distribution of Tn under HO, described in the following theorem.
Theorem 4.1 Assume that the distribution F of the innovations ut satisfies
(F1)–(F4) and the regression matrix Xn satisfies (X1)–(X4). Let Tn be gener-
ated by the function J satisfying (3.9), nondecreasing and square integrable on
(0, 1).
(i) Then, under H0, the asymptotic distribution of Tn is central χ
2 with s
degrees of freedom.
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(ii) Under Kn, the asymptotic distribution of Tn is noncentral χ
2 with s degrees
of freedom and the noncentrality parameter
η2 = β⊤xQβx · γ
2(J, F )/A2(J)
where (4.1)
γ(J, F ) = −
∫ 1
0
J(v)df(F−1(v)).
Hence, the test rejects H0 on the significance level τ ∈ (0, 1) if Tn > χ
2
s(1 − τ)
where χ2s(1−τ) is the 100(1−τ)%-quantile of the χ
2 distribution with s degrees
of freedom. The asymptotic distribution under Kn also shows that the Pitman
efficiency of the test coincides with that of the classical rank test in the situation
without the autoregressive errors.
Proof.
(i) It follows from [8], Theorem 3.3 and [7], Theorem 4.1, that under H0, the
linear autoregression rank scores statistic admits the representation
Q−1/2n Sn = n
−1/2Q−1/2n (X
∗
n −X
∗
n)
⊤b˜n + op(1)
as n→∞, where b˜n = (b˜n1, . . . , b˜nn)
⊤ and b˜nt = J(F (unt)), t = 1, . . . , n.
Then (i) follows from the central limit theorem.
(ii) The same representation holds also under the sequence of alternatives Kn,
which is contiguous with respect to the sequence of null distributions with
the densities
∏n
t=1 f(ut).
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