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A SYSTEMATIC CLASSIFICATION OF KNOTOIDS ON THE
PLANE AND ON THE SPHERE
DIMOS GOUNDAROULIS, JULIEN DORIER, AND ANDRZEJ STASIAK
Abstract. In this paper we generate and systematically classify all prime
planar knotoids with up to 5 crossings. We also extend the existing list of
knotoids in S2 and add all knotoids with 6 crossings.
1. Introduction
The theory of knotoids forms a diagrammatic theory of open-ended oriented
arcs that extends knot theory and it was introduced in 2012 by Turaev [27]. The
notion of knotoids is defined through the different equivalence classes of open-ended
diagrams up to a specific set of isotopy moves (Fig. 1). Each equivalence class gives
rise to a particular knotoid type. Several studies appeared recently that either
extend concepts from knot theory to the case of knotoids or are dedicated studies
on the theory of knotoids [3, 4, 14, 15, 16, 17, 18].
Even though the classification of knotoids is interesting on its own merit, our
motivation for this work comes from biology. Knotoids can be considered as pro-
jections of open-ended embedded curves in 3-space [14, 21]. For this reason they
are used in the topological characterization of protein structures [12, 13, 8, 7]. Pro-
teins are long, linear, open-ended biopolymers that are made out of amino acids
connected by peptide bonds. These chains fold into conformations that in the case
of some proteins reproducibly fold into open-ended knots. Knotted proteins re-
tained their entangled structure throughout evolution despite the fact that their
folding is less efficient and slower than the folding of unknotted proteins of similar
size. [20, 5, 25]. Apparently, the knotted structure of some proteins, gives them
advantages that cannot be achieved otherwise (see for example [28, 24, 6]). Having
a topological characterization of proteins is needed for better understanding of the
relation between structure and function of knotted proteins. Earlier methods for
the topological characterization of proteins (e.g. [26]) required the artificial closure
of the protein chain in order to form a knot, altering, thus, its geometry. Analyzing
protein structures using the concept of knotoids not only preserves their geometry
but also provides a more detail overview of a protein’s topology [12], especially
when the analysis uses planar knotoids [13].
In this paper we provide a systematic classification of all planar knotoids with
up to 5 crossings. We also extend the table of known knotoids in S2 [2, 19] and we
add to it all knotoids with six crossings. The classification is up to reversion and
up to three different types of symmetry-related involutions presented in Fig. 2. We
propose a two-number notation of knotoids, where the first number indicates the
minimal number of crossings and the second number indicates the rank of a given
knotoid type among all knotoids types with the same minimal number of crossings.
The rank is based on a total order of the corresponding realizable extended Gauss
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codes of a given type of knotoids. Our notation is consistent with both the planar
and the S2 case. It includes also all knot-type knotoids which are given the same
notation as their corresponding knots in the Rolfsen table [1].
2. Knotoids
Knotoids are oriented, open-ended, knot-like objects that are conveniently rep-
resented by knotoid diagrams. Knotoid diagrams are defined formally as a generic
immersion of the interval [0, 1] into R2 or the sphere S2. Only finitely-many
double-points or self-intersections of the diagram are allowed, while the ends of the
interval are mapped to distinct points called the tail and the head of the diagram
respectively. Additional information is included at the double points indicating
which arc goes under and which goes over. A knotoid diagram is usually oriented
from tail to head. Furthermore, the endpoints are considered fixed in the local
region of the diagram that they lie, meaning that they are not allowed to cross
over or under any arc of the diagram. Two diagrams that can be deformed to one
another using planar isotopy or isotopy in S2, and a finite sequence of moves called
the Reidemeister moves (Ω-moves), are considered equivalent. The Ω-moves are
performed locally on a diagram and always away from the endpoints (See Fig. 1).
Different knotoid types are represented by different equivalence classes of knotoid
diagrams. The definition of knotoids can be generalized to any orientable surface.
For example, virtual knotoids are introduced in [14].
or
Reidemeister I Reidemeister II
Reidemeister III
Forbidden Moves
ΦΙ ΦΙΙ
Figure 1. The three Reidemeister moves and the two forbidden
moves for knotoid diagrams.
There are four involutive operations that can be defined on knotoid diagrams
[27]. Reversion, rev(k), reverses the orientation of a knotoid diagram. Symmetry,
sym(k), reflects a knotoid diagram with respect to the vertical line 0 × R ⊂ R2
and can be extended to a self-homeomorphism of S2 ∼= R2 ∪∞ by ∞ 7→ ∞. The
next involution that can be defined on knotoids is the mirror reflection, mir(k), that
changes undercrossings to overcrossings and vice versa (see Fig 2). The composition
of the mirror reflection and the symmetry is called rotation, rot(k), and it can be
thought of as the rotation of a knotoid k around the axis that passes through the
endpoints [3].
There is a natural way to obtain a knot diagram from a knotoid diagram by
connecting the endpoints with an arc that passes always under the rest of the
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rev(k) mir(k)
sym(k)
rot(k)
A B
Figure 2. Reversing the orientation of a knotoid k with the rever-
sion involution (A). The symmetry, mirror reflection and rotation
involutions applied on the knotoid k (B).
diagram. A different knot may be obtained if the closure arc passes always over
all other arcs. Planar knotoid diagrams with both endpoints in the outer region of
the diagram are called knot-type knotoids (see Fig. 3A) and they are identified with
their corresponding knot [27]. In S2 it is sufficient for a knot-type knotoid to have
both endpoints in the same region. Proper knotoids are those knotoids that have
exactly one endpoint in the outer region of the diagram and every knotoid in S2
can be represented by a proper knotoid [27].
We call rotatable the knotoids that are isotopic to their rotation involution.
Knot-type knotoids are known to be rotatable [3]. Achiral are the knoitoids that
are isotopic to their mirror reflection while strongly achiral are those knotoids that
are both rotatable and achiral. Achiral knots correspond to strongly achiral knot-
type knotoids.
Finally, it is worth mentioning that non-equivalent planar knotoids may become
equivalent when they are considered in S2 [27]. This is because we are free to
move arcs around the surface of the sphere using isotopy. For example in Figure 3
knotoids B and C are not equivalent as planar knotoids but are equivalent as S2-
knotoids.
CA B
Figure 3. (A) A knot-type knotoid, (B) a proper knotoid and (C)
a planar knotoid that is neither knot-type nor proper.
3. Knotoid invariants
Our classification algorithm uses a number of knotoid invariants in order to
distinguish non-isotopic knotoid diagrams. For the case of knotoids in S2 we use
the arrow polynomial [14]. The case of planar knotoids proved more challenging
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and so we used a combination of two different methods, the loop arrow polynomial
and the double-branched covers of knotoids [3].
3.1. The arrow polynomial. The arrow polynomial is based on the oriented
state expansion of the bracket polynomial and it was initially defined in [9] as an
invariant for virtual knots. It is a Laurent polynomial that takes values in the
ring Z[A,A−1,m1,m2, . . .], where mi are an infinite set of independent commuting
variables that also commute with the variable A. In [14] it has been extended to the
cases of classical knotoids in S2 and virtual knotoids. The arrow polynomial can be
defined recursively using the skein relation and the set of rules shown in Fig. 4, that
involve smoothings with matching or conflicting orientations of arcs. Smoothing
= A + A-1
1 2 k-1 k
= m
k
K = (- A2 - A-2) K
= 1
= A-1 + A
Figure 4. The skein relation and the axioms of the arrow polynomial.
a crossing in a disorienting way results in a pair of cusps. If the acute angles of
two consecutive cusps are in the same local region of the diagram, then they can be
cancelled out (see Fig. 5). Otherwise, if the acute angles of two consecutive cusps are
in different local regions of the diagram then the cancelation is not possible. Each
state includes a number of circular components and a long segment component, all
of which may contain a number of consecutive cusps. The arrow polynomial assigns
a new variable to each long segment of a state with a number of surviving cusps. In
particular, two consecutive surviving cusps form a zigzag and a long segment with
2k surviving cusps is evaluated at mk.
Figure 5. The allowed and the forbidden cancellation rules.
3.2. The loop arrow polynomial. The loop arrow polynomial is the extension
of the arrow polynomial to the case of planar knotoids and it was first mentioned
in [13]. It is a Laurent polynomial that takes values the ring:
Z[A,A−1, v,m1,m2, . . . , w1, w2, . . . , p1, p2, . . . , q1, q2 . . .],
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where the mi, wj , pk, q` are all infinite sets of independent commuting variables
1 2 i-1 i
= w
i
...
k
= vk...
1 2 h-1 h
= pa
h
......
a
1 2 j-1 j
= qb
j
......
b
Figure 6. The additional rules that the loop arrow polynomial has to satisfy.
that also commute with the each other but also with variables A and v. The loop
arrow distinguishes two different types of zigzags and it assigns one of the variables
mi or wi, depending on the type of zigzag. Furthermore, the loop arrow polynomial
assigns different variables to circular components that enclose the long segment with
or without any of the two types of zigzags. The additional rules of Fig. 6 together
with those of the arrow polynomial, define recursively the loop arrow polynomial.
3.3. Double-branch covers of knotoids. A planar knotoid diagram can be em-
bedded in R3 in the following way [14]. We identify the plane where the planar
knotoid diagram lies in with R2 × {0} ⊂ R3 and we push the over-crossings in the
upper half-space and the under-passes in the lower half-space. The endpoints of
the diagram lie on and can move along two infinite lines that are perpendicular
to the plane. Using the methods of [3] we consider a planar knotoid diagram as
an embedded arc inside the cylinder D2 × I. The double-branched cover of the
cylinder over the two infinite lines is the solid torus S1×D2. Under this operation,
a planar knotoid diagram is associated to a knot in the solid torus and its knot
type is a knotoid invariant. Therefore, if two planar knotoid diagrams correspond
to non-equivalent knots in the solid torus then they are non-isotopic.
In brief, the process of finding the pre-image of a planar knotoid diagram k in
its double branch cover is as follows. Consider k lying inside a disk and extend two
lines, one from each endpoint towards the boundary of the disk. Cut and open the
disk along those lines (see Fig. 7). Next, two copies of the cut and opened disk
are considered, that we isotope them so that each cut opposes its copy and then
we glue them using an appropriate homeomorphism. The result is a knot in the
annulus which lifts to a knot in the solid torus.
4. Encoding diagrams
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cut & open take 2 copies
& use isotopy
Figure 7. The pre-image of a knotoid in D2 in its double branch
cover is a knot in the annulus which lifts to a knot in the solid
torus.
4.1. Gauss Codes. In order to classify all planar knotoids up to five crossings,
we would like to encode their diagrams in a way that is easily handled by a com-
puter. One of the standard notations for encoding knot diagrams as well as knotoid
diagrams in S2, that fulfills this criterion, is the oriented Gauss code.
The oriented Gauss code is a pair that consists in the Gauss word which is a
sequence of labels that are assigned to a diagram’s crossings as one, starting from
the tail of a diagram, travels around the diagram and a sequence of the signs of each
of the crossings of the diagram. Each crossing appears twice in the Gauss word
since the crossings are encountered twice during this trip, once as an undercrossing
and once as an overcrossing. To indicate in the Gauss word an undercrossing we
add a “-” before the label and to indicate an overcrossing we add a “+”. The length
of a Gauss word is 2n, where n is the number of crossings of the diagram while the
length of the signs’ sequence is n. The oriented Gauss code together with the set
of signs represents uniquely a knot or a knotoid diagram in S2 up to isotopy.
For planar knotoids, we adapt to our case the extended oriented Gauss code
[10, 11]. More specifically, we attach to the oriented Gauss code a third piece
of information, that is the list of labels of arcs that are adjacent to the outer or
unbound region of the diagram. The labels are assigned to the arcs by travelling
around the diagram and labelling arcs as we meet them. Note that the labelling of
the arcs starts from 0 and each time we pass through a crossing it increases by one.
The extended oriented Gauss code allows the unique encoding of a planar knotoid
diagram, up to isotopy. For example, the planar knotoid diagram in Figure 8
corresponds to the following extended Gauss code:
1 -2 -1 2 ++ 1 3
4.2. A total order on Gauss codes. Following [10, 11], we impose a total order-
ing on all (extended) oriented Gauss codes. The codes are ordered by taking into
consideration the following:
i. The length of the Gauss word.
ii. The ordering −1 < 1 < −2 < . . . < −n < n of the crossings of a
diagram.
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0
1
2
3
41
2
outer region
Figure 8. A labeled knotoid diagram. The black numbers corre-
spond to the crossings while the red ones to the arcs.
iii. The ordering − < + of the signs of the crossings.
iv. The length of the third part of the code (outer region).
v. The ordering 0 < 1 < 2 < . . . of the arcs touching the outer region of
the diagram.
Note that steps iv and v are required only for the case of planar knotoids. For
example, the code
-1 1 + 1
comes before the code
1 -2 -1 2 - - 1 3
which, in turn, precedes
1 -2 -1 2 - - 0 2 3.
Finally, an (extended) oriented Gauss code, G, is called reducible if there exists
a finite sequence of Ω-moves that transforms it to a code G′ of smaller order. The
resulting code is called a reduction of G and we say that G accepts a reduction
[10, 11]. Note that G and G′ represent the same knotoid.
5. Reidemeister moves and oriented Gauss codes
Using the oriented Gauss code, one can encode the application of Ω-moves on
a knotoid diagram in S2. Let wi, i ∈ I be a subword of the Gauss word and let
A,B,C, . . . be individual crossings. Then, applying or removing an Ω1-move has
the following effect on a Gauss word:
±A∓A w ←→ w
There are two cases for the application or removal an Ω2-move on a Gauss word,
which depend on the orientation of the arcs that take part in the Ω2-move move:
±A±B w1 ∓A∓B w2 ←→ w1 w2
±A±B w1 ∓B ∓A w2 ←→ w1 w2
Finally, we have the following four cases for the application of an Ω3-move:
±A±B w1 ∓A± C w2 ∓B ∓ C w3 ←→ ±B ±A w1 ± C ∓A w2 ∓ C ∓B w3
±A±B w1 ∓A± C w2 ∓ C ∓B w3 ←→ ±B ±A w1 ± C ∓A w2 ∓B ∓ C w3
±A±B w1 ∓ C ±A w2 ∓B ∓ C w3 ←→ ±B ±A w1 ±A∓ C w2 ∓ C ∓B w3
±A±B w1 ∓ C ±A w2 ∓ C ∓B w3 ←→ ±B ±A w1 ±A∓ C w2 ∓B ∓ C w3
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The set of signs is affected in the following way: A positive or negative Ω1-move
one an arc, adds or removes a negative or positive crossing, a Ω2-move adds or
removes two consecutive opposing signs while a Ω3-move just reorders the set of
signs.
6. Ω-moves, planar diagrams and the outer region
As mentioned in Section 4.1, for the case of planar knotoids we use the extended
oriented Gauss code that contains also the information of which arcs are adjacent
to the unbounded region of the diagram. Therefore, when performing Ω-moves on
an extended oriented Gauss code, one has to keep track also of how the third part
of the code is affected by the applied Ω-move. Before discussing how the Ω-moves
affect the third part of the extended oriented Gauss code of a knotoid diagram,
we will make a digression on how to can determine the local regions of a knotoid
diagram.
6.1. Local regions of diagrams. If the over/undercrossing information of a kno-
toid diagram k is ignored, one obtains a planar graph where the vertices correspond
to the crossings of k and the edges to the arcs of k. There are two additional vertices
that correspond to the endpoints k, making the number of vertices equal to n+ 2,
where n is the number of crossings of k. This graph is called the underlying graph
of k [14] and it will be denoted by G. In what follows, it will be very helpful to
know which arcs of the diagram bound each of the regions of G and also which arcs
touch the outer region of the diagram, that is the unbounded region of the plane.
In order to determine the arcs of the local regions of a diagram, we consider G
and work as follows: Starting from an endpoint, travel around the graph and we
label all arcs as we meet them. Next, pick a vertex that corresponds to a crossing
and then pick an edge that is adjacent to that vertex. Move in a clockwise fashion
and follow the closed path on the graph that loops back to the chosen edge. Each
time a new edge is met, we note its label. If during the trip around the loop an
endpoint is met, we go around it. Note that each edge is adjacent to two local
regions, except the two edges that are directly connected to an endpoint. This
process is repeated for all edges. For example, the regions of the diagram in Fig. 9
are:
r1 : 0, 2, 3
r2 : 1, 4, 2
r3 : 3, 1
0
1
2
3
4
0
1
2
3
4
Figure 9. Computing the arcs that bound the local regions of a
knotoid diagram. The knotoid diagram is on the upper left corner
of the figure while its underlying graph can be seen in the lower
right.
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Having knowledge of all local regions of a knotoid diagram, we can now start
studying how the application of Reidemeister moves alters the third part of the
extended oriented Gauss code. There is a number of cases to consider, especially
for the second Reidemeister move and for this reason, we shall discuss this in a
separate section.
If a Reidemeister move is applied to arcs that don’t touch the outer region of the
diagram then the third part of the extended oriented Gauss code (or, for simplicity,
Gauss code) doesn’t change. In what follows, we shall discuss how the application of
a Reidemeister move on an arc that touches the outer region of the diagram affects
the third part of a Gauss code. Recall that this part of a Gauss code contains, in
increasing order, the labels of the arcs that touch the outer region of the diagram.
Note also that for this, we consider the diagrams flat since the sign of a crossing
doesn’t contribute to the third part of a Gauss code.
6.2. Reidemeister I. The Ω1-move creates or removes a crossing that divides an
arc into three subarcs or merges them into a single one respectively. Consequently,
the initial labels of the arcs of the diagram following a are shifted by 2 or -2 after
the application of the move. There are two possible results for the third part of the
Gauss code after the move. In the first case (Fig. 10.I) the kink that is introduced
by the move doesn’t touch the outer region and so the third part, after renumbering
the arcs, becomes:
. . . , a, . . .←→ . . . , a, a + 2, . . .
In the second case the kink touches the outer region (Fig. 10.II) or an arc that
contains an endpoint is involved (Fig. 10.III) and so we have that:
. . . , a, . . .←→ . . . , a, a + 1, a + 2, . . .
Reidemeister I
a
a
a+1
a+2
a
a+1
a+2
a
a
a+1
a+2
3
Figure 10. Reidemeister I on outer regions. The shaded region
corresponds to the outer region of the diagram.
6.3. Reidemeister II. The application of the Ω2-move divides each one of the two
arcs into three subarcs. The initial labels of the arcs following arc a shift by ±2
while the arcs following arc b are shifted additionally by ±2. For example, assume
that the third part of a Gauss code contains the arcs a b c, with a < b < c, and
that we apply an Ω2-move between arcs a and b. The new arcs a + 1 and a + 2
that are introduced shift the labels of both of the arcs b and c by 2. The Ω2-move
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however splits, the already shifted, arc b into three subarcs with labels b+ 2, b+ 3
and b + 4. This means that the label of c is shifted once more by 2 and therefore
the third part of the Gauss code after the application of an Ω2-move becomes:
a, a + 1, a + 2, b + 2, b + 3, b + 4, c + 4.
Depending on whether the arcs involved in the Ω2-move are parallel or anti-
parallel, on whether they both touch the outer region or not, and also on whether
they include endpoint(s) of the diagram or not, we distinguish four different cases
for the Ω2-move which we discuss separately below. Note that in all cases but
Figure 11. The two different choices for the outside region of a
knotoid diagram after an Ω2-move.
one that are discussed, the application of a crossing increasing Ω2-move creates
two different regions, that both can be chosen as the outer region of the knotoid
diagram. This, in turn, yields two different (non-minimal) diagrams respectively
(see Fig. 11). When a crossing decreasing Ω2-move is applied, these two regions
merge to a single region.
Reidemeister ΙI
a
a+1
a+2
b+3
b+4b+2
a
b
a
b
a
a+1
a+2
b+3
b+4 b+2
A
a
a+1
a+2
b+3
b+4b+2
a
b
a
b
a
a+1
a+2
b+3
b+4 b+2
B
Figure 12. The Reidemeister II move and how it is affecting the
outer region of a knotoid diagram. The shaded region in the left-
hand side indicates the outer region of the diagram. (A) The two
arrows indicate the two arcs touching the outer region that par-
ticipate in the RII move. In the right hand side the two different
shadings indicate the two possible choices for the outer region for
each case. (B) Same as before with the difference that the big black
dot corresponds to an endpoint. Observe that a region bleeds over
the endpoint.
Case 1: Both arcs of touch the outer region. We distinguish two cases that
depend on whether the arcs are parallel or antiparallel (Fig.12(A)).
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i. If the arcs are anti-parallel we have the following two choices:
. . . , a, b, . . .←→ . . . , a, b + 4, . . .
. . . , a, b, . . .←→ . . . , a + 2, b + 2, . . .
ii. If the arcs are parallel, then we have:
. . . , a, b, . . .←→ . . . , a, b + 2, . . .
. . . , a, b, . . .←→ . . . , a + 2, b + 4, . . .
Case 2: Both arcs of touch the outer region and one of the arcs contains
an endpoint. The two candidate outer regions for this cases are described in the
following two cases (see Fig.12(B)).
i. If the arcs are anti-parallel the two potential outer regions are:
. . . , a, b, . . .←→ . . . , a, a + 2 b + 3, b + 4, . . .
. . . , a, b, . . .←→ . . . , a + 2, b + 2, . . .
ii. If the arcs are parallel, then we have:
. . . , a, b, . . .←→ . . . , a, a + 2, b + 2, b + 3, . . .
. . . , a, b, . . .←→ . . . , a + 2, b + 4, . . .
Reidemeister ΙI
a
a+1
a+2
b+3
b+4b+2
a
b
b
a
a
a+1
a+2
 b+3
b+4 b+2
Figure 13. Reidemeister II on outer regions (cont.). The two
cases correspond to the possible orientations (parallel or anti-
parallel) of the endpoints.
Case 3: Both arcs of touch the outer region and both contain endpoints.
Once again we distinguish the cases where the two arcs are parallel or anti-parallel
(see also Fig.13).
i. If the arcs are anti-parallel the two potential outer regions are:
. . . , a, b, . . .←→ . . . , a, a + 1, a + 2, b + 2, b + 3, b + 4 . . .
. . . , a, b, . . .←→ . . . , a + 2, b + 2, . . .
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ii.
. . . , a, b, . . .←→ . . . , a, a + 1, a + 2, b + 2, b + 3, . . .
. . . , a, b, . . .←→ . . . , a + 1, a + 2, b + 2, b + 4, . . .
Reidemeister ΙI
a
b
a
a+1
a+2
b+3
b+4b+2
a
a+1
a+2
b+3
b+4 b+2
Figure 14. Reidemeister II on outer regions (cont.). The RII
move between an arc that touches the outer region and one that
lies in the inner part of the diagram. The result is the same if the
arcs are parallel or anti-parallel.
Case 4: Only one arc touches the outer region . In this last case there is
only one possible outcome after applying an Ω2-move (see also Fig.14):
. . . a, b, . . .←→ . . . a, a + 2, b + 3, . . .
Finally, we discuss how the third Reidemeister move affects the outer region of
a diagram.
Reidemeister III
a
1
a
2
a
3
r
1
r
2
r
3
a
1
a
2
a
3
a
1
a
2
a
3
a
1
a
2
a
3
r
1
r
2
r
3
Figure 15. Reidemeister III move and the outer region. In this
example, the arc the moves during the RIII move is the arc a1.
6.4. Reidemeister III. Notice that the RIII move involves three arcs of the dia-
gram that form a triangular region and let a1, a2, a3 be those arcs. Opposite from
an arc ai and adjacent to the intersection of the other two arcs, lies a local region
of the diagram, ri , i = 1, 2, 3 (see Fig. 15). If the region ri is a subset of the outer
region of the diagram or not and if the arc ai is in the outer region or not, we have
the following two cases:
if ri ⊆ outer region←→ outer region + ai
if ri 6⊆ outer region and ai ∈ outer region←→ outer region \ ai
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6.5. Gauss codes and involutions. Applying each of the involutions on a knotoid
diagram has the following effects on its Gauss code.
Reversion: The reversion involution reverses and renumbers the Gauss word and
reverses the list of signs. Finally, it reverses and renumbers the list of arcs the are
adjacent to the outer region:
1 -2 2 3 -1 -3 +-- 2 ←→ -1 -2 1 3 -3 2 --+ 4
Mirror reflection: The mirror reflection involution changes the under-crossings
to over-crossings and vice versa as well as the signs of the crossings in the second
part of the Gauss code:
1 -2 -1 2 ++ 0 2 3 ←→ -1 2 1 -2 -- 0 2 3
Symmetry: The symmetric involutions changes the signs of the crossings in the
Gauss code.
1 -2 -1 2 ++ 0 2 3 ←→ -1 2 1 -2 -- 0 2 3
Rotation: The rotation involution changes under-crossings to over-crossings and
vice versa.
1 -2 -1 2 ++ 0 2 3 ←→ -1 2 1 -2 ++ 0 2 3
7. Classification algorithm
Recall that knotoids are equivalence classes of knotoid diagrams, where the equiv-
alence relation is generated by isotopy and Ω-moves away from the endpoints. With-
out loss of generality, we can assume that the representative diagram of each class
is minimal, that is, it is a diagram with the minimal number of crossings among all
diagrams within the same equivalence class.
A knotoid is called composite, if it can be written as a product of two other
knotoids [27]. Knotoids that are not composite shall be called primes. Our goal
is to classify, up to all involutions, all extended oriented Gauss codes that corre-
spond to planar knotoid diagrams with up to 5 crossings and determine a unique
representative diagram for each isotopy class. The representative is defined as the
smallest diagram within a class in terms of the order of Section 4.2 . From this
point on, abusing notation, we use the term prime for both the isotopy class and its
representative diagram. Our classification algorithm was implemented in python
python 2.7. We also took the opportunity and applied the same algorithm to gen-
erate all prime knotoids in S2 with up to 6 crossings.
7.1. Generate all extended oriented Gauss codes. We start by generating all
possible oriented Gauss codes, that is, all possible tuples whose first entry is a word
of length 2n in the alphabet ±1, ±2, . . . ± n and the second entry is a word of
length n in the alphabet −, +. In total, there are (2n)! ·2n possible oriented Gauss
codes but not all of them represent a knotoid diagram. Such Gauss codes will be
called nonrealizable. The realizability criterion that we followed is based on [22].
For each of the realizable oriented Gauss codes, we determine the local regions
of their corresponding knotoid diagram and each time we pick a different one as its
outer region. In this way, one obtains all realizable extended oriented Gauss codes.
Since a knotoid diagram with n crossings has n+ 1 local regions, the total number
of realizable Gauss codes is (# realizable oriented Gauss codes) × (n+1). This is
summariazed in Table 1. For the case of planar knotoids with up to five crossings
we have found in total 832904 realizable diagrams, while for the case of knotoids
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Planar In S2
Crossings Diagrams Crossings Diagrams
1 8 1 4
2 120 2 40
3 2112 3 528
4 39840 4 7968
5 781824 5 130304
Total 832904 6 2224922
Total 2363766
Table 1. Realizable extended oriented Gauss codes.
in S2 with up to six crossings there are 2363766. Since a realizable Gauss code
corresponds to a diagram, from now on we will use the terms “(planar) diagram”
and “(extended) oriented Gauss code” interchangeably.
7.2. Isotopy classes of knotoid diagrams. This step describes the algorithm
that determines the different isotopy classes of knotoid diagrams with up to 5
crossings for the case of planar knotoids. In what follows, we first describe the
building blocks of the algorithm before discussing the algorithm itself. The case
of S2-knotoids with up to 6 crossings is analogous, except where specifically men-
tioned.
1. Partitioning. For the case of planar knotoids, we partition the set of all
diagrams using both the loop arrow polynomial and their double-branched cover,
since this way we obtain a finer partition. In fact, even though the double-branched
cover is in principle a stronger invariant than the loop arrow polynomial, there are
pairs of knotoids that are distinguished only by the latter invariant. More details on
this are provided in Section 8.1.1. Each subset of the partition contains all Gauss
codes that correspond to all planar diagrams having the same loop arrow polynomial
and the same double-branch cover. The case of knotoids in S2 is simpler, as the
arrow polynomial is sufficient to obtain a full classification. For knotoids in S2,
each subset of the partition contains all diagrams with the same arrow polynomial.
The loop arrow polynomial and the arrow polynomial for each diagram have been
computed using Knoto-ID [8]. The computation of the double-branched cover for
planar diagrams has been implemented in python 2.7.
2. Reachability Graph. For each subset of the partition we create a reachability
graph. The reachability graph is an undirected graph where each node corresponds
to a diagram, while an edge between two nodes means that the corresponding
diagrams are related either via a Ω-move or via reversion. There is a one-to-one
correspondence between connected components of the graph and isotopy classes,
assuming that all possible sequences of Ω-moves and reversions have been added to
the reachability graph.
The graph is initially populated with nodes corresponding to all planar diagrams
with up to 5 crossings. Edges corresponding to all possible crossing-decreasing Ω1-
moves and Ω2-moves, all possible Ω3-moves as well as reversions are then added to
the reachability graph.
3. Random walk. After step 2, the reachability graph doesn’t contain any edges
that correspond to crossing-increasing Ω-moves. However, to connect all diagrams
in the same isotopy class, one has to consider also crossing-increasing moves. Since
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it is not possible to exhaustively enumerate all possible Reidemeister moves, the al-
gorithm performs a random walk of predetermined length in the graph by applying
a randomly chosen sequence of Ω-moves, including crossing-increasing moves. The
length of the random walk is empirically set to 10,000 steps. Note that throughout
the random walk, diagrams with more than five crossings can be created. Whenever
this happens, an edge is added only when the random walk reaches a diagram with
up to five crossings, summarizing a sequence of Ω-moves. Since the increase in the
number of crossings happens through the application of Reidemeister moves, we are
ensured that we never leave the isotopy class. Furthermore, consecutive applica-
tions of crossing-increasing moves will not contribute to finding a path connecting
two components and so we bias our approach by giving higher probability of ap-
plication to crossing-reducing Ω1 and Ω2 moves than to their crossing-increasing
counterparts. The Ω3-move gets the same probability of application as the crossing
reducing moves because applying an Ω3-move will never result in a diagram with
increased number of crossings. The ratio of crossing reducing/preserving moves to
crossing increasing moves is set empirically to 2:1. Once the random walk reaches its
predefined length, the algorithm attempts to reduce the resulting diagram by sys-
tematic application of crossings-reducing Ω-moves. If the reduction of the diagram
leads to a diagram already in the graph, then an edge between the corresponding
nodes of the graph is added. Note that the algorithm does not add nodes to the
graph for any intermediate step in the random walk that corresponds to a diagram
with more than five crossings since this would be computationally too costly.
4. Diagram status. In this step, we go through all subsets of the partition and
we determine the connected components of each corresponding graph. For each
connected component, if the component contains a node marked as composite (see
next step), we mark all nodes of the component as composite. Otherwise, we mark
as candidate prime the smallest diagram in terms of the order of Section 4.2 and
all other diagrams within the connected component are ignored.
If the corresponding reachability graph contains a unique connected component,
it is marked as terminated and it is ignored for the rest of algorithm. If it doesn’t
contain a composite diagram, the smallest diagram in terms of the order of Sec-
tion 4.2 is marked as prime and all other diagrams are marked as not prime.
5. Composite diagrams. Since the double-branch cover detects the trivial planar
knotoid [3, Theorem 1.8], we know that the corresponding reachability graph will
have a single connected component corresponding to the set of all trivial planar
diagrams with up to 5 crossings. For the case of knotoids in S2, since there is no
equivalent result for the arrow polynomial available, we repeatedly perform Step
3 on the subset of the partition containing the trivial knotoid diagram, until we
obtain a single connected component corresponding to the set of all trivial diagrams
in S2 with up to 6 crossings. Next, ignoring the reachability graph corresponding to
trivial knotoids, we consider all possible candidate primes throughout all partitions
and all possible products of diagrams that result in a composite knotoid diagram
with 5 or less crossings. Not all combinations of planar knotoids yield a valid
composite diagram. In fact, at least one diagram of the product must have one
endpoint in the outside region of the diagram. Once we have a viable combination
of planar diagrams, it is straightforward to produce a composite knotoid using
the (extended) oriented Gauss codes since one has to concatenate the Gauss codes,
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relabel the crossings and arcs of the second diagram and recompute the outer region
of the diagram (See Figure 16).
-1  2  1 -2    ++    0 2 3
-1  1 -2  3  2 -3    +++    1
{-1  2  1 -2 
-1  1    +    1
k
1
k
2
k
1
.k
2
Figure 16. The composition of two planar knotoids and the cor-
responding extended oriented Gauss codes. We note with red the
labels of the crossings of the second diagram, before renumber-
ing, as well as it corresponding crossings. The outer region of the
composite diagram is the same as the outer region of the first dia-
gram.
The case of S2-knotoids is simpler since any knotoid in S2 can be represented
by a diagram that has one endpoint in the unbound region of the diagram [27]. A
pair of planar knotoids yields up to four diagrams while a pair of S2-knotoids yields
exactly four diagrams.
6. The algorithm. The algorithm for the determination of all isotopy classes of
knotoid diagrams starts by partitioning the set of all diagrams using polynomial
invariants (Step 1). Reachability graphs are then created for each subset of partition
(Step 2). An initial round of random walks is performed for each subset of partition,
starting one random walk for each node in the graph (Step 3). For each subset of
partition, diagrams are then marked as either prime or candidate prime (Step 4).
The goal of this initial round of random walks is to reduce the number of candidate
primes, so as to minimize the computational cost for the next step, which is the
evaluation of composite diagrams (Step 5). After this step, the algorithm repeatedly
applies rounds of random walks (Step 3) for all reachability graph not marked as
terminated, followed by a determination of the status of each diagram (Step 4). The
algorithm terminates when each subset of the partition are marked as terminated
in Step 4, i.e. all graphs have a unique connected component.
7.3. Prime diagrams up to all involutions. So far, the algorithm has focused on
determining all isotopy classes of planar knotoid diagrams with up to five crossings.
In this step we consider the isotopy class of a knotoid up to all of its involutions.
We start by merging the graphs corresponding to subsets of the partition related
by mirror reflection, symmetry and mirror symmetric reflection. Note that the
reversion involution has been already considered in Step 2 of Section 7.2. For each
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node, edges corresponding to all involutions are then added to the reachability
graph, thus connecting isotopy classes related by involutions. We finally apply
Step 4 in order to obtain the status of each diagram from each reachability graph
and then we extract the list of primes.
7.4. Knotoid naming conventions. In this final step, we name the representa-
tives of all distinct isotopy classes, up to involutions. All prime (planar) knotoids
are labelled using the scheme XY , where X is the minimal number of crossings of
the knotoid and Y is its relative position among all knotoids with the same number
of crossings. Note that, since several different planar knotoids may correspond to
the same knotoid in S2, it is possible that diagrams may change label depending
on whether they are considered on the plane or in S2. Moreover, the order of
Section 4.2 doesn’t guarantee that knot-type knotoids will get the label that their
corresponding knots have in the Rolfsen table notation [1]. In order to avoid this,
we impose the following additional order on the representative of the isotopy classes
of planar knotoid diagrams:
Knot-type knotoids < proper knotoids < non-proper knotoids.
Since any S2-knotoid that is not a knot-type can be represented by a proper knotoid
[27], our naming scheme is consistent even if we restrict to the case of S2 knotoids.
Knot-type diagrams follow the labels of the Rolfsen table, while the diagrams within
each of the other two categories follow the order of Section 4.2.
The table of all planar knotoids with up to 5 crossings can be found in Appen-
dix A, while the table of all knotoids in S2 with up to 6 crossings can be found
in Appendix B. All knotoid diagrams were plotted using a modified version of the
knot plotting function found in SageMath [23].
8. Results
8.1. Planar knotoids. In this case our algorithm doesn’t meet the termination
criterion as there are 6 subsets within the partition, each containing a graph with
two connected components. The unresolved cases can be seen in Table 2. There
are a few interesting observations to be made here.
We observe that in each pair, both diagrams represent the same knotoid in S2,
because they have the same oriented Gauss code. However, they have different
extended oriented Gauss codes, since each time a different region of the S2-knotoid
is marked as the outer region of the planar diagram.
Consecutive applications of longer random walks didn’t reveal a connection be-
tween the two components in any of these cases. For this reason, we hypothesize
that each of these pairs represent a pair of non-isotopic planar knotoid diagrams.
Under this hypothesis, the summary of the tabulation of all 5-crossing planar kno-
toids is shown in Table 3 and in Appendix A.
Strongly achiral is, as expected, the knot-type knotoid 41 while achiral are the
knotoids 22, 422, 484, 4103, 4148. Table 4 lists all rotatable planar knotoids per
number of crossings.
8.1.1. Comparing invariants. In this section we take the opportunity to compare
the loop arrow polynomial to the method of double-branched covers of knotoids.
To do so, we count the number of isotopy classes that each of these methods inde-
pendently distinguish.
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57 : -1 -2 3 4 -3 2 -5 1 5 -4 - - - + + 0 7 8
5421 : -1 -2 3 4 -3 2 -5 1 5 -4 - - - + + 3 4 10
59 : -1 2 -3 1 -4 5 -2 3 4 -5 - - - + + 0 3 4 8
5561 : -1 2 -3 1 -4 5 -2 3 4 -5 - - - + + 2 5 6 8 10
512 : -1 2 -3 1 4 -5 -2 3 -4 5 - - - - - 0 3 4 8
5593 : -1 2 -3 1 4 -5 -2 3 -4 5 - - - - - 2 5 6 8 10
519 : -1 2 -3 4 -5 1 -2 3 5 -4 - - - + + 3 4 8 10
5796 : -1 2 -3 4 -5 1 -2 3 5 -4 - - - + + 0 2 5 6 8
521 : -1 2 -3 4 -5 1 5 -2 -4 3 - + - - + 0 5 6
5814 : -1 2 -3 4 -5 1 5 -2 -4 3 - + - - + 2 3 8 10
524 : -1 2 -3 4 5 -4 -2 1 3 -5 - - - - + 4 5 10
5891 : -1 2 -3 4 5 -4 -2 1 3 -5 - - - - + 0 2 7 8
Table 2. The six unresolved pairs.
Planar Knotoids
Crossings Primes Rotatable Achiral Strongly Achiral
1 1 1 0 0
2 6 3 1 0
3 26 12 0 0
4 154 41 5 1
5 950 163 0 0
Total 1137 220 6 1
Table 3. Prime planar knotoids with up to 5 crossings, assuming
that all entries in Table 2 are non-isotopic pairs.
As shown in Table 5, the number of isotopy classes distinguished by the method
of branched covers is equal to 1121, while those that are distinguished by the loop
arrow polynomial is 916. The number of isotopy classes are distinguished by both
invariants is 912. This suggests that the method of double branched covers is
clearly stronger than the loop arrow polynomial. However, there are 4 diagrams
that distinguished by the loop arrow but not by the double branched covers method.
In fact, the knotoids 25 and 5146 lift to knots in the solid torus that have the
same Jones polynomial:
−A16v + A12v3 − 2A8v3 + 2A8v + A4v3
and so they are not distinguished by the double-branched cover. The loop arrow
polynomial, however, manages to distinguish them:
25 : −A2v +A6v +A8
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Crossings Rotatable knotoids
1 11
2 23, 25, 26
3 31, 39, 311, 312, 315, 316, 321, 322, 323, 324, 325, 326
4
427, 428, 441, 442, 443, 462, 463, 464, 465, 472, 473, 481,
492, 493, 494, 495, 496, 4101, 4109, 4113, 4114, 4115, 4116,
4129, 4130, 4131, 4132, 4139 4140, 4141, 4142, 4143, 4144,
4145, 4146, 4149, 4150, 4151 4152, 4153, 4154
5
51, 52, 599, 5100, 5146, 5167, 5168, 5183, 5184, 5185, 5195,
5196, 5197, 5198, 5202, 5203, 5229, 5268, 5270, 5328, 5329,
5332, 5333, 5344, 5345, 5348, 5366, 5369, 5370, 5371, 5372,
5383, 5384, 5385, 5388, 5393, 5394, 5395, 5396, 5397, 5398,
5399, 5400, 5413, 5449, 5450, 5451, 5452, 5458, 5459, 5544,
5545, 5552, 5553, 5554, 5563, 5565, 5575, 5576, 5577, 5578,
5579, 5580, 5588, 5607, 5608, 5611, 5679, 5680, 5698, 5700,
5702, 5706, 5707, 5708, 5709, 5721, 5722, 5725, 5726, 5733,
5734, 5735, 5736, 5737, 5738, 5739, 5740, 5760, 5761, 5762,
5763, 5768, 5769, 5770, 5771, 5772, 5773, 5774, 5777, 5790,
5792, 5800, 5801, 5806, 5807, 5838, 5839, 5840, 5841, 5842,
5843, 5855, 5856, 5857, 5858, 5871, 5872, 5873, 5874, 5875,
5876, 5877, 5878, 5879, 5880, 5881, 5882, 5883, 5884, 5885,
5886, 5898, 5899, 5900, 5907, 5908, 5909, 5910, 5911, 5912,
5913, 5914, 5928, 5931, 5932, 5933, 5934, 5936, 5937, 5938,
5939, 5940, 5941, 5942, 5943, 5944, 5945, 5946, 5947, 5948,
5949, 5950
Table 4. All rotatable planar knotoids.
Loop arrow
polynomial
Double-branched
cover
# isotopy classes 916 1121
# not distinguished
diagrams
221 16
Table 5. Comparing the strength of the loop arrow polynomial
versus the double-branched cover.
5146 : −A2w1 −A2v −A2m1 − 2A4 −A4q1 −A4p1 −A6w1 −A6v −A6m1 −A8
The other pair of knotoids that the double-branched cover doesn’t distinguish is
37 and 437. In the case, the Jones polynomial for both lifts in the solid torus is:
−A−12v3 + A−12v2 + A−8v3 −A−8v
The loop arrow polynomial for each case is:
37 : −A6v −A8 −A8p1 − 2 ∗A10m1
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437 : A
4 +A4m2 +A
6 ∗ p2 + 2A6m1 +A8p1 +A8m2
We note here that, despite being a weaker invariant than the double branched
cover method, the loop arrow polynomial is significantly faster in terms of compu-
tational speed. The double-branched cover method is computationally costly since
the pre-image of a knotoid in the solid torus is a significantly larger knot diagram,
in terms of number of crossings. This has an impact on the computational speed
of the invariant that we choose to evaluate the resulting knot diagram.
S2-knotoids
Crossings Primes Rotatable Achiral Strongly Achiral
1 0 0 0 0
2 1 0 0 0
3 2 1 0 0
4 8 0 0 1
5 24 5 0 0
6 121 7 3 1
Total 156 13 3 2
Table 6. Prime S2-knotoids with up to 6 crossings.
8.2. Knotoids in S2. Using the algorithm in Section 7 and the arrow polynomial,
we systematically classified all knotoids in S2 up to 6 crossings. Contrary to the
case of planar knotoids, the algorithm terminates after distinguishing all isotopy
classes of S2-knotoids. The results are summarized in Table 6. Compared to the
table with up to five crossings [2] we found one missing entry, knotoid 524 in our
notation, which confirms the findings of [18]. Here we rearrange the knotoids with
up to five crossings so that they follow the total order of Section 4.2 and we extend
the table so that it includes also all knotoids with six crossings.
Crossings Rotatable knotoids
1 −
2 −
3 31
4 −
5 51, 52, 515, 517, 518
6 61, 62, 662, 680, 685, 687, 696
Table 7. All rotatable knotoids in S2.
In the case of S2-knotoids, there are three achiral knotoids, 654, 686, 6120, and
two strongly achiral knotoids, the knot-type knotoid 41 and 63. Finally, there are
thirteen rotatable knotoids that are shown in Table 7 and in Appendix B.
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Appendix A. Planar knotoids
We distinguish the different type of knotoids using the following colour-code.
Labels in red correspond to knot-type knotoids, labels in blue correspond to S2-
isotopy representative when it is seen as a planar knotoid and labels in black to
planar knotoids.
11 21 22 23
24 25 26 31
32 33 34 35
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36 37 38 39
310 311 312 313
314 315 316 317
318 319 320 321
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322 323 324 325
326 41 42 43
44 45 46 47
48 49 410 411
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412 413 414 415
416 417 418 419
420 421 422 423
424 425 426 427
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428 429 430 431
432 433 434 435
436 437 438 439
440 441 442 443
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444 445 446 447
448 449 450 451
452 453 454 455
456 457 458 459
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460 461 462 463
464 465 466 467
468 469 470 471
472 473 474 475
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476 477 478 479
480 481 482 483
484 485 486 487
488 489 490 491
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492 493 494 495
496 497 498 499
4100 4101 4102 4103
4104 4105 4106 4107
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4108 4109 4110 4111
4112 4113 4114 4115
4116 4117 4118 4119
4120 4121 4122 4123
A SYSTEMATIC CLASSIFICATION OF KNOTOIDS ON THE PLANE AND ON S2 33
4124 4125 4126 4127
4128 4129 4130 4131
4132 4133 4134 4135
4136 4137 4138 4139
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4140 4141 4142 4143
4144 4145 4146 4147
4148 4149 4150 4151
4152 4153 4154 51
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52 53 54 55
56 57 58 59
510 511 512 513
514 515 516 517
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518 519 520 521
522 523 524 525
526 527 528 529
530 531 532 533
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534 535 536 537
538 539 540 541
542 543 544 545
546 547 548 549
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550 551 552 553
554 555 556 557
558 559 560 561
562 563 564 565
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566 567 568 569
570 571 572 573
574 575 576 577
578 579 580 581
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582 583 584 585
586 587 588 589
590 591 592 593
594 595 596 597
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598 599 5100 5101
5102 5103 5104 5105
5106 5107 5108 5109
5110 5111 5112 5113
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5114 5115 5116 5117
5118 5119 5120 5121
5122 5123 5124 5125
5126 5127 5128 5129
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5130 5131 5132 5133
5134 5135 5136 5137
5138 5139 5140 5141
5142 5143 5144 5145
44 DIMOS GOUNDAROULIS, JULIEN DORIER, AND ANDRZEJ STASIAK
5146 5147 5148 5149
5150 5151 5152 5153
5154 5155 5156 5157
5158 5159 5160 5161
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5162 5163 5164 5165
5166 5167 5168 5169
5170 5171 5172 5173
5174 5175 5176 5177
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5178 5179 5180 5181
5182 5183 5184 5185
5186 5187 5188 5189
5190 5191 5192 5193
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5194 5195 5196 5197
5198 5199 5200 5201
5202 5203 5204 5205
5206 5207 5208 5209
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5210 5211 5212 5213
5214 5215 5216 5217
5218 5219 5220 5221
5222 5223 5224 5225
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5226 5227 5228 5229
5230 5231 5232 5233
5234 5235 5236 5237
5238 5239 5240 5241
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5242 5243 5244 5245
5246 5247 5248 5249
5250 5251 5252 5253
5254 5255 5256 5257
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5258 5259 5260 5261
5262 5263 5264 5265
5266 5267 5268 5269
5270 5271 5272 5273
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5274 5275 5276 5277
5278 5279 5280 5281
5282 5283 5284 5285
5286 5287 5288 5289
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5290 5291 5292 5293
5294 5295 5296 5297
5298 5299 5300 5301
5302 5303 5304 5305
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5306 5307 5308 5309
5310 5311 5312 5313
5314 5315 5316 5317
5318 5319 5320 5321
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5322 5323 5324 5325
5326 5327 5328 5329
5330 5331 5332 5333
5334 5335 5336 5337
56 DIMOS GOUNDAROULIS, JULIEN DORIER, AND ANDRZEJ STASIAK
5338 5339 5340 5341
5342 5343 5344 5345
5346 5347 5348 5349
5350 5351 5352 5353
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5354 5355 5356 5357
5358 5359 5360 5361
5362 5363 5364 5365
5366 5367 5368 5369
58 DIMOS GOUNDAROULIS, JULIEN DORIER, AND ANDRZEJ STASIAK
5370 5371 5372 5373
5374 5375 5376 5377
5378 5379 5380 5381
5382 5383 5384 5385
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5386 5387 5388 5389
5390 5391 5392 5393
5394 5395 5396 5397
5398 5399 5400 5401
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5402 5403 5404 5405
5406 5407 5408 5409
5410 5411 5412 5413
5414 5415 5416 5417
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5418 5419 5420 5421
5422 5423 5424 5425
5426 5427 5428 5429
5430 5431 5432 5433
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5434 5435 5436 5437
5438 5439 5440 5441
5442 5443 5444 5445
5446 5447 5448 5449
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5450 5451 5452 5453
5454 5455 5456 5457
5458 5459 5460 5461
5462 5463 5464 5465
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5466 5467 5468 5469
5470 5471 5472 5473
5474 5475 5476 5477
5478 5479 5480 5481
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5482 5483 5484 5485
5486 5487 5488 5489
5490 5491 5492 5493
5494 5495 5496 5497
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5498 5499 5500 5501
5502 5503 5504 5505
5506 5507 5508 5509
5510 5511 5512 5513
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5514 5515 5516 5517
5518 5519 5520 5521
5522 5523 5524 5525
5526 5527 5528 5529
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5530 5531 5532 5533
5534 5535 5536 5537
5538 5539 5540 5541
5542 5543 5544 5545
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5546 5547 5548 5549
5550 5551 5552 5553
5554 5555 5556 5557
5558 5559 5560 5561
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5562 5563 5564 5565
5566 5567 5568 5569
5570 5571 5572 5573
5574 5575 5576 5577
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5578 5579 5580 5581
5582 5583 5584 5585
5586 5587 5588 5589
5590 5591 5592 5593
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5594 5595 5596 5597
5598 5599 5600 5601
5602 5603 5604 5605
5606 5607 5608 5609
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5610 5611 5612 5613
5614 5615 5616 5617
5618 5619 5620 5621
5622 5623 5624 5625
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5626 5627 5628 5629
5630 5631 5632 5633
5634 5635 5636 5637
5638 5639 5640 5641
A SYSTEMATIC CLASSIFICATION OF KNOTOIDS ON THE PLANE AND ON S2 75
5642 5643 5644 5645
5646 5647 5648 5649
5650 5651 5652 5653
5654 5655 5656 5657
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5658 5659 5660 5661
5662 5663 5664 5665
5666 5667 5668 5669
5670 5671 5672 5673
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5674 5675 5676 5677
5678 5679 5680 5681
5682 5683 5684 5685
5686 5687 5688 5689
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5690 5691 5692 5693
5694 5695 5696 5697
5698 5699 5700 5701
5702 5703 5704 5705
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5706 5707 5708 5709
5710 5711 5712 5713
5714 5715 5716 5717
5718 5719 5720 5721
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5722 5723 5724 5725
5726 5727 5728 5729
5730 5731 5732 5733
5734 5735 5736 5737
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5738 5739 5740 5741
5742 5743 5744 5745
5746 5747 5748 5749
5750 5751 5752 5753
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5754 5755 5756 5757
5758 5759 5760 5761
5762 5763 5764 5765
5766 5767 5768 5769
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5770 5771 5772 5773
5774 5775 5776 5777
5778 5779 5780 5781
5782 5783 5784 5785
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5786 5787 5788 5789
5790 5791 5792 5793
5794 5795 5796 5797
5798 5799 5800 5801
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5802 5803 5804 5805
5806 5807 5808 5809
5810 5811 5812 5813
5814 5815 5816 5817
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5818 5819 5820 5821
5822 5823 5824 5825
5826 5827 5828 5829
5830 5831 5832 5833
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5834 5835 5836 5837
5838 5839 5840 5841
5842 5843 5844 5845
5846 5847 5848 5849
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5850 5851 5852 5853
5854 5855 5856 5857
5858 5859 5860 5861
5862 5863 5864 5865
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5866 5867 5868 5869
5870 5871 5872 5873
5874 5875 5876 5877
5878 5879 5880 5881
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5882 5883 5884 5885
5886 5887 5888 5889
5890 5891 5892 5893
5894 5895 5896 5897
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5898 5899 5900 5901
5902 5903 5904 5905
5906 5907 5908 5909
5910 5911 5912 5913
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5914 5915 5916 5917
5918 5919 5920 5921
5922 5923 5924 5925
5926 5927 5928 5929
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5930 5931 5932 5933
5934 5935 5936 5937
5938 5939 5940 5941
5942 5943 5944 5945
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5946 5947 5948 5949
5950
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Appendix B. Knotoids in S2
We distinguish the different type of knotoids using the following colour-code.
Labels in red correspond to knot-type knotoids and labels in black to S2-knotoids.
21 31 32 41
42 43 44 45
46 47 48 51
96 DIMOS GOUNDAROULIS, JULIEN DORIER, AND ANDRZEJ STASIAK
52 53 54 55
56 57 58 59
510 511 512 513
514 515 516 517
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518 519 520 521
522 523 524 61
62 63 64 65
66 67 68 69
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610 611 612 613
614 615 616 617
618 619 620 621
622 623 624 625
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626 627 628 629
630 631 632 633
634 635 636 637
638 639 640 641
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642 643 644 645
646 647 648 649
650 651 652 653
654 655 656 657
A SYSTEMATIC CLASSIFICATION OF KNOTOIDS ON THE PLANE AND ON S2 101
658 659 660 661
662 663 664 665
666 667 668 669
670 671 672 673
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674 675 676 677
678 679 680 681
682 683 684 685
686 687 688 689
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690 691 692 693
694 695 696 697
698 699 6100 6101
6102 6103 6104 6105
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6106 6107 6108 6109
6110 6111 6112 6113
6114 6115 6116 6117
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6118 6119 6120 6121
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