Background: Definition and elimination of outliers is a key element for medical laboratories establishing or verifying reference intervals (RIs). Especially as inclusion of just a few outlying observations may seriously affect the determination of the reference limits. Many methods have been developed for definition of outliers. Several of these methods are developed for the normal distribution and often data require transformation before outlier elimination.
Introduction Outliers and reference intervals
Medical laboratories establishing or verifying reference intervals (RI) are facing the challenge of detecting erroneous values in the datasets. These outlying observations can be caused by experimental error or measurement variability. If a possible experimental error affecting an observation cannot be identified, medical laboratories often rely on a variation of statistical methods to identify these outliers. Definition and elimination of outliers is crucial in all sorts of distributions in clinical biochemistry, as the inclusion of outliers affects the determination of limits. Most prominent this is seen in skewed distributions where inclusion of just a few outlying observations can have huge impact on the determination of the reference limits. An ideal algorithm for outlier detection should identify any number of observations distant from other observations regardless of probability distribution [1] . A diverse range of methods has been developed for identifying outlying observations. In contrast to an ideal algorithm, these methods often rely on assumptions about the underlying distributions.
Present methods
Several methods assumes that the data originates from a normal distribution. In clinical biochemistry, these methods include Dixon's Q test and Grubbs's test [2, 3] , which are both essentially designed to detect only one outlier. Other used methods are elimination of extremes; e.g. values which fall outside mean ± 3 or 4 standard deviations (SD) [4] [5] [6] [7] [8] .
Tukey's fences are also a very popular way of defining outliers [9] . It relies on the central part of the distribution by using the interquartile range (IQR) defined as the third quartile minus the first quartile. Based on this the outlier limits are defined by Lower limit = first quartile - 1.5 * IQR and Upper limit = third quartile + 1.5 * IQR. This procedure is reproducible but highly sensitive to skewness, and the method is only recommended for symmetrical distributions. Furthermore, the outcome of outlier removal using Tukey's fences is dependent on sample size, as also the estimation of the population quantiles are dependent on sample size [10, 11] . These methods can also be used on skewed distributions if the non-normal data are transformed to normality before use of the test. However, for applications in clinical biochemistry Dixon's Q test is considered reasonably insensitive to distribution type [12] .
To facilitate use of Tukey's fences in skewed distributions it is used in conjunction with several different transformations, examples being the natural logarithmic transformation or the Box-Cox transformation (BCT) (equation 1) [13] .
Here, λ is a parameter that determines the shape of the transformation and c is a location constant. λ is estimated using the maximum likelihood estimation in the original data [13] .
Finally, one can use the more advanced methods like BCT followed by adjustment for remaining kurtosis [14] . After transformation, Tukey's fences are applied to define outliers. Or the choice can be the yet more statistically complex robust estimator [15] . Despite the availability of advanced calculus programs, these procedures require knowledge and care in order to be used sensibly.
In practice, a histogram is often used to perform a visual assessment for outliers. Clearly, this method does not depend on assumptions regarding the distribution but it is not reproducible, as it depends on the calculus program used to draw the histogram. Selecting the bin size and anchor point for the histogram can have large effects on the visual outcome. However, it is probably still a widely used method amongst doctors in clinical biochemistry in the everyday work in the laboratory. Several different proposals for determining the optimal bin size have been developed. They all rely on assumptions on the underlying distribution, and most of them work best for normal distributions.
The Freedman-Diaconis rule suggests that using a bin size h defined as
This bin size minimizes the difference between the areas of the empirical and the theoretical probability distribution functions. It only requires the mild assumption that the underlying distribution is not uniform. Furthermore, it is not very sensitive to outliers in the data, as it does not depend on the standard deviation or total range. Drawing a histogram with this bin size gives a rough sense of the density of the underlying distribution of the data and estimates the probability density function [16] .
Current recommendations
The current recommendations (EP28-A3C) published by the Clinical and Laboratory Standards Institute (CLSI) and the International Federation of Clinical Chemistry and Laboratory Medicine (IFCC) mention the following procedures when determining RIs [17] :
First, it is recommended to do a visual examination of the frequency distribution. Secondly, one of the following two procedures could be used for identifying outlying observations: 1. Dixon's Q test. Using this procedure on the least extreme outlier as if it was the only outlier and subsequently also remove more extreme outliers, allows for defining more than one outlier on the same side of the distribution, or 2. Box-Cox transformation in conjunction with Tukey's fences (BCT). The BCT removes skewness. It is recommended to repeat this method until no further outliers are detected.
Drawbacks for recommended methods
Dixon's Q test is very simple to use, but it can fail to detect outliers when these are masked by spacing [18] . Especially, it can have problems when the distribution is not normal, as it is an underlying assumption. For the second method, the presence of outliers in the dataset has influence on the estimated λ-parameter, and thus influence the transformation.
Description of a proposed method
With very large sample sizes as is common in, e.g. engineering sciences, outliers can be defined as data not connected to the main probability distribution [19] . However, for applications like RIs in clinical biochemistry where limited number of data are available this method is not directly transferable. Additionally before evaluating the histogram, the skewness of clinical biochemistry data should be taken into account. This can be done in a histogram by using two modified Freedman-Diaconis bin sizes, one on each side of the median. 1 3 4 (median 1st quartile)
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This ensures a greater precision of the estimated probability density function in each tail of the distribution, which is important for the outlier definition purpose. It also renders the median as a natural anchoring point for the histogram. Plotting the histogram with bin size h 1 below the median and h 2 above the median allows for a new method for defining outliers. Extreme data larger or smaller than points where the probability density function becomes zero are not connected to the main part of the distribution, and could therefore be considered outliers.
As we find our outlier definition with this modified Freedman-Diaconis binning (FDB) method intuitive and simple we compared it to the BCT method which is the current recommendation of CLSI/IFCC [17] . We compared the outlier definition in simulations on eight different distributions with different methods of adding outliers and different sample sizes. Subsequently, we evaluated the methods on clinical data by using an indirect approach for evaluating RIs.
Materials and methods

Generation of random data
Calculations, statistical evaluations, graphical representations and data generation were made in Rstudio (Version 1.0.136 with R Version 3.3.2). The following packages were installed (plyr, dplyr, ggplot2, forecast, gsubfn, LaplacesDemon). Rstudio with R and the installed R packages were used to simulate the following distributions:
Normal (mean = 10, SD = 1); half-normal; log-normal; χ 2 (df [degrees of freedom] = 1, 4 and 8); and χ 2 (df = 1, ncp [non-centrality parameter] = 10). Square root normal distributions were generated by squaring the simulated normal distributions (before and after addition of outliers to the normal distributions). For each distribution type we generated 1000 replicates of samples of sizes n = 30, 60 and 120. All simulated values were rounded to the fourth decimal. To ensure strictly positive numbers in the distributions, the values rounded to 0 are replaced with 10 
Adding outliers on one side
Outliers were added using a method similar to previous published methods [1] . Each sample had one through six random values replace by outliers. Outliers were added as a uniform random variable on the upper side of the distribution in the probability range (0.35-0.005%) corresponding to mean + 2.7-3.9 SDs in the normal distribution. This gives on average <1 outlier in samples without outliers added for sample size n = 120.
Adding outliers on both sides
For distribution types: Normal; square root normal; χ 2 (df = 8); χ 2 (df = 1, ncp = 10) outliers were also added on both sides. The method was similar to the one-sided model, but c outliers were added in the same probability range with a random number of outliers p to the lower side and c−p added to the upper side of the distribution.
Clinical data: Patient results were extracted from the laboratory information system (LIS) using methods similar to our recently published method [20] . Included test results were all analyzed at Aalborg University Hospital in the period of (21.08.2017-24.09.2017).
The following selection criteria were used: Each unique patient had only one request for biochemical testing in the regional LIS within 1.5 years retrospective of an included sample and the retrieved data from the LIS are all from outpatients consulting general practitioners. In total just under 23,000 patient results were extracted. The results are distributed with approx. 54-2125 per stratification. Included tests were (alanine transaminase, albumin, pancreatic amylase, alkaline phosphatase, bilirubin, calcium, creatine kinase, creatinine, iron, γ-glutamyl-transferase, potassium, sodium and urate).
Statistical evaluation
Determination of RIs were done with the non-parametric method using the 2.5th and 97.5th percentiles for sample sizes n = 60 and 120, and using the 5th and 95th percentiles for sample size n = 30. If the rank values are not integers, interpolation was done between rank values on each side [17] . Root mean squared error (RMSE) is calculated to the non-parametric limits of the distribution without outlier replacement. For outlier elimination with the BCT method, the sample data was transformed using the BCT. Subsequently, Tukey's fences were applied to define outliers. The sample data without outliers were then back transformed to the original scale and reference values were determined with the described non-parametric method.
For the FDB method, the bin sizes were calculated according to formulas (3) and (4) and rounded to five decimals. Frequency distributions were the built from the median using h 1 bin size below the median and h 2 above the median. Starting from the median the lower outlier limit is defined as the first empty bin (frequency = 0) below the median. Similarly, the upper outlier limit is defined as the first empty bin above the median. Sample data outside the limits are defined as outliers and removed. This renders the sample data as one connected frequency distribution given the defined bin sizes.
Ethics
The study was a technical and quality investigation in accordance with the guidelines of the Northern Denmark Regional Science and Ethics Committee.
Results
Results from simulation experiments shown here are all from (n = 120). Results from (n = 30 and 60) are shown in the Supplementary Data. Figure 1A shows a histogram of one simulated sample from the χ 2 (df = 4) distribution containing 5% outliers. The plot is rendered using the default settings, as it would be in Microsoft Excel ® (number of bins defined by n √ ). The histogram has the first bin from 0 to 0.1029 and thereafter a bin size of 2.48, which in this case gives a complete connected frequency distribution. Calculating the bin sizes as defined in equation (3) and (4) gives a bin size of 1.21 below the median and 1.88 above the median. Plotting the histogram using these bin sizes is shown in Figure 1B . The bin locations of the six random values which were replace by outliers are shown in light gray. The added outliers are located in the black bins. In this sample, the positions of the outlier fences with the BCT method are shown as arrows in the top of the histogram. Near the lower limit, the BCT method excludes one non-outlier, and near the upper limit it includes one of the added outliers. Similarly, the positions of the FDB outlier fences are shown as arrows in the bottom of the histogram. This method removes all six outliers and one nonoutlier near the upper limit and none near the lower limit.
Simulation experiments
Violin plots are used to show summaries of the simulation experiments. The violin plots show the probability density function of the non-parametric calculated RI limits. The average percentage of detected outliers is indicated in the plots.
Comparing the methods for outlier definition, the BCT method generally defines fewer outliers when none are added. When outliers are added on one side, the FDB method often results in limits closer to the theoretical limits. Especially, on the side where no outliers are added. Here the FDB method renders the limits unaffected whereas the BCT outlier definition affects the limit (Table 1  and Supplementary Tables 1 and 2 ). Figure 2 shows violin plots of the normal (A) and the χ 2 (df = 1, ncp = 10) (B) distribution, respectively. For these two distributions, the FDB method performs better without outliers added. The distributions of the calculated upper limits are very similar. In contrast to this, the lower limit has shifted when the BCT method is used whereas the FDB method shows no change here (Table 1 and Figure 2A and B) .
In simulations where the outliers are distributed on both sides the BCT method gives limits closer to the theoretical limits for the normal and square root normal distributions. The FDB method estimates limits close to the theoretical limits for the distributions (χ 2 [df = 8]; χ 2 [df = 1, ncp = 10]) (Figure 2A and B, Table 1 and Supplementary  Tables 3 and 4 ). In the χ 2 (df = 1, ncp = 10) distribution the FDB method detects fewer outliers resulting in an underestimation of the lower limit ( Figure 2B and Table 1 ).
In more skewed distributions such as the log-normal distribution both methods have problems defining outliers. The violin plot ( Figure 3A) shows that without outliers the use of the FDB method results in an underestimation of the upper limit (Table 1) . However, in the presence of outliers, the use of the BCT method results in an overestimation and a large RMSE of the upper limits, whereas the FDB method gives a result similar to the result obtained when outliers are not added. For the χ 2 (df = 8) distribution (Figure 3B ), the percentages of outliers eliminated when none are added are similar for both methods. When outliers are distributed on both sides, the determination of the upper limit for the FDB method has greater probability mass near the theoretical limit (Table 1) . At the lower side, the BCT method eliminates more outliers, which results in a lower limit closer to the theoretical limit.
Adding more extreme outliers using the method described by Horn et al. [18] , leads to similar results. However, here the BCT estimation of the lower limits deviates more from the distribution percentiles than with less extreme outliers (Supplementary Figures 1-3 and Supplementary Tables 5 and 6 ). Adding outliers only on the lower side of skewed distributions shows that the BCT method estimates the lower limits slightly better than the FDB method. As seen for other distributions this then affects the estimation of the other limit, which then deviates more from the distribution percentiles than the FDB method (Supplementary Figures 4 and 5 and Supplementary Tables 7 and 8) .
Results of simulation experiments with lower sample sizes show essentially similar results. However, for the very small sample size (n = 30) it seems that the FDB method is better at estimating the limits when no outliers are added (Supplementary Tables 9-16 ).
Clinical data
A comparison of the FDB method with the BCT method on laboratory data is shown in Table 2 . The BCT method detects between 0 and 5% outliers and the FDB method detects between 0 and 8% outliers. Clinically significant differences are found for upper limits of alanine transaminase, creatine kinase and γ-glutamyltransferase. The largest difference is found for γ-glutamyltransferase (male, >40) ( Figure 4A ). For this test, the BCT method does not detect any outliers whereas the FDB method detects six. The FDB method evaluates the limits numerically closer to Local and NORIP RIs. The evaluation of the transformation is shown in Supplementary Figure 6 . In the case of creatine kinase (male, 18-60) and alanine transaminase the differences between the methods are found at the upper limit, where the FDB method evaluates the limits numerically closer to the Local RIs. For all these RIs (except two γ-glutamyltransferase stratifications) outlier definition according to Dixon's Q test leads to exclusion of fewer outliers than the BCT method (Data not show). For tests like albumin ( Figure 4B ), pancreatic amylase, alkaline phosphatase, bilirubin, calcium, creatinine, iron, potassium, sodium and urate the methods does not lead to clinical significant differences in the evaluated limits. However, for some of the skewed distributions like alanine transaminase, pancreatic amylase, alkaline phosphates, creatine kinase, and Iron the outliers removed with the BCT method leads to a small increase in the level of the lower limits.
Repeated detection of outliers on the datasets results in removal of six (one round) and 66 (three rounds) additional outliers with the FDB and BCT methods, respectively. Only γ-glutamyl-transferase (Female, >40) with the FDB method shows a clinically significant change (Supplementary Tables 17 and 18 ).
General statistics of the datasets are found in (Supplementary Table 19 ). This table outlines the skewedness of the datasets and the percentiles (2.5 and 97.5) represents the calculated RI if no outliers were defined. 
Discussion
We have presented a simple transformation independent method for outlier definition. The method uses the concept of drawing a histogram of the data and defines the outlier fences as the first bins above and below the median not containing any data. The bin sizes are defined using a modified Freedman-Diaconis rule. The modification allows for defining individual bin sizes above and below the median. This method is simple, reproducible, and intuitively understandable; it gives results resembling what a clinical biochemistry professional would reach after inspecting a histogram. Evaluation of simulation experiments comparing the FDB method to the BCT method show that the FDB method, in most cases, is better at defining outliers when added on one side. In this case reference limits are more precise both at the upper and lower limit. When outliers are added on both sides, the BCT method is better at the lower side, whereas the methods are approximately equally good at the upper side. However, the results indicate that the BCT elimination of outliers at the lower side is a result of addition of outliers on the upper side. In simulation experiments without outliers added, the FDB method seems to define a few more outliers resulting in a smaller deviation from the theoretical limits. Using smaller samples similar results are found, only in very small samples the FDB method seems to be better at including true points when outliers are not added. The results from the evaluation of laboratory data confirms several of the results from the simulation experiments. When clinically significant differences are found, the limits determined with the FDB method are numerically closer to the NORIP limits. Similarly, the BCT method influences the level of the lower limit when used on skewed distribution. Though an indirect datasets can be influence by selection bias it is found useful, as it is a dataset of actual measured values. The difficulties, which the FDB method has in detecting outliers on the lower side, does not influence the clinical evaluation. At least not to the same extent as the BCT method influence on the lower limit.
The apparent advantage of the FDB method may be explained by the fact that the IQR is essentially insensitive to extremes, whereas a transformation of data is influence by outliers. This is especially seen in skewed distributions (like Figure 3A and general statistics of the datasets). The evaluation of the transformation for this distribution (Supplementary Figure 6) shows that the results in this case is not due to bad transformation or remaining kurtosis. The remaining kurtosis has in other simulation experiments been described as the reason for suboptimal results [1] . Furthermore, the FDB method is dependent on the sample size, as the bin size is dependent on sample size. This and the evaluation of simulation experiments with low sample number and of the laboratory data shows that the FDB method seems to perform equally well at different sample sizes.
The FDB method has the statistical limitation that it is not applicable when the underlying distribution is uniform [16] . However, this is not a distribution often found in clinical biochemistry. Additionally, multimodal densities are problematic for the BCT method as well as for the FDB method [21] . However, as the method are to be used in the tails of distributions this will in most cases be a minor problem. At very large sample sizes, the bin size can become smaller than the test resolution resulting in a fragmented histogram. The solution here is to use the test resolution as the bin size. Finally, the proposed method was only tested on indirect datasets, which do not represent a true random sample. The selection relies on the requisition pattern as an acceptable surrogate for good health status [20] .
In conclusion, we find our simple transformation independent outlier detection method as good as or better than the currently recommended methods. It allows for a complete non-parametric and transformation independent calculation of RIs. The method is easy to perform manually in Microsoft Excel ® . It can be done by building a frequency table from the median using the bin sizes described in formulas (3) and (4) . The first empty bin on each side of the median defines the outlier fences. We therefore propose to use this new method once to get a transformation independent outlier definition.
