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a b s t r a c t
In this paper, we construct a class of dz-disjunct matrices with high degree of error-
correction (detection) by geometry of orthogonal group over finite field of odd character-
istic and discuss the disjunct properties of them. For a t × n dz-disjunct matrix, it has four
parameters, n, t, d, z, which we call the design parameters of the dz-disjunct matrix. In or-
der to facilitate the selection of a pooling design in line with our need, we have discussed
how these design parameters change with their variables based on the construction.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A group testing that indicateswhether or not a positive data object is in a specific subset or pool of the data set can greatly
facilitate the identification of all the positive data objects. This job can be done through a collection of tests, called a pooling
design. Each test is a subset of clones, called a pool. A clone is positive if it contains a given probe, otherwise, it is negative.
A pool is positive if and only if it contains at least one positive clone, otherwise it is negative.
Pooling designs have become the standard experimental tools in many areas of application. A group testing algorithm is
non-adaptive if all tests could be specified without knowing the outcomes of other tests. Designing a good error-tolerance
pooling design is the central problem in the area of non-adaptive group testing. A mathematical model of the non-adaptive
group testing (NGT) design is a d-disjunct matrix. A (0, 1)-matrix is called d-disjunct if no union of any d columns covers
another column. A t × n d-disjunct matrix corresponds precisely to a pooling design which can identify at most d positive
items from n items with t tests. A d-disjunct matrix is dz-disjunct if no column has at least z 1-entries covered by the union
of any other d columns. Hence, a d-disjunct matrix is d1-disjunct. A dz-disjunct matrix can detect z − 1 errors and correct
b z−12 c errors (see [1,5]). If an extra round of confirmatory tests is allowed, then a dz-disjunct matrix can indeed correct z−1
errors (see [3]). For a t × n dz-disjunct matrix, it is clear that the larger n, 1t , d, z are, the better the pooling design is.
To date, there are a few relative papers addressing the problem of designing and analyzing error-tolerance pooling design
(see [7,9,6,8,2,11,4]). Anthony J. Macula proposed a way of constructing a d-disjunct matrix which uses the containment
relation in a structure [7]. In [9], Ngo and Du introduced a non-adaptive pooling design based on the containment relation
of finite vector space which was later found to be highly error-tolerance by D’yachkov et al. in [2].
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If we also take the type of the subspaces into our consideration rather than only the dimension of them as in [9,2], we
believe that we can get some better conclusions about the pooling design constructed by orthogonal space. In this paper, we
construct a dz-disjunct matrix whose rows are indexed by (r, 0, 0)-subspaces and columns indexed by (m, 0, 0)-subspaces
of orthogonal space and find that it has a high degree of error-correction (detection) as in [2]. In addition, we give the
formulas of n, t, d and z, and analyze the changing trends of them with their variables.
2. Preliminary
In order to construct a dz-disjunct matrix with orthogonal space over finite field of odd characteristic, we introduce
several basic conceptions and notations of orthogonal geometry. For more results of the orthogonal geometry, the reader
can refer to Chapter 6 of [10].
Fq is a finite field of odd characteristic with q elements, where q is a prime or a prime power. w is a fixed non-square
element of F∗q . Assume
S2ν,0 =
(
0 I(ν)
I(ν) 0
)
, S2ν+1,1 =
 0 I(ν)I(ν) 0
1
 ,
S2ν+1,w =
 0 I(ν)I(ν) 0
w
 , S2ν+2,w =

0 I(ν)
I(ν) 0
1
−w
 .
In order to cover these four cases, we introduce the notation S2ν+δ,∆, where ν is its index and ∆ denotes its definite part.
The orthogonal group of degree 2ν + δ with respect to S2ν+δ,∆ over Fq will be denoted by O2ν+δ,∆(Fq), which consists of
all (2ν + δ) × (2ν + δ) matrices T over Fq satisfying TS2ν+δ,∆T T = S2ν+δ,∆. The vector space F2ν+δq together with the
right multiplication action of O2ν+δ,∆(Fq) is called the (2ν + δ)-dimensional orthogonal space over Fq with respect to
S2ν+δ,∆. Clearly, since O2ν+1,1(Fq) and O2ν+1,w(Fq) are isomorphic, actually only three types of orthogonal groups, O2ν,0(Fq),
O2ν+1,1(Fq), O2ν+2,w(Fq), need to be considered.
Let A and B be two n× nmatrices over Fq. If there is an n× n non-singular matrix Q over Fq such that QAQ T = B, we call
that A is cogradient to B.
Let P be an m-dimensional vector subspace of F2ν+δq . We use the same letter to denote the matrix which represents the
vector subspace P . It should be noted that the matrix P is anm× (2ν + δ)matrix of rankm. Subspace P is said to be of type
(m, 2s, s), if PS2ν+δ,∆PT is cogradient to the matrix 0 I
(s)
I(s) 0
0(m−2s)
 .
The subspaces of type (m, 0, 0) are called m-dimensional totally isotropic subspaces, denoted by (m, 0, 0)-subspace. Two
vectors x and y of F2ν+δq are said to be orthogonal with respect to S2ν+δ,∆, if xS2ν+δ,∆yT = 0. We use the symbol P⊥ to denote
the set of vectors which are orthogonal to every vector of P , i.e., P⊥ = {y ∈ F2ν+δq |yS2ν+δ,∆xt = 0, for all x ∈ P}. Obviously,
P⊥ is a (2ν + δ −m)-dimensional subspace of F2ν+δq and is called the dual subspace of P . A subspace P is totally isotropic if
and only if P ⊆ P⊥. Denote the dual subspace of (m, 0, 0)-subspace with respect to S2ν+δ,∆ in F2ν+δq by (m, 0, 0)⊥.
Denote byM(m, 0, 0; 2ν + δ,∆) the set of subspaces of type (m, 0, 0) contained in F2ν+δq . Let N(m, 0, 0; 2ν + δ,∆) =|M(m, 0, 0; 2ν + δ,∆)|.
Let P be a fixed subspace of type (m, 0, 0) of F2ν+δq . Denote by M(m1, 0, 0;m, 0, 0; 2ν + δ,∆) the set of subspaces
of type (m1, 0, 0) contained in P . Let N(m1, 0, 0;m, 0, 0; 2ν + δ,∆) = |M(m1, 0, 0;m, 0, 0; 2ν + δ,∆)|. Denote by
M′(m, 0, 0;m2, 0, 0; 2ν + δ,∆) the set of subspaces of type (m2, 0, 0) containing P . Let N ′(m, 0, 0;m2, 0, 0; 2ν + δ,∆) =
|M′(m, 0, 0;m2, 0, 0; 2ν + δ,∆)|.
Additionally, three Anzahl theorems which are used in this paper are as follows. According to Corollary 6.23, Theorem
6.33 and 6.43 in [10] respectively, we can obtain them directly.
Lemma 2.1 ([10]). If m ≤ ν , then
N(m, 0, 0; 2ν + δ,∆) =
ν∏
i=ν−m+1
(qi − 1)(qi+δ−1 + 1)
m∏
i=1
(qi − 1)
.
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Lemma 2.2 ([10]). If m ≤ ν , then
N(m1, 0, 0;m, 0, 0; 2ν + δ,∆) =
m∏
i=m−m1+1
(qi − 1)
m1∏
i=1
(qi − 1)
.
Lemma 2.3 ([10]). If m ≤ ν , then
N ′(m, 0, 0;m2, 0, 0; 2ν + δ,∆) =
ν−m∏
i=1
(qi − 1)(qi−1 + 1)
ν−m2∏
i=1
(qi − 1)
ν−m2−1∏
i=0
(qi + 1)
m2−m∏
i=1
(qi − 1)
.
We adopt the convention that
∏
i∈M f (i) = 1, whenM denotes the empty set.
3. The construction
Definition 3.1. Select integers 0 ≤ m0 < r < m ≤ ν. Assume P0 is a fixed (m0, 0, 0)-subspace of F2ν+δq . Let M be the
(0, 1)-matrix, where the columns (rows) are labeled by (m, 0, 0)-subspaces ((r, 0, 0)-subspaces), which are contained in
P⊥0 and contain P0.mij = 1 if and only if the label of row i is contained in the label of column j.
We can show thatM is a dz-disjunct matrix with certain constant weights.
Proposition 3.2. M is an N(r − m0, 0, 0; 2(ν − m0) + δ,∆) × N(m − m0, 0, 0; 2(ν − m0) + δ,∆) matrix, whose constant
row (column) weight is N ′(r −m0, 0, 0;m−m0, 0, 0; 2(ν −m0)+ δ,∆) (N(r −m0, 0, 0;m−m0, 0, 0; 2(ν −m0)+ δ,∆)).
Proof. By the transitivity of O2ν+δ,∆(Fq) on the set of subspaces of the same type (see [10]), we can assume that P0 and P⊥0
have matrix representations of the forms
P0 =
(
I(m0) 0 0 0 0
m0 ν −m0 m0 ν −m0 δ
)
,
P⊥0 =

I(m0) 0 0 0 0
0 I(ν−m0) 0 0 0
0 0 0 I(ν−m0) 0
0 0 0 0 Iδ
m0 ν −m0 m0 ν −m0 δ
.
Let R be a (r, 0, 0)-subspace contained in P⊥0 and containing P0. Then
R =
(
I(m0) 0 0 0 0
0 R1 R2 R3 R4
m0 ν −m0 m0 ν −m0 δ
)
m0
r −m0 .
Since R is a (r, 0, 0)-subspace, i.e., the rank of RS2ν+δ,∆Rt is 0, we have R2 = 0 and further
(
R1 R3 R4
)
represents a
(r −m0, 0, 0)-subspace in F2(ν−m0)+δq . Hence the number of rows inM is N(r −m0, 0, 0; 2(ν −m0)+ δ,∆) by Lemma 2.1.
Let Q be a (m, 0, 0)-subspace contained in P⊥0 and containing P0. Then
Q =
(
I(m0) 0 0 0 0
0 Q1 Q2 Q3 Q4
m0 ν −m0 m0 ν −m0 δ
)
m0
m−m0 .
Similarly, Q2 = 0 and
(
Q1 Q3 Q4
)
represents a (m− m0, 0, 0)-subspace in F2(ν−m0)+δq and the number of columns in
M is N(m−m0, 0, 0; 2(ν −m0)+ δ,∆).
The rowweight is the number of (m−m0, 0, 0)-subspaces containing a fixed (r−m0, 0, 0)-subspace inF2(ν−m0)+δq . Hence
it is N ′(r −m0, 0, 0;m−m0, 0, 0; 2(ν −m0)+ δ,∆) by Lemma 2.3.
Similarly, the column weight is the number of (r −m0, 0, 0)-subspaces contained in a fixed (m−m0, 0, 0)-subspace in
F2(ν−m0)+δq . Hence it is N(r −m0, 0, 0;m−m0, 0, 0; 2(ν −m0)+ δ,∆) by Lemma 2.2. 
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Theorem 3.3. M is d-disjunct, where d = r −m0.
Proof. Let C0, C1, . . . , Cr−m0 be r −m0 + 1 distinct columns ofM, i.e., (m, 0, 0)-subspaces contained in P⊥0 and containing
P0. Suppose column C0 is designated. Since C0, C1, . . . , Cr−m0 are different subspaces which all contain P0, there must be
(1, 0, 0)-subspaces Ai not contained in P0 satisfying Ai ⊆ C0 \ Ci (1 ≤ i ≤ r − m0). Set A = ⊕r−m0i=1 Ai⊕ P0. Then A is a
(y, 0, 0)-subspace, where y ≤ r . Take a (r − y, 0, 0)-subspace A∗ from the complementary space of A in C0. Then A⊕ A∗
is a (r, 0, 0)-subspace contained in P⊥0 and containing P0. Moreover, A
⊕
A∗ ⊆ C0 \ Ci(1 ≤ i ≤ r − m0). Therefore, at row
A
⊕
A∗, column C0 has 1-entry and columns C1, . . . , Cr−m0 have 0-entry. HenceM is d- disjunct, where d = r −m0. 
Theorem 3.4. Suppose m− r ≥ 2 and set b1 = q(qm−m0−1−1)qm−r−1 . Then M is dz-disjunct when 1 ≤ d ≤ b1, where
z = N(r −m0, 0, 0;m−m0, 0, 0; 2(ν −m0)+ δ,∆)
− dN(r −m0, 0, 0;m−m0 − 1, 0, 0; 2(ν −m0)+ δ,∆)
+ (d− 1)N(r −m0, 0, 0;m−m0 − 2, 0, 0; 2(ν −m0)+ δ,∆).
Proof. Let C0, C1, . . . , Cd be d+1 distinct columns ofM , i.e., (m, 0, 0)-subspaces contained in P⊥0 and containing P0. Suppose
column C0 is designated. There are N(r −m0, 0, 0;m−m0, 0, 0; 2(ν −m0)+ δ,∆) (r, 0, 0)-subspaces containing P0 in C0.
Let |C0 \⋃di=1 Ci| be the number of (r, 0, 0)-subspaces containing P0 and contained in C0 but not contained in Ci (1 ≤ i ≤ d).
Noticing that |C0 \⋃di=1 Ci|= |C0 \⋃di=1(C0⋂ Ci)|, to obtain the minimum of |C0 \⋃di=1 Ci|, we may assume that each Ci
intersects C0 at a (m− 1, 0, 0)-subspace. Then each Ci covers N(r −m0, 0, 0;m−m0 − 1, 0, 0; 2(ν −m0)+ δ,∆)(r, 0, 0)-
subspaces containing P0 of C0. However, by our hypothesis each pair of Ci and Cj overlaps at an (m − 2, 0, 0)-subspace
containing P0. Therefore C1 covers the full N(r − m0, 0, 0;m − m0 − 1, 0, 0; 2(ν − m0) + δ,∆) (r, 0, 0)-subspaces, while
each of C2, . . . , Cd can cover the maximum of N(r −m0, 0, 0;m−m0 − 1, 0, 0; 2(ν −m0)+ δ,∆)− N(r −m0, 0, 0;m−
m0 − 2, 0, 0; 2(ν − m0) + δ,∆) (r, 0, 0)-subspaces containing P0 and not covered by C1. Consequently the number of
(r, 0, 0)-subspaces containing P0 and contained in C0 but not contained in Ci (1 ≤ i ≤ d) is at least
z = N(r −m0, 0, 0;m−m0, 0, 0; 2(ν −m0)+ δ,∆)− dN(r −m0, 0, 0;m−m0 − 1, 0, 0; 2(ν −m0)+ δ,∆)
+ (d− 1)N(r −m0, 0, 0;m−m0 − 2, 0, 0; 2(ν −m0)+ δ,∆).
For a dz-disjunct matrix, z must be positive, which implies
d <
q(qm−m0−1 − 1)
qm−r − 1 + 1.
Set b1 = q(qm−m0−1−1)qm−r−1 . Then 1 ≤ d ≤ b1. 
Let C0 be a column ofM , namely a (m, 0, 0)-subspace contained in P⊥0 and containing P0, and E be a fixed (m− 2, 0, 0)-
subspace containing P0 and contained in C0. Let F be a (m − 1, 0, 0)-subspace containing E and contained in C0. By the
transitivity of O2ν+δ,∆(Fq) on the set of subspaces of the same type, we can assume that
F =
 I(m0) 0 0 0 0 00 I(m−m0−2) 0 0 0 0
0 0 F1 F2 F3 F4
m0 m−m0 − 2 ν −m+ 2 m− 2 ν −m+ 2 δ
 m0m−m0 − 2
1
.
Since F is a (m − 1, 0, 0)-subspace, i.e., the rank of FS2ν+δ,∆F T is 0, we have F2 = 0 and
(
F1 F3 F4
)
represents a
(1, 0, 0)-subspace in F2(ν−m+2)+δq . Hence the number of F is N(1, 0, 0; 2(ν −m+ 2)+ δ,∆).
N(1, 0, 0; 2(ν −m+ 2)+ δ,∆) = (q
ν−m+2 − 1)(qν−m+1+δ + 1)
q− 1 .
Set b2 = (qν−m+2−1)(qν−m+1+δ+1)q−1 .
Theorem 3.5. Suppose m− r ≥ 2 and 1 ≤ d ≤ b, where b = min{b1, b2}. Then M is not dz+1-disjunct, where b1 and z are as
in Theorem 3.4 and b2 is as above.
Proof. Wewill show that theminimum of |C0 \C1⋃ . . .⋃ Cd| in the proof of Theorem 3.4 can be obtained. Since 1 ≤ d ≤ b,
we can choose d distinct (m− 1, 0, 0)-subspaces between E and C0, named Fi (1 ≤ i ≤ d) and for each Fi, we can choose a
(m, 0, 0)-subspace Ci such that C0
⋂
Ci = Fi. Hence each pair of Ci and Cj overlaps at the same (m−2, 0, 0)-subspace E. 
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If r takes its minimumm0 + 1, we have the following corollary.
Corollary 3.6. Suppose r = m0 + 1,m− r ≥ 2 and 1 ≤ d ≤ q. Then M is dz-disjunct, but not dz+1-disjunct, where
z = qm−m0−2(q− 1)(q− d+ 1).
Proof. Setting r = m0 + 1 in the z formula of Theorem 3.4, we obtain
z = qm−m0−2(q− 1)(q− d+ 1).
The second statement follows directly from Theorem 3.5. 
Moreover, if r,m, ν all take their minimums, then z will be in a neater form.
Corollary 3.7. Suppose r = m0 + 1,m = r + 2 = m0 + 3 = ν and 1 ≤ d ≤ q. Then M is dz-disjunct, but not dz+1-disjunct,
where
z = q(q− 1)(q− d+ 1).
Now we give an example based on our construction more specifically.
Example 3.8. Choose q = 3,m0 = 1, r = 2,m = 4, δ = 1 and ν = 4. Then M is 36-disjunct with 364 rows and 1120
columns. This means that our method to identify at most 3 positives from 1120 items with 364 tests and 5 errors can be
detected and corrected.
4. The discussion on design parameters
We generally use the following four parameters, n, t, d, z, which we call the design parameters of a dz-disjunct matrix,
to evaluate whether a pooling design is judicious or not. According to the introduction in Section 1, n denotes the number
of items the design could identify in an experiment, t the number of tests required by the design, d the greatest number
of positive items allowed by the design and z the capability of error-tolerance and error-correction of the design. Therefor
for a dz-disjunct matrix, we expect that the values of n, d, z are as large as they could and t as small as it could. However,
generally speaking, the design parameters all rely on more than one variables and these variables may appear in different
formulas of those design parameters at the same time, which lead to the design parameters influencing each other. So it is
very complex to discuss them comprehensively. In order to facilitate the selection of a pooling design in line with our need,
we discuss how these design parameters change with their variables based on the construction in this paper.
Firstly we study how the number of columns, i.e., n(ν,m,m0), is affected by its variables. The similar deduction can also
apply to the discussion of the number of rows.
Since
n(ν,m,m0) = N(m−m0, 0, 0; 2(ν −m0)+ δ,∆) =
ν−m0∏
i=ν−m+1
(qi − 1)(qi+δ−1 + 1)
m−m0∏
i=1
(qi − 1)
,
it is easy to get the conclusion that n(ν,m,m0) increases as ν increases but decreases whenm0 increases. Additionally, the
following theorem tells us how to choosem so that the number of items the design could identify in an experiment reaches
its maximum.
Theorem 4.1. For fixed ν,m0, when 0 ≤ m0 < m ≤ ν , the sequence N(m−m0, 0, 0; 2(ν −m0)+ δ,∆) is unimodal and gets
its peak at m = d 2ν+m0+δ−23 e or m = b 2ν+m0+δ+13 c.
Proof. Assumem0 < m1 < m2 ≤ ν. By Lemma 2.1, we have
N(m2 −m0, 0, 0; 2(ν −m0)+ δ,∆)
N(m1 −m0, 0, 0; 2(ν −m0)+ δ,∆) =
ν−m0∏
i=ν−m2+1
(qi − 1)(qi+δ−1 + 1)
m2−m0∏
i=1
(qi − 1)
/ ν−m0∏
i=ν−m1+1
(qi − 1)(qi+δ−1 + 1)
m1−m0∏
i=1
(qi − 1)
=
ν−m1∏
i=ν−m2+1
(qi − 1)(qi+δ−1 + 1)
m2−m0∏
i=m1−m0+1
(qi − 1)
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= (q
ν−m1 − 1)(qν−m1+δ−1 + 1)
(qm1−m0+1 − 1) ·
(qν−m1−1 − 1)(qν−m1+δ−2 + 1)
(qm1−m0+2 − 1)
· · · (q
ν−m2+1 − 1)(qν−m2+δ + 1)
(qm2−m0 − 1) .
We know that
(qν−m1 − 1)(qν−m1+δ−1 + 1)
(qm1−m0+1 − 1) >
(qν−m1−1 − 1)(qν−m1+δ−2 + 1)
(qm1−m0+2 − 1)
> · · ·
>
(qν−m2+1 − 1)(qν−m2+δ + 1)
(qm2−m0 − 1) .
So we have that if
(qν−m1 − 1)(qν−m1+δ−1 + 1)
(qm1−m0+1 − 1) < 1,
i.e., ν ≥ m2 > m1 ≥ d 2ν+m0+δ−23 e, then
N(m2 −m0, 0, 0; 2(ν −m0)+ δ,∆) < N(m1 −m0, 0, 0; 2(ν −m0)+ δ,∆);
if
(qν−m2+1 − 1)(qν−m2+δ + 1)
(qm2−m0 − 1) > 1,
i.e.,m0 < m1 < m2 ≤ b 2ν+m0+δ+13 c, then
N(m2 −m0, 0, 0; 2(ν −m0)+ δ,∆) > N(m1 −m0, 0, 0; 2(ν −m0)+ δ,∆).
Noting∣∣∣∣2ν +m0 + δ − 23 − 2ν +m0 + δ + 13
∣∣∣∣ = 1,
so the sequence N(m − m0, 0, 0; 2(ν − m0) + δ,∆) is unimodal and reaches its peak at m = d 2ν+m0+δ−23 e or m =
b 2ν+m0+δ+13 c. 
In fact, so long as 2ν+m0+δ−23 is not an integer, then d 2ν+m0+δ−23 e = b 2ν+m0+δ+13 c.
Let f (q) and g(q) be monic polynomials with degrees s and t respectively, where s ≥ t . We call qs−t is the principal part
of f (q)g(q) , for limq→∞
f (q)
g(q)qs−t = 1.
Considering the principal part of n(ν,m,m0), q(4ν−3m−mo+2δ−1)(
m−m0
2 ), we conclude that q(4ν−3m−mo+2δ−1)(
m−m0
2 ) increases
when ν increases but decreases as m0 increases. If m = 〈 2ν+m0+δ−1/23 〉 (〈x〉 represents the integer closest to x), then
q(4ν−3m−mo+2δ−1)(
m−m0
2 ) reaches the maximum, which is consistent with the results of our theorem. According to this
observation, we can say that the principal part of a design parameter not only makes our discussion simple but also can
provide us conclusions which are very close to the actual situation.
Then we give the detailed discussion of b1(m, r,m0) = q(qm−m0−1−1)qm−r−1 which is the upper bound of d. From the expression
of b1 we can see that b1 and r have the same changing tendency, while b1 andm0 have the opposite changing tendency.
Form, since
b1(m)
b1(m+ 1) =
q(qm−m0−1 − 1)(qm−r+1 − 1)
q(qm−m0 − 1)(qm−r − 1)
= q
2m−r−m0 − qm−r+1 − qm−m0−1 + 1
q2m−r−m0 − qm−r − qm−m0 + 1 ,
and that
(q2m−r−m0 − qm−r+1 − qm−m0−1 + 1)− (q2m−r−m0 − qm−r − qm−m0 + 1)
= (qm−r − qm−r+1)− (qm−m0−1 − qm−m0)
= qm−r(1− q)− qm−m0−1(1− q)
= (qm−r − qm−m0−1)(1− q) ≥ 0
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always holds when 0 ≤ m0 < r < m, we obtain
b1(m)
b1(m+ 1) ≥ 1.
Therefore b1 increases asm decreases. Based on these analyses, we have the following theorem.
Theorem 4.2. Let 0 ≤ m0 < r < m, b1 as in Theorem 3.4. Then
(i) b1 decreases with m0, if m and r are fixed.
(ii) b1 decreases with m, if m0 and r are fixed.
(iii) b1 increases with r, if m and m0 are fixed.
Considering the principal part of b1, i.e. qr−m0 , we get the same conclusions for r andm0, but sincem is not contained in
the principal part of b1, we may assertm has a little impact on the change of b1.
The following theorem tells us the wonderful relation between b1 and its principal part qr−m0 under certain conditions.
Theorem 4.3. Let 0 ≤ m0 < r < m and 2r ≤ m + m0. Then by referring to the definition of b1 in Theorem 3.4, qr−m0 is the
largest integer less than or equal to b1.
Proof. Firstly, for 0 ≤ m0 < r < m,
b1 − qr−m0 = q(q
m−m0−1 − 1)
qm−r − 1 − q
r−m0 = q
r−m0 − q
qm−r − 1 ≥ 0.
Secondly, since 2r ≤ m+m0, we have qr−m0−qqm−r−1 < 1. Hence 0 ≤ b1 − qr−m0 < 1. 
Finally, we study z as in Theorem 3.4. For clarity, we simplify the expression of z. By Lemma 2.2, we have
z = N(r −m0, 0, 0;m−m0, 0, 0; 2(ν −m0)+ δ,∆)− dN(r −m0, 0, 0;m−m0 − 1, 0, 0; 2(ν −m0)+ δ,∆)
+ (d− 1)N(r −m0, 0, 0;m−m0 − 2, 0, 0; 2(ν −m0)+ δ,∆)
=
m−m0∏
i=m−r+1
(qi − 1)
r−m0∏
i=1
(qi − 1)
− d
m−m0−1∏
i=m−r
(qi − 1)
r−m0∏
i=1
(qi − 1)
+ (d− 1)
m−m0−2∏
i=m−r−1
(qi − 1)
r−m0∏
i=1
(qi − 1)
=
m−m0−2∏
i=m−r+1
(qi − 1)
r−m0∏
i=1
(qi − 1)
[
(qm−m0−1 − 1)(qm−m0 − 1)− d(qm−m0−1 − 1)(qm−r − 1)+ (d− 1)(qm−r−1 − 1)(qm−r − 1)]
=
m−m0−2∏
i=m−r+1
(qi − 1)
r−m0∏
i=1
(qi − 1)
[
(qm−m0−1 − 1)(qm−m0 − qm−r)− (d− 1)(qm−r − 1)(qm−m0−1 − qm−r−1)]
=
m−m0−2∏
i=m−r+1
(qi − 1)
r−m0−1∏
i=1
(qi − 1)
qm−r−1
[
q(qm−m0−1 − 1)− (d− 1)(qm−r − 1)].
Motivated by the observation after Theorems4.1 and 4.2,we startedwith analyzing the principal part of z, i.e. q(r−m0)(m−r).
From it we get a general idea about the changing law of z with its variables that z increases asm increases, and it decreases
as m0 increases. If r = 〈m+m02 〉, z is closest to its maximum. To check our conclusions, we give a detailed analysis on z. By
the above simplified expression of z, we have
z(m)
z(m+ 1) =
m−m0−2∏
i=m−r+1
(qi−1)
r−m0−1∏
i=1
(qi−1)
qm−r−1
[
q(qm−m0−1 − 1)− (d− 1)(qm−r − 1)]
m−m0−1∏
i=m−r+2
(qi−1)
r−m0−1∏
i=1
(qi−1)
qm−r
[
q(qm−m0 − 1)− (d− 1)(qm−r+1 − 1)]
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= (q
m−r+1 − 1)[q(qm−m0−1 − 1)− (d− 1)(qm−r − 1)]
q(qm−m0−1 − 1)[q(qm−m0 − 1)− (d− 1)(qm−r+1 − 1)]
= (q
m−r+1 − 1)[(qm−m0 − q)− (d− 1)(qm−r − 1)]
(qm−r+1 − 1
qr−m0−2 )q
r−m0−1
[
(qm−m0+1 − q)− (d− 1)(qm−r+1 − 1)] .
Obviously, (qm−r+1 − 1) < (qm−r+1 − 1
qr−m0−2 ). In addition,
(qm−m0 − q)− (d− 1)(qm−r − 1)− qr−m0−1[(qm−m0+1 − q)− (d− 1)(qm−r+1 − 1)]
= (qm−m0 − q)− qr−m0−1(qm−m0+1 − q)− (d− 1)[(qm−r − 1)− qr−m0−1(qm−r+1 − 1)].
By noting that (qm−r − 1)− qr−m0−1(qm−r+1 − 1) < 0 and
qr−m0−1(qm−m0+1 − q)− (qm−m0 − q)
qr−m0−1(qm−r+1 − 1)− (qm−r − 1) ≥ q
r−m0 ,
we have that if
(d− 1) < qr−m0 ,
then
0 < (qm−m0 − q)− (d− 1)(qm−r − 1)
< qr−m0−1
[
(qm−m0+1 − q)− (d− 1)(qm−r+1 − 1)],
and
z(m)
z(m+ 1) < 1.
Above all, we have the following theorem.
Theorem 4.4. Set 0 ≤ m0 < r < m < ν . When m0, r, ν are fixed, if d ≤ qr−m0 , then z in Theorem 3.4 increases when m
increases.
For r , we have the following theorem.
Theorem 4.5. Let 0 ≤ m0 < r < m ≤ ν and 0 < d ≤ q + 1. For z in Theorem 3.4, z is unimodal and reaches its peak at
r = dm+m02 e, when m0,m are fixed.
Proof. Setm0 < r1 < r2 < m. Then
z(r1)
z(r2)
=
m−m0−2∏
i=m−r1+1
(qi−1)
r1−m0−1∏
i=1
(qi−1)
qm−r1−1
[
q(qm−m0−1 − 1)− (d− 1)(qm−r1 − 1)]
m−m0−2∏
i=m−r2+1
(qi−1)
r2−m0−1∏
i=1
(qi−1)
qm−r2−1
[
q(qm−m0−1 − 1)− (d− 1)(qm−r2 − 1)]
=
r2−m0−1∏
i=r1−m0
(qi − 1)qr2−r1[q(qm−m0−1 − 1)− (d− 1)(qm−r1 − 1)]
m−r1∏
i=m−r2+1
(qi − 1)[q(qm−m0−1 − 1)− (d− 1)(qm−r2 − 1)] .
Since
qr2−r1
r2−m0−1∏
i=r1−m0
(qi − 1)
m−r1∏
i=m−r2+1
(qi − 1)
= (q
r1−m0+1 − q)(qr1−m0+2 − q) · · · (qr2−m0 − q)
(qm−r2+1 − 1)(qm−r2+2 − 1) · · · (qm−r1 − 1) ,
and
qr1−m0+1 − q
qm−r1 − 1 <
qr1−m0+2 − q
qm−r1−1 − 1 < · · · <
qr2−m0 − q
qm−r2+1 − 1 ,
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we have that if r1 < r2 ≤ bm+m0+12 c, i.e., r2 −m0 < m− r2 + 1, then
qr2−r1
r2−m0−1∏
i=r1−m0
(qi − 1)
m−r1∏
i=m−r2+1
(qi − 1)
< 1.
By noting,
q(qm−m0−1 − 1)− (d− 1)(qm−r1 − 1) ≤ q(qm−m0−1 − 1)− (d− 1)(qm−r2 − 1),
we have that if r1 < r2 ≤ bm+m0+12 c, then
z(r1)
z(r2)
< 1.
On the other hand, for 0 < d < q+ 1, apparently
qr2−r1
[
q(qm−m0−1 − 1)− (d− 1)(qm−r1 − 1)] > q(qm−m0−1 − 1)− (d− 1)(qm−r2 − 1).
In addition, if dm+m02 e ≤ r1 < r2, i.e., r1 −m0 > m− r1, we have
qr2−m0−1 − 1
qm−r2+1 − 1 >
qr2−m0−2 − 1
qm−r2+2 − 1 > · · · >
qr1−m0 − 1
qm−r1 − 1 > 1.
Then, if dm+m02 e ≤ r1 < r2 and 0 < d < q+ 1,
z(r1)
z(r2)
> 1.
Noting∣∣∣∣m+m02 − m+m0 + 12
∣∣∣∣ < 1,
thus z is unimodal and reaches its peak at r = dm+m02 e. 
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