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The von Neumann entropy of pure quantum states and the min-cut function of weighted hypergraphs are both sym-
metric submodular functions. In this article, we explain this coincidence by proving that the min-cut function of any
weighted hypergraph can be approximated (up to an overall rescaling) by the entropies of quantum states known as
stabilizer states. We do so by constructing a novel ensemble of random quantum states, built from tensor networks,
whose entanglement structure is determined by a given hypergraph. This implies that the min-cuts of hypergraphs are
constrained by quantum entropy inequalities, and it follows that the recently defined hypergraph cones are contained in
the quantum stabilizer entropy cones, which confirms a conjecture made in the recent literature.
I. QUANTUM STATES AND HYPERGRAPHS
Given a quantum state ρ on a finite-dimensional tensor product Hilbert space H =
⊗
t∈T Ht , where T := [n] := {1, . . . ,n}
is the set of subsystem labels, its entropy function S : 2T → R≥0 assigns to each subset A ⊆ T the von Neumann entropy
S(A) =− tr[ρA logρA] of the reduced state ρA = trT\A[ρ]. A basic property of the entropy function is that if ρ is pure, the entropy
function is symmetric, i.e., S(A) = S(T \A) for all A⊆ T . By a celebrated theorem of Lieb-Ruskai, the entropy function is also
submodular, meaning that
S(A)+S(B)≥ S(A∪B)+S(A∩B) ∀A,B⊆ T.
This inequality is also known as the strong subadditivity of the von Neumann entropy. It is interesting to ask if there are any other
entropy inequalities satisfied by arbitrary quantum states. To formalize this, one can define the quantum entropy cone CQn ⊆R2
n
≥0
as the closure of the set of entropy functions obtained by varying over all pure quantum states on finite-dimensional tensor
product Hilbert spaces as above. The result is a closed convex cone.1 It is a well-known open problem in quantum information
theory to determine the cones CQn for n≥ 5.1,2
One strategy to make progress on this difficult problem has been to restrict to certain classes of quantum states, in order to
obtain inequalities that only hold for these specific classes of quantum states. One example is the class of stabilizer states, which
are a versatile family of quantum states that have many applications in quantum information theory.3,4 Thus, let CSn denote the
closed convex cone generated by the set of entropy functions of pure stabilizer states (over any fixed prime). In general, CSn ⊆C
Q
n
is a proper subcone.5,6 In other words, there are entropy inequalities which are valid for all stabilizer states, but may be violated
by general quantum states.
Another class of states of interest are states arising from holographic space-times in the sense of the AdS/CFT correspondence.7
In that case it is known that (up to small corrections) the entropy function has a geometric interpretation as the size of certain
surfaces, as prescribed by the Ryu-Takayanagi formula.8 This has served as motivation to define the holographic entropy cone,
where one considers the cone of entropies as computed by the Ryu-Takayanagi formula on some arbitrary space.9 This cone
has been used to prove various new entropy inequalities for holographic states9 and is a subject of intense current research in
theoretical high energy physics.10–14
The holographic entropy cone can be shown to be equal to the cone generated by min-cut functions on graphs.9 We will
now introduce a generalization, by considering hypergraphs. Given a hypergraph G = (V,E) and non-negative hyperedge
weights w : E → R≥0, the cut function c : 2V → R≥0 is defined as c(M) = ∑e∈δ (M) w(e), where δ (M) is the set of hyperedges
that contain vertices both in M and V \M. Fixing a subset of terminals T ⊆V , the min-cut function m : 2T → R≥0 is then given
by m(A) = minM:M∩T=A c(M). If all hyperedges have cardinality two then the above reduce to the usual notions for weighted
undirected graphs. It is well-known that hypergraph cut functions are symmetric and submodular, just like the quantum entropy
function. This property extends directly to min-cut functions, so it holds that
m(A) = m(T \A) ∀A⊆ T,


























Similar as before we may define the hypergraph cone CHn ⊆R2
n
≥0 as the set of min-cut functions obtained from arbitrary weighted
hypergraphs with terminals T = [n], which again is a closed convex cone.15 The holographic entropy cone mentioned above can
be defined in similar fashion, restricting to min-cut functions of graphs rather than general hypergraphs; we denote this cone
by CGn ⊆ R2
n
≥0.
The coincidence that both the min-cut function of hypergraphs and the entropy function of quantum states are symmetric and
submodular begs the question if hypergraph min-cuts can always be realized by quantum entropies (or vice versa). In other
words, how are CQn and CHn related? Further motivation for studying this problem in the context of holography was given in
Ref. 15.
Our main result is as follows:
Theorem 1. For any n ∈ N, we have that CHn ⊆CSn ⊆C
Q
n .
Theorem 1 was conjectured to hold in Ref. 15, where the authors explicitly verified the inclusion for n ≤ 5. We note that for
larger n not even the inclusion CHn ⊆ C
Q
n was known before our result. Shortly after our result, follow-up work showed that
CH6 6=CS6 .16 Together with Theorem 1 this implies that the inclusion CHn ⊆CSn is strict for n≥ 6.
To prove Theorem 1, we need to construct, for any weighted hypergraph, a quantum state whose entropies realize the min-cut
function. To achieve this, we use the hypergraph to define a tensor network structure, with multipartite entangled states on
the hyperedges rather than maximally entangled states. The min-cut function gives an upper bound on the entropy function
of the state obtained by placing arbitrary tensors on the vertices in this network. By choosing random (stabilizer) tensors we
obtain an ensemble of (stabilizer) quantum states which satisfies a generalized version of the Ryu-Takayanagi formula; namely
the upper bound is almost satisfied and hence the entropy function is approximated by the min-cut function on the hypergraph
(with high probability). By increasing the local dimension in the tensor network we can approximate the hypergraph min-cut
function to arbitrary precision, which then proves the inclusion CHn ⊆CSn . In Refs. 17 and 18, it was shown that CGn ⊆CSn ⊆C
Q
n
by considering random tensor network states. Since by definition CGn ⊆CHn , Theorem 1 strengthens this result. Our method of
proof suggests that various other results of Ref. 17 can be extended to the setting of random tensor networks on hypergraphs,
such as the possibility to include bulk states and to perform error correction on the entanglement wedge. Another interesting
extension would be to study the effect of the multipartite entanglement included in our hypergraph tensor network ansatz on the
multipartite entanglement properties of the resulting quantum state, as was studied for graphs in Ref. 18.
II. RANDOM TENSOR NETWORK STATES FOR HYPERGRAPHS MIN-CUTS



















x∈e Hx,e denotes an |e|-partite GHZ state of local dimension D. One can also develop the
following theory for other multipartite entangled states than the GHZ states, but for our purposes this choice will suffice.
The GHZ state has the property that it is a pure state whose reduced states have D nonzero eigenvalues which are all equal
to 1/D. This implies that not only the von Neumann entropy of any subsystem M ⊆V , but in fact any Rényi-α entropy (which









w(e) = log(D)c(M). (2)
We have thus found a family of quantum states, parameterized by D, whose entropy function is exactly proportional to the cut
function c : 2V → R≥0 of the given hypergraph.
We now explain how to construct a quantum state, based on the one in (1), whose entropy function is related to the min-cut
function m : 2T →R≥0 of the hypergraph G= (V,E) for any fixed choice of terminals T ⊆V . We may assume that any connected
component of G touches T (otherwise we can remove this component without impacting the min-cut function). Our main tool is










obtained by projecting the tensor factors for each non-terminal vertex x ∈V \T onto pure states |φx〉 ∈Hx (for now these states
are arbitrary; we later choose them at random). We note that Ψ can be understood as a tensor network state of bond dimension D.
3
We can relate the entropies of Ψ to those of the state Ω. For this, recall that for any quantum state ρ ,
S2(ρ)≤ S(ρ)≤ S0(ρ), (4)
where S2(ρ) = − log tr[ρ2] is the Rényi-2 entropy, S(ρ) = − tr[ρ logρ] the von Neumann entropy, and S0(ρ) = logrk[ρ] the
log-rank. If ρ is not normalized then we define Sα(ρ) in terms of the normalization (this makes no difference for the log-rank).
Then it is not hard to see that the state (3) satisfies
S0(ΨA)≤ min
M:M∩T=A
S0(ΩM) = log(D)m(A) ∀A⊆ T. (5)
Indeed, for any cut M with M ∩T = A we can upper bound the rank of ΨA in terms of the rank of ΩM , which in turn can be
evaluated using (2) for α = 0.
III. PROOF OF THEOREM 1 USING RANDOM TENSOR NETWORK STATES
To prove our main result it suffices, in view of (4), to complement the upper bound in (5) by a similar lower bound on the
Rényi-2 entropy. For this, we choose each φx = |φx〉〈φx| independently at random from a projective 2-design. A 2-design is an









where Dx = dimHx and F denotes the swap operator on H ⊗2x . In particular, we may choose each φx uniformly at random
from the finite set of stabilizer states,3 which is a well-known 2-design.21,22 In this case, Ψ is again a stabilizer state.17 We now
compute the expected trace and purity of any subsystem.












for all A⊆ T , where Db = ∏x∈V\T Dx and kA denotes the number of minimal cuts for A.











(as is common we leave out tensor products with identity operators). This establishes the first claim.



























Here, FA denotes the product of the swap operators on H ⊗2x for x ∈ A. In the last step, we used the cyclicity of the trace and the
fact that the swap operator FA ‘commutes’ with 〈φx|⊗2 for x ∈V \T . We can then compute the average by using the formula for
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where the last step is again by the swap trick. The prefactor is D−2b (1+O(D

















where we recall that kA denotes the number of minimal cuts for A. Together we obtain the second claim.
For A = /0, the min-cut is empty and nondegenerate by our assumption that any connected component of G touches T , so
Lemma 2 implies in particular that E[tr[Ψ]2] = D−2b (1+O(D
−1)). Thus, tr[Ψ] is concentrated around its mean, suggesting that,
with high probability, Ψ 6= 0 and S2(ΨA)/log(D)≈m(A) for large D. The following lemma follows the proof strategy of Ref. 17
to make this intuition precise.
Lemma 3. Let Ψ be defined as in (3), with each φx chosen independently at random from a 2-design. Then the following
properties hold for large D:
(a) P(Ψ 6= 0) = 1−O(D−1).
(b) E[S2(ΨA)|Ψ 6= 0]≥ log(D)m(A)− log(kA)−O(D−1/4), with kA the number of minimal cuts for A.
(c) For any δ > 0 it holds that
P
(








The same statement holds for the von Neumann entropy S(ΨA) instead of the Rényi entropy S2(ΨA).
Proof. As just noted, E[tr[Ψ]2] = E[tr[Ψ]]2(1+O(D−1)), so Chebyshev’s inequality shows that, for any ε > 0,
P
(








Next we prove (b). Let E denote the event that |Db tr[Ψ]−1| ≤ D−1/4. By (7),
pE := P(E) = 1−O(D−1/2). (8)
Since E implies that Ψ 6= 0, we have







































by Lemma 2 and (8). Together with (9), (10), and S2(ΨA)≤ log(D)m(A), which holds by (4) and (5), we find
E[S2(ΨA)|Ψ 6= 0]≥ log(D)m(A)− log(kA)−O(D−1/4),
proving (b).
















where we first used the Markov inequality and then part (b). By taking the union bound over all the finitely many subsets A⊆ T
and using part (a), we obtain that
P
(
Ψ 6= 0 and m(A)− S2(ΨA)
log(D)







In view of S2(ΨA)≤ S(ΨA)≤ log(D)m(A), this proves part (c).
We finally prove our main result, which now follows readily from Lemma 3.
Proof of Theorem 1. We only need to show that CHn ⊆CSn . Since CSn is a closed cone, it suffices to show that for any δ > 0 and
any hypergraph with integral hyperedge weights, terminal set T = [n], and min-cut function m, there exists a number c > 0 and




for all A ⊆ T . This follows from Lemma 3 if we use the set of stabilizer states as the 2-design and choose D to be sufficiently
large. Indeed, if each φx is a stabilizer state then so is Ψ, as discussed above.
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