Rates of convergence to When the basic process is the Brownian motion, space-discretization approximations together with their rates are known. Rates for timediscretization seem to be unknown except in some special cases (see below), and a fortiori no rates are known when the basic process is a diffusion process: finding these rates for time-discretizations, in the form of a central limit theorem, is the main aim of this paper.
Let us introduce our basic assumptions. We consider a filtered probability space (!1, 0, P) on which is defined a continuous adapted 1-dimensional onverge in probability to cL for some constant c depending on g and on the function a. Further when b = 0 and a = 1 (i.e. X is a standard Brownian motion), the normalized differences cLt) converge in law to where W' is another Wiener process, independent of X: for example, Azais [3] has shown that converges in probability (and also in (L2) to (1.6) counts the number of "crossings" of the level 0 for the discrete-time process, and it is equal to h)t for h(x, y) = The associated central limit theorem mentioned above has been shown by Borodin ([4] , [5] [10] and studied by Aldous and Eagleson [ 1 ] , see also [8] . It is obviously stronger than the convergence in law, and below it will be applied to cadlag processes yn with E being the space of cadlag functions endowed with the Skorokhod topology. For the conditional Gaussian martingales, we refer to [9] Finally if we define the extension of (0', 0' , (0t ) , P' ) as in
Step 2-1 with L', we observe that Q (w, . ) == Q~((~((~),. Next, suppose that ~/~ 2014~ 0: the result readily follows from Lemma 4-5.
Step 2.
-From now on we assume that h satisfies (B-1 ). In this step we prove that with notation (4.7), the process Mn = h)n tends to 0 locally uniformly in time in Px probability. In view of (4.8) where Mn = M(h)n (see (4.7)), and () = and (recall (1.14) for g):
As seen before, the process Mn is a martingale w.r.t. the filtration as well as .~n by (4.5 Proof -Let ~3 be as above, and choose {3' in ( 1 -a,l). With (3' we associate the processes W'n, A'n, and B'n. Let cn := An + Bn = n8 Nn -W n and C'" = A'" + B~.
, By the previous lemma and (5.14), C'n tends to 0 in probability, locally (8.9 ), and we are finished.
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