maximum entropy [16] , which facilitates to estimate the probability of sharing an object o1 when conditioned on another shared object o2. As the number of shared objects in a P2P network is numerous, learning such a probabilistic structure (i.e., the feature functions) is computationally intensive, and the proposal in [27] thus demands substantial computation resources. Additionally, the centralized server requires disseminating the estimated probabilistic model to all participating peers. As a result, although the idea presented in [27] is interesting, the proposed solution may suffer from the performance bottleneck and introduce a single point of failure. Moreover, the probabilistic model in [27] possesses no analytical properties to enable tractable analysis. In contrast to [27] , our proposal does not depend on any centralized server for computation-intensive tasks and guarantees rigorous performance results.
Prior efforts in developing distributed overlay formation algorithms for semantic small-world P2P networks can be found in the literature (e.g., [25] , [26] , [28] ). As any peer in these proposals often selects its neighbors "heuristically," the proposals in [25] , [26] , [28] mainly depend on simulations for performance investigation. Although these proposals are pragmatic for dynamic, large-scaled distributed environments, they offer no rigorous performance guarantees. In contrast, our network formation algorithm performs very well with rigorously mathematical guarantees and is unique in that in a constant probability, a querying peer takes N hop count (where c is a small constant) to reach the destination peer by progressively and effectively exploiting the similarity of peers on the search path. Additionally, the probability of successfully discovering a requested object in our proposal is approximately 100 percent.
III. My Proposal
Consider any given unstructured P2P network P, where V is the set of participating peers, and E is the set of overlay connections linking the peers in V. The peers in G may be interconnected randomly. Our goal is to restructure G to satisfy the following properties: C1. (High clustering). Each peer u connects max peers in V, and these neighbors, selected among the peers in V, are the top-max nodes most similar to v. C2. (Low diameter). Consider any two distinct peers u and v in V. There should exist at least one overlay path P connecting u and v, and the hop count of P should be as small as possible, enabling a query message to be rapidly propagated from u to v. Here, the hop count of an overlay path P means the number of overlay links in P. C3. (Progressive). Let s be the peer that issues a query, and d be the peer that can resolve the query. There should exist an overlay path P connecting s and d such that for any two neighboring peers u and v on P, upon receiving a query message, u forward the message to v that is more similar to d than u. In Section 4, we will present that searches in an overlay with Properties C1, C2, and C3 are efficient and effective. More precisely, in a probability of approximately 100 percent, a query message in such an overlay takes a few hops by taking advantage of similar peers to reach a peer that can successfully resolve the query. Although the overlay formation algorithms in the literature (e.g., [21] , [22] , [23] , [24] ) construct networks with high clustering and low diameter, they possess no progressive, and thus cannot efficiently and effectively take advantage of short paths comprising similar peers toward query resolvers.
In the following, we first discuss peer similarity graphs used to quantify the similarity level of any two distinct peers in the system. Section 3.2 describes our proposed overlay formation algorithm. We then detail in Section 3.3 the search protocol implemented on top of our constructed overlay network. We conclude in Section 3.4 the analytical results of my proposal.
Peer Finding
Let V be the set of peers participating in a P2P network.
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For example, in [21] , P is defined as the inverse of the cosine angle of two summarized latent semantic vectors representing any two peers u and v in a P2P network, where each element in a summarized vector for any peer I calculates the total frequency of the corresponding keyword appearing in the data items stored in i. I note in this paper that designing peer similarity functions is orthogonal to, but is out of the scope of, our study. Our proposal may refer to the peer similarity functions presented in the literature (e.g., [21] , [24] , [26] , [28] , and [27] ).
Peer Buffer Graph Search
G = (V, E) is a graph where V denotes the set of participating peers, and E is the set of edges. Each edge (V, U) indicates that peers u and v are similar to some extent.
As previously mentioned, each peer u will connect to the peers selected among all peers in figure that are most similar to u; that is, u intends to satisfy Property C1. Let E be the set of neighbors that u currently maintains in the network G= (V, U) as, Representing the averaged peer similarity value of u and v neighbors in E. By exploiting the peers most similar to u, u seeks a peer E 2 V in the figure and invites w as its neighbor such that And q (arg min v2u) in P hops is the peer among the neighbors of u that is most dissimilar to u. possibly, u cannot accommodate any new neighbor if u has reached its maximum number of connections (max). If so, u removes the most dissimilar neighbor and then invites a newly discovered similar one.
IV. Experiments And Results
I have presented an unstructured P2P network with rigorous performance guarantees to enhance search efficiency and effectiveness. In a constant probability, a querying peer takes N hops (where c is a small constant) to reach the destination node capable of resolving the query, whereas the query messages can progressively and effectively exploit the similarity of the peers. The query can be successfully resolved in an approximate probability of 100 percent. Notably, the theoretical analysis further reveals that the competitive decentralized solutions (e.g., those in [21] , [22] , [23] , [24] ) do not perform well as the hop count of routing a query message in such networks, considering the exploitation of the similarity of participating peers, is in the polynomial of system size N. We validate our proposal with simulations. The simulation results reveal that whereas GES and SocioNet, that is, the two representative distributed algorithms among [21] , [22] , [23] , [24] , introduce fair traffic overhead to maintain and rewire their overlay topologies, ours clearly outperforms GES and Socio Net in terms of the following results are 1. the query message hop count, 2. the successful ratio of resolving a query, 3. the query traffic overhead, and 4. the overlay maintenance overhead. 5. the Resultant set of finite N hops for data sharing in unstructured peer-to-peer (P2P) networks.
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V. Future Works
Moreover, In future the work may continue to find that together with a similarity-aware overlay topology, the search protocol we have suggested in this paper, which takes advantage of the similarity of peers exploited by our overlay network, can considerably reduce the search traffic. Peers participating in a P2P network are often heterogeneous in terms of their network bandwidth, storage space, and/or computational capability. It would be interesting for our future work to investigate how the heterogeneity affects our proposal. Moreover, the overlay formation algorithm presented in this paper is oblivious to the physical network topology, and this may introduce considerable wide-area network traffic [14] , [29] . It would be challenging to design an overlay formation algorithm aware of both the similarity of participating peers and the physical network topology.
