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1. Introduction and main results
In this paper we consider the stabilization of a system coupling the wave equation with a Kirchhoff
system (see [3] for the unidimensional model) damped through a dissipation law on the Kirchhoff
system and on the wave system. More precisely we consider a bounded domain Ω of R2 with a
Lipschitz boundary such that Ω¯ = Ω¯1 ∪ Ω¯2, where Ωi , i = 1,2 are bounded domains with a Lipschitz
boundary such that
Ω1 ∩ Ω2 = ∅.
We then denote by I the interior of Ω¯1 ∩ Ω¯2, that is called the interface between Ω1 and Ω2. For
i = 1 or 2, we also set Γi = ∂Ωi \ I¯ , the “exterior” boundary of Ωi .
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we consider the following system:
∂2t u1(x, t) − u1(x, t) = 0, in Ω1 × (0,+∞), (1.1)
∂2t u2(x, t) + 2u2(x, t) = 0, in Ω2 × (0,+∞), (1.2)
ui(x,0) = u0i (x), ∂tui(x,0) = u1i (x), in Ωi, i = 1,2, (1.3)
u1 = u2, B1u2 = 0, B2u2 = ∂ν1u1 on I × (0,+∞), (1.4)
∂ν1u1 = −α1u1 − ∂tu1 on Γ1 × (0,+∞), (1.5)
B1u2 = −β∂ν2u2 − ∂ν2∂tu2 on Γ2 × (0,+∞), (1.6)
B2u2 = α2u2 + ∂tu2 on Γ2 × (0,+∞), (1.7)
where νi = (νi1, νi2) is the unit normal vector of ∂Ωi pointing toward the exterior of Ωi , i = 1,2,
and τi = (−νi2, νi1) is the unit tangent vector along ∂Ωi . We further denote by ∂νi (resp. ∂τi , ∂t )
the normal (resp. tangent, time) derivative. The constant μ ∈ (0, 12 ) is the Poisson coeﬃcient and the
boundary operator B j , j = 1,2 are deﬁned on ∂Ω2 as follows:
B1 y = y + (1− μ)
(
2ν21ν22
∂2 y
∂x1∂x2
− ν221
∂2 y
∂x22
− ν222
∂2 y
∂x21
)
,
B2 y = ∂ν2y + (1− μ)∂τ2
((
ν221 − ν222
) ∂2 y
∂x1∂x2
− ν21ν22
(
∂2 y
∂x21
− ∂
2 y
∂x22
))
.
Here and below, α1, α2 and β are three ﬁxed positive constants.
The conditions (1.3) are so-called interface conditions, (1.5) is a standard dissipation law for the
wave equation [14,18,15,16], while (1.6)–(1.7) is a dissipation law introduced in [19,17,24].
We deﬁne the energy of a solution (u1,u2) of (1.1)–(1.7) at time t as
E(t) = 1
2
∫
Ω1
(∣∣∇u1(x, t)∣∣2 + ∣∣∂tu1(x, t)∣∣2)dx
+ 1
2
(
a
(
u2(t),u2(t)
)+
∫
Ω2
∣∣∂tu2(x, t)∣∣2 dxdy
)
+ 1
2
∫
Γ1
α1
∣∣u1(x, t)∣∣2 dσ(x) + 1
2
∫
Γ2
(
α2
∣∣u2(x, t)∣∣2 + β∣∣∂ν2u2(x, t)∣∣2)dσ(x), (1.8)
where the bilinear form a is deﬁned on H2(Ω2) × H2(Ω2) by
a(y, z) =
∫
Ω2
{
∂2 y
∂x21
∂2z
∂x21
+ ∂
2 y
∂x22
∂2z
∂x22
+ μ
(
∂2 y
∂x21
∂2z
∂x22
+ ∂
2 y
∂x22
∂2z
∂x21
)
+ 2(1− μ) ∂
2 y
∂x1∂x2
∂2z
∂x1∂x2
}
dx.
Green’s formula yields
a(y, z) =
∫
Ω
2 yzdx+
∫
∂Ω
(B1 y∂ν2 z − B2 yz)dσ , ∀y ∈ H4(Ω), z ∈ H2(Ω). (1.9)
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solution of (1.1)–(1.7) satisﬁes the energy identity
E ′(t) = −
∫
Γ1
∣∣∂tu1(x, t)∣∣2 dσ −
∫
Γ2
(∣∣∂tu2(x, t)∣∣2 + ∣∣∂ν2∂tu2(x, t)∣∣2)dσ , (1.10)
which in particular implies
E(t2) − E(t1) = −
t2∫
t1
∫
Γ1
∣∣∂tu1(x, t)∣∣2 dσ −
t2∫
t1
∫
Γ2
(∣∣∂tu2(x, s)∣∣2 + ∣∣∂ν2∂tu2(x, s)∣∣2)dσ ds (1.11)
for all t2 > t1  0. Therefore, the energy is a nonincreasing function of the time variable t and our
system (1.1)–(1.7) is dissipative.
Deﬁne V1 = H1(Ω1), V2 = H2(Ω2) and
H = {(u1, v1,u2, v2) ∈ H1(Ω1) × L2(Ω1) × H2(Ω1) × L2(Ω2), u1 = u2 on I}
equipped with the inner product
〈
(u1, v1,u2, v2), (y1, z1, y2, z2)
〉
H
=
∫
Ω1
(∇u1∇ y1 + v1z1)(x)dx+ a(u2, y2) +
∫
Ω2
v2z2 dx
+
∫
Γ1
α1u1(x)y1(x)dσ(x) +
∫
Γ2
(
α2u2(x)y2(x) + β∂ν2u2(x)∂ν2 y2(x)
)
dσ(x). (1.12)
Furthermore, we deﬁne the operator A in H by
D(A) = {(u1, v1,u2, v2) ∈ H ∣∣ ui, vi ∈ Vi, i = 1,2, u1 ∈ L2(Ω1), 2u2 ∈ L2(Ω2),
satisfying (1.14)–(1.17) below
}
, (1.13)
u1 = u2, B1u2 = 0, B2u2 = ∂ν1u1 on I, (1.14)
∂ν1u1 = −α1u1 − v1 on Γ1, (1.15)
B1u2 = −β∂ν2u2 − ∂ν2 v2 on Γ2, (1.16)
B2u2 = α2u2 + v2 on Γ2. (1.17)
For all (u1, v1,u2, v2) ∈ D(A), we set
A(u1, v1,u2, v2) =
(
v1,u1, v2,−2u2
)
. (1.18)
The existence and uniqueness of ﬁnite energy solutions of (1.1)–(1.7) can be obtained by standard
semigroup method. More precisely we shall prove the
Proposition 1.1. Let (u01,u
1
1,u
0
2,u
1
2) ∈ H. Then problem (1.1)–(1.7) admits a unique ﬁnite energy solution.
Moreover, (u1, ∂tu1,u2, ∂tu2) satisﬁes the energy estimate (1.11).
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The main result can be summarized as follows:
Theorem 1.1. Assume that there exists x0 such that
m · ν1 = 0 on I, (1.19)
m · ν  δ on ∂Ω, (1.20)
for some positive real number δ. If Ωi, i = 1,2 satisfy the geometric assumption described in Section 4, then
the system described by (1.1)–(1.7) is exponentially stable in H.
Remark 1.1. Because our system is a coupling between the wave equation and the plate equation
with, in particular, different speeds of propagation, in a ﬁrst attempt, we have used the classical
multiplier method in order to obtain some stability results; in this framework, the condition (1.20)
is not restrictive. We do not know if the use of the pseudodifferential analysis, like for the wave
equation or the plate equation (see [13,20,21]) allows to remove this geometrical condition.
2. Well-posedness result
For the well-posedness of the system (1.1)–(1.7), we show that the operator (A,D(A)) deﬁned
by (1.13) and (1.18) generates a contraction semigroup on the Hilbert space H. It can be seen easily
that H endowed with this inner product, given by (1.12), is a Hilbert space, and its associated norm
is equivalent to the canonical norm of H.
We have the following fundamental result.
Theorem 2.1. Under the above assumptions the operator (A,D(A)) generates a strongly continuous contrac-
tion semigroup (T (t))t0 on H.
Proof. To show the dissipativity of A, let (u1, v1,u2, v2) ∈ D(A). By the deﬁnition of A we have
〈A(u1, v1,u2, v2), (u1, v1,u2, v2)〉H
= 〈(v1,u1, v2,−2u2), (u1, v1,u2, v2)〉H
=
∫
Ω1
∇v1∇u1 dx+
∫
Ω1
1v1 dx+ a(v2,u2) +
∫
Ω2
−2u2v2 dx
+
∫
Γ1
α1v1u1 dσ +
∫
Γ2
(α2u2v2 + β∂ν2 v2∂ν2u2)dσ .
Finally, by Green’s formula and (1.13), we get
〈A(u1, v1,u2, v2), (u1, v1,u2, v2)〉H = −
∫
Γ1
|v1|2 dσ −
∫
Γ2
(|v2|2 + |∂ν2 v2|2)dσ ,
which shows that A is dissipative.
Next, we show that (λI − A) is surjective for some λ > 0.
Given a vector ( f1, g1, f2, g2) ∈ H, we look for (u1, v1,u2, v2) ∈ D(A) such that
(λI − A)(u1, v1,u2, v2) = ( f1, g1, f2, g2). (2.1)
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λu1 − v1 = f1,
λu2 − v2 = f2,
λv1 − u1 = g1,
λv2 + 2u2 = g2.
This is clearly equivalent to
v1 = λu1 − f1,
v2 = λu2 − f2,
λ2u1 − u1 = g1 + λ f1,
λ2u2 + 2u2 = g2 + λ f2.
Multiplying the third identity by w1 ∈ V1 (resp. the fourth identity by w2 ∈ V2) and integrating in Ω1
(resp. Ω2), and summing we get
∫
Ω1
(
λ2u1 − u1
)
w1 dx+
∫
Ω2
(
λ2u2 + 2u2
)
w2 dx
=
∫
Ω1
(g1 + λ f1)w1 dx+
∫
Ω2
(g2 + λ f2)w2 dx, ∀(w1,w2) ∈ V1 × V2.
By formal integrations by parts and using (1.14)–(1.17), we ﬁnd that
Λ
(
(u1,u2), (w1,w2)
)= F (w1,w2), ∀(w1,w2) ∈ V1 × V2, (2.2)
where
Λ
(
(u1,u2), (w1,w2)
)=
∫
Ω1
(∇u1∇w1 + λ2u1w1)(x)dx+ a(u2, y2) + λ2
∫
Ω2
u2w2 dx
+
∫
Γ1
(α1 + λ)u1w1 dσ +
∫
Γ2
(
(α2 + λ)u2w2 + (β + λ)∂ν2u2∂ν2w2
)
dσ(x),
and
F (w1,w2) =
∫
Ω1
(g1 + λ f1)w1 dx+
∫
Ω2
(g2 + λ f2)w2 dx
+
∫
Γ
f1w1 dσ +
∫
Γ
( f2w2 + ∂ν2 f2∂ν2w2)dσ(x).
1 2
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by the Lax–Milgram lemma, problem (2.2) has a unique solution (u1,u2) ∈ V1 × V2. Using some
integrations by parts, we easily check that (u1,u2) satisﬁes
u1 − u1 = g1 + λ f1,
λ2u2 + 2u2 = g2 + λ f2,
as well as (1.14)–(1.17) once we have set v1 = λu1 − f1, and v2 = λu2 − f2. This means that (2.1)
holds and consequently, (λI−A) is surjective. The density of D(A) is clear. Finally, the Lumer–Phillips
theorem leads to the claim. 
The above theorem provides the well-posedness of the evolution equation (1.1)–(1.7). More pre-
cisely, for every (u01,u
1
1,u
0
2,u
1
2) ∈ H, the function (u1(t),u2(t)) given by the ﬁrst and the third compo-
nent of T (t)(u01,u11,u02,u12) is the mild solution of (1.1)–(1.7). In particular, for (u01,u11,u02,u12) ∈ D(A),
the problem (1.1)–(1.7) admits a unique classical solution
(u1, ∂tu1,u2, ∂tu2) ∈ C
([0,∞), D(A))∩ C1([0,∞), H).
Proof of Proposition 1.1. The well-posedness part follows from Theorem 2.1. In order to prove esti-
mate (1.11) it suﬃces to remark that, by simple integrations by parts, it holds for regular solutions
(i.e. (u1, ∂tu1,u2, ∂tu2) ∈ C(0,+∞;D(A))). For mild solutions, we simply use the density of D(A)
in H. 
3. Some regularity results
Our proof of Theorem 1.1 is based on the multiplier method and hence requires some integrations
by parts in Ω1 and Ω2. These integrations by parts need some regularity results proved in [9,11,22]
for instance. Hence from now on we assume that Ω1 and Ω2 have a polygonal boundary, in the sense
that their boundary is piecewise aﬃne. Moreover if the assumption (1.19) holds (assumption that
will be used often in this section and the next one), the interface I is straight. Hence from now on
we assume that the interface I is straight. For i = 1,2, we further denote by ωi, j , j = 1, . . . ,Ni the
interior angles at the corners of Ωi between two consecutive edges. For convenience, ωi,1 and ωi,Ni
will be the angles at the extremities of I .
Lemma 3.1. Assume thatΩ1 is a polygonal domain as described above and thatω1, j < π for all j = 1, . . . ,N1 .
Then there exists  ∈ (0, 12 ) such that the solution y ∈ H1(Ω1) of
⎧⎪⎨
⎪⎩
y ∈ L2(Ω1),
∂ν1 y = v6 ∈ H
1
2 (Γ1) on Γ1,
y = v7 ∈ H 32 (I) on I,
(3.1)
belongs to H
3
2+(Ω1).
Proof. By the elliptic regularity theory (see Theorem 23.3 of [11] or Theorem 15.9 of [10]) we directly
deduce that u1 ∈ H 32+(Ω1), for some  ∈ (0, 12 ). 
Corollary 3.1. Let (u1, v1,u2, v2) be in D(A). Assume that Ω1 is a polygonal domain as described above and
that ω1, j < π for all j = 1, . . . ,N1 . Then there exists  ∈ (0, 12 ) such that u1 belongs to H
3
2+(Ω1).
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⎧⎪⎨
⎪⎩
u1 ∈ L2(Ω1),
∂ν1u1 = −α1u1 − v1 ∈ H
1
2 (Γ1) on Γ1,
u1 = u2 ∈ H 32 (I) on I,
(3.2)
and we conclude by the previous lemma. 
The situation is a little bit more involved for the regularity of u2 because of a lack of regularity for
the boundary condition
B1u2 = −β∂ν2u2 − ∂ν2 v2 on Γ2,
because −β∂ν2u2 − ∂ν2 v2 only belongs to H
1
2 (Γ2), which is not suﬃcient to hit the regularity u2 ∈
H
7
2+(Ω2) for some  ∈ (0, 12 ). Hence we use an argument inspired from Lemma 3.1 of [24].
Lemma 3.2. Assume that Ω2 is a polygonal domain as described above. Then there exists a minimal angle ω0
(depending on μ, for instanceω0  77.75 . . . ◦ for μ = 0.3) such that if ω2, j < ω0, for all j = 1, . . . ,N2 , then
for any y ∈ H2(Ω2) solution of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
2 y ∈ L2(Ω2),
B1 y = 0 on I,
B2 y = v3 ∈ L2(I) on I,
B1 y = v4 ∈ L2(Γ2) on Γ2,
B2 y = v5 ∈ L2(Γ2) on Γ2,
(3.3)
there exists a sequence of y(k) ∈ H4(Ω2) such that y(k) tends to y in H2(Ω2) and 2 y(k) tends to 2 y
in L2(Ω2).
Proof. We take v(k)4 , v
(k)
5 ∈ D(Γ2) and v(k)3 ∈ D(I) such that
v(k)j → v j in L2(Γ2), j = 4,5; v(k)3 → v3 in L2(I) as k → ∞.
Then we consider the unique solution y(k) of
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
y(k) + 2 y(k) = y + 2 y ∈ L2(Ω) in Ω,
B1 y(k) = 0 on I,
B2 y(k) = v(k)3 on I,
B1 y(k) = v(k)4 on Γ2,
B2 y(k) = v(k)5 on Γ2.
(3.4)
As the system (2,B1,B2) is a strongly elliptic system, from the elliptic regularity theory, in partic-
ular from Theorem 2 of [9], we deduce that y(k) belongs to H4(Ω2) and that there exists C > 0 such
that
∥∥y − y(k)∥∥ 2  C(∥∥v4 − v(k)4 ∥∥ 2 + ∥∥v5 − v(k)5 ∥∥ 2 + ∥∥v3 − v(k)3 ∥∥ 2 ).H (Ω2) L (Γ2) L (Γ2) L (I)
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in L2(Ω2). 
Corollary 3.2. Let (u1, v1,u2, v2) be in D(A). Assume that Ω1,Ω2 are polygonal domains as described
above and satisfying the assumption of Lemmas 3.1 and 3.2 respectively. Then there exists a sequence of
u(k)2 ∈ H4(Ω2) such that u(k)2 tends to u2 in H2(Ω2) and 2u(k)2 tends to 2u2 in L2(Ω2).
Proof. By the deﬁnition of D(A), we notice that u2 is a solution of (3.3) with v3 = ∂ν1u1, v4 =−β∂ν2u2 − ∂ν2 v2 and v4 = α2u2 + v2. By Corollary 3.1, v3 belongs to H(I) for some  > 0 hence
to L2(I), while the L2(Γ2) regularity of v4, v5 follows from the regularity u2, v2 ∈ H2(Ω2) and a
standard trace theorem. We then conclude by Lemma 3.2. 
For further purposes we also need the next result.
Lemma 3.3. Let (χ1,χ2) ∈ H1(Ω1) × H2(Ω2) be the solution of
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−χ1 = f1 ∈ L2(Ω1), in Ω1,
2χ2 = f2 ∈ L2(Ω2), in Ω2,
χ1 = χ2, B1χ2 = 0, B2χ2 = ∂ν1χ1 on I,
χ1 = g1 ∈ H1+′(Γ1) on Γ1,
χ2 = g2 ∈ H3+′(Γ2) on Γ2,
∂ν2χ2 = g3 ∈ H2+′(Γ2) on Γ2,
(3.5)
with g1(v) = g2(v) for the two extremities v of I and some ′ ∈ (0, 12 ). Then if ω2, j < π, for j = 1 and N2 ,
there exist  ∈ (0, 12 ) and C1 > 0 such that χ1 ∈ H3/2+(Ω1), χ2 ∈ H7/2+(Ω2) and
‖χ1‖H3/2+ (Ω1) + ‖χ2‖H7/2+ (Ω2)
 C1
(‖ f1‖L2(Ω1) + ‖ f2‖L2(Ω2) + ‖g1‖H1+′ (Γ1) + ‖g2‖H3+′ (Γ2) + ‖g3‖H2+′ (Γ2)
)
. (3.6)
Proof. In a ﬁrst step, we look at χ1 ∈ H1(Ω1), the solution of
⎧⎪⎨
⎪⎩
−χ1 = f1 ∈ L2(Ω1), in Ω1,
χ1 = χ2 ∈ H 32 (I) on I,
χ1 = g1 ∈ H1+′(Γ1) on Γ1.
Since χ2(v) = g2(v) = g1(v), applying Theorem 23.3 of [11] (or Theorem 15.9 of [10]), we deduce
that χ1 ∈ H3/2+1 (Ω1) for some 1 ∈ (0, ′], and
‖χ1‖H3/2+1 (Ω1)  C2
(‖ f1‖L2(Ω1) + ‖g1‖H1+′ (Γ1) + ‖χ2‖H3/2(I)
)
, (3.7)
for some C2 > 0.
In a second step we see χ2 ∈ H2(Ω2) as the solution of
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2ϕ2 = f2 ∈ L2(Ω2), in Ω2,
B1χ2 = 0, B2χ2 = ∂ν1χ1 ∈ H1(I) on I,
χ2 = g2 ∈ H3+′(Γ2) on Γ2,
∂ χ = g ∈ H2+′(Γ ) on Γ .ν2 2 3 2 2
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ponents in the strip α ∈ [1,3/2], see also Proposition 4.1 of [25] and Fig. 5 of [25] for the sharpness
of this result), we deduce that χ2 ∈ H7/2+(Ω2) for some  ∈ (0, 1], and
‖χ2‖H7/2+ (Ω2)  C2
(‖ f2‖L2(Ω2) + ‖g2‖H3+′ (Γ2) + ‖g3‖H2+′ (Γ2) + ‖∂ν1χ1‖H1 (I)
)
, (3.8)
for some C3 > 0.
The conclusion follows by (3.7) and (3.8) because
‖χ1‖H1(Ω1) + ‖χ2‖H2(Ω2)
 C4
(‖ f1‖L2(Ω1) + ‖ f2‖L2(Ω2) + ‖g1‖H1+′ (Γ1) + ‖g2‖H3+′ (Γ2) + ‖g3‖H2+′ (Γ2)
)
,
for some C4 > 0. 
Remark 3.1. In view of the previous lemmas, we see that the invoked regularity results are also valid
if Γ1 and Γ2 are smooth and ﬂat only near the interface. Hence the results below remain valid in
this framework (with the same constraint on the angles ω1, j , for j = 1 and N1 and ω2, j, for j = 1
and N2), see [8] for a related discussion.
4. Some technical results
Lemma 4.1. Assume that m satisﬁes (1.19)–(1.20) and that Ω2 is a polygonal domain as described above. If
ω2, j < ω0, for all j = 1, . . . ,N2 , then for any y ∈ H2(Ω2) solution of (3.3) the following Green’s formula
holds
a(y, z) =
∫
Ω2
2 yzdx−
∫
I
B2 yzdσ +
∫
∂Ω2
(B1 y∂ν2 z − B2 yz)dσ ∀z ∈ H2(Ω). (4.1)
Moreover the following inequality holds
−
∫
Ω2
2 ym · ∇ y dx−1
2
a(y, y) + 1
2
∫
Γ2
(
α|y|2 + β
(
1+ 1− μ
R2δβ
)
|∂ν2 y|2
)
dσ
+
∫
Γ2
(
R2δ
1− μ |B1 y|
2 + R
2σ
2
|B2 y|2
)
dσ −
∫
I
B2 ym · ∇ y dσ , (4.2)
where R = maxx∈Ω2 |m(x)| and σ is the smallest positive constant such that
∫
Γ2
|∇z|2 dσ  σ
(
a(z, z) +
∫
Γ2
(
α|z|2 + β|∂ν2 z|2
)
dσ
)
∀z ∈ H2(Ω). (4.3)
Proof. We follow the arguments of the proof of Lemma 3.1 of [24]. We ﬁrst assume that v j , j = 1,2,3
are smooth enough so that y ∈ H4(Ω) (see [12]). In that case (4.1) is a simple consequence of (1.9).
On the other hand by the identity (3.5) of [24] (see also [19])
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Ω2
2 ym · ∇ y dx = a(y, y) +
∫
∂Ω2
(B2 ym · ∇ y − B1 y∂ν2(m · ∇ y))dσ
+ 1
2
∫
∂Ω2
m · ν2
{∣∣∣∣∂
2 y
∂x21
∣∣∣∣
2
+
∣∣∣∣∂
2 y
∂x22
∣∣∣∣
2
+ 2μ∂
2 y
∂x21
∂2 y
∂x22
+ 2(1− μ)
∣∣∣∣ ∂
2 y
∂x1∂x2
∣∣∣∣
2}
dσ .
Since we assume that (1.19) holds and using the boundary condition B1 y = 0 on I, we get
∫
Ω2
2 ym · ∇ y dx = a(y, y) +
∫
Γ2
(B2 ym · ∇ y − B1 y∂ν2(m · ∇ y))dσ
+ 1
2
∫
Γ2
m · ν2
{∣∣∣∣∂
2 y
∂x21
∣∣∣∣
2
+
∣∣∣∣∂
2 y
∂x22
∣∣∣∣
2
+ 2μ∂
2 y
∂x21
∂2 y
∂x22
+ 2(1− μ)
∣∣∣∣ ∂
2 y
∂x1∂x2
∣∣∣∣
2}
dσ
+
∫
I
B2 ym · ∇ y dσ .
At this stage, it suﬃces to follow the arguments of Lemma 3.1 of [24] to obtain (4.2).
If v4, v5 ∈ L2(Γ2) and v3 ∈ L2(I), as in Lemma 3.2 we take v(k)4 , v(k)5 ∈ D(Γ2) and v(k)3 ∈ D(I) such
that
v(k)j → v j in L2(Γ2), j = 4,5; v(k)3 → v3 in L2(I) as k → ∞,
and consider the unique solution y(k) ∈ H4(Ω2) of (3.4). We recall that y(k) tends to y in H2(Ω2) and
that 2 y(k) tends to 2 y in L2(Ω2).
Applying (4.1) and (4.2) to y(k) (allowed since y(k) ∈ H4(Ω2)) and passing to the limit in k, we
obtain that (4.1) and (4.2) hold for y ∈ H2(Ω) solution of (3.3). 
In a similar way, we prove
Lemma 4.2. Assume that m satisﬁes (1.19)–(1.20) and that Ω1 is a polygonal domain as described above and
that ω1, j < π for all j = 1, . . . ,N1 . Let y ∈ H1(Ω1) be a solution of (3.1), then the following Green’s formula
holds
∫
Ω1
∇ y · ∇z dx = −
∫
Ω1
yzdx+
∫
∂Ω1
∂ν1 yzdσ ∀z ∈ H1(Ω1). (4.4)
Moreover the following inequality holds
∫
Ω1
ym · ∇ y dx
∫
I
∂ν1 ym · ∇ y dσ +
R21
4δ
∫
Γ1
|∂ν1 y|2 dσ , (4.5)
where R1 = maxx∈Γ1 |m(x)|.
Proof. Lemma 3.1 yields y ∈ H 32+(Ω1), for some  ∈ (0, 12 ).
If y ∈ H2(Ω), then a simple application of Green’s formula leads to (4.4).
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∫
Ω1
ym · ∇ y dx =
∫
∂Ω1
(
∂ν1 ym · ∇ y − (m · ν)|∇ y|2
)
dσ .
Therefore by (1.19) and Young’s inequality, we get
∫
Ω1
ym · ∇ y dx
∫
I
∂ν1 ym · ∇ y dσ +
∫
∂Ω1
(
R21
4
|∂ν1 y|2 + |∇ y|2 − (m · ν)|∇ y|2
)
dσ , ∀ > 0.
Finally using (1.20) we obtain
∫
Ω1
ym · ∇ y dx
∫
I
∂ν1 ym · ∇ y dσ +
∫
∂Ω1
(
R21
4
|∂ν1 y|2 + ( − δ)|∇ y|2
)
dσ .
This leads to (4.5) with the choice  = δ.
For y ∈ H 32+(Ω1), for some  ∈ (0, 12 ), we take a sequence of y(k) ∈ H2(Ω) such that
y(k) → y in H 32+(Ω1) as k → ∞.
Then applying (4.4) to y(k) and passing to the limit in k, we get
∫
Ω1
∇ y · ∇z dx = −〈y; z〉
H−
1
2 + (Ω1)−H
1
2 − (Ω1)
+
∫
∂Ω1
∂ν1 yzdσ ∀z ∈ H1(Ω).
If moreover y satisﬁes (3.1), in the above identity the duality pairing becomes an integral and we
obtain (4.4).
In the same manner applying (4.5) to y(k) and passing to the limit in k, we get
〈y;m · ∇ y〉
H−
1
2 + (Ω1)−H
1
2 − (Ω1)

∫
I
∂ν1 ym · ∇ y dσ +
R21
4δ
∫
Γ1
|∂ν1 y|2 dσ .
As before if y satisfy (3.1), in the above identity the duality pairing becomes an integral and we
obtain (4.5). 
Corollary 4.1. Assume that m satisﬁes (1.19)–(1.20) and that Ω1 and Ω2 satisfy the assumptions of Lem-
mas 4.2 and 4.1 respectively. Let u be a strong solution of (1.1)–(1.7). Then we have
∫
Ω1
u1m · ∇u1 dx−
∫
Ω2
2u2m · ∇u2 dx
−1
2
a(u2,u2) + 1
2
∫
Γ2
(
α|u2|2 + β
(
1+ 1− μ
R2δβ
)
|∂ν2u2|2
)
dσ
+ R
2
1
4δ
∫
Γ1
|∂ν1u1|2 dσ +
∫
Γ2
(
R2δ
1− μ |B1u2|
2 + R
2σ
2
|B2u2|2
)
dσ . (4.6)
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is zero. Indeed this term is equal to
∫
I
(∂ν1u1m · ∇u1 − B2u2m · ∇u2)dσ .
Hence using the interface conditions and the fact that m · ν = 0 on I , we get
∫
I
(∂ν1u1m · ∇u1 − B2u2m · ∇u2)dσ =
∫
I
(∂ν1u1 − B2u2)m · τ ∂τ u1 dσ = 0. 
Corollary 4.2. Let m, Ω1 and Ω2 satisfy the assumptions of Corollary 4.1. Let u be a strong solution of
(1.1)–(1.7). Then we have
∫
Ω1
u1u1 dx−
∫
Ω2
2u2u2 dx = −
∫
Ω1
|∇u1|2 dx− a(u2,u2)
+
∫
Γ1
∂ν1u1u1 dσ +
∫
Γ2
(B1u2∂ν2u2 − B2u2u2)dσ . (4.7)
Proof. Applying (4.1) (resp. (4.4)) with y = z = u2 (resp. y = z = u1), we obtain
∫
Ω2
2u2u2 dx = a(u2,u2) +
∫
I
B2u2u2 dσ −
∫
∂Ω2
(B1u2∂ν2u2 − B2u2u2)dσ ,
∫
Ω1
u1u1 dx = −
∫
Ω1
|∇u1|2 dx+
∫
∂Ω1
∂ν1u1u1 dσ .
The difference of these identities leads to the conclusion since the interface term is zero due the
interface conditions. 
For the proof of the exponential stability we need to introduce an auxiliary function that plays
the role of a multiplier, compare with [24]. The following lemma gives its deﬁnition and some of its
useful properties.
Lemma 4.3. Let Ω1 and Ω2 satisfy the assumptions of Corollary 4.1 and that and ω2, j < π, for j = 1 and N2
(see Lemma 3.3). Let u be a strong solution of (1.1)–(1.7). Consider (ϕ1,ϕ2) ∈ H1(Ω1) × H2(Ω2) a solution
of
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ϕ1 = 0, in Ω1,
2ϕ2 = 0, in Ω2,
ϕ1 = ϕ2, B1ϕ2 = 0, B2ϕ2 = ∂ν1ϕ1 on I,
ϕ1 = u1 on Γ1,
ϕ2 = u2 on Γ2,
∂ ϕ = ∂ u on Γ .
(4.8)ν2 2 ν2 2 2
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b(u, v) =
∫
Ω1
∇u1 · ∇v1 dx+ a(u2, v2) ∀u, v ∈ V ,
where
V = {u = (u1,u2) ∈ H1(Ω1) × H2(Ω2): u1 = u2 on I}.
Then there exists γ0 > 0 depending on Ωi , i = 1,2 such that
∫
Ω
|ϕ|2 dx γ0
( ∫
Γ1
α1|u1|2 dσ +
∫
Γ2
(
α2|u2|2 + β|∂ν2u2|2
)
dσ
)
, (4.9)
b(ϕ,u) = b(ϕ,ϕ) 0. (4.10)
Proof. Due to the lack of regularity of ϕ1 and ϕ2, we consider the sequence u
(k)
2 ∈ H4(Ω2) obtained
in Corollary 3.2 and such that
u(k)2 → u2 in H2(Ω2) as k → ∞. (4.11)
We further consider the solution u(k)1 ∈ H1(Ω1) of
⎧⎪⎪⎨
⎪⎪⎩
u(k)1 = u1 ∈ L2(Ω1),
∂ν1u
(k)
1 = −α1u1 − v1 ∈ H
1
2 (Γ1) on Γ1,
u(k)1 = u(k)2 ∈ H
3
2 (I) on I.
(4.12)
Hence from (4.11), we see that
u(k)1 → u1 in H1(Ω1) as k → ∞. (4.13)
Moreover owing to Lemma 3.1, u(k)1 ∈ H
3
2+(Ω1), for some  ∈ (0, 12 ).
Now we consider (ϕ(k)1 ,ϕ
(k)
2 ) ∈ H1(Ω1) × H2(Ω2) a solution of
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϕ
(k)
1 = 0, in Ω1,
2ϕ
(k)
2 = 0, in Ω2,
ϕ
(k)
1 = ϕ(k)2 , B1ϕ(k)2 = 0, B2ϕ(k)2 = ∂ν1ϕ(k)1 on I,
ϕ
(k)
1 = u(k)1 on Γ1,
ϕ
(k)
2 = u(k)2 on Γ2,
∂ν2ϕ
(k)
2 = ∂ν2u(k)2 on Γ2.
(4.14)
Due to (4.11) and (4.13), we have
ϕ
(k)
1 → ϕ1 in H1(Ω1) as k → ∞, (4.15)
ϕ
(k)
2 → ϕ2 in H2(Ω2) as k → ∞. (4.16)
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 ∈ (0, 12 ).
From (4.11) to (4.16), we are reduced to prove (4.9) and (4.10) for ϕ(k) and u(k) . For shortness, we
now drop the index k.
For the second assertion using Green’s formula (see (1.9) and (4.4)), we get
b(ϕ,ϕ − u) = −
∫
Ω1
ϕ1(ϕ1 − u1)dx+
∫
∂Ω1
∂ν1ϕ1(ϕ1 − u1)dσ
+
∫
Ω2
2ϕ2(ϕ2 − u2)dx+
∫
∂Ω2
(B1ϕ2∂ν2(ϕ2 − u2) − B2ϕ2(ϕ2 − u2))dσ .
Hence using (4.14) we obtain
b(ϕ,ϕ − u) =
∫
I
(
∂ν1ϕ1(ϕ1 − u1) − B2ϕ2(ϕ2 − u2)
)
dσ = 0,
since ϕ1 − u1 = ϕ2 − u2 on I as well as ∂ν1ϕ1 = B2ϕ2 on I .
For the ﬁrst assertion, we consider ψ solution of
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−ψ1 = ϕ1, in Ω1,
2ϕ2 = ϕ2, in Ω2,
ψ1 = ψ2, B1ψ2 = 0, B2ψ2 = ∂ν1ψ1 on I,
ψ1 = 0 on Γ1,
ψ2 = 0 on Γ2,
∂ν2ψ2 = 0 on Γ2.
(4.17)
By Lemma 3.3 we deduce that ψ1 ∈ H3/2+(Ω1), ψ2 ∈ H7/2+(Ω2) for some  > 0 and that there
exists C1 > 0 such that
‖ψ1‖H3/2+ (Ω1) + ‖ψ2‖H7/2+ (Ω2)  C1‖ϕ‖L2(Ω). (4.18)
With this choice we have
∫
Ω
|ϕ|2 dx = −
∫
Ω1
ψ1ϕ1 +
∫
Ω2
2ψ2ϕ2.
Applying Green’s formula, we deduce that
∫
Ω
|ϕ|2 dx = 〈∂ν1ψ1;u1〉H (Γ1)−H− (Γ1)
+ 〈B2ψ2;u2〉H1+ (Γ2)−H−(1+)(Γ2) − 〈B1ψ2; ∂ν2u2〉H (Γ2)−H− (Γ2).
Therefore there exists C > 0 such that
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Ω
|ϕ|2 dx (‖ψ1‖H3/2+ (Ω1) + ‖ψ2‖H7/2+ (Ω2))(‖u1‖L2(Γ1) + ‖u2‖L2(Γ2) + ‖∂ν2u2‖L2(Γ2)).
The conclusion follows from the estimate (4.18). 
For further purposes, if u is the solution of (1.1)–(1.7) and ϕ the solution of (4.8), for any ﬁxed
γ ∈ (0,1) we set
ρ(t) =
∫
Ω
∂tu(m · ∇u + γ u + C0ϕ)dx, (4.19)
where C0 is a positive constant that will be determined later on.
Lemma 4.4. Let m, Ω1 and Ω2 satisfy the assumptions of Corollary 4.1. Then there exist three positive con-
stants C1,C2,C3 such that
∣∣ρ(t)∣∣ C1E(t), ∀t  0, (4.20)
ρ ′(t)−C2E(t) + C3
( ∫
Γ1
∣∣∂tu1(x, t)∣∣2 dσ
+
∫
Γ2
(∣∣∂tu2(x, t)∣∣2 + ∣∣∂ν2∂tu2(x, t)∣∣2)dσ
)
. (4.21)
Proof. For the ﬁrst estimate using Cauchy–Schwarz’s inequality we have
∣∣ρ(t)∣∣ C4‖∂tu‖L2(Ω)(‖u‖H1(Ω) + ‖ϕ‖L2(Ω)).
By Lemma 4.3 we deduce that
∣∣ρ(t)∣∣ C4‖∂tu‖L2(Ω)
(
‖u‖H1(Ω) + γ0
( ∫
Γ1
α1|u1|2 dσ +
∫
Γ2
(
α2|u2|2 + β|∂ν2u2|2
)
dσ
))
.
But a standard contradiction argument based on the compact embedding of H1(Ω1) (resp. H2(Ω2))
into L2(Ω1) (resp. H1(Ω2)) yields a positive constant C5 such that
‖v‖H1(Ω)  C5
( ∫
Ω1
|∇v1|2 dx+ a(v2, v2) +
∫
Γ1
|u1|2 dσ +
∫
Γ2
(|u2|2 + |∂ν2u2|2)dσ
)
, ∀v ∈ V .
The estimate (4.20) directly follows from the two above estimates and the deﬁnition of the energy.
For the second estimate a direct derivation and Leibniz’s rule yield
ρ ′(t) =
∫
∂2t u(m · ∇u + γ u + C0ϕ)dx+
∫
∂tu(m · ∇∂tu + γ ∂tu + C0∂tϕ)dx.
Ω Ω
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∫
Ω
∂tum · ∇∂tu = −
∫
Ω
|∂tu|2 dx+ 1
2
∫
∂Ω
m · ν|∂tu|2 dσ(x).
Inserting this identity in the previous one and using the fact that ∂2t u1 = u1 in Ω1 and ∂2t u2 =−2u2 in Ω2 yields
ρ ′(t) =
∫
Ω1
u1(m · ∇u1 + γ u1)dx−
∫
Ω2
2u2(m · ∇u2 + γ u2)dx
+ (γ − 1)
∫
Ω
|∂tu|2 dx+ 1
2
∫
∂Ω
m · ν |∂tu|2 dσ(x)
+ C0
( ∫
Ω1
u1ϕ1 dx−
∫
Ω1
2u2ϕ2 dx+
∫
Ω
∂tu∂tϕ dx
)
. (4.22)
Now we notice that Lemmas 4.1 and 4.2 yield
∫
Ω1
u1ϕ1 dx−
∫
Ω1
2u2ϕ2 dx = −b(u,ϕ) +
∫
Γ1
∂ν1u1ϕ1 dσ
−
∫
Γ2
(B2u2ϕ2 − B1u2∂ν2ϕ2)dσ .
Therefore by (4.10) we obtain
∫
Ω1
u1ϕ1 dx−
∫
Ω1
2u2ϕ2 dx
∫
Γ1
∂ν1u1ϕ1 dσ −
∫
Γ2
(B2u2ϕ2 − B1u2∂ν2ϕ2)dσ .
This estimate in (4.22) leads to
ρ ′(t)
∫
Ω1
u1(m · ∇u1 + γ u1)dx−
∫
Ω2
2u2(m · ∇u2 + γ u2)dx
+ (γ − 1)
∫
Ω
|∂tu|2 dx+ 1
2
∫
∂Ω
m · ν|∂tu|2 dσ(x)
+ C0
( ∫
Γ1
∂ν1u1ϕ1 dσ −
∫
Γ2
(B2u2ϕ2 − B1u2∂ν2ϕ2)dσ
)
+ C0
∫
∂tu∂tϕ dx. (4.23)Ω
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 > 0
C0
∫
Ω
∂tu∂tϕ dx 
∫
Ω
|∂tu|2 dx+ C
2
0γ0
4
( ∫
Γ1
α1|∂tu1|2 dσ +
∫
Γ2
(
α2|∂tu2|2 + β|∂ν2∂tu2|2
)
dσ
)
.
Inserting this estimate in (4.23), we obtain for all  > 0 a positive constant C (the index meaning
that the constant depends on ) such that
ρ ′(t)
∫
Ω1
u1(m · ∇u1 + γ u1)dx−
∫
Ω2
2u2(m · ∇u2 + γ u2)dx
+ (γ − 1+ )
∫
Ω
|∂tu|2 dx
+ C0
( ∫
Γ1
∂ν1u1ϕ1 dσ −
∫
Γ2
(B2u2ϕ2 − B1u2∂ν2ϕ2)dσ
)
+ C
( ∫
Γ1
α1|∂tu1|2 dσ +
∫
Γ2
(
α2|∂tu2|2 + β|∂ν2∂tu2|2
)
dσ
)
. (4.24)
Now we make use of (4.6) and (4.7) which lead to get
ρ ′(t)−
(
1
2
+ γ
)
a(u2,u2) − γ
∫
Ω1
|∇u1|2 dx
+ 1
2
∫
Γ2
(
α|u2|2 + β
(
1+ 1− μ
R2δβ
)
|∂ν2u2|2
)
dσ
+ R
2
1
4δ
∫
Γ1
|∂ν1u1|2 dσ +
∫
Γ2
(
R2δ
1− μ |B1u2|
2 + R
2σ
2
|B2u2|2
)
dσ
+ (γ − 1+ )
∫
Ω
|∂tu|2 dx
+ (γ + C0)
( ∫
Γ1
∂ν1u1ϕ1 dσ −
∫
Γ2
(B2u2ϕ2 − B1u2∂ν2ϕ2)dσ
)
+ C
( ∫
Γ1
α1|∂tu1|2 dσ +
∫
Γ2
(
α2|∂tu2|2 + β|∂ν2∂tu2|2
)
dσ
)
. (4.25)
At this stage we use the dissipation laws (1.5), (1.6) and (1.7) that lead to
(∂ν1u1)
2 = −2α1∂ν1u1u1 − (α1)2(∂ν1u1)2 + (∂tu1)2 on Γ1 × (0,+∞),
(B1u2)2 = −2βB1u2∂ν2u2 − β2(∂ν2u2)2 + (∂ν2∂tu2)2 on Γ2 × (0,+∞),
(B2u2)2 = −2α2u2B2u2 − (α2)2(u2)2 + ∂tu2 on Γ2 × (0,+∞).
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ρ ′(t)−
(
1
2
+ γ
)
a(u2,u2) − γ
∫
Ω1
|∇u1|2 dx
+ 1
2
∫
Γ2
(
α|u2|2 + β
(
1+ 1− μ
R2δβ
)
|∂ν2u2|2
)
dσ
+ R
2
1
4δ
θ3
∫
Γ1
(−2α1∂ν1u1u1 − α21 |∂ν1u1|2)dσ
+ R
2δ
1− μθ1
∫
Γ2
(−2βB1u2∂ν2u2 − β2|∂ν2u2|2)dσ
+ R
2σ
2
θ2
∫
Γ2
(−2α2u2B2u2 − α22 |u2|2)dσ + (γ − 1+ )
∫
Ω
|∂tu|2 dx
+ (γ + C0)
( ∫
Γ1
∂ν1u1ϕ1 dσ −
∫
Γ2
(B2u2ϕ2 − B1u2∂ν2ϕ2)dσ
)
+ C
( ∫
Γ1
α1|∂tu1|2 dσ +
∫
Γ2
(
α2|∂tu2|2 + β|∂ν2∂tu2|2
)
dσ
)
, (4.26)
where the constants θ j  1, j = 1,2,3 will be determined below. Indeed we make the choice of the θ j
such that
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
R21
2δ
θ3α1 = γ + C0,
R2δ
1− μθ12β = γ + C0,
R2σθ2α2 = γ + C0.
(4.27)
We will show later on that an appropriated choice of C0 renders this choice possible. With the iden-
tities (4.27), the estimate (4.26) simpliﬁes to
ρ ′(t)−
(
1
2
+ γ
)
a(u2,u2) − γ
∫
Ω1
|∇u1|2 dx
+
∫
Γ2
((
α2
2
− (α2)
2R2σ
2
θ2
)
|u2|2 +
(
β
(
1+ 1− μ
R2δβ
)
− R
2δβ2
1− μ θ1
)
|∂ν2u2|2
)
dσ
− R
2
1
4δ
θ3(α1)
2
∫
Γ1
|∂ν1u1|2 dσ + (γ − 1+ )
∫
Ω
|∂tu|2 dx
+ C
( ∫
Γ
α1|∂tu1|2 dσ +
∫
Γ
(
α2|∂tu2|2 + β|∂ν2∂tu2|2
)
dσ
)
. (4.28)1 2
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choosing  < 1− γ and if the following inequalities hold
1
2
− α2R
2σ
2
θ2 < 0,
(
1+ 1− μ
R2δβ
)
− R
2δβ
1− μθ1 < 0.
These inequalities are equivalent to
1
α2R2σ
< θ2,
(
1+ 1− μ
R2δβ
)
1− μ
R2δβ
< θ1. (4.29)
In conclusion we are looking for θ j  1, j = 1,2,3 and C0 > 0 such that (4.27) and (4.29) hold.
First we notice that if they exist (4.27) implies that
θ3 = κ1θ2, θ1 = κ2θ2, (4.30)
where
κ1 = α1R
2
1
δR2σα2
, κ2 = 1− μ
2βδ
.
Hence we deﬁne θ1 and θ3 by (4.30) and it remains to determine θ2 and C0 > 0. Since we need that
θ1  1 and θ3  1, (4.30) is possible if
κ−11  θ2, κ
−1
2  θ2. (4.31)
By (4.30), the constraints (4.29) are equivalent to
1
α2R2σ
< θ2,
(
1+ 1− μ
R2δβ
)
1− μ
R2δβ
1
κ2
< θ2. (4.32)
Hence we choose θ2  1 satisfying (4.31) and (4.32). Therefore (4.29) holds and it remains to check
the last identity of (4.27), that holds with the choice
C0 = R2σθ2α2 − γ
that is positive due to (4.32) and the fact that γ < 1. 
We are ready to prove Theorem 1.1:
Proof of Theorem 1.1. For  > 0, we deﬁne the functional
E(t) = E(t) + ρ(t). (4.33)
Then by Lemma 4.4 for  < C−11 , we have
C E(t) E(t) (1+ C1)E(t), (4.34)
with C = 1− C1 .
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E ′(t) (−1+ C3)
( ∫
Γ1
∣∣∂tu1(x, t)∣∣2 dσ +
∫
Γ2
(∣∣∂tu2(x, t)∣∣2 + ∣∣∂ν2∂tu2(x, t)∣∣2)dσ
)
− C2E(t).
Hence by ﬁxing  > 0 small enough such that −1+ C3  0 and by (4.34) we get
E ′(t)−C2E(t)−(1+ C1)−1C2E(t).
This implies that there exist C > 0 and ν > 0 such that
E(t) C E(0)e−νt ∀t  0,
and we conclude by (4.34). 
5. Comments and related questions
In the case where the dissipation is concentrated in an arbitrary small part of the exterior bound-
ary we can prove some logarithmic decay result for all regular solutions as in [7] for the wave
equation or in [5] for the plate equation (see also [1]). On the other hand, if Ω is a rectangular
domain i.e. if we consider the following problem in Ω = (0,aπ) × (0,bπ), Ω1 = (0, ξ) × (0,bπ),
Ω2 = (ξ,aπ) × (0,aπ), with a,b > 0, ξ ∈ (0,aπ), Γξ = {ξ} × (0,bπ) and ∂Ω = Γ, with a dissipation
law on the interface Γξ :
∂2t u1(x, y, t) − u1(x, y, t) = 0, (x, y, t) ∈ Ω1 × (0,+∞), (5.35)
∂2t u2(x, y, t) + 2u2(x, y, t) = 0, (x, y, t) ∈ Ω2 × (0,+∞), (5.36)
u1 = u2, ∂ν2u2 − ∂ν1u1 = ∂tu1, u2 = 0, Γξ × (0,+∞), (5.37)
u1 = 0, [∂Ω1 \ Γξ ] × (0,+∞), (5.38)
u2 = 0, u2 = 0, [∂Ω2 \ Γξ ] × (0,+∞), (5.39)
ui(x, y,0) = u0i (x, y), ∂tui(x, y,0) = u1i (x, y), Ωi, i = 1,2, (5.40)
where νi is the unit normal vector of ∂Ωi pointing toward the exterior of Ωi , i = 1,2, we can prove
a polynomial decay result for all regular solutions by using the strategy described in [4] (see also [3]
for the one-dimensional model).
A related question is to characterize the exponential decay of the energy of the solutions of
(1.1)–(1.7) by some geometric control condition as in [6] for the wave equation or as in [2] for the
plate equation (in rectangular domain).
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