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Abstract
This paper initiates a systematic development of a theory of non-commutative optimization, a
setting which greatly extends ordinary (Euclidean) convex optimization. It aims to unify and
generalize a growing body of work from the past few years which developed and analyzed
algorithms for natural geodesically convex optimization problems on Riemannian manifolds that
arise from the symmetries of non-commutative groups. More specifically, these are algorithms
to minimize the moment map (a non-commutative notion of the usual gradient), and to test
membership in moment polytopes (a vast class of polytopes, typically of exponential vertex and
facet complexity, which quite magically arise from this a-priori non-convex, non-linear setting).
The importance of understanding this very general setting of geodesic optimization, as these
works unveiled and powerfully demonstrate, is that it captures a diverse set of problems, many
non-convex, in different areas of CS, math, and physics. Several of them were solved efficiently
for the first time using non-commutative methods; the corresponding algorithms also lead to
solutions of purely structural problems and to many new connections between disparate fields.
In the spirit of standard convex optimization, we develop two general methods in the geodesic
setting, a first order and a second order method, which respectively receive first and second
order information on the “derivatives” of the function to be optimized. These in particular
subsume all past results. The main technical work, again unifying and extending much of
the previous work, goes into identifying the key parameters of the underlying group actions
which control convergence to the optimum in each of these methods. These non-commutative
analogues of “smoothness” in the commutative case are farmore complex, and require significant
algebraic and analytic machinery (much existing and some newly developed here). Despite this
complexity, the way in which these parameters control convergence in both methods is quite
simple and elegant. We also bound these parameters in several general cases.
Our work points to intriguing open problems and suggests further research directions. We
believe that extending this theory, namely understanding geodesic optimization better, is both
mathematically and computationally fascinating; it provides a great meeting place for ideas
and techniques from several very different research areas, and promises better algorithms for
existing and yet unforeseen applications.
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1 Introduction
1.1 High-level overview
Consider a group G that acts by linear transformations on the complex Euclidean space V = Cm.
This partitions V into orbits: For a vector v ∈ V , the orbit Ov is simply all vectors of the form g · v to
which the action of a group element g ∈ G can map v.
The most basic algorithmic question in this setting is as follows. Given a vector v ∈ V , compute
(or approximate) the smallest `2-norm of any vector in the orbit of v, that is, inf{‖w‖2 : w ∈ Ov}.
Remarkably, this simple question, for different groups G, captures natural important problems in
computational complexity, algebra, analysis, and quantum information. Even when restricted only
to commutative groups, it already captures all linear programming problems!
Startingwith [GGOW16], a series of recentworks including [GGOW17, BGO+17, Fra18, KLLR18,
AZGL+18, BFG+18] designed algorithms and analysis tools to handle this basic and other related
optimization problems over non-commutative groups G. These provided efficient solutions for some
applications, and through algorithms, the resolution of some purely structural mathematical open
problems. We will mention some of these below.
A great deal of understanding gradually evolved in this sequence of works. These new
algorithms are all essentially iterative methods, progressing from the input vector v to the desired
optimum in small steps, as do convex optimization algorithms. This seems surprising, as the basic
question above is patently non-convex for non-commutative groups (in the commutative case, a
simple change of variables discussed below convexifies the problem). Indeed, neither the domain
nor the function to be optimized are convex! However, in hindsight, a key to all of them are the
notions of geodesic convexity (which generalizes the familiar Euclidean notion of convexity) and
the moment map (which generalizes the familiar Euclidean gradient) in the curved space and new
metrics induced by the group action. A rich duality theory of geometric invariant theory (greatly
generalizing LP duality), together with tools from algebraic geometry, representation theory and
differential equations are used in the convergence analysis of these algorithms.
The main objective of this paper is to unify and generalize these works, in a way which naturally
extends the familiar first and second order methods of standard convex optimization. We design
geodesic analogs of these methods, which, respectively, have oracle access to first and second order
“derivatives” of the function being optimized. Our first order method (which is a non-commutative
version of gradient descent) replaces and extends the use of “alternate minimization” in most
past works, and thus can accommodate more general group actions. Our second order method
greatly generalizes the one used for the particular group action corresponding to operator scaling
in [AZGL+18]. It may be thought of as a geodesic analog of the “trust region method” [CGT00] or
the “box-constrained Newton method” [CMTV17, AZLOW17] applied to a regularized function.
For both methods, in this non-commutative setting, we recover the familiar convergence behavior
of the classical commutative case: to achieve “proximity” ε to the optimum, our first order method
converges in O(1/ε) iterations and our second order method in O(poly log(1/ε)) iterations.
As in the commutative case, the fundamental challenge is to understand the “constants” hidden
in the big-O notation of each method. These depend on “smoothness” properties of the function
optimized, which in turn are determined by the action of the group G on the space V that defines
the optimization problem. The main technical contributions of the theory we develop are to identify
the key parameters which control this dependence, and to bound them for various actions to
obtain concrete running time bounds. These parameters depend on a combination of algebraic and
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geometric properties of the group action, in particular the irreducible representations occurring in
it. As mentioned, despite the technical complexity of defining (and bounding) these parameters,
the way they control convergence of the algorithms is surprisingly elegant.
We also develop important technical tools which naturally extend ones common in the com-
mutative theory, including regularizers, diameter bounds, numerical stability, and initial starting
points, which are key to the design and analysis of the presented (and hopefully future) algorithms
in the geodesic setting.
As in previous works, we also address other optimization problems beyond the basic “norm
minimization” question above, in particular the minimization of the moment map (which turns
out to be a dual problem), and the membership problem for moment polytopes; a very rich class of
polytopes (typically with exponentially many vertices and facets) which arises magically from any
such group action.
The paradigm of optimization described above resulted in efficient algorithms for problems
from various diverse areas of CS and mathematics. We mention some of these applications in the
following Section 1.2. Section 1.3 describes the basic setting of non-commutative optimization.
Next, in Section 1.4, we formally define the problems we are studying and survey what is known
about them in the commutative and non-commutative case. Finally, in Sections 1.5 and 1.6, we
describe our contributions and results.
1.2 Some unexpected applications and connections
We mention here some of the diverse applications of the paradigm of optimization over non-
commutative groups:
1. Algebraic identities: Given an arithmetic formula (with inversion gates) in non-commuting
variables, is it identically zero?
2. Quantum information: Given density matrices describing local quantum states of various
parties, is there a global pure state consistent with the local states?
3. Eigenvalues of sums of Hermitian matrices: Given three real n-vectors, do there exist three
Hermitian n× nmatrices A, B, C with these prescribed spectra, such that A+ B = C?
4. Analytic inequalities: Givenm linear maps Ai : Rn → Rni and p1, . . . , pm > 0, does there
exist a finite constant C such that for all integrable functions fi : Rni → R+ we have∫
x∈Rn
∏m
i=1 fi(Aix)dx 6 C
∏m
i=1‖fi‖1/pi?
These inequalities are the celebrated Brascamp-Lieb inequalities, which capture the Cauchy-
Schwarz, Hölder, Loomis-Whitney, and many further inequalities.
At first glance, it is far from obvious that solving any of these problems has any relation to either
optimization or groups. We will clarify this mystery below, showing not only how symmetries
naturally exist in all of them, but also how these help both in formulating them as optimization
problems over groups, suggesting natural algorithms (or at least heuristics) for them, and finally in
providing tools for analyzing these algorithms. It perhaps should be stressed that symmetries exist
in many examples in which the relevant groups are commutative (e.g., perfect matching in bipartite
graphs, matrix scaling, and more generally in linear, geometric, and hyperbolic programming);
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however in these cases, standard convex optimization or combinatorial algorithms can be designed
and analyzed without any reference to these existing symmetries. Making this connection explicit is
an important part of our exposition.
Polynomial time algorithms were first given in [GGOW16] for Problem 1 (the works [IQS17b,
DM17, IQS17a] later discovered completely different algebraic algorithms), in [BFG+18] for Prob-
lem 2 (cf. [VDDM03] and the structural results [Kly04, DH05, CM06, CHM07, WDGC13, Wal14,
CDKW14]), in [KT99, DLM06, MNS12, BI13, Fra18] for Problem 3 (the celebrated structural result
in [KT99] and the algorithmic results of [DLM06, MNS12, BI13] solved the decision problem,
while [Fra18] solved the search problem), and in [GGOW17] for Problem 4. However the algorithms
in [GGOW17, Fra18, BFG+18] remain exponential time in various input parameters, exemplifying
only one aspect of many in which the current theory and understanding is lacking.
The unexpected connections revealed in this study are far richer than the mere relevance of
optimization and symmetries to such problems. One type are connections between problems in
disparate fields. For example, the analytic Problem 4 turns out to be a special case of the algebraic
Problem 1. Moreover, Problem 1 has (well-studied) differently looking but equivalent formulations
in quantum information theory and in invariant theory, which are automatically solved by the same
algorithm. Another type of connections are of purely structural open problems solved through such
geodesic algorithms, reasserting the importance of the computational lens in mathematics. One
was the first dimension-independent bound on the Paulsen problem in operator theory, obtained
ingeniously through such an algorithm in [KLLR18] (this work was followed by [HM18], who
gave a strikingly simpler proof and stronger bounds). Another was a quantitative bound on the
continuity of the best constant C in Problem 4 (in terms of the input data), important for non-linear
variants of such inequalities. This bound was obtained through the algorithm in [GGOW17] and
relies on its efficiency; previous methods used compactness arguments that provided no bounds.
We have no doubt that more unexpected applications and connections will follow. The most
extreme and speculative perhaps among such potential applications is to develop a deterministic
polynomial-time algorithm for the polynomial identity testing (PIT) problem. Such an algorithm
will imply major algebraic or Boolean lower bounds, namely either separating VP from VNP, or
proving that NEXP has no small Boolean circuits [KI04]. We note that this goal was a central
motivation of the initial work in this sequence [GGOW16], which provided such a deterministic
algorithm for Problem 1 above, the non-commutative analog of PIT. The “real” PIT problem (in
which variables commute) also has a natural group of symmetries acting on it, which does not
quite fall into the frameworks developed so far (including the one of this paper). Yet, the hope of
proving lower bounds via optimization methods is a fascinating (and possibly achievable) one. This
agenda of hoping to shed light on the PIT problem by the study of invariant theoretic questions was
formulated in the fifth paper of the Geometric Complexity Theory (GCT) series [Mul12, Mul17].
1.3 Non-commutative optimization: a primer
We now give an introduction to non-commutative optimization and contrast its geometric structure
and convexity properties with the familiar commutative setting. The basic setting is that of a
continuous group G acting (linearly) on an m-dimensional complex vector space V ∼= Cm. For
this section, and the rest of the introduction, think of G as either the group of n × n complex
invertible matrices, denoted GL(n), or the group of diagonal such matrices, denoted T(n). The
latter corresponds to the commutative case and the former is a paradigmatic example of the non-
commutative case. An action (also called a representation) of a group G on a complex vector space V
3
is a group homomorphism pi : G→ GL(V), that is, an association of an invertible linear map pi(g)
from V → V for every group element g ∈ G satisfying pi(g1g2) = pi(g1)pi(g2) for all g1, g2 ∈ G.
Further suppose that V is also equipped with an inner product 〈·, ·〉 and hence a norm ‖v‖ := 〈v, v〉.1
Given a vector v ∈ V one can consider the optimization problem of taking the infimum of the
norm in the orbit of the vector v under the action of G. More formally, define the capacity of v by2
cap(v) := inf
g∈G
‖pi(g)v‖.
This notion generalizes the matrix and operator capacities developed in [GY98, Gur04a] (to see this,
carry out the optimization over one of the two group variables) as well as the polynomial capacity
of [Gur06]. It turns out that this simple-looking optimization problem is already very general in the
commutative case and, in the non-commutative case, captures all examples discussed in Section 1.2.
Let us first consider the commutative case,G = T(n) acting on V . In this simple case, all actions pi
have a very simple form. We give two equivalent descriptions, first of how any representation pi
splits into one-dimensional irreducible representations, and another describing pi as a natural
scaling action on n-variate polynomials withmmonomials.
The irreducible representations are given by an orthonormal basis v1, . . . , vm ofV such that the vj
are simultaneous eigenvectors of all the matrices pi(g). That is, for all g = diag(g1, . . . , gn) ∈ T(n)
and j ∈ [m],
pi(g)vj = λj(g)vj, where λj(g) =
∏n
i=1 g
ωj,i
i (1.1)
for fixed integer vectors ω1, . . . ,ωm ∈ Zn, which are called weights and encode the simultane-
ous eigenvalues, and completely determine the action. Below we also refer to the weights of
representation pi of GL(n), defined as the weights of pi restricted to T(n).
A natural way to view all these actions is as follows. The natural action of T(n) on Cn by matrix-
vector multiplication, induces an action of T(n) on n-variate polynomials V = C[x1, x2, . . . , xn]:
simply, any group element g = diag(g1, . . . , gn) “scales” each xi to gixi. Note that any mono-
mial xω =
∏n
i=1 x
ω(i)
i (whereω is the integer vector of exponents) is an eigenvector of this action,
with an eigenvalue λ(g) =
∏n
i=1 g
ω(i)
i .
Now fix m integer vectors ωj as above. Consider the linear space of n-variate Laurent
polynomials (i.e., polynomials where the variables can have negative exponents, too) with the
followingmmonomials: vj = xωj =
∏n
i=1 x
ωj,i
i . The action on any polynomial v =
∑m
j=1 cjvj is
precisely the one described above, scaling each coefficient by the eigenvalue of its monomial. The
norm ‖v‖ of a polynomial is the sum of the square moduli of its coefficients. Now let us calculate
the capacity of this action. For any v =
∑m
j=1 cjvj,
cap(v)2 = infg1,...,gn∈C∗
∑m
j=1 |cj|
2
∏n
i=1 |gi|
2ωj,i = infx∈Rn
∑m
j=1 |cj|
2ex·ωj , (1.2)
where we used the change of variables xi = log |gi|2, which makes the problem convex (in fact,
log-convex)! This class of optimization problems (of optimizing norm in the orbit of a commutative
group) is known as geometric programming and is well-studied in the optimization literature (see, e.g.,
1In general, the theory works whenever the group is connected, algebraic and reductive, and our results hold in
this generality. However, for purposes of exposition we only discuss very simple groups in this introduction. We also
suppress some technical details which are spelled out later, e.g., that the representations are rational and map unitary
matrices to unitary matrices (both are essentially without loss of generality).
2For notational convenience, we suppress the dependence of cap(v) on the group G and representation pi (likewise for
the null cone and the moment polytopes defined below).
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Chapter 4.5 in [BV04]). Hence for non-commutative groups, one can view cap(v) as non-commutative
geometric programming. Is there a similar change of variables that makes the problem convex in the
non-commutative case? It does not seem so. However, the non-commutative case also satisfies a
notion of convexity, known as geodesic convexity, which we will study next.
1.3.1 Geodesic convexity
Geodesic convexity generalizes the notion of convexity in the Euclidean space to arbitrary Rieman-
nian manifolds. We will not go into the notion of geodesic convexity in this generality but just
mention what it amounts to in our concrete setting of norm optimization for G = GL(n).
It turns out the appropriate way to define geodesic convexity in this case is as follows. Fix
an action pi of GL(n) and a vector v. Then log‖pi(etHg)v‖ is convex in the real parameter t for
every Hermitian matrix H and g ∈ GL(n). This notion of convexity is quite similar to the notion of
Euclidean convexity, where a function is convex iff it is convex along all lines. However, it is far
from obvious how to import optimization techniques from the Euclidean setting to work in this
non-commutative geodesic setting. An essential ingredient we describe next is the geodesic notion
of a gradient, called the moment map.
1.3.2 Moment map
The moment map is by definition the gradient of the function log‖pi(g)v‖ (understood as a function
of v), at the identity element of the group, g = I. It captures how the norm of the vector v changes
when we act on it by infinitesimal perturbations of the identity.
Again, we start with the commutative case G = T(n) acting on the multivariate Laurent
polynomials. For a (“direction”) vector h ∈ Rn and a real (“perturbation”) parameter t, let eth =
diag
(
eth1 , . . . , ethn
)
. Then, forG = T(n), the moment map is the function µ : V \ {0}→ Rn, defined
by the following property:
µ(v) · h = ∂t=0
[
log
∥∥pi(diag(eth)v∥∥] ,
for all h ∈ Rn. That is, the directional derivative in direction h is given by the dot product µ(v) · h.
Here one can see that the moment map matches the notion of Euclidean gradient. For the action
of T(n) in Eq. (1.1),
µ(v) = ∇x=0 log
( m∑
j=1
|cj|
2ex·ωj
)
=
∑m
j=1 |cj|
2ωj∑m
j=1 |cj|
2
. (1.3)
Note that the gradient µ(v) at any point v is a convex combination of the weights! Viewing v as a
polynomial, the gradient thus belongs to the so-called Newton polytope of v, namely the convex hull
of the exponent vectors of its monomials! Conversely, every point in that polytope is a gradient of
some polynomial v with these monomials. We will soon return to this curious fact!
We now proceed to the non-commutative case, focusing onG = GL(n). Denote by Herm(n) the
set of n× n complex Hermitian matrices. Here “directions” will be parametrized by H ∈ Herm(n).
For the case of G = GL(n), the moment map is the function µ : V \ {0} → Herm(n) defined (in
complete analogy to the commutative case above) by the following property that
tr[µ(v)H] = ∂t=0
[
log
∥∥pi(etH)v∥∥]
for all H ∈ Herm(n). That is, the directional derivative in direction H is given by tr[µ(v)H].
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Remark 1.1. The reason we are restricting to directions in Rn in the T(n) case and to directions inHermn
in the GL(n) case is that imaginary and skew-Hermitian directions, respectively, do not change the norm.
In the commutative case, Eq. (1.3) is a convex combination of the weightsωj. Thus, the image
of µ is the convex hull of the weights – a convex polytope. This brings us to moment polytopes.
1.3.3 Moment polytopes
One can ask whether the above fact is true for actions of GL(n) i.e., is the set {µ(v) : v ∈ V \ {0}}
convex? This turns out to be blatantly false. Consider the action of GL(n) on Cn by matrix-vector
multiplication. The moment map in this setting is µ(v) = vv†/‖v‖2, and its image is clearly
not convex. However, there is still something deep and non-trivial that can be said. Given a
Hermitian matrix H ∈ Herm(n), define its spectrum to be the vector of its eigenvalues arranged in
non-increasing order. That is, spec(H) := (λ1, . . . , λn), where λ1 > · · · > λn are the eigenvalues
of H. Amazingly, the set of spectra of moment map images, that is,
∆ :=
{
spec
(
µ(v)
)
: 0 6= v ∈ V} , (1.4)
is a convex polytope for every representationpi [NM84, Kos73, Ati82, GS82, Kir84a]! These polytopes
are called moment polytopes.
Let us mention two important examples of moment polytopes. The examples are for actions of
products of GL(n)’s but the above definitions generalize almost immediately.
Example 1.2 (Horn’s problem). Let G = GL(n) × GL(n) × GL(n) act on V = Mat(n) ⊕Mat(n) as
follows: pi(g1, g2, g3)(X, Y) := (g1Xg−13 , g2Yg
−1
3 ). The moment map in this case is
µ(X, Y) =
(XX†, YY†,−(X†X+ Y†Y))
‖X‖2F + ‖Y‖2F
.
Using that XX† and X†X are PSD and isospectral, we obtain the following moment polytopes, which
characterize the eigenvalues of sums of Hermitian matrices, i.e., Horn’s problem (see, e.g., [Ful00, BVW16]):
∆ =
{
(spec(A), spec(B), spec(−A− B)) : A,B ∈Mat(n), A > 0, B > 0, trA+ trB = 1}
These polytopes are known as theHorn polytopes and correspond to Problem 3 in Section 1.2. They have been
characterizedmathematically in [Kly98, KT99, BK06, Res10] and algorithmically in [DLM06,MNS12, BI13].
The preceding is one of the simplest example of a moment polytope associated with a quiver (in this
case, the so-called star quiverwith two edges, see Figure 1.1, (a)). We refer [DW17] to an introduction
to quivers and briefly give the relevant definitions.
Example 1.3 (Quivers). A quiver is a directed graph Q with loops and parallel edges allowed (see
Figure 1.1 for two examples). A quiver representation of Q (not to be confused with a group representation!)
assigns a vector space Vx = Cnx to each vertex x and a linear map Vx → Vy to each edge x → y
in Q. Thus, if we fix the dimensions nx, the space of all quiver representations forms a vector space V =⊕
x→yMat(ny, nx). This space carries a natural action of the group G =
∏
xGL(nx). We will call this
action of G on V the group representation associated with the quiver Q and dimension vector n = (nx).
Regarding their moment polytopes, an important slice corresponding to semi-invariants has been characterized
in [Kin94, DW00, SVdB01, Res12] and the polytopes have been described completely in [BVW18b, BVW19].
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(a) (b) ...
Figure 1.1: Two examples of quivers. (a) The star quiver with two edges. The associated moment
polytopes model Horn’s problem (Example 1.2). (b) The generalized Kronecker quiver with k
parallel edges, which corresponds to a variant of the left-right action (cf. Example 1.6).
Example 1.4 (Tensor action). G = GL(n)× GL(n)× GL(n) acts on V = Cn ⊗ Cn ⊗ Cn, as follows:
pi(g1, g2, g3)v := (g1 ⊗ g2 ⊗ g3)v. We can think of vectors v ∈ V as tripartite quantum states with
local dimension n. Then the moment map for this group action captures precisely the notion of quantum
marginals. That is, µ(v) = (ρ1, ρ2, ρ3), where ρk = trkc(vv†) denotes the reduced density matrix
describing the state of the kth particle. This corresponds to Problem 2 in Section 1.2.
The moment polytopes in this case are known as Kronecker polytopes, since they can be equivalently
described in terms of the Kronecker coefficients of the symmetric group. These polytopes have been studied
in [Kly04, DH05, CM06, CHM07, WDGC13, Wal14, CDKW14, VW17, BFG+18].
There is a more refined notion of a moment polytope. One can look at the collection of spectra of
moment maps of vectors in the orbit of a particular vector v ∈ V . Its closure,
∆(v) :=
{
spec
(
µ(w)
)
: w ∈ Ov
}
is a convex polytope as well, called the moment polytope of v [NM84, Bri87]! It can equivalently be
defined as the spectra of moment map images of the orbit’s closure in projective space.
1.3.4 Null cone
Fix a representationpi of a groupG on a vector spaceV (recallG is T(n) orGL(n) for the introduction).
The null cone for this group action is defined as the set of vectors v such that cap(v) = 0:
N := {v ∈ V : cap(v) = 0}
In other words, v is in the null cone if and only if 0 lies in the orbit-closure of v. It is of importance
in invariant theory due to the results of Hilbert and Mumford [Hil93, Mum65] which state that the
null cone is the algebraic variety defined by non-constant homogeneous invariant polynomials of
the group action (see, e.g., the excellent textbooks [DK15, Stu08]).
Let us see what the null cone for the action of T(n) in Eq. (1.1) is. Recall from Eq. (1.2), the
formulation for cap(v). It is easy to see that cap(v) = 0 iff there exists x ∈ Rn such that x ·ωj < 0
for all j ∈ supp(v), where supp(v) = {j ∈ [m] : cj 6= 0} for v =
∑m
j=1 cjvj. Thus the property of v
being in the null cone is captured by a simple linear program defined by supp(v) and the weights
ωj’s. Hence the null cone membership problem for non-commutative group actions can be thought
of as non-commutative linear programming.
We know by Farkas’ lemma that there exists x ∈ Rn such that x ·ωj < 0 for all j ∈ supp(v) iff 0
does not lie in conv{ωj : j ∈ supp(v)}. In other words, cap(v) = 0 iff 0 /∈ ∆(v). Is this true in the
non-commutative world? It is! This is the Kempf-Ness theorem [KN79] and it is a consequence of
the geodesic convexity of the function g→ log‖pi(g)v‖. The Kempf-Ness theorem can be thought
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of as a non-commutative duality theory paralleling the linear programming duality given by Farkas’
lemma (which corresponds to the commutative world). Let us now mention an example of an
interesting null cone in the non-commutative case.
Example 1.5 (Operator scaling, or left-right action). G = SL(n) × SL(n) (where SL(n) denotes
the group of n × n matrices with determinant 1) acts on Mat(n)k as follows: pi(g, h)(X1, . . . , Xk) :=
(gX1h
T , . . . , gXkh
T ). This family of actions is called the left-right action.
The null cone for this action captures non-commutative singularity (see, e.g., [IQS17b, GGOW16,
DM17, IQS17a]) and Problem 1 in Section 1.2. The left-right action has been crucial in getting deterministic
polynomial time algorithms for the non-commutative rational identity testing problem [IQS17b, GGOW16,
DM17, IQS17a]. The commutative analogue is the famous polynomial identity testing (PIT) problem, for
which designing a deterministic polynomial time algorithm remains a major open question in derandomization
and complexity theory.
Example 1.6 (Generalized Kronecker quivers). Also sometimes referred to as the left-right action,
the action pi(g, h)(X1, . . . , Xk) := (gX1h−1, . . . , gXkh−1) of G = GL(n) × GL(n) on k-tuples of
matrices (X1, . . . , Xk) can be obtained from action of Example 1.5 via the isomorphism h 7→ (h−1)T
of GL(n). This action is also associated to a quiver, namely the generalized Kronecker quiver (see
Example 1.3 and Figure 1.1, (b)).
Example 1.7 (Simultaneous conjugation). Similarly, G = GL(n) acts on k-tuples of matrices in V =
(Mat(n))d by pi(g)(X1, . . . , Xk) := (gX1g−1, . . . , gXkg−1). This example is associated to the quiver with
a single vertex and k self-loops (cf. Example 1.3).
1.4 Computational problems and state of the art
In this section, we describe themain computational questions that are of interest for the optimization
problems discussed in the previous section and then discuss what is known about them in the
commutative and non-commutative worlds.
Problem 1.8 (Null cone membership). Given (pi, v), determine if v is in the null cone, i.e., if cap(v) = 0.
Equivalently, test if 0 /∈ ∆(v).
The null cone membership problem for GL(n) is interesting only when the action pi(g) is given
by rational functions in the gi,j rather than polynomials. This is completely analogous to the
commutative case (e.g., the convex hull of weightsωj with positive entries never contains the origin).
In the important case that pi is homogeneous, the null cone membership problem is interesting
precisely when the total degree is zero, so that scalar multiples of the identity matrix act trivially.
Thus, in this case the null cone membership problem for G = GL(n) is equivalent to the one
for G = SL(n). We will come back to this perspective in Section 1.6.
Problem 1.9 (Scaling). Given (pi, v, ε) such that 0 ∈ ∆(v), output a group element g ∈ G such that
‖ spec(µ(g)v)‖2 = ‖µ(pi(g)v)‖F 6 ε.
In particular, the following promise problem can be reduced to Problem 1.9: Given (pi, v, ε), decide
whether 0 6∈ ∆(v) under the promise that either 0 ∈ ∆(v) or 0 is ε-far from∆(v). In fact, there always
exists ε > 0, depending only on the group action, such that this promise is satisfied! Thus, the null
cone membership problem can always be reduced to the scaling problem (see Corollary 1.18 below).
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We develop theory in Section 3.4 showing that an efficient agorithm to minimize the norm on
an orbit closure of a vector v (i.e., approximate the capacity of v) under the promise that 0 ∈ ∆(v)
results in an efficient algorithm for the scaling problem and hence for the null cone membership
problem. This motivates our next computational problem.
Problem 1.10 (Normminimization). Given (pi, v, ε) such that cap(v) > 0, output a group element g ∈ G
such that log‖pi(g)v‖− log cap(v) 6 ε.
We also consider the moment polytope membership problem for an arbitrary point p ∈ Qn.
Problem 1.11 (Moment polytope membership). Given (pi, v, p), determine if p ∈ ∆(v).
The moment polytope membership problem is more general than the null cone membership
problem, but there is a reduction from the former to the latter via the “shifting trick” in the next
subsection. This forms the basis of our algorithms for the moment polytope membership problem.
As in the case of the null cone, we consider a scaling version of the moment polytope membership
problem.
Problem 1.12 (p-scaling). Given (pi, v, p, ε) such that p ∈ ∆(v), output an element g ∈ G such that
‖spec(µ(pi(g)v)) − p‖2 6 ε.
The above problem has been referred to as nonuniform scaling [BFG+18] or, for operators, matrices
and tensors, as scaling with specified or prescribed marginals [Fra18]. The following problem can
be reduced to Problem 1.12: Given (pi, v, p, ε), decide whether p ∈ ∆(v) under the promise that
either p ∈ ∆(v) or p is ε-far from ∆(v). We later combine the shifting trick with our duality theory
to show that there is a value ε > 0with bitsize polynomial in the input size such that this is promise
is always satisfied. Thus, the moment polytope membership problem can be reduced to p-scaling
(see Corollary 3.31 in Section 3.6 and Lemma 7.18 in Section 1.6).
There are multiple interesting input models for these problems. One could explicitly describe
the weights ω1, . . . ,ωm for an action of T(n) (Eq. (1.1)) and then describe v as
∑m
j=1 cjvj by
describing the cj’s. The analogous description in the non-commutative world would be to describe
the irreducible representations occuring in V . Alternately, one could give black box access to the
function ‖pi(g)v‖, or to the moment map µ(pi(g)v), etc. Sometimes pi can be a non-uniform input as
well, such as a fixed family of representations like the simultaneous left-right action Example 1.5 as
done in [GGOW16]. The inputs p and εwill be given in their binary descriptions but we will see
that some of the algorithms run in time polynomial in their unary descriptions.
Remark 1.13 (Running time in terms of ε). By standard considerations about the bit complexity of the facets
of the moment polytope, it can be shown that polynomial time algorithms for the scaling problems (Problems 1.9
and 1.12) result in polynomial time algorithms for the exact versions (Problems 1.8 and 1.11, respectively).
Polynomial time requires, in particular, poly(log(1/ε)) dependence on ε; a poly(1/ε) dependence is only
known to suffice in special cases.
1.4.1 Commutative groups and geometric programming
In the commutative case, the preceding problems are reformulations of well-studied optimization
problems and much is known about them computationally. To see this, consider the action of
T(n) as in Eq. (1.1), and a vector v =
∑m
j=1 cjvj. It follows from Section 1.3.4 that v is in the null
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cone iff 0 /∈ ∆(v) = conv{ωj : cj 6= 0}. Recall from Eq. (1.2), the formulation for cap(v). Since this
formulation is convex, it follows that, given ω1, . . . ,ωm ∈ Zn (recall this is the description of pi)
and c1, . . . , cm ∈ Q[i] (each entry described in binary), there is a polynomial-time algorithm for
the null cone membership problem via linear programming [Kha79, Kar84]. The same is true for
the moment polytope membership problem. The capacity optimization problem is an instance
of (unconstrained) geometric programming and one can design polynomial time algorithms in the
same input model. It is hard to find an exact reference for this, but this can be done, for example,
using the ellipsoid algorithm as done for the same problem in slightly different settings in the
papers [Gur04b, SV14, SV19]. There has been work in the oracle setting as well, in which one has
oracle access to the function ‖pi(g)v‖. The advantage of the oracle setting is that one can handle
exponentially large representations of T(n) when it is not possible to describe all the weights
explicitly. A very general result of this form is proved in [SV19]. While not explicitly mentioned
in [SV19], their techniques can also be used to design polynomial time algorithms for commutative
null cone and moment polytope membership in the oracle setting. Thus, in the commutative case,
Problems 1.8, 1.10 and 1.11 are well-understood.
1.4.2 Non-commutative actions
Comparatively very little is known in the non-commutative case. The two non-trivial group actions
for which there are known polynomial-time algorithms for null cone membership (Problem 1.8) are
simultaneous conjugation [RS05, FS13] and the left-right action [IQS17b, GGOW16, DM17, IQS17a].
Approximate algorithms for null cone membership have been designed for the tensor action of
products of SL(n)’s [BGO+17]. However the running time is exponential in the binary description
of ε (i.e., polynomial in 1/ε). This is the reason the algorithm does not lead to a polynomial time
algorithm for the exact null cone membership problem for the tensor action.
Moment polytope membership is already interesting for the polytope ∆ in (1.4), the moment
polytope of the entire representation V (not restricted to any orbit closure). Even here, efficient
algorithms are only known invery special cases, such as for theHornpolytope (Example 1.2) [DLM06,
MNS12, BI13]. The structural results in [BS00, Res10, VW17] characterize ∆ in terms of linear
inequalities (it is known that in general there are exponentially many). Mathematically, this is
related to the asymptotic vanishing of certain representation-theoretic multiplicities [Bri87, CDW12,
BVW18a] whose non-vanishing is in general NP-hard to decide [IMW17]. [BCMW17] proved that
the membership problem for ∆ is in NP ∩ coNP. As ∆ and ∆(v) coincide for generic v ∈ V , this
problem captures the moment polytope membership problem (Problem 1.11) for almost all vectors
(all except those in a set of measure zero).
The study of Problem 1.11 in the noncommutative case focused on Brascamp-Lieb polytopes (which
are affine slices of moment polytopes). [GGOW17] solved the moment polytope membership
problem in time depending polynomially on the unary complexity of the target point. In [BFG+18],
efficient algorithms were designed for the p-scaling problem (Problem 1.12) for tensor actions,
extending the earlier work of [Fra18] for the simultaneous left-right action. The running times of
both algorithms are poly(1/ε); for this reason both algorithms result inmoment polytope algorithms
depending exponentially on the binary bitsize of p, as in [GGOW17].
Regarding the approximate computation of the capacity (Problem 1.10), efficient algorithms
were previously known only for the simultaneous left-right action. [GGOW16] gave an algorithm
to approximate the capacity in time polynomial in all of the input description except ε, on which it
had dependence poly(1/ε). The paper [AZGL+18] gave an algorithm that depended polynomially
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on the input description; it has running time dependence poly(log(1/ε)) on the error parameter ε.
In terms of algorithmic techniques, all prior works that were based on optimization methods fall
into two categories. One is that of alternating minimization (which can be thought of as a large-step
coordinate gradient descent, i.e., roughly speaking as a first order method). However, alternating
minimization is limited in applicability to ‘multilinear’ actions of products of T(n)’s or GL(n)’s,
where the action is linear in each component so that it is easy to optimize over one component
when fixing all the others. This is true for all the actions described above and hence explains the
applicability of alternating minimization (in fact, in all the above examples, one can even get a
closed-form expression for the group element that has to be applied in each alternating step). The
second category are geodesic analogues of box-constrained Newton’s methods (second order). Recently,
[AZGL+18] designed an algorithm tailored towards the specific case of the simultaneous left-right
action (Example 1.5), but no second order algorithms were known for other group actions. However,
many group actions of interest – from classical problems in invariant theory about symmetric forms
to the important variant of Problem 2 in Section 1.2 for fermions – are not multilinear nor can
otherwise be captured by the left-right action, and no efficient algorithms were known. All this
motivates the development of new techniques.
In this paper, we show how these limitations can be overcome. Specifically, we provide both first
and second order algorithms (geodesic variants of gradient descent and box-constrained Newton’s
method) that apply in great generality and identify the main structural parameters that control the
running time of these algorithm. We now describe our contributions in more detail.
1.5 Algorithmic and structural results
We describe here our algorithmic and structural contributions to the theory of non-commutative
optimization. In Section 1.5.1, we describe the main parameters that govern the running time of
our algorithms. In Section 1.5.2, we describe the first order algorithm for cap(v) and the structural
results we prove for its analysis. In Section 1.5.3, we describe a first order algorithm for the problem
ofmembership inmoment polytopes and the relevant structural results. In Section 1.5.4, we describe
the second order algorithm for cap(v) and the techniques and ideas used in its analysis.
1.5.1 Essential parameters and structural results
In this section, we define the essential parameters related to the group action which, in addition
to dictating the running times of our first and second order methods, control the relationships
between the null cone, the norm of the moment map, and the capacity, i.e., between Problems 1.8
to 1.10.
We saw in Section 1.3 that for all actions of T(n) on a vector space V , one can find a basis of V
consisting of simultaneous eigenvectors of the matrices pi(g), g ∈ T(n). While this is in general
impossible for non-commutative groups, one can still decompose V into building blocks known as
irreducible subspaces (or subrepresentations), as will be discussed in further detail in Section 2.3.
For GL(n), these are uniquely characterized by nonincreasing sequences λ ∈ Zn; such se-
quences λ are in bĳection with irreducible representations piλ : GL(n) → GL(Vλ). We say that λ
occurs in pi if one of its irreducible subspaces is of type λ. If all the λ occuring in pi have nonnegative
entries, then the entries of the matrix pi(g) are polynomials in the entries of g. Such representations
pi are called polynomial, and if all λ occuring in pi have sum exactly (resp. at most) d, then pi is said to
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be a homogeneous polynomial representation of degree (resp. at most) d. We elaborate further on the
representation theory of GL(n) in Section 1.6, Section 2.3, and Section 7.1.
Now we can define the complexity measure which captures the smoothness of the optimization
problems of interest. Later on in Section 3.3 we discuss how to think of the following measure as a
norm of the Lie algebra representation Π, hence the name weight norm.
Definition 1.14 (Complexity measure I: weight norm). We define theweight normN(pi) of an action pi
of GL(n) by N(pi) := max{‖λ‖2 : λ occurs in pi}, where ‖·‖2 denotes the Euclidean norm.
Another use of the weight norm is to provide a bounding ball for the moment polytope. As
shown in Lemma 3.11, the moment polytope is contained in a Euclidean ball of radius N(pi). The
weight norm is in turn controlled by the degree of a polynomial representation. More specifically, if
pi is a polynomial representation of GL(n) of degree at most d, then N(pi) 6 d.
We now describe our second measure of complexity which will govern the running time bound
for our second order algorithm. This parameter, which will be discussed further in Section 3.4, also
features in Theorem 1.16 concerning quantitative non-commutative duality.
Definition 1.15 (Complexity measure II: weight margin). The weight margin γ(pi) of an action pi
of GL(n) is the minimum Euclidean distance between the origin and the convex hull of any subset of the
weights of pi that does not contain the origin.
Our running time boundwill depend inversely on theweightmargin. Two interesting exampleswith
large (inverse polynomial) weight margin are the left-right action (Example 1.5) and simultaneous
conjugation. The existing second order algorithm for the left-right action relied on the large
weight margin of the action [AZGL+18]. It is interesting that the simultaneous conjugation action
(Example 1.7), the sole other interesting example of an action of a non-commutative group for
which there are efficient algorithms for the null cone membership problem [RS05, FS13, DM18]
(which have nothing to do with the weight margin), also happens to have large weight margin! On
the other hand, the only generally applicable lower bound on the weight margin is n−1N(pi)−n (see
Theorem 6.8), and indeed this exponential behavior is seen for the somewhat intractable 3-tensor
action (Example 1.4), which has weight margin at most 2−n/3 and weight norm
√
3 (implicit
in [Kra07]). For the convenience of the reader, we arrange in a tabular form the above information
about the weight margin and weight norm for various paradigmatic group actions in Table 1.1
(using a definition of the weight margin and weight norm, given later in the paper, that naturally
generalizes the one given above for GL(n)):
Group action Weight margin γ(pi) Weight norm N(pi)
Matrix scaling3 > n−3/2; [LSW98] and (6.4)
√
2 (Example 6.3)
Simultan. left-right action (Example 1.5) > n−3/2; [Gur04a] and (6.4)
√
2 (Example 6.3)
Quivers (Example 1.3) > (
∑
x nx)
−3/2 (Prop. 6.12)
√
2 (Proposition 6.12)
Simultaneous conjugation (Example 1.7) > n−3/2 (Corollary 6.13)
√
2 (Corollary 6.13)
3-tensor action (Example 1.4) 6 2−n/3; implicit in [Kra07]
√
3 (Example 6.4)
Polynomial GL(n)-action of degree d > d−nn−1 (Theorem 6.8) 6 d (Lemma 6.1)
Polynomial SL(n)-action of degree d > d−nn−3/2 (Theorem 6.9) 6 d (Remark 6.2)
Table 1.1: Weight margin and norm for various representations (see Section 6 for more).
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As the moment map is the gradient of the geodesically convex function log‖v‖, it stands to
reason that as µ(v) tends to zero, ‖v‖ tends to the capacity cap(v). However, in order to use this
relationship to obtain efficient algorithms, we need this to hold in a precise quantitative sense. To
this end, in Section 3.4 we show the following fundamental relation between the capacity and the
norm of the moment map.
Theorem 1.16 (Noncommutative duality). For v ∈ V \ {0} we have
1−
‖µ(v)‖F
γ(pi)
6 cap(v)
2
‖v‖2 6 1−
‖µ(v)‖2F
4N(pi)2
.
Equipped with these inequalities, it is easy to relate Problems 1.9 and 1.10.
Corollary 1.17. An output g for the norm minimization problem on input (pi, v, ε) is a valid output for
the scaling problem on input (pi, v,N(pi)
√
8ε). If ε/γ(pi) < 12 then an output g for the scaling problem on
input (pi, v, ε) is a valid output for the norm minimization problem on input (pi, v, 2 log(2)εγ(pi) ).
Because 0 ∈ ∆(v) if and only if cap(v) > 0, Theorem 1.16 and Corollary 1.17 immediately yield the
accuracy to which we must solve the scaling problem or norm minimization problem to solve the
null cone membership problem:
Corollary 1.18. It holds that 0 ∈ ∆(v) if and only if ∆(v) contains a point of norm smaller than γ(pi).
In particular, solving the scaling problem with input (pi, v, γ(pi)/2) or the norm minimization problem
with (pi, v, 18(γ(pi)/2N(pi))
2) suffices to solve the null cone membership problem for (pi, v).
Corollary 3.31 in Section 3.6 provides an analogue of the above corollary for the moment polytope
membership problem.
1.5.2 First order methods: structural results and algorithms
As discussed above, in order to approximately compute the capacity in the commutative case,
one can just run a Euclidean gradient descent on the convex formulation in Eq. (1.2). We will see
that gradient descent method naturally generalizes to the non-commutative setting. It is worth
mentioning that there are several excellent sources of the analysis of gradient descent algorithms
for geodesically convex functions (in the general setting of Riemannian manifolds and not just
the group setting that we are interested in); see e.g., [Udr94, AMS09, ZS16, ZRS16, SKM19, ZS18]
and references therein. In this paper, our contribution is mostly in understanding the geometric
properties (such as smoothness) of the optimization problems that we are concerned with, which
allow us to carry out the classical analysis of Euclidean gradient descent in our setting.
The natural analogue of gradient descent for the optimization problem cap(v) is the following:
start with g0 = I and repeat, for T iterations and a suitable step size η:
gt+1 = e
−ηµ(pi(gt)v)gt.
Finally, return the group element g among g0, . . . , gT−1, which minimizes ‖µ(pi(g)v)‖F. This
algorithm is described in Algorithm 4.2. A natural geometric parameter which governs the
3This commutative example is modelled as follows: G = ST(n)× ST(n) acts on Mat(n) by pi(A,B)M = AMB, where
ST(n) is the group of diagonal n× nmatrices with unit determinant.
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complexity (number of iterations T , step size η) of gradient descent is the smoothness of the
function to be optimized. The smoothness parameter for actions of T(n) in Eq. (1.1) can be shown
to be O(maxj∈[m]‖ωj‖22) (see, e.g., [SV19]), which is the square of the weight norm defined in
Definition 1.14 for this action. We prove in Section 3 that, in general, the function log‖pi(g)v‖ is
geodesically smooth, with a smoothness parameter which, analogously to the commutative case, is
on the order of the square of the weight norm. We now state the running time for our geodesic
gradient descent algorithm for Problem 1.9.
Theorem 1.19 (First order algorithm for scaling). Fix a representation pi : GL(n)→ GL(V) and a unit
vector v ∈ V such that cap(v) > 0 (i.e., v is not in the null cone). Then Algorithm 4.2 with a number of
iterations at most
T = O
(
N(pi)2
ε2
∣∣log cap(v)∣∣)
outputs a group element g ∈ G satisfying ‖µ(pi(g)v)‖F 6 ε.
This is proved in Section 4, where it is stated as Theorem 4.2 for general groups. Theorem 1.23 in
Section 1.6 states concrete running time bounds in terms of the bit complexity of the input.
The analysis of Theorem 1.19 relies on the smoothness of the function Fv(g) := log‖pi(g)v‖,
which implies that
Fv(e
Hg) 6 Fv(g) + tr
[
µ
(
pi(g)v
)
H
]
+N(pi)2‖H‖2F,
for all g ∈ GL(n) and for all Hermitian H ∈ Herm(n) (see Cor. 3.13).
1.5.3 First order method for moment polytope membership
Next, we describe our first order algorithm for the p-scaling problem. Theorem 1.19 solves the
problem of minimizing the moment map (equivalent to capacity computation), hence can be used
to determine if 0 ∈ ∆(v). Can we reduce the general moment polytope membership problem,
p ∈ ∆(v), to this case? This is straightforward in the commutative case, G = T(n). It follows from
the reasoning in Section 1.3.4 that, for p ∈ Rn, we have p /∈ ∆(v) iff
capp(v)2 := infx∈Rn
∑m
j=1 |cj|
2ex·(ωj−p) = 0. (1.5)
Thus, all we need to do is shift the relevant vectors by p. Is there an analog of this trick in the non-
commutative world? There is! It is called, unsurprisingly, the shifting trick [Bri87]. Let us describe
it here. A nice property about Eq. (1.5) is that (recall Eq. (1.3)) ∇x=0 log
(∑m
j=1 |cj|
2ex·(ωj−p)
)
=
µ(v) − p. How do we shift the moment map in the case of GL(n)? It relies on the following two
elementary properties of the moment map:
1. The moment map of the tensor product pi of two representations pi1, pi2 of GL(n), which is
defined as pi(g)(v⊗w) := (pi1(g)v)⊗ (pi2(g)w), satisfies µ(v⊗w) = µ(v) + µ(w).
2. There is a vector vλ (known as a highest weight vector) in the vector space Vλ of the irreducible
action piλ such that µ(vλ) = diag(λ).
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Now suppose p ∈ Qn and let ` > 0 be the least integer such that λ := `p ∈ Zn. Let λ∗ :=
(−λn, . . . ,−λ1). Then one can see that the tensor product action ofGL(n) on the space Sym`(V)⊗Vλ∗
satisfies 1`µ
(
v⊗` ⊗ vλ∗
)
= µ(v) + diag(λ∗)/` = µ(v) − Λ, where Λ is the diagonal matrix with
entries Λi,i = pn−i+1, which has spectrum p. We have managed to shift the moment map! So we
are led to the following optimization problem,
capp(v)
` := inf
g∈G
‖(pi(g)v)⊗` ⊗ (piλ∗(g)vλ∗) ‖.
In the noncommutative case, the relation between this p-capacity and the moment polytope is
slightly more subtle. While capp(v) > 0 always guarantees that p ∈ ∆(v), these two conditions are
in general not equivalent (unless p = 0, when capp(v) reduces to cap(v)). However, what holds
is that p ∈ ∆(v) if and only if capp(pi(g)v) > 0 for generic g ∈ G. We can thus solve the p-scaling
problem by first applying a random group element and then applying an optimization algorithm to
approximate capp(v).
We now outline our optimization algorithm for capp(v). The optimization problem defin-
ing capp(v) is defined in terms of actions on a space of exponential dimension. However, it turns out
that the gradients can be explicitly computed and the geodesic gradient descent can be described
explicitly as follows: start with g0 = I and repeat, for T iterations and suitable step size η:
gt+1 = e
−η (µ(pi(gt)v)−QtΛQ†t)gt,
wheregt = QtRt is theQRdecomposition ofgt. Finally return group elementg amongg0, . . . , gT−1,
which minimizes ‖µ(pi(gt)v) −QtΛQ†t‖F. This algorithm is stated precisely as Algorithm 4.3.
Theorem 1.20 (First order algorithm for p-scaling). Fix a representation pi : GL(n)→ GL(V), a unit
vector v ∈ V , and a target point p ∈ Qn such that capp(v) > 0. Let N2 := N(pi)2 + ‖p‖2. Then
Algorithm 4.3 with a number of iterations at most
T = O
(
N2
ε2
∣∣log capp(v)∣∣)
outputs a group element g ∈ G satisfying ‖spec(µ(pi(g)v)) − p‖2 6 ε.
This is proved in Section 4.3, where it is stated as Theorem 4.5 for general groups. A precise
calculation of the smoothness of the function g 7→ log‖pi(g)v‖+ 1` log‖piλ∗(g)vλ∗‖ (which underlies
the p-capacity) features crucially in our analysis.
As described above, Theorem 1.20 preceded by a randomization step can be used to solve the
p-scaling problem. Theorem 1.26 in Section 1.6 describes the performance of such a randomized
algorithm for G = GL(n).
1.5.4 Second order methods: structural results and algorithms
Here we discuss our second order algorithm for Problem 1.10, the approximate norm minimization
problem. As mentioned in Section 1.4, the paper [AZGL+18] (following the algorithms developed
in [AZLOW17, CMTV17] for the commutative Euclidean case) developed a second order polynomial-
time algorithm for approximating the capacity for the simultaneous left-right action (Example 1.5)
with running time polynomial in the bit description of the approximation parameter ε. In Section 5,
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we generalize this algorithm to arbitrary groups and actions (Algorithm 5.1). It repeatedly optimizes
quadratic Taylor expansions of the objective in a small neighbourhood. Such algorithms also go by
the name “trust-region methods” in the Euclidean optimization literature [CGT00]. The running
time of our algorithm will depend inversely on the weight margin defined in Definition 1.15.
Theorem 1.21 (Second-order algorithm for norm minimization). Fix a representation pi : GL(n)→
GL(V) and a unit vector v ∈ V such that cap(v) > 0. Put C := | log cap(v)|, γ := γ(pi) and N := N(pi).
Then Algorithm 5.1 for a suitably regularized objective function outputs g ∈ G satisfying log ‖pi(g)v‖ 6
log cap(v) + ε with a number of iterations at most
T = O
(
N
√
n
γ
(
C+ log n
ε
)
log C
ε
)
.
This is proved in Section 5, where it is restated precisely as Theorem 5.6. Theorem 1.24 in Section 1.6
specializes Theorem 1.21 to the group SL(n) by obtaining running time bounds in terms of the bit
complexity of the input.
The two main structural parameters which govern the runtime of Algorithm 5.1 in general are
the robustness (controlled by theweight norm) and a diameter bound (controlled by theweightmargin).
The robustness of a function bounds third derivatives in terms of second derivatives, similarly to
the well-known notion of self concordance (however, in contrast to the latter, the robustness is not
scale-invariant). As a consequence of the robustness, we show that the function Fv(g) = log‖pi(g)v‖
is sandwiched between two quadratic expansions in a small neighbourhood:
F(g) + ∂t=0F(e
tHg) +
1
2e
∂2t=0F(e
tHg) 6 F(eHg) 6 F(g) + ∂t=0F(etHg) +
e
2
∂2t=0F(e
tHg)
for every g ∈ GL(n) and H ∈ Herm(n) such that ‖H‖F 6 1/(4N(pi)) (see Section 3).
Another ingredient in the analysis of Algorithm 5.1 is to prove the existence of “well-conditioned”
approximate minimizers, i.e. g? ∈ G with small condition number satisfying log‖pi(g?)v‖ 6
log cap(v) + ε. The bound on the condition numbers of approximate minimizers helps us ensure
that the algorithm’s trajectory always lies in a compact regionwith the use of appropriate regularizers.
As in [AZGL+18], we obtain this “diameter bound” by designing a suitable gradient flow and
bounding the (continuous) time it takes for it to converge (Proposition 5.5)! A crucial ingredient of
this analysis is our Theorem 1.16 relating capacity and norm of the moment map.
Our gradient flow approach, which can be traced back to works in symplectic geometry [Kir84b],
is the only onewe know for proving diameter bounds in the non-commutative case. In contrast, in the
commutative case several different methods are available (see, e.g., [SV14, SV19]). It is an important
open problem to develop alternative methods for diameter bounds in the non-commutative case,
which will also lead to improved running time bounds for algorithms like Algorithm 5.1.
1.6 Explicit time complexity bounds for SL(n) and GL(n)
Moving beyond the number of oracle calls, we now describe the running time of our algorithms in
terms of the bitsize needed to describe the vector v and the action pi. For concreteness, we restrict to
homogeneous, polynomial actions of GL(n), i.e., those for which there is a degree d such that entries
of pi(g) are homogeneous polynomials of degree d in the matrix entries gi,j. This important class
includes the setting studied by Hilbert in his seminal paper [Hil93]. The results in this section
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extend readily to groups that are products of GL(n)’s, a setting which captures all of the interesting
examples discussed so far (tensor scaling, left-right action, simultaneous conjugation action, etc).
Up to isomorphism, the irreducible polynomial representations of GL(n) can be specified by
partitions of length at most n, or nonincreasing vectors in Zn>0; the partition corresponding to an
irreducible representation is called its highest weight. If λ is a partition of (sums to) d then the
corresponding representation is homogeneous of degree d.
Wemust specify our input in such away that the group action andmomentmap can be efficiently
computed. To this end, if λ is a partition, we take piλ : GL(n) → GL(mλ) to be the irreducible
representation of highest weight λ such that the standard basis of Cmλ is a Gelfand-Tsetlin basis. The
Gelfand-Tsetlin basis, described in Section 7.1, is a well-studied basis for irreducible representations
in which the entries of piλ are polynomials with rational coefficients that we can effectively bound.
A list of partitions λ1, . . . , λs specifies the representation pi : GL(n)→ GL(m) on V = Cm given
by pi := ⊕si=1piλi , wherem :=
∑s
i=1mλi . Up to isomorphism, every finite-dimensional polynomial
representation pi of GL(n) can be obtained this way. If pi is such a representation, the input size 〈pi〉
of pi is defined to be 〈λ1〉+ · · ·+ 〈λs〉where 〈λi〉 is the total binary size of the entries of λi.
For a vector v ∈ Cm with coordinates in Q+ iQ, 〈v〉 refers to the total binary size of its entries.
In [Bür00, BCMW17] it is shown that, for pi and v specified as above and for g ∈ Mat(n,Q + iQ)
specified in binary, the group action pi(g)v and moment map µ(v) can be computed in polynomial
time. If ε is a rational number, 〈ε〉 refers to its size in binary.
We now define instances for the problems discussed in Section 1.4 for GL(n) and SL(n). We
will assume that pi is polynomial and homogeneous of degree d. We may assume that any target
spectrum p for the moment polytope membership and p-scaling problems has nonnegative, rational
entries adding to d, because every element of ∆(v) necessarily has this property. For the scaling
(equivalently, norm minimization) and null cone membership problems, we consider the restriction
of pi to the smaller group SL(n). This is without loss of generality because, unless d = 0, the capacity
for homogeneous actions of GL(n) is always zero (see discussion below Problem 1.8). In fact, the
scaling problem for SL(n) is equivalent to the p-scaling problem for GL(n) for p a suitable multiple
of the all-ones vector. This captures many natural scaling problems.
1. A tuple (pi, v) is called an instance of the null cone membership problem for SL(n) if
• pi : GL(n) → GL(m) is a homogeneous, polynomial representation of GL(n) of de-
gree d > 0, specified by a list of partitions,
• v ∈ V = Cm is a Gaussian integer vector, i.e., its entries are in Z+ iZ.
2. A tuple (pi, v, ε) is called an instance of the scaling problem for SL(n) if (pi, v) is an instance of the
null cone membership problem for SL(n) and ε > 0 is a rational number.
3. A tuple (pi, v, p) is an instance of the moment polytope membership problem for GL(n) if (pi, v) is
an instance of the null cone membership problem for SL(n) and p ∈ Qn is a vector with
entries p1 > · · · > pd > 0 adding to d.
4. A tuple (pi, v, p, ε) is an instance of the p-scaling problem for GL(n) if (pi, v, p) is an instance of
the moment polytope membership problem for GL(n) and ε > 0 is rational number.
Remark 1.22 (Degree versus dimension). Wemay assume that for our input representationspi = ⊕si=1piλi
we have λin = 0 for some i ∈ [s]; this is without loss of generality because simultaneously translating each λi
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by an integer multiple of the all-ones vector simply shifts the entire moment polytope in Rn by the same vector.
If some λin = 0, then the bound d 6 m follows from classical formulae for the dimensions of irreducible
representations, which ensures that our bounds in the coming theorems are polynomial in 〈v〉, 〈pi〉.
By deriving capacity lower bounds for vectors of bounded bit complexity, we prove in Section 7
that Theorem 1.19 implies the following time bound for the scaling problem. Theorem 1.23 as well
as all the other results below are proved in Section 7.4.
Theorem 1.23 (First order algorithm for scaling in terms of input size). Let (pi, v, ε) be an instance of
the scaling problem for SL(n) such that 0 ∈ ∆(v) and every entry of v is bounded in absolute value byM.
Let d denote the degree andm the dimension of pi. Then, Algorithm 4.2 with a number of iterations at most
T = O
(
d3
ε2
mn3 log(Mmnd)
)
returns a group element g ∈ SL(n) such that ‖µ(pi(g)v)‖F 6 ε. In particular, there is a poly(〈pi〉, 〈v〉, ε−1)
time algorithm to solve the scaling problem (Problem 1.9) for SL(n).
We also show a concrete version of Theorem 1.21 for the norm minimization problem.
Theorem 1.24 (Second order algorithm for norm minimization in terms of input size). Let (pi, v, ε)
be an instance of the scaling problem for SL(n) such that 0 ∈ ∆(v) and every entry of v is bounded in absolute
value byM. Let d denote the degree,m the dimension, and γ the weight margin of pi. Then, Algorithm 5.1
applied to a suitably regularized objective function and a number of iterations at most
T = O
(
d
√
n
γ
(
mn3d log(Mmnd) + log 1
ε
)
log
(
mnd logM
ε
))
returns a group element g ∈ SL(n) such that log‖pi(g)v‖ 6 log cap(v) + ε. In particular, there is an algo-
rithm to solve the normminimization problem (Problem1.10) forSL(n) in timepoly(〈pi〉 , 〈v〉 , γ−1, log(ε−1)),
which is at most poly(〈pi〉 , 〈v〉n , log(ε−1)).
Corollary 1.18 implies that both the first and second order algorithm result in a null conemembership
algorithmwith polynomial dependence onγ−1; the tradeoffs are discussed inRemark 4.4 in Section 4.
Corollary 1.25 (Algorithm for null cone membership problem in terms of input size). There is an
algorithm to solve the null cone membership problem (Problem 1.8) for SL(n) in time poly(〈pi〉 , 〈v〉 , γ−1),
which is at most poly(〈pi〉 , 〈v〉n).
In the important setting when the group is fixed (i.e., n is constant), the above corollary asserts that
our second order algorithm solves the null cone problem for SL(n) in deterministic polynomial
time. Prior to this result, the only known polynomial time algorithms for this class of null cone
problems were given by the use of quantifier elimination (which is impractical) and, more recently,
by Mulmuley in [Mul17, Theorem 8.5] through a purely algebraic approach. Mulmuley constructs
a circuit which encodes a generating set of invariants for the ring of invariants of the corresponding
action, and then invokes previous results on polynomial identity testing to obtain an algorithm for
the null cone problem.
Finally, we give a randomized algorithm for the p-scaling problem based on Theorem 1.20. Here
it is natural to consider the full group GL(n) rather than SL(n) as in the scaling problem.
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Theorem 1.26 (First-order randomized algorithm for p-scaling in terms of input size). Let (pi, v, p, ε)
be an instance of the moment polytope problem forGL(n) such that p ∈ ∆(v) and every entry of v is bounded
in absolute value byM. Let d denote the degree andm the dimension of pi. Then, with probability at least 1/2,
Algorithm 7.1 with a number of iterations at most
T = O
(
d3
ε2
mn5 log(Mmnd)
)
.
returns a group element g ∈ GL(n) such that ‖spec(µ(pi(g)v)−p‖2 6 ε. In particular, there is a randomized
algorithm to solve the p-scaling problem (Problem 1.12) for GL(n) in time poly(〈pi〉 , 〈v〉 , 〈p〉 , ε−1) and
using poly(〈pi〉 , 〈v〉) bits of randomness.
Similarly as for the null cone problem, our first order algorithm for p-scaling also implies a
randomized algorithm for moment polytope membership.
Corollary 1.27 (Randomized algorithm for moment polytope membership in terms of input size).
There is a randomized algorithm to solve the moment polytope membership problem (Problem 1.11) forGL(n)
in time poly(〈pi〉 , 〈v〉n , 2n〈p〉) and using poly(〈pi〉 , 〈v〉) bits of randomness.
We remark that our algorithms readily extend to representations of G = GL(n1)× · · · × GL(nk)
and G = SL(n1)× · · · × SL(nk) at the expense of running times polynomial in n1 · · ·nk.
1.7 Organization of the paper
In Section 2, we discuss preliminaries from group and representation theory. In Section 3, we
present our main structural results about the geometry of non-commutative optimization including
smoothness, robustness, non-commutative duality, and gradient flow. Sections 4 and 5 contain the
description and analysis of our first and second order algorithms, respectively, for null cone and
moment polytope membership and capacity computation. Section 6 contains useful bounds on
weight norms and weight margins. In Section 7, we design concrete algorithms and time complexity
bounds for representations of SL(n) and GL(n) based on a priori lower bounds on the capacity. We
conclude in Section 8 with a discussion of intriguing open problems. In Appendix A we supply the
proof of a technical lemma for lifting coefficient bounds.
2 Preliminaries
In this section, we fix our basic notation and conventions and explain our basic group and
representation theoretic setup. Throughout this article, we will be working with representations
of continuous groups on finite-dimensional vector spaces. To make our article more accessible,
we spell out explicitly all definitions in the important case when G = GL(n) (see Table 2.1 below).
Thus, Sections 2.2 and 2.3 can be skipped on a first reading.
2.1 Notation and conventions
Throughout the paper, log denotes the natural logarithm. We abbreviate [m] := {1, . . . ,m} form ∈ N.
All vector spaces are assumed to be finite-dimensional. If V is a complex vector space, let
L(V) denote the space of linear maps from V to V , and GL(V) ⊆ L(V) the group of invertible
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linear maps from V to V . The identity operator in L(V) is denoted by I. Now assume that V is
equipped with a Hermitian inner product 〈·, ·〉 (by convention linear in the second argument).
We caution that even when V = Cm this need not be the standard inner product. Then A†
denotes the adjoint of an operator A ∈ L(V). Moreover, U(V) ⊂ L(V) denotes the group of unitary
operators (i.e., U†U = UU† = I), Herm(V) ⊆ L(V) the space of Hermitian operators (i.e., A = A†),
and PD(V) ⊆ L(V) the set of positive definite operators in L(V). Given an operator X ∈ L(V), we
write ‖X‖F := (trX†X)1/2 for the Frobenius norm and ‖X‖op := max‖v‖=1‖Xv‖ for the operator
norm.
In this paperweworkwithmatrix subgroups of GL(n), so it is useful tomake distinct notation for
each of the notions in the previous paragaph for Cn with its standard inner product. For v,w ∈ Cn
we define v ·w :=∑ni=1 viwi and ‖v‖2 := (v · v)1/2 = (∑ni=1|vi|2)1/2. Let Mat(n) ∼= L(Cn) denote
the set of complex m ×m matrices, and denote by Herm(n) ⊆ Mat(n) the Hermitian matrices,
by PD(n) ⊆Mat(n) the set of positive definite Hermitian matrices, by GL(n) ⊆Mat(n) the general
linear group consisting of the invertible matrices, and by U(n) the unitary group consisting of unitary
matrices. For A ∈ Mat(n), A† denotes the conjugate transpose of A, and we also use I for the
identity matrix in Mat(n). We also write Mat(m,R) for them×m-matrices over a commutative
ring R (e.g., the integers or Gaussian integers).
2.2 Groups
We now define the groups that our algorithms deal with in full generality and explain some of their
main structural properties required in the analysis of the algorithms.
A subgroup G of GL(n) is called symmetric4 if it is Zariski-closed and it holds that g† ∈ G for
every element g ∈ G. Here, Zariski-closed means thatG is a subset of GL(n) defined by polynomial
equations in the matrix entries gi,j. For example, SL(n) = {g ∈ GL(n) : det(g) = 1}. It can be
shown that any complex reductive algebraic group is of this form [Wal17]. We will also demand
that G is connected (in the standard topology, which is induced by any of the matrix norms defined
above).
Next, define K := G ∩U(n), the set of unitary matrices in G, which forms a maximal compact
subgroup of G. Define Lie(K) := {X ∈Mat(n) : etX ∈ K∀t ∈ R}, and likewise for G. Then Lie(K) is
a real Lie algebra and Lie(G) is a complex Lie algebra. This means that they are a real and complex
vector space, respectively, and that they are closed with respect to the Lie bracket [X, Y] = XY − YX.
Moreover, Lie(K) is a subset of the skew-Hermitian matrices iHerm(n), so iLie(K) ⊆ Herm(n)
and Lie(G) = Lie(K)⊕ iLie(K), which means the Lie algebra of G is the complexification of that of K.
It is a crucial property of the functions we are optimizing that they are invariant under left
multiplication by K. Hence, we will be interested in the Riemannian manifold K\G, the set whose
elements are cosets Kg of the subgroup K ⊂ G. We may identify K\Gwith the set P := exp(iLie(K))
via the map Kg 7→ g†g, because any element g ∈ G has a unique polar decomposition g = keH where
k ∈ K and H ∈ iLie(K);5 6 in particular, G = KP. The geodesics in K\G take the form KetHg, which
under our identification with P take the form g†e2tHg; in particular these are geodesics with respect
to a commonly studied Riemannian metric on PD(n) [FK94]. In Section 3.3 we will see that the
optimization problem of interest satisfies convexity properties along such geodesics.
4Not to be confused with the symmetric group defined as the group of permutations of a finite set.
5Since P = exp(iLie(K)) ⊆ exp(Herm(n)) = PD(n) and K = G ∩U(n), the term polar decomposition is justified.
6In fact, the map K × iLie(K) → G, (k,H) 7→ keH is a diffeomorphism. Thus, iLie(K) is diffeomorphic to K\G
via H 7→ KeH, which is naturally a symmetric spacewith non-positive sectional curvature (see, e.g., [Hel79, Woo10]).
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Notation or concept definition for GL(n)
G GL(n), invertible n× n-matrices
K ⊆ G U(n), unitary n× n-matrices
B ⊆ G upper triangular invertible n× n-matrices
N ⊆ B upper triangular n× n-matrices with 1s on diagonal
P PD(n), positive definite n× n-matrices
TG T(n), diagonal invertible n× n-matrices
TK diagonal unitary n× n-matrices
G = KP polar decomposition
G = KB QR decomposition
Lie(G) Mat(n), complex n× n-matrices
Lie(K) Herm(n), Hermitian n× n-matrices
Lie(TG) complex diagonal n× n-matrices
Lie(TK) purely imaginary diagonal n× n-matrices
iLie(TK) real diagonal n× n-matrices, usually identified with Rn
C(G) ⊆ iLie(TK) C(n) := {p ∈ Rn : p1 > · · · > pn}
s : iLie(TK)→ C(G) spec, sorted eigenvalues of a Hermitian n× n-matrix
p∗ for p ∈ C(G) p∗ = (−pn, . . . ,−p1)
ωweight ω ∈ Zn, corresponding to irreducible representation of T(n) given
by diag(x) 7→∏nj=1 xωjj
λ highest weight λ ∈ Zn ∩ C(n) = {λ ∈ Zn : λ1 > · · · > λn}
pi : G→ GL(V) arbitrary representation
piλ : G→ GL(Vλ) irreducible representation with highest weight λ
Table 2.1: Summary for GL(n)
Let TK be a maximal connected commutative subgroup of K. Then TG := exp(Lie(TK) +
iLie(TK)) = TK exp(iLie(TK)) is a maximal connected commutative subgroup of G. We record the
following generalization of the singular value decomposition, known as the Cartan decomposition:
G = KTGK = K exp(iLie(TK))K (2.1)
The group TG is itself a symmetric subgroup of GL(n) and so the theory of this paper is also
applicable to TG. In fact, TG is always isomorphic to the group of diagonal r× rmatrices in GL(r)
for some integer r, called the rank of G. As discussed in the introduction, this commutative case
corresponds to geometric programming and enjoys a global convexity property that is simpler
than the non-commutative case. At the same time, the subgroup TG plays an important role in the
representation theory of G, as we explain below.
Finally, let B ⊆ G be a Borel subgroup, i.e., a maximal connected solvable subgroup, that
contains TG. Here, solvable means that if we inductively define B(k) := {ghg−1h−1 : g, h ∈ B(k−1)},
with B(0) := B, then we eventually reach the trivial subgroup, i.e., B(k) = {I} for some k. Moreover,
define N = {b ∈ B : (b − I)n = 0}. Then we have the following generalization of the QR
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decomposition, known as the Iwasawa decomposition:
G = KB = KTGN = K exp(iLie(TK))N (2.2)
Indeed, ifG = GL(n) thenB consists of the upper-triangular invertiblen×n-matrices andN consists
of the upper-triangular matrices with all ones on the diagonal. The final decomposition in (2.2)
amounts to writing an invertible matrix as a product of a unitary matrix, a diagonal matrix with
positive diagonal entries, and an upper triangular matrix with all ones on the diagonal. As a
consequence: Any element H ∈ Lie(K) can be decomposed as H = D+ R+ R†, where D ∈ Lie(TK)
and R ∈ Lie(N), and this decomposition is orthogonal with respect to the Hilbert-Schmidt inner
product (i.e., ‖H‖2F = ‖D‖2F + 2‖R‖2F).
2.3 Representations
In this section, we briefly discuss the basics of representation theory. The point which is crucial for
us is that every representation can be associated with a set of integer vectors and the properties of
these vectors will govern the running time of our algorithms.
Let G ⊆ GL(n) be a symmetric subgroup as defined in Section 2.2. Let pi : G → GL(V) be
a rational representation of G. That is, pi is a group homomorphism, i.e., pi(gh) = pi(g)pi(h) for
all g, h ∈ G, and in any basis of V the matrix entries of pi(g) ∈ GL(V) are polynomials in the matrix
entries gi,j and in det(g)−1. There always exists a K-invariant inner product on V ; we let 〈·, ·〉
denote such an inner product. That is, 〈·, ·〉 is an inner product such that pi(K) ⊂ U(V). Even though
we will often work with V = Cm, the inner product 〈·, ·〉 need not be the standard inner product; for
instance, if Sym2(C2) is identified with C3 by the monomial basis, then the standard inner product
is not invariant under the action of U(2) on Sym2(C2).
We now define a number of objects associated to the representation pi. Consider the complex-
linear map Π : Lie(G)→ L(V) = Lie(GL(V)) given by
Π(H) := ∂t=0pi
(
etH
)
. (2.3)
This is the Lie algebra representation corresponding to pi; in particular, the identity Π([X, Y]) =
[Π(X), Π(Y)] holds for all X, Y ∈ Lie(G). It holds that eΠ(X) = pi(eX) for every X ∈ Lie(G).
Furthermore, Π(Lie(K)) ⊆ iHerm(V), soΠ(iLie(K)) ⊆ Herm(V), andΠ(X†) = Π(X)† for every X ∈
Lie(G). A representation is called trivial if pi(g) = I for every g ∈ G.
A representation is called irreducible if it contains no invariant subspace other than {0} and V
itself, i.e., there exists no subspace {0} (W ( V such that pi(G)W ⊆W. Any representation of G
can be decomposed into a direct sum of irreducible representations. This means that there exist
irreducible representations pik : G → GL(mk),
∑
kmk = m, and a unitary u ∈ U(V), such that
u†pi(g)u =
⊕
k pik(g) for all g ∈ G. That is, up to a base change, the representation pi can be
decomposed into diagonal blocks, each of which corresponds to an irreducible representation.
If we restrict the representation to the commutative subgroup TG then this decomposition
is particularly simple, since it amounts to a joint diagonalization of the pairwise commuting
operators {pi(h) : h ∈ TG} or {Π(H) : H ∈ Lie(TG)}. Thus, there exists a decomposition V =⊕
ω∈Ω(pi) Vω, labeled by a setΩ(pi) ⊆ iLie(TK), such that
pi(eH)vω = e
tr[Hω]vω and Π(H)vω = tr[Hω]vω (2.4)
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for all vω ∈ Vω and H ∈ Lie(TG). The vectorsω are called weights, the spaces Vω are called weight
spaces, and its elements vω are called weight vectors. Note that each Cvω is a one-dimensional
irreducible representation of TG. Since the exponential function is 2pii-periodic, it is not hard to
see that the set of possible weights forms a lattice isomorphic to Zr, where r is the rank as defined
above. We note that since we take the weights to be elements of iLie(TK) ⊆ Herm(n), it makes
sense to take their Frobenius norm ‖ω‖F etc.
Returning to G, its irreducible representations can be labeled by a subset of the weights
of TG, called the highest weights. We denote the irreducible representation with highest weight λ
by piλ : G → GL(Vλ). The space Vλ contains a one-dimensional invariant subspace for the Borel
subgroup B, spanned by a (unique up to phase) unit vector vλ. The vector vλ is called a highest
weight vector. It is a weight vector of weight λ and N-invariant. The latter means that
pi(b)vλ = vλ and pi(R)vλ = 0 (2.5)
for all b ∈ N and R ∈ Lie(N). In general, the highest weights of the irreducible representations
that appear in pi form a subset of the set of weightsΩ(pi). The set of all possible highest weights
spans a convex cone known as the positive Weyl chamber, denoted C(G) ⊆ iLie(TK). There is an
involution p 7→ p∗ on C(G) such that, for every highest weight λ, λ∗ is the highest weight of the
dual representation, i.e., piλ∗ ∼= pi∗λ. For any H ∈ iLie(K), the intersection {kHk† : k ∈ K} ∩ C(P)
is a single point, which we denote by s(H). The function s generalizes the function spec taking
a matrix to its spectrum, only with one technical difference: the image of s is a matrix in C(P)
rather than Rn as for spec; for instance, if G = GL(n), then s(H) = diag(spec(H)). We often use the
identity s(−p∗) = p.
3 Geometry of non-commutative optimization
In this section, we first define the main optimization problem of interest, which is a norm
minimization problem over group orbits. We then discuss the geometric properties of the objective
function. While it is well-known that this function is in some sense log-convex, we will prove
stronger convexity properties that will be instrumental for the algorithms discussed in the sequel.
Throughout the paper, we work in the setup introduced in Section 2, with pi : G → GL(V) a
representation of a symmetric subgroup G ⊆ GL(n) and 〈·, ·〉 a K-invariant inner product on V .
3.1 Capacity and moment map
The norm minimization problem is concerned with solving the following optimization problem,
the value of which we call the capacity.
Definition 3.1 (Capacity). The capacity of a vector v ∈ V is defined as the infimum of the norm on its
G-orbit. Formally,
cap(v) := inf
g∈G
‖pi(g)v‖ = min
w∈pi(G)v
‖w‖.
In the second formula, the closure can be taken with respect to the standard topology (i.e., the
one defined by the norm). The capacity is manifestly G-invariant, i.e., cap(pi(g)v) = cap(v) for
all v ∈ V and g ∈ G.
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In geometric invariant theory, vectors are called unstable if cap(v) = 0 and otherwise semistable.
The set of unstable vectors forms the so-called null cone (this is a cone in the sense of algebraic
geometry, namely closed under multiplication by arbitrary scalars). These are important in
geometric invariant theory, defined by Mumford [Mum65], and going back to ideas introduced by
Hilbert in his work on invariant theory [Hil93].
We are interested in the log-convexity properties of the objective function, so we define,
for 0 6= v ∈ V , the function, also known as the Kempf-Ness function,
Fv : G→ [0,∞), g 7→ log‖pi(g)v‖ = 1
2
log‖pi(g)v‖2. (3.1)
It is useful to observe that this function is right-G-equivariant and left-K-invariant in the sense that
Fv(kgh) = log‖pi(kgh)v‖ = log‖pi(g)pi(h)v‖ = Fpi(h)v(g), (3.2)
for all k ∈ K, g, h ∈ G, and 0 6= v ∈ V . Here we used that pi(K) ⊆ U(V), so group elements in K do
not change the norm. The equivariance property shows that it suffices to study the local properties
of Fv in a neighborhood of the identity element g = I. The invariance property implies that we can
also think of Fv as a function on right cosets K\G or, equivalently, on P = exp(iLie(K)) (recall that
P is a subset of the set of Hermitian matrices).
The following definition captures the gradient of Fv at g = I:
Definition 3.2 (Moment map). Themoment map is the function µ : V \ {0}→ iLie(K) defined by the
property that, for all H ∈ iLie(K),
tr
[
µ(v)H
]
= ∂t=0Fv(e
tH) =
〈v, Π(H)v〉
‖v‖2 .
Here, we recall that Π is the Lie algebra representation defined in Eq. (2.3). Since it is linear in H,
the function µ(v) is well-defined. It is also a moment map in the sense of symplectic geometry (for
the K-action on the projective space over V), which will have import implications in Section 3.6. We
note that µ(λv) = µ(v) for λ ∈ C∗ = C \ {0}.
Remark 3.3. In the literature, the moment map is often defined as a function to the dual of Lie(K) or
of iLie(K). For us it is convenient to identify the dual with iLie(K) so that we can think of the moment map
concretely as computing gradient vectors rather than derivatives, which are naturally covectors.
If G is commutative (i.e., G = TG and K = TK) then one can write down a more concrete formula for
themomentmap. Write v =
∑
ω∈Ω(pi) vω, with vω contained in theweight spaceVω (cf. Section 2.3).
Since weight spaces are pairwise orthogonal, it follows that the moment map is given by the convex
combination
µ(v) =
∑
ω∈Ω(pi)
‖vω‖2
‖v‖2 ω, (3.3)
which is a point in the convex hull of the pointsωwith vω 6= 0 (the ‘support’ of the vector v).
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3.2 Geodesic convexity
The group G is not a Euclidean space, but rather a manifold with an interesting topology and
curvature. Therefore, the usual notions of convexity do not apply. However, it is well-known
that the Kempf-Ness function is convex along certain curves, which have the interpretation of
geodesics (e.g., [Wal17, Woo10]). We now show how to appropriately generalize definitions of
convex optimization to this scenario. Next, we prove some quantitative results that have not been
discussed in the literature but which will be crucial to our algorithms.
Definition 3.4 (Good geodesic). A good geodesic is a curve γ : R→ G of the form γ(t) = etHg where
H ∈ iLie(K) and g ∈ G. We say that γ has unit speed if ‖H‖F = 1.
Such curves are indeed geodesics in Gwith respect to a natural right-invariant metric. While not
all geodesics in G are of this form, the induced curves γ˜ : R → K\G defined by γ˜(t) := Kγ(t) are
general geodesics in K\G. Likewise, γ^ : R→ P defined by γ^(t) := γ(t)†γ(t) = g†e2tHg is a general
geodesic in P = exp(iLie(K)). Thus, for left-K-invariant functions, good geodesics provide the
appropriate curves with respect to which we will define our generalized notions of convexity. (One
could also develop the entire formalism based on the function 〈v, pi(p)v〉 for p ∈ P, but this would
lead to less natural formulations of the algorithms below.)
Definition 3.5 (Convex, smooth, robust). Let F : G → R be a function that is left K-invariant in the
sense that F(kg) = F(g) for all k ∈ K, g ∈ G. Assume that F is sufficiently differentiable such that all the
derivatives below exist. We say that
• F is (geodesically) convex if
∂2tF(γ(t)) > 0
for every good geodesic γ(t) = etHg and t ∈ R. That is, F is convex along all good geodesics (as a
function of t).
• F is L-smooth for some L > 0 if ∣∣∂2tF(γ(t))∣∣ 6 L‖H‖2F
for every good geodesic γ(t) = etHg and t ∈ R. That is, it is L-smooth along all good geodesics with
unit speed (as a function of t).
• F is R-robust for some R > 0 if ∣∣∂3tF(γ(t))∣∣ 6 R‖H‖F ∂2tF(γ(t))
for every good geodesic γ(t) = etHg and t ∈ R.
Any robust function is convex (the right-hand side contains the second derivative, not its absolute
value).7 Just like in the Euclidean case, smooth convex functions and robust functions have local
models that are useful for optimization. To state these concisely, it is useful to introduce the
following notions:
7We note that the notion of robustness is similar but different from the notion of self-concordance (which plays a
crucial role in the analysis of Newton’s method and interior point methods in the Euclidean world [NN94]) which
requires that
∣∣∂3tF(γ(t))∣∣ 6 R (∂2tF(γ(t)))3/2 for every good geodesic γ(t) = etHg and t ∈ R (generalizing the Euclidean
definition to the geodesic world). One difference is that self-concordance is scale invariant whereas robustness is not.
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Definition 3.6 (Geodesic gradient and Hessian). Let F : G→ R be a function that is left K-invariant in
the sense that F(kg) = F(g) for all k ∈ K, g ∈ G. Assume that F is sufficiently differentiable such that all the
derivatives below exist. The geodesic gradient at g ∈ G is defined as the vector ∇F(g) ∈ iLie(K) defined
by
tr
[∇F(g)H] = ∂t=0F(etHg) (3.4)
for all H ∈ iLie(K). The geodesic Hessian at g ∈ G is the symmetric tensor ∇2F(g) ∈ Sym2(iLie(K))
given by
tr
[∇2F(g)(H⊗H)] = ∂2t=0F(etHg) (3.5)
for all H ∈ iLie(K).
In other words, ∇F(g) and ∇2F(g) are the gradient and Hessian of the function fg : iLie(K)→ R
defined by fg(H) := F(eHg) at H = 0.
Smoothness implies that a function is universally upper-bounded by a quadratic expansion.
Lemma 3.7. Let F : G→ R be a convex and L-smooth function as defined in Definition 3.5. Then,
F(g) + tr
[∇F(g)H] 6 F(eHg) 6 F(g) + tr[∇F(g)H]+ L
2
‖H‖2F
Proof. Consider the function f(t) := F(etHg). By Taylor’s approximation and the mean value
theorem, we know that
f(1) = f(0) + f ′(0) +
1
2
f ′′(ζ)
for some ζ ∈ [0, 1]. By Eq. (3.4), f ′(0) = tr[∇F(g)H]. Finally, convexity and L-smoothness mean that
0 6 f ′′(t) 6 L‖H‖2F
for all t ∈ R. Thus the claim follows.
Similarly, robustness implies upper and lower bounds in terms of local quadratic expansions.
Lemma 3.8. Let F : G→ R be an R-robust function as defined in Definition 3.5. Then,
F(g) + ∂t=0F(e
tHg) +
1
2e
∂2t=0F(e
tHg) 6 F(eHg) 6 F(g) + ∂t=0F(etHg) +
e
2
∂2t=0F(e
tHg)
for every g ∈ G and H ∈ iLie(K) such that ‖H‖F 6 1/R.
Proof. Consider the function f(t) := F(etHg). Since F is R-robust, it holds that |f ′′′(t)| 6 R‖H‖Ff ′′(t).
Then the claim follows from [AZGL+18, Proposition B.1], which asserts that if f : R→ R satisfies
|f ′′′(t)| 6 ρf ′′(t) for all t ∈ R then
f(0) + f ′(0)t+
1
2e
f ′′(0)t2 6 f(t) 6 f(0) + f ′(0)t+ e
2
f ′′(0)t2
for all |t| 6 1ρ .
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3.3 Smoothness and robustness of the log-norm function
We now return to the log-norm or Kempf-Ness function Fv defined in Eq. (3.1), the logarithm of
the objective function that defines the capacity (Definition 3.1). Note that the moment map from
Definition 3.2 is nothing but its geodesic gradient at g = I. More generally,
µ(pi(g)v) = ∇Fv(g). (3.6)
Wewill prove that the left-K-invariant function Fv is convex and prove bounds on its smoothness and
robustness. This will, unsurprisingly, depend on the properties of the Lie algebra representation.
In particular, we will see that it depends on the following norm:
Definition 3.9 (Weight norm). We define the weight norm of the representation pi by
N(pi) := max
H∈iLie(K),‖H‖F=1
‖Π(H)‖op.
That is, the weight norm is an induced norm of the Lie algebra representation Π defined in Eq. (2.3), where we
equip the Lie algebra with the Frobenius norm and the linear operators on V with the usual operator norm.
The weight norm can be computed explicitly in terms of representation-theoretic data, which
justifies the name. For this, we borrow the following result from [BCMW17, Proof of Lemma 14]:
Proposition 3.10. The weight norm can be computed as
N(pi) = max{‖ω‖F : ω ∈ Ω(pi)} = max{‖λ‖F : piλ ⊆ pi}.
In the first formula, we maximize over all weights of the representation V and in the second formula over all
irreducible representations piλ that appear in pi (cf. Section 2.3).
Next, we show that the moment map (i.e., the gradient of Fv) is universally bounded by the weight
norm:
Lemma 3.11 (Bound on gradient). For every v ∈ V \ {0}, we have that ‖µ(v)‖F 6 N(pi).
Proof. Using Definition 3.2 with H = µ(v) ∈ iLie(K), we obtain
‖µ(v)‖2F = tr[µ(v)µ(v)] =
〈v, Π(µ(v))v〉
‖v‖2 6 ‖Π(µ(v))‖op 6 N(pi)‖µ(v)‖F,
from which the claim follows.
Now we are ready to prove the desired convexity properties.
Proposition 3.12 (Convexity and smoothness). For any v ∈ V \ {0}, the function Fv defined in Eq. (3.1)
is convex and 2N(pi)2-smooth.
Proof. Consider a good geodesic γ(t) = etHg, soH ∈ iLie(K) and g ∈ G. Define H˜ := Π(H),w(t) :=
pi(etH)gv = etH˜gv, and f(t) := Fv(γ(t)) = 12 log‖w(t)‖2. Further, define unit vectors u(t) := w(t)‖w(t)‖ .
Then, w ′(t) = H˜w(t), and after a short calculation we obtain that u ′(t) =
(
H˜− 〈u(t), H˜u(t)〉 I)u(t)
and
f ′(t) = 〈u(t), H˜u(t)〉 ,
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f ′′(t) = 2
(
‖H˜u(t)‖2 − 〈u(t), H˜u(t)〉2
)
. (3.7)
By the Cauchy-Schwarz inequality, f ′′(t) > 0, which proves convexity. Moreover,
|f ′′(t)| = f ′′(t) 6 2‖H˜u(t)‖2 6 2‖H˜‖2op 6 2N(pi)2‖H‖2F,
where we used that the u(t) are unit vectors and Definition 3.9.
A simple corollary shows that Fv is universally upper-bounded by a quadratic expansion.
Corollary 3.13. For any v ∈ V \ {0}, the function Fv defined in Eq. (3.1) satisfies
Fv(g) + tr
[
µ
(
pi(g)v
)
H
]
6 Fv(eHg) 6 Fv(g) + tr
[
µ
(
pi(g)v
)
H
]
+N(pi)2‖H‖2F
for every g ∈ G and H ∈ iLie(K).
Proof. This follows from Lemma 3.7, Proposition 3.12, and Eq. (3.6).
Proposition 3.14 (Robustness). For every v ∈ V \ {0}, the function Fv defined in Eq. (3.1) is 4N(pi)-robust.
Proof. We continue the calculation in the proof of Proposition 3.12. On the one hand, we can rewrite
Eq. (3.7) as
f ′′(t) = 2 〈u(t), (H˜− 〈u(t), H˜u(t)〉 I)2u(t)〉 = 2 ∥∥(H˜− 〈u(t), H˜u(t)〉 I)u(t)∥∥2 .
On the other hand, we obtain by taking another derivative that
f ′′′(t) = 4 〈u(t), H˜3u(t)〉− 12 〈u(t), H˜u(t)〉 〈u(t), H˜2u(t)〉+ 8 〈u(t), H˜u(t)〉3
= 4 〈u(t), (H˜− 〈u(t), H˜u(t)〉 I)3u(t)〉 .
By the Cauchy-Schwarz inequality and the triangle inequality, we obtain
|f ′′′(t)| 6 2
∥∥H˜− 〈u(t), H˜u(t)〉 I∥∥opf ′′(t) 6 4‖H˜‖opf ′′(t) 6 4N(pi)‖H‖Ff ′′(t).
This proves the claim.
Remark 3.15 (Cumulant generating functions, tightness of Proposition 3.14). The preceding two
propositions can also be established by interpreting f(t) as a cumulant generating function. Without loss of
generality, assume that pi(g)v is a unit vector. Consider the spectral decomposition H˜ =
∑
ω∈ΩωPω, and
define a random variable X by Pr(X = 2ω) = ‖Pωpi(g)v‖2. Then, f(t) = 12 logE[etX] is half the cumulant
generating function of X, so we can interpret the kth derivative of f(t) at t = 0 as half the kth cumulant
of X. For k = 2, 3 the kth cumulant is nothing but the kth central moment, which when re-expressed in
terms of H˜ yields the claim. Likewise, the function n(t) in the proof of Proposition 3.16 below has a pleasant
interpretation in terms of a moment generating function. More inequalities between higher order derivatives
can be obtained via this connection but it is not clear if they are useful.
This discussion also implies that, for any given ε > 0, there exists a representation pi of, e.g., G = GL(1)
that is not (12N(pi) − ε)-robust. Showing this amounts to finding a distribution on [−2β, 2β] ∩ Z whose
second and third central moments differ by a factor of β, which is quite simple. Thus, Proposition 3.14 is
tight up to a constant factor.
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A calculation similar to Proposition 3.14 shows that the norm-square function is robust. We
state this in the following proposition (which has similar corollaries as the above).
Proposition 3.16 (Robustness). For every 0 6= v ∈ V , the functionNv(g) := ‖pi(g)v‖2 is left-K-invariant,
convex, and 2N(pi)-robust.
Proof. Since pi(K) ⊆ U(V), Nv is clearly left-K-invariant. To prove robustness, fix H ∈ iLie(K)
and g ∈ G as before. Define H˜ := Π(H), w(t) := etH˜gv, and n(t) := ‖w(t)‖2. Then, w ′(t) = H˜w(t)
and
n ′(t) = 2 〈w(t), H˜w(t)〉 ,
n ′′(t) = 4 〈w(t), H˜2w(t)〉 = 4 ∥∥H˜w(t)∥∥2 ,
n ′′′(t) = 8 〈w(t), H˜3w(t)〉 = 8 〈H˜w(t), H˜H˜w(t)〉
Thus, by the Cauchy-Schwarz inequality,
|n ′′′(t)| 6 8‖H˜‖op‖H˜w(t)‖2 = 2‖H˜‖opn ′′(t) 6 2N(pi)‖H‖Fn ′′(t).
We conclude that Nv(g) is 2N(pi)-robust.
3.4 Noncommutative duality theory
As discussed in the preceding section, the log-norm function is geodesically convex in the sense of
Definition 3.5. In particular, it follows that critical points of the norm function are global minima,
and it is not hard to see that, within each orbit closure, minima are unique up to the action of K.
These are basic and important results of geometric invariant theory [Mum65, KN79]. For example,
the well-known Kempf-Ness theorem [KN79] asserts that
cap(v) = inf
g∈G
‖pi(g)v‖ = min
w∈pi(G)v
‖w‖ > 0 ⇐⇒ inf
g∈G
‖µ(pi(g)v)‖F = min
w∈pi(G)v
‖µ(w)‖F = 0, (3.8)
From the perspective of optimization theory, this means that we can think of computing the
capacity (i.e., minimizing the norm in an orbit closure) and minimizing the moment map (i.e.,
mimizing the gradient of the log-norm) as two dual problems – a point of view that was initially
taken in [BGO+17, BFG+18].
In the following, we will prove two results that show that the norm of a vector v is close to
its minimum (the capacity) if and only if the moment map is small. From the perspective of
optimization theory, they relate the primal gap and dual gap of the two optimization problems. This
improves over non-commutative duality theory developed in [BGO+17, BFG+18] and systematizes
and generalizes results for matrix and operator scaling [LSW98, GGOW16] to arbitrary group
representations.
We first prove the most difficult part, which is to show that if the gradient is small then the norm
of v is close to its minimum. The argument is inspired by the proof of the analogous statement
in [LSW98] for matrix scaling. To state our quantitative bound, we need the following definition:
Definition 3.17 (Weight margin; precise statement of Definition 1.15). We define the weight margin
of the representation pi by
γ(pi) := min
{
d(0, conv(Γ)) : Γ ⊆ Ω(pi), conv(Γ) 63 0},
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whereΩ(pi) denotes the set of weights of the representation pi and d(0, conv(Γ)) := min{‖x‖F : x ∈ conv(Γ)}
the minimal distance from the convex hull of Γ to the origin.
Theorem 3.18 (Lower bound from Theorem 1.16). For all v ∈ V \ {0},
cap(v)
‖v‖ >
√
1−
‖µ(v)‖F
γ(pi)
.
where γ(pi) is the weight margin defined in Definition 3.17.
Proof. Both sides are invariant under rescaling, so we may assume that ‖v‖ = 1. Thus we want to
prove that
cap2(v) > 1− ‖µ(v)‖F
γ(pi)
. (3.9)
We first prove the result in the case that G is commutative. If we expand v into weight vectors,
v =
∑
ω∈Ω(pi) vω, then pω := ‖vω‖2 is a probability distribution. The squared capacity and
moment map can then be computed as (cf. Eqs. (2.4) and (3.3))
cap2(v) = inf
g∈TG
‖pi(g)v‖2 = inf
H∈iLie(TK)
∑
ω∈supp(p)
pωe
2 tr[ωH], (3.10)
µ(v) =
∑
ω∈supp(p)
pωω, (3.11)
where supp(p) := {ω : pω > 0}. If 0 6∈ conv(supp(p)) then ‖µ(v)‖F > γ(pi) by definition of the
weight margin (Definition 3.17), so Eq. (3.9) holds because the capacity is nonnegative. Now assume
that 0 ∈ conv(supp(p)). We claim and will prove below that in this case there exist probability
distributions p ′ and p ′′ on supp(p), as well as λ ∈ [0, 1], such that∑
ω∈supp(p)
p ′ωω = 0, p = (1− λ)p
′ + λp ′′, and if λ > 0 then 0 6∈ conv(supp(p ′′)). (3.12)
Once we have such a distribution, observe from Eq. (3.11) that µ(v) = λ
∑
ω∈supp(p ′′) p
′′
ωω, which
implies that
λ 6 ‖µ(v)‖F
γ(pi)
by definition of the weight margin (for λ = 0, this inequality holds trivially). Next, Jensen’s
inequality applied to the convex function f(ω) := e2 tr[ωH] shows that
∑
ω
p ′ωe
2 tr[ωH] =
∑
ω
p ′ωf(ω) > f
(∑
ω
p ′ωω
)
= f(0) = 1
for any fixed H ∈ iLie(TK). Hence we can lower bound the formula for the capacity in Eq. (3.10) by
cap2(v) > inf
H∈iLie(TK)
(1− λ)
∑
ω
p ′ωe
2 tr[ωH] > 1− λ > 1− ‖µ(v)‖F
γ(pi)
,
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which is precisely what we wanted to show, i.e., Eq. (3.9).
To conclude the proof in the commutative case, we still need to prove that a decomposition as in
Eq. (3.12) always exists. We will show this by induction on the size of supp(p). If |supp(p)| = 1,
the statement is clear — we may take λ = 0 and p ′ = p. For |supp(p)| > 1, let q be a probability
distribution with supp(q) ⊆ supp(p) and∑ω qωω = 0; such a q exists by assumption. Choose α
to be the largest number such that p−αq is still a nonnegative vector (that is, α = minω∈supp(q) pωqω ).
If α = 1 then p = q and we are done, since we may again take λ = 0 and p ′ = p. Otherwise, α < 1,
so we can write p− αq = (1− α)r, where r is a probability distribution with |supp(r)| < |supp(p)|.
If 0 6∈ conv(supp(r)) then this yields a decomposition of the desired form with λ = α, p ′ = q, and
p ′′ = r. Finally, if 0 ∈ conv(supp(r)), then by induction r = (1− β)r ′ + βr ′′, where∑ω r ′ωω = 0
and 0 6∈ conv(supp(r ′′)) if β > 0. Then:
p = αq+ (1− α)r = αq+ (1− α)(1− β)r ′ + (1− α)βr ′′,
so we may take p ′ as the normalization of αq+ (1− α)(1− β)q ′′ and p ′′ as r ′′. This concludes the
proof that a decomposition as in Eq. (3.12) always exists and, thereby, the proof in the commutative
case.
Finally, consider the case that G is a general group. In the following we will consider both G
and its maximal torus TG, so we denote the capacity and moment map over a group H by capH
and µH, respectively. By the Cartan decomposition G = KTGK from Eq. (2.1), it follows that
capG(v) = inf
k∈K
inf
t∈T
‖pi(t)pi(k)v‖ = inf
k∈K
capTG(pi(k)v).
On the other hand, for every k ∈ K,
‖µG(v)‖F = ‖µG(pi(k)v)‖F > ‖µTG(pi(k)v)‖F.
The last identity holds becauseµTG(pi(k)v) is the orthogonal projection ofµG(pi(k)v) onto iLie(TK) ⊆
iLie(K).8 Thus, by Eq. (3.9) for the commutative group TG,
cap2G(v) = inf
k∈K
cap2TG(pi(k)v) > 1− sup
k∈K
‖µTG(pi(k)v)‖F
γ(pi)
> 1− ‖µG(v)‖F
γ(pi)
,
which proves the claim.
The next result states that, conversely, if ‖v‖ is close to its infimum then the gradient is small.
Theorem 3.19 (Upper bound from Theorem 1.16). For all v ∈ V \ {0},
cap(v)2
‖v‖2 6 1−
‖µ(v)‖2F
4N(pi)2
.
where N(pi) is the weight norm defined in Definition 3.9.
Proof. Consider the function Fv(g) = log‖pi(g)v‖ defined in Eq. (3.1). If we apply the right-hand
inequality in Corollary 3.13 with g = I (the identity element) and H = − µ(v)
2N(pi)2
, we obtain
Fv
(
eH
)
− Fv(I) 6 − tr
[
µ
(
v
) µ(v)
2N(pi)2
]
+N(pi)2
∥∥∥∥ µ(v)2N(pi)2
∥∥∥∥2
F
= −
‖µ(v)‖2F
4N(pi)2
.
8This is because, by definition of the moment map, tr[µG(pi(k)v)H] = tr[µTG(pi(k)v)H] for all H ∈ iLie(TK).
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Since Fv
(
eH
)
− Fv(I) > log cap(v) − log‖v‖, we get that
cap(v)2
‖v‖2 6 e
−
‖µ(v)‖2
F
2N(pi)2 6 1− ‖µ(v)‖
2
F
4N(pi)2
,
where the second inequality follows from the fact that e−x 6 1 − x/2 for all x ∈ [0, 1] and
‖µ(v)‖F 6 N(pi) (Lemma 3.11).
Theorems 3.18 and 3.19 together establish Theorem 1.16 announced in the introduction. They
strengthen the classical Kempf-Ness result, Eq. (3.8), which can be obtained as a direct consequence.
Indeed, if cap(v) > 0 then there exists a sequence gk ∈ G such that ‖pi(gk)v‖ → cap(v), so
µ(pi(gk)v)→ 0 by Theorem 3.19. Conversely, if gk ∈ G is a sequence such that µ(pi(gk)v)→ 0, then
cap(v)/‖pi(gk)v‖ > 0 for k sufficiently large by Theorem 3.18, and so cap(v) > 0. In both arguments
we used that the capacity is G-invariant, i.e., cap(v) = cap(pi(g)v) for every g ∈ G.
Remark 3.20. In the language of moment polytopes, γ(pi) can be interpreted as the minimal distance between
the origin and any moment polytope that does not contain the origin, when the group action is restricted to the
commutative subgroup TG (cf. Section 3.6). In other words, the weight margin is the largest constant C > 0
with the following property: If ‖µ(v)‖F < C then v is not in the null cone for the TG-action.
One can define a similar measure in terms of the moment polytopes for the action of G, called gap
constant in [BFG+18]. It is an interesting question whether a bound as in Theorem 3.18 holds with this
improved constant.
3.5 Gradient flow
In view of the convexity properties of the log-norm, it is natural to minimize it by using gradient
descent. Indeed, this is the perspective that gives rise to our first-order algorithm presented in
Section 4. Since minimizing the log-norm function is dual to minimizing the moment map, it is
natural to also study gradient flows for minimizing the moment map. Kirwan first observed the
remarkable properties of the gradient flow for the norm square of the moment map in [Kir84a].
In the context of tensor scaling and quantum marginals, Kirwan’s flow was first proposed as an
algorithmic tool in [WDGC13, Wal14]. [KLLR18, AZGL+18] studied the gradient flow for the
(unsquared) norm of the moment map in the context of operator scaling. We will now explain how
this analysis can be carried out in complete generality, which also leads to straightforward proofs.
For this, it will be convenient to consider a differently normalized version of the moment map.
Namely, define µ˜ : V → iLie(K) by µ˜(v) = ‖v‖2 µ(v). Then, by Definition 3.2,
tr
[
µ˜(v)H
]
= 〈v, Π(H)v〉 (3.13)
for all v ∈ V andH ∈ iLie(K). From this, we recognize that µ˜(v) is the gradient of fv(g) = 12‖pi(g)v‖2
in the same way that µ(v) is the gradient of the function Fv defined in Eq. (3.1). (Recall that the
gradient ∇f(v) of a function f : V → R at v ∈ V is defined by Re 〈∇f(v), w〉 = Dwf(v) for all
w ∈ V , where Dwf(v) = ∂s=0f(v+ sw) denotes the partial derivative in direction w.) We note that
µ˜(λv) = ‖λ‖2µ(v) for λ ∈ C∗.
Remark 3.21. From the point of view of geometric invariant theory, µ˜ is a moment map on the vector space V
rather than on projective space P(V).
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Consider the gradient of the infinitely differentiable, real-valued function
v 7→ ‖µ˜(v)‖F
defined on the open subset U := {v ∈ V : v 6= 0, µ(v) 6= 0} of V . We now derive a concrete formula
by a slight variation of [Kir84a, Lemma 6.6].
Lemma 3.22. For v ∈ U we have
∇‖µ˜‖F(v) = 2Π(µ˜(v))v‖µ˜(v)‖F = 2
Π(µ(v))v
‖µ(v)‖F .
Proof. First we note that for v ∈ U,
∇‖µ˜‖F(v) = ∇‖µ˜‖
2
F(v)
2‖µ˜(v)‖F . (3.14)
Next, we compute the right-hand side gradient by
Re 〈∇‖µ˜‖2F(v), w〉 = Dw‖µ˜‖2F(v) = Dw tr
[
µ˜(v)2
]
= 2 tr
[
µ˜(v)Dwµ˜(v)
]
. (3.15)
However, differentiating both sides of Eq. (3.13) shows that
tr
[
HDwµ˜(v)
]
= Dw 〈v, Π(H)v〉 = 〈w,Π(H)v〉+ 〈v, Π(H)w〉 = 2Re 〈Π(H)v,w〉
for every H ∈ iLie(K). In particular, this holds for H = µ˜(v). Plugging this into Eq. (3.15) yields
Re 〈∇‖µ˜‖2F(v), w〉 = 4Re 〈Π(µ˜(v))v,w〉
for all w ∈ V , so that ∇‖µ˜‖2F(v) = 4Π(µ˜(v))v. Now the claim follows from Eq. (3.14).
Definition 3.23 (Gradient flow). For v ∈ U we consider in U the ordinary differential equation
v ′(t) = −∇‖µ˜(v(t))‖F, v(0) = v. (3.16)
We denote by [0, Tv)→ U, t 7→ v(t) its unique solution on its maximal interval of definition, where Tv 6∞.
The existence and uniqueness of the solution follow from a standard ODE result (the Picard-Lindelöf
theorem, see, e.g., Theorem 2.2 in [CL55]), since the vector field v 7→ ∇‖µ˜(v)‖F is C1 and hence
locally Lipschitz continuous on U. As a consequence of Lemma 3.22, we can write the flow in
Definition 3.23 as
v ′(t) = −2Π
(
µ(v(t))
‖µ(v(t))‖F
)
v(t) ∈ Π(Lie(G))v(t). (3.17)
It follows that the flow v(t) actually stays in the orbit pi(G)v(0) at all times t ∈ [0, Tv). We record
this and additional useful properties of the flow in the following proposition:
Proposition 3.24 (Properties of the flow). For 0 6 t < Tv we have:
1. ∂t‖µ˜(v(t))‖F = −‖v ′(t)‖2.
2. ∂t‖v(t)‖2 = −4‖µ˜(v(t))‖F.
33
3. ∂2t‖v(t)‖2 = 4‖v ′(t)‖2.
4. The ordinary differential equation in G,
g ′(t) = −2
µ(v(t))
‖µ(v(t))‖Fg(t), g(0) = I, (3.18)
has a solution g : [0, Tv) → G, which satisfies v(t) = pi(g(t))v. In particular, v(t) ∈ pi(G)v for
t ∈ [0, Tv).
5. Suppose Tv is finite. Then the limit v(Tv) := limt↑Tv v(t) exists and it satisfies
‖v(Tv)‖ = cap(v).
Proof. Item 1 is true for any gradient flow. To see Item 2, note that
∂t‖v(t)‖2 = 2 〈v ′(t), v(t)〉 = −4Re 〈Π(µ(v(t)))v(t), v(t)〉‖µ(v(t))‖F = −4
tr[µ˜(v(t))µ(v(t))]
‖µ(v(t))‖F = −4‖µ˜(v(t))‖F,
where the second equality is Eq. (3.17) and the third is Eq. (3.13). Item 3 follows from Item 1 and
Item 2.
Item 4 follows because Eq. (3.18) is a linear ODE in the entries of g(t) with continuous
coefficients and hence has a solution on [0, Tv). Observe that pi(g(t))v also solves Eq. (3.17), and
hence v(t) = pi(g(t))v by the uniqueness of v(t).
Finally, for showing Item 5, we assume Tv < ∞. By Item 2, t 7→ ‖v(t)‖ is monotonically
decreasing, hence ‖v(t)‖ 6 ‖v‖ for all 0 6 t < Tv and the solution is bounded. In the situation of a
finite time and bounded solution, a standard ODE argument (e.g., see [CL55, Theorem 4.1 ]) tells us
that the limit v(Tv) := limt↑Tv v(t) exists, but it does not lie in the domain of definition U.
Observe that limt↑Tv‖v(t)‖ = ‖v(Tv)‖. If ‖v(Tv)‖ > 0, then because v(Tv) is outside the
domain of definition of U we must have µ(v(Tv)) = 0. In particular, limt↑Tv µ(v(t)) = 0, which
implies ‖v(Tv)‖ = limt↑Tv‖v(t)‖ = cap(v) by Theorem 1.16. On the other hand, if v(Tv) = 0, then
limt↑Tv‖v(t)‖ = 0 and hence cap(v) = 09 because v(t) ∈ pi(G)v for t < Tv by Item 4. This proves
Item 5.
Next, we show that the flow converges quickly to an approximate minimizer of the norm-square
function.
Theorem 3.25 (Convergence of gradient flow). Let v(t) denote the gradient flow from Definition 3.23
with initial vector v = v(0). For every ε > 0, there is some T 6 14γ(pi) log(‖v‖2/ε) such that T < Tv and
for every T 6 t < Tv we have
‖v(t)‖2 6 cap2(v) + ε,
where γ(pi) is the weight margin defined in Definition 3.17.
9Though we do not need it here, we will see later in the proof of Proposition 5.5 that Tv is, in fact, never finite if
cap(v) = 0.
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Proof. By the second fact in Proposition 3.24, we have for 0 6 t < Tv
∂t
(‖v(t)‖2 − cap2(v)) = −4‖µ˜(v(t))‖F.
Moreover, by Theorem 3.18, we have cap2(v(t)) > ‖v(t)‖2 − ‖µ˜(v(t))‖F/γ(pi), hence
∂t
(‖v(t)‖2 − cap2(v)) 6 −4γ(pi) (‖v(t)‖2 − cap2(v(t))) 6 −4γ(pi) (‖v‖2 − cap2(v)) ,
where we used ‖v(t)‖ 6 ‖v‖ and that the capacity is G-invariant. Hence we obtain for 0 6 t < Tv
that
‖v(t)‖2 − cap2(v) 6 e−4γ(pi)t (‖v‖2 − cap2(v)) 6 e−4γ(pi)t‖v‖2.
If 14γ(pi) log(‖v‖2/ε) < Tv, the assertion follows by taking T := 14γ(pi) log(‖v‖2/ε). Otherwise, Tv is
finite and we have ‖v(Tv)‖ = cap(v) by Item 5. In this case, any T < Tv sufficiently close to Tv will
do.
The next corollary gives an analogous bound for the log-norm. We will use it in Section 5 to derive
a diameter bound for our second order algorithm.
Corollary 3.26. Let v(t) denote the gradient flow from Definition 3.23 with initial vector v = v(0) and
assume cap(v) > 0. For every ε > 0, there is some T 6 14γ(pi) log
(‖v‖2/(2 cap2(v)ε)) such that T < Tv
and for every T 6 t < Tv, we have
log‖v(t)‖ 6 log cap(v) + ε.
Proof. By Theorem 3.25 and our choice of T , for T 6 t < Tv we have
‖v(t)‖2 6 cap2(v) + 2 cap2(v)ε = (1+ 2ε) cap2(v),
so the claim follows by taking logarithms and using the estimate log(1+ x) 6 x.
3.6 Moment polytopes
In this section, we discuss the optimization problem underlying the moment polytope membership
problem. We first explain the general definition of themoment polytope. For a nonzero vector v ∈ V ,
we define the moment polytope of v by
∆(v) := {µ(w) : w ∈ G · v} ∩ C(G) = {s(µ(w)) : w ∈ G · v},
where C(G) is the positive Weyl chamber defined in Section 2.3. The equality follows because the
moment map is K-equivariant, which means that, µ(pi(k)w) = kµ(w)k† for all w ∈ V and k ∈ K. If
G = GL(n) then K = U(n), C(G) = C(n), and s = spec, so the moment polytope is precisely the
set of all spectra (eigenvalues ordered non-increasingly) of moment map images obtained from
scalings of v; this is the definition that we gave in Section 1.3.3. A point in C(G) is called rational if
an integer multiple of it is a (highest) weight. We remark that ∆(v) is a moment polytope in the
sense of symplectic geometry of the orbit closure of v in the projective space P(V). It is a nontrivial
fact that ∆(v) is a convex polytope with rational vertices [NM84, Bri87].
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Now let p ∈ C(G) be an arbitrary rational point and let ` > 0 be an integer such that λ := `p is a
highest weight. In Section 1.5.3 we motivated the following p-capacity,
capp(v) := inf
g∈G
‖(pi(g)v)⊗` ⊗ (piλ∗(g)vλ∗)‖1/`, (3.19)
where λ∗ denotes the highest weight of the dual representation as defined in Section 2.3. Clearly,
capp(v) = cap(v
⊗` ⊗ vλ∗)1/`, (3.20)
where the right-hand side capacity is computed using the representation ρ : G→ GL(W) on the
vector spaceW = Sym`(V)⊗Vλ∗ defined by ρ(g) = pi(g)⊗`⊗piλ∗(g). The relevance of the p-capacity
is due to the ‘shifting trick’ from [NM84, Bri87], which shows that p ∈ ∆(v) iff 0 ∈ ∆(w) for some
vector of the formw = (pi(h)v)⊗` ⊗ vλ∗ . Moreover, if the latter condition holds for some h ∈ G then
it holds for generic h ∈ G. Now, by the Kempf-Ness theorem, 0 ∈ ∆(w) if and only if cap(w) > 0,
as explained in Section 1.3.4. Since cap(w) is nothing but the p-capacity of pi(h)v, we obtain the
following important equivalence:
p ∈ ∆(v) ⇐⇒ capp(pi(h)v) > 0 for some h ∈ G ⇐⇒ capp(pi(h)v) > 0 for generic h ∈ G.
(3.21)
Thus, membership in the moment polytope can be reduced to p-capacities by a suitable randomiza-
tion step (v 7→ pi(h)v for random h). We will later state an effective version of this observation that
shows, for the case G = GL(n), how much randomness suffices (Theorem 7.15).
In the remainder of this section we will focus on the p-capacity. We first analyze the smoothness
and robustness of the logarithm of the objective function underlying the p-capacity (3.19), i.e.,
Fv,p : G→ R, Fv,p(g) = log ‖pi(g)v‖+ 1
`
log ‖piλ∗(g)vλ∗‖ (3.22)
(this is nothing but Fv⊗`⊗vλ∗ , the log-norm function of the vector v
⊗`⊗vλ∗ , divided by `). Clearly, Fv,p
can be written as a linear combination of two log-norm functions (3.1):
Fv,λ = Fv +
1
`
Fv∗λ . (3.23)
By Proposition 3.12, Fv is convex and 2N(pi)2-smooth, while Fv∗λ is 2‖λ‖2F-smooth by Proposition 3.12.
Thus, we find that the smoothness of Fv,p can be upper bounded by 2N(pi)2+2`‖p‖2F. While correct,
this bound does not lead to efficient algorithms since ` depends exponentially on the bitsize of p.
Fortunately, it is excessively pessimistic since it does not use the fact that vλ∗ is a highest weight
vector. We will now derive a better bound that does not depend on `:
Proposition 3.27. The function Fvλ is 2‖λ‖F-smooth. As a consequence, the function Fv,p is 2N2-smooth,
where N2 := N(pi)2 + ‖p‖F.
Proof. For g ∈ G and H ∈ iLie(K), consider the function
h(t) := Fvλ(e
tHg) = log‖etΠλ(H)piλ(g)vλ‖.
We would like to show that
h ′′(t) 6 2‖λ‖F‖H‖2F (3.24)
36
for all t. It suffices to prove Eq. (3.24) for t = 0, since we can always replace g by etHg. We will
now argue that we can also restrict to g = I. Using the Iwasawa decomposition to write g = kb
for some k ∈ K and b ∈ B, we have piλ(g)vλ = zpiλ(k)vλ for some z ∈ C∗, because vλ is a highest
weight vector. Thus:
h(t) = log‖etΠλ(H)piλ(g)vλ‖ = log‖etΠλ(H)piλ(k)vλ‖+ log |z|
= log‖piλ(k−1)etΠλ(H)piλ(k)vλ‖+ log |z| = log‖etΠλ(k−1Hk)vλ‖+ log |z|,
where we used that the norm is K-invariant. The additive constant does not impact derivatives
and k−1Hk ∈ iLie(K). We may thus assume that g = I. Then, Eq. (3.7) shows that
1
2
h ′′(0) = 〈Πλ(H)vλ, Πλ(H)vλ〉− 〈vλ, Πλ(H)vλ〉2 .
SinceH ∈ iLie(K), we candecompose it asH = D+R+R†, whereD ∈ iLie(TK) andR ∈ Lie(N). Then
we know from Eq. (2.4) that Πλ(D)vλ is a real scalar multiple of vλ, from Eq. (2.5) that Πλ(R)vλ = 0,
and that Πλ(R†) = Πλ(R)†. Using this, we can simplify as follows:
〈Πλ(H)vλ, Πλ(H)vλ〉− 〈vλ, Πλ(H)vλ〉2 = 〈Πλ(R)†vλ, Πλ(R†)vλ〉
= 〈vλ, Πλ(R)Πλ(R†)vλ〉 = 〈vλ, [Πλ(R), Πλ(R†)]vλ〉 = 〈vλ, Πλ([R, R†])vλ〉 .
In the second line we used once more that Πλ(R)vλ = 0 and that Πλ is a Lie algebra representation.
We obtain
1
2
h ′′(0) 6 ‖Πλ([R, R†])‖op 6 N(piλ)‖[R, R†]‖F 6 2N(piλ)‖R‖2F 6 2‖λ‖F‖R‖2F 6 ‖λ‖F‖H‖F
by definition of the weight norm, submultiplicativity of the Frobenius norm, Proposition 3.10, and,
finally, 2‖R‖2F 6‖H‖2F, which holds since the decomposition H = D + R + R† is orthogonal with
respect to the Hilbert-Schmidt inner product. We have thus shown Eq. (3.24) for t = 0, concluding
the proof.
We now compute the geodesic gradient of the objective function (3.22). By Eqs. (3.6) and (3.23),
∇Fv,p(g) = µ(pi(g)v) + 1
`
µλ∗(piλ∗(g)vλ∗),
where we write µ∗λ for the moment map associated with the irreducible representation piλ∗ . The
latter can computed readily. Write g = kb according to the Iwasawa decomposition G = KB from
Eq. (2.2). Using that vλ∗ is a B-eigenvector and the K-equivariance of the moment map, we find that
µλ∗(piλ∗(g)vλ∗) = kλ
∗k†. Thus we obtain the following formula for the gradient of Fv,p at g = kb:
∇Fv,p(g) = µ(pi(g)v) + kp∗k† = µ(pi(g)v) − k(−p∗)k†. (3.25)
Since s(−kp∗k†) = s(−p∗) = p, we note that the gradient vanishes if and only if s(µ(pi(g)v)) = p,
i.e., pi(g)v maps to the desired point p in the moment polytope. We will use this formula in
our first-order algorithm for non-uniform scaling (4.3). It also implies that Fv,p is universally
upper-bounded by the following quadratic expansion, generalizing Corollary 3.13.
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Corollary 3.28. For any v ∈ V \ {0} and rational p ∈ C(G), the function Fv,p defined in Eq. (3.22) satisfies
Fv,p(g) + tr
[
(µ(pi(g)v) + p∗)H
]
6 Fv,p(eHg) 6 Fv,p(g) + tr
[
(µ(pi(g)v) + p∗)H
]
+N2‖H‖2F
for every g ∈ G and H ∈ iLie(K).
Proof. This follows from Lemma 3.7, Proposition 3.27, and Eq. (3.25).
Next, we derive noncommutative duality results that generalize Theorems 3.18 and 3.19. Recall
that any point p in the moment polytope necessarily satisfies ‖p‖F 6 N(pi) by Lemma 3.11. Thus
the condition in the following two results is without loss of generality.
Theorem 3.29. For any v ∈ V \ {0} and rational p ∈ C(G) with ‖p‖F 6 N(pi),
capp(v)2
‖v‖2 6 1−
‖µ(v) + p∗‖2F
4N2
,
where N2 := N(pi)2 + ‖p‖F.
Proof. This follows by adapting the proof of Theorem 3.19 to use Corollary 3.28 in place of
Corollary 3.13. We apply the second inequality in Corollary 3.28 with g = I and H = −µ(v)+p
∗
2N2
.
Then,
Fv,p(e
H) − Fv,p(I) 6 tr
[
(µ(v) + p∗)H
]
+N2‖H‖2F = −
‖µ(v) + p∗‖2F
4N2
and we can proceed as in the proof of Theorem 3.19 to see that
capp(v)2
‖v‖2 6 e
2(Fv,p(eH)−Fv,p(I)) 6 e−
‖µ(v)+p∗‖2
F
2N2 6 1− ‖µ(v) + p
∗‖2F
4N2
.
For the last inequality, use that e−x 6 1− x/2 for all x ∈ [0, 1].
Theorem 3.30. Let v ∈ V \ {0} and let p ∈ C(G) be rational with ‖p‖F 6 N(pi). Let ` > 0 be an integer
such that λ := `p is a highest weight. Then,
capp(v)`
‖v‖` >
√
1−
`‖µ(v) + p∗‖F
γ(ρ)
,
where γ(ρ) is the weight margin of the representation ρ : G → GL(W) on W = Sym`(V) ⊗ Vλ∗ . In
particular, if ‖s(µ(v)) − p‖F < γ(ρ)/` then p ∈ ∆(v).
Proof. Use Eq. (3.20) to write capp(v)` as the capacity of the vectorw = v⊗`⊗vλ∗ with respect to the
representation ρ. In view of (3.25), the corresponding moment map is given by µ(w) = `µ(v) + λ∗.
Thus, the first claim is a consequence of Theorem 3.18. The second claim follows from the first,
since ‖s(µ(v)) − p‖F < γ(ρ)/`means that there exists k ∈ K such that ‖µ(pi(k)v) + p∗‖F < γ(ρ)/`.
Then, capp(pi(k)v) > 0 and so p ∈ ∆(pi(k)v) = ∆(v) by Eq. (3.21).
Theorem 3.30 shows that we can reduce the moment polytope membership problem to the p-scaling
problem for some suitable choice of ε > 0, generalizing Corollary 1.18.
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Corollary 3.31. Let v ∈ V \ {0} and let p ∈ C(G) be rational with ‖p‖F 6 N(pi). Let ` > 0 be an integer
such that λ := `p is a highest weight. Then, p ∈ ∆(v) if and only if ∆(v) contains a point of distance smaller
than γ(ρ)/` to p, where γ(ρ) is the weight margin of the representation ρ onW = Sym`(V) ⊗ Vλ∗ . In
particular, solving the p-scaling problem with input (pi, v, p, γ(ρ)/2`) suffices to solve the moment polytope
membership problem for (pi, v, p).
Finally, we show that the p-capacity is log-concave in the parameter p. For this, it is convenient
to generalize its definition from rational p to all of C(G). Recall the Iwasawa decomposition (2.2)
in the form G = K exp(iLie(TK))N (which generalizes the decomposition of a matrix in GL(n)
into a product of a unitary matrix, a diagonal matrix with positive diagonal entries, and an upper
triangular matrix with ones on its diagonal). For rational p = λ/` and g = k exp(H)b, where k ∈ K,
H ∈ iLie(TK), and b ∈ N, we have
‖(pi(g)v)⊗` ⊗ (piλ∗(g)vλ∗)‖ = ‖(pi(exp(H)b)v)⊗` ⊗ (piλ∗(exp(H)b)vλ∗)‖
= etr[λ
∗H]‖pi(exp(H)b)v‖`,
where we first used that the inner product is K-invariant and then that vλ∗ is a highest weight vector
(hence invariant under the action of N, see Eq. (2.5)) of weight λ∗ (hence transforms as (2.4)). Thus:
capp(v) = inf
H∈iLie(TK),b∈N
etr[p
∗H]‖pi(exp(H)b)v‖. (3.26)
We will take this formula as the definition of the p-capacity for general p ∈ C(G).
Proposition 3.32 (Log-concavity in p). For 0 6= v ∈ V , the function C(G) 7→ R ∪ {−∞} given by
p 7→ log capp(v) is concave. In particular, ∆+(v) := {p ∈ C(G) : capp(v) > 0} is a convex subset of the
moment polytope ∆(v) ⊆ C(G).
Proof. This follows directly from Eq. (3.26). Indeed, note that
log capp(v) = inf
H∈iLie(TK),b∈N
(
tr[p∗H] − log‖pi(exp(H)b)v‖).
Since p 7→ p∗ is linear and the expression inside the infimum is affine in p∗, the log-capacity is
manifestly concave in p.
4 First-order algorithms
In this section, we state and analyze a first-order method for scaling and norm minimization,
elaborating on the discussion in Sections 1.5.2 and 1.5.3. We first state a general geodesic gradient
descent algorithm (Algorithm 4.1) and analyze it for arbitrary convex smooth left-K-invariant
functions as defined in Section 3.2. Our algorithm for the scaling problem problem (Algorithm 4.2)
is then obtained by specializing this algorithm to the log-norm function defined in Eq. (3.1). This
is natural since norm minimization and scaling are dual to each other, as explained in Sections 1
and 3.4. In Section 4.3, we extend our first-order algorithm to the p-scaling problem (Algorithm 4.3).
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Input:
• Oracle access to the geodesic gradient ∇F of a left-K-invariant convex function F : G→ R (see
Definitions 3.5 and 3.6),
• a step size η > 0,
• a number of iterations T .
Output: A group element g ∈ G.
.
Algorithm:
1. Set g0 = I (identity element of the group G).
2. For t = 0, . . . , T − 1: Set gt+1 := e−η∇F(gt)gt.
3. Return argming∈{g0,...,gT−1} ‖∇F(g)‖
2
F
Algorithm 4.1: Geodesic first-order minimization algorithm (cf. Theorem 4.1).
4.1 General first-order optimization algorithm
We now state our general first-algorithm geodesic optimization algorithm and its analysis.
Theorem 4.1. Let F : G → R be a left-K-invariant function the sense that F(kg) = F(g) for all k ∈ K,
g ∈ G. Moreover, suppose that F is geodesically convex and L-smooth in the sense of Definition 3.5 for
some L > 0, and that Finf := infg∈G F(g) > 0. For every ε > 0, Algorithm 4.1 with step size η = 1/L and
T > 2L
ε2
(F(I) − Finf)
iterations returns a group element g ∈ G such that ‖∇F(g)‖F 6 ε.
Proof. Suppose to the contrary that ‖∇F(gt)‖F > ε for all t = 0, . . . , T − 1. Then we find, using
Lemma 3.7 with H = −η∇F(gt) for the first inequality, that
F(gt+1) − F(gt) = F(e
−η∇F(gt)gt) − F(gt)
6 −η tr[∇F(gt)∇F(gt)] + L
2
η2‖∇F(gt)‖2F
=
(
L
2
η2 − η
)
‖∇F(gt)‖2F = −
1
2L
‖∇F(gt)‖2F < −
ε2
2L
for t = 0, . . . , T − 1. By a telescoping sum, we obtain the upper bound in
Finf − F(I) 6 F(gT ) − F(g0) < −
Tε2
2L
,
hence that T < 2L
ε2
(F(I) − Finf). In view of our choice of T , this is the desired contradiction.
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4.2 Application to scaling and norm minimization problem
As in Section 2, let pi : G → GL(V) be a representation of a symmetric subgroup G ⊆ GL(n) on
the vector space V with K-invariant inner product 〈·, ·〉. We now specialize Algorithm 4.1 to the
function g 7→ log‖pi(g)v‖. The resulting algorithm is Algorithm 4.2:
Input:
• Oracle access to the moment map restricted to a group orbit, i.e., to the map g 7→ µ(pi(g)v),
• a number of iterations T .
Output: A group element g ∈ G.
.
Algorithm:
1. Set g0 = I. Set a step size η = 12N(pi)2 .
2. For t = 0, . . . , T − 1: Set gt+1 := e−η µ(pi(gt)v)gt.
3. Return argming∈{g0,...,gT−1} ‖µ(pi(g)v)‖
2
F
Algorithm 4.2: Algorithm for the scaling problem (cf. Theorem 4.2).
The following theorem gives rigorous guarantees for Algorithm 4.2 in terms of the capacity of v
and the weight norm of the Lie algebra representation (Definition 3.9).
Theorem 4.2 (First order algorithm for scaling; general version of Theorem 1.19). Let v ∈ V be a
vector with cap(v) > 0. For every ε > 0, Algorithm 4.2 with
T > 4N(pi)
2
ε2
log
( ‖v‖
cap(v)
)
iterations returns a group element g ∈ G such that ‖µ(pi(g)v)‖F 6 ε.
Proof. Since the gradient of the log-norm function Fv defined in Eq. (3.1) is computed by the
moment map (Eq. (3.6)), we can interpret Algorithm 4.2 as the specialization of Algorithm 4.1
to Fv. Note that Fv(I) = log‖v‖ and Finf = log cap(v). Moreover, Fv is convex and 2N(pi)2-smooth
by Proposition 3.12. Thus the claim follows from from Theorem 4.1.
ByCorollary 1.17, Theorem 4.2 implies that the first order algorithm also computes an approximation
to capacity, however the runtime becomes inversely proportional to the weight margin:
Corollary 4.3 (First order algorithm for norm minimization). Let v ∈ V be a vector with cap(v) > 0.
For every ε > 0, Algorithm 4.2 with step size η = 1/(2N(pi)2) and
T > 4N(pi)
2
γ(pi)2ε2
log
( ‖v‖
cap(v)
)
iterations returns an ε-approximate minimizer for log-capacity, i.e., a group element g ∈ G such that
log‖pi(g)v‖− log cap(v) 6 ε.
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Remark 4.4. Comparing Corollary 4.3 (first order) with Theorem 5.6 (second order), it is clear that the second
order algorithm is better in terms of the dependence on the approximation parameter (with the dependence on
weight margin and norm similar) if the goal is to approximate the capacity. However, the first order algorithm
can be better if the goal is solve the scaling problem (Theorem 4.2) because of the non-dependence on the
weight margin in this case.
4.3 Application to p-scaling and moment polytopes
We now explain how to generalize Algorithm 4.2 to the optimization problem underlying p-scaling.
Since the latter is characterized by the p-capacity (3.19), as explained in Section 3.6, this is achieved
by replacing the log-norm objective function by its ‘shifted’ variant (3.22), namely
Fv,p : G→ R, Fv,p(g) = log ‖pi(g)v‖+ 1
`
log ‖piλ∗(g)vλ∗‖.
We state our first-order optimization algorithm in Algorithm 4.3.
Input:
• Oracle access to the moment map restricted to a group orbit, i.e., to the map g 7→ µ(pi(g)v),
• a rational point p ∈ C(G),
• a number of iterations T .
Output: A group element g.
Algorithm:
1. Set g0 = I. Set a step size η = 12N2 , where N
2 := N(pi)2 + ‖p‖F.
2. For t = 0, . . . , T − 1: Set gt+1 = e−η (µ(pi(gt)v)+ktp
∗k†t)gt, where gt = ktbt according to the
Iwasawa decomposition G = KB. (If G = GL(n) then this is the QR decomposition.)
3. Return gt, where t = argmint=0,...,T−1‖µ(pi(gt)v) + ktp∗k†t‖F
Algorithm 4.3: Algorithm for the p-scaling problem (cf. Theorem 4.5)
The following theorem gives rigorous guarantees on its performance
Theorem 4.5 (First order algorithm for p-scaling; general version of Theorem 1.20). Let p ∈ C(G)
and let v ∈ V be a vector with capp(v) > 0. SetN2 := N(pi)2 + ‖p‖F. For every ε > 0, Algorithm 4.3 with
T > 4N
2
ε2
log
(
‖v‖
capp(v)
)
iterations returns g ∈ G such ‖µ(pi(g)v) − k(−p∗)k†‖F 6 ε, where g = kb according to G = KB. In
particular, ‖s(µ(pi(g)v)) − p‖F 6 ε.
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Proof. Similarly to the proof of Theorem 4.2, we observe that Algorithm 4.3 is obtained by
specializing Algorithm 4.1 to the function Fv,p, whose geodesic gradient is given by Eq. (3.25).
Note that Fv,p,(I) = log‖v‖ and infg∈G Fv,p(g) = log capp(v). Since Fv,p is moreover convex and
2N-smooth by Proposition 3.27, the first claim follows from Theorem 4.1. The second claim follows
since s(−ktp∗k†t) = p, as mentioned above, and the map s is a contraction [Wal14, Lemma 4.10].
5 Second-order algorithms
In this section, we state our second order algorithm for cap(v). We first give a general algorithm for
minimizing geodesically convex functions in Section 5.1. Next, in Section 5.2, we specialize to the
norm minimization problem and derive our running time bounds using the analysis of gradient
flow from Section 3.5. Again, we work in the setup introduced in Section 2, with pi : G→ GL(V) a
representation of a symmetric subgroup G ⊆ GL(n) and ‖·‖ a K-invariant norm on V .
5.1 General second-order optimization algorithm
Our starting point is the following second-order optimization algorithm.
Input:
• Oracle access to the geodesic gradient ∇F and Hessian ∇2F of a left-K-invariant convex
function F : G→ R (see Definitions 3.5 and 3.6),
• a robustness parameter R > 1,
• a number of iterations T .
Output: An element g ∈ G.
Algorithm:
1. Set g0 = I.
2. For t = 0, . . . , T − 1:
(a) Compute the geodesic gradient V := ∇F(gt) and Hessian Q := ∇2F(gt) at gt.
(b) Solve the following (Euclidean) convex quadratic optimization problem:
Ht := argmin
{
tr[VH] + 1
2e
tr[Q(H⊗H)] : H ∈ iLie(K), ‖H‖F 6 1
R
}
(c) Set gt+1 := eHt/e
2
gt.
3. Return gT .
Algorithm 5.1: Geodesic second-order minimization algorithm (cf. Theorem 5.1).
Algorithm 5.1 generalizes the algorithm of [AZGL+18] to arbitrary geodesically convex left-K-
invariant functions F : G → R (equivalently, on the symmetric space K\G ∼= P, cf. Sections 2.2
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and 3.2). It is of the “box-constrained” form, where progress is made in steps by optimizing a
simple function in a bounded region (determined by the robustness of the target function). If F is
convex in the sense of Definition 3.5 then the geodesic Hessians ∇2F are positive definite, so the
optimization problem in step 2, (b) of Algorithm 5.1 is an ordinary convex quadratic optimization
problem on the real vector space iLie(K), which can be solved using standard methods.
We now state our technical result about Algorithm 5.1. The group element g? ∈ G should be
thought of as a ‘well-conditioned’ approximate minimizer.
Theorem 5.1. Let F : G → R be a function that is left-K-invariant in the sense that F(kg) = F(g) for
all k ∈ K, g ∈ G. Moreover, suppose that F is R-robust in the sense of Definition 3.5 for some R > 1 (in
particular, F is geodesically convex). Finally, let g? ∈ G and let D > 1 be a ‘diameter’ constant such that
D > max
F(g)6F(I)
1
2
∥∥log((g?g−1)†(g?g−1))∥∥F. (5.1)
Then, Algorithm 5.1 with robustness parameter R and, if F(g?) < F(I), with
T > e2DR log
(
F(I) − F(g?)
ε
)
iterations (otherwise, any number of iterations works) returns an element g ∈ G such that F(g) 6 F(g?) + ε.
Proof. The proof is a straightforward generalization of the argument in [AZGL+18]. We prove the
following assertions for t > 0:
1. F(gt) 6 F(I)
2. F(gt) − F(g?) 6
(
1− 1
e2DR
)t
(F(I) − F(g?)).
These two statements clearly imply the theorem: If F(g?) < F(I) then the second assertion shows
that F(gT ) − F(g?) 6 ε for our choice of T . Otherwise, the first shows that F(gT ) 6 F(g?) for any T .
We now prove the two statements by induction on t > 0: For t = 0, they are evident since g0 = I.
Now suppose they hold up to some t. Define
H? :=
1
2
log
(
(g?g
−1
t )
†(g?g−1t )
)
.
Since F(gt) 6 F(I), by definition of Dwe have ‖H?‖F 6 D. Furthermore,
F(eH?gt) = F
(√
(g?g
−1
t )
†(g?g−1t )gt
)
= F(g?g
−1
t gt) = F(g?), (5.2)
where the second equality follows by the left-K-invariance of F and the polar decompositionG = KP.
Now consider the quadratic approximation from Lemma 3.8, which asserts that, for all ‖H‖F 6 1/R,
q−(H) 6 F(eHgt) − F(gt) 6 q+(H) (5.3)
where
q+(H) := ∂s=0F(e
sHgt) +
e
2
∂2s=0F(e
sHgt),
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q−(H) := ∂s=0F(e
sHgt) +
1
2e
∂2s=0F(e
sHgt).
Note that Ht in Algorithm 5.1 is precisely the minimizer of q− subject to ‖H‖F 6 1/R. If we
define H := H?/(DR) then ‖H‖F 6 1/R; together with the lower bound in Eq. (5.3), we find that
q−(Ht) 6 q−(H) 6 F(eHgt) − F(gt). (5.4)
Since F is geodesically convex in the sense of Definition 3.5, the function h(s) := F(esH?gt) is convex
in s ∈ R. In particular, since DR > 1, and using Eq. (5.2),
F(eHgt) − F(gt) = h
(
1
DR
)
− h(0) 6 1
DR
(h(1) − h(0)) =
1
DR
(F(g?) − F(gt)) . (5.5)
If we combine Eqs. (5.4) and (5.5), we get
q−(Ht) 6 −
1
DR
(F(gt) − F(g?)) . (5.6)
This shows that our choice ofHtmakes significant progress in decreasing the quadratic approximation
of F. It remains to show that we actually decrease F itself. Here we use that q−(H) = e2q+(H/e2)
for all H. Using the upper bound in Eq. (5.3) and noting that ‖Ht/e2‖F 6 1/R, we find that
e2 (F(gt+1) − F(gt)) = e
2
(
F(eHt/e
2
gt) − F(gt)
)
6 e2q+(Ht/e2) = q−(Ht). (5.7)
We have q−(Ht) 6 0 by definition of Ht. Thus, Eq. (5.7) implies that F(gt+1) 6 F(gt) 6 F(I), the
latter by the induction hypothesis. This establishes the first assertion that we wanted to show.
Moreover, if we combine Eqs. (5.6) and (5.7) then we obtain
e2 (F(gt+1) − F(gt)) 6 −
1
DR
(F(gt) − F(g?)) ,
which can be rearranged as
F(gt+1) − F(g?) 6
(
1−
1
e2DR
)
(F(gt) − F(g?)) .
Using the induction hypothesis, this establishes the second assertion, concluding the induction.
5.2 Application to norm minimization and scaling problem
We now describe our second order algorithm for the norm minimization problem and analyze its
complexity. The algorithm is simply Algorithm 5.1 run on an appropriate function F, namely the
log-norm function (3.8) plus a suitable regularizer, which we now define.
Definition 5.2 (Regularizer). The regularizer for the group G is the function reg : G→ (0,∞) defined as
reg(g) := ‖g‖2F + ‖g−1‖2F = tr
[
g†g
]
+ tr
[
(g†g)−1
]
.
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The function reg provides a convenient upper bound on the condition number κF(g) := ‖g‖F‖g−1‖F
of g ∈ G. Indeed, by the AM-GM inequality, we have
κF(g) 6
1
2
(‖g‖2F + ‖g−1‖2F) = 12 reg(g).
Note that the singular values of g are always between reg(g)−1/2 and reg(g)1/2. Furthermore, reg
is minimized at the identity, so we have reg(g) > 2n for all g ∈ G. We first analyze the smoothness
and robustness of the function reg.
Lemma 5.3. The function reg : G→ (0,∞) is left-K-invariant and 2-robust.
Proof. Since K ⊆ U(n), we have that (kg)†kg = g†g for every k ∈ K and g ∈ G, so reg is clearly
left-K-invariant. To see that it is 2-robust, we prove that each term is individually 2-robust.
Consider the representation pi : G → GL(V) obtained by letting G act on V = Mat(n) by left
multiplication, i.e., pi(g)M = gM. Equip V with the Hilbert-Schmidt inner product, which induces
the Frobenius norm, and note that K acts unitarily. Then, tr
[
g†g
]
= ‖pi(g)I‖2F, so g 7→ tr
[
g†g
]
is nothing but the norm-square function for this representation and v = I the identity matrix.
By Proposition 3.16 we obtain that g 7→ tr [g†g] is 2N(pi)-robust. Finally, Proposition 3.10 shows
that N(pi) = 1. This can also be calculated directly: The Lie algebra representation is given
by Π(H)M = HM for H ∈ Lie(G) andM ∈Mat(n). Since the Frobenius norm is submultiplicative,
it holds that ‖Π(H)M‖F 6 ‖H‖F‖M‖F. It follows that ‖Π(H)‖op 6 ‖H‖F, and hence N(pi) = 1.
Similarly, the map g 7→ tr [(g†g)−1] can be interpreted as the norm-square function for the
representation pi : G→ GL(V) defined by pi(g)M =Mg−1. Again, this representation has weight
norm 1, so we may conclude that reg is 2-robust.
Next, we show that by adding a suitable multiple of the regularizer, Algorithm 5.1 can be made
efficient for the norm minimization problem – assuming that there exists a well-conditioned
approximate minimizer. We consider the following objective function for v ∈ V , κ > 0, and ε > 0:
Fv,κ,ε : G→ R, Fv,κ,ε(g) := Fv(g) + ε
κ
reg(g) = log‖pi(g)v‖+ ε
κ
reg(g) (5.8)
Proposition 5.4. Let ε > 0, κ > 0, and C > log(‖v‖/ cap(v)).
1. The function Fv,κ,ε is left-K-invariant and 4N-robust, where N := max{N(pi), 1/2}.
2. Suppose there exists an element g? ∈ G with log‖pi(g?)v‖ 6 log cap(v) + ε and reg(g?) 6 κ. Then,
Algorithm 5.1 applied to Fv,κ,ε with robustness parameter R = 4N and
T > 8e2N
√
n
(
log κ+ log
(
1+
C
ε
))
log
(
C
ε
)
iterations returns a group element g ∈ G such that log‖pi(g)v‖ 6 log cap(v) + 3ε.
Proof. We abbreviate F := Fv,κ,ε. By Proposition 3.14 and Lemma 5.3, F is left-K-invariant and a sum
of a 4N(pi)-robust function and a 2-robust function, hence 4N-robust. This shows the first claim.
To prove the second claim, we apply Theorem 5.1 to the function F. The theorem asserts that, if
we run Algorithm 5.1 with robustness parameter R = 4N and a suitable number of iterations, we
obtain a group element g ∈ G such that F(g) 6 F(g?) + ε. The latter implies that
log‖pi(g)v‖ 6 F(g) 6 F(g?) + ε = log‖pi(g?)v‖+ ε
κ
reg(g?) + ε 6 log cap(v) + 3ε,
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as desired. It suffices to bound the number of iterations. Only the case that F(g?) < F(I) is of
interest. Here, Theorem 5.1 asserts that
T > e2DR log
(
F(I) − F(g?)
ε
)
iterations suffice. We first note that, since reg(g) is minimal at g = I,
F(I) − F(g?) 6 log‖v‖− log‖pi(g?)v‖ 6 log ‖v‖cap(v) 6 C. (5.9)
To find a suitable diameter bound D, recall that we need D > 1 as well as (cf. Eq. (5.1))
D > max
F(g)6F(I)
1
2
∥∥log((g?g−1)†(g?g−1))∥∥F. (5.10)
The condition F(g) < F(I) implies that
reg(g) 6 reg(I) + κ
ε
(log‖v‖− log‖pi(g)v‖) 6 2n+ κ
ε
log ‖v‖cap(v) 6 κ
(
1+
C
ε
)
.
In the last step, we used that κ > reg(g?) > 2n (recall that reg is bounded from below by 2n).
As mentioned earlier, this implies that the singular values of g are between κ−1/2(1 + Cε )
−1/2
and κ1/2(1 + Cε )
1/2. We also have reg(g?) 6 κ, which implies that the singular values of g? are
between κ−1/2 and κ1/2. It follows that the singular values of g?g−1 are between κ−1(1+ Cε )
−1/2
and κ(1+ Cε )
1/2, so
1
2
∥∥log((g?g−1)†(g?g−1))∥∥F 6 √n2 log
(
κ2
(
1+
C
ε
))
.
Thus, we choose
D :=
√
n log
(
κ2
(
1+
C
ε
))
,
so that Eq. (5.10) and D > 1 are satisfied. Together with Eq. (5.9), we find that, indeed,
e2DR log
(
F(I) − F(g?)
ε
)
6 e2
√
n log
(
κ2
(
1+
C
ε
))
4N log
(
C
ε
)
6 8e2N
√
n
(
log κ+ log
(
1+
C
ε
))
log
(
C
ε
)
iterations suffice.
Finally, we show that there exist well-conditioned approximate minimizers. Our diameter bounds
are described in terms of the weight margin γ(pi) defined in Definition 3.17, which is the closest the
convex hull of a subset of weights can be to the origin without containing it. The main mathematical
tool in our proof is the gradient flow analyzed in Section 3.5.
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Proposition 5.5 (Diameter bound). Let v ∈ V be a vector with cap(v) > 0 and let ε > 0. Then there
exists a group element g? ∈ G such that log‖pi(g?)v‖ 6 log cap(v) + ε and
reg(g?) 6 2n
( ‖v‖2
2 cap2(v)ε
) 1
γ(pi)
.
Proof. Let v : [0, Tv) → V denote the solution of the gradient flow on its maximal domain of
definition (Definition 3.23). Recall from Item 4 of Proposition 3.24 that v(t) = pi(g(t))v for t ∈ [0, Tv),
where g : [0, Tv)→ G is a solution to the ordinary differential equation
g ′(t) = −2
µ(pi(g(t))v)
‖µ(pi(g(t))v)‖Fg(t) = −2
µ(v(t))
‖µ(v(t))‖Fg(t), g(0) = I. (5.11)
By Corollary 3.26, there is some T < Tv with
T 6 1
4γ(pi)
log ‖v‖
2
2 cap2(v)ε (5.12)
such that, for g? := g(T), we have
log‖pi(g?)v‖ = log‖v(T)‖ 6 log cap(v) + ε.
It remains to verify the bound on reg(g?). We first boundϕ(t) := tr
[
g(t)†g(t)
]
by an ODE argument.
By taking derivatives, using Eq. (5.11),
∂t tr
[
g(t)†g(t)
]
= tr
[
g ′(t)†g(t)
]
+ tr
[
g(t)†g ′(t)
]
= −
4
‖µ(v(t))‖F tr
[
g(t)†µ(v(t))g(t)
]
6 4
‖µ(v(t))‖op
‖µ(v(t))‖F tr
[
g(t)†g(t)
]
6 4 tr
[
g(t)†g(t)
]
.
For the first inequality we used the general fact that |tr[AB]| 6 ‖A‖op tr[B] for any Hermitian
matrix A and positive semidefinite matrix B. Thus, we have shown that ϕ ′(t) 6 4ϕ(t), which
implies that tr
[
g(t)†g(t)
]
= ϕ(t) 6 ϕ(0)e4t = ne4t. Similarly,
∂t tr
[(
g(t)†g(t)
)−1]
= − tr
[(
g(t)†g(t)
)−1
∂t
(
g(t)†g(t)
)(
g(t)†g(t)
)−1]
= − tr
[(
g(t)†g(t)
)−1 (
(g ′(t))†g(t) + g(t)†g ′(t)
)(
g(t)†g(t)
)−1]
=
4
‖µ(v(t))‖F tr
[(
g(t)†g(t)
)−1
g(t)†µ(v(t))g(t)
(
g(t)†g(t)
)−1]
=
4
‖µ(v(t))‖F tr
[
g(t)−1µ(v(t))g(t)−†
]
6 4
‖µ(v(t))‖op
‖µ(v(t))‖F tr
[
g(t)−1g(t)−†
]
6 4 tr
[(
g(t)†g(t)
)−1]
,
so tr
[
(g(t)†g(t))−1
]
6 ne4t. Together, evaluating at t = T , and using Eq. (5.12), we obtain
reg(g?) 6 2ne4T 6 2ne
1
γ(pi) log
‖v‖2
2 cap2(v)ε = 2n
( ‖v‖2
2 cap2(v)ε
) 1
γ(pi)
,
completing the proof.
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We thus obtain the main theorem of this section – a second order optimization algorithm for
minimizing the norm, i.e., approximating the capacity.
Theorem 5.6 (Second order algorithm for norm minimization; general statement of Theorem 1.21).
Let v ∈ V be a vector with cap(v) > 0. Let 0 < ε < 1/2 andC > log(‖v‖/ cap(v)). Set γ := min{γ(pi), 1},
N := max{N(pi), 1/2}, and κ := 2n
(
e2C/2ε
)1/γ. Then, Algorithm 5.1 applied to the function Fv,κ,ε from
Eq. (5.8), robustness parameter R = 4N, and
T > 24e2N
√
n
γ
(
log n
ε
+ C
)
log C
ε
iterations returns a group element g ∈ G such that log‖pi(g)v‖ 6 log cap(v) + 3ε.
Proof. According to Proposition 5.5, there exists g? ∈ G such that log‖pi(g?)v‖ 6 log cap(v) + ε and
reg(g?) 6 2n
( ‖v‖2
2 cap2(v)ε
) 1
γ(pi)
6 2n
(
e2C
2ε
) 1
γ(pi)
6 2n
(
e2C
2ε
) 1
γ
= κ,
where the second inequality holds by the assumption onC. The last inequality follows fromγ(pi) > γ
and e2C/2ε > 1, which holds by the assumption ε 6 1/2.
Nowapply Item2of Proposition 5.4with the elementg?, which asserts thatAlgorithm5.1 applied
to the function Fv,κ,ε and robustness parameter R = 4N returns the desired group element g ∈ G in
a number of iterations at most
8e2N
√
n
(
log 2n+ 1
γ
log e
2C
2ε
+ log
(
1+
C
ε
))
log C
ε
6 24e2N
√
n
γ
(
log n
ε
+ C
)
log C
ε
,
where the inequality is obtained using γ 6 1 and log(1+ C/ε) 6 log(1/ε) + C.
By Corollary 1.17, the second order algorithm described in Theorem 1.21 can also be used to address
the scaling problem.
6 Bounds on weight norms and weight margins
In this section we prove general upper bounds on weight norms and lower bounds on weight
margins. We focus onG = GL(n1)×· · ·×GL(nk) and its subgroups, which capturemany interesting
applications. Note that G can be realized as a symmetric subgroup of GL(L), where L :=
∑k
i=1 ni.
Thus its weights can be viewed as elements of the lattice ZL (see Section 2.3 and Table 2.1). Under
this identification, the Frobenius norm ‖ω‖F of a weightω equals its Euclidean norm ‖ω‖2. We
define the weight matrixM(pi) of a representation pi as the integer matrix of format |Ω(pi)|× Lwhose
rows are labeled and given byΩ(pi), the weights of pi (each weight appears once, irrespective of its
multiplicity in pi). Note that, by the definition of the norm N(pi), we have ‖ω‖2 6 N(pi) for every
rowω ofM(pi).
We first state a simple bound on the weight norm of polynomial representations.
Lemma 6.1 (Weight norm of homogeneous representations). Let pi be a polynomial representation
of GL(n1)× · · · ×GL(nk) that is homogeneous of degree d. Then, N(pi) 6 d.
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Proof. By Proposition 3.10, it suffices to bound the Euclidean norm of any highest weight λ ∈ ZL
corresponding to a homogeneous polynomial representation of degree d. The coefficients of such a
highest weight are non-negative and their sum is d. Thus, ‖λ‖2 6 ‖λ‖1 =
∑L
i=1 λi = d.
Remark 6.2. The weight norm of a representation never increases when we restrict it to a subgroup. In
particular, the bound in Lemma 6.1 also holds when we restrict to subgroups of GL(n1)× · · · ×GL(nk),
such as products of special linear groups or of tori.
We now compute the weight norm for several important applications.
Example 6.3 (Weight norm formatrix and operator scaling). Consider the action ofG = GL(n)×GL(n)
onMat(n) by pi(g, h)M := gMhT . Clearly, pi is polynomial and homogeneous of degree 2, soN(pi) 6 2. In
fact, N(pi) =
√
2 since it is an irreducible representation of highest weight λ = e1 + en+1. The same holds
for the simultaneous left-right action onMat(n)k, since it is a sum of k copies of this representation.
Matrix scaling corresponds to restricting to ST(n)× ST(n) and k = 1, whereas operator scaling as in
Example 1.5 is obtained by restricting to SL(n)× SL(n). Thus, Remark 6.2 shows that N(pi) 6 √2 also
holds for these representations.
Example 6.4 (Weight norm for tensor scaling). Consider the action of G = GL(n1) × · · · × GL(nk)
on V = Cn1 ⊗ · · · ⊗ Cnk by pi(g1, . . . , gk)X := (g1 ⊗ · · · ⊗ gk)X (generalizing Example 1.4). Clearly, pi
is polynomial and homogeneous of degree k, hence N(pi) 6 k by Lemma 6.1. In fact, pi is irreducible with
highest weight λ = e1 + en1+1 + · · ·+ eL−nk+1, hence N(pi) =
√
k by Proposition 3.10. The same holds
for tuples of k-tensors.
In Proposition 6.12 we prove that the weight norm for group representations associated with quivers
satisfies N(pi) =
√
2 (unless the representation is trivial).
In the remainder of this section we will compute bounds on the weight margin. Our main
technical tool for deriving weight margin bounds is the gap of its weight matrixM(pi) (defined
below). The gap can be seen as a condition measure ofM(pi). For several representations of interest,
the weight matrix is totally unimodular (including for quivers, see Proposition 6.12). Such matrices
turn out to have a large gap, which thus implies a large weight margin.
Let A ∈ Rr×L be such that r 6 L and denote by σmin(A) the smallest of the r singular values
of A. It is well known that σmin(A)measures the distance of A to the set of matrices of rank less
than r. In particular, σmin(A) > 0 iff A has (full) rank r. We consider now matricesM ∈ Rs×L with
the property that all of its r× L submatricesMI are either singular or have large σmin(MI). In order
to make this quantitative, we define the gap ofM as follows.
Definition 6.5 (Gap). The gap σ(M) of a matrix M ∈ Rs×L is the minimum of σmin(MI) over
all 1 6 r 6 min(s, L) and all r× L submatricesMI ofM which have rank r.
We can lower bound the weight margin of a representation in terms of the gap of its weight matrix.
Proposition 6.6 (Weight margin lower bound in terms of gap). Let pi be a rational representation
of G = GL(n1)× · · · ×GL(nk) and put L :=
∑k
i=1 ni. Then, γ(pi) > σ(M(pi))L−
1
2 .
Proof. Recall that we view Ω(pi) ⊆ ZL. Let Γ ⊆ Ω(pi) be such that 0 is not contained in the
polytope P := conv(Γ) ⊆ RL. Put σ := σ(M(pi)). We need to show that d(0, P) > σL− 12 with respect
to the Euclidean distance d. It is easy to see that there is a face F of P with d(0, P) = d(0, F) such
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that 0 6∈ aff(F). Let v be the point in aff(F) closest to the origin. Since d(0, F) > d(0, aff(F)) = ‖v‖2,
it suffices to prove that ‖v‖2 > σL− 12 .
Since the face F is the convex hull of a subset of Γ , there existω1, . . . ,ωr ∈ Γ that are affinely
independent and affinely span aff(F). Since 0 6∈ aff(F), it holds that dimaff(F) = r− 1 6 n− 1 and
the ω1, . . . , ωr are in fact linearly independent. Thus, the matrix A ∈ Rr×L with rows ω1, . . . ,
ωr has rank r. Therefore, σmin(A) > σ by the definition of the gap ofM(pi). Note that v is in the
row span of A. Since v is the point in aff(F) closest to the origin, we have that (ωi − v) · v = 0 and
henceωi · v = ‖v‖22 for all i ∈ [r]. Thus, x := ‖v‖−22 v satisfies Ax = 1, where 1 ∈ Rr is the all-ones
vector, and is in the row span of A. With Lemma 6.7 below we conclude that
‖x‖2 6 σ−1‖1‖2 = σ−1r1/2 6 σ−1L1/2.
Therefore, ‖v‖2 = ‖x‖−12 > σL−1/2, which completes the proof.
Lemma 6.7. Let A ∈ Rr×L be of (full) rank r such that all of its singular values are at least ε > 0.
Let y ∈ Rr. Then the unique x ∈ RL in the row span of A such that Ax = y satisfies ‖x‖2 6 ε−1‖y‖2.
Proof. It is easily checked that x = AT (AAT )−1y. We have
‖x‖22 = xTx = yT (AAT )−TAAT (AAT )−1y = yT (AAT )−Ty 6 ‖(AAT )−T‖op‖y‖22.
The smallest nonzero singular value of A equals ‖(AAT )−1‖−1/2op > ε. Therefore, ‖x‖22 6 ε−2‖y‖22
as claimed.
As a consequence, we obtain a general bound that applies to all representations.
Theorem 6.8 (General weight margin lower bound). Let pi be a representation of G = GL(n1)× · · · ×
GL(nk) and put L :=
∑k
i=1 ni. Then, γ(pi) > N(pi)−LL−1.
Proof. By Proposition 6.6, it is sufficient to show that σ(M(pi)) > N(pi)−LL− 12 . Consider a subma-
trix A ∈ Rr×L ofM(pi) of rank r. It is sufficient to prove that σmin(A) > N(pi)−L r− 12 . Using the
formula σmin(A) = ‖(AAT )−1‖−1/2op and noting that ‖(AAT )−1‖op 6 tr
[
(AAT )−1
]
, we see that it is
sufficient to prove that
tr
[
(AAT )−1
]
6 rN(pi)2L. (6.1)
Since the r× rmatrix AAT has integer entries of magnitude at most N(pi)2, we note that
tr
[
AAT
]
= ‖A‖2F 6 rN(pi)2.
The AM-GM inequality, together with the fact that A has integer entries, implies that
1 6 det(AAT ) 6
(1
r
trace(AAT )
)r
6 N(pi)2r. (6.2)
The same bounds hold for the determinants of the principal minors ofAAT . Thus, using the formula
for the inverse of a matrix in terms of its adjugate, we see that each diagonal entry of (AAT )−1 is
upper bounded by N(pi)2(r−1). Therefore,
tr
[
(AAT )−1
]
6 rN(pi)2r
which is the desired inequality (6.1).
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A slight modification to the proof of Theorem 6.8 also gives weight margin lower bounds for
representations of special linear groups. For simplicity we only consider a single SL(n)-factor.
Theorem 6.9 (General weight margin lower bound for SL). Let pi be a representation of GL(n) that is
homogeneous of degree d. Denote by pi0 its restriction to SL(n). Then, γ(pi0) > N(pi)−nn−3/2.
Proof. The weights of the SL(n)-representation pi0 are given by the orthogonal projections of the
weights of the GL(n)-representation pi onto the subspace of Rn consisting of vectors that sum
to zero. Since
∑n
i=1ωi = d for any weight ω of pi, this orthogonal projection can be calculated
as ω − (d, . . . , d)/n. Thus, the weight matrixM(pi0) is given byM(pi) − dn1|Ω(pi)|1
T
n. We claim
thatM(pi0) has gap at least N(pi)−nn−3/2.
To prove this, let A be an r × r submatrix ofM(pi0) of rank r and proceed as in the proof of
Theorem 6.8. BecauseM(pi0) is not integral, the first inequality in Eq. (6.2) does not hold, but wemay
write A = B+ dn1r1
T
r where B is integral (it is the corresponding submatrix ofM(pi)). Thus, by the
rank-one update formula for the determinant, det(AAT ) = |det(A)|2 = |det(B) + dn1
T
r adj(B)1r|2
where adj(B) denotes the adjugate matrix of B. As A is nonsingular, |det(A)|2 > 0, but det(B)
and adj(B) are integral, so |det(A)| > 1/n. Now we have
1
n2
6 det(AAT ) 6
(1
r
trace(AAT )
)r
6 N(pi0)2r.
Following the rest of the proof of Theorem 6.8, we find that each diagonal entry of (AAT )−1 is
bounded by n2N(pi)2(r−1) which yields σmin(A) > N(pi)−n r−
1
2n−1. This implies thatM(pi0) has
gap at least N(pi)−nn−3/2.
When the weight matrix is totally unimodular one can prove much better bounds. Recall that
an integer matrix is called totally unimodular if all its subdeterminants are 0, 1, or −1. We first show
that totally unimodular matrices have a large gap.
Lemma 6.10. A totally unimodular matrixM ∈ Rs×L satisfies σmin(M) > L−1.
Proof. It suffices to show that a totally unimodular matrix A ∈ Rr×L of rank r 6 L satisfies σ(A) >
r−1. The smallest singular value of A equals the minimum of ‖ATy‖2/‖y‖2 over all nonzero y ∈
Rr. Let A ′ be an invertible r × r submatrix of A. By the total unimodularity of A, we have
that det(A ′) = ±1. For y ∈ Rr, we put x := ATy ∈ RL. Then x ′ := (A ′)Ty is a subvector of x and
hence ‖x ′‖2 6 ‖x‖2. It is thus sufficient to show that ‖x ′‖2 > r−1‖y‖2. Solving x ′ = (A ′)Ty by
Cramer’s rule we get that, for all i ∈ [r],
yi =
det(Bi)
det(A ′) = ±det(Bi),
whereBi is thematrix obtainedby replacing the ith columnof (A ′)T with thevectorx ′. Byperforming
the Laplace expansion with respect to the ith column of Bi, using the total unimodularity of A, we
get |yi| = |det(Bi)| 6 ‖x ′‖1. Hence, ‖y‖2 6
√
r‖x‖1 6 r‖x ′‖2, as claimed.
The next corollary follows immediately from Proposition 6.6 and Lemma 6.10.
Corollary 6.11 (Weight margin lower bound for totally unimodular weight matrices). Let pi be a
rational representation of G = GL(n1)× · · · ×GL(nk) and put L :=
∑k
i=1 ni. If the weight matrixM(pi)
is totally unimodular then γ(pi) > L− 32 .
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We now discuss an important class of examples where the weight matrix is totally unimodular.
Proposition 6.12 (Weight margin and norm for quivers). Consider a quiver Q with vertex set Q0 and
edge set Q1, and let n = (nx)x∈Q0 be a vector of natural numbers. Let pi denote the representation of G =∏
x∈Q0 GL(nx) on V =
⊕
a : x→y∈Q1 Mat(ny, nx) associated with the quiver Q and dimension vector n,
as in Example 1.3. Then, pi has a totally unimodular weight matrix. In particular, γ(pi) > (
∑
x∈Q0 nx)
−3/2.
Moreover, N(pi) =
√
2 unless the representation is trivial (there are only self-loops and all nx = 1).
Proof. We will use the well-known fact that the incidence matrix of a directed graph is totally
unimodular (see, e.g., [Sch86, §19.3, Example 2]). Recall that the incidence matrix of a directed
graph with vertex set [L] andm edges is defined as them× Lmatrix with one row ei − ej for each
edge (i, j). Here, ei ∈ Rn denotes the ith standard basis vector.
Set L :=
∑
x∈Q0 nx. It will be convenient to identify Z
L ∼=
⊕
x∈Q0 Z
nx and denote the standard
basis vectors by ex,i for x ∈ Q0 and i ∈ [nx]. For a : x → y ∈ Q1, i ∈ [ny], and j ∈ [nx], let Eai,j
denote the vector in V =
⊕
a : x→y∈Q1 Mat(ny, nx) obtained by putting the basis matrix Ei,j (with
all entries zero except for a one in position i, j) in the place correspond to the edge a and zero
matrices elsewhere. Then, Eai,j is a weight vector of weight ey,i − ex,j, and by varying a, i, j, we
obtain a basis of weight vectors. Thus,
Ω(pi) =
{
ey,i − ex,j : i ∈ [ny], j ∈ [nx], a : x→ y ∈ Q1
}
. (6.3)
Clearly, the corresponding weight matrix equals the incidence matrix of a directed graph with
vertex set {(x, j) : x ∈ Q0, j ∈ [nx]} ∼= [L], where we put an edge (x, j)→ (y, i) whenever there exists
an edge a : x→ y ∈ Q1 and, if x = y, i 6= j. Using the before-mentioned fact we conclude that the
weight matrix is unimodular. The bound on the weight margin then follows from Corollary 6.11.
The statement about the weight norm is obvious from Eq. (6.3).
Proposition 6.12 imply that the following three important families of representations have inverse
polynomial weight margins.
Corollary 6.13. The following three families of representations have totally unimodular weight matrix.
1. Simultaneous conjugation of GL(n) on Mat(n)k (Example 1.7). Thus, γ(pi) > n−3/2.
2. Generalized Kronecker quiver actions ofGL(n)2 onMat(n)k (Example 1.6). Thus, γ(pi) > (2n)−3/2.
3. The action ofGL(n)3 onMat(n)2 underlyingHorn’s problem (Example 1.2). Thus, γ(pi) > (3n)−3/2.
Moreover, each of these representations are either trivial or have N(pi) =
√
2.
For further illustration, we discuss the weight margin for operator and matrix scaling. The
weights for the action of GL(n)×GL(n) from Example 6.3 are given by {ei + en+j : i, j ∈ [n]}. To
model operator and matrix scaling we need to restrict the group action toG = SL(n)×SL(n) and its
maximal commutative subgroup TG = ST(n)×ST(n), respectively. The set of weights is the same in
both cases (since the very notion of a weight always refers to the maximal commutative subgroup)
and can be obtained as the orthogonal projection of the weights for the GL(n)×GL(n)-action onto
the subspace of R2n of vectors whose first n and last n components both sum to zero. Namely:
Ω(pi) =
{
ei + en+j −
1
n
∑2n
k=1 ek
∣∣∣ i, j ∈ [n]}
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We claim that the weight margin, which is thus likewise the same for matrix and for operator
scaling, can be lower-bounded as follows:
γ(pi) > n−3/2 (6.4)
This bound can be obtained directly by modifying the proof of Lemma 6.10 analogously to how
the proof of Theorem 6.8 is modified to obtain Theorem 6.9, but the bound for the commutative
case was already present in the literature. Indeed, recall that in the commutative case we know
that the weight margin is the largest constant C > 0 with the following property: If ‖µ(v)‖F < C
then v is not in the null cone (cf. Remark 3.20). In [LSW98, Lemma 5.2] it is shown that, for matrix
scaling, this statement holds for C = n−3/2. Thus, Eq. (6.4) follows. For operator scaling, this
bound appears in [Gur04a, Prop. 2.4], but in different language.
7 Explicit algorithms for GL(n) and SL(n)
In this section we specialize our results and design concrete scaling algorithms for homogeneous
polynomial actions of GL(n) and SL(n) with explicit running time bounds. Our algorithms take as
input vectors in a Gelfand-Tsetlin basis, and we review its construction in Section 7.1. In Section 7.2
we prove upper bounds on the coefficients of invariant polynomials. We use these in Section 7.3
to obtain a priori lower bounds for capacities. The capacity lower bounds in turn are used in
Section 7.4 to give explicit running time bounds for our algorithms.
7.1 Construction of the Gelfand-Tsetlin basis
Up to isomorphism, the irreducible representations piλ : GL(n)→ GL(Vλ) of GL(n) are labeled by
their highest weight, which are integers vectors λ ∈ Zn with λ1 > · · · > λn (cf. Section 2.3).
If λn > 0 then λ can be identified with a partition. In this case, piλ is a polynomial representation.
That is, the matrix entries of piλ(g) in any basis of the representation space Vλ are homogeneous
polynomial functions of degree d =
∑n
i=1 λi in the matrix entries gi,j of the group element g ∈
GL(n). The restriction to polynomial irreducible representations is essentially without loss of
generality. This is because piλ ⊗ detk ∼= pi(λ1+k,...,λn+k), which means that shifting the highest
weight by the all-ones vectors amounts to tensoring with powers of the determinant (which itself is
a one-dimensional irreducible representation of degree n). Moreover, the irreducible representation
of SL(n) are parametrized by highest weights λmodulo this shift.
The Gelfand-Tsetlin basis is a particularly convenient basis of Vλ [Mol06]. Here, the action is given
by rational functions with rational coefficients. Moreover, the group action, Lie algebra action, and
moment map can be computed in polynomial time when working in this basis [Bür00, BCMW17].
This makes it ideally suited as an input format for our algorithms. We caution that the Gelfand-
Tsetlin basis is in general not orthonormal with respect to the U(n)-invariant inner product that we
use throughout the paper (e.g., to define the capacity). Thus the U(n)-invariant norm is not the
same as the Euclidean norm in this basis (see Lemma 7.2 below).
We now show how, given λ, to construct the representation in the Gelfand-Tsetlin basis. The
basis elements of the target vector space Vλ will be indexed by patterns, which are arrays Λ = (λi,j)
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satisfying some additional properties. They are often depicted as follows:
λn,1 > λn,2 > . . . > λn,n
λn−1,1 > . . . > λn−1,n−1
. . . . . .
λ1,1
> > >>
>
>
>
>
>
Formally, we say Λ = (λi,j)i∈[n],j∈[i] is a pattern associated with λ if
• The upper row coincides with λ, i.e., λn,j = λj for j ∈ [n], and
• The following betweenness conditions hold for 2 6 i 6 n and 1 6 j 6 i− 1:
λi,j > λi−1,j > λi,j+1
That is, Λweakly decreases along both southeast and northeast diagonals.
Let Pλ denote the set of all patterns associated with λ. Now, define Vλ = CPλ , the vector space
with basis vectors ξΛ labeled by the pattern Λ ∈ Pλ. The dimensionmλ := dimVλ is then |Pλ|. We
frequently identify Vλ with Cmλ by putting the patterns in decreasing lexicographic order.
We now describe how to define the Lie algebra representation ΠΛ : Mat(n)→ L(Vλ), where we
recall that Mat(n) is the Lie algebra of GL(n). Recall that a Lie algebra representation is a linear map
that satisfies Π([X, Y]) = [Π(X), Π(Y)] for all X, Y ∈ Mat(n). By linearity, it is enough to define Πλ
on the basis matrices Ei,j ∈Mat(n)which are all zeroes apart from the i, j entry, which is one. In
fact, we need only define Π on Ei,i for i ∈ [n] as well as on Ei,i+1 and Ei+1,i for i ∈ [n− 1]. This is
because any other Ei,j can be obtained as an (|i − j| − 1)-fold commutator of Ei,i+1’s or Ei+1,i’s.
Theorem 2.3 of [Mol06] asserts that the following defines a Lie algebra representation of Mat(n):
Π(Ei,i)ξΛ :=
 i∑
j=1
λi,j −
i−1∑
j=1
λi−1,j
 ξΛ,
Π(Ei,i+1)ξΛ := −
i∑
j=1
(li,j − li+1,1) · · · (li,j − li+1,i+1)
(li,j − li,1) · · ·∨ · · · (li,j − li,i) ξΛ+δi,j ,
Π(Ei+1,i)ξΛ :=
i∑
j=1
(li,j − li−1,1) · · · (li,j − li−1,i−1)
(li,j − li,1) · · ·∨ · · · (li,j − li,i) ξΛ−δi,j ,
(7.1)
where li,j := λi,j − j+ 1. The arrays Λ± δi,j are obtained from Λ by replacing λi,j by λi,j ± 1. The
symbol ∨ indicates that the zero factor in the denominator is skipped. We set ξΛ := 0 if the array Λ
is not a pattern associated with λ.
The representation piλ : GL(n)→ GL(Vλ) of the group GL(n) can be defined by exponentiation,
i.e., piλ(eX) := eΠ(X) for X ∈ Mat(n). The basis {ξΛ}Λ∈Pλ of Vλ is called the Gelfand-Tsetlin basis
for piλ. Then, piλ is an irreducible representation of GL(n)with highest weight λ and highest weight
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vector ξ := ξΛ, associated with the pattern Λi,j := λj. As mentioned earlier, the matrix entries
of piλ(g) in the Gelfand-Tsetlin basis are rational functions with rational coefficients in the matrix
entries of g. When λ is a partition, the matrix entries are in fact polynomialswith rational coefficients.
In Theorem 7.7 we prove explicit bounds on the coefficients. These will be obtained by lifting the
following bounds on the Lie algebra representation of the basis matrices:
Lemma 7.1. Let λ be a partition of d with at most n parts. Let Π : GL(n) → GL(mλ) be the Lie
algebra representation in the Gelfand-Tsetlin basis, where we identify Vλ ∼= Cmλ using the lexicographic
order. Then Π(Ei,i) is diagonal for all i ∈ [n]. Moreover, there exist positive integers β 6 R, where R =
eO(n
3 log(λ1+n)), such that the entries of βΠ(Ei,j) are integers of absolute value at most R for all i, j ∈ [n].
Proof. Wefirst focus onΠ(Ei,i+1), which is defined inEq. (7.1). Defineβi,i+1 :=
∏
16j6=k6i|li,j−li,k|.
Then, βi,i+1 as well as all entries of βi,i+1Π(Ei,i+1) are integers bounded in absolute value
by (λ1 + n)n
2 . Next consider Π(Ei,j) for j > i+ 1. Note that Ei,j = [Ei,j−1, Ej−1,j], which implies
that Π(Ei,j) = [Π(Ei,j−1), Π(Ej−1,j)] because Π is a Lie algebra representation. We can thus
write Π(Ei,j) as an iterated commutator of Π(Ei,i+1), Π(Ei+1,i+2), . . . , Π(Ej−1,j). In particular,
this shows that Π(Ei,j) is strictly upper-triangular. As an iterated commutator, Π(Ei,j) is a sum
of at most 2n terms of the form Π(Eσ(i),σ(i)+1) · · ·Π(Eσ(j−1),σ(j−1)+1), where σ is a permutation
of {i, i+ 1 . . . , j− 1}. Because the patterns appearing with nonzero coefficient in Π(Ek,k+1)ξΛ differ
from ξΛ in the kth row of Λ and nowhere else, the coefficient of each pattern appearing in
Π(Eσ(i),σ(i)+1) · · ·Π(Eσ(j−1),σ(j−1)+1)ξΛ
may be written as a product of entries of Π(Ek,k+1) for k = i, . . . , j− 1. Define β := β1,2 · · ·βn−1,n.
Then, β is a common denominator of Π(Ei,j) for all j > i. Moreover, β and all entries of
βΠ(Eσ(i),σ(i)+1) · · ·Π(Eσ(j−1),σ(j−1)+1)
are integers bounded in absolute value by (λ1 + n)n
2(n−1). It follows that, for all j > i, βΠ(Ei,j) is
an integer matrix with entries bounded in absolute value by R := 2n(λ1 + n)n
3
= eO(n
3 log(λ1+n)).
A completely analogous argument establishes the same bound when i > j.
Finally, consider Π(Ei,i). Using Eq. (7.1) and the betweenness conditions, each entry of Π(Ei,i)
can be upper bounded by λi,1 6 λ1. Thus, for all i, the entries of βΠ(Ei,i) are certainly bounded
by R. This concludes the proof.
An important object in our setup is the U(n)-invariant inner product 〈·, ·〉 on Vλ, which is
unique up to a positive scalar. We will fix it by demanding that ‖ξ‖ = 1. Proposition 2.4 of [Mol06]
computes this inner product explicitly:
〈ξΛ, ξΛ ′〉 = δΛ,Λ ′
n∏
k=2
∏
16i6j<k
(lk,i − lk−1,j)!
(lk−1,i − lk−1,j)!
∏
16i<j6k
(lk,i − lk,j − 1)!
(lk−1,i − lk,j − 1)!
. (7.2)
Thus, the Gelfand-Tsetlin basis is orthogonal, but not necessarily orthonormal. This means that
the U(n)-invariant norm ‖·‖ (which underlies our basic setup and computational problems) need
not be the same as the Euclidean norm ‖·‖2 on Vλ = CPλ (which is more directly related to the
input size of our explicit algorithms in this section). The following lemma compares the two norms
when λ is a partition.
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Lemma 7.2. Let λ be a partition of d > 0 with at most n parts, and let v ∈ Vλ = CPλ . Then,
‖v‖2 6 ‖v‖ 6 end log(nd)‖v‖2,
where ‖·‖2 denotes the Euclidean norm and ‖v‖ denotes the U(n)-invariant norm.
Proof. It is enough to show that 1 6 ‖ξΛ‖ 6 eO(nd log(nd) for any Λ ∈ P. The lower bound follows
from Eq. (7.2) using the betweenness conditions. The upper bound can be obtained using Eq. (7.2)
as follows. We first bound the left-hand product:
n∏
k=2
∏
16i6j<k
(lk,i − lk−1,j)!
(lk−1,i − lk−1,j)!
6
n∏
k=2
∏
16i6j<k
(lk,i − lk−1,j)
lk,i−lk−1,i
6
n∏
k=2
∏
16i6j<k
(λ1 + n)
lk,i−lk−1,i =
∏
16i6j<n
(λ1 + n)
ln,i−lj,i
=
∏
16i6j<n
(λ1 + n)
λn,i−λj,i 6
∏
16i6j<n
(λ1 + n)
λn,i
6
∏
16i<n
(λ1 + n)
nλn,i 6 (λ1 + n)nd 6 end log(nd).
We can similarly bound the right-hand product:
n∏
k=2
∏
16i<j6k
(lk,i − lk,j − 1)!
(lk−1,i − lk,j − 1)!
6
n∏
k=2
∏
16i<j6k
(lk,i − lk,j − 1)
lk,i−lk−1,i
6
n∏
k=2
∏
16i<j6k
(λ1 + n)
lk,i−lk−1,i 6 end log(nd),
where the last inequality follows as above. Together, we obtain that ‖ξΛ‖ 6 end log(nd).
We will say that a representation pi : GL(n)→ GL(m) is given in a Gelfand-Tsetlin basis if pi is a
direct sum of irreducible representations each of which is given in a Gelfand-Tsetlin basis as defined
above. That is, pi = ⊕si=1piλi and we identify Vλ =
⊕s
i=1 Vλi
∼= Cm by using the Gelfand-Tsetlin
basis in each irreducible summand. Up to isomorphism, any finite-dimensional representation
of GL(n) is of this form. If we demand that the λi are partitions then pi is polynomial, and any
finite-dimensional polynomial representation of GL(n) is of this form. Any finite-dimensional
representation of SL(n) can be obtained by restricting such a pi. We will say that a representation
of SL(n) is given in a Gelfand-Tsetlin basis if it is obtained in this way. It is clear that Lemmas 7.1 and 7.2
extend naturally to such representations. Our algorithms will take their input in a Gelfand-Tsetlin
basis.
7.2 Coefficient upper bounds
Next, we prove upper bounds on the coefficients of the polynomials defining the matrix entries of a
representation. This is a basis-dependent notion, so we assume that V = Cm, corresponding to a
choice of (not necessarily orthonormal) basis. We first introduce some notation.
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Definition 7.3 (Degree, homogeneous, coefficient size). Let pi : GL(n) → GL(m) be a polynomial
representation, i.e., all matrix entries pik,l(g) = 〈ek, pi(g)el〉 of the representation are polynomials in the
matrix entries of the group element g ∈ GL(n).
• We define the degree d(pi) of pi as the maximal degree of the polynomials pik,l.
• We say that pi is homogeneous if all nonzero pik,l are homogeneous of the same degree, namely d(pi).
• We define the coefficient size of pi as the least positive integer R = R(pi) such that there is α ∈ [R] such
that all αpik,l have integer coefficients of absolute value at most R (that is, R bounds the numerators and
common denominator of all coefficients for all entries). Set R(pi) :=∞ if not all coefficients are rational.
The following lemma is useful to bound coefficient sizes.
Lemma 7.4. Let p1, . . . , p` be nonzero polynomials in variables X1, . . . , XN. Suppose each pj has degree dj
and integer coefficients bounded in absolute value by Rj. Then p :=
∏`
i=1 pi is a polynomial of degree
d = d1 + · · ·+ d` and has integer coefficients bounded in absolute value by
R1 · · ·R`min
{(
1+
d
N
)N(`−1)
, `d
}
.
Proof. It is clear that the degree of p is equal to d1 + · · ·+ d`. To see the bound on its coefficients,
write p and pj as sums of monomials, say, p =
∑
ω pωX
ω and pj =
∑
ω p
(j)
ω X
ω. Then, using that
the coefficients of pj are bounded in absolute value by Rj,
|pω| =
∣∣∣∣∣∣
∑
ω(1)+...+ω(`)=ω
p
(1)
ω(1)
· · ·p(`)
ω(`)
∣∣∣∣∣∣ 6 R1 · · ·R`
∣∣∣∣∣∣
∑
ω(1)+...+ω(`)=ω
1
∣∣∣∣∣∣
= R1 · · ·R`
N∏
i=1
(
ωi + `− 1
ωi
)
6 R1 · · ·R`
N∏
i=1
min
{
(ωi + 1)
`−1, `ωi
}
,
where the last inequality follows from the bound
(
k+`−1
k
)
6 min{(k+ 1)`−1, `k}. To finish, note that∏N
i=1 `
ωi = `
∑N
i=1ωi = `d and, by the AM-GM inequality,
∏N
i=1(ωi + 1) 6 (
∑N
i=1(ωi + 1)/N)
N =
(1+ d/N)N. Thus, the coefficients of p are bounded in absolute value as claimed.
Next, we show how coefficient sizes behave under direct sums and tensor products.
Lemma 7.5 (Direct sums and tensor products). Let ρ1 : GL(n)→ GL(m1), ρ2 : GL(n)→ GL(m2),
and ρ : GL(n)→ GL(m) be polynomial representations. Then:
1. The direct sum representationpi := ρ1⊕ρ2 : GL(n)→ GL(m1+m2) has degreed(pi) = d(ρ1)d(ρ2)
and coefficient size R(pi) 6 R(ρ1)R(ρ2).
2. The tensor product representation pi := ρ1 ⊗ ρ2 : GL(n) → GL(m1m2) has degree d(pi) =
d(ρ1) + d(ρ2) and coefficient size
R(ρ1 ⊗ ρ2) 6 R(ρ1)R(ρ2)min
{(
1+
d(ρ1 ⊗ ρ2)
n2
)n2
, 2d(ρ1⊗ρ2)
}
.
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3. For ` ∈ N, the tensor power representation pi := ρ⊗` = ρ ⊗ · · · ⊗ ρ : GL(n) → GL(m`) has
degree d(pi) = `d(ρ) and coefficient size R(pi) 6 R(ρ)```d(ρ).
Proof. The first statement is clear. The other two follow from Lemma 7.4 with N = n2.
We now aim to bound the coefficient size for representations in a Gelfand-Tsetlin basis. Our
main tool is the following result which allows lifting coefficient bounds from Lie algebra to Lie
group representations.
Proposition 7.6 (Lifting coefficient bounds). Let pi : GL(n)→ GL(m) be a homogeneous polynomial
representation of degree d > 0. Let Π : Mat(n)→Mat(m) denote its Lie algebra representation and suppose
Π(Ei,i) is diagonal for all i ∈ [n]. Let β 6 R be positive integers such that the entries of βΠ(Ei,j) are
integers of absolute value at most R for all i, j ∈ [n]. Then, the entries of pi(g) are polynomials with rational
coefficients in the entries of g ∈ GL(n), and R(pi) = R2meO(mn3d log(mnd)).
Proposition 7.6 is proved in Appendix A. As a consequence, we obtain the following fundamental
bound on the coefficient size of representations in a Gelfand-Tsetlin basis.
Theorem 7.7 (Coefficient size in Gelfand-Tsetlin basis). Let pi : GL(n) → GL(m) be a polynomial
representation of degree d > 0 given in a Gelfand-Tsetlin basis. Then, the entries of pi(g) are polynomials
with rational coefficients in the entries of g ∈ GL(n), and R(pi) = eO(mn3d log(mnd)).
Proof. Wehave, pi = ⊕si=1piλi , where eachpiλi is a homogeneous polynomial representation of degree
at most d in a Gelfand-Tsetlin basis. Letmi := mλi denote the dimension of piλi . By Lemma 7.1
and Proposition 7.6, we have R(piλi) = eO(min
3d log(mind)). Thus, by Item 1 of Lemma 7.5, we
have R(pi) 6
∏s
i=1 R(piλi) = e
O(mn3d log(mnd)), where we used thatm =
∑s
i=1mi.
7.3 Capacity lower bounds
We now prove capacity lower bounds for vectors of bounded bit complexity in a representation.
Apart from the coefficient bounds from Section 7.2, we also need upper bounds on the degree
and coefficients of invariant polynomials. As motivated in Sections 1.4 and 1.6, it is convenient to
work with the subgroup SL(n) of GL(n). We shall say that a representation pi : SL(n)→ GL(V) is
polynomial of degreed(pi) and coefficient sizeR(pi) if it is the restriction of a polynomial representation
of GL(n)with this degree and coefficient size. We first borrow the following version of Derksen’s
general degree bound [Der01, Proposition 2.1].
Proposition 7.8 (Degree bound, [Der01]). Let pi : SL(n) → GL(V) be a polynomial representation of
degree d and let v ∈ V such that cap(v) > 0 (i.e., v is not in the null cone). Then there exists a nonconstant
homogeneous invariant polynomial p on V of degree at most ndn2−1 such that p(v) 6= 0.
Next we recall the following coefficient bound for invariant polynomials [BGO+17, Theorem 7.10].
Proposition 7.9 (Coefficient bound for SL(n)-invariants, [BGO+17]). Let pi : SL(n) → GL(m) be
a homogeneous polynomial representation of degree d > 0 and coefficient size R = R(pi), and let D > 0.
Then the space of invariant polynomials on V of degree D is spanned by invariant polynomials with integer
coefficients bounded in absolute value by eO(D log(Rm)+dD log(Ddn)).
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As a consequence, we obtain the following lower bound on the `2-norm of arbitrary scalings in
terms of the coefficient size of the representation. The proof is very similar to the one of [BGO+17,
Theorem 7.12], but our analysis gives a slightly better dependence on d.
Proposition 7.10 (`2-norm lower bound). Let pi : SL(n) → GL(m) be a homogeneous polynomial
representation of degree d > 0 and coefficient size R = R(pi). If v ∈ Z[i]m is a vector with cap(v) > 0,
− inf
g∈SL(n)
log ‖pi(g)v‖2 = O
(
log(Rm) + d log(n) + n2d log(d)
)
.
Proof. According to Proposition 7.8, there exists a homogeneous invariant polynomial p on V of
degree 1 6 D 6 ndn2−1. By Proposition 7.9, wemay assume that p has integer coefficients bounded
in absolute value by L = eO(D log(Rm)+dD log(Ddn)). Then,
1 6 |p(v)| = |p(pi(g)v)| 6 mDL‖pi(g)v‖D∞ 6 mDL‖pi(g)v‖D2 ,
where we first used that p(v) ∈ Z[i], then the invariance of p, and finally that p is a sum of at most(
D+m−1
M−1
)
6 mD monomials with coefficients of bounded in absolute value by L. As a consequence,
‖pi(g)v‖−12 6 mL1/D = eO(log(Rm)+d log(n)+n
2d log(d)),
which gives the desired bound.
When using a Gelfand-Tsetlin basis, we can compare the `2-norm with the U(n)-invariant norm by
using Lemma 7.2. Together with Proposition 7.10 and the bound on R(pi) from Theorem 7.7 we
thus obtain the following fundamental capacity lower bound for SL(n)-actions. As discussed in
Section 1.6, the restriction to SL(n) is without loss of generality for homogeneous representations.
Corollary 7.11 (Capacity lower bound). Let pi : SL(n) → GL(m) be a homogeneous polynomial
representation of degreed > 0 given in aGelfand-Tsetlin basis. Let v ∈ Z[i]m be a vector such that cap(v) > 0.
Then,
− log cap(v) = O
(
mn3d log(mnd)
)
.
Proof. By Lemma 7.2, any lower bound on the `2-norm is also a lower bound on the U(n)-invariant
norm. Thus, Proposition 7.10 and the bound on R(pi) from Theorem 7.7 show the desired bound.
We now prove an analogous result for p-capacities associated with GL(n)-actions. As discussed
in Sections 1, 2.3 and 3.6, the moment polytope ∆(v) is naturally a subset of C(n) = {p ∈ Rn :
p1 > · · · > pn}, see Table 2.1. In fact, when pi : GL(n) → GL(V) is a homogeneous polynomial
representation of degree d then ∆(v) is necessarily contained in
∆d(n) :=
{
p ∈ Rn : p1 > · · · > pn > 0,
n∑
i=1
pi = d
}
⊆ C(n),
and so we only consider target points p ∈ ∆d(n).
Theorem 7.12 (p-capacity lower bound). Let pi : GL(n) → GL(m) be a homogeneous polynomial
representation of degree d > 0 given in a Gelfand-Tsetlin basis. Let p ∈ Qn ∩ ∆d(n) and let ` be a positive
integer such that `p ∈ Zn. If v ∈ Z[i]m is a vector such that capp(v) > 0 then
− log capp(v) = O
(
mn3d log(`mnd)
)
.
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Proof. Set λ := `p. By Eq. (3.20), capp(v)` = cap(v⊗` ⊗ vλ∗), where the right-hand side capacity is
computed in the GL(n)-representation Sym`(Cm)⊗ Vλ∗ . The latter representation has degree zero,
so the capacity does not change when taken over SL(n) rather than GL(n). This in turn allows
us to replace λ∗ by µ := λ∗ + (λ1, . . . , λ1), since shifting by multiples of the all-ones vector does
not change the representation with respect to SL(n). Since µ is a partition, it corresponds to a
homogeneous polynomial representation of degree r := nλ1 − `d. Thus, capp(v)` = cap(v⊗` ⊗ vµ),
where the right-hand side capacity is computed in the SL(n)-representation Sym`(Cm)⊗ Vµ.
We could now work in the Gelfand-Tsetlin basis of Vµ and apply Corollary 7.11, but the
resulting capacity lower bounds scale poorly with `. Instead, we shall realize piµ using Weyl’s
construction (see Chapter 6 of [FH13]) as a subrepresentation of τ⊗r : SL(n) → GL((Cn)⊗r),
where τ : SL(n) → GL(n) is the defining representation. We can use the Euclidean norm as the
unitarily invariant norm ‖·‖ on (Cn)⊗r. A unit norm highest weight vector of piµ is then given
by vµ := wµ/‖wµ‖, where
wµ :=
n⊗
i=1
(e1 ∧ · · ·∧ ei)⊗(µi−µi+1) ∈ (Cn)⊗r.
Here, ∧means to antisymmetrize without averaging, so that wµ is a vector with integer coefficients
in the standard tensor product basis. Note that ‖wµ‖ 6
√
nr because wµ is a linear combination of
some subset of standard basis vectors with coefficients ±1. We now have
log capp(v) =
1
`
log cap
(
v⊗` ⊗ wµ‖wµ‖
)
> 1
`
log cap
(
v⊗` ⊗wµ
)
−
r
2`
logn. (7.3)
Clearly, the capacity is unchanged when computed in the larger representation ρ := pi⊗` ⊗ τ⊗r
on (Cm)⊗` ⊗ (Cn)⊗r. To lower-bound it, note that v⊗` ⊗wµ is a Gaussian integer vector in the
standard tensor product basis of the latter space, which has dimensionm`nr. Next, note that ρ has
degree d(ρ) = `d+ r = nλ1 6 `nd. Its coefficient size can be upper-bounded as follows:
R(ρ) 6 R(pi⊗`)R(τ⊗r)2nλ1 6 R(pi)```dR(τ⊗r)2nλ1 = eO(`mn3d log(`mnd)),
where we first used Item 2 and then Item 3 of Lemma 7.5; the last inequality follows from R(τ⊗r) = 1
(which holds by direct inspection) and the bound from Theorem 7.7. Finally, by Lemma 7.2 and
since we use the Euclidean norm as the unitarily invariant norm on (Cn)⊗r, we obtain the following
capacity lower bound from Proposition 7.10:
− log cap
(
v⊗` ⊗wµ
)
= O
(
`mn3d log(`mnd) + log(m`nr) + `nd log(n) + n2`nd log(`nd)
)
Combining the above with Eq. (7.3) and using r 6 `nd yields the desired bound.
We discussed in Section 3.6 that p ∈ ∆(v) if and only if capp(pi(g)v) > 0 for generic g ∈ G, see
Eq. (3.21). This motivates proving a p-capacity lower bound for random elements in the orbit
of v. To start, we need an effective version of the equivalence statement. Such a result appeared
in [BFG+18] for the tensor action. The proof extends to the more general setting by applying
Derksen’s degree bound in greater generality.
Proposition 7.13 (Effective version ofMumford’s theorem). Let pi : GL(n)→ GL(V) be a homogeneous
polynomial representation of degree d > 0 and let v ∈ V . Let p ∈ Qn ∩∆d(n) and let ` be a positive integer
such that `p ∈ Zn. Then the set of group elements g ∈ GL(n) such that capp(pi(g)v) = 0 is (as a subset
of GL(n)) defined by the zero set of polynomials of degree at most (`nd)n2 in the matrix entries gi,j.
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Proof. Recall from the proof of Theorem 7.12 that capp(v)` = cap(v⊗` ⊗ vµ), where the right-
hand side capacity is computed in the SL(n)-representation onW := Sym`(Cm)⊗ Vµ, with µ :=
λ∗ + (λ1, . . . , λ1). Note that the latter representation is polynomial of degree λ1n 6 `nd. Thus, it
follows from Proposition 7.8 that there exist homogeneous SL(n)-invariant polynomials pk onW
of degree at most D := n(`nd)n2−1 such that capp(v) = 0 if and only if pk(v⊗` ⊗ vµ) = 0 for all k.
Thus, capp(pi(g)v) = 0 if and only if p˜k(g) = 0 for all k, where p˜k(g) := pk((pi(g)v)⊗` ⊗ vµ) is a
polynomial of degree at most d`D = (`nd)n2 in the matrix entries gi,j.
Lastly, we need to constrain the bit complexity of the vertices of the moment polytopes.
Proposition 7.14. Let pi : GL(n)→ GL(V) be a homogeneous polynomial representation of degree d > 0
and let v ∈ V . Then, every vertex q of ∆(v) is rational and `q ∈ Zn for some integer 1 6 ` 6 n3n/2dn2−n.
Proof. The moment polytope ∆(v) can be written as the intersection of the positive Weyl cham-
ber C(n) (see Table 2.1) and finitely many polytopes ∆i with vertices inΩ(pi) [Fra02]. Note that any
x ∈ Ω(pi) is integral and satisfies ‖x‖2 6 d by Proposition 3.10 and Lemma 6.1.
We claim that ∆ ′ :=
⋂
i∆i can be defined as the intersection of halfspaces bounded by
hyperplanes passing through n affinely independent points x ∈ Zn with ‖x‖2 6 d. Clearly, it
is enough to show that each ∆i has this property. Indeed, if ∆i has maximal dimension, the
hyperplanes spanning its faces suffice. Otherwise, if ∆i is of dimension k < n, there is a set S of at
most n − k points from {e1, . . . , en} so that ∆ ′i := conv(∆i ∪ S) is of full dimension. Then ∆i is a
face of ∆ ′i, and so a subset of hyperplanes defining ∆ ′i defines ∆i.
Next, we claim that∆(v) = C(n)∩∆ ′ can be defined as the intersection of halfspaces bounded by
affine hyperplanes of the form {x ∈ Rn : x · y = b}, where b ∈ Z, y ∈ Zn, and ‖y‖∞ 6M := ndn−1.
Clearly, this holds for the halfspaces defining C(n), so it remains to show the same for ∆ ′. Thus,
it suffices to prove that any hyperplane passing through n affinely independent points x ∈ Zn
with ‖x‖2 6 d can be written in the form above. The following standard argument found in [Sch86,
§17.1] shows that this is indeed the case. Let A denote the matrix whose rows are the n points
spanning the hyperplane. If 0 is not in the hyperplane, A is invertible. By Cramer’s rule, the unique
solution to the equation Ay = det(A)1 is given by yi = det(Ai), where Ai is the matrix with the ith
column replaced by 1. The vector y is the desired hyperplane normal and b = det(A). Expanding
down the ith column of Ai, using Hadamard’s bound for each of the nminors, we find |yi| 6M.
If 0 is in the hyperplane, then det(A) = 0, so we can take y to be any nonzero column of the adjugate
matrix, which obeys the same bound. This proves the second claim.
We now apply a similar argument to bound the complexity of the vertices. Every vertex q of∆(v)
is the intersection of some n of these hyperplanes {x ∈ Rn : x · yi = bi}with linearly independent
normal vectors y1,. . . ,yn that satisfy ‖yi‖2 6 n1/2‖yi‖∞ 6 n1/2M. We may apply the argument
of [Sch86] again to see that ` := |det(y1, . . . , yn)| satisfies `q ∈ Zn and
1 6 ` 6 ‖y1‖2 · · · ‖yn‖2 6 (n1/2M)n = n3n/2dn2−n.
Finally, we obtain our capacity lower bound for a random element in the orbit of v.
Theorem 7.15 (Randomized p-capacity lower bound). Let pi : GL(n) → GL(m) be a homogeneous
polynomial representation of degree d > 0 given in a Gelfand-Tsetlin basis, v ∈ Z[i]m a vector, and p ∈ ∆(v)
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a point in its moment polytope. Set S := 4n3n3+1dn4 . If g ∈ Mat(n) is an integer matrix with entries
drawn i.i.d. uniformly at random from [S], then with probability at least 1/2 we have g ∈ GL(n) and
− log capp(pi(g)v) = O
(
mn5d log(mnd)
)
.
Proof. Recall that ∆(v) ⊆ ∆d(n) is a convex polytope of dimension at most n − 1. Thus, by
Caratheodory’s theorem, we know that p is contained in the convex hull of some set Q of at
most n vertices of ∆(v). For every q ∈ Q, Proposition 7.14 shows that there exists a positive
integer `q 6 n3n/2dn
2−n such that `qq ∈ Zn. Applying Proposition 7.13 with ` = `q, and using
that q ∈ ∆(v), there is a polynomial fq of degree dq at most (`qnd)n2 6 n3n3dn4 that is not
identically zero but that vanishes on all g ∈ GL(n) such that capq(pi(g)v) = 0.
Now observe that our choice of S ensures that S > max(4ndq, 4n) for all q ∈ Q. If g ∈Mat(n) is
an integermatrixwith entries drawn i.i.d. uniformly at random from [S], then, by the Schwarz-Zippel
lemma, Pr(fq(g) = 0) 6 dq/S 6 1/4n for each q ∈ Q. Furthermore, Pr(det(g) = 0) 6 1/4. By
the union bound, it follows that, with probabilty at least 1/2, we have det(g) 6= 0 (i.e., g ∈ GL(n))
and fq(g) 6= 0 for all q ∈ Q. The latter implies that capq(pi(g)v) 6= 0. Since v has Gaussian integer
entries and g is an integer matrix, there exists a positive integer α 6 R(pi) such that αpi(g)v has
Gaussian integer entries. Applying Theorems 7.7 and 7.12, we obtain
− log capp(pi(g)v) = − log capp(αpi(g)v) + logα
= O
(
mn3d log(`qmnd) +mn3d log(mnd)
)
= O
(
mn5d log(mnd)
)
for all q ∈ Q. To complete the proof, observe that by concavity of p 7→ log capp(pi(g)v) (Proposi-
tion 3.32), the quantity log capp(pi(g)v) is at least minq∈Q log capq(pi(g)v).
7.4 Explicit running time bounds
In this section, we apply the capacity lower bound of Section 7.3 to bound the running time of our
algorithms on inputs specified as in Section 1.6. Firstly, let us discuss the issue of precision.
Remark 7.16 (Precision). Each step of Algorithm 4.2 can be applied in time polynomial in n, m, and
the desired number of bits of precision by [BCMW17]. It is not hard to verify that if T is the desired
number of iterations then there is a poly(n,m, T) number of bits of precision such that Algorithm 4.2 with
each step calculated to that precision still satisfies Theorem 4.2; see the discussion on bit-complexity in,
e.g., [BFG+18, Roe18]. The same holds for Algorithm 5.1 and Theorem 5.6.
We now restate and prove our explicit bound on the running time of our first order algorithm for
the scaling problem for representations of SL(n).
Theorem 1.23 (First order algorithm for scaling in terms of input size). Let (pi, v, ε) be an instance of
the scaling problem for SL(n) such that 0 ∈ ∆(v) and every entry of v is bounded in absolute value byM.
Let d denote the degree andm the dimension of pi. Then, Algorithm 4.2 with a number of iterations at most
T = O
(
d3
ε2
mn3 log(Mmnd)
)
returns a group element g ∈ SL(n) such that ‖µ(pi(g)v)‖F 6 ε. In particular, there is a poly(〈pi〉, 〈v〉, ε−1)
time algorithm to solve the scaling problem (Problem 1.9) for SL(n).
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Proof. The bound on the maximal number of iterations follows by combining Theorem 4.2 with the
upper boundon theweight norm fromLemma6.1, the capacity lower bound fromCorollary 7.11, and
Lemma7.2, which shows that ‖v‖ 6 end log(nd)m1/2M. To see that this implies a poly(〈pi〉 , 〈v〉 , ε−1)-
time algorithm for the scaling problem, recall from Remark 1.22 that we can always preprocess so
that that d 6 m and use Remark 7.16.
Next, we bound the running time of our second order algorithm.
Theorem 1.24 (Second order algorithm for norm minimization in terms of input size). Let (pi, v, ε)
be an instance of the scaling problem for SL(n) such that 0 ∈ ∆(v) and every entry of v is bounded in absolute
value byM. Let d denote the degree,m the dimension, and γ the weight margin of pi. Then, Algorithm 5.1
applied to a suitably regularized objective function and a number of iterations at most
T = O
(
d
√
n
γ
(
mn3d log(Mmnd) + log 1
ε
)
log
(
mnd logM
ε
))
returns a group element g ∈ SL(n) such that log‖pi(g)v‖ 6 log cap(v) + ε. In particular, there is an algo-
rithm to solve the normminimization problem (Problem1.10) forSL(n) in timepoly(〈pi〉 , 〈v〉 , γ−1, log(ε−1)),
which is at most poly(〈pi〉 , 〈v〉n , log(ε−1)).
Proof. Similarly to the proof of Theorem 1.23, the bound on themaximal number of iterations follows
by combining Theorem 5.6 with Lemmas 6.1 and 7.2 and Corollary 7.11. To see that this implies
a poly(〈pi〉 , 〈v〉 , γ−1, log(ε−1))-time algorithm for the scaling problem, recall from Remark 1.22
that we can always preprocess so that that d 6 m and use Remark 7.16. The final claim follows
using the bound γ > d−nn−3/2 from Table 1.1.
Corollary 1.25 (Algorithm for null cone membership problem in terms of input size). There is an
algorithm to solve the null cone membership problem (Problem 1.8) for SL(n) in time poly(〈pi〉 , 〈v〉 , γ−1),
which is at most poly(〈pi〉 , 〈v〉n).
Proof. This follows from either Theorem 1.23 or Theorem 1.24. Choose ε as in Corollary 1.18, use
the bounds γ(pi) > d−nn−3/2 and N(pi) 6 d from Table 1.1, and preprocess such that d 6 m.
We now consider the p-scaling problem for representations of GL(n). We start with a simple lemma
that we will use in the theorem below.
Lemma 7.17. Let pi : GL(n)→ GL(m) be a homogeneous polynomial representation of degree d. Then, for
all g ∈ GL(n),
max
k,l∈[m]
|pik,l(g)| 6 n2dR(pi) max
i,j∈[n]
|gi,j|
d
Proof. Each pik,l(g) is a homogeneous polynomial of degree d in the n2 matrix entries gi,j. There
are at most
(
d+n2−1
d
)
6 (n2)d = n2d monomials in such a polynomial, and each coefficient is
bounded by in absolute value by R(pi). Thus the claim follows.
Finally, we state our algorithm for the p-scaling problem and bound its running time.
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Input:
• A polynomial representation pi : GL(n) → GL(m) given in a Gelfand-Tsetlin basis that is
homogeneous of degree d > 0,
• a vector v ∈ Z[i]m,
• a target point p ∈ Qn ∩ ∆d(n),
• a number of iterations T .
Output: A group element g.
Algorithm:
1. Choose g0 ∈ Mat(n) as an integer matrix with entries drawn i.i.d. uniformly at random
from [S], where S := 4n3n3+1dn4 . If det(g0) = 0, fail.
2. Let g1 be the output of Algorithm 4.3 applied to pi(g0)v, target point p, and number of
iterations T .
3. Return g1g0.
Algorithm 7.1: Randomized algorithm for the p-scaling problem for GL(n) (cf. Theorem 1.26).
Theorem 1.26 (First-order randomized algorithm for p-scaling in terms of input size). Let (pi, v, p, ε)
be an instance of the moment polytope problem forGL(n) such that p ∈ ∆(v) and every entry of v is bounded
in absolute value byM. Let d denote the degree andm the dimension of pi. Then, with probability at least 1/2,
Algorithm 7.1 with a number of iterations at most
T = O
(
d3
ε2
mn5 log(Mmnd)
)
.
returns a group element g ∈ GL(n) such that ‖spec(µ(pi(g)v)−p‖2 6 ε. In particular, there is a randomized
algorithm to solve the p-scaling problem (Problem 1.12) for GL(n) in time poly(〈pi〉 , 〈v〉 , 〈p〉 , ε−1) and
using poly(〈pi〉 , 〈v〉) bits of randomness.
Proof. From Theorem 7.15, we know that det(g0) 6= 0 and
− log capp(pi(g0)v) = O
(
mn5d log(mnd)
)
with probability at least 1/2. Note that ‖p‖2 6 N(pi) 6 d by Lemmas 6.1 and 3.11, since p ∈ ∆(v).
Thus,N2 := N(pi)2+‖p‖2 6 d2+d, and henceN2 = O(d2). Furthermore, we findusing Lemmas 7.2
and 7.17 and Theorem 7.7 that
‖pi(g0)v‖ 6 end log(nd)‖pi(g0)v‖2 6 end log(nd)‖pi(g0)‖F‖v‖2 6 end log(nd)nmax
k,l
|pik,l(g0)|‖v‖2
6 end log(nd)n2d+1R(pi)Sd‖v‖2 = eO(mn4d log(Mmnd))
The bound on the maximal number of iterations follows from these estimates by using Theorem 4.5.
To see that this implies a poly(〈pi〉 , 〈v〉 , 〈p〉 , ε−1)-time algorithm for the scaling problem, recall
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from Remark 1.22 that we can always preprocess so that that d 6 m and reason analogously to
Remark 7.16. Since log(S) = O(n4 log(d)), we only require poly(〈pi〉 , 〈v〉) bits of randomness.
Lemma 7.18. Let pi : GL(n)→ GL(m) be a homogeneous polynomial representation of degree d. Let p ∈
C(G) be rational with ‖p‖2 6 N(pi) and let ` > 0 be an integer such that `p is a highest weight.
Set ε := (2`)−n−1d−nn−1. Then, for all v ∈ V \ {0}, solving the p-scaling problem with input (pi, v, p, ε)
suffices to solve the moment polytope membership problem for (pi, v, p).
Proof. In view of Corollary 3.31 it suffices to verify that ε 6 γ(ρ)/2`, where γ(ρ) refers to the weight
margin of the representation ρ := pi⊗`⊗piλ∗ , with λ := `p. The weight norm of ρ can be estimated as
N(ρ) 6 `N(pi)+‖λ‖2 6 2`d. Thus, the weight margin is at least γ(ρ) > (2`d)−nn−1 by Theorem 6.8.
This confirms that ε 6 γ(ρ)/2`.
If we choose ` as the product of the denominators of the entries of p, then ` 6 2〈p〉, hence
log(ε−1) = log
(
(2`)n+1dnn
)
= O(n 〈p〉) + n log(d). (7.4)
Thus, the bitsize of ε is polynomial in the input size provided that d 6 m (which we can always be
achieved by preprocessing).
Corollary 1.27 (Randomized algorithm for moment polytope membership in terms of input size).
There is a randomized algorithm to solve the moment polytope membership problem (Problem 1.11) forGL(n)
in time poly(〈pi〉 , 〈v〉n , 2n〈p〉) and using poly(〈pi〉 , 〈v〉) bits of randomness.
Proof. We may assume that ‖p‖2 6 N(pi), since otherwise p 6∈ ∆(v). By preprocessing, we may
assume that d 6 m (Remark 1.22). Then the corollary follows from Theorem 1.26 and Lemma 7.18
and the preceding discussion.
8 Conclusion
This paper initiates a systematic development of a theory of non-commutative optimization which
greatly extends ordinary (Euclidean) convex optimization. This setting captures natural geodesically
convex optimization problems on Riemannian manifolds that arise from the symmetries of non-
commutative groups. It unifies a diverse range of problems – many non-convex – in different areas
of computer science, mathematics, and physics. Several of them were solved efficiently for the
first time using non-commutative methods. The corresponding algorithms also lead to solutions
of purely structural problems, and to many new connections between disparate fields. Our work
points to intriguing open problems and suggests further research directions. We believe that
extending this theory will be fruitful both from a mathematical and computational point of view.
It provides a meeting place for ideas and techniques from several different areas of research, and
promises better algorithms for existing and yet unforeseen applications. We mention a few concrete
challenges:
1. Is the null cone membership problem for general group actions in P? A natural intermediate
goal is to prove that they are in NP ∩ coNP. The quantitative duality theory developed in this
paper makes such a result plausible. The same question may be asked about the moment
polytope membership problem for general group actions [BCMW17].
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2. Can we find more general classes of problems or group actions where our algorithms run in
polynomial time? In view of the complexity parameters we have identified, it is of particular
interest to understand when the weight margin is only inverse polynomially rather than
exponentially small.
3. Interestingly, when restricted to the commutative case discussed in Section 1.4, our algorithms’
guarantees do not match those of cut methods in the spirit of the ellipsoid algorithm. Can we
extend non-commutative/geodesic optimization to include cut methods as well as interior
point methods? The foundations we lay in extending first and second order methods to the
non-commutative case makes one optimistic that similar extensions are possible of other
methods in standard convex optimization.
4. Can geodesic optimization lead to new or different efficient algorithms in combinatorial
optimization? We know that it captures algorithmic problems like bipartite matching (and
more generally matroid intersection). How about perfect matching in general graphs – is the
Edmonds polytope a moment polytope of a natural group action?
5. Can geodesic optimization lead to new or different efficient algorithms in algebraic complexity
and derandomization? We know that it captures PIT (polynomial identity testing) in non-
commuting variables. Is the classical PIT problem a null cone membership problem for some
group action? If not, can we identify the required generalizations and extend our methods to
solve it? Which algebraic varieties are not null cones of group actions?
A Lifting coefficient bounds
In this appendix we prove Proposition 7.6, which explains how bounds on the Lie algebra
representation Π of the basis matrices Ei,j can be used to bound R(pi). We first state a number of
elementary lemmas.
Lemma A.1. Let p be a polynomial of degree d in variables X1,. . . ,XN and with integer coefficients bounded
in absolute value by R. Let δ ∈ {0,±1}N. Then, p(X+ δ) has integer coefficients bounded in absolute value
by R(d+ 1)N2d.
Proof. Write p as a sum of monomials, say, p =
∑
ω pωX
ω. Then, p(X + δ) =
∑
ω pω(X1 +
δ1)
ω1 · · · (XN + δN)ωN =
∑
ν cνX
ν, where
cν =
∑
ω1>ν1,...,ωN>νN
cν,ωpω
(
ω1
ν1
)
· · ·
(
ωN
νN
)
and each cν,ω is a product of entries of δ, hence in {0,±1}. Clearly,
|cν| 6 R
∑
ω1>ν1,...,ωN>νN
ω1+···+ωN6d
(
ω1
ν1
)
· · ·
(
ωN
νN
)
6 R
∑
ω1+···+ωN6d
2d = R
(
N+ d
d
)
2d 6 R(d+ 1)N2d,
which concludes the proof.
Lemma A.2. Let X = (Xi,j)i,j∈[n] be a symbolic square matrix. Then, det(X + I) is a multilinear
(nonhomogeneous) polynomial with nonzero coefficients equal to ±1.
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Proof. Recall that det(X) =
∑
σ∈Sn(−1)
σ
∏n
i=1 Xi,σ(i). Consider one of its monomials and write
n∏
i=1
Xi,σ(i) =
 ∏
i∈F(σ)
Xi,i
 ∏
i 6∈F(σ)
Xi,σ(i)
 ,
where F(σ) denotes the fixed point set of the permutation σ. When we substitute X 7→ X + I, we
obtain the polynomial ∏
i∈F(σ)
(Xi,i + 1)
 ∏
i 6∈F(σ)
Xi,σ(i)
 = ∑
T⊆F(σ)
(∏
i∈T
Xi,i
) ∏
i 6∈F(σ)
Xi,σ(i)

It remains to argue that anymonomial in the right-hand side uniquely determines the permutation σ.
But this holds since σ is determined by its action on the set of non-fixed points, which we can read
off from the variables Xi,j with i 6= j. This concludes the proof.
Lemma A.3. Let f and q1, . . . , qt be polynomials in variables X1,. . . ,XN with integer coefficients bounded
in absolute value by Rf and by Rq, respectively. Let df > 2 be an upper bound to the degree of f and suppose
that the qi have positive degree. Suppose, moreover, that
∏t
i=1 qi divides f, q1(0) = · · · = qt(0) = 1, and
that the quotient polynomial h = f/
∏t
i=1 qi has positive degree d. Then h has integer coefficients whose
absolute values are bounded by RfRdq(2dfd)4Nd.
Proof. Since qi(0) = 1, we can write qi = 1− q^i, where q^i(0) = 0. That is, q^i has no constant term,
which implies that, for every k, q^ki contains no monomials of degree less than k. Now,
h =
f∏t
i=1 qi
=
f∏t
i=1(1− q^i)
= f
t∏
i=1
(
1+ q^i + q^
2
i + · · ·+ q^di +Gi
)
,
where Gi =
∑∞
k=d+1 q^
k
i . The above holds on an open neighborhood of X = 0 and allows us to
calculate the coefficients of h in terms of the right-hand side expansion. Since h(x) is a polynomial
of degree d and Gi(x) does not have any terms of degree less than or equal to d, it follows that
h =
[
f
t∏
i=1
(
1+ q^i + q^
2
i + · · ·+ q^di
)]
6d
,
where we write [p]6d for the sum of homogeneous parts of degree less than or equal to d of
a polynomial p. Thus, we are left with bounding the coefficients of the homogeneous parts of
degree 6 d of the right hand side above. Rewriting further,
h =
∑
b1+···+bt6d
[
f
t∏
i=1
q^bii
]
6d
=
∑
b1+···+bt6d
c+c1+···+ct6d
[
f
]
c
t∏
i=1
[
q^bii
]
ci
, (A.1)
where we write [p]c for the homogeneous part of degree c of a polynomial p. Since qi divides f,
each q^bii is a polynomial of degree at most bidf, and its coefficients are integers bounded in absolute
value by Rbiq (1+ bidfN )
N(bi−1) by Lemma 7.4. Clearly,
[
q^bii
]
ci
satisfies the same coefficient bound,
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but is homogeneous of degree ci. Now consider the product [f]c
∏t
i=1[q^
bi
i ]ci . The right-hand
side may be written as a product of at most d polynomials, since at most d of the ci are nonzero
and [q^bii ]0 = δ0,bi . Thus, Lemma 7.4 shows that each summand of Eq. (A.1) is a polynomial of
degree at most d and with integer coefficients bounded in absolute value by
Rf
(
t∏
i=1
Rbiq
(
1+
dfbi
N
)N(bi−1))
dd 6 RfRdq
(
1+
dfd
N
)Nd
dd 6 RfRdq (dfd)2Nd
As h is a sum of
(
d+t
d
)(
d+t+1
d
)
6 (t+ 1)d(t+ 2)d of such polynomials, h(x) has integer coefficients
that can be bounded in absolute value by
(t+ 1)d(t+ 2)dRfR
d
q (dfd)
2Nd 6 RfRdq (2dfd)4Nd
where in the last equality we used the fact that t 6 df.
We now prove Proposition 7.6, which we restate for convenience.
Proposition 7.6 (Lifting coefficient bounds). Let pi : GL(n)→ GL(m) be a homogeneous polynomial
representation of degree d > 0. Let Π : Mat(n)→Mat(m) denote its Lie algebra representation and suppose
Π(Ei,i) is diagonal for all i ∈ [n]. Let β 6 R be positive integers such that the entries of βΠ(Ei,j) are
integers of absolute value at most R for all i, j ∈ [n]. Then, the entries of pi(g) are polynomials with rational
coefficients in the entries of g ∈ GL(n), and R(pi) = R2meO(mn3d log(mnd)).
Proof. We first prove that the coefficients are rational, and afterwards analyze the size of the
numerators and the common denominator.
For the former, it suffices to prove that the entries of pi(g) are on a dense subset of GL(n) given
by rational functions with rational coefficients. Indeed, by assumption the entries of pi(g) are
polynomials, polynomials are uniquely determined by their values on a dense subset, and a ratio
of polynomials with rational coefficients that is a polynomial must be a polynomial with rational
coefficients. We now proceed with this plan and prove that the entries of pi(g) are rational functions
with rational coefficients on the dense subset of g ∈ GL(n) such that all leading principal minors
of g are nonzero. Indeed, in this case we can write g = LDU, where D is diagonal and L and U
are lower and upper triangular, respectively, with ones on the diagonal. The entries of L, D, U are
given by rational functions in the entries of g [Hou66]:
Di,i =
|g|[i],[i]
|g|[i−1],[i−1]
, Li,j =
{
|g|[j−1]∪{i},[j]
|g|[j],[j]
if i > j
0 if i < j
, Ui,j =
{
|g|[i],[i−1]∪{j}
|g|[i],[i]
if i 6 j
0 if i > j,
(A.2)
where we write |g|I,J for the minor of g corresponding to rows I ⊆ [n] and columns J ⊆ [n].
We now show that the entries of pi(L), pi(D), and pi(U) are given by polynomials with rational
coefficients in the entries of L,D, and U, respectively. Then clearly the entries of pi(g) are on a dense
subset of GL(n) given by rational function with rational coefficients. Note that our assumption on
the Π(Ei,i) implies that pi(D) is a diagonal matrix with entries
pi(D)k,k = D
Πk,k(E1,1)
1,1 · · ·DΠk,k(Ed,d)d,d . (A.3)
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Since pi is homogeneous and polynomial of degree d, the exponents are necessarily non-negative
integers adding to d. Thus, the nonzero entries of pi(D) are monomials of degree d in the entries
of D. Next, note that L− I is nilpotent, so (L− I)n = 0. Thus, L = exp(log(L)), where
log(L) = log(I− (I− L)) = −
n−1∑
i=1
(I− L)i
i
, (A.4)
so the entries of log(L) are polynomials with rational coefficients in the entries of L. Since log(L)
is strictly lower triangular, Π(log(L)) is nilpotent by basic representation theory (cf. Eq. (7.1)). It
follows that Π(log(L))m = 0 and, hence, each entry of
pi(L) = exp
(
Π(log(L))
)
=
m−1∑
j=0
Π(log(L))j
j! (A.5)
is a polynomial with rational coefficients in the entries of L. By symmetry this is true for pi(U)
as well. By the argument mentioned above, we conclude that pi(g) is a polynomial with rational
coefficients in the entries of g ∈ GL(n).
We now analyze how the numerators and common denominator grow in each step of the
proof. Using the formula for the entries Di,i in Eq. (A.2), we may write D = M0/p0 where the
common denominator p0 and every nonzero entry of the matrixM0 is a product of n principal
minors of g. Recall from Eq. (A.3) that each nonzero entry of pi(D) is a monomial of degree d in the
variables Di,i. It follows that pi(D) =M1/p1, where p1 and each nonzero entry ofM1 is a product
of at most nd principal minors of g. By Lemma 7.4, these are then homogeneous polynomials of
degree at most n2d and with integer coefficients bounded in absolute value by (nd)n2d.
We now turn our attention to pi(L). We first bound log(L) and then use Eq. (A.5). Using
the formula for the entries Li,j in Eq. (A.2), and noting that L has ones on its diagonal, we may
write I − L = M2/p2. Here, the common denominator p2 :=
∏n
i=1|g|[i],[i] is the product of all
leading principal minors of g, and each nonzero entry ofM2 is a product of n minors of g. For
each i ∈ [n], we may then write (I − L)i =M3,i/p3 with common denominator p3 = pn2 . By the
iterated matrix multiplication, the entries ofM3,i = pn−i2 Mi2 can be written as a sum of ni−1 many
terms, each of which is a product of n2 many minors. By Lemma 7.4, it follows that each nonzero
entry ofM3,i is a homogeneous polynomial of degree at most n3 and with integer coefficients
bounded in absolute value by n2n3+n. Using Eq. (A.4), we find that log(L) =M4/p4 with common
denominator p4 = n!p3 and numeratorM4 = −
∑n−1
i=1 (n!/i)M3,i. Thus, the entries ofM4 are
homogeneous polynomials of degree at most n3 and have integer coefficients bounded in absolute
value by n2n3+2n+1.
Now recall that the entries of βΠ(Ei,j) are integers bounded in absolute value by R > β. Let
us write Π(log(L)) = M5/p5 with numeratorM5 =
∑
i,j(M4)i,jβΠ(Ei,j) and common denomi-
nator p5 = βp4 = βn!pn2 . The entries of M5 are homogeneous of degree at most n3 and have
integer coefficients bounded in absolute value by Rn2n3+2n+3. By Lemma 7.4, the same holds
for p5 with plenty of slack. For j ∈ {0, . . . ,m − 1}, we may then write Π(log(L))j = M6,j/p6
withM6,j = pm−j5 M
j
5 and common denominator p6 = pm5 . By iterated matrix multiplication, each
entry ofM6,j can be written as a sum of at mostmm terms, each of which is a product ofm − j
copies of p5 and of j many entries ofM5. As before, we use Lemma 7.4 to find that the entries
ofM6,j are homogeneous polynomials of degree at mostmn3 and have integer coefficients bounded
70
in absolute value by mm(Rn2n3+2n+3)mmmn3 = Rm(mn)O(mn3). Finally, using Eq. (A.5), we
write pi(L) =M7/p7, withM7 =
∑m−1
j=0 (m!/j!)M6,j and common denominator p7 = m!p6. Clearly,
the entries ofM7 are again homogeneous polynomials of degree at mostmn3 with integer coeffi-
cients bounded in absolute value by Rm(mn)O(mn3). By symmetry, the same bounds hold for pi(U)
as well. The upshot of all the above is that we can write
pi(g) = pi(L)pi(D)pi(U) =
M8
p8
with common denominator p8 = p1p27. Using Lemma 7.4, every entry ofM8 is a homogeneous
polynomial of degree at most n2d + 2mn3 with integer coefficients bounded in absolute value
by R8 := R2meO(mn
3d log(mnd)). Since pi is polynomial and pi(g) = M8/p8 on a dense subset, it
follows that each entry ofM8 must be a multiple of p8.
To finish the proof, we need to bound the coefficients of pi(g) in terms of the numerator
and denominator. This will be achieved by using Lemma A.3. To apply the lemma, recall
that p8 is proportional to a product of principal minors. Indeed, p8 = p1p27 = α
∏t
i=1 qi, where
t 6 nd+ 2mn2, each qi is a principal minor of g, and α = (m!)2(βn!)2m = R2meO(mn log(mn)). In
particular, q1(I) = · · · = qt(I) = 1. Now let h(g) be an arbitrary entry of αpi(g). Let f denote the
corresponding entry ofM8, so that h = f/
∏t
i=1 qi. Define h˜(X) := h(X+ I), f˜(X) := f(X+ I), and
q˜i(X) := qi(X + I), so that q˜1(0) = · · · = q˜t(0) = 1. Clearly, it still holds that h˜ = f˜/
∏t
i=1 q˜i is a
polynomial of degree d. Moreover, f˜ still has degree at most df˜ := n2d + 2mn3. By Lemma A.1,
the coefficients of f˜ are bounded in absolute value by Rf˜ := R8(df˜ + 1)n
2
2df˜ , while the nonzero
coefficients of q˜i remain ±1 according to Lemma A.2. With these bounds, Lemma A.3 shows that h˜
is a polynomial with integer coefficients bounded in absolute value by R˜ := Rf˜(2df˜d)4n
2d. Using
Lemma A.1 one more time, it follows that h is a polynomial with integer coefficients bounded in
absolute value by R˜(d+ 1)n22d = R2meO(mn3d log(mnd)). Since h is an arbitrary entry of αpi and
since α = R2meO(mn log(mn)), we finally obtain the claim.
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