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Introduzione
L’obiettivo che ci siamo proposti in questa tesi e` lo studio del comportamen-
to di un flusso di carica elettrica su una rete, modellizzata come un grafo
connesso con archi diretti, normalizzati e parametrizzati, per motivi di con-
venienza, con verso di percorrenza opposto a quello del flusso, e i cui vertici
rappresentano i nodi della rete.
Le motivazioni che ci hanno spinto ad interessarci di questo argomento
sono molteplici, e sono da ricercarsi nella vastita` di fenomeni riscontrabili
in natura, nonche´ di processi meccanici controllati e gestiti dall’uomo, che
possono essere descritti tramite modelli matematici del nostro tipo. Il cervello
umano e` un esempio concreto di rete elettrica, composto da circa 100 miliardi
di nodi, i neuroni, e da milioni di miliardi di collegamenti tra essi, effettuati
tramite assoni, dendriti e sinapsi: la complessita` di tale rete e` dunque enorme.
Il fascino intrinseco e il desiderio di conoscenza dell’argomento da un punto
di vista matematico sono stati in qualche modo la spinta che ci ha avvicinato
a questo tipo di studi, che, specialmente negli ultimi decenni, sono stati
ampiamente affrontati per svariati motivi: Internet, la vastissima rete di
collegamenti tra computers, o il WWW, i cui nodi sono le pagine Web e
i cui archi sono rappresentati dai links ipertestuali tra esse, sono esempi
piu` che noti. Si pensi poi alla descrizione dell’evoluzione temporale di una
malattia, o di una mutazione, in una popolazione i cui individui interagiscono
direttamente tra loro: tale sistema biologico puo` essere modellizzato con un
grafo in cui due vertici sono collegati da un arco se e solo se esiste un contatto
di un qualche tipo tra i due individui corrispondenti.
Una volta costruito un modello matematico coerente di un certo sistema,
ci chiediamo come esso si evolva nel tempo a partire da una configurazio-
ne iniziale nota. Nel nostro caso specifico il problema e` essenzialmente il
seguente: data una distribuzione iniziale di carica, sugli archi di un grafo
orientato, soddisfacente istante per istante certi vincoli di conservazione di
flusso, e supponendo che le cariche si spostino ordinatamente con una certa
velocita` nota e non nulla, diversa da arco ad arco, l’evoluzione temporale di
tale sistema e` ben determinata? In caso affermativo, come avviene? Cosa si
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puo` dire dello stato del sistema dopo un tempo molto grande?
Esistono diversi approcci a tale problema, ad esempio di carattere combi-
natorio, algoritmico, o stocastico; noi abbiamo optato per un’analisi basata
sulla teoria dei semigruppi. In termini matematici, un semigruppo lineare ad
un parametro e` una famiglia di applicazioni lineari (T (t)), con t ≥ 0 para-
metro di evoluzione temporale, tale che T (0) = I e T (t1 + t2) = T (t1)T (t2). I
semigruppi, come spiegheremo nel Capitolo 1, si prestano bene per la descri-
zione dei sistemi dinamici, e la teoria sviluppata sino ad ora in questo ambito
e` sufficientemente elaborata da consentire un’indagine accurata dell’evoluzio-
ne temporale di un dato sistema, specialmente in termini di comportamento
asintotico, a cui si e` spesso interessati.
Ci e` sembrato opportuno esporre nel Capitolo 1 alcuni elementi di teoria
dei semigruppi, partendo da quelli su spazi a dimensione finita, e introducen-
do le definizioni fondamentali, che ricorrono poi in tutta la tesi. Passando
allo studio dei semigruppi su spazi funzionali a dimensione infinita, si met-
tono in evidenza diversi concetti di continuita` del semigruppo stesso, anche
attraverso alcuni esempi, e si studiano alcune proprieta` del generatore del se-
migruppo, un operatore lineare, ma generalmente non limitato, che determina
il semigruppo in modo unico. Il Capitolo 1 si conclude con un breve richiamo
di teoria spettrale, che si rivelera` utilissima nel corso della trattazione.
Nel Capitolo 2 sono presenti risultati di particolare rilevanza sui semi-
gruppi fortemente continui e sui semigruppi positivi, che entrano in gioco
nella discussione del nostro modello. In particolare, esponiamo la relazione
che sussiste tra semigruppo e operatore risolvente del generatore, dimostria-
mo il teorema di Hille-Yoshida di caratterizzazione dei generatori, e facciamo
vedere che un problema di Cauchy astratto, associato ad un dato operatore
lineare, e` ben posto se e solo se tale operatore e` il generatore di un semigrup-
po fortemente continuo. Proseguiamo la trattazione esponendo le principali
proprieta` dei semigruppi positivi e dimostrando il teorema di Phillips, un no-
tevole risultato da cui conseguira`, nel capitolo successivo, la buona positura
del nostro problema astratto di flusso su rete.
Il Capitolo 3 e` la parte essenziale della nostra tesi, in cui costruiamo ed
analizziamo in dettaglio un modello di flusso su rete, prendendo spunto da
un recente articolo sull’argomento, che usa proprio la teoria dei semigruppi
per l’analisi di tale problema.
Iniziamo la discussione scrivendo l’equazione del trasporto e imponendo i vin-
coli di conservazione del flusso, e trasformiamo il nostro problema concreto
in un problema di Cauchy astratto associato ad un operatore lineare ma non
limitato. Dimostriamo che tale operatore e` il generatore di un semigruppo
fortemente continuo, il che assicura che il nostro problema e` ben posto, e
che le soluzioni sono le orbite della distribuzione iniziale sotto l’azione del
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semigruppo stesso. Per capire qualitativamente come sono fatte queste so-
luzioni, invece di ambire ad una conoscenza diretta delle stesse, si cerca di
ottenere opportune informazioni sul generatore: infatti, grazie all’intrinseco
legame tra esso e il semigruppo, tali informazioni si rivelano essenziali per la
descrizione del comportamento asintotico delle orbite.
Sfruttando metodi di perturbazione, riconduciamo la determinazione dello
spettro del nostro operatore alla risoluzione dell’equazione caratteristica di
una opportuna matrice di dimensione n× n, ove n e` il numero di vertici del
nostro grafo. In particolare dimostriamo che, se le velocita` del flusso sugli
archi sono a due a due linearmente dipendenti su Q, i punti dello spettro del
generatore giacciono su un numero finito di linee verticali, tutte contenute
nel semipiano sinistro del piano complesso.
Dal Teorema Spettrale della Mappa Circolare e in virtu` della struttura dello
spettro del generatore del semigruppo, otteniamo in ultima analisi una de-
composizione parabolica dello spazio di stato: mostriamo infatti che vi sono
valori iniziali per cui il flusso e` periodico, e altri le cui orbite convergono
a zero esponenzialmente. Imponendo che il grafo sia fortemente connesso,
vediamo che il periodo e` in relazione alle lunghezze dei cicli del grafo e al-
lo spettro di bordo del generatore, ed esponiamo un esempio semplice ma
significativo.
Inoltre, poiche´ nel corso della nostra trattazione usiamo concetti di teoria
dei grafi e un risultato non banale sulle funzioni quasi periodiche, abbiamo
inserito due brevi Appendici su questi argomenti.
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Capitolo 1
Semigruppi: generalita`
Vogliamo presentare in questo capitolo le caratteristiche e le proprieta` prin-
cipali dei semigruppi, i quali rappresentano una parte molto interessante e
aperta a nuovi sviluppi dell’analisi funzionale. Le applicazioni alle scienze
naturali ed informatiche di queste ricerche teoriche sono svariate: problemi
inerenti alla dinamica di una popolazione, studi di circuiti elettrici e reti
neurali, processi chimici e altro ancora, come abbiamo gia` detto nella Intro-
duzione . Questa versatilita` e` dovuta al fatto che attraverso i semigruppi e`
possibile rappresentare, in maniera astratta, l’evoluzione temporale di una
grande varieta` di sistemi dinamici lineari, descrivendone molte proprieta`, tra
le quali e` di particolare importanza il comportamento asintotico.
1.1 Semigruppi su Cn
Iniziamo esaminando i semigruppi definiti su spazi di Banach a dimensione
finita, dunque isomorfi a Cn per qualche n.
Definizione 1.1.1 Una famiglia (T (t))t≥0 di operatori lineari e limitati su
Cn e` detta semigruppo se soddisfa la seguente equazione funzionale:
(FE)
{
T (t+ s) = T (t)T (s)
T (0) = I.
E` ben evidente che questa definizione non esprime solo un concetto formale,
infatti il suo significato e` da ricercarsi nella descrizione di un sistema dina-
mico: se pensiamo i vettori di Cn come possibili stati e indichiamo con x0 lo
stato del sistema al tempo t = 0 (inizio dell’osservazione) allora
x(t) := T (t)x0 (1.1.1)
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rappresentera` lo stato del sistema all’istante t. Inoltre
x(t + s) = T (t+ s)x0 = T (t)T (s)x0 = T (t)xs , (1.1.2)
cioe` lo stato al tempo t + s e` lo stato al tempo t partendo da xs. Sara` utile
in seguito il concetto di orbita di uno stato.
Definizione 1.1.2 L’orbita di uno stato x ∈ Cn sotto l’azione di T (t) e`
l’insieme {T (t)x : t ≥ 0}.
Un semigruppo su Cn e` dunque non e` altro che un sistema dinamico lineare
individuato da una funzione
T (·) : R+ →Mn(C) (1.1.3)
che soddisfa le due equazioni funzionali di 1.1.1.
Per capire come sono fatti i semigruppi su Cn l’idea e` provare a cercare
soluzioni “canoniche’ di (FE) e vedere se esse esauriscono tutte le possibili
soluzioni.
Definizione 1.1.3 Per ogni A ∈Mn(C) e t ∈ R la matrice esponenziale etA
e` definita da
etA :=
∞∑
k=0
tkAk
k!
. (1.1.4)
Questa definizione ha senso, infatti prendendo una qualsiasi norma su Cn e
considerando la norma indotta su Mn(C) e` semplice vedere che la successione
delle somme parziali della serie (1.1.4) e` di Cauchy, dunque convergente. E`
del tutto evidente che etA e` lineare, e inoltre vale la stima
‖etA‖ ≤ et‖A‖ (1.1.5)
vera per ogni t ≥ 0.
Vediamo altre proprieta` della matrice esponenziale.
Proposizione 1.1.4 Per ogni A ∈Mn(C) l’applicazione
R+ 3 t→ e
tA ∈Mn(C) (1.1.6)
e` continua e soddisfa (FE).
Dimostrazione: Poiche` la serie
∞∑
k=0
tk‖Ak‖
k!
(1.1.7)
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converge per ogni t, allora si ha (prodotto alla Cauchy)
∞∑
k=0
tkAk
k!
·
∞∑
k=0
skAk
k!
=
∞∑
n=0
n∑
k=0
tn−kAn−k
(n− k)!
·
skAk
k!
=
∞∑
n=0
(t+ s)nAn
n!
(1.1.8)
il che dimostra che vale (FE). Per quanto riguarda la continuita`, osserviamo
che per (FE) si ha
e(t+h)A − etA = etA(ehA − I) (1.1.9)
per ogni t, h ∈ R, per cui e` sufficiente dimostrare che limh→0 ehA = I. Questo
segue dalla stima
‖ehA − I‖ =
∣∣∣∣
∣∣∣∣
∞∑
k=1
hkAk
k!
∣∣∣∣
∣∣∣∣
≤
∞∑
k=1
|h|k · ‖A‖k
k!
= e|h|·‖A‖ − 1
(1.1.10)
e prendendo poi il limite per h tendente a zero. 2
Definizione 1.1.5 Chiamiamo (etA)t≥0 il semigruppo generato da A.
Vediamo ora due esempi fondamentali di semigruppi del tipo (etA)t≥0.
Esempio 1.1.6
Il semigruppo generato da una matrice diagonale D = diag(a1, . . . , an) e` dato
da
etD = diag(eta1 , . . . , etan) . (1.1.11)
Esempio 1.1.7
Se J e` un blocco di Jordan k × k di autovalore λ, ossia
J =


λ 1 0 · · · 0
0 λ 1
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . 1
0 · · · · · · 0 λ


, (1.1.12)
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possiamo decomporre J in J = λI + N . Allora la k-esima potenza di N e`
zero, e la serie in (1.1.4) diventa
etJ = etλ etN (1.1.13)
con
etN =


1 t t
2
2
· · · t
k−1
(k−1)!
0 1 t
. . . t
k−2
(k−2)!
...
. . .
. . .
. . .
...
...
. . .
. . . t
0 · · · · · · 0 1


. (1.1.14)
A parte questi due casi semplici il calcolo esplicito di etA e` molto diffici-
le; tuttavia, grazie all’esistenza della forma canonica di Jordan, gli esempi
precedenti sono esaustivi in un certo senso.
Lemma 1.1.8 Sia B ∈ Mn(C) e sia S ∈ Mn(C) invertibile. Allora il
semigruppo generato dalla matrice A := S−1BS e`
etA = S−1 etB S , (1.1.15)
ovvero matrici simili generano semigruppi simili.
Poiche` una matrice complessa n × n e` simile alla somma diretta dei suoi
blocchi di Jordan, il semigruppo da essa generato e` simile alla somma diretta
di semigruppi come quelli visti nell’esempio precedente, per cui almeno in
linea di principio abbiamo un modo per calcolare etA qualunque sia A ∈
Mn(C).
Proseguiamo lo studio di etA con la seguente
Proposizione 1.1.9 Sia T (t) := etA per qualche A ∈ Mn(C). Allora la
funzione T (·) :→Mn(C) e´ differenziabile e soddisfa l’equazione
d
dt
T (t) = AT (t) (1.1.16)
con condizione iniziale T (0) = I e A = T˙ (0).
Viceversa ogni funzione T (·) :→Mn(C) che soddisfa (1.1.16) con condizione
iniziale T (0) = I e` della forma etA per qualche A ∈Mn(C).
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Dimostrazione: Per (FE) abbiamo
T (t+ h)− T (t)
h
=
T (h)− I
h
· T (t) (1.1.17)
per cui per dimostrare (1.1.16) basta dimostrare che limh→0
T(h)−I
h
= A. Si
ha infatti∣∣∣∣
∣∣∣∣T (h)− Ih − A
∣∣∣∣
∣∣∣∣ ≤
∞∑
k=2
|h|k−1‖A‖k
k!
=
e|h|·‖A‖ − 1
|h|
− ‖A‖ → 0 se h→ 0.
(1.1.18)
D’altra parte, se S(t) e` un’altra soluzione di (1.1.16), allora, fissato comunque
t > 0, la funzione C(s) := T (s)S(t − s), definita sull’intervallo [0, t], ha
derivata identicamente nulla, quindi e` costante, per cui si ha
T (t) = C(t) = C(0) = S(t), (1.1.19)
il che conclude la dimostrazione della proposizione. 2
Arriviamo dunque al seguente risultato.
Teorema 1.1.10 Ogni funzione continua T (·) : R+ → Mn(C) che soddisfa
(FE) e` della forma T (t) = etA, con A ∈Mn(C).
Dimostrazione: Poiche´ T (·) e` continua e T (0) = I e` invertibile, le matrici
V (t0) :=
∫ t0
0
T (s)ds (1.1.20)
sono invertibili per t0 sufficientemente piccolo e differenziabili con derivata
V˙ (t) = T (t). Dimostriamo che la funzione t 7→ T (t) e` differenziabile.
Per (FE) si ha
T (t) = V (t0)
−1V (t0)T (t) = V (t0)
−1
∫ t0
0
T (t+ s)ds
= V (t0)
−1
∫ t+t0
t
T (s)ds = V (t0)
−1(V (t+ t0)− V (t))
per ogni t ≥ 0, il che dimostra la differenziabilita` di T (t).
Ora, per h > 0, abbiamo
lim
h↓0
T (t+ h)− T (t)
h
= T (t) lim
h↓0
T (h)− I
h
= T (t)T˙ (0) = T˙ (0)T (t),
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mentre, se −t ≤ h < 0, si ha
lim
h↑0
T (t+ h)− T (t)
h
= T (t+ h) lim
h↑0
T (−h)− I
−h
= T (t)T˙ (0) = T˙ (0)T (t).
Da cio` segue che
d
dt
T (t) = T˙ (0)T (t), (1.1.21)
quindi, per la proposizione precedente, T (t) deve essere della forma etA, con
A = T˙ (0), (1.1.22)
da cui la tesi. 2
Esaminiamo ora dal punto di vista qualitativo il comportamento asintotico
del semigruppo etA; poiche´ come abbiamo gia` detto non e` affatto semplice il
calcolo esplicito di etA, bisogna cercare di capire l’ influenza della matrice A
sul semigruppo da essa generato.
Definizione 1.1.11 Un semigruppo (etA)t≥0 e` detto stabile se
limt→∞‖e
tA‖ = 0 (1.1.23)
dove ‖ · ‖ e` una qualunque norma su Mn(C).
Un risultato classico dovuto a Liapunov caratterizza la stabilita` di (etA)t≥0
in termini degli autovalori di A.
Teorema 1.1.12 (Liapunov) Sia (etA)t≥0 il semigruppo generato da A ∈
Mn(C). Allora (etA)t≥0 e` stabile se e solo se tutti gli autovalori di A hanno
parte reale negativa.
Con questo importante e noto teorema sappiamo anche dire se un semigruppo
e` limitato o meno.
Corollario 1.1.13 Il semigruppo (etA)t≥0 generato da A ∈Mn(C) e` limitato
se e solo se tutti gli autovalori di A hanno parte reale ≤ 0 e quelli con
parte reale nulla sono autovalori semplici, cioe` il blocco di Jordan relativo ha
dimensione pari a 1.
Esaminiamo ora semigruppi su spazi a dimensione infinita, la cui complessita`
di struttura richiede uno studio piu` approfondito e dettagliato.
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1.2 Semigruppi astratti e continuita`
Sia X uno spazio di Banach su C di dimensione infinita dotato di una certa
norma ‖·‖; come e` consueto indichiamo con L(X) lo spazio delle applicazioni
lineari e limitate da X in se´.
Definizione 1.2.1 Un semigruppo (o sistema dinamico lineare) su X e` una
famiglia di applicazioni (T (t))t≥0, con T (·) : R+ → L(X), che soddisfano
(FE).
La definizione naturalmente generalizza quella data precedentemente per se-
migruppi su Cn; allo stesso modo l’orbita di un elemento x ∈ X e` l’insieme
{T (t)x : t ≥ 0}.
Analogamente al caso finito-dimensionale possiamo definire per A ∈ L(X)
l’operatore esponenziale
etA :=
∞∑
k=0
tkAk
k!
, (1.2.1)
dove la convergenza della serie avviene rispetto alla topologia uniforme su
L(X), cioe` quella indotta dalla norma su X).
Poiche´ in generale la norma su X e quella su L(X) non sono equivalenti,
bisogna specificare di volta in volta quale di esse si considera. Questo ci
conduce a diversi concetti di continuita`.
Definizione 1.2.2 (Uniforme continuita`) Un semigruppo (T (t))t≥0 su uno
spazio di Banach X e` uniformemente continuo se l’applicazione
R+ 3 t→ T (t) ∈ L(X) (1.2.2)
e` continua rispetto alla topologia uniforme su L(X).
Abbiamo anche qui un teorema importante di caratterizzazione dei semigrup-
pi uniformemente continui.
Teorema 1.2.3 Ogni semigruppo uniformemente continuo (T (t))t≥0 su uno
spazio di Banach X e` della forma
T (t) = etA (1.2.3)
per qualche operatore A ∈ L(X).
Dimostrazione: Si veda la dimostrazione del Teorema 1.1.10. 2
L’uniforme continuita`, come e` evidente dalla definizione, e` una condizione
molto forte e restrittiva, che spesso in casi interessanti non e` verificata (e
nemmeno necessaria); questo ci porta ad un altro concetto di continuita`.
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Definizione 1.2.4 (Forte continuita`) Un semigruppo (T (t))t≥0 su uno spa-
zio di Banach X e` fortemente continuo se l’applicazione
R+ 3 t→ T (t) ∈ L(X) (1.2.4)
e` continua rispetto alla topologia forte su L(X), cioe` la topologia della con-
vergenza puntuale su X.
In altre parole questo significa che le mappe
ξx : t 7→ ξx(t) := T (t)x (1.2.5)
sono continue per ogni x ∈ X.
Osservazione 1.2.5 Ogni semigruppo uniformemente continuo e` anche for-
temente continuo.
Osserviamo che le orbite finite, cioe` del tipo{
T (t)x : t ∈ [0, t0]
}
, (1.2.6)
sono immagini tramite una funzione continua di un intervallo compatto, quin-
di compatte in X e quindi limitate per ogni x ∈ X. Per il principio di uni-
forme limitatezza, per la cui dimostrazione rimandiamo a [1], si ha dunque
‖T (t)‖ ≤ M, t ∈ [0, t0] per qualche costante M positiva, in altre parole
T (t) e` uniformemente continuo su ogni intervallo compatto. Da cio` segue la
seguente proposizione.
Proposizione 1.2.6 Sia (T (t))t≥0 un semigruppo fortemente continuo e sia
x ∈ X; allora per la mappa ξx : t→ T (t)x queste due proprieta` sono equiva-
lenti:
(a) ξx(·) e` differenziabile su R+;
(b) ξx(·) e` differenziabile a destra per t = 0.
Dimostrazione: Ovviamente (a) ⇒ (b).
Viceversa, se h > 0, si ha
lim
h↓0
1
h
(T (t+ h)x− T (t)x) = T (t) lim
h↓0
1
h
(T (h)x− x)
= T (t)ξ˙x(0),
dunque ξ(·) e` differenziabile a destra su R+.
Se invece −t ≤ h < 0 abbiamo
1
h
(T (t+ h)x− T (t)x)− T (t)ξ˙x(0) = T (t+ h)
(
1
h
(x− T (−h)x)− ξ˙x(0)
)
+ T (t+ h)ξ˙x(0)− T (t)ξ˙x(0).
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Se h ↑ 0, il primo termine del secondo membro tende a zero, poiche` ‖T (t+h)‖
resta limitata, essendo −t ≤ h < 0, mentre il secondo termine tende a zero in
virtu` della forte continuita` di ((T (t))t≥0. Questo dimostra che ξx(·) e` anche
differenziabile a sinistra su R+, da cui la tesi. 2
Esiste un concetto analogo di generatore per semigruppi fortemente conti-
nui: esso e` un operatore A generalmente non limitato e definito solo su un
sottonsieme D(A) denso in X.
Definizione 1.2.7 Il generatore A : D(A) ⊂ X → X di un semigruppo
fortemente continuo (T (t)t≥0 sullo spazio di Banach X e` l’operatore
Ax := ξ˙x(0) = lim
h↓0
1
h
(T (h)x− x) (1.2.7)
definito per ogni x nel suo dominio
D(A) := {x ∈ X : ξx e` differenziabile }. (1.2.8)
Enunciamo alcune proprieta` dell’operatore A facilmente verificabili.
Lemma 1.2.8 Per il generatore (A,D(A)) di un semigruppo fortemente
continuo (T (t))t≥0 si ha:
1. A : D(A) ⊂ X → X e` un’applicazione lineare.
2. Se x ∈ D(A) allora T (t)x ∈ D(A) e
d
dt
T (t)x = T (t)Ax = AT (t)x ∀t ≥ 0. (1.2.9)
3. Per ogni t ≥ 0 e x ∈ X si ha
∫ t
0
T (s)xds ∈ D(A). (1.2.10)
4. Per ogni t ≥ 0 si ha
T (t)x− x = A
∫ t
0
T (s)xds se x ∈ X,
=
∫ t
0
T (s)Axds se x ∈ D(A).
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Dimostrazione: La 1. e` evidente.
Per provare la 2. prendiamo x ∈ D(A). Si ha allora, posto y = T (t)x,
lim
h↓0
T (h)y − y
h
= T (t) lim
h↓0
T (h)x− x
h
= T (t)Ax = AT (t)x,
dunque T (t)x ∈ D(A) e vale la (1.2.9).
La dimostrazione della 3. e` contenuta in quella della 4.. Per x ∈ X e t ≥ 0
si ha, posto z =
∫ t
0
T (s)xds,
1
h
(T (h)z − z) =
1
h
∫ t
0
T (s+ h)xds−
1
h
∫ t
0
T (s)xds
=
1
h
∫ t+h
h
T (s)xds−
1
h
∫ t
0
T (s)x
=
1
h
∫ t+h
h
T (s)xds−
1
h
∫ h
0
T (s)x,
che tende a T (t)x − x se h ↓ 0. In particolare questo dimostra la 3., come
preannunciato. Se x ∈ D(A), allora le funzioni s 7→ T (s)T (h)x−x
h
convergono
uniformemente su [0, t] alla funzione s 7→ T (s)Ax, al tendere di h a zero. Di
conseguenza si ha
lim
h↓0
1
h
(T (h)− I)
∫ t
0
T (s)xds = lim
h↓0
∫ t
0
T (s)
1
h
(T (h)− I)xds
=
∫ t
0
T (s)Axds.
2
Un concetto importante per un operatore e` quello di chiusura.
Definizione 1.2.9 Un operatore A su uno spazio di Banach X e` detto chiuso
se 

(xn)n∈N ⊂ D(A)
xn → x
Axn → y
=⇒
{
x ∈ D(A)
y = Ax
(1.2.11)
Questa condizione equivale ad imporre che il grafico
G(A) := {(x,Ax) : x ∈ D(A)} (1.2.12)
sia chiuso in X ×X.
Se (A,D(A)) non e` chiuso ma esiste un operatore chiuso A¯ tale che D(A) ⊂
D(A¯) e A¯x = Ax ∀x ∈ D(A), si dice che A e` chiudibile.
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Osservazione 1.2.10 L’operatore A e` chiuso se e solo se
X1 := ((D(A), ‖ · ‖A) (1.2.13)
e` uno spazio di Banach rispetto alla norma del grafico
‖x‖A := ‖x‖+ ‖Ax‖, x ∈ D(A). (1.2.14)
La corrispondenza tra semigruppo e generatore e` iniettiva, come mostra il
seguente teorema.
Teorema 1.2.11 Il generatore di un semigruppo fortemente continuo e` un
operatore lineare chiuso, ha dominio denso e determina il semigruppo in modo
univoco.
Dimostrazione: Sia (T (t))t≥0 un semigruppo fortemente continuo su uno
spazio di Banach X; abbiamo gia` osservato nel lemma precedente che il suo
generatore A e` un operatore lineare.
Per dimostrare che e` chiuso consideriamo una successione (xn)n∈N ⊂ D(A)
per cui esistano i limiti limn→∞ xn = x e limn→∞ Axn = y. Per la 4. del
lemma precedente abbiamo
T (t)xn − xn =
∫ t
0
T (s)Axnds (1.2.15)
per t > 0. Poiche´ T (·)Axn converge uniformemente su [0, t] per n→∞ si ha
T (t)x− x =
∫ t
0
T (s)yds. (1.2.16)
Moltiplicando ambo i membri per 1/t e prendendo il limite per t ↓ 0 risulta
x ∈ D(A) e Ax = y, cioe` A e` chiuso.
Dimostriamo che D(A) e` denso in X: sempre per il lemma sopra enunciato
(parte 3.), gli elementi 1/t
∫ t
0
T (s)ds stanno nel dominio di A per ogni t ≥ 0,
quindi per la forte continuita` di (T (t))t≥0 si ha
lim
t↓0
1
t
∫ t
0
T (s)xds = x (1.2.17)
per ogni x ∈ X, il che dimostra appunto che D(A) e` denso in X.
Per quanto riguarda l’unicita`, sia (S(t))t≥0 un altro semigruppo fortemente
continuo avente A come generatore. Per x ∈ D(A) e t > 0 consideriamo la
mappa
s 7→ ηx(s) := T (t− s)S(s)x (1.2.18)
12 Capitolo 1. Semigruppi: generalita`
per 0 ≤ s ≤ t. Dunque il rapporto incrementale
1
h
(ηx(s+ h)− ηx(s)) = T (t− s− h)
[
1
h
(
S(s+ h)x− S(s)x
)
− AS(s)x
]
+ T (t− s− h)AS(s)x
converge a
d
ds
ηx(s) = T (t− s)AS(s)x− AT (t− s)S(s)x = 0. (1.2.19)
Essendo ηx(0) = T (t)x e ηx(t) = S(t)x abbiamo
T (t)x = S(t)x (1.2.20)
per ogni x nel dominio di A; essendo esso denso concludiamo che T (t) = S(t)
per ogni t ≥ 0. 2
Abbiamo dunque il seguente importante corollario, che stabilisce il confine
tra forte continuita` e uniforme continuita`.
Corollario 1.2.12 Per un semigruppo fortemente continuo T (t) su uno spa-
zio di Banach X con generatore (A,D(A)) queste affermazioni sono equiva-
lenti.
(a) Il generatore A e` limitato.
(b) Il dominio D(A) e` tutto X.
(c) Il dominio D(A) e` chiuso in X.
(d) Il semigruppo T (t) e` uniformemente continuo.
In ciascun caso il semigruppo e` come gia` sappiamo del tipo
T (t) = etA =
∞∑
k=0
tkAk
k!
, t ≥ 0. (1.2.21)
L’affermazione (b) mette in luce il fatto che il dominio del generatore di
un semigruppo fortemente continuo contiene in se´ importanti informazioni
sul semigruppo stesso. Introduciamo dunque il concetto di nucleo di un
operatore.
Definizione 1.2.13 Un sottospazio C del dominio D(A) di un operatore
lineare A : D(A) ⊂ X → X e` un nucleo per A se e` denso in D(A) rispetto
alla norma del grafico ‖x‖A := ‖x‖ + ‖Ax‖.
Abbiamo la seguente proposizione.
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Proposizione 1.2.14 Sia (A,D(A)) il generatore di un semigruppo forte-
mente continuo (T (t))t≥0 su uno spazio di Banach X. Un sottospazio C di
D(A) denso in X per la norma ‖ · ‖ e invariante rispetto al semigruppo e`
sempre un nucleo di A.
Dimostrazione: Poiche´ C e` denso in D(A), per ogni x ∈ D(A) possiamo
trovare una successione (xn)n∈N tale che limn→∞ ‖xn − x‖ = 0. Dato che
l’applicazione s 7→ T (s)xn ∈ C e` continua per ogni n rispetto alla norma
‖·‖A (si veda il Lemma 1.2.8), si ha che
∫ t
0
T (s)xnds appartiene alla chiusura
di C rispetto alla norma ‖ · ‖A. Analogamente, la continuita` di s 7→ T (s)x
per x ∈ D(A) sempre secondo la norma ‖ · ‖A implica, per ogni t positivo,∥∥∥∥1t
∫ t
0
T (s)xds− x
∥∥∥∥
A
→ 0 se t ↓ 0 (1.2.22)
e ∥∥∥∥1t
∫ t
0
T (s)xnds−
1
t
∫ t
0
T (s)xds
∥∥∥∥
A
→ 0 se n→∞. (1.2.23)
Si deduce dunque che per ogni ε > 0 possiamo trovare un t > 0 e un n ∈ N
sufficientemente grandi per cui valga∥∥∥∥1t
∫ t
0
T (s)xnds− x
∥∥∥∥
A
< ε, (1.2.24)
quindi x sta nella chiusura di C secondo la norma del grafico, cioe` la tesi. 2
Vogliamo ora cercare di stimare la crescita di ‖T (t)‖: si dimostra che per
semigruppi fortemente continui essa e` dominata da un’esponenziale.
Come gia` osservato, un semigruppo fortemente continuo e` uniformemente
limitato sugli intervalli della forma [0, T ], Da cio` consegue una crescita al piu`
esponenziale su R+.
Proposizione 1.2.15 Sia (T (t))t≥0 un semigruppo fortemente continuo su
uno spazio di Banach X. Allora esistono un numero reale ω e una costante
M ≥ 1 tali che
‖T (t)‖ ≤Meωt, t ≥ 0 . (1.2.25)
Dimostrazione: Scegliamo M ≥ 1 tale che ‖T (s)‖ ≤ M per ogni 0 ≤ s ≤
1; poiche´ ogni numero reale positivo t puo` essere scritto nella forma t = s+k
con s ∈ [0, 1) e k ∈ N abbiamo
‖T (t)‖ ≤ ‖T (s)‖ ‖T (1)‖n
≤ Mn+1 = Men log M ≤ Meωt
(1.2.26)
scegliendo ω := logM. 2
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Se in (1.2.25) e` possibile prendere ω = 0 il semigruppo e` detto limitato, se e`
limitato e si puo` scegliere M = 1 e` detto contrattivo, e se ‖T (t)x‖ = ‖x‖ e`
detto isometrico.
L’estremo inferiore degli ω per cui vale (1.2.25) ha un ruolo di rilievo nella
teoria dei semigruppi fortemente continui, quindi per comodita` gli diamo un
nome.
Definizione 1.2.16 Sia T := (T (t))t≥0 un semigruppo fortemente continuo.
Il valore, eventualmente infinito,
inf{ω ∈ R : ∃Mω ≥ 1 per cui ‖T (t)‖ ≤Mωe
ωt ∀t ≥ 0}. (1.2.27)
e` detto tipo del semigruppo T, e si indica con ω0, o con ωT.
Dalla proposizione precedente si deduce che il tipo di un semigruppo forte-
mente continuo e` sempre < +∞; puo` succedere pur tuttavia che sia ωT (t) =
−∞, come vedremo tra poco. Spesso, per vari motivi, si e` interessati al
comportamento asintotico delle orbite di un dato semigruppo: e` dunque im-
portante cercare di capire come stimare la norma di T (t); intuitivamente un
semigruppo la cui norma cresce molto per t grandi e` difficile da trattare,
mentre se resta limitata o tende a zero ci aspettiamo una stabilita` di qualche
tipo a livello asintotico.
Definizione 1.2.17 Un semigruppo (T (t))t≥0 su uno spazio di Banach X e`
detto uniformemente esponenzialmente stabile se esistono numeri reali ε > 0
e M ≥ 1 tali che si abbia
‖T (t)‖ ≤ Me−εt ∀t ≥ 0. (1.2.28)
Esponiamo ora alcuni esempi di semigruppi che avremo modo di reincontrare
nel corso della nostra trattazione.
Esempio 1.2.18 (Semigruppi di traslazione)
Per una funzione f : R → C e t ≥ 0 poniamo
(Tl(t)f) (s) := f(s+ t), s ∈ R. (1.2.29)
E` semplice verificare che l’operatore (Tl(t) soddisfa (FE), quindi per farne
un semigruppo sara` sufficiente farlo agire su un opportuno spazio funzionale;
otteniamo in questo modo i semigruppi di traslazione a sinistra su R. Allo
stesso modo (
Tr(t)f
)
(s) := f(s− t) (1.2.30)
definisce un semigruppo, detto di traslazione a destra.
Scegliamo ad esempio X = L1(R).
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Proposizione 1.2.19 (Tl(t))t≥0 e` fortemente continuo ma non uniforme-
mente continuo.
Dimostrazione: Sfruttiamo un risultato generale: le funzioni continue a
supporto compatto sono dense in Lp(R) per ogni 1 ≤ p < ∞. Si ha allora
per f ∈ C00 (R)
lim
t↓0
‖Tl(t)f − f‖1 ≤ lim
t↓0
C sup
s∈R
|f(t+ s)− f(s)| = 0, (1.2.31)
in quanto f e` uniformemente continua sui compatti (C e` la misura di Lebe-
sgue del supporto di f). Questo dimostra la forte continuita` di Tl(t).
Vediamo che il semigruppo non e` uniformemente continuo.
Sia infatti δn una successione di numeri positivi convergente a zero. Definia-
mo allora la successione un ∈ L
1(R) data da
un(x) =
{
2
δn
, |x| ≤ δn/4
0, altrimenti.
(1.2.32)
Dato che un(·) e un(·)+δn hanno supporti disgiunti e norma 1, si ha ‖Tl(δn)un−
un‖1 = 2 per ogni n ∈ N. Se Tl(t) fosse uniformemente continuo dovremmo
avere
lim
t↓0
‖Tl(t)− I‖ = 0, (1.2.33)
ma allora dedurremmo
2 = ‖Tl(δn)un − un‖1 ≤ ‖Tl(t)− I‖ · ‖un‖1 → 0, (1.2.34)
e questo e` assurdo. 2
Si puo` osservare ulteriormente che Tl(t) e` isometrico, infatti
‖Tl(t)f‖ =
∫ +∞
−∞
|f(t+ s)|ds =
∫ +∞
−∞
|f(s)|ds = ‖f‖, ∀t ≥ 0 (1.2.35)
e che wTl(t) = 0.
Si vede facilmente che il generatore Al di questo semigruppo e`
Alu :=
d
dx
u = u′ (1.2.36)
di dominio
D(Al) := {u ∈ X : u ∈ AC(R) e u
′ ∈ X}. (1.2.37)
Proprieta` del tutto analoghe valgono per il semigruppo di traslazione a destra
(Tr(t))t≥0. Rimandiamo a [2] per ulteriori approfondimenti.
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Esempio 1.2.20 (Traslazioni su intervalli compatti)
Prendiamo X = L1[0, 1] e definiamo per ogni f ∈ X la famiglia di operatori
(
Tl0(t)f
)
(s) :=
{
f(t+ s), se t+ s ≤ 1
0, se t+ s > 1
(1.2.38)
Otteniamo in questo modo un semigruppo nilpotente su X, infatti Tl0(t) = 0
se t ≥ 1, fortemente continuo ma non uniformemente continuo: per vederlo
si possono usare argomentazioni del tutto simili a quelle usate in 1.2.19;
essendo inoltre Tl0(t) nilpotente si ha ωTl0 = −∞. In questo caso il generatore
A[0,1] del semigruppo e` ancora l’operatore derivata prima (come nel caso dei
semigruppi di traslazione su R) ma ha un dominio diverso, infatti
D(A[0,1]) := {u ∈ X : u ∈ AC[0, 1], u
′ ∈ X e u(1) = 0}. (1.2.39)
La condizione u(1) = 0 e` necessaria in quanto se u ∈ D(A[0,1]) allora u e`
assolutamente continua su [0, 1], ma per il Lemma 1.2.8 (2.) anche Tl0(t)u
deve essere assolutamente continua per ogni t ≥ 0, il che implica u(1) = 0.
Esempio 1.2.21 (Semigruppi periodici)
Un semigruppo fortemente continuo su uno spazio di Banach X, tale che
T (t0) = I per qualche t0 > 0, e` detto periodico, e il periodo τ di T (t) e`
τ := inf{t0 > 0 : T(t0) = I}. (1.2.40)
Osservazione 1.2.22 Se (T (t))t≥0 e` periodico allora e` limitato e invertibile
per ogni t ≥ 0.
Dimostrazione: Se T (t) e` periodico allora esiste t0 > 0 per cui T (nt0) = I
per ogni n ∈ N. Percio` si ha
‖T (t)‖ ≤ supt∈[0,t0]{‖T(t)‖} ≤ M (1.2.41)
perche´, come gia` osservato in precedenza, ogni semigruppo fortemente con-
tinuo e` uniformemente limitato su intervalli di tipo [a, b].
Essendo inoltre T (nt0 − t)T (t) = I non appena nt0 ≥ t, abbiamo che T (t) e`
invertibile per ogni t positivo. 2
Esempio 1.2.23 (Semigruppi riscalati)
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Supponiamo di avere un semigruppo (T (t))t≥0 su uno spazio di Banach
X; preso un numero complesso µ e un reale α > 0 costruiamo un nuovo
semigruppo (S(t))t≥0
S(t) := eµtT(αt) (1.2.42)
per t ≥ 0. Diciamo che S(t) e` ottenuto per riscalatura del semigruppo T (t);
osserviamo che scegliendo α = 1 e µ ≤ −ω0 il semigruppo scalato ha tipo
minore o uguale a zero. Inoltre si vede facilmente che S(t) ha generatore
B = αA+ µI, di dominio D(B) = D(A).
Poiche` l’operazione di riscalatura di un semigruppo ne preserva le proprieta`
di continuita` (e altre), puo` essere comodo talvolta studiare, al posto del
semigruppo originario, un semigruppo riscalato di un opportuno fattore (ti-
picamente questo fattore e` il tipo qualora esso sia 6= −∞).
I semigruppi piu` interessanti per il nostro studio sono i semigruppi fortemen-
te continui: infatti l’ipotesi di forte continuita` e` sufficientemente forte da
garantire, ad esempio nei problemi di Cauchy astratti, esistenza ed unicita`
di soluzione e in generale una buona regolarita` delle orbite, e al tempo stesso
e` verificata in una gamma molto ampia di problemi.
Abbiamo visto che, dato un semigruppo fortemente continuo (T (t))t≥0 su
uno spazio di Banach X, e` possibile associargli un operatore lineare e chiuso
A, definito su un sottoinsieme denso di X, che determina il semigruppo in
maniera univoca. Data l’importanza che il generatore riveste nello studio di
un semigruppo e` molto utile cercare di capire al meglio il comportamento di
questo operatore in termini di invertibilita`, autovalori e proprieta` analoghe:
esponiamo dunque nel prossimo paragrafo alcuni elementi di teoria spettrale.
1.3 Richiami di teoria spettrale
Sia X uno spazio di Banach su C dotato di norma ‖ · ‖, e sia A un operatore
lineare di dominio D(A) ⊂ X a valori in X. Diamo ora alcune definizioni
preliminari di concetti che useremo in ampia misura.
Definizione 1.3.1 L’insieme
ρ(A) := {λ ∈ C : (λI − A)−1 ∈ L(X)} (1.3.1)
e` detto insieme risolvente dell’operatore A.
Definizione 1.3.2 Per ogni λ ∈ ρ(A), definiamo l’operatore risolvente di A
in questo modo:
R(λ,A) := (λI − A)−1. (1.3.2)
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Definizione 1.3.3 L’insieme C\ρ(A) := σ(A) e` detto spettro dell’operatore
A e il valore r(A) := sup {|λ| : λ ∈ σ(A)} e` detto raggio spettrale.
Definizione 1.3.4 Lo spettro puntuale di A e` l’insieme σp(A) ⊂ σ(A)
costituito da tutti gli autovalori di A, ossia dai λ ∈ C per cui A non e`
iniettivo.
Definizione 1.3.5 Lo spettro approssimato di A e` l’insieme σa(A) ⊂ σ(A)
costituito dai λ ∈ C per cui λ− A non e` iniettivo oppure (λ− A)D(A) non
e` chiuso in X.
Dalle definizioni si ha l’inclusione σp(A) ⊂ σa(A). Nel seguente lemma chia-
riamo il significato della denominazione spettro approssimato, che abbiamo
usato sopra.
Lemma 1.3.6 Sia A : D(A) ⊂ X → X un operatore chiuso, e sia λ un
numero complesso. Allora λ ∈ σa(A), cioe` λ e` un autovalore approssima-
to, se e solo se esiste una successione (xn)n∈N ⊂ D(A), detta autovettore
approssimato, tale che ‖xn‖ = 1 ∀n e limn→∞ ‖Axn − λxn‖ = 0.
Definizione 1.3.7 Lo spettro residuo di A e` l’insieme σr(A) ⊂ σ(A) costi-
tuito dai λ ∈ C per cui (λ− A)D(A) non e` denso in X.
Osservazione 1.3.8 σ(A) = σa(A) ∪ σr(A).
In generale l’unione σa(A) ∪ σr(A) non e` disgiunta.
Definizione 1.3.9 Il valore s(A) := sup {Reλ : λ ∈ σ(A)} e` detto barriera
spettrale di A.
Un altro concetto importante e` quello di parte di un operatore A.
Definizione 1.3.10 Se Y e` uno spazio di Banach immerso in maniera con-
tinua nello spazio di Banach X (in simboli Y ↪→ X), la parte di un operatore
A : D(A) ⊂ X → X in Y e` l’operatore A| definito da
A|y := Ay (1.3.3)
e con dominio
D(A|) := {y ∈ D(A) ∩ Y : Ay ∈ Y }. (1.3.4)
In altre parole A| e` l’operatore massimale indotto da A su Y .
Richiamiamo inoltre la definizione di compattezza di un operatore A.
Definizione 1.3.11 Un operatore A di dominio D(A) e` detto compatto se f
l’immagine tramite A di un sottoinsieme limitato e` un insieme relativamente
compatto, cioe` a chiusura compatta.
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1.4 Proprieta` spettrali del risolvente
Vediamo ora alcune proprieta` importanti del risolvente.
Proposizione 1.4.1 Per l’operatore risolvente vale la seguente identita`:
R(λ,A)−R(µ,A) = (µ− λ)R(λ,A)R(µ,A) ∀µ, λ ∈ ρ(A). (1.4.1)
Dimostrazione: Si tratta di un semplice calcolo:
R(λ,A)−R(µ,A) = (λI − A)−1 − (µI − A)−1
= (λI − A)−1[µI − A− λI + A](µI − A)−1
= (µ− λ)R(λ,A)R(µ,A).
(1.4.2)
Si deduce anche che R(λ,A) e R(µ,A) commutano. 2
Da questa fondamentale identita` si deduce la seguente osservazione.
Osservazione 1.4.2 Se R(λ,A) e` compatto per un certo λ0 ∈ ρ(A), allora
esso e` compatto per ogni λ ∈ ρ(A).
Dimostrazione: Sia R(λ0, A) compatto, e sia λ ∈ ρ(A). Dalla (1.4.1) si
ha l’uguaglianza
R(λ,A) [I + (λ− lλ0)R(λ0, A)] = R(λ0, A),
ed essendo R(λ,A) e R(λ0, A) invertibili, anche [I + (λ− λ0)R(λ0, A)] deve
essere invertibile: la (1.4.1) diventa dunque
R(λ,A) = R(λ0, A) [I + (λ− λ0)R(λ0, A)]
−1 . (1.4.3)
Se Ω ⊂ X e` limitato, allora [I + (λ− λ0)R(λ0, A)]
−1 (Ω) e` limitato, e la sua
immagine tramite R(λ0, A), che e` l’immagine di Ω tramite R(λ0, A), e` un
sottoinsieme di X relativamente compatto, perche´ R(λ0, A) e` compatto per
ipotesi. Per l’arbitrarieta` di λ si deduce quindi che R(λ,A) e` un operatore
compatto per ogni λ ∈ ρ(A). 2
Proposizione 1.4.3 L’insieme risolvente ρ(A) e` aperto in C; piu` precisa-
mente, ρ(A) contiene le palle aperte del tipo B(λ0, ‖R(λ0, A)‖
−1) per ogni
λ0 ∈ ρ(A), e si ha:
R(λ,A) =
∞∑
n=0
(−1)n(λ− λ0)
nR(λ0, A)
n+1. (1.4.4)
In particolare l’applicazione λ 7→ R(λ,A) e` olomorfa su ρ(A) e
dn
dλn
R(λ,A)|λ=λ0 = (−1)
nR(λ0, A)
n+1. (1.4.5)
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Dimostrazione: Dobbiamo provare che se λ0 ∈ ρ(A) e |λ−λ0| <
1
‖R(λ0 ,A)‖
,
allora λ ∈ ρ(A), ossia per ogni y ∈ X esiste uno ed un solo x ∈ X tale che
λx− Ax = y.
Sia dunque y ∈ X; l’equazione y = (λ− A)x si puo` scrivere
y = (λ− A)x = (λ− λ0)R(λ0, A)z + z, (1.4.6)
avendo posto z = (λ− A)x. Ora, se
|λ− λ0| ‖R(λ0, A)‖L(X) < 1 (1.4.7)
l’operatore (λ − λ0)R(λ0, A) + I e` invertibile e il suo inverso e` chiaramente
un operatore lineare e limitato: infatti se vale (1.4.7) tutti gli autovalori di
(λ−λ0)R(λ0, A) sono contenuti nella parte interna del cerchio unitario Γ ⊂ C,
quindi 0 non e` autovalore di (λ− λ0)R(λ0, A) + I, ergo (λ− λ0)R(λ0, A) + I
risulta essere invertibile e la (1.4.6) diventa
z = [(λ− λ0)R(λ0, A) + I]
−1y, (1.4.8)
cosicche´ z, e quindi x, e` univocamente determinato.
Dunque si ha B(λ0, ‖R(λ0, A)‖
−1
L(X)) ⊂ ρ(A).
Lo sviluppo in serie di R(λ,A) come enunciato in (1.4.4) e` una immediata
conseguenza dell’uguaglianza
[(λ− λ0)R(λ0, A) + I]
−1 =
∞∑
n=0
(−1)n [(λ− λ0)R(λ0, A)]
n+1 , (1.4.9)
infatti per ottenere (1.4.4) basta moltiplicare ambo i membri di tale ugua-
glianza per (λ− λ0).
Il fatto che la mappa λ 7→ R(λ,A) sia olomorfa e` immediata conseguenza
della (1.4.4), e la verifica di (1.4.5) e` un semplice calcolo. 2
Abbiamo appena visto che lo spettro di un operatore A e` sempre un sottoin-
sieme chiuso di C; nel caso in cui A sia limitato σ(A) e` compatto e si ha
r(A) = lim supn→∞
n
√
‖An‖ ≤ ‖A‖. Inoltre si ha, sempre nel caso di A limi-
tato, che σ(A) e` sempre diverso dal vuoto: infatti se cos`ı non fosse R(λ,A)
sarebbe olomorfa, definita su tutto C, e limitata, quindi costante per il teo-
rema di Liouville, il che e` assurdo.
Utilizzando la continuita` dell’operatore risolvente dimostriamo la seguente
proposizione.
Proposizione 1.4.4 Sia λn ∈ ρ(A) con limn→∞ λn = λ0. Allora λ0 ∈ σ(A)
se e solo se limn→∞ ‖R(λn, A)‖ = ∞.
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Dimostrazione: Poiche´, per la Proposizione 1.4.3, ‖R(λ,A)‖ ≥ 1
dist(λ,σ(A))
per ogni λ ∈ ρ(A), se λ0 ∈ σ(A) allora necessariamente R(λn, A) →∞.
Viceversa, supponiamo per assurdo che λ0 ∈ ρ(A). Allora la mappa risolven-
te, essendo continua, e` limitata sull’insieme compatto {λn : n ≥ 0}, il che
contraddice l’ipotesi limn→∞ ‖R(λ,A)‖ = ∞. Dunque λ0 ∈ σ(A). 2
I punti in cui R(λ,A) non e` definito sono i punti di σ(A). Supponiamo che z0
sia un punto isolato di σ(A). Allora possiamo sviluppare in serie di Laurent
la funzione λ 7→ R(λ,A) in un opportuno intorno limitato Uz0 di z0, che ri-
sulata essere una singolarita` per R(λ,A). Tuttavia, se l’operatore risolvente
e` compatto e lo spazio X non e` compatto, allora z0 deve necessariamente
essere un polo di ordine finito per R(λ,A), altrimenti l’immagine dell’intorno
limitato Uz0 di z0 sarebbe un sottoinsieme denso di X relativamente compat-
to, ovvero X sarebbe compatto, assurdo. Questo discorso vale in realta` per
tutti i punti dello spettro di A: si rimanda a [2] per approfondimenti.
Proposizione 1.4.5 Se A ha risolvente compatto, allora ogni punto di σ(A)
e` un polo di ordine finito per R(λ,A). Inoltre si ha
σ(A) = σp(A). (1.4.10)
Con questi strumenti possiamo ora affrontare una discussione piu` dettagliata
sui semigruppi fortemente continui, sulle cui proprieta` si basera`, come vedre-
mo, la costruzione del modello matematico di flusso su rete che illustreremo
nel Capitolo 3. La maggior parte dei concetti e dei risultati che esporremo
nel capitolo successivo possono essere reperiti in [2] e
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Capitolo 2
Semigruppi fortemente continui
In questo capitolo esporremo alcuni risultati che si riveleranno fondamentali
nella costruzione del nostro modello e useremo i concetti di teoria spettrale
illustrati nel capitolo precedente per un’analisi piu` dettagliata e profonda
della struttura dei semigruppi fortemente continui su spazi di Banach.
2.1 Relazione tra tipo e barriera spettrale
Lemma 2.1.1 Sia (A,D(A)) il generatore di un semigruppo (T (t))t≥0 for-
temente continuo su uno spazio di Banach X. Allora valgono le seguenti
identita` per ogni λ ∈ C e t positivo:
e−λtT (t)x− x = (A− λ)
∫ t
0
e−λtT(s)xds se x ∈ X,
=
∫ t
0
e−λsT (s)(A− λ)xds se x ∈ D(A).
(2.1.1)
Dimostrazione: Basta applicare il Lemma 1.2.8 4. al semigruppo scalato
S(t) := e−λtT(t). il cui generatore e` B := A− λ e ha dominio D(B) = D(A)
(si veda Esempio 4. del Capitolo 1). 2
Vediamo in questo teorema che esiste un legame profondo tra semigruppo e
operatore risolvente del generatore.
Teorema 2.1.2 Sia (T (t))t≥0 un semigruppo fortemente continuo sullo spa-
zio di Banach X generato dall’operatore (A,D(A)), e siano ω e M ≥ 1
costanti reali per cui valga
‖T (t)‖ ≤Meωt
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per t ≥ 0 (si veda Proposizione 1.2.15). Valgono allora le seguenti afferma-
zioni:
(i) Se λ ∈ C e` tale che R(λ)x :=
∫∞
0
e−λsT (s)xds esiste per ogni x ∈ X,
allora λ ∈ ρ(A) e R(λ) = R(λ,A).
(ii) Se Reλ > ω allora λ ∈ ρ(A) e l’operatore risolvente e` dato dalla formula
integrale scritta in (i).
(iii) ‖R(λ,A)‖ ≤
M
Reλ− ω
per ogni λ tale che Reλ > ω.
Dimostrazione: Usando il lemma precedente possiamo assumere, a meno
di scalatura, che sia λ = 0; siano allora x ∈ X e h > 0. Abbiamo:
T (h)− I
h
R(0)x =
T (h)− I
h
∫ ∞
0
T (s)xds
=
1
h
∫ ∞
0
T (s+ h)xds−
1
h
∫ ∞
0
T (s)xds
=
1
h
∫ ∞
h
T (s)xds−
1
h
∫ ∞
0
T (s)xds
= −
1
h
∫ h
0
T (s)xds.
(2.1.2)
Prendendo il limite per h ↓ 0 si deduce che R(0) e` a valori in D(A) e AR(0) =
−I; d’altro canto, se x ∈ D(A), sfruttando il Lemma 1.2.8 (4.) abbiamo
lim
t→∞
∫ t
0
T (s)xds = R(0)x, (2.1.3)
e
lim
t→∞
A
∫ t
0
T (s)xds = lim
t→∞
∫ t
0
T (s)Axds = R(0)Ax. (2.1.4)
Essendo A chiuso in quanto generatore di un semigruppo fortemente continuo
si ha R(0)Ax = AR(0)x = −x, per cui R(0) = (−A)−1 come enunciato in
(i).
Le affermazioni (ii) e (iii) seguono da (i) e dalla stima
∥∥∥ ∫ t
0
e−λsT(s)ds
∥∥∥ ≤ M ∫ t
0
e(ω−Reλ)sds (2.1.5)
perche´, per Reλ > ω, il secondo membro della disuguaglianza precedente
tende a
M
Reλ− ω
per t→∞. 2
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Come conseguenza notevole di questo teorema si ha che lo spettro del ge-
neratore A di un semigruppo fortemente continuo e` sempre contenuto in un
semipiano sinistro di C, come e` mostrato in Figura 2.1.
Si ha inoltre il seguente corollario, che fornisce una stima delle potenze di
R(λ,A).
Corollario 2.1.3 Per il generatore (A,D(A)) di un semigruppo fortemente
continuo (T (t))t≥0 che soddisfa
‖T (t)‖ ≤Meωt ∀t ≥ 0 (2.1.6)
si ha, per Reλ > ω e n ∈ N, la seguente disuguaglianza:
‖R(λ,A)n‖ ≤
M
(Reλ− ω)n
. (2.1.7)
Dimostrazione: Per il teorema precedente parte (ii) abbiamo che, se
Reλ > ω, allora λ ∈ ρ(A) e vale R(λ,A)x =
∫∞
0
e−λsT (s)xds. Derivando si
ottiene
d
dλ
R(λ,A)x = −
∫ ∞
0
se−λsT (s)xds, (2.1.8)
per ogni x ∈ X. Procedendo per induzione e utilizzando il Corollario 1.4.5
si ha
R(λ,A)nx =
1
(n− 1)!
∫ ∞
0
sn−1e−λsT (s)xds. (2.1.9)
Per ottenere la tesi stimiamo ‖R(λ,A)n‖ utilizzando l’uguaglianza appena
trovata. Si ha infatti
‖R(λ,A)nx‖ =
1
(n− 1)!
·
∥∥∥∥
∫ ∞
0
sn−1e−λsT (s)xds
∥∥∥∥
≤
M
(n− 1)!
·
∫ ∞
0
sn−1e(ω−Reλ)sds · ‖x‖
=
M
(Reλ− ω)n
· ‖x‖
per ogni x ∈ X. 2
Ancora come conseguenza del Teorema 2.1.2 abbiamo la seguente relazione
tra tipo e barriera spettrale.
Corollario 2.1.4 Per un semigruppo fortemente continuo (T (t))t≥0 con ge-
neratore A vale la seguente disuguaglianza:
−∞ ≤ s(A) ≤ ω0 < +∞. (2.1.10)
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Dimostrazione: Per le considerazioni svolte nel Capitolo 1 e` sufficiente
mostrare che s(A) ≤ ω0, e a questo fine utilizziamo le parti (ii) e (i) del
teorema precedente.
Se infatti ω0 e` un numero finito allora, supponendo per assurdo s(A) >
ω0, esisterebbe per (ii) un punto dello spettro di A appartenente all’insieme
risolvente, che e` una contraddizione. D’altra parte, se ω0 = −∞, l’operatore
risolvente e` definito per ogni λ ∈ C in virtu` di (i) e quindi σ(A) e` vuoto, per
cui s(A) = −∞. 2
Il Corollario 2.1.4 ci assicura che lo spettro del generatore A di un semigruppo
fortemente continuo (T (t))t≥0 e` sempre contenuto in un semispazio sinistro
del piano complesso, come e` mostrato nella figura sottostante. La seguente
s(A)
 
PSfrag replacements
Re λ
Im λ
Figura 2.1: Spettro dell’operatore A.
proposizione fornisce un modo diretto per calcolare il tipo di un semigruppo
fortemente continuo T (t).
Proposizione 2.1.5 Il tipo di un semigruppo fortemente continuo (T (t))t≥0
puo` essere calcolato nel modo seguente:
ω0 = lim
t→∞
1
t
log ‖T (t)‖ = inf
t>0
1
t
log ‖T (t)‖ =
1
t0
log r
(
T (t0)
)
(2.1.11)
per ogni t0 > 0. In particolare si ha
r
(
T (t)
)
= eω0t ∀t ≥ 0. (2.1.12)
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Dimostrazione: Sfruttiamo per la dimostrazione questo seguente risultato.
Lemma 2.1.6 Sia u : R+ → R una funzione limitata sugli intervalli com-
patti e subadditiva. Allora si ha
inf
t>0
u(t)
t
= lim
t→∞
u(t)
t
= α < +∞. (2.1.13)
Dimostrazione del lemma: Fissiamo t0 > 0, e scriviamo di conseguenza
t = nt0 +s, con n ∈ N e s ∈ [0, t0). Per subadditivita`, e usando la limitatezza
di u sull’intervallo compatto [0, t0], abbiamo
u(t)
t
≤
u(nt0) + u(s)
nt0
≤
u(t0)
t0
+
M
nt0
, (2.1.14)
con M costante reale. Se t→∞ allora anche n→∞, dunque otteniamo
lim sup
t→∞
u(t)
t
≤
u(t0)
t0
(2.1.15)
comuqnue si scelga t0 > 0, ergo
lim sup
t→∞
u(t)
t
≤ inf
t>0
u(t)
t
≤ lim inf
t→∞
u(t)
t
. (2.1.16)
Questo prova l’asserzione del lemma.
Passiamo alla dimostrazione del teorema.
La funzione t 7→ log ‖T (t)‖ soddisfa le ipotesi del nostro lemma, dunque
avremo
v := inf
t>0
1
t
log ‖T (t)‖ = lim
t→∞
1
t
log ‖T (t)‖, (2.1.17)
con v 6= +∞.
Supponiamo dapprima che sia v = −∞. Dimostrare che ω0 = −∞ e` equiva-
lente a dimostrare che comunque si scelga ω esiste una costante Mω ≥ 1
tale che ‖T (t)‖ ≤ Mωe
ωt per ogni t positivo. Per definizione di limite,
limt→∞
1
t
log ‖T (t)‖ = −∞ se e solo se per ogni numero γ < 0 esiste un
tγ > 0 per cui
1
t
log ‖T (t)‖ < γ. Ma allora ‖T (t)‖ < eγt per t ≥ tγ ,
mentre ‖T (t)‖ ≤ Mγ sull’intervallo compatto [0, tγ ]: in definitiva si ha
‖T (t)‖ < Mγe
γt comunque si scelga γ < 0, ossia ω0 = −∞. Se invece
v 6= −∞ allora si ha
evt ≤ ‖T (t)‖ (2.1.18)
per ogni t ≥ 0, il che implica v ≤ ω0 per definizione di tipo. D’altra parte,
per definizione di limite, per ogni ε > 0 esiste un tε > 0 tale che
1
t
log ‖T (t)‖ ≤ v + ε (2.1.19)
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per t ≥ tε, e quindi ‖T (t)‖ ≤ e
(v+ε)t ∀t ≥ tε. Poiche´ T (t) e` fortemente con-
tinuo, sull’intervallo [0, tε] la norma di T (t) resta limitata, dunque possiamo
trovare una costante M ≥ 1 tale che
‖T (t)‖ ≤ Me(v+ε)t (2.1.20)
per ogni t ≥ 0, da cui consegue ω0 ≤ v + ε per ε arbitrariamente piccolo: da
cio` segue v ≥ ω0. Dato che abbiamo dimostrato che vale anche v ≤ ω0 deve
essere necessariamente v = ω0 come asserito.
Per dimostrare l’uguaglianza
ω0 =
1
t
log r
(
T (t)
)
∀t > 0 (2.1.21)
basta utilizzare la formula
r
(
T (t)
)
= lim
n→∞
‖T (nt)‖1/n (2.1.22)
dalla quale si evince facilmente che r
(
T (t)
)
= eω0t.
La dimostrazione e` cos`ı completata. 2
Come conseguenza diretta della proposizione precedente abbiamo il seguente
corollario.
Corollario 2.1.7 Per un semigruppo fortemente continuo (T (t))t≥0 le se-
guenti affermazioni sono equivalenti.
(a) ω0 < 0, cioe` il semigruppo e` uniformemente esponenzialmente stabile.
(b) limt→∞ ‖T (t)‖ = 0.
(c) ‖T (t0)‖ < 1 per qualche t0 > 0.
(d) r (T (t1)) < 1 per qualche t1 > 0.
Lo svantaggio insito in questo corollario sta nel fatto che per vedere se un dato
semigruppo (T (t))t≥0 e` uniformemente esponenzialmente stabile e` richiesta
la conoscenza diretta del semigruppo stesso e delle sue orbite t 7→ T (t)x. In
molti casi, pero`, solo il generatore A e` noto, quindi e` preferibile cercare delle
condizioni su A che possano implicare la stabilita` del semigruppo. Al contra-
rio del caso finito-dimensionale, la condizione s(A) < 0 non e` piu` sufficiente
a garantire la stabilita` del semigruppo, perche´ in generale la disuguaglianza
s(A) ≤ ω0 vale strettamente; questo puo` essere ricondotto alla non validita`,
in generale, della relazione spettrale
etσ(A) = σ(T (t)). (2.1.23)
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In [3, IV,V] vi e` una discussione approfondita sulla possibilita` di descrivere la
stabilita` di un semigruppo (T (t))t≥0 tramite lo spettro del suo generatore A;
infatti, pur essendo la (2.1.23) non sempre valida, si riesce a dimostrare che
relazioni piu` deboli possono comunque essere sufficienti a garantire la condi-
zione s(A) = ω0. Il seguente risultato, che riportiamo senza dimostrazione,
ne e` un esempio.
Teorema 2.1.8 (Lemma [3, V, 1.9]) Sia (T (t))t≥0 un semigruppo forte-
mente continuo e sia A il suo generatore. Se vale
σ (T (t)) ∪ {0} = etσ(A) ∪ {0} per ogni t ≥ 0, (2.1.24)
allora s(A) = ω0.
Inoltre si ha il seguente teorema di inclusione spettrale, valido per ogni
semigruppo fortemente continuo.
Teorema 2.1.9 (Inclusione Spettrale) Sia (T (t))t≥0 un semigruppo for-
temente continuo di generatore (A,D(A)) sullo spazio di Banach X. Allora
si ha
etσ(A) ⊂ σ (T (t)) , ∀t ≥ 0. (2.1.25)
Piu` precisamente, si hanno le seguenti inclusioni, valide per ogni t ≥ 0:
etσp(A) ⊂ σp (T (t)) , (2.1.26)
etσa(A) ⊂ σa (T (t)) , (2.1.27)
etσr(A) ⊂ σr (T (t)) . (2.1.28)
Dimostrazione: Dal Lemma 2.1.1 si hanno le due identita`
eλtx− T (t)x = (λ− A)
∫ t
0
eλ(t−s)T(s)xds se x ∈ X,
=
∫ t
0
eλ(t−s)T (s)(λ− A)xds se x ∈ D(A),
(2.1.29)
da cui segue che se λ − A non e` bigettivo allora anche
(
eλt − T (t)
)
non e`
bigettivo: questo dimostra che vale la (2.1.25).
Da quanto appena detto segue immediatamente la validita` della (2.1.26).
Dimostriamo ora la (2.1.27). Sia λ ∈ σa(A), e sia (xn)n∈N ⊂ D(A) un autovet-
tore approssimato ad esso corrispondente. Definiamo una nuova successione
(yn)n∈N
yn := e
λtxn − T (t)xn =
∫ t
0
eλ(t−s)T (s)(λ− A)xnds. (2.1.30)
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Questi vettori soddisfano la stima
‖yn‖ ≤
∫ t
0
‖eλ(t−s)T (s)(λ− A)xn‖ds ≤ K‖(λ− A)xn‖,
per qualche costante positiva K. Se n → ∞, poiche´ xn e` un autovettore
approssimato, si ha ‖(λ−A)xn‖ → 0, e dunque ‖yn‖ → 0, il che dimostra che,
per ogni t positivo, eλt e` un autovalore appossimato per T (t), di autovettore
xn.
Sia poi λ ∈ σr(A). Da (2.1.29) otteniamo che
ran
(
eλt − T (t)
)
⊂ ran(λ− A), (2.1.31)
ergo se ran(λ − A) non e` denso in X, a maggior ragione ran
(
eλt − T (t)
)
non e` denso in X. Questo prova la (2.1.28) e conclude la dimostrazione del
teorema. 2
2.2 Caratterizzazione dei generatori
Dai risultati visti sino a qui sappiamo che i generatori dei semigruppi for-
temente continui sono operatori chiusi, definiti su un sottoinsieme denso, e
hanno lo spettro contenuto in un opportuno semipiano sinistro del piano com-
plesso; tuttavia si puo` dimostrare che queste condizioni non sono sufficienti
a garantire che il semigruppo generato da un operatore con queste proprieta`
sia effettivamente fortemente continuo.
Il Teorema 2.1.2 (parte (iii)) suggerisce una condizione da imporre sulla
norma del risolvente:
‖R(λ,A)‖ ≤
M
Reλ− w
, Reλ > w. (2.2.1)
Grazie ai lavori di Hille e di Yoshida (1948) abbiamo una caratterizzazione
dei generatori dei semigruppi fortemente continui contrattivi, da cui si puo`
dedurre, con qualche piccola modifica, un risultato valido per ogni tipo di
semigruppo fortemente continuo.
Premettiamo il seguente lemma di convergenza.
Lemma 2.2.1 Sia (A,D(A)) un operatore chiuso, definito su un sottoinsie-
me denso dello spazio di Banach X; supponiamo che esistano ω ∈ R e M > 0
tali che [ω,∞) ⊂ ρ(A) e ‖λR(λ,A)‖ ≤M per ogni λ ≥ ω. Allora valgono le
seguenti affermazioni:
(i) lim
λ→∞
‖λR(λ,A)x− x‖ = 0 ∀x ∈ X.
(ii) λAR(λ,A)x = λR(λ,A)Ax, e lim
λ→∞
‖λR(λ,A)Ax−Ax‖ = 0 ∀x ∈ D(A).
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Dimostrazione: Se x ∈ D(A) allora, per definizione di operatore risol-
vente, si ha λR(λ,A)x = R(λ,A)Ax + x; avendo per ipotesi supposto che
‖λR(λ,A)‖ ≤M per λ ≥ ω, per ogni x ∈ D(A) si ha definitivamente
‖λR(λ,A)x− x‖ = ‖R(λ,A)Ax‖ ≤
M
|λ|
‖Ax‖ → 0 se λ→∞. (2.2.2)
Per la densita` diD(A) e per l’uniforme limitatezza di ‖λR(λ,A)‖, ‖λR(λ,A)x−
x‖ → 0 per ogni x ∈ X, il che prova (i).
La (ii) e` facilmente deducibile dalla (i). 2
Vediamo ora il teorema di caratterizzazione dei generatori di semigruppi for-
temente continui contrattivi, da cui dedurremo con poca fatica e qualche
artificio il teorema generale.
Teorema 2.2.2 (Hille-Yoshida) Per un operatore lineare (A,D(A)) su uno
spazio di Banach X, le seguenti tre proprieta` sono equivalenti:
(a) (A,D(A)) genera un semigruppo fortemente continuo contrattivo.
(b) (A,D(A)) e` chiuso, definito su un sottoinsieme denso di X, e per ogni
R 3 λ > 0 si ha λ ∈ ρ(A) e
‖λR(λ,A)‖ ≤ 1. (2.2.3)
(c) (A,D(A)) e` chiuso, definito su un sottoinsieme denso di X, e per ogni
λ ∈ C con Reλ > 0 si ha λ ∈ ρ(A) e
‖R(λ,A)‖ ≤
1
Reλ
. (2.2.4)
Dimostrazione: Per il Teorema 1.2.11 e il Teorema 2.1.2 e` sufficiente
dimostare che (b) ⇒ (a). Definiamo gli operatori approssimanti (di Yoshida)
An := nAR(λ,A) = n
2R(n,A)− nI. (2.2.5)
Essi sono ovviamente lineari per ogni n ∈ N e commutano tra loro; indicando,
per ogni n, con
(
Tn(t)
)
t≥0
il semigruppo generato da An, ovvero, per uniforme
continuita`,
Tn(t) = e
tAn , (2.2.6)
si ha per il lemma precedente (parte (ii)) che An → A puntualmente su D(A).
Per dimostrare (b) ⇒ (a) dimostreremo in ordine questi tre fatti:
1. T (t)x := limn→∞ Tn(t)x esiste per ogni x ∈ X.
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2.
(
T (t)
)
t≥0
e` un semigruppo fortemente continuo su X.
3. Il generatore di questo semigruppo e` proprio (A,D(A)).
Dimostriamo con ordine queste tre affermazioni.
1. Ogni
(
Tn(t)
)
t≥0
e` un semigruppo contrattivo, infatti
‖Tn(t)‖ ≤ e
−nte‖n
2R(n,A)‖t ≤ e−ntent = 1 per t ≥ 0. (2.2.7)
Dunque, per uniforme limitatezza di ‖Tn(t)‖, e` sufficiente provare che c’e`
convergenza su D(A). Per il teorema fondamentale del calcolo integrale,
applicato alle funzioni
s 7→ Tm(t− s)Tn(s)x (2.2.8)
per 0 ≤ s ≤ t, x ∈ D(A), e m,n ∈ N e usando la commutativita` dei
semigruppi
(
Tn(t)
)
t≥0
si ha
Tn(t)x− Tm(t)x =
∫ t
0
d
ds
(
Tn(t)x− Tm(t)x
)
ds
=
∫ t
0
Tm(t− s)Tn(s)(Anx− Amx)ds,
(2.2.9)
da cui si ricava
‖Tn(t)x− Tm(t)x‖ ≤ t‖Anx− Amx‖. (2.2.10)
Per la (ii) del lemma precedente abbiamo che (Anx)n∈N e` una successione
di Cauchy per ogni x ∈ D(A), quindi
(
Tn(t)x
)
n∈N
converge uniformemente
su ogni intervallo compatto del tipo [0, t0]. Questo fatto implica convergenza
puntuale su tutto X, infatti, per ogni x ∈ X, comunque si scelga un ε > 0
esiste un xA ∈ D(A) tale che ‖x− xA‖ < ε; da cui si deduce
‖Tn(t)x− T (t)x‖ ≤ ‖Tn(t)x− Tn(t)xA‖+ ‖Tn(t)xA − T (t)xA‖
+ ‖T (t)xA − T (t)x‖
< 3ε
(2.2.11)
per n sufficientemente grande.
2. La appena dimostrata convergenza puntuale di
(
Tn(t)x
)
n∈N
implica che
la famiglia limite
(
T (t)
)
t≥0
soddisfa (FE), quindi e` un semigruppo e, come
abbiamo gia` osservato prima, e` contrattivo. Inoltre per ogni x ∈ D(A) la
mappa
ξ : t 7→ T (t)x, 0 ≤ t ≤ t¯, (2.2.12)
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e` limite uniforme di funzioni continue, quindi e` continua. Poiche` D(A) e`
denso in X, ‖T (t)‖ ≤ 1, e limt↓0 T (t)x = x per ogni x ∈ D(A), allora si ha
lim
t↓0
T (t)x = x ∀x ∈ X. (2.2.13)
Questo implica la forte continuita` del semigruppo
(
T (t)
)
t≥0
, infatti, fissato
t0 > 0 e x ∈ X,
lim
h↓0
‖T (t0 + h)x− T (t0)x‖ ≤ ‖T (t0)‖ lim
h↓0
‖T (h)x− x‖ = 0, (2.2.14)
il che dimostra la continuita` a destra delle orbite.
Se h < 0 la stima
‖T (t0 + h)x− T (t0)x‖ ≤ ‖T (t0 + h)‖ · ‖x− T (−h)x‖ (2.2.15)
implica continuita` a sinistra se ‖T (t)‖ e` uniformemente limitata per t ∈ [0, t0]:
essendo T (t) contrattivo si conclude che le orbite sono continue, cioe` che il
semgruppo
(
T (t)
)
t≥0
e` fortemente continuo.
3. Proviamo ora che il generatore del semigruppo
(
T (t)
)
t≥0
e` (A,D(A)).
Denotiamo con (B,D(B)) il generatore di
(
T (t)
)
t≥0
e sia x ∈ D(A). Su ogni
intervallo compatto del tipo [0, t0, le funzioni
ξn : t 7→ Tn(t)x (2.2.16)
convergono uniformemente a ξ(·), mentre le derivate
ξ˙n : t 7→ Tn(t)Anx (2.2.17)
convergono uniformemente a
η : t 7→ T (t)Ax. (2.2.18)
Dunque ξ e` differenziabile e ξ˙(0) = η(0), da cui consegue D(A) ⊂ D(B) e
Ax = Bx ∀x ∈ D(A).
Sia ora λ > 0; per ipotesi λ − A e` una corrispondenza biunivoca da D(A)
su X, ma, poiche´ B genera un semigruppo contrattivo, λ ∈ ρ(B) per il
Teorema 2.1.2. Dunque anche λ− B e` una biiezione dal suo dominio D(B)
su X: dato che λ− B coincide con λ − A su D(A) si deve necessariamente
avere D(A) = D(B) e A = B. La dimostrazione del teorema di Hille-Yoshida
e` cos`ı completata. 2
Vediamo ora il teorema di caratterizzazione dei generatori nella sua forma
piu` generale.
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Teorema 2.2.3 (Feller-Miyadera-Phillips) Sia (A,D(A)) un operatore
lineare sullo spazio di Banach X, e siano ω,M costanti reali con M ≥ 1;
allora le seguenti tre proprieta` sono equivalenti:
(a) (A,D(A)) genera un semigruppo fortemente continuo
(
T (t)
)
t≥0
tale che
‖T (t)‖ ≤ Meωt per t ≥ 0. (2.2.19)
(b) (A,D(A)) e` chiuso, definito su un sottoinsieme denso di X, e per ogni
λ > ω si ha λ ∈ ρ(A) e
‖[(λ− ω)R(λ,A)]n‖ ≤M per ogni n ∈ N. (2.2.20)
(c) (A,D(A)) e` chiuso, definito su un sottoinsieme denso di X, e per ogni
λ ∈ C con Reλ > ω si ha λ ∈ ρ(A) e
‖R(λ,A)n‖ ≤
M
(Reλ− ω)n
per ogni n ∈ N. (2.2.21)
Dimostrazione: L’implicazione (a) ⇒ (c) e` il Corollario 2.1.3. E` inoltre
ovvio che (c) ⇒ (b). Dimostriamo dunque che (b) ⇒ (a).
A meno di riscalatura, possiamo supporre senza perdita di generalita` che
ω = 0, ossia
‖λnR(λ,A)n‖ ≤M ∀λ > 0, n ∈ N. (2.2.22)
Per ogni µ > 0, definiamo una nuova norma su X tramite
‖x‖µ := sup
n≥0
‖µnR(µ,A)nx‖. (2.2.23)
Queste norme hanno le seguenti proprieta`, che enunciamo senza dimostrare.
(i) ‖x‖ ≤ ‖x‖µ ≤M‖x‖, cioe` sono tutte equivalenti a ‖ · ‖.
(ii) ‖µR(µ,A)‖µ ≤ 1.
(iii) ‖λR(λ,A)‖µ ≤ 1 per ogni 0 < λ ≤ µ.
(iv) ‖λnR(λ,A)nx‖ ≤ ‖λnR(λ,A)nx‖µ ≤ ‖x‖µ per ogni 0 < λ ≤ µ e per ogni
n ∈ N.
(v) ‖x‖λ ≤ ‖x‖µ per ogni 0 < λ ≤ µ.
Sfruttando queste proprieta` possiamo definire una nuova norma
‖x‖s := sup
µ>0
‖x‖µ, (2.2.24)
che soddisfa le relazioni
(vi) ‖x‖s ≤ ‖x‖ ≤M‖x‖s e
2.3 Il problema di Cauchy astratto 35
(vii) ‖λR(λ,A)‖s ≤ 1 per ogni λ > 0.
L’operatore (A,D(A)) soddisfa dunque le condizioni del Teorema 2.2.2 per la
norma ‖·‖s, che e` equivalente alla norma ‖·‖, quindi A genera un semigruppo
fortemente continuo contrattivo. Usando (vi) si ottiene ‖T (t)‖ ≤M . 2
2.3 Il problema di Cauchy astratto
Questo paragrafo e` dedicato alla discussione dei problemi di Cauchy della
forma {
u˙(t) = Au(t) per t ≥ 0,
u(0) = x,
dove la variabile t rappresenta il tempo, u(·) e` una funzione a valori in uno
spazio di Banach X, x ∈ X il valore iniziale, e A : D(A) ⊂ X → X un
operatore lineare.
Definizione 2.3.1 (i) Il problema ai valori iniziali
(ACP)
{
u˙(t) = Au(t) per t ≥ 0,
u(0) = x
e` detto problema di Cauchy astratto associato ad (A,D(A)) di valore iniziale
x.
(ii) Una funzione u : R+ → X e` detta soluzione di (ACP) se e` derivabile con
continuita` rispetto a t, u(t) ∈ D(A) per ogni t ≥ 0, e u(t) soddisfa (ACP).
Se A e` il generatore di un semigruppo fortemente continuo
(
T (t)
)
t≥0
allora
segue dal Lemma 1.2.8 che il semigruppo T (t) individua le soluzioni del
problema di Cauchy astratto associato ad A. Abbiamo infatti la seguente
proposizione.
Proposizione 2.3.2 Sia (A,D(A)) il generatore di un semigruppo forte-
mente continuo
(
T (t)
)
t≥0
Allora, per ogni x ∈ D(A), la funzione
u : t 7→ u(t) := T (t)x (2.3.1)
e` l’unica soluzione di (ACP).
Dimostrazione: In virtu` del Lemma 1.2.8 parte 2., si ha che T (t)x ha le
proprieta` richieste per essere soluzione di (ACP).
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Per dimostrare l’unicita` dimostriamo che il problema (ACP) con valore ini-
ziale x = 0, ammette come unica soluzione quella identicamente nulla. Se
infatti v(t) soddisfa (ACP) con x = 0, allora si ha, comunque si fissi t > 0,
d
ds
(
T (t− s)v(s)
)
= −T (t− s)Av(s) + T (t− s)Av(s) = 0 (2.3.2)
al variare di s nell’intervallo ]0, t[. Questo implica che la funzione
Z(s) := T (t− s)v(s) (2.3.3)
e` costante in [0, t], da cui segue
0 = v(0) = Z(0) = Z(t) = v(t). (2.3.4)
Quindi v(t) = 0 per ogni t ≥ 0. 2
Da quanto appena visto risulta evidente che il problema di Cauchy (ACP)
ammette soluzione se e soltanto se il valore iniziale x appartiene al dominio
di A. Per avere soluzioni definite per ogni valore iniziale x ∈ X dobbiamo
rinunciare all’ipotesi di differenziabilita`: questo ci porta ad un altro concetto
di soluzione.
Definizione 2.3.3 Una funzione continua u : R+ → X e` detta soluzione
debole (o mild) di (ACP) se
∫ t
0
u(s)ds ∈ D(A) per ogni t ≥ 0 e
u(t) = A
∫ t
0
u(s)ds+ x. (2.3.5)
Sempre per il Lemma 1.2.8 si dimostra che se A genera un semigruppo for-
temente continuo, le soluzioni deboli esistono per ogni valore iniziale x ∈ X
e sono le orbite del valore iniziale.
Proposizione 2.3.4 Sia (A,D(A)) il generatore di un semigruppo forte-
mente continuo
(
T (t)
)
t≥0
. Allora, per ogni x ∈ X, l’orbita
u : t 7→ u(t) := T (t)x (2.3.6)
e` l’unica soluzione debole del problema di Cauchy astratto associato.
Dimostrazione: Per quanto gia` osservato basta provare l’unicita` della
soluzione debole, o, equivalentemente, che la funzione identicamente nulla e`
l’unica soluzione del problema astratto con valore iniziale x = 0.
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Sia allora v soluzione di (ACP) con x = 0; allora, comunque si fissi t > 0, si
ha
d
ds
(
T (t−s)
∫ s
0
v(r)dr
)
= −T (t−s)A
∫ s
0
v(r)dr+T (t−s)v(s) = 0 (2.3.7)
per ogni s ∈ (0, t). Integrando quest’ultima uguaglianza tra 0 e t si ottiene∫ t
0
v(r)dr = 0 (2.3.8)
e, poiche` v(t) deve soddisfare (2.3.5) con x = 0, si deduce che v(t) = v(0) = 0
per ogni t ≥ 0. 2
Tuttavia, come vediamo dal seguente esempio, anche se il problema di Cauchy
(ACP) associato ad un operatore A ammette una e una sola soluzione per
ogni x ∈ D(A), il semigruppo generato da A puo` non essere fortemente
continuo.
Esempio 2.3.5
Sia (B,D(B)) un operatore chiuso e non limitato su X. Sullo spazio prodotto
X := X ×X consideriamo l’operatore (A, D(A))
A :=
(
0 B
0 0
)
di dominio D(A) := X ×D(B). (2.3.9)
Allora si ha che
u(t) :=
(
x + tBy
y
)
(2.3.10)
e` l’unica soluzione di (ACP) associato ad A per ogni valore iniziale
(
x
y
)
∈
D(A). Tuttavia il semigruppo generato da A non e` fortemente continuo:
infatti, per ogni λ ∈ C, si ha
(λ− A)D(A) =
{ (
λx−By
λy
)
| x ∈ X, y ∈ D(B)
}
6= X, (2.3.11)
quindi σ(A) = C, il che e` contraddittorio in virtu` del Corollario 2.1.4.
L’esistenza e unicita` delle soluzioni di (ACP) per ogni valore iniziale x ∈
D(A) implicano comunque buone proprieta` per l’operatore A.
Proposizione 2.3.6 Sia A : D(A) ⊂ X → X un operatore chiuso. Allora
questi due fatti sono equivalenti:
(a) Esiste un’unica soluzione di (ACP) per ogni x ∈ D(A).
(b) La parte A1 := A|X1 di A in X1 := (D(A), ‖ · ‖A) e` il generatore di un
semigruppo fortemente continuo sullo spazio di Banach X1.
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Dimostrazione: Denotiamo la soluzione di (ACP) di valore iniziale x
con u(·, x). La dimostrazione procede in modo naturale: data infatti una
soluzione, verifichiamo che
T (t)x := u(t, x) (2.3.12)
definisce un semigruppo fortemente continuo (T (t))t≥0. Viceversa, provia-
mo che un semigruppo (T (t))t≥0 fortemente continuo fornisce le soluzioni di
(ACP), ed esse sono del tipo
u(t, x) := T (t)x. (2.3.13)
(a) ⇒ (b). Sia u(·, x) ∈ C1(R+, X) l’ unica soluzione di (ACP) per x ∈ X1
e poniamo
T (t)x := u(t, x) per t ≥ 0 (2.3.14)
come indicato sopra. Ogni T (t), per t ≥ 0, risulta essere ben definito su X1
e lineare, infatti
T (t)(λx+ γy) = u(t, λx+ γy) = λu(t, x) + γu(t, y) = λT (t)x + γT (t)y,
dove la seconda uguaglianza e` conseguenza dell’unicita` delle soluzioni.
Inoltre la famiglia di operatori (T (t))t≥0 soddisfa l’equazione funzionale (FE),
il che la rende un semigruppo su X1.
Osserviamo poi che, per come le abbiamo definite, le applicazioni T (·)x
appartengono allo spazio C1(R+, X) e soddisfano
d
dt
T (t)x = AT (t)x, (2.3.15)
per cui le orbite
ξx : R+ → X
t 7→ T (t)x
(2.3.16)
sono funzioni continue da R+ nello spazio di Banach X1. Resta da dimostrare
che T (t) ∈ L(X1) per ogni t ≥ 0. A tal fine, definiamo un operatore lineare
su X1 in questo modo:
Ψ : X1 → C([0, t], X1)
Ψ(x) := T (·)x,
(2.3.17)
che fa corrispondere ad ogni valore iniziale x di (ACP) la sua orbita parziale.
Mostriamo che Ψ e` un operatore chiuso.
Sia xn → x in X1 e Ψ(xn) → f in C([0, t], X1). Da (ACP) segue che
T (s)(xn) = xn +
∫ s
0
AT (r)xndr ∀n ∈ N, (2.3.18)
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da cui
f(s) = x+
∫ s
0
Af(r)dr per s ∈ [0, t]. (2.3.19)
Definendo
f˜(s) :=
{
T (s− t)f(t) per s > t,
f(s) per 0 ≤ s ≤ t
(2.3.20)
e` facile rendersi conto che f˜(·) e` una soluzione di (ACP), quindi f˜(s) = T (s)x
per ogni s ≥ 0, cioe` f = Ψ(x). Da cio` si deduce che Ψ e` chiuso e quindi
limitato sullo spazio di Banach X1, il che implica la limitatezza di T (t) per
ogni t ≥ 0.
Per concludere dobbiamo far vedere che il generatore (B,D(B)) del semi-
gruppo (T (t))t≥0 coincide con l’operatore (A1, D(A1)).
Osserviamo preliminarmente che
AT (t)x = T (t)Ax (2.3.21)
per ogni x ∈ D(A1) = D(A
2) (si veda 1.3.10). Infatti, posto
q(t) := x +
∫ t
0
T (s)Axds, (2.3.22)
abbiamo
d
dt
q(t) = T (t)Ax = Ax +
∫ t
0
AT (s)Axds
= A
(
x+
∫ t
0
T (s)Axds
)
= Aq(t).
Questo implica q(t) = T (t)x dato che q(0) = x, e
AT (t)x = Aq(t) =
d
dt
q(t) = T (t)Ax (2.3.23)
come asserito sopra.
Sia x ∈ D(A2). Allora limt↓0 1/t (T (t)x− x) = Ax e, per (2.3.21),
limt↓0 A
1
t
(T (t)x− x) = limt↓0
1
t
(T (t)Ax− Ax)
= A2x
(2.3.24)
rispetto alla norma ‖ · ‖ di X. Da cio` consegue che
lim
t↓0
1
t
(T (t)x− x) = Ax (2.3.25)
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rispetto alla norma ‖ · ‖A, quindi A1 ⊂ B. Sia ora x ∈ D(B): per definizione
si ha che il limite limt↓0 1/t (T (t)x− x), secondo la norma ‖·‖A, esiste, quindi
il limite limt↓0 A1/t (T (t)x− x) in norma ‖ · ‖ esiste in X, da cui si ricava
che, in norma ‖ · ‖,
lim
t↓0
1
t
(T (t)x− x) = Ax. (2.3.26)
Poiche´ A e` chiuso si ha Ax ∈ D(A), quindi x ∈ D(A2) = D(A1).
(b) ⇒ (a). Sia (T (t))t≥0 il semigruppo fortemente continuo su X1 generato
da A1. Come preannunciato, poniamo
u(t, x) := T (t)x per x ∈ X1 (2.3.27)
e verifichiamo che u(·, x) e` l’unica soluzione di (ACP).
Per il Lemma 1.2.8 si ha che u(·, x) e Au(·, x) appartengono a C(R+, X), e
inoltre ∫ t
0
u(s, x)ds =
∫ t
0
T (s)xds ∈ D(A1) = D(A
2) (2.3.28)
e
A
∫ t
0
u(s, x)ds = u(t, x)− u(0, x) = u(t, x)− x. (2.3.29)
Si ha dunque la seguente espressione per u(t, x):
u(t, x) = x+ a
∫ t
0
u(s, x)ds = x +
∫ t
0
Au(s, x)ds, (2.3.30)
il che dimostra che u(·, x) ∈ C1(R+, X) e che
d
dt
u(t, x) = Au(t, x), (2.3.31)
cioe` che u(·, x) soddisfa (ACP). Resta da mostrare che tale soluzione e` l’unica,
ovvero che il problema al valore iniziale nullo ha come unica soluzione quella
identicamente nulla.
Sia allora v(·) una soluzione di (ACP) con valore iniziale x = 0. Definiamo
h(t) :=
∫ t
0
v(s)ds. (2.3.32)
Allora h(t) ∈ D(A) e
Ah(t) =
∫ t
0
Au(s)ds =
∫ t
0
d
ds
u(s)ds = v(t) ∈ D(A). (2.3.33)
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Da cio` si deduce che h(t) ∈ D(A2) per ogni t ≥ 0 e che
d
dt
h(t) = v(t) = Ah(t) (2.3.34)
e
d
dt
Ah(t) = Av(t) = A
(
d
dt
h(t)
)
= A2h(t). (2.3.35)
Questo dimostra che h ∈ C1(R+, X1) e
d
dt
h(t) = A1h(t). Essendo h(0) = 0 si
ha f ≡ 0 e di conseguenza v ≡ 0. 2
Teorema 2.3.7 Sia A : D(A) ⊂ X → X un operatore chiuso e conside-
riamo il problema di Cauchy astratto (ACP) associato ad A. Per brevita`,
denotiamo con (EU) la seguente condizione:
(EU) :=′′ ∀x ∈ D(A) ∃! u(·, x) soluzione di (ACP)′′.
Allora le seguenti proprieta` sono equivalenti.
(a) A genera un semigruppo fortemente continuo.
(b) A soddisfa (EU) e ρ(A) 6= ∅.
(c) A soddisfa (EU) ed esiste una successione di numeri reali λn ↑ ∞ tale
che (λn − A)D(A) = X per ogni n ∈ N.
(d) A soddisfa (EU), ha dominio denso, e per ogni successione (xn)n∈N ⊂
D(A) tale che limn→∞ xn = 0, si ha limn→∞ u(t, xn) = 0 uniformemente sugli
intervalli compatti del tipo [0, t0].
Dimostrazione: Dalle proprieta` dei generatori di semigruppi fortemente
continui viste precedentemente e per la Proposizione 2.3.2 segue immediata-
mente che (a) ⇒ (b), (c) e (d). Dimostriamo dunque le altre implicazioni.
(b) ⇒ (a). Se esiste λ ∈ ρ(A) abbiamo
D(A) = {x ∈ X : (λ− A)−1x ∈ D(A1)} (2.3.36)
e
Ax = (λ− A)A1(λ− A)
−1x ∀x ∈ D(A), (2.3.37)
cioe` (A,D(A)) e (A1, D(A1)) sono simili: poiche´ per la proposizione preceden-
te A1 genera un semigruppo fortemente continuo TA1 , A genera il semigruppo
fortemente continuo TA = (λ− A)TA1(λ− A)
−1.
(c) ⇒ (b). Per ipotesi possiamo trovare λ > s(A1) tale che (λ−A)D(A) = X.
Assumiamo che Ax = λx per qualche x ∈ D(A). Allora x appartiene anche
a D(A2) = D(A1), per cui x = 0, dato che λ sta nell’insieme risolvente di
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A1. Questo mostra che λ− A e` iniettiva, e dunque λ ∈ ρ(A).
(d) ⇒ (a). L’ipotesi (d) implica l’esistenza di operatori limitati T (t) ∈ L(X)
tali che
T (t)x = u(t, x) (2.3.38)
per ogni x ∈ D(A). Affermiamo che sup0≤t≤1 ‖T (t)‖ < ∞. Se infatti per
assurdo fosse falso, allora esisterebbe una successione (tn)n∈N ⊂ [0, 1] ta-
le che ‖T (tn)‖ → ∞ se n → ∞: questo significa che possiamo scegliere
in corrispondenza una successione xn ∈ D(A) tendente a zero e tale che
‖T (tn)xn‖ ≥ 1 per ogni n. Ma dato che T (tn)xn = u(tn, xn), si avrebbe una
contraddizione con l’ipotesi (d), quindi ‖T (t)‖ e` uniformemente limitata su
[0, 1]. Essendo t 7→ T (t)x continua per ogni x ∈ D(A), ed essendo D(A)
denso, si ha continuita` per ogni x ∈ X.
L’unicita` d’altro canto implica
T (t+ s)x = T (t)T (s)x ∀t, s ≥ 0 (2.3.39)
per ogni x ∈ D(A): essendo D(A) denso in X otteniamo un semigruppo
fortemente continuo (T (t))t≥0 su X.
Il suo generatore (B,D(B)) sicuramente soddisfa A ⊂ B, e inoltre D(A) e`
invariante rispetto al semigruppo T (t) : per la Proposizione 1.2.14 esso e` un
nucleo di B. Essendo A chiuso si ha A = B. 2
Osserviamo che, mentre (b) e (c) implicano la densita` di D(A), in (d) questa
condizione non puo` venir meno, basti pensare alla restrizione A˜ di un opera-
tore chiuso A al dominio costituito dal solo elemento nullo: a parte il caso in
cui X = {0}, A˜ non puo` generare un semigruppo fortemente continuo dato
che non ha dominio denso.
La proprieta` (d) esprime in se´ il concetto di buona positura del problema di
Cauchy, ovvero (EU) e dipendenza continua dai dati iniziali.
Definizione 2.3.8 Il problema di Cauchy astratto (ACP) associato all’ope-
ratore chiuso A : D(A) ⊂ X → X e` detto ben posto se vale la (d) del teorema
precedente.
Esprimiamo dunque il Teorema 2.3.7 in termini di buona positura del pro-
blema di Cauchy astratto.
Corollario 2.3.9 Il problema di Cauchy astratto associato ad un operatore
chiuso (A,D(A)) e` ben posto se e solo se A genera un semigruppo fortemente
continuo sullo spazio di Banach X.
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2.4 Semigruppi positivi
Nello studio dei modelli matematici, applicati ad esempio alle scienze biologi-
che, spesso succede che le soluzioni di un dato problema di Cauchy debbano
soddisfare determinate proprieta` di positivita`. In questo paragrafo esponia-
mo alcuni risultati sui semigruppi positivi, definiti su spazi con opportune
proprieta`, che, come vedremo nella trattazione del nostro modello, si rivele-
ranno di notevole aiuto. Per uno studio approfondito di questo argomento
rimandiamo a [3].
Richiamiamo preliminarmente la definizione di spazio vettoriale ordinato e
di reticolo.
Definizione 2.4.1 Sia X uno spazio vettoriale reale. Supponiamo che su X
sia definita una relazione d’ordine parziale ≤ soddisfacente i seguenti criteri
di compatibilita` con la struttura lineare di X:
(1) f ≤ g ⇒ f + h ≤ g + h ∀f, g, h ∈ X;
(2) f ≥ 0 ⇒ λf ≥ 0 ∀f ∈ X, ∀λ ≥ 0.
Si dice allora che X e` uno spazio vettoriale ordinato.
Definizione 2.4.2 Uno spazio vettoriale ordinato (X,≤) e` detto reticolo
vettoriale se ∀f, g ∈ X esistono f ∧ g := inf{f, g} e f ∨ g := sup{f, g}.
Gli elementi f ∧ g e f ∨ g hanno le proprieta` rispettivamente dell’estremo
inferiore e dell’estremo superiore tra f ed g, cioe`
  f ∧ g ≤ f , f ∧ g ≤ g
  se z ≤ f e z ≤ g allora z ≤ f ∧ g
e
  f ∨ g ≤ f , f ∨ g ≤ g
  se z ≤ f e z ≤ g allora z ≤ f ∨ g.
Sia f ∈ X, poniamo parte positiva di f = f+ = f ∨ 0, e parte negativa
di f = f− = (−f) ∨ 0. Si noti che sia f+ che f− sono positive. Il valore
assoluto di f e` la funzione |f | = f+ + f−. Un funzione f ∈ X e` positiva se
f = |f | = f+.
Osservazione 2.4.3 f = f+ − f− per ogni f ∈ X.
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Definizione 2.4.4 Una norma ‖·‖ in un reticolo vettoriale X e` detta norma
di reticolo se vale la seguente condizione di compatibilita` con l’ordinamento:
|f | ≤ |g| ⇒ ‖f‖ ≤ ‖g‖ ∀f, g ∈ X. (2.4.1)
Il reticolo con tale norma e` detto reticolo vettoriale normato.
Definizione 2.4.5 Un reticolo di Banach e` un reticolo vettoriale normato
completo rispetto alla norma.
Osservazione 2.4.6 Sia X un reticolo normato. Allora
‖f‖ = ‖ |f | ‖ = ‖f+‖+ ‖f−‖ ∀f ∈ X. (2.4.2)
Dimostrazione: Sia f ∈ X. Si ha chiaramente ‖f‖ ≤ ‖ |f | ‖ ≤ ‖f+‖ +
‖f−‖. D’altra parte
2‖ |f | ‖ = ‖(|f |+f)+(|f |−f)‖ ≤ ‖ |f |+f‖+‖ |f |−f‖ = ‖f+‖+‖f−‖ ≤ 2‖f‖,
cioe` la tesi. 2
Osserviamo inoltre che in un reticolo di Banach si ha, per definizione di
norma compatibile con la relazione d’ordine,
‖ |f | − |g| ‖ ≤ ‖f − g‖ e ‖f± − g±‖ ≤ ‖f − g‖,
quindi in particolare le applicazioni f 7→ |f |, f 7→ f+, f 7→ f− sono unifor-
memente continue, e lo stesso vale per (f, g) 7→ f∧g e (f, g) 7→ f∨ g. Inoltre,
se fn → f in Xe fn ≥ 0 ∀n, allora f
+
n → f
+, quindi f+n = fn ⇒ f
+ = f , cioe`
f ≥ 0.
Esempio 2.4.7
Lo spazio X := Lp(0, 1) 1 ≤ p ≤ ∞ con la relazione f ≤ g se f(x) ≤
g(x) q.o. e con le operazioni (f ∧ g)(x) := inf{f(x), g(x)} e (f ∨ g)(x) :=
sup{f(x), g(x)} e` un esempio di reticolo di Banach.
Definizione 2.4.8 Sia X un reticolo di Banach. Un operatore T : X → X
e` positivo, e si scrive T ≥ 0, se Tf ≥ ∀f ≥ 0. Se T e` positivo e {f ∈ X :
T |f | = 0} = {0}, T e` detto strettamente positivo.
Una classe particolarmente interessante di semigruppi sono quelli che preser-
vano la positivita` delle funzioni su cui agiscono.
Definizione 2.4.9 Un semigruppo fortemente continuo (T (t))t≥0 su un re-
ticolo di Banach X e` detto positivo se ogni operatore T (t) e` positivo.
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La seguente proposizione, la cui dimostrazione e` reperibile ad esempio in [2,
III, Corollario 5.5], ci sara` particolarmente utile per pervenire a determinati
risultati sui semigruppi positivi.
Proposizione 2.4.10 Sia A il generatore di un semigruppo fortemente con-
tinuo (T (t))t≥0 su X. Si ha allora
T (t)x = lim
n→∞
[n
t
R(
n
t
, A)
]n
x = lim
n→∞
[
I −
t
n
A
]−n
x ∀x ∈ X (2.4.3)
uniformemente sugli intervalli compatti.
Il significato di questa proposizione e` abbastanza intuitivo: essa e` una gene-
ralizzazione dell’uguaglianza
T (t)x = lim
n→∞
(
1 +
tA
n
)n
, (2.4.4)
valida per A operatore lineare e limitato.
Come conseguenza di questo teorema, abbiamo il seguente risultato di carat-
terizzazione per semigruppi positivi.
Teorema 2.4.11 Un semigruppo fortemente continuo (T (t))t≥0 su un reti-
colo di Banach X e` positivo se e solo se esiste una costante reale M per cui
il risolvente R(λ,A) del suo generatore A e` positivo per λ ≥M .
Dimostrazione: La tesi segue immediatamente dal Teorema 2.4.10 e dal
Teorema 2.1.2. 2
Un’altra conseguenza notevole della positivita` di un semigruppo fortemente
continuo generato da un operatore A, e` che s(A)∈σ(A), qualora σ(A) 6=∅.
Teorema 2.4.12 Sia (T (t))t≥0 un semigruppo fortemente continuo positivo
di generatore A su un reticolo di BanachX. Se σ(A) 6= ∅, allora s(A) ∈ σ(A).
Dimostrazione: Essendo per ipotesi gli operatori T (t) positivi, si ha
|T (t)f | ≤ T (t)|f | ∀f ∈ X, t ≥ 0, (2.4.5)
da cui si deduce, utilizzando il Teorema 2.1.2, la stima
|R(λ,A)f | ≤
∫ ∞
0
e−Reλ·sT (s)|f |ds, (2.4.6)
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valida per ogni Reλ > s(A) e f ∈ X. Poiche´ |f | ≤ |g| ⇒ ‖f‖ ≤ ‖g‖ per ogni
f, g ∈ X, abbiamo
‖R(λ,A)‖ ≤ ‖R(Reλ,A)‖, ∀Reλ > s(A). (2.4.7)
Poiche´ dist(λ0, σ(A)) ≥
1
‖R(λ0 ,A)‖
, esiste una successione λn ∈ ρ(A) tale che
Reλn ↓ σ(A) e ‖R(λn, A)‖ ↑ ∞, per cui, in virtu` della (2.4.7), si ha
‖R(Reλn, A)‖ ↑ ∞, (2.4.8)
dunque s(A) ∈ σ(A) per la Proposizione 1.4.4. 2
I risultati che riportiamo qui di seguito riguardano la struttura dello spettro,
nei punti di bordo, del generatore di un semigruppo positivo.
Premettiamo una definizione.
Definizione 2.4.13 Dato un operatore A, l’insieme
σ+(A) := σ(A) ∩ (s(A) + iR) (2.4.9)
e` detto spettro di bordo dell’operatore A.
Il teorema seguente, che enunciamo solamente rimandando a [3, C-III] per
la dimostrazione e altri approfondimenti teorici, descrive la struttura dello
spettro nei punti di bordo che hanno parte reale pari alla barriera spettrale.
Teorema 2.4.14 (Perron-Frobenius) Sia (T (t))t≥0 un semigruppo forte-
mente continuo positivo, di generatore A, su un reticolo di Banach X, e
supponiamo che i punti di σ+(A) siano poli dell’operatore risolvente. Valgo-
no allora i seguenti risultati.
(a) σ+(A) e` ciclico, ossia
{
s(A) + iα ∈ σ(A)
per qualche α ∈ R
⇒
{
s(A) + ikα ∈ σ(A)
per ogni k ∈ Z.
(2.4.10)
(b) Sia X := L1(Ω, µ) e sia (T (t))t≥0 irriducibile, cioe`
X 3 f 	 0 ⇒
{
(R(λ,A)f) (s) > 0 per quasi
ogni s ∈ Ω e qualche λ > s(A).
(2.4.11)
Allora
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  σ+(A) = s(A) + iαZ per qualche α ∈ R.
  I punti di σ+(A) sono tutti poli del primo ordine dell’ operatore risol-
vente di A.
Come abbiamo gia` osservato precedentemente, la struttura di un semigruppo
dipende fortemente dalle proprieta` del suo generatore. Per vedere se un semi-
gruppo e` positivo bisogna cercare di trovare delle condizioni sul generatore,
dato che la verifica della condizione T (t) ≥ 0 per ogni t ≥ 0 e` generalmente
troppo difficile da effettuare.
Sia dunque X un reticolo di Banach reale. Sia p : X → R un funzionale
sublineare continuo, cioe`
p(f + g) ≤ p(f) + p(g), ∀f, g ∈ X
p(λf) = λp(f), ∀λ ≥ 0, ∀f ∈ X.
Osserviamo che la continuita` di p implica
|p(f)| ≤ c‖f‖ ∀f ∈ X, (2.4.12)
per qualche costante c positiva. Inoltre si ha p(f) + p(−f) ≥ p(0) = 0.
Se p e` tale che p(f) + p(−f) > 0 ∀f 6= 0, allora p e` detta seminorma; se p
e` una seminorma ed esiste d > 0 tale che p(f) + p(−f) ≥ d‖f‖, allora p e`
detta seminorma stretta.
Osservazione 2.4.15 Sia (X, ‖ · ‖) un reticolo di Banach, e sia p : X → R
una seminorma stretta. Allora
‖f‖p := p(f) + p(−f), f ∈ X, (2.4.13)
definisce una norma su X equivalente a quella data.
Dimostrazione: E` evidente che ‖ · ‖p e` una norma.
Poiche´ d‖f‖ ≤ ‖f‖p ≤ 2c‖f‖, per ogni f ∈ X, le due norme ‖ · ‖p e ‖ · ‖ sono
equivalenti. 2
Se ad esempio scegliamo p(f) = ‖f+‖, abbiamo
p(f) + p(−f) = ‖f+‖+ ‖(−f)+‖ = ‖f+‖+ ‖f−‖ = ‖f‖,
cosicche´ ‖f‖ = ‖f‖p := p(f) + p(−f).
Definizione 2.4.16 Un operatore T ∈ L(X) e` p-contrattivo se p(Tf) ≤
p(f) per ogni f ∈ X. Similmente, un semigruppo (T (t))t≥0 e` detto p-
contrattivo se T (t) e` p-contrattivo per ogni t ≥ 0.
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Il nostro fine e`, dato il generatore A di un semigruppo (T (t))t≥0, trovare delle
condizioni su A affinche´ il semigruppo sia contrattivo. Sia p : X → R una
funzione sublineare e continua; il sottodifferenziale dp di p in f e`
dp = {φ ∈ X ′ : 〈g, φ〉 ≤ p(g) ∀g ∈ X, 〈f, φ〉 = p(f)}.
Introduciamo il concetto di dissipativita`.
Definizione 2.4.17 Un operatore A su X e` detto p-dissipativo se per ogni
f ∈ D(A) esiste φ ∈ dp(f) tale che
〈Af, φ〉 ≤ 0. (2.4.14)
A e` detto strettamente p-dissipativo se per ogni f ∈ D(A) la disuguaglianza
〈Af, φ〉 ≤ 0 vale per ogni φ ∈ dp(f).
Se p(f) = ‖f‖, allora un operatore p-dissipativo e` detto semplicemente
dissipativo. In questo caso il sottodifferenziale e`
d‖f‖ = {φ ∈ X ′ : ‖φ‖ ≤ 1, 〈f, φ〉 = ‖f‖}. (2.4.15)
Definizione 2.4.18 Sia X un reticolo di Banach. Un operatore A su X si
dice dispersivo se e` ‖ · ‖+-contrattivo, dove ‖f‖+ = ‖f
+‖.
Sia (T (t))t≥0 un semigruppo fortemente continuo generato dall’operatore A.
Nel caso in cui esso sia contrattivo, la positivita` del semigruppo e` equivalente
alla dispersivita` del generatore; questo risultato, dovuto a Phillips, vale solo
per semigruppi contrattivi: in generale e` necessario imporre condizioni piu`
sofisticate sul generatore per ottenere la positivita`. Rimandiamo a [3, C-II]
per una discussione dettagliata sull’argomento.
Teorema 2.4.19 (Phillips) Sia A un operatore chiuso definito su un sot-
toinsieme denso di un reticolo di Banach reale X. Allora le seguenti affer-
mazioni sono equivalenti.
(a) A e` il generatore di un semigruppo fortemente continuo contrattivo posi-
tivo.
(b) A e` dispersivo e λ− A e` suriettivo per qualche λ > 0.
Dimostrazione: Proviamo le due implicazioni.
(a) ⇒ (b). Assumiamo che valga (a), e siano f ∈ D(A) e φ ∈ X
′
+, con
‖φ‖ ≤ 1 e 〈f, φ〉 = ‖f+‖. Si ha
〈Af, φ〉 = limt↓0 1/t(〈T (t)f, φ〉)− 〈f, φ〉)
= limt↓0 1/t(〈T (t)f, φ〉)− ‖f‖+)
≤ lim supt↓0 1/t(‖T (t)f‖+ − ‖f‖+) ≤ 0,
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cioe` A e` dispersivo. Inoltre la forte continuita` e la contrattivita` di (T (t))t≥0
ci assicurano che ω0 ≤ 0, cioe` che Reλ ∈ ρ(A) per λ > 0: questo implica in
particolare che λ− A e` suriettivo per λ positivo.
(b)⇒ (a). Poiche´, per ipotesi, A e` dispersivo, si ha la seguente disuguaglianza
λ‖f‖ ≤ ‖(λ− A)f‖, (2.4.16)
valida per ogni f ∈ D(A) e per ogni λ > 0. Infatti, sia λ > 0 e f ∈ D(A).
Un semplice calcolo mostra che
λ‖(±f)+‖ ≤ ‖[(λ− A)(±f)]+‖, (2.4.17)
da cui si deduce che
λ‖f‖ = λ‖f+‖+ λ‖f−‖ ≤ ‖[(λ−A)(f)]+‖+ ‖[(λ−A)(f)]−‖ = ‖(λ−A)f‖.
Osserviamo che questa condizione ci dice anche che λ−A e` iniettivo per ogni
λ > 0 e, poiche´ per ipotesi λ − A e` suriettivo per qualche λ positivo, si ha
ρ(A) 6= ∅. Dalla (2.4.16) abbiamo
‖λR(λ,A)‖ ≤ 1 (2.4.18)
per ogni λ ∈ ρ(A). Sia ora λ¯ ∈ ρ(A). Sempre dalla (2.4.16) si ha la
disuguaglianza
dist(λ¯, σ(A)) ≥ ‖R(λ¯, A)‖−1 ≥ λ¯, (2.4.19)
dalla quale possiamo ricavare che (0,∞) ⊂ ρ(A). Infatti, poiche´ ρ(A) e`
aperto e contiene λ¯, si ha (0, 2λ¯) ⊂ ρ(A): iterando questo ragionamento,
si ha (0,∞) ⊂ ρ(A). Dal teorema di Hille-Yoshida consegue dunque che
A genera un semigruppo fortemente continuo contrattivo (T (t))t≥0. Resta
dunque da dimostrare che (T (t))t≥0 e` positivo.
Per provare questo, ricorriamo al seguente risultato.
Proposizione 2.4.20 Sia X un reticolo di Banach reale, e sia p : X → R
una funzione continua e sublineare. Sia inoltre A il generatore di un semi-
gruppo fortemente continuo (T (t))t≥0. Allora queste condizioni sono equiva-
lenti:
(i) p(T (t)f) ≤ p(f) ∀t ≥ 0, f ∈ X;
(ii) A e` strettamente p-dissipativo;
(iii) Esiste un nucleo D di A tale che A|D e` p-dissipativo.
Dimostrazione delle Proposizione: (i) ⇒ (ii) e` contenuta in (a) ⇒ (b).
L’implicazione (ii) ⇒ (iii) e` evidente. Mentre (iii) ⇒ (i) in virtu` della Pro-
posizione 2.4.10.
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Poiche´, scegliendo D = D(A) e p(f) = ‖f‖+, la condizione (iii) della propo-
sizione precedente e` soddisfatta, in quanto A per ipotesi e` chiuso, abbiamo
che ‖T (t)f‖+ ≤ ‖f‖+ per ogni f ∈ X e per ogni t ≥ 0. Questa condizione,
per [3, C-II, Lemma 1.4], implica la positivita` di T (t). Infatti, se T (t) e`
‖ · ‖+-contrattivo per ogni t ≥ 0, per X 3 f ≥ 0 abbiamo
‖(T (t)f)−‖ = ‖T (t)(−f)‖+ ≤ ‖f‖+ = ‖f
−‖ = 0, (2.4.20)
ovvero (T (t)f)− = 0, cioe` T (t) e` positivo. Questo conclude la dimostrazione.
2
2.5 Decomposizioni iperboliche e paraboliche
Nello studio della stabilita` di un sistema dinamico si puo` riscontrare un com-
portamento di tipo iperbolico, cioe` certe orbite convergono a zero mentre altre
hanno un comportamento instabile. Tradotto in termini di semigruppi, cio`
vuol dire che lo spazio di stato puo` essere decomposto nella somma diretta di
due sottospazi invarianti rispetto al semigruppo stesso, tali che esso divenga
esponenzialmente stabile su uno di questi ed instabile sull’altro.
Supponiamo che A : D(A) ⊂ X → X sia il generatore di un semigrup-
po fortemente continuo T = (T (t))t≥0, e supponiamo che σ(A) sia l’unione
disgiunta di due sottoinsiemi chiusi σ1 e σ2.
Definizione 2.5.1 Sia
σ(A) = σ1 ∪ σ2, (2.5.1)
con σ1,σ2 chiusi, non vuoti, e disgiunti. Una decomposizione
X = X1 ⊕X2 (2.5.2)
dello spazio X nella somma diretta non banale di due sottospazi chiusi e
invarianti rispetto a T e` detta decomposizione spettrale se lo spettro σ(Ai)
del generatore Ai del semigruppo
Ti :=
(
T (t)|Xi
)
t≥0
(2.5.3)
coincide con σi, per i = 1, 2.
Ricordiamo che ad ogni decomposizione diX in somma direttaX = X1⊕X2 e`
associata una proiezione P ∈ L(X) tale che P (X) = X1 e kerP = X2, e che i
sottospazi X1 e X2 sono invarianti secondo T se e soltanto se PT (t) = T (t)P ,
per ogni t ≥ 0. Segue dunque che D(A)∩Xi e` il dominio D(Ai) del generatore
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Ai del semigruppo Ti, restrizione di T su Xi, per i = 1, 2.
L’esistenza di una proiezione spettrale P con le caratteristiche sopra indicate
puo` essere molto utile in quanto lo studio, in generale molto complesso, del
semigruppo T puo` essere spezzato nello studio di due semigruppi T1 e T2,
che possono essere piu` semplici, oppure possiedono proprieta` aggiuntive che
il semigruppo di partenza non ha. Se gli spettri dei semigruppi indotti sono
contenuti strettamente rispettivamente nel cerchio unitario complesso e nel
suo complementare, si ha una decomposizione iperbolica dello spazio X.
Definizione 2.5.2 Un semigruppo (T (t))t≥0 su uno spazio di Banach X e`
detto iperbolico se X puo` essere scritto come somma diretta X = Xs ⊕ Xu
di due sottospazi Xs e Xu chiusi e invarianti rispetto a (T (t))t≥0 e tali che
le restrizioni (Ts(t))t≥0 e (Tu(t))t≥0 di (T (t))t≥0 rispettivamente su Xs e Xu
soddisfino le seguenti condizioni:
(i) il semigruppo (Ts(t))t≥0 e` uniformemente esponenzialmente stabile su Xs;
(ii) gli operatori Tu(t) sono invertibili su Xu per ogni t positivo, e (Tu(t)
−1)t≥0
e` uniformemente esponenzialmente stabile su Xu.
Da quanto abbiamo detto sopra segue la seguente osservazione.
Osservazione 2.5.3 Un semigruppo fortemente continuo (T (t))t≥0 e` iper-
bolico se e solo se esiste una proiezione P e due costanti M, ε > 0 in modo
che siano verificate le seguenti proprieta`.
(i) PT (t) = T (t)P , per ogni t ≥ 0.
(ii) T (t)kerP = kerP .
(iii) ‖T (t)x‖ ≤Me−εt‖x‖ per t ≥ 0 e x ∈ ranP .
(iv) ‖T (t)x‖ ≥ (1/M)e+εt‖x‖ per t ≥ 0 e x ∈ kerP .
Dimostrazione: Supponiamo che il semigruppo T = (T (t))t≥0 sia iperbo-
lico. Allora la proiezione P = Ps tale che P (X) = Xs e P (Xu) = 0 soddisfa
la (i), poiche´, se x ∈ Xs, allora PT (t)x = T (t)x = T (t)Px, mentre se x ∈ Xu
allora PT (t)x = 0 = T (t)Px. Essendo inoltre Xu = kerP invariante rispetto
a T (t) per ogni t, ed essendo Tu(t) invertibile per ogni t, anche la (ii) e` sod-
disfatta.
Poiche´ (Ts(t))t≥0 e`, per ipotesi, uniformemente esponenzialmente stabile, si
avra`
‖T (t)x‖ ≤ Ce−ε1t‖x‖, (2.5.4)
con −ε1 > 0 e C ≥ 1 numeri reali. Sempre per ipotesi si ha che (Tu(t)
−1)t≥0
e` uniformemente esponenzialmente stabile, quindi
‖Tu(t)
−1y‖ ≤ Ke−ε2t‖y‖, (2.5.5)
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ossia, potendo porre y = Tu(t)x in virtu` della bigettivita` di Tu(t),
‖Tu(t)x‖ ≥ (1/K)e
ε1t‖x‖. (2.5.6)
Se scegliamo ε := min{ε1ε2}, ed M := max{K,C},la (iii) e la (iv) risultano
essere verificate.
Assumiamo viceversa che valgano le quattro condizioni esposte e dimostria-
mo che il semigruppo T = (T (t))t≥0 e` iperbolico. L’esistenza di una proie-
zione P garantisce una decomposizione dello spazio X nella somma diretta
X = P (X)⊕kerP ; chiamiamo, per ovvi motivi, P (X) = Xs e kerP = Xu. La
condizione (i) implica l’invarianza rispetto a T di Xs, in quanto, se x ∈ Xs,
allora T (t)x = T (t)Px = PT (t)x, ossia T (t)x ∈ Xs. La (ii), d’altra parte,
implica l’invarianza rispetto a T di Xu.
Per quanto riguarda la stabilita`, dalla (iii) segue immediatamente che la 2.5.2
(i) e` soddisfatta. Per dimostrare la 2.5.2 (ii) dobbiamo far vedere prelimi-
narmente che Tu(t) e` invertibile per ogni t ≥ 0, o equivalentemente, che
0 /∈ σ(Tu(t)) per ogni t ≥ 0.
A tal fine osserviamo che la proprieta` (ii) esclude che 0 appartenga allo
spettro residuo di Tu(t), e che l’immagine di Xu tramite Tu(t) non sia un
sottoinsieme denso di Xu: dunque si ha 0 ∈ σ(Tu(t)) se e solo se 0 e` un
autovalore di Tu(t). Ma, a causa della (iv), se 0 fosse autovalore per Tu(t0),
con relativo autovalore x0, si avrebbe
0 = ‖Tu(t0)x0‖ ≥ (1/M)e
εt‖x0‖ > 0, (2.5.7)
il che e` contraddittorio. Dunque Tu(t) e` invertibile per ogni t ≥ 0, e la
2.5.2 (ii) e` diretta conseguenza ovvia della (iv). La dimostrazione e` dunque
completata. 2
Vediamo ora una caretterizzazione dell’iperbolicita` in termini di proprieta`
degli spettri σ (T (t)).
Proposizione 2.5.4 Per un semigruppo fortemente continuo (T (t))t≥0 le
seguenti affermazioni sono equivalenti:
(a) (T (t))t≥0 e` iperbolico;
(b) σ (T (t)) ∩ Γ = ∅ per qualche t > 0, ove Γ = {z ∈ C : |z| = 1}.
Dimostrazione: Dimostriamo le due implicazioni.
(a) ⇒ (b). In virtu` della decomposizione iperbolica dello spazio X si ha
σ (T (t)) = σ (Ts(t)) ∪ σ (Tu(t)) per ogni t ≥ 0. (2.5.8)
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PSfrag replacements
Re λ
Im λ
Figura 2.2: σ (T (t)) non interseca Γ.
Per ipotesi (Ts(t))t≥0 e` uniformemente esponenzialmente stabile, dunque per
il Corollario 2.1.7 r (Ts(t)) < 1 per t > 0, quindi σ (Ts(t)) ∩ Γ = ∅.
Allo stesso modo si ottiene che r (Ts(t)
−1) < 1 e, poiche´
σ (Tu(t)) =
{
λ−1 : λ ∈ σ
(
Tu(t)
−1
)}
, (2.5.9)
concludiamo che |λ| > 1 per ogni λ ∈ σ (Tu(t)), quindi σ (Tu(t)) ∩ Γ = ∅.
(b) ⇒ (a). Fissiamo τ > 0 tale che σ (T (τ)) ∩ Γ = ∅. Poiche´ σ(T (τ) =
σ1 ∪ σ2, con σ1 := {λ ∈ σ (T (τ)) : |λ| < 1} e σ2 := {λ ∈ σ (T (τ)) : |λ| > 1},
entrambi chiusi, limitati e disgiunti, l’applicazione
Px =
1
2pii
∫
γ
R(λ, T (τ))xdλ, (2.5.10)
con γ curva regolare racchiudente σ1 e contenuta in C \ σ2, e` una proiezione
spettrale. Infatti, P e` evidentemente lineare ed e` limitata, perche´
sup
x6=0
‖Px‖
‖x‖
=
1
2pi
‖
∫
γ
R(λ, T (τ))dλ‖
‖x‖
≤
1
2pi
‖R(λ, T (τ))‖l(γ).
Per dimostrare che P e` una proiezione, dobbiamo verificare che P 2 = P e
che X = P (X) ⊕ (I − P )(X). Sia dunque γ ′ una curva regolare chiusa,
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racchiudente γ, e contenuta in C \ σ2, con verso di percorrenza opposto a
quello di γ. Allora si ha, sfruttando le proprieta` delle funzioni olomorfe,
P 2x =
1
2pii
∫
γ′
R(ξ, T (τ))dξ
(
1
2pii
∫
γ
R(η, T (τ))xdη
)
=
=
(
1
2pii
)2 ∫ ∫
γ×γ′
R(ξ, T (τ))R(η, T (τ))xdξdη =
=
(
1
2pii
)2 ∫ ∫
γ×γ′
R(ξ, T (τ))− R(η, T (τ))
η − ξ
xdξdη,
quindi
P 2x =
1
2pii
∫
γ′
R(ξ, T (τ))xdξ
1
2pii
∫
γ
dη
η − ξ
+
−
1
2pii
∫
γ
R(η, T (τ))xdη
1
2pii
∫
γ′
dη
η − ξ
,
cioe`
1
2pii
∫
γ
R(η, T (τ))xdη = Px.
Per ogni x ∈ X possiamo scrivere x = Px + (I − P )x; dimostrando che
P (X) ∩ (I − P )(X) = {0}, si ottiene X = P (X) ⊕ (I − P )(X). Sia per
assurdo 0 6= z ∈ P (X)∩ (I −P )(X). Si avra` z = Py = y ′−Py′, per qualche
y, y′ ∈ X. D’altra parte Pz = P 2y = Py = Py′ − P 2y′ = Py′ − Py′ = 0,
e (I − P )z = (I − P )Py = Py − P 2y = Py − Py = 0, da cui segue che
0 = Pz + (I − P )z = z 6= 0, e questo e` contraddittorio.
Per come abbiamo definito P , per ogni x ∈ X si ha
PT (t)x =
1
2pii
∫
γ
R(λ, T (τ))T (t)xdλ
=
1
2pii
∫
γ
T (t)R(λ, T (τ))xdλ
= T (t)
[
1
2pii
∫
γ
R(λ, T (τ))xdλ
]
= T (t)Px,
dove la seconda uguaglianza e` dovuta al fatto che T (t) e R(λ, T (τ)) commu-
tano. Questo lo si puo` vedere nel seguente modo:
R(λ, T (τ))T (t)− T (t)R(λ, T (τ) =
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= R(λ, T (τ))[T (t)(λ− T (τ)− (λ− T (τ))T (t)]R(λ, T (τ)) =
= R(λ, T (τ))[λT (t)− T (t+ τ)− λT (t) + T (t+ τ)]R(λ, T (τ)) = 0,
per ogni t ≥ 0 . Osserviamo in aggiunta che gli insiemi P (X) e kerP sono
chiusi, in quanto controimmagini di insiemi chiusi tramite funzioni continue.
Lo spazio X dunque e` somma diretta X = Xs ⊕ Xu dei sottospazi chiusi
Xs := ranP e Xu := kerP , i quali sono invarianti secondo (T (t))t≥0, come
abbiamo osservato. La restrizione Ts(τ) ∈ L(Xs) di T (τ) in Xs ha spettro
σ (Ts(τ)) = {λ ∈ σ (T (τ)) : |λ| < 1} , (2.5.11)
dunque r (Ts(τ)) < 1.
Per il Corollario 2.1.7 si ha che il semigruppo (Ts(t))t≥0 := (PT (t))t≥0 e`
uniformemente esponenzialmente stabile su Xs. Analogamente, la restrizione
Tu(τ) ∈ L(Xu) di T (τ) in Xu ha spettro
σ (Tu(τ)) = {λ ∈ σ (T (τ)) : |λ| > 1} , (2.5.12)
quindi e` invertibile su Xu. Essendo il semigruppo Tu := (Tu(t))t≥0 fortemente
continuo su Xu, ed essendo inoltre r (Tu(τ)) > 1, si ha, utilizzando la Pro-
posizione 2.1.5, che Tu(t) e` invertibile per ogni t ≥ 0 e che r (Tu(τ)
−1) < 1:
usando di nuovo il Corollario 2.1.7 otteniamo che il semigruppo (Tu(t)
−1)t≥0
e` uniformemente esponenzialmente stabile, cioe` la tesi. 2
Se sussiste una certa relazione tra lo spettro σ(A) e gli spettri σ (T (t))t≥0,
l’iperbolicita` del semigruppo (T (t))t≥0 puo` essere caratterizzata in termini
dello spettro del generatore A.
Teorema 2.5.5 Sia A il generatore di un semigruppo fortemente continuo
(T (t))t≥0. Assumiamo che valga la seguente relazione tra lo spettro σ(A) e
gli spettri σ (T (t)) degli operatori del semigruppo:
σ (T (t)) ⊂ Γ · etσ(A) ∀t ≥ 0, (2.5.13)
dove Γ denota il cerchio unitario del piano complesso. Allora le seguenti
affermazioni sono equivalenti:
(a) (T (t))t≥0 e` iperbolico;
(b) σ (T (t)) ∩ Γ = ∅ per qualche t > 0;
(c) σ(A) ∩ iR = ∅.
Dimostrazione: L’equivalenza tra (a) e (b) e` gia` stata dimostrata nella
proposizione precedente. La proprieta` (b) implica sempre la (c) a causa del
Lemma 2.1.1, mentre (c) implica (b) se vale (2.5.13). 2
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Sia ora T := (T (t))t≥0 un semigruppo fortemente continuo sullo spazio di Ba-
nach X, e supponiamo che lo spazio X possa essere decomposto nella somma
diretta X = Xs ⊕ Xb di due sottospazi invarianti rispetto a T e tali che il
semigruppo sia stabile su Xs dei due e limitato su Xb. Una tale decomposi-
zione si chiama decomposizione parabolica, e di conseguenza il semigruppo T
e` detto parabolico. In analogia con il fenomeno dell’iperbolicita`, si dimostra
che un semigruppo (T (t))t≥0 e` parabolico se e solo se σ(T (t)) ⊂ Γ per ogni
t ≥ 0, ove Γ e` il cerchio unitario complesso.
Nel capitolo successivo, in accordo al modello che costruiremo, vedremo che il
semigruppo che descrive il comportamtento del flusso di carica sulla rete e` pa-
rabolico; in particolare dimostreremo che e` somma diretta di un semigruppo
uniformemente asintoticamente stabile e di un semigruppo periodico.
Capitolo 3
Modello di flusso su rete
Utilizzando i risultati e la teoria sviluppata nei capitoli precedenti descrivia-
mo ora un modello matematico teorico con cui possiamo studiare il compor-
tamento di un flusso su una rete (vista come grafo topologico). Il risultato
di questa modellizzazione sara` un problema di Cauchy in un opportuno spa-
zio di Banach, in relazione al quale dimostreremo esistenza e unicita` delle
soluzioni e discuteremo il loro comportamento asintotico.
3.1 Introduzione
Supponiamo di avere un grafo topologico con n nodi ed m archi e un flusso,
diciamo di carica, su di esso; per motivi di semplicita` di trattazione, ma senza
perdita di generalita`, pensiamo gli archi come segmenti di lunghezza unitaria
e parametrizzati con verso opposto a quello del flusso, cos`ı che il generico
arco ek avra` la coda nel punto 1 e la testa nel punto 0.
Se denotiamo con uj(x, t), x ∈ [0, 1], la distribuzione di carica sull’arco ej
all’istante t e con cj la velocita` del flusso sull’arco ej possiamo scrivere le
seguenti equazioni:
(F)


∂
∂t
uj(x, t) = cj
∂
∂x
uj(x, t) , x ∈ (0, 1)
uj(x, 0) = fj(x) , x ∈ (0, 1) (CI)∑m
k=1 φ
−
ikuk(1, t) =
∑m
k=1 φ
+
ikuk(0, t) , t ≥ 0 (CC)
per i = 1, . . . , n e j = 1, . . . , m, dove le matrici Φ− e Φ+ di elementi
rispettivamente φ−ij e φ
+
ij sono definite da
(
Φ−
)
ij
:=
{
1, se ej(1) = vi
0, altrimenti
(3.1.1)
58 Capitolo 3. Modello di flusso su rete
e (
Φ+
)
ij
:=
{
1, se ej(0) = vi
0, altrimenti
(3.1.2)
Esse descrivono la struttura del grafo in termini di archi entranti ed archi
uscenti dai nodi.
Assumiamo inoltre che:
1. il grafo sia semplice, cioe` esiste al piu` un arco che unisce due nodi;
2. cj > 0 per ogni j = 1, . . . , m, cioe` le velocita` sono strettamente positive.
La prima delle equazioni descrive il trasporto della carica lungo gli archi,
infatti, per x sul generico arco j, si ha
uj(x, t+ h)− u(x, t) = uj(x+ cjh, t)− uj(x, t)
uj(x, t+ h)− u(x, t)
h
=
uj(x+ ch, t)− uj(x, t)
cjh
·
cjh
h
,
da cui deduciamo, passando al limite per h→ 0,
∂uj(x, t)
∂t
= cj
∂uj(x, t)
∂x
. (3.1.3)
La seconda equazione rappresenta la distribuzione di carica all’istante iniziale
(t = 0) e la supponiamo nota, mentre la terza equazione esprime i vincoli di
conservazione del flusso per ogni nodo.
Vogliamo ora scrivere le informazioni sul nostro grafo in una forma compatta,
tenendo conto delle quantita` relative di flusso uscenti da ogni nodo; a tale
scopo, indichiamo con ωij la proporzione di carica uscente dal nodo vi lungo
l’arco ej. In maniera evidente si ha:
1. 0 ≤ ωij ≤ 1, i = 1, . . . , n, j = 1, . . . , m;
2. ωij = φ
−
ijωij, i = 1, . . . , n, j = 1, . . . , m;
3.
∑m
j=1 ωij = 1, i = 1, . . . , n;
4. φ−ijuj(1, t) = ωij
∑m
k=1 φ
+
ik(0, t), per ogni t ≥ 0.
La matrice Φ−ω di elementi
(φ−ω )ij = ωij (3.1.4)
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contiene le informazioni sulle proporzioni del flusso uscente da ogni nodo del
grafo, e` dunque una matrice di incidenza pesata, in cui i pesi sono appunto
gli ωij. Costruiamo allora la matrice A di elementi
(A)ij =
{
ωjk, se vi = ek(0) e vj = ek(1),
0, altrimenti
(3.1.5)
e osserviamo che un elemento aij di tale matrice e` non nullo se e solo se
esiste sul grafo un arco dal nodo vj al nodo vi; il valore di aij coincide con la
quantita` relativa di flusso su questo arco. Dunque tale matrice e` una matrice
di incidenza.
Osservazione 3.1.1 La somma degli elementi di una qualsiasi colonna di A
e` pari a 1.
Dimostrazione: Selezionare una colonna j di A equivale a individuare
tutti e soli gli archi uscenti da un dato nodo vj; essendo ωjk la proporzione
di carica uscente da vj lungo l’arco k la somma
∑
k ωjk deve essere pari ad
1, per ogni j fissato. 2
Come vedremo piu` avanti questa matrice giochera` un ruolo di rilievo nella
nostra trattazione. In maniera analoga possiamo costruire la matrice B di
ordine n× n
(B)ij =
{
ωki, se ej(0) = ei(1) = vk
0, altrimenti
(3.1.6)
i cui elementi bij non nulli sono tutti e soli quelli che individuano archi conti-
gui nel grafo, fornendo il valore proporzionale ωki del flusso uscente dal nodo
vk lungo l’arco ei.
Osservazione 3.1.2 La somma degli elementi di una qualsiasi colonna di B
e` pari ad 1.
Dimostrazione: In maniera analoga all’osservazione precedente, gli ele-
menti di una colonna di B individuano tutti e soli gli archi uscenti da un dato
nodo vk con relativa proporzione di carica: la somma di tutti questi dovra`
dunque essere 1. 2
Per poter trovare le soluzioni di (F ) andiamo a riscrivere il nostro problema
di trasporto nella forma di un problema di Cauchy astratto, e, usando alcuni
risultati esposti nel Capitolo 2 (terzo paragrafo), dimostriamo che esso e` ben
posto; in seguito studieremo le proprieta` asintotiche delle soluzioni.
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3.2 Il problema astratto
Per scrivere le equazioni di (F ) in forma astratta introduciamo innanzitutto
lo spazio di stato
X = (L1(0, 1))
m
(3.2.1)
in cui cercheremo le nostre soluzioni che, essendo delle densita`, dovranno
essere a integrale finito; risulta immediato che
Osservazione 3.2.1 X e` un reticolo di Banach rispetto alla norma
‖f‖ :=
m∑
k=1
∫ 1
0
|fk(s)|ds. (3.2.2)
Su X definiamo l’operatore lineare
Aω :=


c1
d
dx
0
. . .
0 cm
d
dx

 (3.2.3)
con dominio
D(Aω) := {u ∈ (W
1,1(0, 1))
m
: u(1) ∈ ran(Φ−ω )
T
}, (3.2.4)
ove la matrice Φ−ω e` definita in (3.1.4).
Si osservi che la scrittura u(1) ha senso in quanto W 1,1(0, 1) = AC[0, 1].
Il seguente lemma chiarisce la scelta del dominio del nostro operatore Aω.
Lemma 3.2.2 La condizione u(1) ∈ ran(Φ−ω )
T
garantisce la proporzionalita`
dei flussi su archi con la stessa coda.
Dimostrazione: Osserviamo che gli elementi non nulli della i-esima riga
della matrice Φ−ω corrispondono agli archi del grafo che hanno la coda nel
nodo vi, e che in ogni colonna di Φ
−
ω c’e` uno e un solo elemento non nullo.
Dunque la condizione
u(1) = (Φ−ω )
T
d per qualche d ∈ Rn (3.2.5)
implica che per j fissato
uj(1) = ωijdi se ωij 6= 0. (3.2.6)
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Per quanto osservato sopra l’indice i e` determinato univocamente da j e dalla
condizione ωij 6= 0. Se ωik 6= 0 per qualche altro indice k, 1 ≤ k ≤ m, poiche´
abbiamo imposto la condizione
u(1) ∈ ran(Φ−ω )
T
(3.2.7)
si dovra` avere necessariamente
uk(1) = ωikdi, (3.2.8)
cioe`, supponendo di 6= 0 (per di = 0 si ha semplicemente uj(1) = uk(1) = 0),
uj(1)
ωij
=
uk(1)
ωik
, (3.2.9)
il che dimostra il lemma enunciato. 2
Scriviamo ora le condizioni al contorno (CC) usando due operatori di bordo
L e M ; premettiamo la seguente
Definizione 3.2.3 Chiamiamo ∂X = Cn spazio di bordo.
Per descrivere il flusso uscente da ciascun nodo definiamo l’operatore di bordo
L
L = Φ− ⊗ δ1 (3.2.10)
di dominio
D(L) = (W 1,1(0, 1))
m
, (3.2.11)
dove δ1 e` la valutazione nel punto 1. In altre parole Lu = Φ
−u(1).
Lemma 3.2.4 L e` un operatore lineare suriettivo da D(Aω) a ∂X.
Dimostrazione: E` sufficiente osservare che D(Aω) contiene tutte le fun-
zioni costanti u della forma u ≡ (Φ−ω )
T
d con d ∈ ∂X: per esse abbiamo
u(1) = (Φ−ω )
T
d e quindi
Lu = Φ−
(
Φ−ω
T)
d = d. (3.2.12)
2
In maniera analoga descriveremo il flusso entrante tramite un altro operatore
di bordo M
M = Φ+ ⊗ δ0 (3.2.13)
di dominio
D(M) = (W 1,1(0, 1))
m
, (3.2.14)
dove δ0 e` la valutazione nel punto 0. Quindi Mu = Φ
+u(0).
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Osservazione 3.2.5 L’equazione Lu = Mu esprime la condizione (CC)
presente in (F ).
Con queste precisazioni possiamo ora definire l’operatore che rappresenta il
nostro problema originario (F ) in maniera astratta.
Definizione 3.2.6 Sul reticolo di Banach X = (L1(0, 1))
m
definiamo l’ope-
ratore (A,D(A))
D(A) := {u ∈ D(Aω) : Lu = Mu}
Au := Aωu
(3.2.15)
Avendo gia` osservato che le condizioni presenti nel dominio di A sono equi-
valenti a (CC), abbiamo che il problema di Cauchy
(CA)
{
u˙(t) = Au(t) , t ≥ 0,
u(0) = u0,
con u0 = (fj)j=1,...,m, e` una versione astratta del problema originario (F ).
Per il Corollario 2.3.9 sappiamo che questo problema e` ben posto se e solo se
A genera un semigruppo (T (t))t≥0 fortemente continuo su X. In tal caso le
soluzioni di (CA) sono della forma
u(t) = T (t)u0, (3.2.16)
e sono soluzioni anche di (F ). Dunque il nostro scopo ora e` dimostrare
che A genera un semigruppo fortemente continuo: a tal fine, mostriamo che
l’operatore A gode della proprieta` di dispersivita`, e che l’insieme risolvente
contiene la semiretta (0,∞). La forte continuita` sara` conseguenza del teorma
di Phillips, esposto nel capitolo precedente.
Introduciamo sul reticolo X una nuova norma, equivalente a quella usuale
‖f‖c :=
m∑
k=1
∫ 1
0
1
k
|fk(s)|ds. (3.2.17)
e dimostriamo che il nostro operatore A gode della proprieta` di dispersivita`,
dalla quale dedurremola forte continuita` del semigruppo da esso generato
usando il teorema di Phillips.
Per la precisione, per come abbiamo definito l’operatore A, e in virtu` del
fatto che ogni elemento u ∈ (L1(0, 1))m e` scrivibile in modo unico come
u = u<+iu=, con u<, u= ∈ (L
1[(0, 1),R])m, possiamo decomporre l’operatore
A in A = A<⊕ iA=, con ovvio significato della notazione, e mostrare che sia
A< che A= sono dispersivi.
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Lemma 3.2.7 L’operatore A< e` dispersivo su (L
1[(0, 1),R])m, ‖ · ‖c).
Dimostrazione: Sia u ∈ D(A<). Definiamo ϕ = (ϕk)k=1,...,m in questo
modo:
ϕk(s) :=
{
1
ck
, se uk(s) > 0
0, altrimenti
(3.2.18)
Osserviamo che ϕ ∈ (L∞(0, 1))m, quindi ϕ ∈ X
′
< essendo positiva; inoltre si
ha
‖ϕ‖X′<
= sup
‖f‖c 6=0
〈ϕ, f〉
‖f‖c
= sup
‖f‖c 6=0
∑m
k=1
∫ 1
0
ϕk(s)|fk(s)|ds∑m
k=1
∫ 1
0
1
ck
|fk(s)|ds
= sup
‖f‖c 6=0
∑m
k=1
∫ 1
0
1
ck
χ{uk(s)>0}|f(s)|ds∑m
k=1
∫ 1
0
1
ck
|fk(s)|ds
≤ 1
(3.2.19)
quindi ‖ϕ‖ ≤ 1.
Verifichiamo che 〈ϕ, u〉 = ‖u‖. Si ha
〈ϕ, u〉 =
m∑
k=1
∫ 1
0
1
ck
χ{uk(s)>0}|fk(s)|ds
=
m∑
k=1
∫
{uk(s)>0}
1
ck
|uk(s)|ds
=
m∑
k=1
∫ 1
0
|u+k (s)|ds = ‖u
+‖.
(3.2.20)
Dunque per dimostrare che A< e` dispersivo ci resta da provare che
〈A<u, ϕ〉 ≤ 0 ∀u ∈ D(A<). (3.2.21)
Per come sono definiti A< e ϕ abbiamo
〈A<u, ϕ〉 =
m∑
k=1
∫ 1
0
cku˙k(s)ϕk(s)ds =
m∑
k=1
∫ 1
0
cku˙k(s)
1
ck
χ{uk(s)>0}ds
= 〈[u+(1)]− [u+(0)] , 1Rm〉Rm,
(3.2.22)
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dove 1Rm denota il vettore di Rm con tutte le componenti uguali ad 1. Inoltre,
per u ∈ D(A<), abbiamo Lu = Mu e u(1) ∈ ran(Φ
−
ω )
T
; quindi
Φ−u(1) = Φ+u(0)
u(1) = (Φ−ω )
T
d
(3.2.23)
per qualche d ∈ Rn.
Dato che come abbiamo gia` osservato Φ−(Φ−ω )
T
= 1, si ha
Φ−(Φ−ω )
T
d = d = Φ+u(0) (3.2.24)
e
u(1) = (Φ−ω )
T
d = (Φ−ω )
T
Φ+u(0) = Bu(0) (3.2.25)
dove B e` la matrice definita in (3.1.6). Da queste uguaglianze deduciamo
〈A<u, ϕ〉 = 〈[Bu(0)]
+ − [u(0)]+ , 1Rm〉Rm
≤ 〈B [u(0)]+ − [u(0]+ , 1Rm〉Rm
= 〈[u+(0)] ,BT1Rm − 1Rm〉Rm = 0
(3.2.26)
essendo il vettore 1Rm autovettore per BT. 2
In maniera identica, possiamo dimostrare che l’operatore A= e` dispersivo, er-
go, sfruttando il teorema di Phillips, dimostriamo che A genera un semigrup-
po fortemente continuo (T (t))t≥0 = (T<(t))t≥0⊕ (T=(t))t≥0, con T<(t) e T=(t)
operatori positivi per ogni t ≥ 0. Inoltre, poiche´ le norme ‖ · ‖ e ‖ · ‖c sono
equivalenti, il semigruppo (T (t))t≥0 risulta essere limitato.
Proposizione 3.2.8 L’operatore (A,D(A)) genera un semigruppo (T (t))t≥0
fortemente continuo, positivo e limitato.
Dimostrazione: E` semplice verificare che, secondo la norma ‖ · ‖c, si ha:
1. D(A) e` denso in X;
2. (A,D(A)) e` un operatore chiuso.
Abbiamo appena dimostrato che A e` dispersivo e, come vedremo in seguito, il
suo insieme risolvente contiene R+: dal Teorema di Phillips (2.4.19) consegue
che il semigruppo (T (t))t≥0 generato da A ha le proprieta` richieste.
Poiche` vale la seguente disuguaglianza:
‖T (t)‖ ≤
R
r
‖T (t)‖c ≤
R
r
, (3.2.27)
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con
r := min{ 1
ck
: k = 1, . . . ,m}
R := max{ 1
ck
: k = 1, . . . ,m},
(3.2.28)
la tesi e` completamente dimostrata. 2
Possiamo percio` concludere che il nostro problema e` ben posto in accordo alla
Definizione 2.3.8, e che, nel caso le velocita` del flusso sugli archi siano tutte
uguali, il semigruppo generato da A e` contrattivo, cioe` ha norma minore o
uguale ad 1.
Corollario 3.2.9 Il problema di Cauchy astratto, e quindi anche (F ), e` ben
posto.
Dimostrazione: E` diretta consegueza del Corollario 2.3.9. 2
Corollario 3.2.10 Se ck = c per ogni k = 1, . . . , m allora il semigruppo
(T (t))t≥0 e` contrattivo.
Passiamo ora a studiare le proprieta` spettrali dell’operatore A, dalle quali
dedurremo in seguito il comportamento asintotico delle soluzioni del nostro
problema di flusso.
3.3 Proprieta` spettrali del generatore
Iniziamo ora un’analisi accurata dello spettro dell’operatore A usando un
metodo perturbativo come proposto in [4]. Introduciamo prima l’operatore
A0 := Aω|kerL (3.3.1)
con dominio D(A0) := {u ∈ D(Aω) : Lu = 0}, il che significa imporre
condizioni al contorno nulle: infatti il dominio di A0 possiamo riscriverlo
cos`ı:
D(A0) = {u ∈ W
1,1(0, 1)
m
: u(1) = 0}. (3.3.2)
Il corrispondente problema di Cauchy{
u˙(t) = A0u(t) , t ≥ 0,
u(0) = u0
(3.3.3)
e` ben posto perche´ (A0, D(A0)) genera il semigruppo nilpotente di traslazione
(T0(t)f)i(s) =
{
fi(s+ cit), s+ cit ≤ 1
0, altrimenti.
(3.3.4)
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Ponendo inoltre
C :=


c1 0
. . .
0 cm

 (3.3.5)
e, con s ∈ [0, 1],
λ(s) :=


e
( λ
c1
(s−1))
0
. . .
0 e(
λ
cm
(s−1))

 (3.3.6)
possiamo calcolare, utilizzando il Lemma 2.1.2, l’operatore risolvente R(λ,A0)
(R(λ,A0)f)(s) =
∫ 1
s
λ(s− τ + 1)C
−1f(τ)dτ, s ∈ [0, 1], f ∈ X, (3.3.7)
definito per ogni λ ∈ C. Il nostro fine e` calcolare σ(A), e per far questo
estendiamo A ad un operatore definito sullo spazio prodotto
X := X × ∂X (3.3.8)
di cui A sara` una parte (si veda Definizione 1.3.10).
A tal fine consideriamo prima l’operatore matriciale
A0 :=
(
Aω 0
−L 0
)
(3.3.9)
di dominio
D(A0) := D(Aω))× {0}
n (3.3.10)
la cui parte sulla chiusura del suo dominio
D(A0) = D(Aω))× {0}n = X × {0}
n := X0 (3.3.11)
puo` essere identificata con l’operatore (A0, D(A0)).
Utilizzando risultati di teoria spettrale esposti dettagliatamente in [4], otte-
niamo una decomposizione D(Aω) = D(A0) ⊕ ker(λ − Aω), e che L|ker(λ−Aω)
e` invertibile per ogni λ ∈ ρ(A0) = C: sfruttando cio` possiamo calcolare
R(λ,A0). Per comodita` denotiamo l’inverso di L con
Dλ := (L|ker(λ−Aω))
−1 : ∂X → ker(λ− Aω). (3.3.12)
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Lemma 3.3.1 Per ogni λ ∈ C il risolvente di A0 e` dato da
R(λ,A0) =
(
R(λ,A0) Dλ
0 0
)
(3.3.13)
e l’operatore Dλ e` della forma
Dλ = λ(Φ
−
ω )
T
. (3.3.14)
Dimostrazione: Usando la decomposizione sopra citata ed eseguendo
un semplice calcolo si vede che l’inversa di (λ − A0) e` proprio l’ operatore
matriciale definito nel lemma: infatti, scrivendo un elemento f ∈ X in modo
unico come somma di un elemento f0 ∈ D(A0) e di fω ∈ ker(λ− Aω) si ha
(R(λ,A0)(λ− Aω) +DλL)(f0 + fω) = f0 + fω (3.3.15)
il che dimostra la nostra asserzione.
Per dimostrare la seconda parte del lemma poniamo Nλ := λ(Φ
−
ω )
T
e
verifichiamo che e` effettivamente l’ inversa di L. Abbiamo
LNλ = Φ
−(Φ−ωu(1))
T
= 1 (3.3.16)
dove 1 e` la matrice identita` di ordine n.
Dobbiamo anche dimostrare che vale:
NλL|ker(λ−Aω) = I|ker(λ−Aω). (3.3.17)
Osserviamo che il nucleo dell’operatore λ− Aω e` generato dai vettori
v(x) =
(
aie
λ
ci
(x−1)
)
i=1,...,m
(3.3.18)
che soddisfano la condizione v(1) = (Φ−ω )
T
d per qualche d ∈ ∂X. Quindi
abbiamo
v(1) = (ai) = (Φ
−
ω )
T
d per qualche d ∈ ∂X (3.3.19)
il che implica (si ricordi come e` definita λ)
v = λ(Φ
−
ω )
T
d = Nλd per qualche d ∈ ∂X. (3.3.20)
Si ha dunque
Lv = d e NλLv = Nλd = v (3.3.21)
il che completa la dimostrazione del nostro lemma. 2
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Procediamo introducendo la matrice di perturbazione
B :=
(
0 0
M 0
)
(3.3.22)
di dominio
D(B) := D(M)× ∂X. (3.3.23)
Se sommiamo i due operatori matriciali A0 e B otteniamo un operatore
definito su X dato da
A := A0 + B =
(
Aω 0
M − L 0
)
(3.3.24)
e di dominio
D(A) := D(A0) = D(Aω)× {0}
n. (3.3.25)
Osservazione 3.3.2 La parte di A in X0 e` l’operatore
A|X0 =
(
A 0
0 0
)
(3.3.26)
di dominio
D(A|X0 ) = D(A)× {0}
n, (3.3.27)
quindi puo` essere identificato con l’operatore A su X.
Estendere il nostro operatore A all’operatore matriciale A definito su X ci
permette di calcolare σ(A) in maniera relativamente semplice: infatti esso
puo` essere individuato, come vedremo tra poco, tramite un’equazione carat-
teristica in ∂X. Ricondurremo dunque il nostro problema di ricerca dello
spettro di A al calcolo del determinante di una matrice n×n: il nostro ragio-
namento si basa sul fatto che il prodotto MDλ e` ben definito per ogni λ ∈ C
e determina una matrice di ordine n× n appunto.
Proposizione 3.3.3 Siano A e A gli operatori sopra definiti. Valgono allora
le seguenti proprieta`:
1. Per ogni λ ∈ C si ha
λ ∈ σ(A) ⇐⇒ λ ∈ σ(A) ⇐⇒ 1 ∈ σ(MDλ) (3.3.28)
2. Per λ ∈ σ(A) e d ∈ ∂X i seguenti fatti sono equivalenti:
(a) MDλd = d (b) DλM(Dλd) = d
(c) ADλd = λDλd (d)
(
Dλd
0
)
= λ
(
Dλd
0
) (3.3.29)
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3. Per ogni λ ∈ ρ(A) = ρ(A) gli operatori risolventi di A e A sono:
R(λ,A) =
(
IX +Dλ(1−MDλ)
−1M
)
R(λ,A0) (3.3.30)
e
R(λ,A) =
(
R(λ,A) Dλ(1−MDλ)
−1
0 0
)
. (3.3.31)
Dimostrazione: Poiche´ ρ(A0) = C possiamo scrivere
λ−A = λ−A0 −B = (IX −BR(λ,A0))(λ−A0). (3.3.32)
Da cio` si deduce che λ − A e` invertibile se e solo se (IX − BR(λ,A0)) e`
invertibile e, in questo caso, la sua inversa e`
R(λ,A) = R(λ,A0)(IX − BR(λ,A0))
−1. (3.3.33)
Per il Lemma 3.3.1 si ha
IX − BR(λ,A0) =
(
IX 0
−MR(λ,A0) 1−MDλ
)
,
ed e` semplice vedere che questo operatore matriciale e` invertibile se e solo se
1−MDλ e` invertibile, ed in tal caso l’inversa e`
(IX − BR(λ,A0))
−1 =
(
IX 0
(1−MDλ)
−1MR(λ,A0) (1−MDλ)
−1
)
.
Dunque si ha λ ∈ σ(A) se e solo se λ ∈ σ(A), ed anche se e solo se 1 ∈
σ(MDλ). Da queste identita` e con un semplice calcolo si ha subito la formula
per il risolvente di A e conseguentemente di A in quanto restrizione di A su
X × {0}n. Quindi 1. e 3. sono verificate.
Poiche´ X = (L1(0, 1))m, ρ(A) 6= ∅, e D(A) ⊂ (W 1,1(0, 1))m, l’operatore
risolvente R(λ,A) e` compatto in virtu` del teorema di immersione di Sobolev
(si veda [5]), ed inoltre si ha σ(A) = σp(A), cioe` lo spettro di A coincide con
l’insieme degli autovalori di A.
Sia allora u 6= 0 un autovettore di A di autovalore λ; non e` difficile convincersi
che uX ∈ D(A) e` autovalore di A e che u∂X = 0, avendo indicato con uX la
proiezione di u su X e con u∂X la proiezione di u su ∂X.
Per quanto dimostrato precedentemente
Au = λu ⇐⇒ (IX − BR(λ,A0))(λ−A0)u = 0 (3.3.34)
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il che equivale alle condizioni
(i) ((λ−A0)u)X = 0X ,
(ii) ((λ−A0)u)∂X e` autovettore di MDλ di autovalore 1.
Per quanto riguarda (i) essa e` equivalente alla relazione uX ∈ ker(λ − Aω),
ovvero uX = Dλd per qualche d ∈ ∂X.
Poiche´ LDλ = 1 si ha che LuX = LDλd = d e` l’autovettore corrispondente
di MDλ, e si vede facilmente che cio` e` vero se e solo se Dλd e` il relativo
autovettore di DλM . La dimostrazione e` cos`ı completata. 2
Forti di questo risultato analizziamo piu` in dettaglio la 1. della proposizio-
ne sopra esposta, cercando di capire come e` fatta la matrice Aλ := MDλ,
vista l’importanza che essa assume nella nostra trattazione. Essa soddisfa
l’uguaglianza
Aλ = (Φ
+ ⊗ δ0)(λ(Φ
−
ω )
T
) = Φ+λ(0)(Φ
−
ω )
T
(3.3.35)
e i suoi elementi sono:
(Aλ)ij =
{
e
− λ
ck ωjk, se vi = ek(0) e vj = ek(1)
0, altrimenti
(3.3.36)
E` immediato accorgersi che A0 = A, la matrice definita in (3.1.5), e che
l’insieme risolvente dell’operatore A e` diverso dal vuoto, dato che ‖Aλ‖1 < 1
per Reλ > 0.
Corollario 3.3.4 Per ogni λ ∈ C si ha
λ ∈ σ(A) ⇐⇒ det(1− Aλ) = 0, (3.3.37)
e
λ ∈ ρ(A) se Reλ > 0. (3.3.38)
Dimostrazione: Semplice conseguenza delle osservazioni precedenti. 2
Corollario 3.3.5 s(A) = 0 ∈ σ(A).
Dimostrazione: Per il corollario precedente dobbiamo solo dimostrare che
1 ∈ σ(A0), il che e` vero in quanto 1 e` autovalore della matrice trasposta di
A0: infatti si ricordi che la somma degli elementi di una qualsiasi colonna
di A0 e` uguale ad 1, quindi il vettore (1, . . . , 1)
T ∈ Cn viene mandato in se
stesso tramite AT0 . Poiche` lo spettro di una matrice n× n e quello della sua
trasposta coincidono si ha la tesi. 2
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Nel caso particolare in cui le velocita` del flusso sugli archi siano tutte uguali,
la matrice λ(0) diventa una matrice scalare e Aλ = e
−λ
c A0, il che implica il
seguente
Corollario 3.3.6 Se ci = c per i = 1, . . . , m si ha
λ ∈ σ(A) ⇐⇒ e
λ
c ∈ σ(A). (3.3.39)
Dimostrazione: Immediata conseguenza del Corollario 3.3.4. 2
Imponendo determinate condizioni sulle velocita` del flusso sugli archi e sulla
connettivita` del grafo associato, possiamo descrivere bene il comportamento
asintotico delle orbite.
Supponiamo che le velocita` cj siano a due a due linearmente dipendenti su
Q, cioe`
ch
ck
∈ Q, ∀1 ≤ h, k ≤ m. (3.3.40)
Alcune semplici osservazioni.
Osservazione 3.3.7 Se vale (3.3.40), allora i cj sono linearmente dipenden-
ti su Q, ed esiste un numero reale c tale che lj :=
c
cj
∈ N ∀j = 1, . . . , m.
Dimostrazione: Essendo i cj a due linearmente dipendenti, a maggior
ragione sono tutti linearmente dipendenti. Osserviamo poi che la condizione
chck ∈ Q implica in particolare ck = skc1, con sk =
pk
qk
∈ Q>0, per ogni k.
Scegliendo dunque c = c1
∏m
k=1 pk, sia ha lj = qj
∏m
k 6=j pk ∈ N, come volevasi
dimostrare. 2
Vediamo cosa comporta la condizione (3.3.40) in termini di elementi della
matrice di adiacenza A. Per quanto appena osservato, abbiamo
(Aλ)ij =
{ (
e−
λ
c
)lk
ωjk, se vi = ek(0) e vj = ek(1)
0, altrimenti
(3.3.41)
dunque det(1− Aλ) diventa un polinomio in e
−λ
c , cioe`
det(1− Aλ) = q
(
e−
λ
c
)
(3.3.42)
per qualche polinomio q (di grado n).
Abbiamo cos`ı il seguente notevole risultato:
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Proposizione 3.3.8 Se vale (3.3.40), gli autovalori di A giacciono su al piu`
n linee verticali.
Dimostrazione: Per il corollario 3.3.4 gli zeri del polinomio q
(
e−
λ
c
)
indi-
viduano tutti e soli gli autovalori di A; ma ogni autovalore αk, 1 ≤ k ≤ n,
della matrice Aij e` della forma
αk = e
−λ
c (3.3.43)
per cui ogni λk del tipo
Reλk = −c · ln|αk|
Imλk = −c · arg(αk) + 2pic · k, k ∈ Z
(3.3.44)
e` autovalore di A, il che conclude la dimostrazione. 2
Adesso che abbiamo dimostrato questa interessante proprieta` relativa agli
autovalori di A vogliamo metterla in relazione con il comportamento dello
spettro degli operatori del semigruppo (T (t))t≥0. Quello che ci serve e` dunque
un teorema che leghi σ(A) e σ(T (t)).
Teorema 3.3.9 (Teorema della Mappa Spettrale Circolare) Vale la se-
guente uguaglianza insiemistica:
Γ · et0σ(A) =
[
Γ · σ(T (t0))
]
\ {0} per ogni t0 ≥ 0, (3.3.45)
dove Γ denota il cerchio unitario nel piano complesso.
Dimostrazione: Per la dimostrazione di questo importante teorema sfrut-
tiamo il seguente risultato sulle funzioni quasi periodiche, esposte brevemente
nell’Appendice B.
Proposizione 3.3.10 Sia h(z) una funzione analitica quasi periodica sulla
striscia S(a,b) = {z ∈ C : a < Rez < b}, e supponiamo che non si annulli
in alcun punto. Allora 1/h(z) e` analitica e quasi periodica su ogni striscia
S[a1,b1] ⊂ S(a,b). Inoltre, se h(z) =
∑∞
j=1Aje
zrj , con rj ∈ R, allora su ogni
striscia della forma S[a1,b1] si ha 1/h(z) =
∑∞
l=0Ble
zsl per opportuni bl, sl ∈
R.
Dimostrazione della Proposizione: L’enunciato della proposizione e` con-
seguenza delle proprieta` delle funzioni quasi periodiche analitiche definite su
una striscia, in particolare della Osservazione B.0.11 e della Proposizione
B.0.12.
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Passiamo alla dimostrazione del teorema.
L’inclusione
Γ · et0σ(A) ⊂ Γ · σ(T (t0)) \ {0} (3.3.46)
e` diretta conseguenza del Lemma 2.1.1, valido per ogni semigruppo forte-
mente continuo. E` anche chiaro che nel caso t0 = 0 anche l’altra inclusione e`
verificata. Sia allora t0 > 0.
Dimostriamo che per gli elementi λ ∈ ρ(A) per i quali la linea verticale
Reλ+ iR e` contenuta in ρ(A) si ha
et0(Reλ+iR) = Γ · et0λ ⊂ ρ((T (t0)) ∪ {0}. (3.3.47)
In accordo a [6], dobbiamo provare che, preso un elemento et0λ0 ∈ Γ · et0λ,
λ0 + i(2pi/t0)Z ⊂ ρ(A) e che la successione
SN :=
N−1∑
j=0
j∑
k=−j
R(λ0 + i(2pi/t0)k, A) , N ∈ N, (3.3.48)
e` limitata in L(X). Mentre l’inclusione risulta immediata, la dimostrazione
della limitatezza di SN richiede un ragionamento piu` complesso. Per (3.3.30)
abbiamo
R(λ,A) = Dλ(1−MDλ)
−1MR(λ,A0) +R(λ,A0)
= λ(Φ
−
ω )
T
(1− Aλ)
−1MR(λ,A0) +R(λ,A0) .
(3.3.49)
Per non appesantire le notazioni poniamo
Rλ := R(λ,A0)
λk := λ0 + i(2pi/t0)k .
(3.3.50)
Dunque usando queste notazioni
SN =
1
N
N−1∑
j=0
j∑
k=−j
[λ(Φ
−
ω )
T
(1− Aλk)
−1MRλk +Rλk ] . (3.3.51)
Possiamo allora dare una stima della norma di SN : posto
UN :=
1
N
N−1∑
j=0
j∑
k=−j
λ(Φ
−
ω )
T
(1− Aλk)
−1MRλk , VN :=
1
N
N−1∑
j=0
j∑
k=−j
Rλk
abbiamo
‖SN‖L(X) ≤ ‖UN‖L(X) + ‖VN‖L(X) . (3.3.52)
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Cerchiamo ora di stimare separatamente UN e VN .
Stima di ‖VN‖
Osserviamo preliminarmente che Rλ e` il risolvente di A0, il quale come abbia-
mo visto e` il generatore di un semigruppo (fortemente continuo) nilpotente.
Sfruttiamo la seguente identita` valida per ogni semigruppo
R(λ,A)
(
1− e−λtT (t)
)
=
∫ t
0
e−λsT (s)ds per λ ∈ ρ(A), t ≥ 0 . (3.3.53)
Si scelga un t positivo per cui cit > 1 per ogni i = 1, . . . , m: allora per
nilpotenza T0(t) = 0 e usando la 3.3.53 si ha
VN =
1
N
N−1∑
j=0
j∑
k=−j
Rλk
=
1
N
N−1∑
j=0
j∑
k=−j
∫ t
0
e−i(2pi/t0)kse−λ0sT0(s)ds
=
∫ s
0
σN (2pis/t0)e
−λ0sT0(s)ds
=
t0
2pi
∫ 2pit
t0
0
σN(v)e
−λ0t0v
2pi T0
(t0v
2pi
)
dv ,
avendo posto
σN(u) =
1
N
N−1∑
j=0
j∑
k=−j
e−iuk , con u ∈ R . (3.3.54)
Un calcolo semplice mostra che
σN (u) =
1
N
1− cos(Nu)
1− cosu
, (3.3.55)
quindi σN e` periodica di periodo 2pi; inoltre σN (u) ≥ 0 e
∫ 2pi
0
σN(u)du = 2pi.
Se scegliamo t = t0 · l per un opportuno 1 ≤ l ∈ N ne segue che
‖VN‖1 ≤ t0 · l · C (3.3.56)
dove C := sup
{
‖eλ0sT0(s)‖ : 0 ≤ s ≤ t
}
. Questa stima, come si vede, non
dipende da N , come volevamo.
Passiamo ora a stimare ‖UN‖.
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Stima di ‖UN‖
Poiche´ come abbiamo precedentemente dimostrato gli zeri di h(λ) := det(1−
Aλ) giacciono su un numero finito di linee verticali, necessariamente avremo
che h(λ) 6= 0 in una striscia S(α,β) contenente λ0. Dato che h(λ) e` un poli-
nomio in e−
λ
c (si ricordi la condizioni di dipendenza lineare delle velocita` del
flusso) sara` dunque una combinazione lineare di un numero finito di funzio-
ni esponenziali. Possiamo allora applicare la Proposizione 3.3.10 ad h(λ) e
ottenere, per λ ∈ S(α,β) la relazione
(1− Aλ)
−1 =
∞∑
l=0
Ble
λsl (3.3.57)
per opportune matrici Bl ∈ Mn(R) e numeri reali sl (la convergenza della
serie e` assoluta). Stimando ‖UNf‖1 otteniamo
‖UNf‖1 =
m∑
p=1
∫ 1
0
∣∣∣∣∣ 1N
N−1∑
j=0
j∑
k=−j
(
λk(s)(Φ
−
ω )
T
∞∑
l=0
Ble
λkslΦ+
×
∫ 1
0
λk(1− t)C
−1f(t)dt
)
p
∣∣∣∣∣ ds,
da cui, ricordando la definizone di λ, si ha
‖UNf‖1 =
m∑
p=1
∫ 1
0
∣∣∣∣∣
∞∑
l=0
1
N
N−1∑
j=0
j∑
k=−j
e
λk
cp
(s−1)+λksl
×
∫ 1
0
(
(Φ−ω )
T
BlΦ
+λk(1− t)C
−1f(t)dt
)
p
dt
∣∣∣∣∣ ds.
Per procedere definiamo la matrice m×m
Ψl := (Φ
−
ω )
T
BlΦ
+ =
(
ψlij
)
m×m
(3.3.58)
e otteniamo la stima per la p-esima coordinata
‖(UNf)p‖1 =
∫ 1
0
∣∣∣∣∣
∞∑
l=0
m∑
h=1
ψlphe
λ0sl
×
∫ 1
0
1
N
N−1∑
j=0
j∑
k=−j
e
λk(s−1)
cp e
i 2pi
t0
ksle
−
λkt
ch
1
ch
fh(t)dt
∣∣∣∣∣ ds,
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da cui, utilizzando la (3.3.54),
‖(UNf)p‖1 =
∫ 1
0
∞∑
l=0
m∑
h=1
ψlphe
λ0sl
∫ 1
0
1
ch
e
λ0(s−1)
cp
−
λ0t
ch
× σN
(
2pi
(
1−s
cp
−sl+
t
ch
)
t0
)
fh(t)dt
∣∣∣∣∣ ds.
Passando ai moduli abbiamo
‖(UNf)p‖1 ≤
∞∑
l=0
m∑
h=1
∣∣∣∣ψlpheλ0sl
∣∣∣∣
∫ 1
0
|fh(t)|
×
∫ 1
0
1
ch
∣∣∣eλ0(s−1)cp −λ0tch ∣∣∣σN
(
2pi
(
1−s
cp
− sl +
t
ch
)
t0
)
dsdt
=
∞∑
l=0
m∑
h=1
∣∣∣∣ψlpheλ0sl
∣∣∣∣
∫ 1
0
|fh(t)|
×
∫ 2pi
t0
( 1
cp
−sl+
t
ck
)
2pi
t0
(−sl+
t
ck
)
t0cp
2pi
1
ch
∣∣∣e−λ0( t0v2pi +sl− tc−h )−λ0tch ∣∣∣σN(v)dvdt.
Usando le disuguaglianze appena esposte e le proprieta` di σN (u), otteniamo
‖(UNf)p‖1 = Cλ0,p
t0cp
2pi
d
1
t0cp
e2pi
∞∑
l=0
m∑
h=1
∣∣∣∣ψlpheλ0sl
∣∣∣∣‖f‖1
= Cλ0,pt0cpd
1
t0cp
e
∞∑
l=0
m∑
h=1
∣∣∣∣ψlpheλ0sl
∣∣∣∣‖f‖1,
dove
Cλ0,p := max1≤h≤m
{ 1
ch
sups,t∈[0,1]
∣∣∣∣e−λ0( 1−scp + tch )
∣∣∣∣}, (3.3.59)
e dxe e` il minimo intero non inferiore al numero reale x.
Sommando per p = 1, . . . , m e usando la definizione di ψlph, si ha
‖UNf‖1 ≤ Cλ0
∞∑
l=0
m∑
h=1
m∑
p=1
∣∣∣((Φ−ω )TBlΦ+
)
ph
eλ0sl
∣∣∣‖f‖1
≤ Cλ0m
∞∑
l=0
∣∣∣∣
∣∣∣∣(Φ−ω )TBlΦ+
∣∣∣∣
∣∣∣∣∣∣eλ0sl∣∣‖f‖1
≤ Cλ0m
∣∣∣∣
∣∣∣∣(Φ−ω )T
∣∣∣∣
∣∣∣∣∣∣∣∣Φ+∣∣∣∣(
∞∑
l=0
‖Bl‖
∣∣eλ0sl∣∣)‖f‖1,
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con
Cλ0 := max1≤p≤mCλ0,pt0cpd1/t0cpe. (3.3.60)
Poiche´ la stima trovata e` indipendente da N si ha la tesi. 2
Il prossimo argomento affrontato sara` lo studio del comportamento asinto-
tico delle soluzioni del nostro problema di Cauchy astratto, cioe` del semi-
gruppo fortemente continuo generato dall’operatore A. Dimostreremo che,
sotto opportune ipotesi sul grafo che individua la rete di flusso, le soluzioni
sono periodiche e vedremo che il periodo, come ci si aspetta, dipende dalle
velocita` cj del flusso sugli archi.
3.4 Comportamento asintotico
Il Teorema della Mappa Spettrale Circolare e il fatto che σ(A) giace in un
numero finito di strisce verticali implicano che lo spettro di T (t) sta su un
numero finito di cerchi, di cui il piu` grande e` quello unitario Γ.
Queste proprieta` inducono una decomposizione parabolica dello spazio di
stato, in accordo con il comportamento asintotico delle orbite.
Teorema 3.4.1 Supponiamo che i ck siano a due a due linearmente dipen-
denti su Q. Allora valgono le seguenti asserzioni:
1. Lo spazio X puo` essere decomposto nella somma diretta di due sottospa-
zi X1 e X2 chiusi e invarianti rispetto al semigruppo (T (t))t≥0. Inoltre,
la famiglia di operatori (S(t))t≥0 :=
(
T (t)|X1
)
t≥0
forma un semigruppo
fortemente continuo e limitato su X1.
2. Il semigruppo
(
T (t)|X2
)
t≥0
e` uniformemente esponenzialmente stabile,
quindi ‖T (t)|X2‖ ≤Me
−εt per qualche costante M ≥ 1 e ε > 0.
Dimostrazione: Usando il Teorema Spettrale sopra dimostrato, sia Γets,
con s < 0, il secondo cerchio in ordine di grandezza in σ(T (t)). Scegliamo
un ε positivo in modo tale che α := s + ε sia ancora negativo. Allora lo
spettro del semigruppo riscalato T˜ (t) := e−αtT (t), di generatore A˜ = A− α,
non interseca il cerchio unitario: infatti, per costruzione, σ(A˜) = σ(A) − α,
dunque σ(A˜) ∩ iR = ∅, e per il Teorema Spettrale si ha di conseguenza
σ(T˜ (t)) ∩ Γ = ∅, per ogni t positivo .
Per il Teorema 2.5.4 abbiamo una decomposizione iperbolica del semigruppo
T˜ (t)t≥0 e dello spazio di stato X che ha le proprieta` desiderate per il nostro
semigruppo di partenza (T (t))t≥0. 2
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Tenendo conto della positivita` dell’operatore A, possiamo descrivere in ma-
niera piu` dettagliata il comportamento asintotico delle soluzioni con qualche
ipotesi aggiuntiva sul nostro grafo. A tal fine, riportiamo qui di seguito la
definizione di irriducibilita` di un semigruppo, menzionata precedentemente
nel Teorema 2.4.14.
Definizione 3.4.2 Un semigruppo positivo su L1(Ω, µ), con µ misura σ-
finita, di generatore A e` detto irriducibile se per ogni λ > s(A) e f ≥ 0,
f 6= 0, si ha (R(λ,A)f)(s) > 0 per quasi ogni s ∈ Ω.
Supponiamo ora che il nostro grafoG sia fortemente connesso: per il Teorema
A.0.11 questo equivale alla irriducibilita` della matrice di adiacenza A. Di-
mostriamo col seguente lemma che l’irriducibilita` di A implica l’irriducibilita`
del semigruppo T (t).
Lemma 3.4.3 Se il grafo G e` fortemente connesso allora (T (t))t≥0 e` irri-
ducibile.
Dimostrazione: Poiche´ nel nostro caso s(A) = 0, dobbiamo dimostrare
che il risolvente R(λ,A)f e` quasi ovunque positivo per λ > 0 e f ≥ 0, f 6= 0.
Per (3.3.30) dunque dobbiamo provare che
R(λ,A0)f +Dλ(1−MDλ)
−1MR(λ,A0)f > 0 q.o. (3.4.1)
per ogni f ∈ X, non negativa e non nulla.
Sia λ > 0: osserviamo preliminarmente che R(λ,A0)f e` strettamente positivo
ovunque, in quanto integrale di quantita` positive, eccetto al piu` sul massimo
intervallo (1−ε, 1] in cui si ha f = 0. Applicando M ad R(λ,A0)f otteniamo
un vettore d ∈ Rn di numeri positivi; osserviamo inoltre che per ipotesi la
matrice MDλ = Aλ e` positiva e irriducibile poiche´ lo e` A = A0. Per come
e` definita Aλ abbiamo r(Aλ) ≤ ‖Aλ‖1 < 1, quindi la matrice (1−MDλ)
−1
e` strettamente positiva, e dunque il vettore (1−MDλ)
−1d ∈ Cn ha tutte le
componenti reali e positive. Applicando Dλ a quest’ultimo otteniamo un vet-
tore di Rm le cui componenti sono multipli positivi di funzioni esponenziali,
e quindi maggiori di zero. Da cio` segue la tesi. 2
La decomposizione dello spazio degli stati e l’irriducibilita` del semigruppo
appena dimostrata ci conducono ad un’analisi piu` accurata del comporta-
mento asintotico di T (t). Dalla teoria di Perron-Frobenius sui semigruppi
positivi irriducibili, di cui abbiamo riportato un risultato fondamentale nel
capitolo precedente, ossia il Teorema 2.4.14, sappiamo che
σ(A) ∩ iR = iαZ per qualche α ≥ 0, (3.4.2)
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dove ogni iαk e` un polo semplice del risolvente R(λ,A).
Poiche´ abbiamo assunto che i ck siano a due a due linearmente dipendenti su
Q, sappiamo che det(1−Aλ) e` un polinomio in e
−λ
c ; dunque in (3.4.2) dovra`
essere α 6= 0, cioe` α > 0. Da queste osservazioni, combinate con il Lemma
[3, C-IV 2.12], otteniamo che (T (t))t≥0 ha un comportamento asintotico di
tipo periodico su un opportuno spazio funzionale.
Teorema 3.4.4 Se il grafo G e` fortemente connesso, allora la decomposi-
zione X = X1 ⊕X2 del Teorema 3.4.1 ha le seguenti proprieta` aggiuntive:
1. X1 e` un sottoreticolo chiuso di X isomorfo a L
1(Γ).
2. Il gruppo (S(t))t≥0 e` isomorfo al semigruppo di rotazione su L
1(Γ) con
periodo τ =
2pi
α
, con α definito in (3.4.2).
3. Il periodo τ vale
τ =
1
c
MCD
{
c
(
1
ci1
+ · · ·+
1
cik
)
: ei1  · · ·  eik ciclo in G
}
(3.4.3)
dove c e` un qualsiasi numero reale per cui c/cj ∈ N ∀j = 1, . . . , m.
Dimostrazione: La dimostrazione procedera` in due passi: dapprima sup-
poniamo che le velocita` dei flussi siano tutte uguali fra loro.
Per quanto abbiamo precedentemente dimostrato il semigruppo (T (t))t≥0 e`
irriducibile, positivo e limitato; essendo s(A) = 0 e a causa della compattezza
del risolvente, 0 e` un polo semplice di R(λ,A). Per (3.4.2) e per la (3.3.39),
sappiamo che esistono punti diversi da zero sull’asse immaginario contenuti
nello spettro di A. Possiamo dunque applicare il Lemma [3, C-IV 2.12]: in
questo modo la 1. e la 2. sono dimostrate: il periodo τ e` dunque uguale a
2pi/α, con α ∈ R determinato dalla (3.4.2).
Poiche` 1 e` autovalore di A, e poiche`, per (3.3.39), ogni autovalore β di A
e` tale che |β| ≤ 1, in accordo alla Definizione A.0.4, l’indice della matrice
A e` uguale al numero dei suoi autovalori di modulo unitario. Ma, per il
Teorema A.0.5 e per la (3.3.39), gli autovalori di A con modulo uguale ad 1
sono tutti e soli i punti del tipo e
iαk
c , con k ∈ Z, cioe` le c · 2pi
α
= cτ -esime
radici dell’unita`. Utilizzando il Teorema A.0.14, abbiamo che cτ e` uguale al
massimo comun divisore delle lunghezze dei cicli del grafo: questo dimostra
3., in quanto abbiamo supposto i cj tutti uguali fra loro. Passiamo ora al
caso generale.
Prendiamo un c ∈ R per cui i numeri lj = c/cj siano tutti naturali; l’idea e`
naturalmente quella di ricondurci in qualche modo al caso precedente. Co-
struiamo un nuovo grafo diretto G˜ con m˜ = l1 + · · · + lm archi (m˜ ≥ m) e
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n˜ = n + m˜ − m vertici (n˜ ≥ n) ottenuti aggiungendo lj − 1 vertici all’arco
ek; manteniamo la direzione degli archi gia` presenti in G e normalizziamo le
lunghezze.
Possiamo allora considerare il nuovo problema (F˜ ) sulla nuova rete G˜ con
funzioni u˜j e velocita` c˜j = c ∀j = 1, . . . , m. Con opportune modifiche al-
le condizioni iniziali e a quelle al contorno il nuovo problema e` equivalente
a quello originale col vantaggio che ci siamo ricondotti al caso precedente
in cui le velocita` del flusso sugli archi sono tutte uguali. Per costruzione il
numero dei cicli del grafo non e` cambiato, solo le lunghezze sono cambiate:
se gli archi ei1 , . . . , eik formano un ciclo di lunghezza k in G allora il ciclo
corrispondente in G˜ di lunghezza
li1 + · · ·+ lik = c
(
1
ci1
+ · · ·+
1
cik
)
. (3.4.4)
Denotiamo con l˜ il MCD dei lunghezze dei cicli in G˜; possiamo allora utiliz-
zare la prima parte della dimostrazione applicandola al grafo G˜, ottenendo
un gruppo di rotazione con periodo τ˜ = l˜/c. Tornando al grafo di partenza G
abbiamo lo stesso periodo che insieme a (3.4.4) fornisce la formula desiderata
per il periodo τ . 2
Corollario 3.4.5 Valgano le ipotesi del teorema precedente. Allora il semi-
gruppo (T (t))t≥0 e` asintoticamente periodico con periodo
τ =
1
c
MCD
{
c
(
1
ci1
+ · · ·+
1
cik
)
: ei1  · · ·  eik ciclo in G
}
(3.4.5)
dove c e` un qualsiasi numero reale per cui c/cj ∈ N ∀j = 1, . . . , m.
Se le velocita` sugli archi sono tutte uguali ad 1 il nostro risultato assume una
forma piu` semplice e suggestiva.
Corollario 3.4.6 Se cj = 1 ∀j = 1, . . . , m allora il periodo τ e` uguale al
massimo comun divisore delle lunghezze dei cicli del grafo G.
La domanda che sorge spontanea a questo punto e` la seguente: data una
distribuzione iniziale di carica u0, e sapendo che vale la decomposizione dello
spazio di stato X = X1 ⊕ X2 esposta nel Teorema 3.4.4, qual e` il compor-
tamento asintotico preciso dell’orbita T (t)u0? Sappiamo infatti che esso e` di
tipo periodico, ma a priori non sappiamo dire se tale orbita converge a zero
o meno; in altre parole sappiamo che esiste una decomposizione parabolica
dello spazio X, ma non sappiamo come sono fatti i sottospazi X1 e X2. Il
seguente teorema ci viene in aiuto.
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Teorema 3.4.7 Sia (T (t))t≥0 un semigruppo fortemente continuo limitato
di generatore (A,D(A)), con ρ(A) 6= ∅. Supponiamo che il risolvente di
A sia compatto. Allora esiste una proiezione Q ∈ L(X) che commuta col
semigruppo e tale che
(i) ker(Q) = {x ∈ X : limt→∞ T (t)x = 0} = X1,
(ii) ran(Q) = lin{x ∈ D(A) : ∃ α ∈ R tale che Ax = iαx} = X2.
Dimostrazione: La tesi segue dalla compattezza di R(λ,A) e dal teorema
[3, V, 2.8]. 2
Vediamo ora un esempio semplice ma indicativo.
Esempio 3.4.8
Sia G il grafo orientato fortemente connesso mostrato in figura, e siano e1 =
(1, 2), e2 = (2, 1), e3 = (2, 3), e4 = (3, 1). Supponiamo per semplicita` che le
1
2
3
Figura 3.1: G.
velocita` del flusso sugli archi siano tutte uguali ad 1, e sia
Φ−ω =


1 0 0 0
0 1
2
1
2
0
0 0 0 1

 .
La matrice A, di ordine 3, e` dunque
A =


0 1
2
1
1 0 0
0 1
2
0

 .
Per il Corollario 3.4.6 abbiamo che il periodo τ e` uguale all’indice di non
primitivita` del grafo G, ovvero il M.C.D. delle lunghezze dei cicli di G, che in
questo esempio e` 1. Verifichiamo che il numero α della (3.4.2) e` 2pi. Poiche´
det(xI − A) = x3 − 1
2
x− 1
2
, le radici caratteristiche sono
x1 = 1, x2 =
−1− i
2
, x3 =
−1 + i
2
.
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PSfrag replacements
Re λ
Im λ
0=s(A)log 1√
2
3
4
pi
pi
2
2pi
Figura 3.2: Autovalori di A.
Per la (3.3.39), possiamo trovare i punti dello spettro di bordo dell’operatore
A risolvendo l’equazione
eλ = 1, (3.4.6)
da cui otteniamo λ = i2pik, con k ∈ Z. Questo mostra che α = 2pi, da cui
τ = 2pi
α
= 1, in accordo con il Teorema 3.4.4. La figura soprastante mostra la
struttura dello spettro dell’operatore A nel nostro esempio.
Fino ad ora abbiamo assunto come ipotesi che il grafo G fosse fortemen-
te connesso. Nel caso generale, come suggerisce l’intuizione, si ha che il
comportamento di T (t) e` asintoticamente periodico sulle componenti forte-
mente connesse di G. Esponiamo dunque il seguente teorema che generaliz-
za il risultato precedente, e che in qualche modo e` il punto di arrivo della
discussione.
Teorema 3.4.9 Consideriamo un flusso di carica elettrica su una qualunque
rete, modellizzata tramite un grafo orientato G, e assumiamo che le velocita`
ck del flusso sugli archi siano a due a due linearmente dipendenti su Q.
Allora il semigruppo corrispondente si comporta asintoticamente come som-
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ma diretta di gruppi di rotazione su poligoni disgiunti, e il periodo di rotazione
su ciascun poligono e` dato dalla formula di τ esposta nel Teorema 3.4.4.
In tutta la trattazione svolta sino ad ora abbiamo supposto le velocita` ck non
dipendenti dalla posizione: pur essendo questa un’ipotesi forte, si riesce a
dimostrare che i risultati precedenti valgono ugualmente a patto di sostituire
i ck con la media delle velocita` sull’arco k-esimo. Non essendo questo il punto
fondamentale della nostra discussione quanto la modellizzazione del problema
e lo studio asintotico delle soluzioni, abbiamo preferito un approccio che pur
essendo semplificato sotto alcuni aspetti, contiene in se´ tutti gli elementi
fondamentali e gli strumenti validi per l’approccio ad ogni problema di questo
tipo, a prescindere dalle ipotesi piu` o meno tecniche che si possono adottare
per descrivere eventualita` diverse e piu` specifiche.
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Appendice A
Matrici non negative e grafi
Questa breve appendice contiene richiami di teoria dei grafi e qualche risul-
tato legato alla teoria di Perron sulle matrici non negative. Si rimanda a [7]
e a [8] per approfondimenti, o per le dimostrazioni dei teoremi che citeremo
qui.
Definizione A.0.1 Una matrice A di numeri reali e` detta non negativa se
i suoi elementi sono tutti non negativi. In tal caso si scrive A ≥ 0.
Definizione A.0.2 Una matrice A ∈ Mn(C), con n ≥ 2, e` riducibile se
esiste una matrice di permutazione Π e un intero k, 0 < k < n, tale che
B = ΠAΠT =
[
A11 A12
0 A22
]
con A11 ∈Mk(C) e A22 ∈Mn−k(C).
Se la matrice A non e` riducibile, si dice che e` irriducibile.
Si ha il seguente risultato.
Teorema A.0.3 Un matrice irriducibile A ≥ 0 ha un autovalore reale posi-
tivo r, detto autovalore massimo, tale che
r ≥ |λi|, (A.0.1)
per ogni λi autovalore di A. Inoltre esiste un autovettore positivo corrispon-
dente ad r.
Definizione A.0.4 Sia A una matrice irriducibile di ordine n con autovalo-
re massimo r, e supponiamo che A abbia esattamente h autovalori di modulo
r. Il numero h e` detto indice della matrice A. Se h = 1 si dice che A e`
primitiva.
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Teorema A.0.5 Sia A una matrice irriducibile di ordine n con autovalore
massimo r e indice h. Allora gli h autovalori di A di modulo pari ad r sono
le radici h-esime di rh. In particolare, se A e` primitiva, tali autovalori sono
le radici h-esime dell’unita`.
Vediamo ora qualche definizione relativa ai grafi.
Definizione A.0.6 Sia N un insieme finito di cardinalita` n ≥ 1, e sia A un
insieme di coppie ordinate di elementi di N . La coppia G = (N,A) e` detta
grafo orientato, gli elementi di N sono i vertici del grafo, e gli elementi di
A sono gli archi del grafo. La scrittura (i, j) significa dunque che esiste un
arco del grafo che collega il vertice i al vertice j.
Definizione A.0.7 Una sequenza (i, t1), (t1, t2), . . . , (tm−2, tm−1), (tm−1, j) di
archi nel grafo G e` un cammino che connette i a j. La lunghezza di un cam-
mino e` il numero m di archi che lo compongono; se un cammino di lunghezza
m unisce un vertice i a se stesso, tale cammino e` detto ciclo di lunghezza m.
Definizione A.0.8 La matrice di adiacenza AG di un grafo diretto G con n
vertici e` la matrice il cui elemento aij e` 1 se esiste un arco nel grafo da i a
j, 0 altrimenti.
Definizione A.0.9 Un grafo diretto G e` fortemente connesso se per ogni
coppia ordinata (i, j) di vertici distinti esiste un cammino in G che unisce i
a j.
Ancora un’altra definizione.
Definizione A.0.10 Un grafo diretto G e` associato ad una matrice non
negativa A se la matrice di adiacenza di G ha gli stessi elementi nulli di A.
Naturalmente ad ogni matrice non negativa e` associato uno e un solo grafo,
mentre per un dato grafo esistono infinite matrici ad esso associate.
Teorema A.0.11 Una matrice non negativa A e` irriducibile se e solo se il
grafo orientato G ad essa associato e` fortemente connesso.
Definizione A.0.12 Sia G un grafo orientato fortemente connesso. Il mas-
simo comun divisore delle lunghezze dei cicli in G e` detto indice di non
primitivita` del grafo G.
Vale il seguente lemma.
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Lemma A.0.13 Sia G un grafo orientato fortemente connesso con indice
di non primitivita` k, e sia ki il massimo comun divisore delle lunghezze dei
cicli in G relativi al vertice i. Allora ki = k per ogni i = 1, . . . , n.
Per calcolare l’indice di una matrice A si puo` ricorrere al seguente risultato.
Teorema A.0.14 L’indice di una matrice irriducibile A e` uguale all’indice
di non primitivita` del grafo orientato G ad essa associato.
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Appendice B
Funzioni quasi periodiche
Definizione B.0.1 Un polinomio trigonometrico complesso e` una funzione
di variabile reale P (x) della forma
P (x) =
n∑
k=1
cke
iλkx, (B.0.1)
con ck ∈ C e λk ∈ R.
Definizione B.0.2 Una funzione f(x) a valori complessi e` quasi periodica
se per ogni ε > 0 esiste un polinomio trigonometrico complesso Pε(x) tale
che
|f(x)− Pε(x)| < ε, x ∈ R. (B.0.2)
Le funzioni quasi periodiche sono dunque le funzioni definite su R che pos-
sono essere approssimate uniformemente tramite polinomi trigonometrici.
Riportiamo qui di seguito alcune proprieta` delle funzioni quasi periodiche.
Osservazione B.0.3 Ogni funzione periodica e` quasi periodica ma non e`
vero il viceversa.
Esempio B.0.4
La funzione f(x) = eix + eipix e` quasi periodica, perche´ e` un polinomio
trigonometrico, ma non e` periodica. Infatti, se esistesse τ ∈ R tale che
f(x+ τ) = f(x) per ogni x reale, si avrebbe
(eiτ − 1)eix + (eipiτ − 1)eipix ≡ 0, (B.0.3)
ma essendo le funzioni eix e eipix linearmente indipendenti, si dovrebbe neces-
sariamente avere eiτ = eipiτ = 1. Si dedurrebbe dunque τ = 2kpi = 2h, con
h, k ∈ Z, il che e` impossibile.
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Proposizione B.0.5 Una funzione f(x) quasi periodica e` uniformemente
continua e limitata sulla retta reale. Inoltre, se c ∈ C e a ∈ R, le funzioni
f¯(x), cf(x), f(x+ a) e f(ax) sono quasi periodiche.
Proposizione B.0.6 La somma e il prodotto di due funzioni quasi periodi-
che sono funzioni quasi periodiche.
Teorema B.0.7 Il limite uniforme di una successione di funzioni quasi pe-
riodiche e` una funzione quasi periodica.
Le funzioni quasi periodiche posso essere caratterizzate nel modo seguente.
Teorema B.0.8 Una funzione f e` quasi periodica se e solo se per ogni ε > 0
esiste un numero lε > 0 con la proprieta` che ogni intervallo di lunghezza lε
della retta reale contiene almeno un punto ξ tale che
|f(x+ ξ)− f(x)| < ε (B.0.4)
per ogni x ∈ R.
Analogamente alle funzioni periodiche, ad ogni funzione quasi periodica f e`
associata una serie, detta serie di Fourier associata a f , che coincide con la
serie di Fourier classica nel caso f sia periodica, e tale che la corrispondenza
tra f e la sua serie sia iniettiva. Vale inoltre il seguente risultato, come nel
caso periodico.
Teorema B.0.9 Se la serie di Fourier associata ad una funzione quasi pe-
riodica f e` uniformemente convergente, allora la sua somma e` proprio f .
Sia ora f(z) una funzione di variabile complessa, definita per ogni z ∈ C, e
analitica. In analogia al caso reale, diciamo che essa e` quasi periodica se per
ogni ε > 0 esiste un numero reale lε > 0 tale che in ogni quadrato del piano
complesso, di lato lε, e con lati paralleli agli assi coordinati, esiste almeno un
punto ω per cui
|f(z + ω)− f(z)| < ε (B.0.5)
per ogni z ∈ C.
Dalla definizione segue, come nel caso reale, che una funzione quasi periodica
e` limitata su tutto C; dunque le funzioni quasi periodiche e analitiche sono
costanti, per il teorema di Liouville.
Se invece assumiamo solo la continuita`, la classe delle funzoni quasi periodiche
di variabile complessa e` del tutto simile a quella delle quasi periodiche di
variabile reale.
Una classe particolarmente interessante di funzioni e` la classe delle funzioni
analitiche quasi periodiche definite solo in una striscia del piano complesso.
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Definizione B.0.10 Sia f(z) una funzione analitica definita nella striscia
S[a,b] := {z ∈ C : a ≤ Rez ≤ b}. Diciamo che e` quasi periodica in S[a,b] se
per ogni ε > 0 esiste un numero lε > 0 tale che ogni intervallo di lunghezza
lε sull’asse immaginario contenga almeno un punto η per cui
|f(z + iη)− f(z)| < ε (B.0.6)
per ogni z nella striscia considerata.
Questo vuol dire che la funzione ϕ(x, y) = f(x + iy) e` quasi periodica in y
uniformemente rispetto ad x, a ≤ x ≤ b.
Come nel caso reale, la classe delle funzioni analitiche quasi periodiche defini-
te in una striscia e` costituita da funzioni uniformemente continue e limitate,
ed e` chiusa rispetto a somma e prodotto. Se inoltre |f(z)| ≥ m > 0 e` analitica
e quasi periodica, allora 1
f(z)
e` analitica e quasi periodica.
Osservazione B.0.11 Ogni funzione del tipo
Pn(z) =
n∑
k=1
ake
zλk , (B.0.7)
con λk ∈ R per ogni k, e` quasi periodica in ogni striscia S[a,b].
Vale il seguente risultato.
Proposizione B.0.12 Se λk sono numeri reali e la serie
∞∑
k=1
ake
zλk (B.0.8)
e` uniformemente convergente in S[a,b], allora la sua somma e` una funzione
analitica e quasi periodica in S[a,b].
Cos`ı come ad ogni funzione quasi periodica di variabile reale si puo` associare
un’unica serie di Fourier, anche ad una funzione analitica quasi periodica
f(z) = f(x + iy) in una striscia corrisponde una serie trigonometrica della
forma
∑∞
k=1Ake
zλk , con Ak e λk indipendenti da x e y. Tale serie e` detta
serie di Dirichlet associata ad f .
Anche qui, se due funzioni analitiche e quasi periodiche nella stessa striscia
hanno serie di Dirichlet identiche, esse stesse coincidono.
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