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Summary (English)
Ever since the commercialization of additive manufacturing in the late 80’s, it
has been clear what enormous potential the technology could have, potentially
disrupting several industries. However, we have yet to see the technology fully
adopted by the manufacturing industry. One of the issues that has prevented
widespread adoption of 3D printing for use within manufacturing is the apparent
lack of quality control during and after the printing process.
This thesis demonstrates how computer vision may be applied in beneficial ways
within additive manufacturing. The main contributions aim at solving part of
the challenges required for the technology to reach its full envisioned potential,
and to reach widerspread industry adoption as a de-facto manufacturing modal-
ity. Quality control has been a major milestone to overcome in this regard. As
a result, a core part of the contributions revolves around this central topic.
The work is separated into three main categories: The first two concerning
process and quality control of appearance and geometry. The third category
concerns machine interaction paradigms within additive manufacturing. Here,
challenges are addressed within the 3D ecosystem, aiming towards facilitating a
fluid integration of additive manufacturing within the factory of tomorrow.
ii
Summary (Danish)
Siden additiv fremstilling, eller 3D-print, blev kommercialiseret i slutningen af
80’erne, har det stået klart, at teknologien har et kæmpe potentiale, der med
stor sandsynlighed vil disrupte adskillige industrier. Her ca. 30 år senere har vi
stadig til gode, at se denne teknologi blive adapteret af fremstillingsindustrien.
En af hovedårsagerne til dette manglende indpas, er tilsyneladende, en mangel
på kvalitetskontrol under og efter denne additive fremstillingsproces.
Denne afhandling demonstrerer hvordan computer vision kan have en relevant
anvendelse i forbindelse med additiv fremstilling. Specifik er der bidrag der
imødekommer mange af de hindringer der er for at 3D print kan opnå sit fulde
potentiale, herunder især kvalitetskontrol og -sikring.
Arbejdet der ligger til grund for denne afhandling falder primært i tre kategorier.
De første to omhandler proces- og kvalitetskontrol af henholdsvis 3D geometri og
udseende (farve). Den tredje kategori omhandler menneske-maskine interaktion
i relation til adaptiv fremstilling, hvor der er fremsat metoder til at styrke en
flydende integration af additiv fremstilling i morgendagens fabrik.
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Preface
This thesis was prepared at the Department of Applied Mathematics and Com-
puter Science at the Technical University of Denmark (DTU). It is done in ful-
filment of the requirements for obtaining a doctor of philosophy degree (Ph.D.)
in applied mathematics with an emphasis on computer vision.
This project is a cross-department collaboration effort between DTU Compute
and DTU Mechanical Engineering, fully funded by the Technical University of
Denmark and operated in collaboration with the Manufacturing Academy of
Denmark (MADE).
The work performed in this thesis is a step towards solving a part of the chal-
lenges required for additive manufacturing to reach its full envisioned potential.
The thesis consists of an introductory motivation, brief overview of the core
technologies used and a summary of the relevant literature and prior art. Fi-
nalizing, by presenting a total of 11 publications that contribute to the field.
The project was supervised by Associate Professor Henrik Aanæs and co-supervised
by Scientist David Bue Pedersen. The research has been conducted at DTU in
the Section of Image Analysis and Computer Graphics and the Section of Man-
ufacturing Engineering. External research was conducted at the Massachusetts
Institute of Technology, under the supervision of Professor Pattie Maes in the
Fluid Interfaces group at the MIT Media Lab.
Lyngby, 13-March-2017
Eyþór Rúnar Eiríksson
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Chapter 1
Introduction
Ever since Additive Manufacturing (AM), or 3D printing, was first commercial-
ized in the late 80’s, it has been clear what enormous potential the technology
could have, potentially disrupting several industries. With specific applications
ranging from medical, aerospace and even personal factories in your home, one of
the biggest impacts lies within industrial production. With AM, it has become
possible to print geometries in a large range of materials with near complete
geometric design freedom. Producing forms and shapes that would otherwise
be impossible to manufacture with traditional processes such as milling, turning
or injection moulding.
In the last decades, conventional production processes have been developed with
speed and cost in mind. Many of these are focused towards mass manufacturing,
and have limited flexibility when it comes to producing complex geometrical
forms. As a result, our modern world has become square and somewhat dull,
with diminishing cultural elements, demoted to shapes that are easy, quick and
cheap to manufacture. With the design freedom offered by AM, it is possible to
re-enter an era of design aesthetics, artistry, and craftsmanship, at a fraction of
the previous cost.
2 Introduction
Figure 1.1: Examples of full-color concept and functional prototyping. (Left)
3D printed color plates for color calibration. From [Contribution
C]. (Right) A bicycle helmet prototype (Trek) using multi-color
and material technology [Str17b].
1.1 Industrial Applications
Several industrial applications are considered relevant to the content of this
thesis, all of which are applicable today. Although not exhaustive, the following
sections give a brief description on the major industrial applications, where AM
has a substantial benefit. The four areas discussed are Rapid prototyping, Mass
customization, Soft tooling and Topology optimization, the two first being the
most commonly used [Woh16].
Rapid Prototyping
Traditionally, prototyping can both be a time consuming and costly process.
This dictates the number of design iterations a product can go through until a
business case is no longer viable. The fewer the design iterations, the higher the
financial risk, particularly for high volume production with associated tooling
costs. To overcome this, designers and engineers frequently use prototyping
materials such as wood, paper, cardboard or even clay for visualizing the general
feel and aesthetics of the product [Obe05]. However, these classical methods only
mimic form, not function. Examples of rapid prototyping are shown in Figure
1.1.
The impact AM has had on rapid prototyping is substantial [HLMH13, CBG12],
although much work remains in that regard. AM has made it possible to print
physical prototypes, in form, color and function, in a relatively short amount
of time and at a low cost [Woh16]. This allows for an increased number of
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Figure 1.2: Examples of mass customization applications. (Left) 3D printed
hearing aids [Wid17]. (Right) 3D printed orthodontics [Str17a].
shorter development iterations, where potential design risks have a higher po-
tential of being minimized, before committing to machine tools for production.
Ultimately, resulting in a better end product. As a result, utilization of AM in
the design process significantly reduces time to market.
Mass Customization
Additive manufacturing makes it possible to print one-off custom made prod-
ucts with unique characteristics. This opens up possibilities for a concept known
as mass customization, where each product is tailored uniquely to the end con-
sumer while being produced at a competitive price. Some industries are obvious
candidates for mass customization and a few have already adopted the technol-
ogy. As an example closely linked to Danish industry, AM is already being used
in final part production, as half of the worlds custom fitted hearing aids have
been produced via AM [Woh16]. This has been an ongoing trend since the year
2000. As no two ear canals are the same, this makes for an ideal use case of AM.
Other industries, such as the dental industry, are also adopting the technology,
see Figure 1.2.
Additionally, ”Industry 4.0”, or similar digitalization efforts within manufactur-
ing, envision stock or inventory to be a thing of the past [KPH14, Ber12]. As
AM converges towards a print-on-demand paradigm, there is potential for sig-
nificantly reducing such internal investments. This would give companies the
possibility of a strong global presence, as replacement parts for customers may
be printed near the local markets or on-site in remote places. Additionally, busi-
nesses are given a competitive advantage as they can be more flexible in their
manufacturing and quickly address changes in production or markets.
4 Introduction
Figure 1.3: 3D printed polymer injection moulding inserts for small series
production, developed at the Technical University of Denmark
[MTN+17].
Soft Tooling
One of the biggest potentials for AM lies in the fact that unique parts can be
printed without any tooling costs. This is a limitation in the injection moulding
industry, where moulds have to be manufactured and machined for a produc-
tion run. Such machined moulds are both very time consuming and costly to
make. The latter is somewhat more acceptable, especially given a large volume
production run, where the initial tooling cost is spread over millions of products
[HH12]. However, as a result, conventional injection moulding is not suitable
for low volume production or prototyping. With 3D printer technology, this
becomes a thing of the past, as it is possible to print injection moulds or in-
serts, as shown in Figure 1.3. Significant work remains in maturing soft tooling
AM processes [MTN+17]. However, if successful, the low cost of the printed
tool would open up viable business cases for low volume manufacturing. Thus,
leveraging all the benefits of injection moulding whilst reducing tooling cost and
time to market.
Topology Optimization
Due to the geometrical freedom additive manufacturing enables, it is possible to
manufacture features that are traditionally impossible to produce. If the design
calls for a square hole or hollow interior cavities, AM will embrace them with
ease. More importantly, the geometrical freedom allows for better topology op-
timized parts as shown in Figure 1.4, where object properties can be optimized
i.e in a lighter form factor [BAH11, BS13]. As an example, this enables signifi-
cant cost reduction within the aerospace industry [TM11], as lighter components
save fuel, which directly affects environmental impact. Furthermore, complex
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Figure 1.4: Examples of topology optimization. (Left) Optimized and printed
hinge bracket from an Airbus A320 [Enl12]. (Right) A designers
take on a printed and topology optimized cast for a broken arm
[Evi13].
geometries can allow for efficient and optimized internal conformal cooling chan-
nels, enabling manufacturing of injection moulds where parts are quickly and
uniformly cooled [RGG07]. This will improve part tolerances and reduce pro-
duction time which may have a substantial financial impact.
1.2 Challenges
Despite all the benefits previously described, and given the fact that it has been
30 years since the first AM system was commercialized, we have yet to see it
fully adopted by the manufacturing industry. Furthermore, we have yet to see
the disruption that potentially could help us enter the next industrial revolution.
Here, some major challenges AM has been facing, and currently is facing, will
be discussed.
Initially the technology was quite expensive, and thus only available to larger
corporations. Now, that key patents have recently expired, [GZR+15], we have
new printer manufacturers entering the market with more competitive price
points, making part of the technology now accessible to medium or small sized
companies [Woh16].
A hindrance to widespread adoption of 3D printing for use within manufactur-
ing is the apparent lack of quality control during and after the printing process
[PDH13]. Applied industrial metrology, which serves an important role at the
heart of any production, has not been easily transferable to the new manufac-
turing medium. As of now, 3D printing lacks the measurement principles and
standards such that part quality control can be enforced. Given the complexity
of these free-form artefacts, traceable measurements of geometric features are
6 Introduction
challenging, and in many cases impossible with traditional metrology instru-
ments such as a coordinate measurement machine [PDH13]. When dealing with
internal structures, one must result to technologies such as metrological grade
Computed Tomography (CT) scanners [KBC+11]. The technology is however,
expensive, time-consuming and requires significant operator expertise. Addi-
tionally, with a manufacturing process where each produced part can be unique,
every part needs to be measured in order to guarantee its part tolerances and
specifications. No longer will it be feasible to measure only a subset of the man-
ufactured parts in order to make statistical assumptions about the rest, as no
two parts are the same. These challenges call for new methods and measure-
ment practices tailored toward AM that are inspired by tried and true methods
from applied metrology and computer science.
As mentioned before, despite having existed for over 30 years, AM is still in its
early stages. In order for it to reach its full envisioned potential, more work
remains ahead. There exist many individual focused efforts improving sub-
problems in the AM pipeline. However, given the broad range of technologies
and processes available, the problems must be approached from an interdis-
ciplinary systems perspective. Such oversight is only present at the printer
manufacturers themselves, however the proprietary nature of the industry has
inhibited progress.
1.3 Scope
Physical
Objects
Digital
Objects
Augmented
Reality
3D Scanning
3D Printing
Figure 1.5: Illustration of the thesis scope. Focus is placed on applying com-
puter vision within 3D printing, however the boundary between
physical and digital objects is also explored in that context.
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The work performed in this thesis is a step towards solving a part of the chal-
lenges required for additive manufacturing to reach its full envisioned potential.
Quality control is a major milestone to overcome in this regard. As a result, a
core part of the contributions revolves around this central topic. However, there
are several aspects that influence the successful adoption of AM in the industry.
One in particular, is related to its integration within digital manufacturing or
industry 4.0.
With rapidly increasing amounts of complex data produced by modern machine
tools, it is important that advanced manufacturing processes and process chains
can be interacted with, in a simple and intuitive manner. More importantly,
the scalability and flexibility of such interactions are crucial in order to rapidly
adapt to changes in production and bring products to market faster.
Therefore a part of the thesis contribution takes a step back and addresses
challenges within the 3D ecosystem as a whole. An interdisciplinary exploration
is performed on the potential for old and upcoming technologies and how they
might play a role in the factory of tomorrow, where the boundary between digital
and physical becomes more intimate. An illustration highlighting the focus area
of the thesis can be seen in Figure 1.5.
1.4 Thesis Objectives
The thesis has three main focus areas: The first two concern appearance and
geometry of process and quality control in AM. The third category, concerns
machine interaction paradigms within AM. In all three categories, the common
goal is to demonstrate how modern computer science can be applied in beneficial
ways within industrial manufacturing. The specific objectives for each category
are as follows:
Appearance and Color The objective is to address the lack of color quality
control in the domain of AM systems that produce parts in full color and to
explore their limitations and ask; Is the printed color correct and in its intended
spatial position? and; How can we specify colors as we can with geometry?
Geometry The objective is to take known methods for low cost geometry
acquisition and to evaluate their performance and develop new in-line sensor
solutions for internal and external part geometry.
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Human Machine Interaction The objective is to explore future interaction
mechanism for industrial machine tools in order to facilitate fluid integration of
AM within digital manufacturing.
1.5 Thesis Outline
The thesis is divided as follows:
Chapter 2 begins by describing the background and related work of the cen-
tral technologies used throughout the thesis work. A brief review on additive
manufacturing technologies is presented, with a more detailed description of the
relevant print processes. The fundamentals of color science and acquisition of
geometry are presented, followed by a state of the art review of the two in the
context of additive manufacturing. Finally a short description on augmented
reality, with focus on industrial use, is given.
Chapter 3 describes the contributions performed throughout the thesis work
and the motivation behind them. Additionally, discussing the overall contribu-
tion to the relevant areas.
In Chapter 4 a conclusion is given, where the contributions are discussed as a
whole in the context of the thesis objectives.
Finally the paper contributions are presented in the appendix of the thesis.
Note: [Contributions G and H] are confidential, and therefore not included in
the public version of this thesis.
Chapter 2
Background and Related
Work
The aim of this chapter is to give the reader an overview of the central technolo-
gies used in this thesis. Due to the multi-disciplinary nature of the work, and
therefore the resulting broad scope, only a high level literature overview will
be given, followed by a detailed description where relevant. For more in depth
information not explicitly provided, the reader will be referred to the relevant
literature.
The central focus of this thesis deals with the rapidly growing field of AM. In
order to fully convey the pace at which the field is growing, the reader is referred
to Figure 2.1, which illustrates the number of scientific publications per year in
the field of AM and 3D printing in general. During the 3 years lifetime of the
Ph.D project, slightly less than a third of all publications in the field since 1970
were published. Therefore, when presented with the related art, the reader
should keep in mind that a large portion of the presented literature took place
in parallel to the work conducted in this project. From an academic perspective,
this has been quite exhilarating. In the next section, an overview of AM process
technologies is presented.
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Figure 2.1: Number of ’Web of Science’ registered scientific publications on a
yearly basis, including "Additive Manufacturing" or "3D Printing"
as a topic or title. A third of all publications in the field has been
published during the last 3 years.1
2.1 Additive Manufacturing
Additive manufacturing, or 3D printing as referred to by popular media, has
been a topic of research for at least 50 years [Woh16]. The technology left
the laboratory in the late 1980s, when the first commercial system entered the
market [Woh16]. Since then, many different modalities of 3D printers have
emerged, having different forms and functions [WG16]. Here, a brief overview of
the technology will be given to provide the relevant background and terminology.
For further insights into the AM industry, the reader is referred to [WG16,
Woh16, PDH13].
The principle of AM differs fundamentally from traditional subtractive manu-
facturing methods such as milling and turning. There, objects are transformed
into its final shape by subtracting or sculpting material away from a block of raw
material. With AM, parts are built from the ground up, in an incremental and
additive fashion, such that a minimal amount of material is wasted. A typical
AM pipeline can be broken down into three steps; Job Generation, Printing and
Post-Processing. The following sections give a brief overview of these steps.
1Data obtained from the Web of Science [oS].
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Print Job Generation
The Job Generation process starts with a 3D Computer-Aided Design (CAD)
model that is intended to be manufactured. Traditionally, an algorithm takes
the geometry and segments the object into a series of cross-sectional slices or
layers, with each layer thickness ranging anywhere from microns to millimeters
[Woh16]. Thereafter, a planning algorithm analyzes each cross-section and com-
putes the machine instructions required to produce the layer. As the geometry
is discretized into slices of finite thickness, a visually unpleasing artifact known
as the staircase artifact is introduced [HXF14]. The thinner the slices, the less
prominent the effect is.
The Printing Process
The Printing Process varies between the different print process categories. How-
ever, the fundamental principle remains the same. Each cross-sectional slice of
the geometry is produced layer by layer until the full part is formed. Wohlers
report, on the state of the industry, gives an excellent overview of the different
processes and materials [Woh16]. The standardized process categories accord-
ing to the ISO/ASTM 52900:2015 standard [ISO15] can be seen in Table 2.1.
A more complete description on the processes relevant to this thesis is provided
in Section 2.1.1. For the remaining process categories the reader is referred to
[Woh16, PDH13].
Post-Processing
Post-Processing is often an overlooked part of the AM pipeline in literature
[Woh16]. Depending on the printer technology in question and the intended ap-
plication, post-processing can consist of one or more of the following activities;
Support structure removal, machining, sanding, polishing, infiltration, ultra-
sonic cleaning, chemical cleaning, heat treatment and post curing [Woh16]. The
post-processing step can have a substantial effect on the outcome of the final
product in terms of geometry and color [SLM+08], and should thus be con-
sidered as an equally important part of the AM pipeline. Additionally, as the
printer technology becomes faster, this time consuming step of the print pipeline
becomes a main bottleneck.
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Table 2.1: AM process categories according to the ISO/ASTM 52900 [ISO15].
Material
Extrusion
Build material extruded through a heated nozzle or syringe.
Popular option in desktop machines for hobbyist and re-
search labs. Notable systems: Ultimaker 3, RepRap Prusa
i3, Makerbot Replicator+, Stratasys FDM series.
Material
Jetting
Deposition of build material droplets using an inkjet print
head. Traditionally Ultra Violet (UV) curable liquid pho-
topolymer, supporting full color prints or wax for invest-
ment casting. Notable systems: Stratasys PolyJet series,
Solidscape Pro, 3D Systems ProJet 5500X
Binder Jet-
ting
Deposition of liquid bonding droplets onto a powder bed
using an inkjet print head. Full color prints can be ob-
tained using a CMYK inkjet print head. Notable systems:
ZCorp’s Zprinter series (3D systems), 3D Systems ProJet
4500, Voxeljet VX series.
Sheet Lam-
ination
Lamination of cut adhesive sheet material. Materials range
from wood laminate or paper to thin metal foils. Full color
capability for paper based printers. Notable systems: Mcor
Iris HD, Fabrisonic UAM.
Vat Pho-
topolymer-
ization
Selective curing of liquid photopolymer using light acti-
vated polymerization. See Section 2.1.1 for more informa-
tion. Notable systems: Formlabs Form 2, Envisiontec 3SP
or Perfactory series, Prodways ProMaker series, 3D Sys-
tems ProX 950, Carbon3D M1.
Powder
Bed Fusion
Selective thermal fusion of powder material using laser
or electron beam. Includes technologies such as Selective
Laser Sintering (SLS) and Selective Laser Melting (SLM),
using polymer and metal powder respectively. Notable sys-
tems: EOS M Series, 3D Systems sPro or DMP series,
Blueprinter.
Directed
Energy
Deposition
Powder or wire material is blown or extruded from a nozzle
and simultaneously melted using focused thermal energy
such as a laser or electron beam. Traditionally using metal
powder. Notable systems: Optomec LENS, BeAM Easy-
CLAD.
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Although AM is associated with rapid prototyping, it is by no means an in-
stantaneous process. Depending on the system at hand, the print process can
take up to few hours. In order to achieve results comparable to injection mould-
ing, the process can take several hours or even days. Therefore, a key research
goal is to decrease this process time. As previously described, only recently has
there been a dramatic increase in AM development. With the expiration of key
patents [Dec97, SVM+97, Hul96, RAB+99], new AM machine manufacturers
have entered the market, which has positively impacted the industry as a whole
[Woh16]. Low cost systems are entering the market, making the technology
accessible to hobbyist, research labs and small start-ups.
The fundamental research efforts that have to take place in order for AM to
reach widespread adoption have been pointed out by researchers. Huang et al.
[HLMD15], specifically mentioned six key areas. A short summary of these areas
are as follows:
• Materials: The development of process materials with known and specified
properties.
• Design: Focus on design tools throughout the pipeline.
• Modeling: Development of physically based mathematical process models.
• Sensing and Control: Development of sensors for quality and process con-
trol.
• Process Innovation: Development of faster and improved AM processes.
• Systems Integration: Development of AM integration from a systems per-
spective and its place in the cyber-physical factory.
It is clear that current and future research within AM spans several technical
fields, including and not limited to, material science, mechanical and electrical
engineering, metrology, computer science and design. The following section will
give an overview of the key AM process technologies that are relevant to the
scope of this thesis.
2.1.1 Stereolithography
A Stereolithography Apparatus (SLA) categorizes as a vat photopolymerization
process and is one of the earliest form of an additive system [WG16]. Despite
being the first patented and commercialized technology, due to advances in ma-
terial selection, it is still one of the most widely used process to this day. In fact,
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in 2015, photopolymers had an estimated 45.5% market share of AM materials
sold [Woh16]. It should however be noted that the material consumption is
shared with derived processes such as Material Jetting.
Traditionally, in a SLA system, a UV laser light source, controlled by an x-
y scanning galvanometer mirror system, is projected towards a vat containing
liquid photopolymer or resin. The galvanometer system scans the top surface
of the liquid resin and selectively cures (solidifies) cross-sectional slices of a 3D
CAD geometry. This was the operating principle of the apparatus described in
the original patent by Charles W Hull in 1986 [Hul86] and first commercialized
by 3D Systems Inc. in 1987 under the name SLA-1 [WG16]. A schematic of
the principle can be found in Figure 2.2.
Figure 2.2: A Stereolithography apparatus.
In SLA, each layer is built by the following procedure in order to create a
physical object:
1. One layer, representing a cross-sectional slice of the 3D geometry is scanned
over the liquid photopolymer resin, using a UV laser source. Thus, solid-
ifying the layer.
2. The printed object is submerged into the liquid by one layer-height, using
a motorized elevation stage.
3. The surface of the photopolymer liquid is traversed with a scraper or wiper
mechanism in order to distribute and recoat resin over the previous layer.
Additionally, this levels the resin surface and minimizes surface tension
effects that occur between the liquid resin and the cured layer.
4. The process repeats itself until all layers have been built.
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Employing this conventional method yields manufacturing rates that can be
measured in micrometers per minute. This is due to the time consuming laser
scanning process which is dependent on the surface area of the layer being pro-
duced. Additionally, a significant, yet constant time is spent on the re-coating
process that occurs in between each layer. Both of these effects depend on the
number of layers that are to be produced, and are governed by the layer thick-
ness parameter. Thus, there exists a trade-off between speed and surface finish,
as increased layer thickness makes the staircase artifact more prominent. By
utilizing a varying and geometry dependent layer thickness throughout the print
job, it is possible to reduce print time slightly without compromising surface fin-
ish [PZNH16]. Newer SLA systems have emerged that use a 2D UV projection
source for curing. This will be described in further detail in the Section 2.1.2.
Two topology variations of the SLA system are available, the first one being the
previously described version where the curing light source is projected downward
onto a vat of liquid photopolymer. This is known as a top-down configuration.
Its counterpart is called a bottom-up configuration, where the bottom of the vat
has a transparent window, through which the curing takes place. In this case
the build platform is elevated upward during print, resulting in the object being
pulled up out of the liquid resin. In contrast to the top-down approach, where
the build platform is submerged into the liquid. As the bottom-up configuration
cures through a flat transparent window, the solidified layer will be flat as well.
However, the cured layer can stick to the window and as a result, mechanical
peeling or de-lamination is required. Due to this, no significant improvement
in speed is obtained. To solve this, new processes have recently emerged that
use a transparent oxygen permeable window. This special window allows for
pressurized oxygen to pass through it, creating a few micrometer dead-zone
that inhibits the photopolymer reaction, eliminating the need for mechanical
peeling [Car].
2.1.2 Digital Light Processing SLA
Although the galvanometer laser system can support a larger build area without
significantly compromising print resolution in the build plane [PDH13], other
alternatives have emerged. The technology is know as Digital Light Processing
(DLP) SLA, or mask projection, where instead of a single laser spot, a 2D UV
mask is projected onto the liquid resin surface. This means that an entire layer
is exposed and as such all layers take an equal amount of time to be cured. In
comparison to laser scanning systems, this is considerably more time efficient
when producing large components.
The projection technology is based on a Micro-Opto-Electromechanical System
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(MOEMS) known as a Digital Micromirror Device (DMD). The technology is
pioneered by Texas Instruments under the trademarked name DLP and patented
in 1991 [Hor91]. The system can contain millions of tiny mirrors that are only
a few micrometers in size. Each mirror or ’pixel’ can be individually controlled
such that two pixel orientations are obtained. A typical DLP projector consist
of an illumination source, such as a Light Emitting Diode (LED) or a lamp, and
a light engine that guides collimated light towards the DMD. Depending on the
orientation of each micromirror, light is either reflected out through the optical
path of the projection system or reflected into a heat sink or ’light dump’. Light
absorbed in the heat sink has the effect of producing a black pixel, allowing for
a high contrast ratio as no light leaves the optical system.
In a mask projection 3D printer, a UV DLP projector is used for generating
a 2D curing mask, simultaneously exposing the layer in a discrete fashion us-
ing pixels. This places constraints on the printers feature resolution which is
dictated by the size of the projected build area and the pixel resolution of the
DMD. Nonetheless, a significant improvement in print speed is obtained using
a projector instead of a laser point source [Woh16]. Additionally, a projector is
less complex and comes at a lower cost than a laser system [PDH13].
2.1.3 Color 3D Printing
A majority of AM systems available on the market utilize single color materials.
Only a few AM systems capable of printing in a multitude of colors are com-
mercially available on the market [Woh16]. The definition here of multi-color,
or full-color, is when the system is capable of blending a set of primary colors
into any combination thereof, ultimately supporting tens of thousands of color
combinations. The printers that fall into this category are expensive systems
intended for the industrial market. Several of the process categories are capable
of supporting multi-color prints, the most prominent being binder jetting, sheet
lamination and material jetting.
The combination of colors is obtained in the same manner as in the paper
printing industry, by use of subtractive colors. A printer will typically consist of
four different colors of material: cyan, magenta, yellow and black, respectively,
commonly known as the CMYK color representation. The dynamic range of
such a print process is governed by the whiteness of the base medium in the
absence of the dye and how effectively the blended dye absorbs light. Additive
and subtractive colors will be described further in Section 2.2.3, whereas here a
brief description on the different AM color processes will be given.
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Figure 2.3: Example of a binder jetting system during print. (Left) Colored
binder is printed on top of a powder reservoir using an inkjet like
printhead. (Right) Close-up of the printed layer.
In binder jetting, as seen in Figure 2.3, a multi color binder is ejected from
inkjet-like printheads onto thin layers of white powder material. In fact, the
process is quite similar in consumer paper printers. However, instead of the
paper feed, a new layer of powder is coated on top of the previous one and
the process is repeated until the full object is formed. The process uses CMYK
colors with the addition of a clear binder, in order to produce the color white, as
it binds the white powder. After the print job, the binder is allowed to dry and
the object may then be removed from the print bed. Next, it is brushed clean
of any residual powder in a dedicated post processing station, and in some cases
lightly sanded to even out any blemishes in the print. After the cleaning process,
the colors may appear dull, and the printed part is also quite delicate. Therefore,
as a final process, the part is commonly infiltrated with cyanoacrylate, epoxy
based hardeners or wax coated. This enhances the colors in the print, as well as
provides it with mechanical rigidity and stability. The binder jetting process is
mostly intended for concept modelling and not for functional prototypes. This
modality is the core focus of [Contribution B, C, D and E].
As an example of the other methods, sheet lamination allows for full color
prints and is commonly used for concept modelling. The process is similar to
binder jetting, where instead of powder build material, white sheets of papers
are used as layers. The paper is then printed on using CMYK inkjet print
heads and the contour of the part cut i.e with a cutting tool. In material
jetting, liquid photopolymer resin droplets are ejected, in a similar fashion to the
inkjet technology. After the photopolymer resin has been printed, a UV curing
light source traverses over the printed layer which causes layer solidification.
The recent Stratasys J750 [Str16], using the PolyJet technology, is an example
of a material jetting system. The printer supports 6 photopolymer materials,
and with a combination of CMYK and clear resin, it is possible to reach a
combination of 360.000 unique colors, in high detail with varying translucency.
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Unlike previous methods, who focused on concept modelling, this technology is
claimed to be suitable for functional prototypes as well [Str16]. Furthermore, by
supporting semi-translucency of individual printed voxels, complex sub-surface
scattering artifacts can be taken advantage of for realistic appearance modelling
[BAU15].
Color File Formats
In order to produce the desired product from a computer model, a file for-
mat is needed that is supported by the printer manufacturer. The most com-
monly used AM file format for representing three dimensional geometries is the
Stereolithography (STL) format, created by 3D Systems [R+88]. The format
was created prior to 3D color printing, and as a result does not support color.
Fortunately, many other 3D formats do support color, such as the Virtual Re-
ality Modeling Language (VRML) [CB97] and the Wavefront Object file (OBJ)
[MVR05] to name a few. In these formats, color is represented as a Red, Green,
Blue (RGB) triplet, as the intended medium for these formats is RGB based
devices, such as a computer monitor. The RGB color space spans a region ex-
tending the printable range. This is a known problem in the paper printing
industry, whose solution was to define a CMYK based file format. Since 3D
printers also use CMYK subtractive colors, the RGB file formats are less than
ideal, as the conversion from RGB to CMYK is non-trivial [Har01]. As of today,
there exist no CMYK formats that are supported by the AM industry. The new
ISO/ASTM Additive Manufacturing File Format (AMF) [ISO16] shows poten-
tial, being the developing successor of the STL format. The format has however
not reached widespread adoption within 3D CAD software or commercial AM
hardware. Color management is thus a topic that has not had adequate fo-
cus from industry or academia. This serves as a foundation for the work in
[Contribution B, C, D and E].
2.2 Color and Appearance
As full-color printing is introduced to manufacturing, the complexity of perform-
ing quality assurance and control increases, adding to the dimensionality, as both
form and appearance tolerances are introduced. If the technology continues to
develop towards a print-to-consumer paradigm, it is crucial that appearance
gets an equal amount of attention as form in the AM community. Here, we will
discuss quality control of appearance and color from an optical perspective and
give a fundamental overview on the science of colorimetry.
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2.2.1 Consumer Perception and Quality Control
It has long been known, that the perceived quality of products is heavily depen-
dent on its color and appearance [LH10]. This holds especially true for products
such as fruits and vegetables, and other food products in general [Fra95], whose
business model depends heavily on these factors. Although these are prime ex-
amples, this is also applicable to consumer goods. Quality perception transcends
appearance, as humans additionally rely on other senses for quality determina-
tion. Textural feel, weight and smell of an object also influences perceived
quality [LH10].
Perceived appearance of objects is due to complex interactions of light and the
observed material, where a light source of certain spectral characteristics illu-
minates the object of interest. The light will either be specularly reflected,
absorbed, or scattered within the material until it exits the material or is ab-
sorbed [NAFC16]. This takes place in a spectral fashion, as these interactions
are dependent on wavelength. The geometry of the material also plays a sig-
nificant role in the appearance, as well as the observers relative position to the
illumination source and the material.
In many cases, industrial color quality control consists of a human observer that
is trained in comparing the color of a produced sample to nominal. This is a less
than ideal solution, as different operators have different interpretations of what
determines as within specifications. Additionally, the boolean aspect of the part
being either ’good’ or ’bad’ yields no information on the degree or magnitude
of the failure. Such information would be beneficial to obtain, as it might
indicate valuable information about the manufacturing process. In particular,
this could be useful for monitoring a continuous change or drift in the process
parameters, allowing for earlier intervention of change in product properties.
Vision systems are to some extent used to solve the problems mentioned above,
particularly within the food industry [TDJ+15]. For some applications, it might
even be necessary to measure the full spectral reflectance characteristics of a
material. This is however a time consuming and complex process, although
recent work in both modelling and the rapid acquisition of appearance have
emerged [NAFC16, AWL15, RWS+11].
In order to measure color, and say anything quantitative. it is important to
have the intended observer defined. With humans, we have somewhat more
relaxing tolerances than what is measurable with a vision system. It can easily
be argued that it is not necessary to hold stricter tolerances on color than what
is observable by humans. Modelling the human observer has been an active
topic of research within the field of color science and metrology, where the goal
is to establish a quantitative scientific description of color [Har01]. The following
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sections highlight the most important topics in this regard.
2.2.2 Visual Perception
Visible light, or light, is an electromagnetic radiation that has wavelengths in the
visible spectrum ranging from 400–700 nanometres (nm). Humans are able to
distinguish between different wavelengths of light, which the brain conveniently
interprets as color. As electromagnetic radiation does not have any specific color
associated to it, the color interpretation of its wavelength is thus only a figment
of human imagination. The human visual system does not sample wavelengths
of light over a continuous region in the visible spectrum. In fact, there are only
three general types of cones in the retina which have a sampling distribution
around three base wavelengths, referred to as L-, M- and S- cone cells [L+77].
The naming convention relates to long, medium and short wavelengths of the
visible spectrum, respectively [L+77]. The brain interprets color from the mag-
nitude or radiant energy from these three wavelength distributions. The colors
red, green and blue provide good stimulus to these cones, and depending on their
intensities, are interpreted as a wide range of colors in the visible spectrum. As
an example, humans are not able to distinguish the difference between yellow
light at 580 nm and the equivalent combination of red and green light. This has
proven quite useful since any digital display only needs 3 LEDs, red, green, and
blue, of controllable intensities to fool the brain into perceiving a wide range of
colors. This visual trivariance is the basis for human perception of color, and
as a result, the basis for colorimetry [Har01].
2.2.3 Additive and Subtractive Colors
Additive colors are obtained when light from two or more wavelengths are added
together [Hun67] As stated before, most commonly the primary colors red, green
and blue are used in various intensities to create a wide range of colors. When
the three primary colors are added, it is perceived by humans as white. As
mentioned before, this technique is commonly used in RGB based devices such
as televisions, computer monitors and projectors.
The inverse of additive colors is called subtractive colors, which is the process of
mixing materials together, such as dyes, ink or paint [Hun67]. The fundamental
principle of subtractive colors is that the they usually are blended on top of
a white canvas, which ideally reflects all wavelengths of light. Then dyes are
added in different color in which the combined absorbance depicts the resulting
color. Commonly used subtractive primaries are cyan, magenta and yellow,
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(a) Additive colors. (b) Subtractive colors.
Figure 2.4: Illustration depicting additive and subtractive colors.
which in theory when mixed together form a black color. However, in practice
this is not the case, thus the color black is often included. This then becomes
the color combination known as CMYK. In the absence of a white canvas, white
is frequently included in the blend. Both additive and subtractive colors are
depicted in Figure 2.4.
2.2.4 Color Spaces
Colorimetry is a field of research and technologies in which color is measured
and quantified [WS82]. In order for color to be quantified, a common color
space needs to be defined, which maps colors to a quantitative description with
respect to a human observer, typically in terms of tristimulus values. In 1931,
the International Commission on Illumination (CIE) defined the tristimulus CIE
RGB space [SG31], based on color matching experiments using human observers
[Wri29, Gui32]. The definition of the CIE XYZ color space followed, which
now included an imaginary set of primary colors. However, as human color
perception is not linear, it was not possible to accurately compute colorimetric
difference between two colors in either RGB or XYZ space. As a result, the
perceptually uniform CIE L*a*b* and CIE L*u*v* color spaces were defined in
1976 [McL76, ISO08]. The former has become the industry standard [Har01].
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The forward transformation from XYZ to LAB, is defined as follows: [ISO08]
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Here the Xn, Yn, Zn is the white point parameter which sets the reference illu-
minant for the transformation. The standard illuminants defined by CIE are A,
B, C which correspond to tungsten filament lighting, direct sunlight and light-
ing from overcast sky, respectively. Illuminant E represents illumination with
equal radiant power for all wavelengths in the visible spectrum. The standard
illuminants D50, D65 were additionally defined at a color temperature of 5000K
and 6500K, representing horizon light (sunset and sunrise) and average daylight
at noon, respectively [Har01].
2.2.5 Color Difference
With the perceptually uniform CIELAB color space as defined in 1976, came
the benefit of color difference computation. The color difference metric, ∆E∗ab,
was simply defined as the euclidean distance between two points. That is, for
two L∗a∗b∗ colors, (L∗1, a∗1, b∗1) and (L∗2, a∗2, b∗2), their difference is given as
∆E∗ab =
√
(L∗2 − L∗1)2 + (a∗2 − a∗1)2 + (b∗2 − b∗1)2 (2.5)
The ∆E∗ab parameter is a valuable parameter in colorimety, where higher values
indicate that colors are less alike. However, the value of which two colors are
separable by a human observer remains debated in literature. This value of ∆E∗ab
is referred to as the Just Noticable Difference (JND). The value ∆E∗ab = 1 is
frequently referred to in literature as JND [HRV97, HP11b], however others have
reported a value of 2.3 [MEO94] and even 5.9 [SCB87]. It turns out that the
value is quite application specific, and depends significantly on how the colors
are visually compared [Har01]. This is an important factor to keep in mind, and
special care must be taken when interpreting color difference.
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In 1994, the CIE updated the definition to ∆E∗94, [MS95], and further refined
it in the year 2000 when the ∆E∗00 was presented [LCR01]. The most current
definition of a color difference, given the two colors (L∗1, a∗1, b∗1) and (L∗2, a∗2, b∗2)
is
∆E∗00 =
√(
∆L′
kLSL
)2
+
(
∆C ′
kCSC
)2
+
(
∆H ′
kHSH
)2
+RT
∆C ′
kCSC
∆H ′
kHSH
(2.6)
where ∆L′, ∆C ′ and ∆H ′ represent lightness, chroma and hue differences
respectively and SL, SC , SH their respective weighting functions. Further-
more, kL, kC and kh are the respective parametric factors that can be ad-
justed depending on the measurement application. Their default definition being
kL = kC = kH = 1. Finally, RT is a rotation term which improves performance
in the blue region. For the complete deriviation of each of these components,
the reader is referred to [LCR01, SWD05].
2.2.6 Color Calibration
Most devices that measure color, do so in a device dependent color space. In
the case of cameras, different types will have different interpretations and color
nuances. Some will discretize light in a linear fashion, whereas others might have
some non-linearities associated. Additionally, the range of colors measurable
varies between cameras, with some extending beyond the visual spectra. Finally,
the illumination in the scene will also dictate the measured color of an object
of interest in the image. In colorimetry, it is of key importance that these
device dependant color spaces are transformed into device independent color
spaces such as the aforementioned CIE XYZ, before anything quantitative can
be said about color. This process is known as camera color calibration. It is
usually performed by imaging, under defined lighting conditions, a checkerboard
of colored patches of precisely known color values in the device independent
spaces e.g. CIE XYZ [BP88]. Then a forward transformation from the camera
RGB space to the known values is estimated.
When visualizing colors on a computer monitor or a projector, or when printing
on a color 3D printer, these devices have a limited range of colors that can be
displayed or produced. This color limitation of systems is known as a color
gamut [Har01]. In a consumer paper printer, the whitest color obtainable would
be from the paper itself. Nothing whiter can be obtained. It is clear that
the printable gamut is significantly smaller than the color gamut of computer
displays, which is the medium where the color design process takes places.
A crucial part in a visual designers pipeline is the process of color management,
which takes all these limitations into account throughout the color pipeline.
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By employing color management, a mapping of gamuts between devices is per-
formed in a device independent space. Several common consumer products sup-
ply such a color characterization profile as defined by the International Color
Consortium (ICC) [C+10, ISO10]. However, 3D printers have yet to include
support for such profiles. With proper color management, a designer can decide
to only use colors that fall within the color gamut of the final medium, and at
the same time get an accurate representation of the final colors on the computer
display. This is the topic of [Contribution C, D].
Color profiles are not supplied with any of the industrial AM systems available.
This is due to an industry-wide lack of color-management as discussed in Section
2.1.3. As a result manual profiling needs to be conducted. A solution to this is
presented in [Contribution C and D]. In the case of printer profiling, similarly to
camera calibration, a colored checkerboard may be printed and each color mea-
sured in the device independent CIE XYZ or CIE LAB color space using pho-
tospectrometers or calibrated multi-spectral imaging systems [TDJ+15, Har01].
As stated before, the forward or backward transformation from device depen-
dent color spaces to CIE XYZ or LAB need to be modelled. In cases where
camera responses or printed outputs are linear, it is often enough to perform
a linear regression. That is, for device dependent colors Mrgb = [r, g, b] we
wish to find the transformation T , that translates these measurements to the
measured device independent spaceMxyz = [x,y, z] in CIE XYZ with a defined
illuminant (white point). This can be formulated as the following least squares
minimization problem
arg min
T
||Mxyz −MrgbT ||2 (2.7)
which could be solved in a linear least square sense
T = (Mrgb
>Mrgb)−1Mrgb>Mxyz (2.8)
resulting in a 3x3 transformation matrix [GM11]. This method often leads
to acceptable results, and has the added benefit that the matrix is invertible.
Therefore, a backward transformation can be performed which is required for
color calibration. However, it is important that the measurement pairsMrgb and
Mxyz adequately capture the gamut range in several observations. Transforma-
tions can additionally be estimated to the CIE LAB space, where the euclidean
distance minimization effectively represents the color difference, thus minimiz-
ing the perceptual difference. In the case of non-linearities, better results may
be obtained by using a higher order polynomial such as
Mrgb = [r, g, b, rg, rb, bg, r
2, g2, b2] (2.9)
or similar of either higher or lower order [FMH15]. In this case, T is no longer
squared and thus not invertible. Therefore, the backward transformation must
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be obtained using a pseudo-inverse estimator [Tar05]. Finally, the transfor-
mation may be obtained by using a three-dimensional Look-Up Table (LUT)
[Hun93]. With dense and evenly sampled measurements in the input color space
Mrgb, intermediate values may be estimated through interpolation such as tri-
linear interpolation. Its inverse is obtainable by constructing a second LUT and
populating it with the observations. In that case, entries in the inverted LUT
that fall outside of the color gamut, can either be mapped onto the nearest color
or specifically labeled as an out of bound color.
2.3 Acquisition of Geometry
When dealing with geometric metrology within AM, a significant amount of
effort is placed on surface texture analysis and characterization within metal
based processes [TSB+16]. This is done in efforts to both evaluate part tol-
erances and to provide better physical understanding of a given AM process
[TSB+16]. The small scale surface is not part of the scope of this thesis, as it
does not contribute to the overall form of the object. Here, we are concerned
with the metrology of the functional shape after the printing process, whereas in-
line geometric metrology will be covered in Section 2.4.1. Here, a brief overview
of current methods and technologies used in free form metrology of AM parts
is given. For more detailed information the reader is referred to [SL16].
2.3.1 Structured Light 3D Scanning
Structured Light (SL) scanning, or fringe projection, is a commonly used active
3D scanning modality within industrial metrology [SDCS07]. The technology
allows for non-contact, rapid and dense 2.5D shape acquisitions of an object
or scene. A known pattern is projected onto the surface, thus encoding the
object with features that are observed using one or more cameras. Several
different pattern strategies are available [SPB04, SFPL10]. The system is pre-
calibrated in such a way, that it is possible to perform distance measurements
to these features via triangulation, by finding point correspondences [Gen11].
It is entirely feasible for a structured light scanner to be capable of producing
millions of 3D points in a single scan, at a rate of 10-20 point-clouds per second
[WALP16]. Though the hardware is not expensive per se, performance will vary
significantly based on its integration, algorithms and operational usage, as a
great deal of operator expertise is required. Fortunately, open source algorithms
have recently emerged making it possible for researchers and small businesses
to build their own high performance systems using commercial off-the shelf
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components [WOL14], [Contribution F]. An example of such a system can be
found in Figure 2.5, which was built early on during the thesis as a preliminary
study.
Structured light systems are commonly found in two types of configurations.
These are, systems with a single camera and projector, and systems with two
cameras and a projector. In the first, the projector is calibrated and used as
if it were a camera in the triangulation. Secondly, the two cameras are used
for triangulating and the projector solely used for encoding the scene. The
latter is predominately used in industrial systems as cameras can be found in
significantly higher resolutions than projectors, resulting in higher triangulation
precision. This configuration has been the focus of the work in this thesis, and
the next paragraphs will briefly describe the principles involved in structured
light 3D scanning.
Camera model A common mathematical description of a camera is the pin-
hole model [HZ03]. The model depicts an infinitesimally small aperture sepa-
rated by a focal distance f to an imaging plane. All rays of light thus travel
through the aperture pinhole until intersecting the image plane. The pinhole
camera model P has the property of projecting the 3D world point Q into a
2D point q, on the image sensor plane, both in homogeneous coordinates. In
mathematical terms this is written as [HZ03]
q = PQ (2.10)
The pin-hole camera model is then defined as
P = A[R|t] (2.11)
with A being the intrinsic camera matrix
A =
fx 0 cx0 fy cy
0 0 1
 (2.12)
where fx and fy are focal lengths, cx and cy is the intersection between the
optical axis and the image plane, commonly known as a principal point, and
[R|t] are the extrinsic parameters that define the orientation and position of
the camera in the world coordinate space. With modern industrial cameras,
fx = fy = f and skew distortion compensation is omitted from the equation
[HS97, HZ03].
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(a) Vision system prototype mounted
inside a 3D printer.
(b) Example slice obtained during print.
(c) Reconstructed 3D model of the
printed object.
(d) More detailed view of the 3D point
cloud obtained, showing a single
hole.
Figure 2.5: Pipeline results from a unpublished preliminary study of an in-line
structured light vision system that was placed inside a powder-
based 3D printer. The powder topography was mapped in-line,
each layer segmented and a 3D geometry estimated.
28 Background and Related Work
A more accurate description of the camera model is obtained by accounting
for lens distortions as proposed by [Dua71]. Radial lens distortion is normally
modeled using the polynomial[
x′
y′
]
= (1 + k1r
2 + k2r
4 + k3r
6)
[
x
y
]
(2.13)
where x′,y′ are the remapped positions on the image plane, r =
√
x2 + y2 is
the radius from the optical axis, and (k1,k2,k3) are the three distortion coeffi-
cients. Additionally, due to misalignments in the optical lens elements, it can
be necessary to add compensation for tangential distortion in the model[
x′
y′
]
= (1 + k1r
2 + k2r
4 + k3r
6)
[
x
y
]
+
[
2p1xy + p2(r
2 + 2x2)
2p1(r
2 + 2y2) + 2p2xy
]
(2.14)
where (p1, p2) are the tangential distortion parameters. However, with high
quality optics, tangential distortion is often negligible. This is further elaborated
in [Contribution F].
Camera Calibration
A camera calibration pipeline deals with the estimation of the intrinsic, extrinsic
and lens camera parameters. Although various methods have been presented,
the method proposed by Z. Zhang [Zha99] is frequently used and commonly
implemented in calibration software [Mat, Bou, B+00]. The method consists of
imaging a planar geometry, with optically identifiable features whose relative
distances are known. Commonly, a checkerboard is used for this purpose, and
the checker corner saddle points used as features. By imaging the checkerboard,
pairs of 2D-3D point correspondences are obtained. Initially, parameters are
estimated in a closed form solution, thereafter followed by a non-linear opti-
mization, such as using the Levenberg-Marquardt algorithm, that minimizes
the re-projection error based on the observations [Zha99].
Stereo Calibration
In structured light and stereo view systems, it is important that the relative
rotation Rc and translation tc between the camera pairs are known, such that
triangulation can be performed. The process of determining Rc and tc is called
stereo calibration. In the case of a two camera stereo system, similarly to before,
these parameters may be estimated using observations of a checkerboard. This
time, the checkerboard should be observable in both cameras and thus mutual
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point correspondences are obtained. With the intrinsic and extrinsic parameters
for each camera as a priori, it is possible to project the known 3D points and
evaluate the stereo reprojection error. The relative Rc and tc between the
two cameras is then estimated such that the re-projection error is minimized,
again using non-linear optimization. In some cases, the algorithm is additionally
allowed to modify the camera parameters in order to minimize the error even
further [HS97, HZ03].
Scanning Performance and Verification
Due to the complex nature of error sources in structured light, quantifying their
performance is challenging. This is also applicable for calibrated industrial
systems. As the aperture is not infinitely small, cameras will exhibit depth-of-
field effects. Due to this, a camera will only be precisely in focus at a particular
distance. The focus will gradually become less sharp as objects are placed
further or closer to the focusing distance. As a result, feature detection of e.g
checkerboard corner will be less precise in these regions. The focus range can
be increased by reducing the aperture size as much as possible. However, in
order to maintain similar imaging performance one needs to increase the image
exposure time or increase the light used to illuminate the sample. The latter
being the preferred option, as increasing imaging exposure negatively affects
the signal to noise ratio, as well as motion artifacts due to vibration or dynamic
changes in the scene become more prominent. Both of these aspects will limit
the overall performance.
A significantly large contributor to scanning error is due to optical properties
of the material being measured. Radiometric effects, such as transparency,
specularity or objects exhibiting sub-surface or volumetric scattering, will affect
the scanning result to a varying degree. Although much research on addressing
these challenges exists [IKL+08, GAVN13], it is clear that it is not possible to
place a single performance metric on a structured light system. The precision
and accuracy will always be dependent on the optical properties of the material
being measured. A further discussion on this topic is found in [Contribution F].
Efforts have been made to quantify optical 3D scanning performance. The
most notable is the German industrial standard VDI/VDE 2634 (Part 2), which
focuses on 3D area scanning [VDI00]. The standard describes the scanning
procedure of precision calibrated test artifacts, that are to be scanned in different
orientations and positions within the scan volume. The standard also provides
a set of performance metrics based on these measurements. Thus, it adequately
takes into account that scanning accuracy and precision depend on where the
sample is placed in the volume, thus accounting for depth-of-field effects. The
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Figure 2.6: Calibrated reference artifacts according to VDI/VDE 2634 (Part
2). From [Contribution F].
artifacts used in [Contribution F] are shown in Figure 2.6.
2.3.2 Coordinate Measurement Machine
In the category of tactile measurement devices, there is the Coordinate Measur-
ing Machine (CMM) that is conventionally used within geometric metrology for
extremely precise measurements [HCHDC06, SDCS07]. Traditionally, a CMM
functions by contact probing the object of interest and recording the probes
position, relative to a defined origo, upon contact. Non-contact derivatives us-
ing optical probes also exist. Depending on the measurement procedure, it is
common to repeat the same measurement such that a statistical analysis may
be performed. A limitation of a CMM is that the measurement process is slow
compared to optical scanning methods, therefore characterization of every pro-
duced part in an AM system is not feasible. Additionally, the measurement
points are few and sparsely distributed on the object surface.
2.3.3 Computed Tomography
Metrological Grade CT scanners are frequently used within AM metrology, due
to their ability to perform dimensional and material quality control simulta-
neously [KBC+11]. This includes internal cavities and enclosed materials that
are visually hidden or not reachable. Industrial CT scanners differ from their
medical counterparts in terms of spatial resolution and accuracy, as well as they
offer higher X-ray penetration power in order to capture dense materials such as
metals [KBC+11]. With denser materials, or multiple of materials with abruptly
varying densities, artifacts affecting the measurement accuracy emerge. Metro-
logical CT show substantial promise within AM. However, less expensive and
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artifact free optical methods have recently emerged and serve as the only indus-
trial alternative to CT scanners [PDH13]. More information on this technology
is provided in Section 2.4.1.
2.4 AM System Monitoring
As previously stated, there is an inherent lack of system monitoring for quality
assurance in AM. This is in part due to the proprietary nature of the industry,
where AM systems are black boxes that produce objects from CAD. For indus-
tries such as aerospace, automotive or the medical industry, where component
failure may be life threatening, it is critical that quality assurance is up to sim-
ilar standards as with conventional and established processes. As the case for
AM becomes more applicable for these large industries, there is an increasing re-
quirement for solutions. The need has been repeatedly highlighted in academic
literature [PDH13, EHS+16].
Fortunately, AM manufacturers have begun to utilize in-situ process sensing
to some extent. However, this has almost exclusively been applied to metal
based AM processes for detection of porosity, melt pool monitoring and build
height using optical systems such as high-speed CCD or CMOS cameras, photo
detectors and coherent imaging systems [EHS+16]. In many cases, these sensors
are used for in-line process correction of e.g. laser power, and not necessarily
reported to the user.
Several challenges need to be overcome and much work is ahead if AM is to be-
come a de-facto manufacturing method, requiring an enormous set of disciplines
spanning many fields. The following sections will cover the relevant literature
within the scope of this thesis. For a broader overview on process monitoring
the reader is referred to [PDH13, TE14, MLD+15, EHS+16].
2.4.1 In-Line Geometric Metrology of 3D Print
Pedersen et al. [PHN10], presented the first in-line vision system and method for
in-line 3D reconstruction of printed part geometries. A high resolution digital
Single-Lens Reflex (SLR) camera, along with an electronic triggering interface,
was used to autonomously capture 2D images of each printed layer of a pow-
der based industrial AM system. After the print process, the part boundaries
were determined for each slice and a voxel representation obtained. A visual
comparison was performed between the measured geometry and the CAD rep-
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resentation. The work was later expanded in [HP11a], where a quantitative
comparison was made between the measured and nominal geometries. Results
showed a maximum divergence of ±0.2 mm. In order to qualify the method it-
self, the printed test artifact was scanned using a 3Shape Q640 line-laser based
optical 3D scanner. The maximum disagreement between the two methods
turned out to be ±0.02 mm., underlining the high potential of the method and
that with proper calibration, traceability is obtainable. The method was later
adapted to an industrial DLP printer [APHN13] and an industrial SLM printer
[PH14], therefore demonstrating the methods potential to work across several
AM families. A more thorough description and background can be found in
[PDH13]. Others have since then expanded on this method for use in SLM
systems under the term ’Optical Tomography’ [ZBL+15].
The limitation of the methods described above is that in some AM processes such
as SLS and SLM, residual stress is inevitable, causing warping of the printed
product not measureble by the in-line system. However, [PDH13], proposes
that an accurate estimate of final geometry could be obtained using numerical
warp analysis given the process boundary condition and measured geometry.
To address for this, a high resolution structured light scanner has been used to
map the topography of the powder bed in an in-line fashion [ZZFD16, LZZD15].
Additionally, the method has the potential to be used for surface characteriza-
tion of the sintered part, validate powder spreading, and detect slight geometric
deviations.
The work on in-line geometric acquisition has an added utility other than part
metrology. The printed outcome can give an important description on the print
process itself. In efforts to evalute perfomance of a Fused Deposition Mod-
eling (FDM) printer [HNRP14], a calibration artifact was printed. This op-
tomechanical artefact has previously been used as a tool to transfer tracability
between traditional coordinate measuring machines (CMMs) and optical CMMs
[HDC97, DCHM05, DCHM06]. The artifact plate was measured in an optical
CMM and the measured features compared to nominal. From the error anal-
ysis it was possible to derive parameters such as geometric scaling errors and
squareness of the 3D printer. Subsequently, this method was implemented on
several AM platforms for performance comparison [DNRP14].
To conclude, it is stressed that all of the work presented above is concerned with
post print verification and assessment of the printed part or the process itself.
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2.4.2 Metrology of 3D Printed Color
Colorimetry is a mature field that has been successfully applied in the paper and
textile printing industries as well as within digital media [WS82, GM98, SB02].
However, work on transferring the field and methodology to the new medium of
3D printing has been lacking [PWRH08, Sta10]. Here, an overview of the recent
efforts will be given.
Parraman et al. [PWRH08] performed a colorimetric evaluation of a Zcorp
Spectrum 510 powder color printer. Colored charts and cubes were printed,
brushed, post-processed with a wax infiltration and finally measured with a
spectrophotometer. Authors reported influence of surface orientation on color
accuracy and the lack of color management systems available.
The work was promptly followed by [SLM+08], where colored test artifacts
were used to investigate effects from different finishing methods; untreated,
cyanoacrylate infiltration and epoxy-based infiltration. It was demonstrated
that the finishing methods had an effect on the color to a varying degree, where
cyanoacrylate resulted in the largest color gamut. A summary of both works is
also found in [WHPS09]. A limitation of the measurement method is that only a
single spectrophotometer measurement was used for each artifact and therefore
lacking statistical significance, both in terms of color and instrument variability.
In [SLW10], a test artifact plate containing geometric features, was printed
in various orientations on a Zcorp Z510 printer. The feature color was only
in magenta, in order to evaluate only the performance of a single printhead.
The plates were then analyzed in a Leica EZ4D stereomicroscope. The results
agreed with previous findings on the effect of print orientation. More detailed
information on the previously described work can be found in [Sta10].
Long term stability of color was investigated in [SLGS12]. In order to simulate
long term exposure to external lighting sources such as artificial and sunlight, the
authors proposed an accelerated setup where printed objects were exposed to a
xenon-arc based weathering apparatus. The colorimetric effect was observed for
different types of infiltrant. Results demonstrated a noticeable change in color
based on several parameters. The work concluded that future investigations
need to keep long term stability in mind as the technology progresses.
A pipeline for producing colored facial prosthetics printed in a powder based
ink-jet system was proposed by [XZvNY14]. As an infiltrate, a clear medical
grade silicon-polymer was used. The 3D data was obtained by a 3dMD camera
system, and color profiled using a Macbeth ColorChecker DC chart (X-Rite).
For printer profiling, a 3D model of the Macbeth chart was printed, yielding
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240 measurement samples measured with a spectrophotometer. A third order
polynomial regression model was used to describe the color transformation. The
method was evaluated by printing a test plate of 14 skin-like colors, with an
average ∆E∗ab = 4.5. With few samples used in the evaluation, as well as with
the limited number of measurements in the printer characterization, it is hard
to generalize on the performance of the color correction as a whole.
Arikan et al. [ABTU15] presented a color-managed 3D printing workflow for
color based material jetting printers, that use highly translucent materials. They
demonstrate that spectrophotometers are biased towards lower reflection, and
propose an alternative vision system under controlled illumination. Their system
is compared to a spectroradiometer, with deviations being within the inter-
instrument variability of hand-held bidirectional spectrophotometers commonly
used in graphic arts. They proposed the deviation could be reduced further by
using a spectral imaging system. The authors further expanded their work on
color printing with translucent materials [BAU15], using a layered halftoning
approach, where different colored voxels are placed several layers under the
surface in order to produce a photorealistic appearance.
2.5 The Digital Ecosystem
Given the fact that AM could potentially be a new de-facto manufacturing pro-
cess in a digital manufacturing ecosystem, perhaps even replacing traditional
processes, it is important to consider its place and function in such an envi-
ronment. Particularly, in terms of how we operate and use these machines and
how they interact with other technologies, both old and new. This is becoming
increasingly more important due to increasing amounts of data available in the
modern factory. Answering these questions is part of a greater effort known as
„Industry 4.0” which originated as a high-tech strategy from the German gov-
ernment, concerning industry digitalization [KHHW13]. In the next secions, a
brief overview is given on the recent advances in web and high performance mo-
bile technology that may be used to improve upon traditional manufacturing.
Specifically, augmented reality, the technology often referred to in the context
of industry 4.0.
2.5.1 Augmented Reality
Augmented Reality (AR) has the ability to enhance the physical world by com-
bining it with virtual elements in real-time. As such, useful and relevant in-
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formation can be spatially augmented on demand. However, the information
flow is not unidirectional, as the virtual object can present itself i.e. as a hu-
man input device. This could for example be a touch panel, where an oper-
ator can interact with the virtual world, even causing actions in the physical.
As the technology matures, this boundary between physical and virtual will
become less clear. Recent development in mobile embedded systems such as
smartphones, tablets and head mounted devices (HMD) [Mic17, DAQ17] have
yielded enough computing power to enable augmented reality applications at
a low cost. For further information on the subject, the reader is referred to
[ON13, FdSB16, BZ15, BFKR14, GSLZ14] and for historical reasons [Azu97].
The manufacturing applications that have been made possible are many, and a
relevant subset of them will be discussed.
Applications
Repair and maintenance of complex machinery is a prime example of AR within
production. In this case, instead of having to rely on bulk blueprints and text
manuals, the relevant information is virtually made available to the user. Going
beyond blueprints on paper, where step-by-step repair instructions and tasks
are displayed in an animated fashion, assisted with audio cues and success indi-
cators. This opens up applications such as remote technical support, where even
untrained workers can perform maintenance or repairs under remote guidance
[BK02]. The technology may also be used for worker training [WBE+13] and
even for design purposes [NOCM12].
Process monitoring is another example where AR is beneficial. Due to the rapid
increase in available data that is generated by the modern factory, AR can serve
as an abstraction to that data, such that only contextually relevant information
is presented to the user on demand. This can also be in the form of visualizing
sensor data, such as from a thermal sensor. Here, a heat map can be overlaid
on the part instead of displaying only numbers, thus reducing the cognitive
overload. Furthermore, planned paths of robot co-workers or machine tools
can be visualized via simulations, before committing to the process. Process
monitoring can also be extended to process control, as this unique digital window
enables users to visualize and modify planned and queued processes and process
parameters, in order to quickly respond to external changes. The AM related
application areas are explored further in [Contribution K].
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(a) Handheld, from [Con-
tribution K] (b) Head mounted. (c) Projective, from [Con-
tribution I]
Figure 2.7: Examples of different augmented reality modalities.
Principles of AR
At the heart of most traditional augmented reality implementations is a high
performing vision system, that for each frame identifies a predetermined set of
markers that describe the context or identify the relevant user interface. The
algorithm can typically be structured into three parts: i) marker detection,
ii) marker tracking and iii) marker pose estimation. The pose estimation can
be obtained by solving the perspective n-point problem based on 3D-2D point
correspondences [GHTC03, QL99]. With the perspective transform obtained, it
is possible to augment digital content in the same reference frame.
Markers that employ natural features, require the marker to be known by the
system before hand. For these applications, feature descriptors that are scale
and rotation invariant are necessary [ADP12, LA08, BETVG08, Low99]. Quick
Response (QR) codes are an example of markers with stored information that
can be used by the AR system. The code can for instance present itself as a
web page holding a user interface. However, these types of implementations
are more sensitive to variations in scale. Other notable markers include ArUco
[GJMSMCMJ14], Vuforia’s VuMark [Vuf16] and a new marker implemented by
the author [HEM17]. Once the marker has been identified, a less processing
intensive tracking takes place using methods such as optical flow [LK+81].
Software solutions and libraries have recently emerged that show great potential
for use within industrial AR, these include the open source Open Hybrid [Ope17]
and ARToolKit [ART17] and the commercial Vuforia [Vuf17]. From a hardware
perspective the technology appears in various forms, as can be seen in Figure
2.7. Next, a brief overview will be given on common implementations.
Handheld implementations are perhaps the most recognizable. In this case,
consumer mobile devices such as phones or tablets are used as a window into
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AR content. Due to recent advances in embedded systems, these devices have
become powerful processing computers, that now are capable of performing the
necessary computation in real-time. The additional benefit is that the technol-
ogy is low-cost and does not require any wearable elements. The AR interfaces
are only presented on demand by the user. An industrial use case using this
modality is the topic of [Contribution K].
Head Mounted devices have gained momentum for the past years, especially
seen from an industrial perspective. The most notable two being the Microsoft
Hololens [Mic17] and the smart helmet from DAQRI [DAQ17]. Both being
similar in nature, they consists of a suite of sensors and cameras that observe
the enviroment, whilst projecting stereoscopic AR content through a glass like
display into the users eyes. An example of a head mounted virtual reality device
is presented in [Contribution J], where gyroscopic flywheels are used to simulate
external forces.
Projective augmented reality, unlike the two prior cases, does not require a
vision system per se, although they are commonly used. In this case a projector
is fixed over a workstation, or industrial machine and projects relevant infor-
mation onto the scene. The benefit being, that no user hardware is required as
in the two previous examples. However, the AR experience is localized to that
particular area and therefore not as flexible. An example of this technology is
found in [Contribution I].
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Chapter 3
Contributions
The aim of this thesis work has been to apply computer vision to manufacturing
and additive manufacturing in particular. The work serves as a step towards
widerspread industry adoption of the technology as a de-facto manufacturing
modality. As mentioned, this is essential, as the technology serves a pivotal role
in all industry 4.0 efforts and has not received adequate attention. Furthermore,
we take a step back and investigate the boundary between physical and digital
objects, in order to facilitate a fluid integration of AM within industry.
As a result, the work falls into three main categories: The two first concern
appearance and geometry of process and quality control in AM. The third cat-
egory concerns machine interaction, where we allow ourselves to explore future
interaction paradigms within additive manufacturing from an industrial per-
spective. In all three categories, we demonstrate how modern computer science
can be applied in beneficial ways within AM.
For a complete list of the contributions discussed in this section, the reader is
referred to page ix of the thesis.
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Figure 3.1: Example results from the color correction pipeline presented in
[Contribution C, D]. (Top row) Original toy blocks. (Bottom row)
3D printed reproductions. Note: Orange, yellow and dark blue
fall outside of the printers gamut.
3.1 Appearance and Color
In relation to appearance, the need for robust and rapid appearance measure-
ments was presented in a positional paper [Contribution A]. In particular, AM
was identified as a field where this is of significant importance in terms of quality
assurance. At that time, the state of the art in color metrology of 3D printed
parts was significantly under-represented in literature. As described in Section
2.4.2, previous work had identified the importance of this type of research, as
well as investigated how different factors such as post processing affected color.
In efforts to bring 3D color printing closer to the classical practices of the paper
printing industry, three contributions have been made.
[Contribution B], presented a novel quantitative analysis on the positional accu-
racy of 3D printed color features. The work both presented and demonstrated
a general method for spacial color verification, inspired by classical metrology.
The method was demonstrated on a Zcorp Zprinter 650 color printer, where
special test artifacts were printed that consisted of precisely located features
in CMYK colors. The positions of these features were then measured using a
DeMeet 220 optical CMM. The analysis demonstrated general error trends in
the position of the color features, due to printer scaling error, non-orthogonality
and printhead misalignment. The global spatial accuracy of the machine was
found to be less than 350 µm. Using this characterization of the color placement,
compensating corrections to the 3D model could be made resulting in a more
precise print.
In the second contribution, [Contribution C], it was demonstrated and proposed
for the first time, to the authors best knowledge, how it is possible to reliably
measure and quantify color of 3D printed objects in a metrological context.
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Figure 3.2: Qualitative comparison of the color correction pipeline from [Con-
tribution D] showing 3D printed replicas with complex textures.
A: Printed cork without color correction.
B, D & E: Printed cork with color correction.
C: Original cork sample.
A series of colored plates, spanning the entire RGB gamut were printed and
measured using VideometerLab, which is a multispectral imaging system. A
statistical method for full gamut characterization of the printed plates was pre-
sented, and the forward color transformation was obtained using a 3D LUT.
Using the forward model, it was demonstrated that it was possible to predict
the colors of 3D printed parts. The prediction was quantitatively evaluated with
a mean ∆E∗00 = 1.5 and standard deviation of σ = 0.75, thus barely noticable
according to the JND definition. This was further improved upon in [Contribu-
tion D], where a precision full color characterisation and calibration pipeline was
presented. Building on the previous method, the changes in gamut for dry and
infiltrated prints was qualitatively and quantitatively compared. This confirmed
prior studies [SLM+08], in which the color gamut is expanded by infiltration.
However, more color variance is introduced due to the extra post-processing
step. From the forward 3D LUT, an inverse table was constructed that relates
printed outputs to their respective input colors. By doing so, the pipeline is
capable of performing automatic color correction, providing print prediction ca-
pabilities, along with the possibility of specifying colors. In other words, input
color requests are corrected such that the desired color is produced. From an in-
dustrial perspective this is of great importance, both for rapid prototyping and
for quality control. The work was accompanied with an intuitive color design
tool used for correction and visualization of parts prior to print. The pipeline
was qualitatively evaluated by replicating an object with complex color textures,
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see Figure 3.2. Additionally, saturated replications with colors falling outside of
the printable gamut are demonstrated in Figure 3.1.
Finally, as part of collaborative research efforts within our group, a contribution
using the underlying technology was made for capturing complex scenes for use
in photo- and physically accurate rendering [SDO+17].
The listed contributions in general contribute to the further advance of color
quality control within additive manufacturing by bringing it closer towards the
methods used for decades in the paper printing industry. As stated, this is
crucial as the technology converges to a print-to-consumer paradigm. Color
AM must therefore receive the same amount of attention as geometry.
To summarize, the following contributions have been made:
1. The need for rapid appearance measurements within industry was pre-
sented.
2. A method for precisely characterizing positional accuracy in 3D color
printing was developed.
3. A method for precisely characterizing the color transform of a 3D printer,
enabling print prediction, was developed.
4. Development of a full color management pipeline for a 3D color printer.
Thus, enabling print predictions and the specification of color, allowing
for part duplication.
5. Bringing 3D printing towards the methods used for decades in the paper
printing industry.
3.2 Geometry
In relation to geometry, we built upon the work performed on in-line monitor-
ing of geometry in 3D print [PDH13], by developing a novel vision system and
calibration method for binder jetting and powder bed fusion processes [Con-
tribution E]. The work proposes using a contact image sensor, similar to the
sensor of a consumer flat bed scanner, instead of a camera. This has several
benefits, as the sensor can be mounted on the powder feed carriage, which pro-
vides the mechanical actuation required for the sensor to traverse over the build
area. The implementation is significantly more compact than achievable by us-
ing a camera, which is restricted by its view geometry. An additional benefit is
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Figure 3.3: Structured light system developed during the PhD project. Con-
sists of two high resolution industrial cameras, a Full-HD DLP
projector and a precision rotary stage. From [Contribution F].
that the scanner can sample a large build area in high resolution. The scanner
calibration method makes it possible for the sensor to be included in any AM
system that includes a wiper or carriage feed. This is possible without any hard-
ware modification to the printer itself, as the method determines the scanners
position from observations of a printed geometrical reference. In the ideal case,
this position is best obtained from the printer hardware, however, this is rarely
possible. As sample rates and resolution increases in these sensors, it will open
new possibilities of process monitoring in AM. If detecting individual powder
grains becomes possible, it will allow for more precise geometry verification,
and give insights into their size distribution and packing density. Additionally,
defects from the powder consolidation process may be detected, all of which can
be used for closed-loop control of the printer.
As an effort to verify post print geometry, we explored structured light 3D
scanning, which is commonly used in free form geometric metrology. As part
of a collaborative effort, we developed a high precision structured light system
using commercial off the shelf components. In [Contribution F], we explore
the accuracy and precision obtainable using standard components and meth-
ods. Furthermore, we explore what are the dictating factors in this regard.
We demonstrate how the industrially accepted standard VDI/VDE 2634 (Part
2) may be used as a quantitative metric to compare different pattern strategies
and changes in the calibration process. We quantitatively investigate answers to
common questions within structured light. Questions such as: i) what calibra-
tion parameters should be included in the procedure, ii) what angular range of
checkerboard observations is required in the calibration, iii) how many checker-
board observations are required and iv) which SL pattern strategy is the overall
best performer. Finally, we demonstrate that our system performance is com-
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parable to an industry leader within industrial metrology using SL. In relation
to this, work was performed in the development of practical methods for such
systems, namely, an image-based automatic alignment of point clouds from sev-
eral viewpoints [MWE+17]. Currently, the structured light system serves as an
educational- and research platform. As an example, it has been used for scan-
ning archaeological specimen [TDG+16] and used in ongoing cultural heritage
studies.
As discussed in Section 2.4.1, in-line geometry estimation has previously been
used as a post print analytical tool. To improve upon this, we extended this to
in-line process control of a top down vat photopolymerisation process. Here, in-
situ observations directly influence and control the print process in a closed-loop
fashion. By doing so, a new AMmodality has been realized in a patentable, func-
tional and novel 3D printing system [Contribution G, H]. The system improves
significantly on the state of art in terms of print speed without compromising
print quality, therefore, solving a major bottleneck faced by the industry. This
system, built specifically for this purpose, is of the same kind as used for produc-
ing 90% of all custom fitted hearing aids, as well as hyperflexible “soft tooling”
for injection moulding processes.
All commercially available 3D printers today manufacture components in a layer
by layer fashion. Much of the process time relates to the motion in between lay-
ers, at which no active material solidification occurs. Our prototype takes an-
other approach to the build process by continuously solidifying material, where
the time consuming mechanical recoating mechanism has been factored out of
the process, thus saving significant amount of time. However, doing this requires
a special patentable control process which is the core of the invention. The print
process is monitored in real-time using a computer vision system, which con-
trols the consolidation process in a closed loop. This allows for self correcting
behaviour of the printing process in relation to the speed and processing mate-
rial. Reducing the time to print from days to hours and hours to minutes, will
substantially reduce the time-to-market for printed products e.g custom fitted
hearing aids. Additionally, reducing time and cost of R&D activities which will
enable businesses to become more agile and faster to adapt to rapidly changing
markets. As a result of this work, a patent has recently been filed [Contribution
G, H], and therefore peer review publication has not been possible.
Finally, we collaborated on the development of an automated calibration method
for a delta type printer [PEHN16], where the printer performs fast probing of a
flat build platform in order to estimate and correct for mechanical deviations in
its construction. The calibration procedure, taking less then 3 minutes, achieves
vertical positioning repeatability of ±3 µm. The rapid self-calibration allows
for geometrical re-mapping prior to every print job. As a result, the printer
maintains a calibrated state and compensates for drifts after extended use.
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The presented contributions have built upon previous work within AM geom-
etry [PDH13]. By combining competences from mechanical engineering and
computer science, innovative AM methods and processes have been developed.
This demonstrates the importance of embracing a cross-disciplinary approach
within AM.
To summarize, the following contributions have been made:
1. Novel method for in-line metrology using a line-scanner sensor (contact
image sensor) was presented.
2. Development of a high precision structured light 3D scanner, used as a
research and educational tool.
3. Demonstration of how industrial standards may be used for parameter
and algorithm evaluation in structured light. Thus, shedding light on
common uncertainties regarding the calibration process in structured light
scanning.
4. Image based alignment method in structure light scanning using multiple
observations.
5. A novel invention of a continuous 3D print modality based on vat-polymerisation
and closed-loop process control. Increasing print speed by a factor of 100
compared to state of the art.
6. An automated calibration method for a delta type printer was developed.
3.3 Human Machine Interaction
The third of the main categories, encapsulates work performed where the 3D
ecosystem of AM is investigated as a whole. This mainly consists of interdis-
ciplinary exploratory work on AMs place in the factory of the future, and how
both old and new technologies might facilitate a successful and fluid integration
in that context. The work concerns human machine interaction, where focus has
been placed on augmented reality, a technology frequently referred to in the con-
text of industry 4.0. Part of the work was performed in a research collaboration
with the MIT Media lab, following an external research stay.
With rapidly increasing amounts of data produced by modern machine tools,
AR can serve as a medium that provides operators with contextually relevant
data, on demand. Thus, bridging a gap that may be created as content com-
plexity increases. The scalability enabled by AR interfaces has the potential
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to be an enabling technology for modular production platforms, rapid product
development and hyper-flexible automation.
Three common modalities, applicable within industry, were initially investi-
gated. First, tangible user interaction with projective AR was explored in [Con-
tribution I]. A virtual scene was projected onto a table containing toy blocks,
used for user interaction with the virtual scene. The position of the blocks in
the scene were detected and recognized using a Microsoft Kinect distance cam-
era. Secondly, an investigation into virtual reality was conducted. Here, a novel
force feedback mechanism for head mounted devices using gyroscopic flywheels
was presented [Contribution J]. The perceived torque caused by the gyroscopic
effect could be used for head guiding purposes, or subtle nudging cues. By in-
stantaneously stopping the flywheels, a strong torque is perceived, which could
be used as an alert mechanism in an industrial environment. Finally, a robust
and novel marker system for use within AR was presented in [HEM17]. The
main benefit of the marker system is that humans can easily distinguish and
decode the marker. Both the marker generator and decoding application for
mobile devices are available online1.
Having explored the potential technologies commonly associated with the digi-
tal manufacturing paradigm, the findings were combined and the work tied into
the central topic of this thesis. That is, augmented reality with focus on its use
within AM was explored [Contribution K]. An augmented reality interface was
developed using a consumer mobile device, and consequently used to monitor
and control a commercial 3D printer. The work demonstrated a novel inter-
action mechanism for simultaneous monitoring and controlling of a 3D printer.
It is important to note that the presented augmented reality interfaces are not
limited to AM. In fact, similar augmented interfaces can be implemented on
any kind of manufacturing tools and machinery, including Computer Numer-
ical Control (CNC) machine tools, water jet- and laser cutters and injection
moulding machines.
The work demonstrates the importance of embracing augmented reality within
manufacturing engineering. With AR, advanced manufacturing processes and
process chains can be interfaced in a simple and intuitive manner.
To summarize, the following contributions have been made:
1. An intuitive and tangible projective augmented reality system was demon-
strated.
2. Novel and untethered force generation mechanism in head mounted devices
1http://hrqr.org
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for virtual or augmented reality was developed.
3. Development of a new augmented reality marker system that is decodable
by humans.
4. Development of novel methods and interfaces for monitoring and control-
ling industrial machines using augmented reality and low cost hardware.
3.4 Other Work
The nature of the work discussed has been performed across multiple disciplines,
which are not entirely reflected within the above mentioned contributions. These
consist of applied systems engineering and the extensive laboratory hours re-
quired. Substantial amount of work constituted as reverse engineering of the
industrial AM systems available at our institute. These, and other commercial
systems, are proprietary black boxes. In order to improve on their performance
and push them to the limits of their capability one must be resourceful. Disas-
sembly and inventive modifications are therefore required. In some cases, the
best option is to build new printers from scratch in a more research friendly
framework, as has been done in [Contribution G, H].
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Chapter 4
Conclusion
The work performed in this thesis has addressed several important challenges,
all aiming towards a common goal. By applying computer vision within the field
of additive manufacturing in an inter-disciplinary fashion, the aim has been to
solve many of the challenges required for additive manufacturing to reach its
full envisioned potential.
Quality control is a major milestone to overcome in this regard. To address
this, focus has been placed on two main areas. First is color quality control
of 3D printed components, where applied methods within color science were
adapted to the new medium in novel ways. This facilitates capabilities to predict
and control the produced color, followed by a quantitative analysis for quality
assurance, both in terms of color and spatial accuracy.
Secondly, focus was placed on geometrical quality control, building on the previ-
ous work performed at the Technical University of Denmark. Innovative sensing
solutions for additive manufacturing were presented, along with the development
of a low cost and high precision 3D scanning platform. The work then led to the
development of a novel and significantly faster 3D printer technology, address-
ing a major bottleneck within additive manufacturing. A patent application is
ongoing.
As has been highlighted in the thesis, there are several aspects that influence
50 Conclusion
the successful adoption of AM in the industry. Specifically related to its inte-
gration within digital manufacturing. To address this, an exploratory study has
been performed on future technologies that are commonly associated with the
factory of the future. These studies condensed into a contribution where future
interactions for additive manufacturing were presented using augmented reality.
The work serves to exemplify a fluid integration of the technology within digital
manufacturing.
To conclude, we will take the opportunity to revisit a previous topic within
the thesis, regarding the fundamental research efforts required for AM to reach
its full potential and widerspread adoption within industrial manufacturing.
Huang et al. [HLMD15] specifically recommended six key areas in this regard.
As before, they will be listed here. However, this time they will be annotated
with the thesis contributions, in order to demonstrate their broad scope and
relevance. The recommendations were:
• Materials: Development of process materials with known and specified
properties.
• Design: Focus on design tools throughout the pipeline.
[Contribution C, D]
• Modeling: Development of physically based mathematical process models.
• Sensing and Control: Development of sensors for quality and process con-
trol.
[Contribution A, B, C, D, E, F, G, H]
• Process Innovation: Development of faster and improved AM processes.
[Contribution G, H]
• Systems Integration: Cross-disciplinary integration from a systems per-
spective and its place in the cyber-physical factory.
[Contribution I, J, K]
The above recommendations remain relevant to this day. Although some topics
have received more attention than others, it is believed that innovation within
sensing and control will contribute significantly to the other areas. In particular,
it will increase understanding of the various AM processes, and will as a result
serve as an empirical foundation for physically based process modelling and ma-
terial development. Therefore, the emphasis should be to relay the work of this
thesis into practice within industry. In order to facilitate adoption of these tech-
nical demonstrators, it is important that these solutions are standardized with
established traceability. Therefore, continued development needs to maintain a
metrological focus.
51
It is clear that the work performed in this thesis has contributed to relevant
topics within additive manufacturing. In particular, the work has related to the
aforementioned recommendations for successful adoption of AM within industry.
In the end, it is believed that the work has improved state of the art, made
possible due to a cross-disciplinary approach.
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Abstract
In this positional paper, we discuss the potential benefits of using appearance models in additive manufacturing,
metal casting, wind turbine blade production, and 3D content acquisition. Current state of the art in acquisition
and rendering of appearance cannot easily be used for quality assurance in these areas. The common denominator
is the need for descriptive and parsimonious appearance models. By ‘parsimonious’ we mean with few parameters
so that a model is useful both for fast acquisition, robust fitting, and fast rendering of appearance. The word
‘descriptive’ refers to the fact that a model should represent the main features of the acquired appearance data.
The solution we propose is to reduce the degrees of freedom by greater use of multivariate statistics.
Categories and Subject Descriptors (according to ACM CCS): I.4.1 [Image Processing and Computer Vision]: Dig-
itization and Image Capture—Reflectance
1. Introduction
Much work has gone into formulating radiometric models of
surface reflectance for believable photorealistic rendering of
material appearance. This has led to a number of physically
plausible models with intuitively meaningful parameters that
are appropriate for direct manipulation [MHH∗12]. In this
positional paper, we discuss the use of appearance models in
a different context, namely in quality assurance of physical
and digital products. We argue that this area of application
requires models with few parameters, or parsimonious mod-
els. Through our example use cases, we further argue that
there is a significant need for such parsimonious models, and
that effort should be put into their development.
The need for parsimonious radiometric models manifests
itself when we need to estimate the radiometric properties of
surfaces in practice, e.g. when doing industrial inspection to
ensure that the products have the specified visual properties,
or when we would like to acquire photorealistic models from
images. In such cases, the number of measurements is lim-
ited, maybe 5 to 20 per surface patch. This should be seen in
light of the number of measurements needed to reliably esti-
mate a general bidirectional reflectance distribution function
(BRDF). A BRDF is modeled by a 4D manifold and is typi-
cally measured using a spherical gantry (a gonioreflectome-
ter). This means that a very large number of measurements
is required, which in many cases is practically infeasible.
According to the philosophy associated with Occam’s ra-
zor, the formulation of descriptive and parsimonious models
will also force us to better model and understand the under-
lying radiometric phenomena. Thus, in the end, our models
should hopefully lead to physically plausible models with
few intuitively meaningful parameters as is needed for the
more classical applications of appearance models. We be-
lieve that it is possible to make large advances in this di-
rection, meaning that the task of formulating parsimonious
models does not seem to be a frugal one.
2. Relating to existing models
Previous work has shown that the classical empirically
and physically based computer graphics reflectance mod-
els cannot fit all measured reflectance data well [NDM05].
This has led to a quest for models that provide a better
fit [BSH12, LKYU12]. The cost of a better fit is an increase
in the number of model parameters, and the simplest model
(the Phong model [Pho75]) already has two parameters per
color band and one parameter to describe the material glossi-
ness. As such, the simplest model requires at least seven
measurements although ideally many more to robustly fit
measured reflectance data. In applications of real-time re-
flectance acquisition, this quickly becomes infeasible.
The fitting of most parametric models is far from triv-
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Figure 1: Frog printed out of Polylactic acid (PLA) plastic
using a Fused Deposition Modeling (FDM) printer.
ial. Major challenges include determining what optimizers
to use and what objective functions they should minimize.
For the latter, various suggestions have been proposed in-
cluding L1 minimization [NFCA14] and log-transformation
with cosine-weighting of observed data [NDM05]. To
address the issues of non-linear model fitting, alterna-
tive approaches have been proposed where reflectance
is modeled by linear combinations of basis functions.
Suggestions to basis functions include spherical harmon-
ics [WAT92], wavelets [SS95], and densely sampled refer-
ence reflectances [MPBM03]. The advantage here is that
fitting models to observations becomes extremely easy as
this corresponds to solving a linear system of equations. The
challenge however, which is an unsolved problem, is identi-
fying a sparse set of basis functions that model a wide vari-
ety of material appearances well. We need, as a community,
to work on this.
3. Relevant Cases
To argue relevance, we now describe four cases where we
have identified that the current radiometric models or acqui-
sition methods simply do not suffice. The cases are (1) ad-
ditive 3D printing, where the 3D microstructures caused by
the printing process cannot be modeled well by standard re-
flectance models; (2) real-time monitoring of reflectance in
metal production; (3) estimation of surface reflectance on
massive objects (wind turbine blades); and (4) reflectance
models to be used with 3D scanners to allow simultaneous
acquisition of geometry and appearance. These are all prob-
lems that cannot be solved by conventional methods.
3.1. Additive Manufacturing
For the past decade, additive manufacturing (3D printing)
has been an accepted production method. Today, it is pos-
sible to manufacture products in multiple materials rang-
ing from soft polymers to metals [WC13]. A rapidly grow-
Figure 2: Example of iron casting [VSRT15], where the
mould has introduced a surface roughness affecting the vi-
sual appearance of the product. Image is courtesy of Nikolaj
Kjelgaard Vedel-Smith.
ing market of internet printing services is emerging (shape-
ways.com and i.materialise.com, for example) where users
can upload their own 3D models for printing. Fast and real-
istic material rendering is of great interest to these types of
services, allowing users to previsualize the printed outcome
of their models prior to committing to purchase. However,
accurately obtaining these radiometric models is a challenge.
The layer-like nature of the printing process yields surface
artifacts, the most prominent known as the ‘staircase effect’
which drastically alters material appearance for some mate-
rials. Visually, we observe this as a local anisotropy, often
correlated with the surface curvature, see Figure 1. Thus the
printing process itself must be considered when producing
an accurate model of the printed appearance.
Radiometric model acquisition also has an application
in the quality assurance aspect of additive manufacturing.
So far, most effort has been placed on in-line geometric
verification of parts [HNRP14, PH14] and color verifica-
tion [EPA15]. These optical systems capture each and ev-
ery layer during the print in order to verify its correctness.
Combinations of such systems along with rapid radiometric
acquisition could prove beneficial as slight deviations from
the material optical properties could indicate failure due to
e.g. overheating (color change) or structural collapses (sur-
face normal orientation). In essence, we need to verify the
quality of 3D prints, but practical constraints limit the num-
ber of measurements that it is possible to acquire.
3.2. Metal Casting
Metal casting is still an actively used production method.
Casting allows for the creation of seamless and rigid struc-
tures in various materials. However, post machining of said
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Figure 3: Wind turbine blade right after molding.
objects is in many cases required due to the rough surface
texture resulting from the casting process, see Figure 2. Mea-
surements of surface roughness parameters are useful for in-
dustry and academia in order to optimize the casting proce-
dure as it is related to the overall cast quality. Obtaining sur-
face roughness parameters from optical reflectance is thus
of great interest and is an active field of research [NTH13].
As in the case of additive manufacturing, we see a sce-
nario where practical constraints limit the feasible number
of measurements, thus creating a demand for accurate parsi-
monious reflectance models that enable robust fitting.
3.3. Wind Turbine Blades
One of the most important steps in quality inspection of wind
turbine blades is to find transverse folds in their longitudinal
fiberglass mats. The longitudinal mats run all the way from
the root of the blade to the tip and provide the blade with the
bulk of its rigidity and strength. Multiple layers of longitu-
dinal mats are needed to provide the necessary strength, and
the load must be evenly distributed across the layers. If one
layer has a fold, that layer will be tightened harder than the
rest of the layers, thus carrying more load when the blade
is being operated. Over time, this increased load will wear
the fold-layer down to the point where it snaps and thereby
compromises the entire structure of the blade. Usually, this
sudden release of tension creates a force on the remaining
layers so that these also snap. The result is a broken blade.
Before painting, wind turbine blades are translucent due
to their composition of transparent epoxy resin and fiberglass
(see Figure 3). A fold on a fiberglass mat will create a bulge
beneath the surface which alters the optical properties of the
material. Currently, specially trained quality engineers shine
powerful light parallel to the surface and look for changes in
the reflections. An accurate automated measure of surface
BRDFs could increase the efficiency and accuracy of the
quality assurance by transforming the fold inspection from
a qualitative process into a quantitative process.
Figure 4: Structured Light system scanning a statue.
3.4. Creating 3D Content
Optical 3D scanners are actively used throughout various
fields such as archaeology, biology, production, entertain-
ment, medicine, and art. All aiming to capture high reso-
lution 3D models in a relatively short amount of time. How-
ever, in order to produce realistic and applicable digitization
of scanned objects, their radiometric properties must also be
determined. Many commercial systems provide the ability
to capture surface textures in order to provide more aes-
thetically pleasing models, but are often limited to assuming
Lambertian behaviour or at most a simple parametric model,
such as Phong [Pho75] or Ward [War92]. As indicated in
Section 2, these models fail to fit the reflectance properties
of many real-world materials. Trouble is that we cannot im-
prove the fit by increasing the number of model parameters
as we need to acquire reflectance properties at speeds com-
parable to the 3D scanning process. This underlines the need
for descriptive and parsimonious appearance models.
An interesting property of structured light (SL) scanners
is the fixed angle between observer (camera) and lightsource
(SL projector). This is illustrated in Figure 4. Using only ex-
isting components of such a setup thus poses a constraint
on the observable regions in the BRDF domain. Likewise,
the geometry also dictates illumination and view directions
relative to the surface normal. Hence, again we see a practi-
cal limitation on the available observations, which causes a
demand for parsimonious models that enable robust fitting.
4. Discussion
From the above, it is evident that there are number of rele-
vant cases where today’s methods do not suffice. We believe
that the problems in the mentioned cases can be solved, but
that they require us to approach material appearance model-
ing from a new angle. Specifically, we believe that data anal-
ysis and multivariate statistics should be involved more than
we see it today, and also that we should introduce stronger
priors on the data. Such tools are necessary to considerably
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reduce the degrees of freedom in the problems. A solution of
this kind will greatly contribute to streamlining and automat-
ing the entire production pipeline, which is an essential part
of agile product development.
Conclusively, we would like to reiterate that descriptive
and parsimonious reflectance models seem indispensable if
we are to use material appearance models in the context of
quality assurance of printed, molded, and digitized products.
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INTRODUCTION  
Recent years, the industrial market for full-color 
AM is growing rapidly. In the AM industry, most 
of the major technology providers are developing 
new systems with improved color capabilities 
and with improved materials. In the last 12 
months alone, 5 new technology platforms have 
been revealed capable of full-color printing in 
polymers[1]. Industrial service providers 
increasingly expand their product-range of full-
color print services, and as of today, the industry 
for full-color parts has grown rapidly, into a 
million-dollar industry [2]. With a new market 
emerging at such pace, it is believed a necessity 
to consider a new surface-metrological issue. To 
what accuracy are colors embedded to the 
surface of geometries, with relation to where 
specified from input data? This paper investigate 
the accuracy of surface coloring, by adopting a 
well-known metrological approach from 
calibrating Coordinate Measurement Machines 
(CMM’s) and Machine Tools, that already has 
been transferred to be applicable for AM 
machine tools, [3] in order to determine the 
spatial accuracy of embedded color features to 
artifacts printed on a zCorp 650 color 3D Printer. 
The spatial color verification artifact is a flat plate 
with a series of checkered fields on the surface. 
 
METHOD 
Following an approach developed by Hansen et 
al.[3] for geometrical verification of 3D printers in 
the horizontal plane, a series of four checkered 
plates was generated. Each artifact contains a 
series of checkered fields in one of the z650 
printer’s base colors, as illustrated in figure 1. 
Upon printing the checkered artifacts, one for 
each base-color, these can subsequently be 
mapped by means of an optical CMM. A 
calibrated DeMeet 220 from Schut Geometrical 
Metrology was used to find the centre of each 
checkered field in order to determine the spatial 
position of these. The measured positions are 
compared to the ideal of the CAD body, and the 
differences are mapped. The mapping of the 
geometrical coloring accuracy in the horizontal 
plane is finally plotted, in order to describe the 
spatial color performance of each color channel 
of the zCorp printer.  
 
 
 
FIGURE 1. Color calibration artifacts. Each 
checkered field represent a field colored in one 
of the base colors of the 3D printer. 
 
 
ARTIFACT GENERATION 
 A common method for embedding colors to 3D 
geometries is by texturing. If textures are applied 
to geometry, the spatial accuracy of the color 
representation is governed on-screen by the 
texture file format. Image textures on CAD 
bodies are often handled in image file formats 
employing lossy image compression that will 
introduce a pixilation effect known as 
compression artifacts.[4] As a result of this, the 
subsequent printing of the geometry will be 
carried out by multiple inkjet print heads, using 
more than one base-color. Furthermore the 
capabilities of the engine in the software 
renderer used to display the geometry affect the 
accuracy of the rendered geometry, predominant 
when texture wrapping occur. Following this 
analogy, there is a risk that the accuracy of the 
color representation on the printed verification 
artifacts will be affected by the proprietary job 
generation software of the printer if a textural 
coloring of the calibration artifacts was used.  To 
prevent this, it was decided to generate the 
checker board geometries by means of a 
tailored python script. This makes it possible to 
output the 3D geometries in the .OBJ with a per-
face color definition, as seen in figure 2, to serve 
as the calibration artifacts. With this approach, it 
can be ensured that no issues related to texture 
interpretation and misalignment in the 
proprietary printer software can occur as each 
checkered field was generated as facet pairs, 
with a per-face base color defined. This 
eliminates the risk of error sources from the 3D 
body that may be transferred to the print job.  
 
 
FIGURE 2. Per-face coloring of checkers. Each 
checker is comprised of a facet-pair in one of the 
CMYK base colors. 
 
 
ARTIFACT MANUFACTURING 
A series of four artifacts was 3D printed. Each 
artifact was manufactured on the z650 ink-jet 
based powderbed printer. z151 powder was 
used and the print was carried out at 0.89mm 
layer height with a specified 540x600 - XY DPI 
resolution, which corresponds to a theoretical  
horizontal resolution of 4.7µm. All four plates 
were manufactured in one print-job, and stacked 
in the vertical plane, so that the same kinematic 
characteristics in the horizontal plane was 
present during the manufacture of all four 
artifacts. Figure 3 shows the four printed artifacts 
upon removal from the build-chamber of the 3D 
printer. No infiltration or other post-processing 
was carried out, in order to prevent the colors to 
bleed and deteriorate with respect to spatial 
accuracy. All artifacts have been manufactured 
in an orientation so that within the context of this 
paper, the X direction is in the direction of the 
print head carriage, whereas the Y direction is in 
the travel direction of the gantry of the printer. 
 
 
FIGURE 3. 3D printed CMYK color calibration 
artifacts 
 
 
SPATIAL PLACEMENT 
Each artifact in the CMYK color space, was 
measured, and for every checker, the spatial 
center position was determined. Measurements 
were carried out on a DeMeet 220 from Schut 
Geometrical Metrology, with x5 optics, 
maintained with a budgeted uncertainty of 
approx. ~16µm. The choice to define the spatial 
position of each checker by its center is in order 
to limit measurement uncertainties from the 
effect of ink bleeding out from the deposited 
area and into the surroundings. As seen in figure 
4 (right), it can be difficult to determine the exact 
outline of the checkers, whereas for yellow color 
(left), it can be hard to distinguish the color 
pigment from the background. Yet, the center of 
each checker is unaffected with respect to where 
along the boundary gradient, that the 
measurement is taken, if kept constant. 
 
 
FIGURE 4. Microscopy of gradients from 
checker to background, K and Y color channel. 
 
With the DeMeet 220, an NC programme was 
defined to allow for the construction of four lines 
following the sides of each checker. The line 
intersections define the corners of the checker, 
and is exported to a data file. From the four 
corners, two new lines are constructed. Since 
these four lines will not be perfect diagonals, 
their intersection is calculated from equations (1) 
and (2), for the intersection of two lines, and 
following the diagram in figure 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 FIGURE 5. Diagram showing the center point 
definition (P) of a checker. 
 
 
 
Finally the spatial position of every checker and 
thus the spatial color representation capabilities  
can be mapped in one plot, showing how well 
the z650 printer perform on the CMY and K color 
channel. 
 
 
RESULTS  
Figure 6 show the complete mapping of 
geometrical position errors within the four color-
fields in the CMYK-space, magnified by a factor 
of 50, with a common origin in the lower left 
corner of the space. For each color channel, a 
grid show the position errors of each square 
centre, relative to the ideal position, which is 
shown as slashed gridlines. This makes it 
possible, in a single graph, to study the behavior 
of the z650 in the color- and the spatial domain. 
 
An evident general trend, is that for all color 
channels, the scaling in both the X and Y 
directions of the machine are too short, resulting 
in an under-shoot. The error is seemingly linear, 
and of a magnitude of approx. 100µm in the X-
direction (print head travel direction) and approx. 
150µm in the Y direction (gantry travel direction). 
Thus, it will be extremely simple to compensate 
for this error contribution, if manual machine 
calibration will be allowed by the machine 
manufacturer. 
Second, it can be seen that the grid lines for all 
color channels are skewed to the left. This is an 
indication of the machine axes not being 
orthogonal. The contribution from this error is 
largest in the point farthest from the common 
origin, with a spatial error component of app. 
100µm The maximum combined position error 
cross the 80x80mm artifact error was found to 
be approx. 350µm. 
 
 
FIGURE 6. Center position of checkers 
compared to the ideal per color channel. Spatial 
position errors magnified 50 times. 
 
 
The error mapping plot does also reveal errors 
inherent to the individual base colors, and thus 
the alignment of the print-heads within the tool-
head of the printer. Since each color channel 
has been plotted with a normalized common 
origin, each color plot should theoretically be 
identical. When this is not the case, it can be 
(1) 
))(())((
))(())((
43214321
434321432121
xxyyyyxx
xyyxxxxxxyyx
Px
−−−−−
−−−−−
=
(2)
))(())((
))(())((
43214321
434321432121
xxyyyyxx
xyyxyyyyxyyx
Py
−−−−−
−−−−−
=
(x1,y1) 
(x2,y2) 
P 
(x4,y4) 
(x3,y3) 
ruled down to one of two causes. First, it can be 
measurement errors from the measurements of 
the artifacts, which in this case has been carried 
out on accredited equipment. Second, and more 
plausible given the magnitude of the variance 
within the color-space is that it can be related to 
the printer having trouble with compensating for 
print head misalignment in software. The z650 
printer has an automated print head alignment 
routine The routine is constituted by first, the 
print of a multi-colored grid spanning over the 
entire build plane of the machine. Subsequently 
a photo-sensor detects the grid, and computes a 
compensation matrix, that is superimposed over 
the machine movement, to ensure correct color 
deposition for all color channels. When each 
color channel of the verification plot in figure 6 
share common origin, then it is then evident that 
variance between the different color channels 
could be directly linked to performance of the 
color calibration of the printer itself. Any variance 
within the CMY & K color can originate from this 
built-in routine for compensation of print head 
misalignment. Indications are therefore that the 
print heads in the z650 is aligned to ±100 µm 
over the area of the verification artifact. 
 
 
 
CONCLUSIONS 
Aimed to bring attention to the spatial color 
accuracy of Additive Machine Tools with full-
color capabilities, a study was carried out to 
determine the spatial coloring accuracy of a 
zCorp 650 color capable 3D printer in the 
horizontal plane. The global spatial accuracy of 
the machine was found to be no more than 350 
µm within the extent of the calibration artifact. 
The main error components was identified to be 
general axis scaling errors and skewness of the 
axes, affecting all color channels. A lower, yet 
significant error component relates to the 
individual color channels of the printer, and can 
be seen as the variance of the CMY & K grids in 
figure 6. Since all color channels share a 
common gantry and carriage, the variance 
between the grids from the different colored 
artifacts was expected to only reflect the 
measurement uncertainty of the CMM used for 
the mapping of the verification artifacts. The 
variance was however found to be approx. ±100 
µm, well beyond the measurement uncertainty, 
and a suspected source of this variance has 
been proposed, relating to the built-in print head 
alignment routine of the printer. It is too early to 
conclude if this indeed is the direct contributor, 
yet a sub-standard print head alignment strategy 
will be a valid explanation to the cause behind 
the variance seen. 
  
FUTURE WORK 
It is believed that in order to achieve better 
spatial coloring accuracy of ink-jet based full-
color AM technologies, further attention to the 
importance of machine calibration and 
verification this must be raised, and routines for 
correcting and optimizing color deposition must 
be improved. A variance between color channels 
of the manufactured verification artifacts 
indicated that better spatial coloring accuracy 
can be achieved by implementing a better print 
head alignment strategy than the one used in 
the machine subjected to this study. It is 
suggested to expand on the analysis to span 
over the entire horizontal build-envelope, and to 
expand the study to multiple artifacts for each 
color channel in order perform statistical 
hypothesis testing. Finally, this study aimed to 
propose a general method for spatial color 
verification within full color Additive 
Manufacturing. Vertical spatial color verification 
has not been carried out yet, but will yield more 
evidence of the capabilities of the method 
proposed. 
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ABSTRACT
In this paper we address the colorimetric perfor-
mance of a multicolor additive manufacturing pro-
cess. A method on how to measure and charac-
terize color performance of said process is pre-
sented. Furthermore, a method on predicting the
color output is demonstrated, allowing for pre-
visualization of parts prior to print. Results show
that color prediction can be achieved with an av-
erage color difference error of ∆E∗00 = 1.5 and
std.dev σ = 0.75, with similar order of magnitude
as the literature defined threshold for „Just Notice-
able Difference” (JND).
INTRODUCTION
Additive manufacturing has been an accepted
means of production for the past decade and is a
rapidly growing market. Today, additive manufac-
turing technologies are offering multi-color printed
parts in an assortment of different materials[1].
Availability of print per order parts, where cus-
tomers can supply their own high resolution color
textures and geometries, has become a real-
ity1234. Therefore, geometry and color quality as-
surance is required. So far, research focus has
been placed on geometrical verification, giving
promising results, whereas less effort has been
placed on color verification[2][3]. Here we ad-
dress the colorimetric performance aspect.
When converting 3D color models to the physi-
cal domain, through additive manufacturing, the
enormous range of color available during model-
ing is not reproducible by the printer. The com-
plete range of producible colors is known as the
printers gamut. Any input colors outside the print-
able gamut will simply be constrained to a gamut
boundary color, as illustrated in Figure 2. This
is a known problem in the paper printing indus-
try and is normally solved through printer profil-
1shapeways.com
2twinkind.com
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ing. Printer manufacturers sometimes offer these
printer profiles which describe the printers color
production capabilities according to a standard
defined by the International Color Consortium
(ICC).
In order to fully profile a printers color gamut, one
would ideally define the input 3D model in terms
of the printers native color space (CMYK ). Un-
fortunately this is not possible, as color 3D mesh
representations are derived from the RGB space.
This is to be expected, as these data formats are
mostly intended for use in RGB based devices
such as a computer monitor. It is clear that the
growing market of color 3D printing calls for a
new or updated mesh format. To the authors best
knowledge, no color 3D printing manufacturer of-
fers color profiles or color management features.
That being said and due to most printers pro-
prietary nature, any color correction needs to be
made at the 3D modeling level.
MATERIALS AND METHOD
In order to characterize the gamut of a ZCorp
ZPrinter 650, a patched color plate was printed
as seen in Figure 1.
FIGURE 1. 3D model of the color calibration
plate, providing 729 unique color patches.
FIGURE 2. Comparison of input sRGB values to the actual measured values after print. The printers color
generation limitations are apparent. Any colors outside of this printer gamut are not printable.
3D Model Generation
The color plate was generated in the Wavefront
.OBJ format where each square in the plate was
defined with a unique face color. This method
was selected over applying a color image texture
onto a blank plate. Thus, eliminating all uncer-
tainties of texture handling and mapping in the
printer software. The 729 unique color patches
were sampled evenly from the entire three dimen-
sional sRGB space, as visualized by Figure 2.
This 9 × 9 × 9 sample was selected due to phys-
ical size constraints set by the color measure-
ment system used. The final plate dimensions
are therefore 64.25 × 64.25 × 3 mm with individ-
ual patch size of 2.15× 2.15 mm.
Print Procedure
In order to capture the variability between prints,
a set of 15 plates were printed in a stacked config-
uration, centered in the build volume. Layer thick-
ness was set to 89 µm, bleed compensation en-
abled and the ZP150A powder was used. Special
care was taken in thoroughly removing residual
powder as to minimize color variations between
prints whose effect can be seen in Figure 3. As it
is known, infiltrating substances have significant
effect on color vibrancy, and therefore the prints
were not infiltrated in order to minimize additional
variability. Modeling of this effect, dependent on
infiltration type is a subject for future work.
FIGURE 3. Two color plates, before brushing
(left) and after brushing (right).
Measurement
Each color patch was measured using the multi-
spectral imaging system VideometerLab2.5 The
VideometerLab2 allows for rapid color capture of
an entire plate, contrary to other point sample
based color measurement devices such as a col-
orimeter. Measurements were made in the de-
vice independent CIELAB color space under the
D50 illuminant. Example output from the instru-
ment can be seen in Figure 4. An automated
color patch extraction algorithm was implemented
5www.videometer.com
and for each colored patch an average color value
was computed, ideally simulating the perceptual
integration as some color values are printed in
dithered like patterns.
FIGURE 4. Automated patch extraction algo-
rithm collects patches and computes their aver-
age color value.
RESULTS
An average plate was computed from all of the
15 measured plates. The color difference metric
∆E∗00 from the average color was computed for
each color in the CIELAB space[4]. The color dif-
ference distribution from the mean for each plate
is shown in Figure 5.
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FIGURE 5. Boxplots illustrating color difference
∆E∗00 from the group mean. Median value is
shown as a line in each box; Box edges are the
25th and 75th percentiles; Whiskers extend to the
most extreme data points not considered outliers;
Outliers are plotted individually.
It is apparent from the figure that the first and
last plates in the stack differ significantly and are
therefore omitted from the model. Further study is
needed in order to evaluate whether this is a reoc-
curring trend. Figure 2 shows the transformation
from the input sRGB values and the measured
values. It is clear that the printer is not capable of
printing a large majority of the input colors. Fig-
ure 6 clearly shows the printers inability to pro-
duce darker colors and the average color error is
∆E∗00 = 21.4, std.dev σ = 4.15. Several studies
have tried to estimate the Just Noticeable color
Difference threshold (JND) of the ∆E∗00 metric,
however many are in disagreement. Documented
JND threshold values range from 1 to 5.9[5]. The
average systematic error was estimated by re-
peatedly measuring the same plate several times
and an identical analysis performed. The mea-
sured systematic error difference was ∆E∗00 =
0.11 and std.dev σ = 0.07, orders of magnitude
lower than the variations between prints.
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FIGURE 6. Color difference between the ideal
plate and an average of the measured plates.
From the average color plate measurements, a
3D Look-Up Table (3D LUT) was constructed re-
lating the input sRGB space to the measured
CIELAB space. The input LUT is essentially a
3D lattice structure where each lattice corner con-
tains CIELAB measurement data. From there,
any intermediate points within a single lattice
cube can be estimated using trilinear interpola-
tion. This 3D LUT model can thus be used to pre-
dict resulting color measurements of a printed ob-
ject given an input color. 3D LUTs are commonly
used for this color conversion purpose and can be
efficiently implemented on modern hardware.
MODEL EVALUATION
A week after the initial prints were made, a color
plate as seen in Figure 7 was generated with ran-
dom color values. A print prediction was per-
formed using the 3D LUT model and the plate
was printed using identical procedures as before.
Post print, the plate was measured and compared
to the predicted output. The color difference from
the prediction obtained from the 3D LUT model
and the measured plate is illustrated in Figure 8.
The computed error mean was ∆E∗00 = 1.5 with
std.dev σ = 0.75.
FIGURE 7. Plate with randomly generated colors,
used for model verification.
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FIGURE 8. Color difference between prediction
and actual measurements of the random plate.
DISCUSSION AND SUMMARY
The method described in this paper has been ap-
plied on an inkjet based 3D printer. Its variability
and color limitations were visualized. When look-
ing at the group statistics of the plates we observe
the bottom and top plates to be statistically differ-
ent from the rest. For the plate located in the bot-
tom, we have two hypotheses. Firstly, the pow-
der in the build chamber might not be compact
enough in the bottom prior to print, thus yield-
ing different surface textures. Secondly, the print
head might not have reached a steady state of
operation so early in the print. For the top plate,
we believe it might be a factor of powder compres-
sion and drying as only a few extra layers of pow-
der are deposited over the last plate. The remain-
ing plates were measured using a multi-spectral
imaging system with determined average system-
atic color measurement error of ∆E∗00 = 0.11 and
std.dev σ = 0.07. Upon comparing the input data
to an average of the measured data it was ap-
parent that a large part of the input colors was
not printed to specification. In fact, the average
color error was ∆E∗00 = 21.4, std.dev σ = 4.15
and maximum color error greater than 45. Signifi-
cantly exceeding the literature defined noticeable
color difference threshold which ranges from 1-
5.9. The largest error contribution was from the
darker colors, particularly in the absence of red
and green. These error regions are expected to
somewhat heal by infiltration, where darker re-
gions are known to benefit greatly. However, this
might come at the price of the more lighter colors,
as white will appear more grayish. A 3D Look-
Up Table was constructed relating the input color
values to the empirically measured color values.
This allowed for a simple and efficient way to per-
form a color prediction given an input color value.
If an input color value was not present in the
table, trilinear interpolation was performed from
the known values, yielding a color estimate. To
evaluate the prediction model, a new color plate
was generated consisting of randomly generated
color patches. It was printed on the same printer
and finally compared to the generated prediction
model. The model captured the color conver-
sion well with reasonable accuracy and an av-
erage color difference error of ∆E∗00 = 1.5 with
std.dev σ = 0.75. This result lies within the no-
ticeable color difference threshold range, making
this method a promising candidate for color cor-
rection. Some error contribution is due to interpo-
lation of color values, to which extent is unknown.
The effect could be minimized by an even greater
sampling of the input color space. An important
aspect of this study lies in the fact that the model
and model verification was performed at a weeks
interval, whilst the printer underwent normal use.
It is therefore, interesting to see the stability of the
print process and that the model holds, making
this a candidate for longer term production runs
utilizing the current setup.
FUTURE WORK
Reverse modeling methods will be attempted, re-
lating the CIELAB output space to the sRGB input
space. Color correction could thus be applied to
the 3D modeled part prior to print. Furthermore,
a further statistical analysis on the error compo-
nents will be conducted.
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ABSTRACT
In this paper we present a color design pipeline
for 3D printed or additively manufactured parts.
We demonstrate how to characterize and cali-
brate a commercial printer and how to obtain
its forward and backward color transformation
models. We present results from our assistive
color design tool, allowing for colorimetric accu-
rate prints and visualization of the printed out-
come, prior to print. Lastly, we demonstrate our
pipeline by accurately reproducing a real physical
object.
INTRODUCTION
Due to physical constraints in the 3D color print
process, it is impossible to print parts in all col-
ors that we are presented with in the digital do-
main. The rich saturated colors are simply not
available with current printer technology. Failure
to acknowledge this limitation results in both dis-
appointment and dull prints. The paper printing
industry has been dealing with these problems
for decades, still we have yet to see any of the
solutions made available for the 3D domain. As
of today, no formats supported by the additive
manufacturing (AM) printer industry offer CMYK
(Cyan, Magenta, Yellow, Black) color inputs, de-
spite it being the native color space of most color
printers [1]. Instead, RGB (Red, Green, Blue) is
used, as the 3D formats were initially intended for
display in RGB based devices, such as computer
monitors and televisions.
The transformation from additive RGB colors to
subtractive CMYK is handled within the printers
hardware. Due to its proprietary nature and lack
of color management features, any color related
efforts must be made on the 3D model level. A
designer is thus designing colored parts in the
blind as no relationship exists between the color
presented in the computer monitor and the final
printed output. Previous efforts focusing on color
in additive manufacturing has addressed color
placement [2], appearance [3] and attempted to
shed light on this problem by modeling the color
conversion, thus allowing for color print prediction
[4].
In this paper, we take inspiration from the paper
printing industry and apply known methods on the
new medium. We present a full end-to-end color
design pipeline which allows for color specifica-
tion. The ability to accurately specify colors and
appearance of 3D printed objects has applica-
tions ranging from rapid product design, printing
prosthetics or dentures seamlessly matching their
hosts, and for physical replication of objects.
(a) Dry (b) Infiltrated
FIGURE 1. Printed color calibration artefacts
used in this study.
CALIBRATION
In order to print user specified colors, it is im-
portant to understand the color capabilities of the
printer. This is obtained by characterizing and
modeling the printer’s output colors in relation to
its input. In this section, we present a calibra-
tion method which produces forward and back-
ward color models of the print process. Using
the forward model, it becomes possible to pre-
visualize the resulting printed color given any in-
put color. Furthermore, if one wishes to print
a specific color, the backward model will return
the input color required for producing the desired
printed color or the closest available color. The
calibration procedure is described in the following
steps:
Step 1: Calibration Plates
A 3D color plate was generated which has colors
sampled uniformly from the RGB color space. A
total of 9 samples were made per dimension, re-
sulting in 729 unique colors. We chose this value
due to size restrictions of our color measurement
system. Ideally, the more samples used in this
process the more accurate the characterization
and calibration.
Step 2: Print
Two color calibration plates were printed on a
Zcorp Zprinter 650 color printer. The plates were
thoroughly brushed in order to remove any resid-
ual surface powder. One plate was infiltrated with
cyanoacrylate whereas the other was kept dry
without any infiltration.
Step 3: Measure
Both plates were measured using the multi-
spectral imaging system VideometerLAB 41. Both
CIELab D50 and sRGB D65 measurements were
obtained for each color patch using an auto-
mated algorithm. Figure 2 illustrates the mea-
sured range of printable colors possible. It is clear
the color gamut is significantly enhanced after in-
filtration, however at a slight cost of the lighter col-
ors such as white.
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FIGURE 2. Visualization of the printable color
range. (Gamut)
Step 4: Forward and backward model
From the empirical measurements relating input
colors to measured colors we construct a 3D look
up table (3D LUT) of 9×9×9 elements. The table
is then linearly interpolated up to 256× 256× 256,
thus covering the 8 bit RGB representation. Using
the forward lookup table, it is possible to predict
measured colors for all input colors. For the back-
ward model a reverse 3D LUT was made of di-
mensions 256×256×256 mapping measured col-
1videometer.com
ors to its input. For all colors outside of the print-
able gamut, the nearest neighbor color value was
used. This resulted in an 8 bit 3D LUT which re-
turns a color measurement for all possible inputs.
By precomputing the LUTs, it becomes possible
to efficiently use them as 3D textures commonly
used by the computer graphics community.
Step 5: Verification
In order to verify the forward model, a new color
plate was printed consisting of random colors.
The plate was measured and the color difference
metric ∆E∗00 between the model and the mea-
surements was computed for each color in the
CIELAB space [5]. The results for the dry and
infiltrated model can be seen in Figure 3. For the
dry plate we obtain an mean prediction error of
∆E∗00 = 1.3 and std.dev σ = 0.9. For the infiltrated
plate we obtain ∆E∗00 = 1.5 and std.dev σ = 1.2.
The increase in standard deviation is as expected
since additional variability is introduced in the in-
filtration process. From Figure 3, it is clear that
majority of points lie within the documented just
noticeable difference (JND) range from 1 to 5.9
[6, 7]. The prediction model is thus considered
satisfactory.
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FIGURE 3. Boxplots illustrating color difference
∆E∗00 between the measurements and the pre-
diction model. Median value is shown as a line
in each box; Box edges are the 25th and 75th
percentiles; Whiskers extend to the most extreme
data points that are not considered outliers; Out-
liers are plotted individually.
COLOR DESIGN TOOL
After the printer characterization, we used the cal-
ibration data to develop a design tool which en-
ables us to pre-visualize parts before print and to
perform color correction if needed. The tool has
been developed using the Unity-Game Engine2.
2unity3d.com
(a) Manual Mode
(b) Automatic Mode
FIGURE 4. Screenshots from our design tool.
Showing manual and automatic modes of oper-
ation.
Figure 4 shows screenshots captured during op-
eration. The pre-visualization feature makes use
of the forward 3D LUT in order to visualize the
resulting print of a 3D color model. The reverse
3D LUT is used to perform color compensation on
the 3D model in order to account for the change in
color due to the print process. Figure 5 shows a
toy example for a 3D model of an elephant using
the infiltrated 3D LUTs. It is clear that the print
prediction of the model (Figure 5b) looks differ-
ent from the original model (Figure 5a), while after
applying the appropriate color compensations the
print prediction of the model (Figure 5d) is closer
to the original model even though there are still
some differences in the colors of the eyes and of
the tusks of the elephant.
A good color correction can be done only if the
colors of the 3D model lie inside the printable
color range. Our design tool provides a feature
for visualizing which colors of a 3D model are out-
side the gamut and therefore are not possible to
(a) Input model. (b) Model print prediction.
(c) Color corrected model. (d) Corrected model: Print
prediction.
FIGURE 5. Design tool results (Infiltrated LUTs).
correct by using the measured 3D LUTs. Figure
6 shows the elephant model using the infiltrated
3D LUTs where the colors of the eyes and tusks
do not lie inside the printable gamut shown in Fig-
ure 2b. As result, they are highlighted with a red-
dish color. For each color that is not printable,
the reverse 3D LUT provides the nearest printable
color, and while in some cases, e.g. elephant’s
tusks, this approximation might give acceptable
results in other cases, e.g. elephant’s eyes, the
corrected color is far away from the original color.
In terms of colorimetric accuracy, this might not
be acceptable. However, if the goal is to produce
visually pleasing results, the tool allows the user
to maintain the relative relationship of colors.
(a) Input model.
Out of gamut
colors
highlighted in
red.
(b) Gamut and
input color
visualization.
(c) Print
prediction.
FIGURE 6. Design tool output using infiltrated
LUTs. Model colors are marked as red dots,
whereas the printable region is depicted in blue.
On the model, the out-of-gamut colors are high-
lighted in red, alerting the user that these colors
will not be printed correctly.
In order to correct the colors outside of the gamut,
our tool gives the possibility to manually change
the colors of the model until they all lie inside the
printable color range. Then, by performing an au-
tomatic compensation based on the forward and
reverse LUTs, we can visualize the print predic-
tion of the manually-corrected 3D model. An ex-
ample of this feature can be seen in Figure 6,
where we see a 3D input model with the high-
lighted out-of-gamut colors, and the resulting print
prediction of the corrected 3D model. Addition-
ally the RGB color space is visualized dynami-
cally where the printable gamut (blue region) and
the colors included in the original 3D model (red
dots) are shown. This gives the user a dynamic
visual feedback of how many colors of the input
model are lying outside of the gamut and there-
fore not printable.
The manual color correction is performed by scal-
ing and translating the red dots representing the
colors of the input model until they fit inside the
region covered by the gamut. This is done inter-
actively using sliders. The colors that are man-
ually placed inside the gamut become printable
and the reverse and forward LUTs show dynam-
ically the color correction print prediction of the
model as close as possible to the manually cor-
rected input model. A designer thus has full con-
trol over the colors in a ’What you see is what you
get’ (WYSIWYG) fashion, greatly simplifying the
design process.
EXAMPLE: PART REPLICATION.
To further evaluate our model and design tool, we
measured a sample of cork in order to create a 3D
printed replica. Figure 7 shows results from our
design tool which given an input 3D color model
(Figure 7a), visualizes its resulting print (Figure
7b). The tool then produced a corrected version
(Figure 7c) where the infiltrated reverse 3D LUT
was used to compensate for the change in color
during the print process. For user verification the
corrected print prediction is shown in Figure 7d.
The corrected color model shown in Figure 7c
was printed on a Zprinter 650, allowed to dry,
thoroughly brushed and then finally infiltrated with
cyanoacrylate. In parallel, the cork was printed
with and without color compensation in various
sizes. The final printed output can be seen in
Figure 8 where the cork replica with color com-
pensation closely resembles the actual object,
whereas the cork without compensation is ob-
servably darker.
(a) Original
sample as
measured.
(b) Original
sample:
Print
prediction.
(c) Color
corrected
Sample.
(d)
Corrected
sample:
Print
prediction.
FIGURE 7. Results from our color design tool.
Demonstrating pre-visualization of parts prior to
print. c) shows the color corrected sample as
would be used as input to a print process. d)
shows the end result, which accurately matches
the original sample a).
FIGURE 8. Final printed results.
A: Enlarged printed cork without color correction.
B & D: Printed cork with color correction.
C: Original cork sample.
E: Enlarged printed cork with color correction.
DISCUSSION
The process described in this paper has been im-
plemented on an industrial color 3D printer. We
demonstrated a successful calibration procedure
and a method to verify its validity. The results
show that accurate color predictions and calibra-
tion can be obtained with color difference error av-
eraging comfortably under the JND metric thresh-
old. We presented preliminary results from our
color design tool that can pre-visualize parts be-
fore print as well as apply automatic color com-
pensation based on the calibration models. Fur-
thermore, it offers manual means of correcting for
color whilst providing visual feedback to the user
in the form of a dynamic print prediction and 3D
gamut plot. Lastly, we show an example where
we produce a 3D replica of a real physical ob-
ject. Our results show that with color compensa-
tion and careful modeling of the print process it
is possible to print accurate color replicas closely
matching the original object’s appearance. With
the help of our pipeline, it is thus possible to spec-
ify printed colors accurately. This enables the
printing of colored prosthetics or dentures seam-
lessly matching their hosts as well as delivering
true and accurate prints of designs during prod-
uct development.
The design tool will be made publicly available in
the near future.
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INTRODUCTION 
With the growing acceptance of Additive 
Manufacturing (AM) as a family of hyper-flexible 
additive machine tools, it has been an on-going 
objective of the Technical University of Denmark 
to implement flexible computer vision based 
geometrical verification systems for AM machine 
tools, allowing for automated in-situ 3D 
metrology[1-4]. These systems allow for 
automated in-situ 3D metrology. Prior art value 
this type of automated geometrical verification 
as an enabling technology that will allow for 
efficient verification of highly complex 
components manufactured by the principles of 
mass-customisation [4]. Earlier implementations 
of in-situ monitoring systems by the authors 
have been achieved through CCD camera 
technology, and allowed for complete 
geometrical reconstruction of manufactured 
parts down to 20µm in accuracy [4]. 
 
This paper presents a new and novel method for 
acquisition of image data in powder-bed based 
AM machine tools based upon contact image 
sensors, that has the potential to push resolution 
and level of integration to new heights. Contact 
image sensors (or line scan image sensors) are 
the type of sensor devices commonly found in 
flatbed scanners. Recent developments have 
resulted in the readily availability of flatbed 
scanners with single digit micron resolution [5-6]. 
The sensor of a state-of-the-art flatbed scanner 
has an optical resolution of up to 9600 dpi (2.65 
µm) [6]. As a result of this, flatbed scanner 
image sensor technology has recently been 
used as an enabler for establishing new and 
effective means for geometrical verification, here 
amongst the application for three-dimensional 
analysis of roughness parameters of milled 
surface by the scanning of samples [7].  
 
With inspiration from these new advances, it is 
proposed by the authors that by letting a contact 
image sensor traverse the build chamber with 
the re-coating unit of a powder-bed based AM 
machine tool, an elegant image acquisition 
system can be integrated into the machine tool. 
This new and novel method will allow for future 
integration by machine manufacturers to provide 
for an unobstructed computer vision system that 
automatically will scan the surface of the powder 
bed during the recoating procedure. Single 
powder grains will from the high resolution of the 
optical sensor be identifiable on scans, and will 
not only allow for geometry verification of 
manufactured components, but allow for ultra-
precise per-layer measurements of powder grain 
size distribution, packing density over the build 
chamber and defects from the powder 
consolidation process, all of which can be used 
for closed-loop control of the machine tool. This 
paper serves to propose the method, and proof 
the method by the introduction of a fully 
functional prototype system, which in its first 
instalment will be employed for geometry 
reconstruction from line scan data. 
 
In spirit of the obvious benefits from a 
manufacturer-integration of the system, focus 
has been on the realization of a prototype 
system, that by implementation will not increase 
the mechanical system complexity and does not 
affect the manufacturing rate of the AM machine 
tool onto which the system has been retrofitted. 
Unlike previous CCD based implementations, 
lens distortion and ambient light variations are 
not present in this new system. Image data can 
be used to verify the manufactured geometry, as 
done by the authors through Prior Art, and has 
the potential to generate much higher quality 
data than what can be achieved through CCD 
imaging. 
 
METHOD 
The prototype system of the proposed contact 
image sensor based in-situ verification system 
has been constructed at the Additive 
Manufacturing research group at the Technical 
University of Denmark. The system that can be 
seen in figure. 1 has been retrofitted on a zCorp 
310 plus. The zCorp z310 is an older powder-
bed system from zCorporation (now 3D 
Systems) that excel in its simplicity and was thus 
deemed an obvious candidate for the 
implementation of the system. The contact 
image sensor is a 297 mm wide image sensor 
from a Mustek A3 scanner with an optical 
resolution of 2400dpi (11µm) and with software 
Interpolated resolution of 9600 dpi (2.6µm). The 
scanner has been set up, so that the sensor will 
scan the build-chamber as an integrated part of 
the powder recoating sequence. 
The current implementation does not possess an 
optical scan resolution where individual powder 
grains can be identified in acquired image data, 
as can be achieved, since the contact image 
sensor module had to be sourced with ease-of-
integration in mind. Single grain identification is 
possible through oversampling and interpolation, 
but has not yet been pursued during the initial 
proofing of the prototype system.  
 
Proofing and testing the system was done to 
prove the geometrical reconstruction capabilities 
of the system, based upon Prior Art  [2-4] and 
carried out by manufacturing a hole plate 
artefact. From this artefact the robustness of the 
prototype system is subsequently assessed. 
 
 
 
FIGURE 1. Contact Image Sensor based 
acquisition system on a zCorp z310 plus during 
a production run. 
 
 
For each image acquired from the contact image 
sensor, a sequence of image processing is 
carried out. Since the contact image sensor is 
retrofitted to the z310, the raw image from the 
contact image sensor will be distorted since it is 
hitching along with the stock powder recoating 
unit, and is dependent on the predefined motion 
pattern for spreading a new layer of powder over 
the build chamber. Acceleration of the recoating 
unit deceases sampling density and will 
compress the scanned image whereas 
deceleration of the recoating unit increases 
sampling density and will stretch the scanned 
image. The effect can be seen in figure 2. The 
direction of travel of the gantry, and thus the 
scan direction is from left to right, where on the 
right hand side, the image has been stretched 
from the increasing sampling density during 
deceleration of the gantry system. 
 
 
 
FIGURE 2. Raw and distorted image acquired 
from the contact image sensor. Top: Sine wave 
for image correction purposes Bottom: 
Calibration plate printed to validate the process. 
 
 
The primary obstacle that was faced from 
treating image data was to derive the position of 
the gantry and recoating unit during scanning in 
order to take the stretching of the image into 
account. The position cannot be extrapolated 
from the machine software real-time, and it was 
optioned not to tap into the machine rotary 
encoder system. To solve this, it was chosen to 
use a sinusoidal position reference so that the 
position of the gantry of the z310 could be 
accounted for at all times. On a production setup 
Gantry travel 
featuring the proposed in-situ scanning system, 
this reference is preferably comprised of a 
stand-alone calibrated waveform imprinted on a 
straight glass scale.  
 
Spite this, it was decided to manufacture a 
geometry shaped as a sine wave directly with 
the z310 as part of the build-job, to be used as a 
positional encoder. This method relies on the 
geometrical accuracy of the z310, to validate 
itself, and can therefore be regarded as being 
flawed in its implementation. This is done by 
intent, to distinctly show the robustness of the 
system. By letting the z310 manufacture its own 
calibration standard along with each 
manufactured layer, error constituents from the 
vision system can be isolated. If a subsequent 
analysis of a reconstructed geometry shows that 
any measure deviates from nominal value, this is 
a direct indication of the variance of acquisition 
of image data from the contact image sensor 
system, and thus the reproducibility of the 
imaging system. 
 
 
IMAGE PROCESSING & ALGORITHMS 
Image processing is comprised of two major 
steps. The initial is to clean up and apply 
correction to each image frame captured during 
a build job. The second step is to reconstruct 
geometry from each captured image frame, by 
identifying the holes in the hole plate so that a 
reconstruction of the manufactured artefact can 
be obtained. The latter is carried out according 
to Prior-Art published by the authors [1-4]. Clean 
up and correction is carried out as follows for 
each image frame. 
 
Bias removal 
In order to remove intensity inhomogeneity from 
the raw image, a sample of the bias field is taken 
from the image background. From this a gain 
calibration matrix is generated from the bias field 
sample. An element-wise division of the image 
matrix with the gain calibration matrix is 
subsequently done to remove the bias field from 
the image. 
 
Sine extraction 
The sine wave is extracted by an element-wise 
thresholding in order to binarise the waveform 
matrix. The waveform is gathered from a mean 
of the thresholded waveform matrix as seen in 
figure 3. The waveform is finally normalized to 
amplitude of 1. 
 
 
 
FIGURE 3. Sine wave extraction for 
extrapolation of contact image sensor position.  
 
 
Phase extraction and unwrapping 
From the sine wave, the phase is extracted 
using Hilbert transform. The phase angle is 
calculated from the Hilbert transform, and then 
unwrapped. The procedure can be seen in figure 
4. 
 
 
FIGURE 4. Phase extraction and unwrapping of 
the sine waveform. 
 
 
Finally the image correction can be applied 
according to the unwrapped phase in the 
direction of gantry travel, and data gaps can be 
interpolated in the image matrix. This is followed 
by a scaling to match sensor resolution along 
the gantry to the length of the unwapped phase 
vector over the gantry travel distance. 
 
Circle Hough Transform 
Finally, in order to validate the quality of the 
processed image, a circle Hough Transform 
feature extraction is applied in order to detect 
the circles on the hole plate artefact. It is a 
specialization of Hough Transform. The result 
can be seen in figure 5. 
 
 
FIGURE 5. Holes detected by the Circle Hough 
Transform method. 
 
 
VALIDATION & RESULTS 
 
Since the prototype system manufactures its 
own sinusoidal reference standard, all 
measurements are expected to conform to 
nominal values. Momentarily assuming the 
absence of measurement uncertainty from the 
contact image scanning system, and a complete 
stable AM process, every measured point will 
theoretically match nominal values of the 
manufactured artefact. Any divergence from this 
ideal, is therefore an expression of the 
decreased robustness to the ideal image 
acquisition system.   
 
Validation of the method has been carried out 
from manufacturing the geometrical features 
previously depicted in figure 2. A series of 6 
images was randomly chosen for validation of 
the method, yielding comparable results. Thus 
the analysis was continued focusing on one 
randomly selected image.  
 
For the selected image, upon processing, each 
hole location detected has been correlated with 
the corresponding nominal value (shown as a 
grid) in figure 6. The plot has been magnified by 
a factor of 10 to clearly visualize errors that 
would otherwise not be perceived, and a scale 
bar is present in the upper right hand corner of 
the plot. 
 
 
FIGURE 6. Hole positions (blue) as measured 
by the contact image scanner system referen-
ced to nominal values(grid lines) at 10 X error 
magnification. 
 
 
It can be seen that no data point in the plot is 
further from nominal than 50µm, and as such the 
image acquisition system as a whole conform 
within said range. More noticeably is it that the 
horizontal error component is larger for all data 
points, which indicate that better performance 
can be yielded if the assumptions relating to the 
quality of the sinusoidal reference and stability of 
the process not hold true, and an external 
calibrated sinusoidal reference is used. 
 
 
CONCLUSIONS & FUTURE WORK 
A method and a fully functional prototype system 
for Contact Image Sensor based in-situ 
verification of powder-bed based AM machine 
tools has been demonstrated. The motivation 
behind this work is manifold. A robust in-situ 
process monitoring and geometrical validation 
system is highly advantageous, especially if 
aiming to meet the visions of increasing 
enrolment of manufacturing equipment, tailored 
for mass customization. Furthermore the 
technology will offer the potential to monitor and 
control powder bed based AM processes from 
parameters such as the powder grain size 
distribution and the corresponding packing within 
the build chamber. Finally the system is very 
easily integrated into powder-bed based 
systems due to the seamless integration 
potential with the recoating subsystem, which 
already traverse the build for each recoating 
sequence.  
 
The system in its first implementation has shown 
promising results in its capabilities for acquiring 
image data in-situ while the machine tool is 
building objects, layer-by-layer. The system was 
shown to be in accordance with reference 
measurements within 50µm. A fixed calibrated 
sine wave ruler will in future retrofitted 
implementations easily be attached along the 
build-chamber in order to provide calibrated 
positional feedback. It is expected that from the 
current state of development within the contact- 
and line image sensor technology, and through 
ASICS/FPGA hardware, it is a matter of 
implementation to unleash the capability of 
providing ultra-high resolution scans of the 
powder bed surface with single digit micron 
precision, and real-time mapping of the powder, 
and thus has the potential to be one of the most 
capable sensor technologies for the powder-bed 
AM machine tool of tomorrow. 
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ABSTRACT:
Structured light systems are popular in part because they can be constructed from off-the-shelf low cost components. In this paper we
quantitatively show how common design parameters affect precision and accuracy in such systems, supplying a much needed guide for
practitioners. Our quantitative measure is the established VDI/VDE 2634 (Part 2) guideline using precision made calibration artifacts.
Experiments are performed on our own structured light setup, consisting of two cameras and a projector. We place our focus on
the influence of calibration design parameters, the calibration procedure and encoding strategy and present our findings. Finally, we
compare our setup to a state of the art metrology grade commercial scanner. Our results show that comparable, and in some cases
better, results can be obtained using the parameter settings determined in this study.
1. INTRODUCTION
Structured Light (SL) systems enable robust high quality capture
of 3D geometry, and are actively used throughout several fields.
These systems can be constructed using commercial off the shelf
(COTS) hardware, making them accessible and affordable. The
obtainable accuracy and precision of such systems vary consider-
ably, and are mainly functions of several design parameters. The
influence of these parameters has not been studied extensively in
the literature. Previously, no combined study has systematically
investigated the effect of common parameter choices on the final
result and quantified them using an established standard.
To address the lack of work in this regard, we investigate how
common design choices influence precision and accuracy. Our
analysis is based on our own active stereo-vision setup consist-
ing of two industrial cameras and a consumer projector. We
empirically show our parameter selection such that maximum
performance is obtained, and quantify using the VDI/VDI 2634
(Part 2) guideline. Finally, we compare our results to a commer-
cial metrology grade scanner (GOM ATOS III Triple Scan) as a
benchmark against state of the art, with decent results. Through-
out this study we seek to employ widely available and accepted
methods & models used in such systems to obtain easily repro-
ducible results.
The contribution of this paper lies in the attempt to quantitatively
answer the following questions
• What calibration parameters should be included in the cali-
bration procedure?
• What angular range of observations is required in the cali-
bration procedure?
• How many observations are required for calibration?
• Which SL encoding strategy is the overall best performer?
We believe this to be valuable information for practitioners want-
ing to build their own system, e.g. as part of research projects or
industrial implementations.
This paper is structured as follows. Section 2. covers related
work. Section 3. gives an overview of our experimental setup.
Section 4., 5. and 6. covers our investigations on calibration pa-
rameters, calibration observations and encoding strategies respec-
tively. In section 7. we compare our system to a commercial sys-
tem and finally, we conclude in section 8..
2. RELATEDWORK
Much work has been devoted to the field of SL systems e.g. (24,
7, 6, 11, 30). These contributions have mostly dealt with the
methodological development of such systems whereas less focus
has been placed on quantitative accuracy and precision analysis.
One of the most important factors with respect to accuracy is sys-
tem calibration. While recent focus has been placed on projector-
camera calibration (32, 18, 17), we here consider an active stereo
vision setup (14, 31, 33), without projector calibration. Precision
is considered to be mostly dependent on the encoding strategy.
A vast selection of methods have been proposed, see (26, 10, 8)
for recent surveys. While many of these methods aim to reduce
the number of patterns, the amount of outliers and computational
complexity, less focus has been placed on precision. Here, we
compare selected encoding strategies from a precision and accu-
racy perspective.
Characterising SL systems in terms of accuracy is a challenging
and ongoing problem, which despite its relevance has only seen
few published guidelines and standards. The only currently pub-
lished standard is the German VDI/VDE 2634 Part 2 guideline (1,
13), Optical 3-D measuring systems – Optical systems based on
area scanning. This guideline aims to capture the complex nature
of such a system, using a number of length and shape measure-
ments throughout the scanning volume. Researchers have already
accepted this guideline for evaluation of 3D scanning systems (4,
20, 3, 2). We here argue that the guideline is lacking to some
extent. Firstly, it fails to capture frequency response character-
istics of SL systems using the proposed low frequency artifacts.
Lastly, the artifacts are optically ideal for SL scanning. There-
fore, results only indicate ’best case’ results, given that particular
material. The standard is however well suited for relative mea-
sures e.g. for acceptance testing and benchmarking purposes.
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XL-5/W8, 2016 
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Figure 1: Our structured light system setup with two high-
resolution industrial cameras, a Full HD LED projector and a ro-
tation stage mounted on a rigid aluminum mount. Specifications
are given in Table 1.
Figure 2: The calibration plate used in this study sitting on a rigid
wooden support frame. Manufactured from (400×280×12 mm
unhardened float-glass. A high resolution printed checkerboard is
glued on the flat surface.
Limited work has been conducted on SL parameter investigations
and their effect on overall performance (19). However, to the au-
thors knowledge, no quantitative evaluation has been performed
on how the different SL parameters directly influence the final
results as defined by the VDI/VDE guideline.
3. EXPERIMENTAL SETUP
Our structured light setup, as seen in Figure 1, consists of two
industrial cameras (Point Grey Research GS3-U3-91S6C-C) and
a high resolution DLP projector (LG PF80G) mounted on a rigid
aluminum beam structure. Technical specifications are given in
Table 1. In addition, a high precision turntable is used in order
to provide automatic rotation of a calibration checkerboard. The
apparatus and scan objects can be fully enclosed during capture,
in order to prevent ambient light contamination.
Parameter Specification
Cameras CCD Sony ICX814 1”
Cameras Resolution 3376× 2704 px
Camera Lens Focal Length 16mm
Camera Lens Aperture 5.6
Camera Exposure 66.66ms
Projector Resolution 1920× 1080 px
Camera Baseline 450mm
Camera Object Distance ∼ 750mm
Stereo Field of View (FOV) (300× 300× 230) mm
Table 1: Technical specifications of our structured light setup.
Figure 2 shows the calibration plate and Figure 3 shows the VDI/VDE
2634(2) measurement artifacts used during this study. The arti-
facts consist of a flat white painted aluminum plate and two ce-
ramic spheres separated by a known distance. Both artifacts have
been measured according to procedure T3-01 of ISM3D using
a coordinate measurement machine (CMM), and traceability has
been established through the virtual CMM method. Specifica-
tions for nominal values and attached uncertainties are listed in
Table 2 and 3.
Figure 3: Calibration artifacts according to the VDI/VDE
2634(2) standard. Top: painted and lapped aluminum flat. Bot-
tom: alumina-circonium ceramic spheres on a carbon-fiber rod.
Nominal values are given in table 2 and 3.
Following the VDI/VDE 2634 (2), we use four quality parame-
ters:
• Probing error form, PF , which describes the radial range of
residuals from a least squares fit sphere with up to 0.3% of
the worst points rejected.
• Probing error shape, PS , measuring the signed deviation be-
tween the least squares fit diameter and the nominal. Again,
up to 0.3% of the worst points are rejected.
• Sphere distance error, SD, denoting the signed difference
between the estimated and nominal distance between the
spheres. Up to 0.3% of the worst points are rejected.
• Flatness, F, which is the range of residuals from the mea-
sured points to a least squares fitted plane, with up to 0.3%
of the worst points rejected.
PF and PS are measured using one of the spheres at 10 positions
within the system’s FOV. SD is measured with the ball-bar at
7 positions, while F is determined using the flat in 6 positions.
These positions are illustrated in Figure 4.
Parameter Value
Center distance 198.9612 mm
Distance uncertainty 0.001 mm
Diameter ball 1 24.9989 mm
Diameter ball 2 24.9969 mm
Min. dev. from sphere 1 −0.0013 mm
Max. dev. from sphere 1 +0.0006 mm
Min. dev. from sphere 2 −0.0011 mm
Max. dev. from sphere 2 +0.0020 mm
Deviation uncertainty 0.0018 mm
Table 2: Specification of the dumbbell used for our experiments.
Parameter Value
Minimum deviation from plane −0.0030 mm
Maximum deviation from plane +0.0012 mm
Deviation uncertainty 0.0018 mm
Table 3: Specification of the flat plane used for our experiments.
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Figure 4: Measurement positions used throughout the paper. The outer frame represents the FOV, as seen from the cameras (Position 1
being closest). Left: ball-bar positions used for sphere distance SD. Right: positions of the flat used for the flatness error metric, F.
4. CALIBRATION PARAMETERS
The industry standard models that are essential for calibration of
an SL system contain several parameters. Which of these param-
eters to include in the calibration process is unclear. To solve for
the calibration parameters we employ the commonly used method
proposed by Zhang (33). We use the 4 parameter pinhole model
with the addition of up to five lens distortion parameters. Hence,
the camera is modeled asfx 0 cx0 fy cy
0 0 1
 (1)
The use of a non-unit aspect ratio (i.e., fx 6= fy), makes it pos-
sible to model non-square pixels and/or capture compound non-
uniformity in the lens. Likewise estimation of the principle point,
(cx, cy), makes it possible to describe cameras in which the prin-
ciple ray does not strike the image sensor in it’s exact center. With
quality components such as ours, we would expect these param-
eters to be unnecessary. At the same time, the inclusion of these
parameters increases the risk of false estimation, numerical insta-
bility and non-convergence. In fact, it was shown, that principle
point estimation is especially prone to misinterpretation, and that
the parameter can often be neglected in cameras of medium to
long focal length (25).
Radial lens distortion is modeled according to
x′ = x(1 + k1r
2 + k2r
4 + k3r
6) (2)
y′ = y(1 + k1r
2 + k2r
4 + k3r
6) , (3)
where (k1,k2,k3) are the three distortion coefficients. Tangential
distortion is modeled
x′ = x+ (2p1xy + p2(r
2 + 2x2)) (4)
y′ = y + (2p1(r
2 + 2y2) + 2p2xy) (5)
where (p1, p2) are the tangential distortion parameters. This five
parameter ”Brown-Conrady” model is widely accepted (5).
The stereo relationship between cameras is described using three
rotations and three translations. Due to weak inter-dependencies,
the calibration can be performed individually per camera, fol-
lowed by stereo calibration. Still, the risk of over-fitting and
converging to local minima remains, and therefore higher order
distortion parameters are used only when considered relevant. To
investigate these factors, we calibrate using 8 different configura-
tions of parameters and evaluate by means of VDI/VDE quality
parameters. Each calibration is performed using 81 observations
of the calibration board, evenly sampled in the range from −40
to 40 degrees relative to baseline.
Figure 5 shows performance results for the different calibration
parameter configurations. The baseline setting generally yields
sub-millimeter results. The free aspect ratio (fx 6= fy) and prin-
cipal point estimation degrade the performance from ”baseline”.
These results show that in a typical setup, omitting the principle
point estimation makes calibration significantly more stable. It
can be seen that by enabling the first two distortion coefficients,
significant improvement is obtained. This is especially noticeable
in the sphere distance metric, SD, being a measure of accuracy.
No significant improvement is obtained with additional distortion
parameters.
Conclusion Given our setup, only the k1 and k2 distortion co-
efficients are required for accurate calibration. The inclusion of
both aspect ratio and principle point estimation makes the cal-
ibration procedure unstable, and considerably better results are
obtained without them. With their removal, we see consistently
low results of PF , SD and F, while the estimation of sphere sizes
(PS) is biased to positive values. This indicates that one should
carefully consider which camera model is used.
5. CALIBRATION OBSERVATIONS
An important question in calibration is in which poses the calibra-
tion board needs to be observed. Viewing the calibration board
at very shallow angles means higher uncertainty in point local-
ization. In addition, the effect of non-planarity becomes larger.
However, it is necessary to observe some degree of foreshorten-
ing for focal length estimation (33).
In this section we attempt to obtain the optimal angular range of
observations relative to the baseline. We tested 8 different ranges
starting from −5◦ to 5◦ relative to baseline and ending in −40◦
to 40◦. For each range, we sample evenly 11 images of the cal-
ibration board. For the rotations performed, most foreshortening
will be observed around the rotation axis, thus constraining the
focal length parameter fx well. With a fixed aspect ratio, this in
turn constraints fy also.
The results from the experiment can be seen in Figure 6. It is seen
that increased foreshortening affects the sphere distance param-
eter (SD) positively indicating better calibration. In general, the
results are quite comparable for all ranges. Comparing to Figure 5
it is also apparent that using 11 observations and 81 observations
ranging from −40 to 40 yields similar results.
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Figure 5: Results obtained with different camera and lens models. Colors represent different positions of the dumbbell or flat artifact
according to Fig. 4 (Position 1 being the leftmost bar). Baseline denotes the pinhole model with fixed aspect ratio, fixed principle point
and without distortion parameters. ”ar” adds aspect aspect ratio, ”pp” principle point determination. The other groups show results
when different combinations of lens parameters are used. From this we see significant improvements when lens distortion parameters
are added. The inclusion of both aspect ratio and principle point estimation makes the calibration procedure unstable, and considerably
better results are obtained without them.
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Conclusion In terms of accuracy, it is slightly beneficial to use
a large angular range during calibration. However, even a smaller
amount of foreshortening is sufficient to accurately estimate pa-
rameters. We opt for the 80◦ range. Furthermore, the difference
between 11 and 81 observations is negligible, thus for the sake of
practicality we proceed by using the former.
6. ENCODING STRATEGIES
The encoding strategy of a structured light system determines
how correspondences are found, and can be expected to be a ma-
jor factor in system precision. We identify three main categories
of algorithms which are relevant in this setting:
• Fourier methods, prominently phase shifting (PS) methods (28).
• Binary boundary based methods (23), e.g. Binary and Gray
coding.
• Line shifting (12), which is the same principle underlying
triangulation based laser line scanners, with multiple lines
sweeping the scene simultaneously.
Phase Shift (PS) based methods encode the scene by means of
a series of shifted sinusoidal patterns. The phase is then recov-
ered and matched between cameras (16). The advantage is that
the scene can be densely encoded using at least 3 patterns, and
more can be naturally added to increase precision. For correct
encoding, the projector-camera system should have a close to lin-
ear intensity-response. The frequency of sinusoids can also be
altered, with higher frequencies yielding higher precision at the
cost of phase ambiguities, which then have to be ”unwrapped” us-
ing additional patterns. Our PS implementation performs 32 steps
at the highest frequency sinusoidal pattern (period 19.2 px), and
unwraps the resulting phase using two sets of lower frequency
patterns (34). The total number of projected patterns is 64.
Binary boundary based methods, such as the Gray Code method,
encode scene points directly by means of binary codes, which are
decoded and matched in the cameras. These methods are flexi-
ble in the number of patterns, and allow for the natural addition
of redundant information, which can then be used to reject out-
liers. Feature points locations can be estimated with sub-pixel
accuracy. Our Gray code implementation encodes uniquely ev-
ery other column in projector space, and employs patterns and
their inverse for added robustness. Boundaries are detected at the
intersection of the pattern and its inverse with subpixel accuracy.
The total number of patterns is 20.
Line shifting can be performed with a single laser line as the pro-
jection source, however with a digital projector, many lines can
be projected in parallel. Correspondence points are found at the
peak of the stripes. Several methods exist for subpixel peak detec-
tion (29). For Gühring’s Line Shifting method, we employ Gray
codes to partition the encoded space into 256 unique regions. For
each of these regions, a single projector line then walks across
it in 8 steps, resulting in a total of 28 patterns. The peak of each
single line is determined as the first derivative zero crossing using
a Gaussian derivative filter of size 5 px.
These classes of encoding strategies have fundamentally different
error characteristics. The binary and line shifting methods may
be very robust against point outliers, but PS patterns are often less
affected by projector and camera blur due to their low-frequency
nature.
Parameter PS Gray Line Shift
Number of patterns 64 20 28
Off-focus robustness Excellent Good Moderate
Precision Excellent Good Good
Accuracy Excellent Excellent Excellent
Nr. of points (sphere) ∼ 20 k ∼ 7 k ∼ 10 k
Nr. of points (flat) ∼ 450 k ∼ 150 k ∼ 250 k
Table 4: Interpretation of the algorithm performance.
The SL system is calibrated with the previously determined angu-
lar range of 80 degrees and 11 positions. Furthermore, we use the
k1,2 parameter selection, as previously identified. A comparison
of the VDI/VDE quality parameter results for these three encod-
ing strategies is seen in Figure 7. A summary of the results may
be seen in Table 4.
The precision of the different strategies can be indirectly esti-
mated from the spherical form parameter PF . This is because
the calibration spheres cover only a small part of the scanning
volume, whereas the flat plane occupies a substantial part. Flat
plane measurements will thus be more affected by the quality of
calibration and lens distortion correction. Both of which directly
affect precision and accuracy.
From the results we confirm that the PS method is more tolerant
to depth of field limitations, where positions close and far away
show no signs of degradation. The PS method also shows su-
perior precision characteristics in the PF parameter. For the PS
parameter, there is a clear bias present in both the PS and Gray
code method, whereas Line Shift appears bias free. Figure 8 illus-
trates sphere fitting results for the three methods. Here it is seen,
that PS and Gray have systematic positive residuals towards the
lateral edge in horizontal (encoding) direction. This in turn leads
to slight overestimation of sphere diameters.
Conclusion In the quality parameters PF (Spherical form) and
F (Flatness), the PS encoding strategy provides the best results
in all artifact positions. The sphere diameter is biased positively
in the PS and Gray methods, while it appears unbiased with Line
Shift. Overall it appears that the PS method is the best performing
method.
7. COMPARISON TOMETROLOGY SCANNER
Finally, we have compared our system to a high-end commercial
scanner (GOM ATOS III Triple Scan), which has a FOV of 240×
320× 240mm, similar to the FOV of our system (see Table 1).
In this experiment we used the PS algorithm, and calibrated as in
the preceding experiment. Again, quality measures defined by the
VDI/VDE 2634(2) were measured. Results are seen in Figure 9.
The results show that our system is more precise and in terms of
PF and exhibits lower variance. However, a bias is present in the
PS whereas the commercial system appears free of such. It is
apparent from the sphere spacing term (SD) that the commercial
system indicates better accuracy.
Interestingly, the GOM scanner shows significant improvements
in the flatness form error metric, F, compared to the sphere form,
PF , where one would expect similar performance (as seen in our
system). Reasons for this will only be cause for speculation as the
scanning procedure and reconstruction is proprietary, that being
said, some form of smoothing favoring planar surfaces might be
at work.
Conclusion Our system generally performs better in the preci-
sion characteristic, PF , while the the metrology scanner obtains
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Figure 6: Results obtained with different angular ranges of the calibration plate relative to the camera baseline. Colors represent
different positions of the artifacts according to Fig. 4 (Position 1 being the leftmost bar). We see that in terms of accuracy, it is slightly
beneficial to use a large angular range during calibration. However, even a smaller amount of foreshortening is sufficient to accurately
estimate parameters.
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Figure 7: Results obtained with different encoding strategies.
Colors represent different positions of the ball-bar or flat artifact
according to Fig. 4 (Position 1 being the leftmost bar). Based on
this we conclude the PS method to be the overall best performer,
yielding significantly higher precision.
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Figure 8: Fitted spheres in position 1 for our three algorithms. In
PS and Gray, a bias is observed toward the edges in the horizontal
(pattern encoding/epipolar line) direction, while Line Shift does
not suffer from this bias. This results in an over estimation of the
diameter, PS , as seen in Figure 7.
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Figure 9: Results obtained with our system compared to re-
sults from a commercial metrology grade structured light scan-
ner (GOM Atos III). Colors represent different positions of the
dumbbell or flat artifact according to Fig. 4 (Position 1 being the
leftmost bar).
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unbiased sphere diameter results and achieves higher accuracy.
Since accuracy is a deterministic noise component, this indicates
that a custom calibration method could be advantageous.
8. DISCUSSION AND CONCLUSION
In conclusion, in this paper we have shown through quantitative
analysis how the most common parameters within structured light
systems affect the overall performance. Our quantitative measure
is the accepted VDI/VDE 2634(2) guideline which nicely cap-
tures critical parameters in terms of precision and accuracy. We
perform a series of experiments on our experimental setup using
precision made calibration artifacts. We start by investigating cal-
ibration parameters as defined by the most commonly used mod-
els and follow by determining the angular foreshortening and the
amount of observations required to yield the best results. We pro-
ceed by comparing three commonly used algorithms against each
other in order to determine the best method. Finally, we compare
our setup to a metrology grade commercial scanner, using the
previously determined parameters. Our results show that com-
parable and in some cases better results can be obtained using
standard methods and models if care is taken in the parameters
choice. We expect these findings to be of help to practitioners
wanting to build their own SL systems.
Even though the VDI guideline indirectly captures some of the
error sources, such as depth of field, calibration performance and
acquisition noise, it is lacking to some extent. The calibration
shapes suggested consists of low frequency features, thus a Gaus-
sian filtering operation on the measured point cloud will yield bet-
ter results for some of the parameters. Although it is stated that all
filtering operations must be noted; In many cases these filtering
operations are required or inherent in the triangulation algorithms
at a pre point cloud level. The use of such filtering will affect the
frequency response of the system, where low-pass operations will
limit the systems capability of resolving high frequency features.
In order to better analyze a systems performance, a frequency
analysis must be conducted, indicating if any such smoothing is
taking place. Such a frequency response characterization calls
for an additional calibration artifact in the form of a high fre-
quency feature. In addition, results from the VDI/VDE only pro-
vide quantitative evaluation of the artifacts used. Thus the results
cannot be transferred to other less optically ideal materials.
REFERENCES
The Association of German Engineers. VDI-Standard: VDI/VDE
2634 Optical 3-D measuring systems - Optical systems based on
area scanning. Beuth Verlag, 2012.
J.-A. Beraldin, F. Blais, S. El-Hakim, L. Cournoyer, and M. Pi-
card. Traceable 3d imaging metrology: Evaluation of 3d digi-
tizing techniques in a dedicated metrology laboratory. Proc. 8th
Conf. on Optical 3-D Measurement Techniques, 2007.
J.-A. Beraldin and M. Gaiani. Evaluating the performance of
close-range 3d active vision systems for industrial design appli-
cations. Proc. SPIE 5665, Videometrics VIII, 2005.
J. Boehm. Accuracy investigation for structured-light based con-
sumer 3d sensors. Photogrammetrie, Fernerkundung, Geoinfor-
mation, 2014(2):117–127, 2014.
D. C. Brown. Decentering distortion of lenses. Photometric En-
gineering, 32(3):444–462, 1966.
S. Chen, Y. F. Li, and J. Zhang. Vision processing for realtime
3-d data acquisition based on coded structured light. IEEE Trans.
Image Processing, 17(2):167–176, 2008.
R. B. Fisher, A. Ashbrook, C. Robertson, and N. Werghi. A low-
cost range finder using a visually located, structured light source.
Proc. Int. Conf. on 3-D Digital Imaging and Modeling 1999, 24–
33, 1999.
J. Geng. Structured-light 3d surface imaging: a tutorial. Ad-
vances in Optics and Photonics, 3(2):128–160, 2011.
A. Georgopoulos, C. Ioannidis, and A. Valanis. Assessing the
performance of a structured light scanner. Int. Archives of Pho-
togrammetry, Remote Sensing and Spatial Information Sciences,
38, 2010.
S. S. Gorthi and P. Rastogi. Fringe projection techniques: whither
we are? Optics and lasers in engineering, 48(2009-001):133–
140, 2010.
J. Gühring. Dense 3d surface acquisition by structured light using
off-the-shelf components. SPIE Photonics West 2001, 220–231,
2000.
J. Gühring. Dense 3D surface acquisition by structured light us-
ing off-the-shelf components. SPIE Photonics West 2001, 220–
231, 2000.
G. Guidi. Metrological characterization of 3d imaging devices.
SPIE Optical Metrology 2013, 2013.
J. Heikkila and O. Silvén. A four-step camera calibration pro-
cedure with implicit image correction. Proc. CVPR, 1106–1112,
1997.
L. Iuliano, P. Minetola, and A. Salmi. Proposal of an innovative
benchmark for comparison of the performance of contactless dig-
itizers. Measurement Science and Technology, 21(10):105102,
2010.
P. Kühmstedt, C. Munckelt, M. Heinze, C. Bräuer-Burchardt, and
G. Notni. 3d shape measurement with phase correlation based
fringe projection. SPIE Optical Metrology, 66160B–66160B,
2007.
R. Legarda-Sa, T. Bothe, W. P. Ju, et al. Accurate procedure for
the calibration of a structured light system. Optical Engineering,
43(2):464–471, 2004.
Z. Li, Y. Shi, C. Wang, and Y. Wang. Accurate calibration
method for a structured light system. Optical Engineering,
47(5):053604–053604, 2008.
W. Lohry, Y. Xu, and S. Zhang, Optimal checkerboard selection
for structured light system calibration. SPIE Optics + Photonics,
743202–743202, 2009.
T. Luhmann. 3d imaging: how to achieve highest accuracy. SPIE
Optical Metrology, 808502–808502, 2011.
D. MacKinnon, B. Carrier, J.-A. Beraldin, and L. Cournoyer.
Gd&t-based characterization of short-range non-contact 3d imag-
ing systems. Int. Journal of Computer Vision, 102(1-3):56–72,
2013.
B. Møller, I. Balslev, and N. Krüger. An automatic evaluation
procedure for 3d scanners in robotics applications. IEEE Sensors
Journal, 13(2):870–878, 2013.
J. Posdamer and M. Altschuler. Surface measurement by space-
encoded projected beam systems. Computer Graphics and Image
Processing, 18(1):1–17 1982.
C. Rocchini, P. Cignoni, C. Montani, P. Pingi, and R. Scopigno. A
low cost 3d scanner based on structured light. Computer Graph-
ics Forum, 20:299–308, 2001.
A. Ruiz, P. E. López-de Teruel, and G. García-Mateos. A note on
principal point estimability. Proc. Pattern Recognition, 2:304–
307, 2002.
J. Salvi, J. Pages, and J. Batlle. Pattern codification strategies
in structured light systems. Pattern Recognition, 37(4):827–849,
2004.
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XL-5/W8, 2016 
LowCost3D (LC3D), Sensors, Algorithms, Applications, 1–2 December 2015, Berlin, Germany
This contribution has been peer-reviewed. 
doi:10.5194/isprsarchives-XL-5-W8-7-2016 
 
14
G. Sansoni, M. Carocci, and R. Rodella. Three-dimensional vi-
sion based on a combination of gray-code and phase-shift light
projection: analysis and compensation of the systematic errors.
Applied Optics, 38(31):6565–6573, 1999.
V. Srinivasan, H.-C. Liu, and M. Halioua. Automated phase-
measuring profilometry: a phase mapping approach. Applied Op-
tics, 24(2):185–188, 1985.
E. Trucco, R. B. Fisher, A. W. Fitzgibbon, and D. Naidu. Calibra-
tion, data consistency and model acquisition with laser stripers.
Int. Journal of Computer Integrated Manufacturing, 11(4):293–
310, 1998.
M.-J. Tsai and C.-C. Hung. Development of a high-precision
surface metrology system using structured light projection. Mea-
surement, 38(3):236–247, 2005.
R. Y. Tsai. A versatile camera calibration technique for high-
accuracy 3d machine vision metrology using off-the-shelf tv cam-
eras and lenses. IEEE Journal of Robotics and Automation,
3(4):323–344, 1987.
S. Zhang and P. S. Huang. Novel method for structured light
system calibration. Optical Engineering, 45(8):083601–083601,
2006.
Z. Zhang. A flexible new technique for camera calibration. IEEE
Trans. PAMI, 22(11):1330–1334, 2000.
R. Zumbrunn. Automated fast shape determination of diffuse re-
flecting objects at close range, by means of structured light and
digital phase measurement. In ISPRS Intercommission Confer-
ence on Fast Processing of Photogrametric Data, 363–379, 1987.
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XL-5/W8, 2016 
LowCost3D (LC3D), Sensors, Algorithms, Applications, 1–2 December 2015, Berlin, Germany
This contribution has been peer-reviewed. 
doi:10.5194/isprsarchives-XL-5-W8-7-2016 
 
15
Contribution G
Technical Note: Additive
Manufacturing Apparatus
Technical Note: Additive Manufacturing
Apparatus
Eyþór Rúnar Eiríksson1 David Bue Pedersen2
Henrik Aanæs1
1 DTU Compute, 2 DTU Mekanik
eruei@dtu.dk
1 Contributions
The following contributions have been made with this invention.
1. A liquid resin 3d printer capable of printing continuously and fast without
traditional layer artifacts.
2. Surface topography measurements of liquids. Using methods such as but
not limited to; shape from shading, photometric stereo, structured light,
depth from defocus, deflectometry, reflectometry and interferometry.
3. (Possibly) Surface topography estimation using physical models.
4. Closed loop process control in a 3d printer using an optical sensor.
5. Method for realtime dynamic 3d model slicing using any 2.5D surface
6. Anti-aliasing of the projected mask for smoother prints.
7. Scalable for large print beds if multiple systems are used side by side and
partially overlapping.
8. Scalable for faster prints using a more powerfull illumination source.
With the following benefits
1. Continuous print is faster than state-of-art.
2. Higher quality prints and surface finish. (no layers).
3. Possibility for quality assurance (using same camera hardware).
4. Any resin can be used.
5. Scalable design.
6. Low mechanical complexity. Only one moving element. Durable design.
1
2 Introduction
This invention is a novel approach over a conventional by-layer 3D printing
method used for fabricating three dimensional objects through photo-polymerization.
The technology functions by selectively exposing a light sensitive liquid polymer
that will cure and set as a solid upon exposure. Traditionally a three dimen-
sional model or object is dissected or sliced into thin horizontal two dimensional
layers, which represent the projection mask for the object. Traditionally each
layer is then built by the following procedure in order to create the physical
object:
1. One layer is exposed onto liquid resin for a prolonged duration until that
layer is fully cured.
2. The printed object is submerged into the liquid by one layer-height.
3. The surface of the photo polymer liquid is traversed with a scraper for
recoating and minimization of surface tension effects.
4. The process repeats itself until all layers have been built.
Employing this conventional method yields manufacturing rates that can be
measured in micrometers per minute, mostly due to the time consuming recoat-
ing process. Additionally due to the discrete and finite thickness of the slicing
an undesirable artifact known as ’the staircase’ artifact appears.
This invention proposes a continuous print method which makes away with
the conventional by-layer method. Allowing for prints with excellent surface
finishes and without discretization artifacts such as the staircase effect. In this
method, only the first few layers are performed in a by-layer manner as used
on traditional photopolymer 3D printers. This is done to ensure that a rigid
mechanical adhesion to the build-platform has been obtained. Thereafter, a
transition is made to dynamic closed-loop feedback control of the process. In
this mode, the build plate is moved at a continuous downward feed while a
projection or solidification radiation source, which projects a 2D solidification
mask, is dynamically controlled. This results in a layerless print.
The faster the build platform travels, the faster the inflow of new resin over
the projection mask, only limited by the flow mechanics of the photo polymer.
The same effect can be obtained by reducing the light intensity of the light
source. The advantage of modulating the light source is that the flow mechan-
ics of the photo polymer can be controlled locally whereas a modulation of the
downward feed affects the flow mechanics globally over the surface of the print.
If the light source is modulated, the advantage is that the process can occur at
the highest possible flow rate and thus solidification rate. A balance of both
parameters (high feed and high baseline light intensity, with modulation) will
yield high solidification rates with localized control. Figure 1 shows the light
and resin interaction, and Figure 2 the control scenarios using an optical system.
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Curing Light
Cured solid
Curing Light
Cured solid
Dry surface
Surface
tension
No curing
Curing Light
Cured solid
Inﬂow Inﬂow
Curing
gradientResin
Figure 1: Curing light (Ultra-violet) is projected onto a liquid photo-polymer
resin, which causes polymerization or curing of the resin into a solid 3D part.
Left: Curing or polymerization rate is too slow, resulting in a flat surface and
no cured part. Middle: Curing or polymerization is too fast, resulting in a dry
surface that inhibits inflow of wet resin. Surface tension artifacts are observed. If
overexposure continues, only a thin shell between the dry surface and liquid resin
will be cured. Right: Optimal curing rate where surface wetness is maintained
allowing new resin to flow over the solid object. Light intensity and build
platform downward velocity are properly balanced.
Action: Increase light Action: Decrease light
No action Action: Variable exposure
Controlled
source
Sensor Illumination
Control Scenarios:
Zoom
Flat surface High surface tension
Ideal surface Irregularities
Figure 2: Proposed invention uses an optical vision system, to observe and
measure the surface deviations caused by the polymerization and downward
feed of the print platform. The projector light intensity is adjusted based on
the measurements in a closed-loop control. When too little light is used to cure
the object, the liquid resin is measurably flat and thus the controller would
proceed to increase the light intensity. When too much light is used, high
surface deformation is observe due to surface tension effects. Then the controller
proceeds to decrease the light intensity. When the closed loop controller is in a
steady state of operation, the liquid surface is only slightly curved as desired,
as a optimal balance between light intensity and downward velocity has been
obtained. Finally, this intensity modulation can be done on a pixel basis in
order to find the optimal curing intensity for any local features over the print
area.
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For this to be achievable the surface topography or local curvature of the resin
needs to be known. Additionally, due to the slight observable curvature that is
a result of the print process, a vertical uncertainty is produced as the projection
is not taking place on a perfectly flat resin. Figure 3 illustrates a solution to
this effect.
Build platform
Cured Solid
Air
Resin
Future print
Illuminated ray
Non-illuminated
ray
* *
Radiation
source
Continuous downward feed
Figure 3: Any deformation of the resin surface will affect the print quality.
However, if the surface topography is known it is possible to only solidify the
resin in the locations where solidification should occur. If the intersection point
of the projected pixel ray and the surface lies within the 3D model geometry,
then that given pixel is illuminated. If that intersection lies outside of the
3d geometry, the pixel is turned off. Due to this effect, horizontal slicing or
preprocessing of slices is not possible. Thus a dynamic slicing algorithm is
required that works on a ray by ray basis given any resin topography. Such a
solution compensates for any height differences in the resin.
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3 Surface Estimation
Surface estimation can be obtained using methods such as, but not limited to;
shape form shading, photometric stereo, structured light, depth from defocus,
deflectometry, reflectometry and interferometry.
3.1 Using specular reflections
The geometry between the illumination source and optical sensor is such that
the sources specular reflection in the resin is observed by the sensor. When
the liquid resin is undisturbed, its entire surface is mirroring the illumination
source to the cameras narrow field of view. Any surface deformations due to the
photo-polymerization process or other effects will redirect the light outside the
optical sensors field of view as well as distorting the reflection. Thus a measure
of the surface deformation is possible which appears as a non-illuminated region
in the resin seen from the optical sensors perspective. The magnitude of the
area of the region is then related to the deformation of the surface. Using closed
loop feedback control the radiation source (light source) intensity can be used
as a process control variable that converges to maintain a minimal yet constant
measured area and thus constant curvature of the resin. This specular light
interaction is illustrated in Figure 4 and actual example of measurements using
the optical vision system can be seen in figure 5.
Flat surface Displaced surface
Reﬂected ray
Incoming ray
Non-observed ray
Figure 4: Specular reflections for measurement of curvature: Given an
incoming light ray, its specular reflection will have the same angle of incidence
relative to the resin surface normal. For a horizontal and level surface, it is
possible to position a camera and light source in such a way that the specular
reflections reach the camera sensor. Any deviation of the surface will affect
its surface normal and thus change the direction of the specular ray. If the
deviation is enough, the redirected ray will not reach the camera sensor and
thus that region will appear darker.
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Figure 5: Example print of a wall test structure. (0.5 x 10 mm). Top row:
Specular reflections, on a black resin, measured with a patterned light source.
Bottom row: Specular reflections using a diffused light source. UV light intensity
is increased from left to right. A thresholding operation is performed on the
bottom row, and the number of pixels or area of the blob is used as an error
signal that needs to be regulated to a fixed desired value.
Figure 6: Implemented embodiement using specular reflections of a flat LED
panel light.
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Additional method of achieving this effect is with a collimated light source and
beam splitter. See figure 7 and 8.
Camera
Light SourceCollimating
lens
Resin
Beam
splitter
Collimated
light beam
Non detected rays
Figure 7: Beamsplitter
Projector
Camera
Beamsplitter
& light source
Figure 8: Implemented embodiement using specular reflections using a beam-
splitter illumination source.
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3.2 Using triangulation
By utilizing a 2nd color channel in the projector, it is possible to project struc-
tured light patterns onto the surface in parallel to the UV curing mask. A
camera records these patterns and based on the intrinsic and extrinsic parame-
ters of this optical setup, it is possible to perform triangulation on a pixel basis.
Thus a 2.5D surface of the liquid can be measured.
CCD Camera
Curvature due to low-viscous ﬂow
DLP Projector
channel for structured light
UV channel for resin curing
Figure 9: Example setup when using a structured light implementation for real-
time liquid surface measurements.
Figure 10: Example 3D topographics scans of flowing liquid resin in a circular
container using a real time structured light implementation.
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4 Dynamic Slicing Algorithm
We need to control what should be printed at any given resin height (relative to
the build plate) due to height differences in the resin as previously described. In
particular, we need to compute the intersections between the resin height and
the intended geometry at any given time during the print process. In traditional
printers, this is typically precomputed, in a process called slicing. In this case,
the resin is flat during the print. Therefore, all layers of the intended geometry
can be precomputed and used as print masks for the projector.
In our approach, the resin topography is not perfectly level, although it is known.
This prevents us from pre-computing the print masks. As such, a part of our
invention is that we need to dynamically compute the print mask in real time.
This can be solved using novel methodology from computer graphics.
In our method we pre-compute at which heights all pixel rays emitted from the
projector intersect the surface of the print geometry. That is, at which discrete
heights a given pixel ray should change from ON to OFF or anything in between.
This is a technique known in computer graphics as a layered depth map (LDM).
During real time operation, a topographic measurement is performed. This
measurement gives us a distance Z for every projected pixel ray origin to the
liquid surface. As the print platforms position is precisely known, it is possible
to derive at which height in the 3D model the liquid currently intersects. The
algorithm then proceeds to look up the precomputed data structure for ray-to-
model intersections. The result from the look up will determine whether the
projector pixel is turned ON or OFF.
Representing the heights at which intersection height a pixel should be turned
ON or OFF allows for a memory efficient way of representing this data, with
a resolution only limited by the machine precision (typically 32 or 64 bit).
Additionally, the look-up can be performed fast which enables high framer-
ate (>60fps) computation on a consumer CPU.
Figure 11 shows an example using a simulated surface.
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Figure 11: Examples from our dynamic slicing engine, at 60 fps using 1 million
points running on a Lenovo W540 laptop. Top: Each individual green surface
point are considered to be inside the print geometry and would consequently
be projected by the UV projector. Red points are outside the geometry and
therefore not illuminated. Middle: Example of planar slicing. Bottom: Example
of real-time infill generation using honey-comb patterns.
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5 Closed Loop Control
Figure 12 shows a closed loop controller used in the current embodiement.
(Specular reflection measurements). A known wall feature (0.5 x 10 mm), as
seen in figure 5, is constantly projected at a predetermined location, in parallel
to the 3D object being printed. This feature is used for probing the resin char-
acteristics and light is adjusted accordingly to obtain the desired characteristics.
An image of the feature is captured as previously described and the observed
area is calculated. The area is then used as a point of regulation for the closed
loop controller. A set point of the measured area is set such that the desired
print characteristics are obtained. The difference between the measured area
and the desired area constitutes as an error signal which is used as an input
to the controller. We use a classic PID (Proportional, Integral and Derivative)
linear controller. However, we do not exclude other control topologies, both
linear and non-linear. The magnitude of the error signal, its previous values
and its derivative are in combination used to set the projectors light intensity,
or current in the projection source. This in return changes the feature probes
resin deformation and thus affects the measurable area. After the controller
reaches a steady state, the error between the measured and set area is zero and
the controller will proceed maintain that operation despite external influences.
e.g due to changes in platform downward velocity, resin flow characteristics and
other external effects.
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Figure 12: Closed loop feedback control using a classical PID controller and an
optical vision system.
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6 Software Flow Diagram
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Figure 13: Flow diagram of the software
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6.1 Hardware Components
The invention consists of the following hardware items
• Rigid mechanical structure
• Radiation source. Such as an ultra-violet Digital Light Processing (DLP)
projector
• Linear motion stage, for precision build platform positioning.
• Build platform.
• Electrical motor and controller. Such as a servo or stepper motor incl.
driver capable of obtaining precise and constant velocities.
• Illumination source, such as a flat panel light or collimated light source
for resin surface estimation.
• Resin vat container.
• Optical sensor, such as a CCD or CMOS camera.
• Central Processing Unit. For computation and process control of hardware
elements.
13
7 Example Print
Figure 14: Example continous print of a low polygon bunny.
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Additive manufacturing apparatus 
 
Field of the invention 
The present invention relates to additive manufacturing. 
 5 
Background of the invention 
In conventional vat photopolymerization additive manufacturing apparatuses 
(also known for instance as stereolithography, photo-solidification, and resin 
printing), a three-dimensional model of a product to be manufactured is 
“sliced” into thin horizontal two-dimensional model layers. A light source, such 10 
as a laser or a projector, is used to selectively solidify liquid photopolymer in 
accordance with the shape of these two-dimensional model layers during 
manufacturing to obtain a product having a shape corresponding to the model. 
In some additive manufacturing methods, the following procedure is used to 
create the physical product: 15 
 
1. The liquid resin is exposed to radiation having a pattern corresponding 
to a two-dimensional layer of the three-dimensional object for a 
duration until that layer is fully cured (solidified). 
2. The partially completed product is submerged into the liquid by the 20 
height of one layer. 
3. The surface of the photo polymer liquid is traversed with a scraper for 
recoating and minimization of surface tension effects. 
4. The steps above are repeated until all object layers have been realized, 
resulting in the product being completed. 25 
 
Employing this conventional method yields manufacturing rates that can be 
measured in micrometers per minute. This is partly due to the time-
consuming recoating process that involves resupplying resin and obtaining a 
flat surface. Additionally, due to the discrete and finite thickness of the slicing, 30 
an undesirable artifact known as the staircase artifact appears on the product. 
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Summary of the invention 
Embodiments of the present invention can mitigate the situation described 
above. 
 
A first aspect of the invention provides an additive manufacturing apparatus 5 
for building a product by additive manufacturing. The additive manufacturing 
apparatus comprises: 
- a vat for holding a radiation-curable fluid to be selectively cured to form 
the product, 
- a build platform for holding the product, the build platform comprising a 10 
platform stage for changing a position of the build platform relative to a 
surface of the radiation-curable fluid during building of the product, the 
platform stage being controlled by a platform stage control signal, 
- a curing radiation source configured to receive a curing radiation source 
control signal and to emit a corresponding two-dimensional curing 15 
radiation pattern in a direction towards the surface of the radiation-
curable fluid, whereby a corresponding part of the radiation-curable 
fluid is cured, 
- a radiation sensor configured to produce a sensor signal representing 
radiation reflected by and/or emitted from the surface of the radiation-20 
curable fluid, 
- a control system configured to: 
i) provide a dynamic characterization of a shape of the surface of the 
fluid based on the sensor signal during building of the product, 
ii) retrieve a geometry information representing a planned geometry of 25 
the product to be built, 
iii) determine a curing radiation pattern and curing radiation intensity to 
be emitted by the curing radiation source in order to cure the 
radiation-curable fluid in accordance with the planned geometry, the 
determining being based at least on the geometry information and 30 
the dynamic characterization of the shape of the surface, 
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iv) provide a curing radiation source control signal to the curing 
radiation source corresponding to the determined curing radiation 
pattern, and 
v) provide the platform stage control signal to the platform stage to 
cause a motion of the build platform during building. 5 
 
 
In conventional additive manufacturing apparatuses, the geometry information 
is essentially the next “layer” to be built. These layers are known in advance 
because these apparatuses ensure that the surface of the radiation-curable 10 
fluid is flat. However, the present invention can provide high-quality products 
even when the surface is non-flat. The geometry information used in the 
present information represents at least a part of the product to be built, just 
as in known apparatuses. However, the curing radiation pattern and curing 
radiation intensity are adapted so that radiation-curable fluid is cured in 15 
accordance with the planned geometry even when the surface is non-flat. This 
is enabled by essentially determining an intersection between the planned 
geometry and the actual potentially non-flat shape of the surface of the 
radiation-curable fluid. Accordingly, in case the surface of the radiation-
curable fluid is non-flat, embodiments of the invention actually build products 20 
in a correspondingly non-flat fashion. At each moment, it cures those parts of 
the surface that need curing in order to obtain the planned product. The 
invention, in a sense, may be thought of as using a “dynamic slicing 
algorithm” rather than the normal slicing into flat layers described above. The 
latter method can be used when the surface of the radiation-curable fluid is 25 
flat. However, because the shape of the surface of the radiation-curable fluid 
may be non-flat in the present invention, a corresponding non-flat slicing can 
determine which parts of the potentially non-flat surface should be solidified 
next. 
 30 
In other words, the control system is configured to provide a curing radiation 
pattern that selectively cures a part of the radiation-curable fluid surface in 
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case said part coincides with a part of the planned geometry of the product. 
 
The shape used for providing the dynamic characterization may be the shape 
of just a part of the surface. It needs not, and typically is not, the shape of the 
entire surface of the radiation-curable fluid. 5 
 
The radiation-curable fluid is typically a resin. 
 
In some embodiments, the curing radiation source is a projector, such as a 
DLP (Digital Light Processing) projector, an LED (Light-Emitting Diode) 10 
projector or an LCD (Liquid-Crystal Display) projector. The projector may for 
instance be a perspective projector or an orthographic projector. 
 
In some embodiments, the curing radiation source is one-dimensional, such as 
a laser. By moving the laser rapidly, an effectively two-dimensional pattern 15 
can be provided. 
 
In some embodiments, the control system is configured to enable the platform 
stage to move continuously while the curing radiation source is curing 
radiation-curable fluid. The motion can be with a constant speed or with a 20 
variable speed. Contrary to current additive manufacturing apparatuses, 
embodiments of the present invention allow for continuous motion of the 
platform. Platform speed can be used as a second control parameter. In this 
way, both platform speed and curing radiation pattern and intensity can be 
adjusted to provide the required curing. The precise method for doing this 25 
depends on the type of radiation-curable fluid used, its temperature, the 
frequency spectrum of the curing radiation source, and other factors. 
 
In some embodiments, the characterization of the shape of the surface 
includes determining a topography of at least a part of the surface of the fluid. 30 
Topography is for instance a height of the radiation-curable fluid surface 
across the vat. 
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In some embodiments, the topography is determined by recording a plurality 
of two-dimensional images of reflected and/or emitted radiation from the 
surface of the radiation-curable fluid and determining surface height variations 
in the surface based on: 
- intensity variations in one or more of the two-dimensional images, 5 
and/or 
- temporal intensity variations in the two-dimensional images. 
 
Intensity variations across an image can themselves represent a variation in 
surface height. Temporal changes in the same area from one image to the 10 
next can also provide useful information. 
 
In some embodiments, the additive manufacturing apparatus comprises a 
separate illumination source for providing radiation to be reflected by the 
surface of the radiation-curable fluid for the dynamic characterization of the 15 
shape of the surface. The curing radiation may itself be used for determining 
the shape of the surface, but a separate source provides extra flexibility. 
 
The radiation sensor may instead, or additionally, be capable of sensing 
infrared radiation generated by a reaction process, such as an exothermal 20 
process, occurring as the radiation-curable fluid is being cured. 
 
In some embodiments that comprise an illumination source in addition to the 
curing radiation source, the radiation sensor may comprise an optical filter 
configured to filter out radiation from the curing radiation source. This may 25 
provide a higher signal-to-noise ratio in the sensing of radiation originating 
from the illumination source, leading to a more precise characterization of the 
surface. 
 
In some embodiments, the optical filter only passes radiation from the 30 
illumination source. 
 
57709EP01 
  
 
6 
In some embodiments, the illumination source is configured to emit one or 
more two-dimensional illumination patterns comprising a set of one or more 
pattern features, and the control system is configured to determine a 
topography of the surface of the radiation-curable fluid at least based on how 
the one or more pattern features are reflected onto the sensor by the surface 5 
of the radiation-curable fluid. 
 
In some embodiments, the characterization of the shape of the surface 
includes monitoring radiation reflected and/or emitted from a part of the 
surface, and wherein a motion of the build platform and/or the two-10 
dimensional curing radiation pattern and/or the curing radiation intensity are 
adjusted in response to changes in the radiation reflected and/or emitted 
radiation said part of the surface.  
 
In some embodiments, a motion of the build platform and/or the two-15 
dimensional curing radiation pattern and/or the curing radiation intensity are 
adjusted to ensure that a local flow of radiation-curable fluid onto cured 
radiation-curable fluid is sufficient for building a further part of the product in 
accordance with the planned geometry. If insufficient radiation-curable fluid is 
available at the surface, it will not be possible to cure further parts of the 20 
product in accordance with the planned geometry in such places. The term 
“sufficient” will, in light of the present disclosure, be clear to the person skilled 
in the art as being a functional term describing that enough radiation-curable 
liquid is available for proceding with building the planned product, but not in 
excessive amounts, as this could prevent curing in accordance with the 25 
planned geometry. 
 
In some embodiments, there is a second curing radiation source in addition to 
the already included (“first”) curing radiation source described above. The 
second curing radiation source is configured to receive a second curing 30 
radiation source control signal and to emit a corresponding second two-
dimensional curing radiation pattern in a direction towards the surface of the 
radiation-curable fluid. In some embodiments, the second curing radiation 
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source emits the second two-dimensional curing radiation pattern in an at 
least partly non-overlapping fashion relative to the two-dimensional curing 
radiation pattern emitted by the first curing radiation source. Thereby, there is 
a non-overlapping surface part of the surface that receives curing radiation 
from the second curing radiation source, but not from the first curing radiation 5 
source. This allows easier building of larger products. In some embodiments, 
there is a second radiation sensor configured to produce a sensor signal 
representing radiation reflected by and/or emitted from the non-overlapping 
surface part of the surface. 
 10 
A second aspect of the invention provides a method for building a product by 
additive manufacturing in an additive manufacturing apparatus in accordance 
with an embodiment of the first aspect of the invention. The method 
comprises: 
- producing, using the radiation sensor, a sensor signal representing 15 
radiation reflected by and/or emitted from the surface of the radiation-
curable fluid, 
- providing a dynamic characterization of a shape of the surface of the 
fluid based on the sensor signal, 
- retrieving a geometry information representing a planned geometry of 20 
the product being built, 
- determining a curing radiation pattern and curing radiation intensity to 
be emitted by the curing radiation source in order to cure the radiation-
curable fluid in accordance with the planned geometry, the determining 
being based at least on the geometry information and the dynamic 25 
characterization of the shape of the surface, and then providing a 
corresponding curing radiation source control signal to the curing 
radiation source, and 
- providing the platform stage control signal to the platform stage to 
cause a motion of the build platform. 30 
 
The considerations provided in connection with the first aspect of the invention 
apply similarly to the second aspect. For instance, the curing radiation pattern 
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and/or intensity are adapted responsive to the sensor signal to cause curing of 
those parts of the radiation-curable fluid surface that coincide with a 
corresponding part of the planned geometry of the product. If a part of the 
surface does not coincide with the planned geometry, no radiation is provided 
to that part, or at least not enough for that part of the surface to cure. 5 
 
A third aspect of the invention provides digital computing hardware configured 
to act as the control system in an additive manufacturing apparatus in 
accordance with an embodiment of the first aspect of the invention. 
 10 
It is possible to use a control system with certain analog elements. For 
instance, an illumination source and a photodiode may be placed in such a 
way that a certain amount of radiation from the illumination source enters the 
photodiode when the surface is curved and a different amount, for instance 
less, enters when the surface is flat, or vice versa. The current signal from the 15 
photodiode is subtracted from a set point. The difference is an error signal 
that can be fed into a feedback controller that produces a control signal that 
controls an intensity of the curing radiation source. This is mostly useful for 
products having a quite simple planned geometry. 
 20 
A fourth aspect of the invention provides a computer-readable medium 
comprising instructions which, when executed on suitable computing hardware 
in an additive manufacturing apparatus in accordance with the first aspect of 
the invention, enables the additive manufacturing apparatus to perform steps 
i) to v). 25 
 
Brief description of the drawings 
Figures 1a, 1b and 1c illustrate resin curing at different curing radiation 
intensities. 
 30 
Figure 2 illustrates an additive manufacturing apparatus in accordance with an 
embodiment of the present invention. 
57709EP01 
  
 
9 
Figure 3 illustrates a working principle underlying the present invention. 
 
Figure 4a schematically illustrates ray reflections from a flat resin surface. 
 
Figure 4b schematically illustrates ray reflections from a distorted, non-flat 5 
resin surface. 
 
Figure 5 illustrates thresholded binary images of diffused light reflected from 
the resin surface under various curing radiation intensities. 
 10 
Figure 6 illustrates images of patterned light reflected from the resin surface 
under various curing radiation intensities. 
 
Figure 7 illustrates the use of patterned light for obtaining information about 
the shape of the resin surface. 15 
 
Figure 8 is a flow chart that illustrates an additive manufacturing process in 
accordance with an embodiment of the present invention. 
 
Figure 9 illustrates the use two curing radiation sources, two illumination 20 
sources and two radiation sensors. 
Detailed description of selected embodiments 
Figs. 1a-1c illustrate differences in the build result obtained for three different 
curing rates resulting from different curing radiation intensities. In Fig. 1a, the 
curing rate is too low for building a continuous product geometry in the 25 
illustrated region. The platform on which the product is being built moves too 
fast, and as a result, the curing light is not sufficient for producing solidified 
material. 
 
Fig. 1b illustrates a situation where the curing rate in the region is so high that 30 
fluid resin is not able to re-cover the solidified parts via an inflow of resin. This 
is due to resin being cured as it enters the radiation area, and in some cases it 
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is due to surface tension caused by the fluid-solid interface. The result, 
illustrated in Fig. 1b, is that either effect creates large surface height 
variations. These eventually make it impossible for resin to re-cover the 
necessary parts, and it makes for an uncontrollable process. The resulting 
products are not likely to match the product as intended. 5 
 
Fig. 1c illustrates a desirable curing rate where surface wetness is maintained, 
allowing new resin to flow over the solidified parts. Curing radiation intensity 
and build platform downward motion speed are properly balanced. The 
product is built quickly, some parts even continuously, i.e. without regular 10 
stoppage of the platform, and in accordance with the desired product shape. A 
“curing gradient” may provide a gradual solidification, whereby overexposure 
is avoided. 
 
Fig. 2 illustrates a schematic illustration of a conventional additive 15 
manufacturing apparatus 200. The additive manufacturing apparatus 
comprises a vat 201, a build platform 203 movable using a motorized stage 
204, and a controllable electromagnetic radiation source 205 emitting 
radiation 213 that cures surface parts of the radiation-curable fluid in the vat 
to form solidified parts 212 that make up the product. In this example, the 20 
controllable radiation source is a projector having an ultra-violet LED (light 
emitting diode) light engine. 
 
However, the additive manufacturing apparatus in Fig. 2 comprises three 
important additional elements: 25 
1. An optional illumination source 211 for providing radiation 214 
specifically for use in the dynamic characterization of the surface of the 
radiation-curable fluid. 
2. A radiation sensor 207 for measuring radiation from the surface. 
3. A control system 209 for receiving a sensor signal from the sensor 207 30 
and in response determining a control signals for the curing radiation 
source 205 and the platform 203 that ensure that the product is built 
correctly, continuously and quickly. 
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Changes in the surface shape during building is of particular interest in the 
present invention when solidification is taking place and the platform is 
moving. In the prior art, the surface of the resin should be flat, as this is the 
only way to make sure the curing radiation provided by the curing radiation 
source has the intended curing effect. Accordingly, there is no need for an 5 
active monitoring of the surface, since the means for obtaining a level surface 
are considered sufficient and acceptable. Therefore, the required radiation 
patterns can be precomputed for all layers based on the knowledge that the 
resin surface is (virtually) flat. 
 10 
The optical vision system comprising the illumination source and the radiation 
sensor feed information to the control system. The projector curing radiation 
intensity and projected pattern are adjusted based on the input from the 
optical vision system in a closed loop. When too little curing radiation cures 
the surface, the fluid resin is measurably flat and thus the control system 15 
would proceed to increase the curing radiation intensity. When too much 
curing radiation is used, high surface deformation is observed due to, among 
other things, surface tension. In that case, the control system proceeds to 
reduce the curing radiation intensity. When the control system is in an optimal 
steady state of operation, the fluid surface is curved, but only slightly (as in 20 
Fig 1c), and there is a balance between radiation intensity and downward 
motion of the platform. When using a projector as a curing radiation source, 
as in the present example, the radiation intensity changes can be performed 
on a pixel-by-pixel basis in order to find the optimal curing radiation intensity 
for the features that make up the final product. 25 
 
The detail on the right-hand side of Fig. 2 illustrates the steps that are taken 
in the various build scenarios. 
 
Fig. 3 illustrates partly a principle behind the solution provided by the 30 
inventors. (Note that Fig. 3 is merely for illustrating the principle; it is not an 
embodiment of the present invention.) Contrary to existing methods, the 
present invention works even if the fluid surface is not planar during the build 
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process. In previous solutions, any deformation of the resin surface would 
affect the print quality adversely, as discussed above. The inventors realized 
that if the surface topography is known, it is possible to only solidify resin in 
the locations where solidification should occur, even with a curved resin 
surface. If the intersection of a projected pixel ray and the resin surface lies 5 
within the 3D model geometry of the product (the planned geometry), then 
that pixel is illuminated. If there is no intersection between the surface and 
the 3D geometry of the product, that pixel is turned off, or its intensity at 
least reduced to a sufficiently low level to avoid solidification.  
 10 
In particular, Fig. 3 illustrates a building process where a product part 301 
below the resin surface has been solidified. A Part 303 (shown “above” the 
resin surface) has not yet been manufactured, but should be in order to form 
the illustrated “A”-shaped product. The resin surface is not planar, so under 
normal circumstances, a product of very low quality would result from such a 15 
build process. 
 
To ensure that a local flow of radiation-curable fluid onto cured radiation-
curable fluid is sufficient for building a further part of the product in 
accordance with the planned geometry, for instance as illustrated in Fig. 3, a 20 
motion of the build platform and/or the two-dimensional curing radiation 
pattern and/or the curing radiation intensity must be dynamically adjusted. 
For instance, if a large area is cured, more time is required to allow radiation-
curable fluid to cover the cured area. A slowdown of the motion of the 
platform may be required in that case. As another example, if the curvature of 25 
part of the surface increases, this might indicate that the curing radiation 
intensity is too high. A reduction of the curing radiation intensity may be 
required. The control system is configured to ensure that the parameters 
described above are adapted properly. 
 30 
In Fig. 3, arrow 305 illustrates a ray that ends at the resin surface in a point 
at which resin should be solidified, since the planned geometry intersects the 
surface of the resin; in other words, this point is contained within the product 
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part 303 to be manufactured. Accordingly, the projector 205 should provide 
curing radiation at that point to ensure that this part of the product is 
ultimately built. The projector 205 in Fig. 3 is a perspective projector. An 
orthographic projector could also be used. This has the advantage that at high 
surface curvatures where the perspective projector might be shadowed by 5 
curving resin (due to surface tension), the orthographic projector can mitigate 
this problem. 
 
Ray 307 illustrates a radiation path along which there should not be any 
radiation. The ray traces to a part of the resin surface at which there is no 10 
intersection between the resin surface and the product to be built. Therefore, 
the projector should not provide curing radiation to that part. 
 
In a sense, the invention employs what may be thought of as an adaptive 
curing radiation pattern determination, adapting the curing radiation source 15 
pattern or intensity to compensate for height differences in the resin surface. 
As described above, the adaptation of the curing radiation pattern is 
performed on a ray-by-ray basis, dynamically adjusting the projected pattern 
in such a way that when the radiation reaches the (potentially curved) resin 
surface, the radiation cures the desired fluid resin in accordance with the 20 
planned geometry, even if the resin surface is not planar. 
 
In some embodiments, the control system simply measures the intensity 
reflected from a prototype geometry added next to the actual product to be 
manufactured. This could for instance be a bar or rod (which are structures 25 
that have a constant cross sectional area during the build). The overall 
intensity of the projected image is changed in response to changes in the size 
or total intensity reflected from this prototype geometry. 
 
To adapt the curing radiation pattern, it is necessary to estimate the shape of 30 
the surface. Surface estimation can be obtained using methods such as, but 
not limited to: shape from shading, photometric stereo, structured light, depth 
from defocus, deflectometry, and interferometry. 
57709EP01 
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In the present embodiment, the arrangement of the illumination source 211 
relative to the vat and the radiation sensor 207 shown in Fig. 2 is such that 
the illumination source’s specular reflection in the resin can reach the sensor 
207, which is necessary for the feedback control. When the fluid resin is 
undisturbed, as shown in Fig. 4a, the surface is mirroring a part of the 5 
radiation from the illumination source 211 onto the radiation sensor 207. 
Surface deformations, for instance due to the solidification process or other 
effects, will cause a redirection of part of the radiation from the illumination 
source such that it does not enter the sensor 207, and will also cause the 
reflected image of the illumination source to be distorted compared to that 10 
emitted by the illumination source. Thus, one measure of the surface 
deformation involves determining seemingly non-illuminated region in the 
resin, at least as recorded by the sensor. This is illustrated in Fig. 4b. The 
circled arrows have directions that are not directed into the sensor. In the 
schematic, only a single ray reaches the sensor from the deformed region. 15 
Accordingly, this region will generally appear relatively dark compared to its 
surroundings. The size of the dark area is related to the deformation of the 
surface. Using the sensor signal as feedback, one way of maintaining a high 
quality, high speed, continuous build process includes adjusting the radiation 
image intensity and/or the platform speed in such a way that the dark area is 20 
present, but relatively small, and of a substantially constant size. The 
presence of the dark area means that there is an unevenness in the surface. 
Its relatively small size is acceptable. The constant size during building is a 
sign that the balance between solidification and inflow of fluid resin is optimal 
or near optimal. 25 
 
In Fig. 5 and Fig. 6, a rectangular bar, described above, having cross-sectional 
dimensions 0.5 x 10 mm is printed as an addition to the actual product. Fig. 5 
illustrates specular reflection when a diffused light source is used as 
illumination source. Fig. 6 illustrates the specular reflection of a patterned 30 
illumination source from the surface. 
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In Figs. 5 and 6, curing radiation intensity increases from left to right. An 
increase in radiation intensity leads to a higher curvature over a larger area, 
which Fig. 5 and Fig. 6 also clearly show. Note that an intensity thresholding 
operation is performed on Fig 5, resulting in a binary image representation 
separating flat regions from curved regions. Pixels are given a value of ‘0’ if 5 
they fall below the threshold intensity value. These pixels are then classified 
as representing curved geometry. Pixels above the threshold intensity value 
are given a value of ‘1’. These pixels are then classified as representing flat 
geometry.  The number of pixels with the value ‘0’, that is, the pixels 
representing curved parts, are counted and represent the area of the curved 10 
part. This number can be used as an error signal relative to a fixed desired 
area. 
 
Fig. 6 is the result of using a two-dimensional pattern to characterize the 
surface. Fig. 6 illustrates a pattern comprising lit LEDs arranged in a 15 
rectangular grid. This is merely for illustration purposes only, as it makes it 
easy to get a sense of the shape of the surface. The pattern is recorded by a 
two-dimensional sensor. Because the emitted pattern is known, it is possible 
to calculate the shape of the surface in great detail. Sinusoidal fringe patterns, 
as commonly used in three-dimensional scanning, provide significantly better 20 
resolution in this context compared to the simple example in Fig. 6 (but would 
not be easily recognized in a figure). Based on the principle shown in Fig. 3, 
the projector image is adjusted to take the determined shape into account. 
 
Fig. 7 illustrates schematically the use of an illumination source 711 that 25 
provides one or more two-dimensional patterns 760 on the surface 770 of the 
radiation-curable fluid. Element 709 provides curing radiation. In this 
example, the projector 705 that provides curing radiation during the 
manufacturing of the product also comprises the illumination source 711, but 
whether the illumination source is built into the curing radiation source or not 30 
is optional. A radiation sensor 707 monitors the area (or a part of the area) of 
the surface illuminated by the illumination source 711. 
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Fig. 6 illustrated the use of a single two-dimensional pattern for dynamic 
characterization of the shape of the surface of the radiation-curable fluid 
during building. Fig. 7 schematically illustrates a series of patterns (above 
reference number 711) that might be used for performing a dynamic three-
dimensional characterization of the surface of the radiation-curable fluid 5 
during building. As is well known from the field of three-dimensional scanning, 
use of such patterns can provide a high-resolution three-dimensional 
characterization. In the context of the present invention, this can translate 
into a more precise dynamic adjustment of the projected curing radiation 
pattern during the building of a product. This is in turn translated into 10 
products that are even more true to the planned geometry. 
 
Fig. 8 illustrates a method 800 in accordance with an embodiment of invention 
for building a product using additive manufacturing. To build the product, 
geometry information of the planned product is retrieved in step 801. As 15 
described previously, the surface of the resin might not be, and preferably is 
not, completely flat during the build process when embodiments of the 
present invention are used. The method therefore includes determining the 
shape of the surface of the resin in step 803. Based on the geometry 
information and the determined shape of the surface of the resin, the method 20 
determines, in step 805, a projector image and intensity required to solidify 
material that should be solidified in order for the planned product to be 
realized. The determined image is then projected onto the resin surface, in 
step 807. During the building, the platform is moved, as illustrated by step 
809. The build platform is advantageously and preferably moved continuously 25 
in the process, perhaps with variable speed with only occasional stops, if 
required. However, the adaptation of images in step 805 typically allows the 
build platform 203 to be moved continuously. In prior art methods, the 
surface must be level before a new layer can be manufactured, and to provide 
a level surface, the build platform is moved into the correct position, and then 30 
the surface is flattened. If the platform is moved continuously in the prior art 
methods, the resin surface would not be flat due to, among other things, 
57709EP01 
  
 
17 
surface tension in the resin, and the planned product would not materialize in 
a high quality. 
 
In step 811, it is determined whether the product is completed. If yes, the 
build process ends in step 813. If not, the method retrieves new geometry 5 
information representing further parts of the product to be built by returning 
to step 801. 
 
Fig. 9 illustrates schematically the use of two curing radiation sources 909a 
and 909b providing at least partly non-overlapping curing radiation patterns 10 
on the surface 970 of the radiation-curable fluid. This allows for parallel 
production, for instance to manufacture larger products. The additive 
manufacturing apparatus in Fig. 9 further comprises two illumination sources 
911a and 911b associated with each of the curing radiation sources 909a and 
909b. Each illumination source illuminates a corresponding region 960a and 15 
960b of the surface 970 of the radiation-curable fluid. The apparatus 
furthermore comprises two radiation sensors monitoring the region associated 
with each of the illumination sources 911a and 911b. 
 
  20 
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Claims 
 
1. An additive manufacturing apparatus (200) for building a product by 
additive manufacturing, comprising: 
- a vat (201) for holding a radiation-curable fluid to be selectively cured 5 
to form the product, 
- a build platform (203) for holding the product, the build platform 
comprising a platform stage (204) for changing a position of the build 
platform relative to a surface of the radiation-curable fluid during 
building of the product, the platform stage (204) being controlled by a 10 
platform stage control signal, 
- a curing radiation source (205) configured to receive a curing radiation 
source control signal and to emit a corresponding two-dimensional 
curing radiation pattern in a direction towards the surface of the 
radiation-curable fluid, whereby a corresponding part of the radiation-15 
curable fluid is cured, 
- a radiation sensor (207) configured to produce a sensor signal 
representing radiation reflected by and/or emitted from the surface of 
the radiation-curable fluid, 
- a control system (209) configured to: 20 
i) provide a dynamic characterization of a shape of the surface of the 
fluid based on the sensor signal during building of the product, 
ii) retrieve a geometry information representing a planned geometry of 
the product to be built, 
iii) determine a curing radiation pattern and curing radiation intensity to 25 
be emitted by the curing radiation source in order to cure the 
radiation-curable fluid in accordance with the planned geometry, the 
determining being based at least on the geometry information and 
the dynamic characterization of the shape of the surface, 
iv) provide a curing radiation source control signal to the curing 30 
radiation source corresponding to the determined curing radiation 
pattern, and 
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v) provide the platform stage control signal to the platform stage to 
cause a motion of the build platform during building. 
 
2. An additive manufacturing apparatus in accordance with claim 1, wherein 
the control system is configured to provide a curing radiation pattern that 5 
selectively cures a part of the radiation-curable fluid surface in case said 
part coincides with a part of the planned geometry of the product. 
 
3. An additive manufacturing apparatus in accordance with claim 1 or 2, 
wherein the curing radiation source (205) is an orthographic projector. 10 
 
4. An additive manufacturing apparatus in accordance with one of the 
preceding claims, wherein the control system is configured to enable the 
platform stage to move continuously while the curing radiation source is 
curing radiation-curable fluid. 15 
 
5. An additive manufacturing apparatus in accordance with one of the 
preceding claims, wherein the characterization of the shape of the 
surface includes determining a topography of at least a part of the 
surface of the radiation-curable fluid. 20 
 
6. An additive manufacturing apparatus in accordance with claim 5, wherein 
the topography is determined by recording a plurality of two-dimensional 
images of reflected and/or emitted radiation from the surface of the 
radiation-curable fluid and determining surface height variations in the 25 
surface based on: 
- intensity variations in one or more of the two-dimensional images, 
and/or 
- temporal intensity variations in the two-dimensional images. 
 30 
7. An additive manufacturing apparatus in accordance with one of the 
preceding claims, further comprising an illumination source (211) for  
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providing radiation to be reflected by the surface of the radiation-curable 
fluid for the dynamic characterization of the shape of the surface. 
 
8. An additive manufacturing apparatus in accordance with claim 7, wherein 
the illumination source is configured to emit one or more two-5 
dimensional illumination patterns comprising a set of one or more image 
features, and the control system is configured to determine a topography 
of the surface of the radiation-curable fluid at least based on how the one 
or more image features are reflected onto the sensor by the surface of 
the radiation-curable fluid. 10 
 
9. An additive manufacturing apparatus in accordance with one of the 
preceding claims, wherein the characterization of the shape of the 
surface includes monitoring radiation reflected and/or emitted from a 
part of the surface, and wherein a motion of the build platform and/or 15 
the two-dimensional curing radiation pattern and/or the curing radiation 
intensity are adjusted in response to changes in the radiation reflected 
and/or emitted radiation said part of the surface. 
 
10. An additive manufacturing apparatus in accordance with one of the 20 
preceding claims, wherein a motion of the build platform and/or the two-
dimensional curing radiation pattern and/or the curing radiation intensity 
are adjusted to ensure that a local flow of radiation-curable fluid onto 
cured radiation-curable fluid is sufficient for building a further part of the 
product in accordance with the planned geometry. 25 
 
11. An additive manufacturing apparatus in accordance with one of the 
preceding claims, further comprising a second curing radiation source 
configured to receive a second curing radiation source control signal and 
to emit a corresponding second two-dimensional curing radiation pattern 30 
in a direction towards the surface of the radiation-curable fluid. 
 
57709EP01 
  
 
21 
12. A method for building a product by additive manufacturing in an additive 
manufacturing apparatus, the additive manufacturing apparatus 
comprising: 
- a vat for holding a radiation-curable fluid to be selectively cured to form 
the product, 5 
- a build platform for holding the product, the build platform comprising a 
platform stage for changing a position of the build platform relative to a 
surface of the radiation-curable fluid during building of the product, the 
platform stage being controlled by a platform stage control signal, 
- a curing radiation source configured to receive a curing radiation source 10 
control signal and to emit a corresponding two-dimensional curing 
radiation pattern in a direction towards the surface of the radiation-
curable fluid, whereby a corresponding part of the radiation-curable 
fluid is cured, 
- a radiation sensor configured to produce a sensor signal representing 15 
radiation reflected by and/or emitted from the surface of the radiation-
curable fluid, 
 
the method comprising: 
- producing, using the radiation sensor, a sensor signal representing 20 
radiation reflected by and/or emitted from the surface of the radiation-
curable fluid, 
- providing a dynamic characterization of a shape of the surface of the 
fluid based on the sensor signal, 
- retrieving a geometry information representing a planned geometry of 25 
the product being built, 
- determining a curing radiation pattern and curing radiation intensity to 
be emitted by the curing radiation source in order to cure the radiation-
curable fluid in accordance with the planned geometry, the determining 
being based at least on the geometry information and the dynamic 30 
characterization of the shape of the surface, and then providing a 
corresponding curing radiation source control signal to the curing 
radiation source, and 
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- providing the platform stage control signal to the platform stage to 
cause a motion of the build platform during building of the product. 
 
13. A method in accordance with claim 12, wherein the curing radiation 
pattern is adapted responsive to the sensor signal to cause curing of a 5 
part of the radiation-curable fluid surface in case said part coincides with 
a part of the planned geometry of the product. 
 
14. Digital computing hardware configured to act as the control system in an 
additive manufacturing apparatus in accordance with one of claims 1-11. 10 
 
15. A computer-readable medium comprising instructions which, when 
executed on suitable computing hardware in an additive manufacturing 
apparatus in accordance with one of claims 1-11, enable the additive 
manufacturing apparatus to perform steps i) to v). 15 
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Abstract 
The present invention provides an additive manufacturing apparatus 
comprising a vat for holding a radiation-curable fluid to be selectively cured to 
form the product, a movable build platform for holding the product during 
building, a curing radiation source configured to receive a curing radiation 5 
source control signal and to emit a corresponding two-dimensional curing 
radiation pattern in a direction towards the surface of the radiation-curable 
fluid, whereby a corresponding part of the radiation-curable fluid is cured, a 
radiation sensor configured to produce a sensor signal representing radiation 
reflected by and/or emitted from the surface of the radiation-curable fluid, and 10 
a control system. The control system is configured to provide a dynamic 
characterization of a shape of the surface and to cause a curing radiation 
pattern and curing radiation intensity to be adapted when the surface is non-
flat, making it possible to manufacture products more quickly and without the 
staircase artifact known from existing additive manufacturing apparatuses. 15 
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VirtualTable: A Projection
Augmented Reality Game
VirtualTable: a projection augmented reality game
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Department of Applied Mathematics and Computer Science, Technical University of Denmark
Figure 1: (left) Our setup using projector (red frustum) and a Kinect camera (green frustum). (middle,right) Pictures of the gameplay.
VirtualTable is a projection augmented reality installation where
users are engaged in an interactive tower defense game.The instal-
lation runs continuously and is designed to attract people to a table,
which the game is projected onto. Any number of players can join
the game for an optional period of time. The goal is to prevent the
virtual stylized soot balls, spawning on one side of the table, from
reaching the cheese. To stop them, the players can place any kind of
object on the table, that then will become part of the game. Depend-
ing on the object, it will become either a wall, an obstacle for the
soot balls, or a tower, that eliminates them within a physical range.
The number of enemies is dependent on the number of objects in
the field, forcing the players to use strategy and collaboration and
not the sheer number of objects to win the game.
Our installation is an example of a combination of tangible user in-
terfaces [Shaer and Hornecker 2010] and projection augmented re-
ality [Mine et al. 2012]. Leitner et al. [2008] presented IncreTable, a
tabletop game that includes multiple inputs from different devices,
including physical objects. Molla and Lepetit [2010] present a sim-
ilar concept of augmented board game, but in their case the output is
shown on a screen and not re-projected on the game. Compared to
Leitner et al. [2008], our interaction design can be learned by explo-
ration and thus requires no instructions. This is important in child-
computer interaction and in combination with the use of tangibles
it empowers the shift from “learning by being told” to “learning by
doing” [Hourcade 2008]. We thus believe that our VirtualTable is
an excellent concept for development of immersive and engaging
learning games for children.
Our approach
VirtualTable uses a computer unit attached to both a Kinect camera
and a projector. We first process the input from the Kinect depth
camera, then we pass it to the actual game to display the output.
The objects are recognized using the depth camera of the Kinect.
We automatically calibrate our software once before the game is
actually started, to estimate both a ground depth and the Kinect-
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made or distributed for profit or commercial advantage and that copies bear
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projector homography. After the calibration, objects of any signif-
icant depth (at least 0.5 cm) can be recognized. The output of the
depth camera is used to create a bounding box around the objects.
We exclude objects that are connected to the border, to avoid recog-
nizing the players’ hands. In Figure 1 (left) we see that the Kinect
camera covers an area bigger than the game area, to not accidentally
exclude objects lying on the border.
We transmit the identified bounding boxes to the actual game using
a custom made protocol. In the virtual game, wall objects are invis-
ible and affect only the behavior of the soot balls. We project a red
glow around the towers to distinguish them and give a visual feed-
back on their range (see Figure 1 (right)). When we update the set
of recognized boxes, we compare it with the existing set. Matching
boxes have their position updated, interpolating it with their old po-
sition to avoid flickering. The remaining boxes are either added or
removed to the game accordingly. Objects are distinguished only
by shape: elongated objects are walls, square-like objects towers.
The behavior of the soot balls is simulated using Unity Engine’s
built-in navigation system on navigation meshes. A tower, with a
given frequency, shoots bullets to the soot balls within its range,
removing them from the game.
The game explores the concept of augmented reality games, com-
bining the tangible sensation of the pieces from board games and
the immediate visual feedback from modern computer games.
References
HOURCADE, J. P. 2008. Interaction design and children. Found.
Trends Hum.-Comput. Interact. 1, 4 (Apr.), 277–392.
LEITNER, J., HALLER, M., YUN, K., WOO, W., SUGIMOTO, M.,
AND INAMI, M. 2008. IncreTable, a mixed reality tabletop game
experience. In Proceedings of Advances in Computer Entertain-
ment Technology (ACE), 9–16.
MINE, M., VAN BAAR, J., GRUNDHOFER, A., ROSE, D., AND
YANG, B. 2012. Projection-based augmented reality in Disney
theme parks. Computer 45, 7 (July), 32–40.
MOLLA, E., AND LEPETIT, V. 2010. Augmented reality for board
games. In Proceedings of the International Symposium on Mixed
and Augmented Reality (ISMAR).
SHAER, O., AND HORNECKER, E. 2010. Tangible user inter-
faces: Past, present, and future directions. Found. Trends Hum.-
Comput. Interact. 3, 1;2 (Jan.), 1–137.
Contribution J
GyroVR: Simulating Inertia
in Virtual Reality using
Head Worn Flywheels
GyroVR: Simulating
Inertia in Virtual Reality using Head Worn Flywheels
Jan Gugenheimer
Ulm University
Ulm, Germany
jan.gugenheimer@uni-ulm.de
Dennis Wolf
Ulm University
Ulm, Germany
dennis.wolf@uni-ulm.de
Eythor R. Eiriksson
DTU Compute
Kgs. Lyngby, Denmark
eruei@dtu.dk
Pattie Maes
MIT Media Lab
Cambridge, MA
pattie@media.mit.edu
Enrico Rukzio
Ulm University
Ulm, Germany
enrico.rukzio@uni-ulm.de
ABSTRACT
We present GyroVR, head worn flywheels designed to render
inertia in Virtual Reality (VR). Motions such as flying, diving or
floating in outer space generate kinesthetic forces onto our body
which impede movement and are currently not represented in VR.
We simulate those kinesthetic forces by attaching flywheels to the
users head, leveraging the gyroscopic effect of resistance when
changing the spinning axis of rotation. GyroVR is an ungrounded,
wireless and self contained device allowing the user to freely
move inside the virtual environment. The generic shape allows to
attach it to different positions on the users body. We evaluated the
impact of GyroVR onto different mounting positions on the head
(back and front) in terms of immersion, enjoyment and simulator
sickness. Our results show, that attaching GyroVR onto the users
head (front of the Head Mounted Display (HMD)) resulted in
the highest level of immersion and enjoyment and therefore can
be built into future VR HMDs, enabling kinesthetic forces in VR.
Author Keywords
gyroVR; haptics; virtual reality; mobile VR, nomadic VR
ACM Classification Keywords
H.5.2. Information Interfaces and Presentation (e.g. HCI): User
Interfaces
INTRODUCTION
Virtual Reality HMDs strive to immerse the user inside a virtual
environment and are currently mainly targeting the visual sense.
Several research projects showed that including the haptic
sense inside a virtual environment leads to an increased level of
immersion [17].
GyroVR focuses on the kinesthetic part of the haptic perception
and mainly on inertia, which occurs when being in fast motion
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Figure 1. Left: A user wearing a VR HMD with GyroVR attached. Right:
A prototype implementation of GyroVR attaching flywheels on the front of
an Oculus Rift DK2.
(e.g. flying) or in an altered environment (e.g. underwater).
The resistance of the wind, when flying in a wingsuit acts
upon the human body as a kinesthetic force, which impedes the
movements of the head or limbs similar to when people try to
move underwater. This concept of motion is currently one of the
most used for Oculus Rift experiences.
We enable this sensation by attaching flywheels to the human
head. These flywheels leverage the gyroscopic effect which
occurs when the user tries to rotate his head against the rotational
axis of the spinning flywheel. The gyroscopic effect will affect
the motion of the users to the perpendicular axis of the motion
which is mainly perceived as a resistance [19]. In combination
with the visuals of the virtual scene the sensation of inertia
is created. We conducted a user study (n=12) to explore how
mounting GyroVR to different positions on the human head
(back and front) impacts the level of immersion, enjoyment and
simulator sickness inside a virtual environment.
Contributions
The main contributions of this work are: (1) the concept of simu-
lating kinesthetic motion forces using head worn flywheels,(2) the
implementation of GyroVR, a small, self containing and generic
device capable of being attached to the human body, (3) the
insights from our study on human perception and the impact of
Figure 2. GyroVR is designed to render the simulated force of inertia
occurring during movements. The key idea is that the flywheel mounted on
the VRHMD impedes themotion of the users. Here the user is experiencing
a flying simulation and tries to steer his direction using his head motion
(Users’ Motion). The rotation speed of GyroVR is correlated with the speed
the user has in the virtual environment. GyroVR impedes this motion by
generating a perpendicular force creating an experience for the user where
it is more difficult to move his head when he is in high motion.
kinesthetic forces by head worn flywheels attached to different lo-
cations in terms of immersion, enjoyment and simulator sickness.
GYROVR
GyroVR is designed as an ungrounded haptic feedback device
to simulate the kinesthetic force of inertia which fits to different
VR experiences (e.g. flying). Ungrounded means that GyroVR
has no grounding to counterbalance the output force such as
Phantom or HapticMaster [13]. Figure 2 illustrates a setup where
the user flies through an environment and depending on his speed
perceives a higher or lower level of resistance during his head
movements. The concept of GyroVR leverages the effect that
the directional force is not perceived precisely enough and more
like a general resistance [18]. One important concept of GyroVR
is that the force generated does not necessarily have to be realistic
(e.g. actual wind resistance). In informal pre-evaluation with
colleagues we found that users mostly do not know the exact
force which should be acting upon them in most situations but
only expect some kind of force which is comprehensible.
Implementation
Similar to [3] we built GyroVRout of desktop computer hard drive
components (Western Digital WD 2500). We removed the motor
(7200 rpm overclocked to≈12.000 rpm) and discs from the HDD.
For our implementation we used three discs on each motor result-
ing in a total weight of 96g. We experimented with a different
number of discs and found a balance between weight and perfor-
mance using three. Furthermore, a higher number of discs resulted
in the motors to struggle at start-up since they are not used to spin
a higher number of discs. To control the three phase HDD motor
we used a Hobbyking 30A ESC which receives a PWM signal
from an Arduino Nano. After our initial tethered prototype with
three motors on the HMD (Figure 6) we built a mobile version
(Figure 3) by adding the Bluetooth HC-06 module for the commu-
nication between computer and Arduino and adding a 1500mAh
Lipo-Battery (from an AR Drone 2.0). The use of off the shelf
hardware allows researchers to easily rebuild our implementation.
To experiment with the force on different locations of the human
body we built a mobile version (Figure 3 right) where we
Figure 3. Two implementations of GyroVR. Left: The GyroVR prototype
directly attached onto anOculus Rift DK2. Right: Amobile implementation
of GyroVR, built in a generic form factor to be mounted onto the human
body.
assembled all components inside a 3D printed case (overall
weight 390g). This prototype can be mounted onto the human
body using straps (Figure 5). To reduce some of the weight we
built a second prototype where we assembled all the components
directly onto an Oculus Rift DK2 (Figure 3 left).
Gyroscopic Precession
The force generated by GyroVR is based on Newton’s first
law of motion which states that objects in motion try to stay in
motion. The rotational pendant to this is the gyro effect which
states that spinning masses will continue spinning in the same
direction around the same axis. Once the user rotates his/her head
at a desired angular velocity ωin, a gyroscopic torque τout is
experienced perpendicular to the head rotation axis. (Figure 4).
The relationship is as follows
τout=ωin×Ls=ωin×Iωs (1)
where Ls is the spin angular momentum, I is the moment of
inertia and ωs is the angular velocity of the spinning mass.
By having a double gyroscope setup, sharing the same rotational
axis and spinning in the same direction, the angular momentum
contribution becomes additive. Effectively doubling the perceived
effect and output torque τout. Figure 4 depicts such a double
gyroscope setup where the gyroscopes have been mounted
in such a way that they provide a counter balance of weight.
Additionally, it illustrates the relationship between head rotation
velocity ωin and the gyroscopic torque τout experienced by the
user around the yaw axis.
Mounting Positions
Weexperimentedwith severalmounting position on the users body
using the GyroVR mobile prototype (Figure 5). Our goal was
to find mounting positions where users would perceive the force
strong enough so it could be used in a user study. Since the force of
GyroVR is a reactive force (only perceived if an input force is gen-
erated e.g. rotating the head) we experimented with mountings on
the human body which are used frequently in motion when inside
a virtual environment. The evaluation of the different mounting
positions we report here are based on informal pre-evaluations the
authors conducted on themselves to pre-select relevant mounting
positions for the follow up user study. We evaluated the mounting
positions based on ease of attachment and level of perception.
Hands:Mounting the device onto the palm (or holding it in the
hand) resulted in the strongest perception of the force. This is
Figure 4. When disks are spun with angular velocity ωs and the head is
rotated around an input axis at angular velocity ωin, the gyroscopic output
torque τout around the yaw axis is experienced by the user.
Figure 5. The different mounting positions on the human body which were
explored with the mobile implementation of GyroVR.
probably because of the high density of muscle spindles which
are responsible for perceiving the kinesthetic force [8]. The
mounting onto the hand turned out to be more difficult since
the prototype must be rigidly attached and thereby restricted
motions of the hand. Furthermore, the size of the prototype lead
to occlusion of the fingers which excluded simple hand tracking
using the Leap Motion. The best result occurred from holding
the prototype in the hand. We excluded that option of holding,
since similar results were already reported in prior work [3, 21].
Torso: The least force was perceived when GyroVR was mounted
on the torso. We experimented with different mounting locations
but did not find a position which resulted in a force which
could actually be perceived. As the torsos freedom of motion
is by rotating around a vertical axis, the GyroVR must exert an
output torque by twisting around the horizontal axis, essentially
leveraging the entire body.
Legs/Feet: Attaching GyroVR to the legs resulted similar to the
torso location in an easymounting but low perception of the output
force. We also experimented with mounting GyroVR to the feet
(similar to a shoe). The force is only perceived when tilting the
foot and is only of relevance for room scale VR such as HTCVive.
Head:Mounting GyroVR onto the head resulted in a high percep-
tion of the force since the neck consists of most muscle spindles
Figure 6. An early prototype of GyroVR on an Oculus Rift DK2 (a)
which had a flywheel mounted onto each axis (b). We conducted informal
evaluations to asses the output force (c)
[8]. We built one initial prototype (Figure 6) with flywheels on
each rotational axis (yaw, pitch and roll). We then experimented
with each individual flywheel and its possible combination and
ended up with mounting the flywheel to the roll axis as the best
result. The reason is that when mounted on the roll axis the
gyroscopic effect is perceived when applying a force on the yaw
and pitch axis (basically turning the head left/right or up/down).
This position benefits from the fact that users explore the virtual
environment by rotating the head. Even if the realistic case would
be to perceive the force on the whole body, by bundling this
haptic feedback with the main source of input (head rotation) the
user gets an immediate feedback for an action and accepts the
force as part of the immersive experience (see section user study).
APPLICATION EXAMPLES
To explore the design space for GyroVR we implemented three
example applications which each create a different mapping of the
force and the environment (Figure 7). We used those applications
for the user study. For some applications we needed to let the
participants generate input (e.g. press button to fly). We used
a wireless bluetooth gamepad for this interaction. Applications
which depend on virtual forward motion tend to induce simulator
sickness (sensory conflict theory). Due to the nature of inertia
which mostly appears during motion we took some precautions
(e.g. Oculus Guidelines) during the application design to lower
simulator sickness. In every scenario we used a different mapping
between the virtual environment and the physical rotation to
dynamically control the rpm. To generally shorten the ramp
up time the flywheels are kept constantly spinning on low rpm
(which did not generate enough torque for the participants to feel).
All applications were implemented using Unity 3D.
Simulating Forces of Motion - Flying
In the flying game (Figure 7 a) the user can fly over a city. By
holding down one button on the gamepad the user can speed
up and control his direction by rotating the head. The rotational
speed of the flywheel is mapped onto the virtual speed inside the
game. For the flying game we used a linear mapping between
virtual movement and rotation speed. This allows the user to
perceive a higher resistance in turning his head when flying in
higher speed. To encourage head rotation we placed stars inside
the environment which the user has to collect. The placement
is done in such a way that after collecting one star the users has
to quickly rotate towards the next target.
Impeded Motion - 3D Shooter
Figure 7 b shows the implementation of the 3D shooter game.
The user is located inside a warehouse and has to find two
Figure 7. Screenshots of the applications which users experienced in the user study. (a) The flying application showing a star in the distance. (b) A first person
view of the warehouse from the 3D Shooter game. (c) The surface of the foreign planet showing the location of several parts which the user has to collect
weapons hidden in random locations. The controls work by
having one button to run and a second one to jump. The direction
of the running is controlled via head rotation. During the search
the users get constantly shot by hidden enemies which they can’t
find. The more damage the user takes the faster the flywheel
spins and the more difficult it becomes to move. At the start of
the scene no rotation was used. Every time a user gets hit, the
rpm are increased rapidly by a 6th of the maximum rpm. After
seven hits the game ends. This allows the user to experience an
impeded motion as if he is wounded.
Simulating new Environments - Space Jumper
The last game (Figure 7 c) locates the user on a new planet with
new physical forces. The flywheel is constantly spinning at full
speed thereby highly restricting head motion and simulating a
new form of gravitation. The get off the planet the user has to
collect three parts which he needs to repair his spaceship. To
move on the planet users are encouraged to jump. To encourage
a high head movement, users only have a certain ”boost” which
they can use to jump that has to be regenerated by shaking their
head. The gravitation on the planet is set to almost zero. The
user has visually the impression as if he moves in lower gravity,
the flywheels generate a force as if he would actually be in an
environment with a higher gravitation as earth (since moving the
head is difficult). This application beautifully demonstrates the
concept of non-realistic forces. Even if that scenario is physically
impossible, participants inside our user study ignored this fact and
perceived the forces as appropriate, some even calling it ”realistic”.
RELATED WORK
Our work builds upon the work in the field of ungrounded
kinesthetic feedback and virtual reality.
The gyroscopic effect was often used to create an ungrounded
kinesthetic force such as the GyroCube [19] which is a handheld
gyroscope generating forces along each rotational axis. Sakai
et al. evaluated the levels of perception inside the users palm
using GyroCube [18]. Badshah et al. applied this concept into
the field of HCI by attaching flywheels onto the back of a tablet
to generate kinesthetic forces for the user [3]. Several authors
presented a concept to make the gyroscopic effect proactive by
attaching a flywheel onto a gimbal and control that gimbal [21,
2, 22] to give the user directional cues. Murer et al. presented this
concept attached onto a tablet called ”TorqueScreen” [16]. By
rotating the gimbal with a flywheel attached, the authors could
generate kinesthetic feedback allowing the user to feel a virtual
ball on the tablet bounce of the edges. The main difference to
Figure 8. The study apparatus of GyroVR consisting of a Oculus Rift
DK2 with GyroVR attached and a bicycle helmet having a mobile GyroVR
prototype attached to the back.
GyroVR is that all those prototypes were designed to be handheld
and not mounted onto the human body.
A different direction in the field of ungrounded kinesthetic feed-
back is work which tries to mount those flywheels onto the human
body. Mostly the motivation is to assist human balance [1, 4, 14].
Those prototypes are often quite large to generate a strong enough
force and too heavy for casual use. Ando et al. presented a con-
cept for a body worn prototype based on brake change in angular
momentum to create a directional force [1]. The prototype built,
however, was not wearable but users had to hold it in their hand.
In the field of Virtual Reality, there is a big direction of work
focusing on novel input concepts [5] and generating haptic
feedback [11, 7, 12, 17, 6]. Early prototypes were used in
CAVE environment and were attached to the users limbs using
exoskeletons [20] or pulley systems [15]. Both systems are
considered to use a grounded force. Recently, Lopes et al.
presented a concept for simulating impact in VR using electrical
muscular stimulation and a solenoid [11].
To our best knowledge, GyroVR is the first to use head-worn
flywheels to simulate kinesthetic feedback in VR.
USER STUDY
To measure the impact of GyroVR onto immersion, engagement,
enjoyment and simulator sickness we conducted a user study
(n=12). We also evaluated the best position of GyroVR on the
users head.
Study Design and Procedure
The study had one independent variable motor location with four
levels (front, back, both and none). In the both condition both
flywheels rotated in the same direction along the roll axis to sum
up the force. For the user study we used a different apparatus
(Figure 8) which consisted of a bicycle helmet which had a
GyroVR prototype mounted on it. We used the helmet to ensure
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Figure 9. A distribution of the simulator sickness (a) and immersion,
engagement and enjoyment questionnaire (b) of the user study.
a sturdy attachment of GyroVR onto the back of the participants’
head. To ensure that the force was created equally, both flywheels
were equidistant to the users head (≈ 8cm). The none condition
was used as the baseline. The study took on average 30 minutes
and participants received 5 currency. The flywheels generate
a small rotation noise which was not heard by the participants
due to the use of headphones. To avoid vibration we used hand
moldable plastic to press fit a perfectly fitting layer of plastic
between the HMD case and the flywheel mount. The battery
lasted for at least 2 studies (1h) before charging.
Participants were introduced to the concept of GyroVR and could
experience the force. Afterwards they put on the Oculus DK2 and
the bicycle helmet and played all three applications (section Ap-
plication Examples) with each of the four conditions of the motor
(front, back, both and none). After each motor condition partici-
pants were asked to fill out the SSQ (Simulator Sickness Question-
naire) [9] and E2I questionnaire (immersion, engagement and
enjoyment) [10]. At the end participants rated all four conditions
as what they perceived as the best experience. Applications and
motor conditions were counterbalanced using a Latin-square.
Participants
We randomly recruited 12 participants (3 female) with an average
age of 28.5 (range: 25 to 36) from our institution. Six participants
had already experience with VR HMDs and all had an academic
background.
Results
Quantitative: Figure 9 a shows the distribution of the simulator
sickness of all levels of the motor condition. A repeated measures
ANOVA revealed no significant differences (F (3,33)=.639, n.s.).
Even if not significant, the trend shows that the front mount
resulted in the lowest level of simulator sickness compared to
the other motor levels. Participants in general mentioned that the
applications induced a higher level of simulator sickness since
they all dependent on virtual movement. The overall ranking of
immersion, engagement and enjoyment over all motor levels can
be found in Figure 9 b. A repeated measures ANOVA revealed
no significant differences (F (3,33)=.745, n.s.) between the
levels. Nevertheless, the front condition received a slightly higher
ranking. This again correlates with the user feedback we received
during the study.
Qualitative: In the final feedback after the user study participants
comments can be categorized in three topics (immersion, sickness,
fatigue): Rapid increase of RPM resulted in a little nudge in a
direction and was partially perceived as ’unpleasant’ and therefore
fitting to increase the level of immersion of the 3D Shooter, where
a hit from a bullet was simulated by a rapid increase of rpm.
Participants said they perceived the front condition as being the
strongest in terms of output force. In the final rating of the
overall best experience participants preferred having a motor (7)
vs having no motor (5). The participants which ranked the ”no
motor” condition the best mostly experienced an overall high level
of simulator sickness, which they then correlated with the motor
running. In a final ranking participants (6) reported that during
the motor conditions, using both motors induced the most level of
sickness. Participant 7 mentioned that if GyroVR was not tightly
fixed to the head this potentially increased the sickness. High rpm
were reported to potentially lead to less head movement due to
fatigue. Participant 9 suggested to use this effect as a ’punishment’
in an attention guidance scenarios. The overall weight of the study
apparatus resulted in a certain level of fatigue over the duration
of the whole study. However, removing one of the gyros would
result in an unbalanced setup (and create an unfair comparison
between conditions). Therefore, we decided the leave both gyros
on the participants during the whole study. A possible solution to
keep the same output force but reducing the weight would be by
increasing the rpm. A future prototype which is based around a
custommotor with higher rpmwould be able to generate the same
output force but avoid the high weight and resulting fatigue effects.
DISCUSSION
Our study showed that GyroVR creates an ”immersive and
realistic” (P3, P5) kinesthetic force which ”enhances the
experience” (P9). After experiencing a condition with either
of the motors and afterwards the none condition, participants
reported the experience to be ”boring without the force” (P10).
Overall participants reported they enjoyed the concept despite
a certain base level of simulator sickness. Even though the user
study did not quantitative show a clear benefit for immersion,
engagement and enjoyment when using GyroVR, a possible trend
does exist, which warrants further testing with a larger sample
size to determine if the trend truly indicates significance.
CONCLUSION
We presented GyroVR, head worn flywheels designed to render
inertia in Virtual Reality. These flywheels leverage the gyroscopic
effect which impedes users head movement and thereby is
perceived as inertia. We presented several implementations and
initially explored the mounting positions on the human body.
In three example applications we explore the design space and
different concept of mapping the force inside of the virtual
environment. In a user study we explored the effect of GyroVR
attached to the users head on immersion, engagement, enjoyment
and simulator sickness. Our results give a first understanding of
the implications of attaching a flywheel to the front of a HMD
to enable kinesthetic forces of inertia in virtual reality.
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Abstract. This paper explores potential use cases for using augmented
reality (AR) as a tool to operate industrial machines. As a baseline we
use an additive manufacturing system, more commonly known as a 3D
printer. We implement novel augmented interfaces and controls using
readily available open source frameworks and low cost hardware. Our re-
sults show that the technology enables richer and more intuitive printer
control and performance monitoring than currently available on the mar-
ket. Therefore, there is a great deal of potential for these types of tech-
nologies in future digital factories.
Keywords: 3D Printing, Additive Manufacturing, Augmented Reality
1 Introduction
With recent efforts in industrial digitalization, commonly referred to as ’indus-
try 4.0’, the core aim is to realize the factory of the future. These factories are
envisioned to be agile and flexible using complex autonomous manufacturing
technologies combined with the human skills of reasoning. As the manufactur-
ing technology becomes more and more autonomous the need for intuitive and
fluid human-machine interaction becomes necessary. This is in part due to the
massive increase in data available to the users. Additionally, it is due to increas-
ing abstraction where complex inter-connectivity between factory elements has
become invisible to the operators.
A promising, highly digitized and automated manufacturing technology that
frequently comes up in relation to the factory of the future, is additive manu-
facturing (AM), commonly known as 3D printing. For large scale manufacturing
using not only several AM systems but also other highly automated machine
tools, the need for a larger control framework is required. Managing multiple ma-
chinery as well as monitoring their performance often cannot easily be achieved
through their conventional physical user interfaces. However, these interfaces can
be dynamically scaled in an augmented reality control interface. With such an
interface, it can be evolved and iteratively tailored towards the specific use cases
at any given time. As an example, multiple machines can be controlled using a
single AR user interface.
In this paper, we focus on the integration of an augmented reality based
human-machine interface that substitutes a conventional user interface on an
additive manufacturing (AM) machine tool. This is achieved using readily avail-
able open source frameworks, web technologies and low cost mobile hardware.
2 Related Work
Mobile embedded systems such as smartphones, tablets and head mounted dis-
plays (HMD) [1, 2] now have enough computing power to enable augmented
reality applications at a low cost. In an industrial scenario, applications such as
remote technical support [3], worker training [4] and design [5], can be achieved.
In the context of AR industrial machine control and visualization, Zhang
et al. [6] performed augmented cutting simulations on a industrial milling ma-
chine, as well as provided an interface control panel using a camera and high
end processing computer. Olwal et al. demonstrated an industrial AR projection
system that augments machine information onto a transparent display [7]. Both
examples above, classify as tethered solutions that do not offer the flexibility
achievable with a mobile device. Kollatsch et al. [8] presented a mobile imple-
mentation using a Windows tablet PC that displayed machine status parameters
when presented with an AR marker, however no machine control was possible.
Our method takes advantage of recent advancement in high performance
mobile technology that enables use of both consumer tablets and smartphones.
Using open source systems we have implemented bi-directional AR interfaces
that both monitor and control a 3D printer, in such a way that any changes
made on the printer from external sources are reflected in the AR interface and
vice versa.
3 Method
As consumer mobile tablet devices have already made their way into the indus-
trial environment, we use a traditional iPad Mini 3 for this study. It is responsible
for both displaying augmented interfaces as well as performing the computer vi-
sion necessary to identify and pose estimate unique optical markers that are
placed on relevant locations on the machine.
For this study, we employ the Ultimaker Original [9] desktop 3D printer to
represent an industrial AM machine tool on a factory floor. It is connected to
a laptop via a USB-serial interface, where the control and readout takes place.
For this implementation, any device capable of running the node.js JavaScript
runtime environment [10] could be used to handle the printer communication.
This includes popular devices such as the Raspberry Pi, Arduino Yu´n as well as
many industry standard embedded systems built on ARM technology. Thus it is
entirely feasible for several machines to be equipped with AR functionality at a
very low cost. Both the tablet, and laptop, are connected to a common wireless
network (WIFI). The laptop runs a node.js web server that communicates to
both tablet and printer.
3.1 Additive Manufacturing Machine Tool
The Ultimaker Original is entirely open source and belongs to the class of extru-
sion based printers. Its construction is cartesian with a motorized horizontal X-Y
carriage system. It is used to trace 2D cross-sectional slices of 3D objects, whilst
simultaneously extruding melted thermoplastic material through a heated ex-
truder nozzle. The vertical Z-axis, that translates the build plate, is then moved
downward. Typically in sub-mm increments for each new layer to be produced.
The printer belongs to a large family of numerically controlled (NC) devices
following the G-code standard [11]. It is possible to control the machine tool
through its USB hardware interfaces which presents itself as a standard serial
port when connected to a computer. The printer can then be operated using G-
code commands which are conventionally used in computer-aided manufacturing
to control automated technologies (CAx). It is thus possible to set and query all
features of the printer ranging from motion control to tooling settings.
3.2 Open Hybrid
Open hybrid [12] is a highly customizable open source platform from the MIT
Media Lab, that enables flexible interactions between physical objects through
augmented user interfaces. Objects or systems powered by Open Hybrid enable
the possibility of inter-connectivity between each one. Such that the underly-
ing input- and output connectivity routing between objects can be dynamically
altered though simple drag and drop gestures. The augmentation system is en-
abled by web standards, and as such each object is set up solely in standardized
protocols through a simple Application Programming Interface (API).
3.3 Reality Editor
The Reality Editor [13] is a publicly available mobile iOS app that functions
as a digital window and multi-tool for Open Hybrid objects. Allowing the user
to connect and manipulate the functional behavior of any physical object that
is enabled by the Open Hybrid platform. As a mobile device (tablet or phone)
is pointed toward an object AR marker, the Reality Editor recognizes it and
performs camera pose estimation in real time. It then proceeds to augment and
display the corresponding user interface on the mobile device with the correct
perspective transformation. Physical buttons, indicator lights and sensors may
be shown as nodes between which relationships can be defined through gestures.
Once configured, the object will retain its state until the mobile tool is used
again to alter the previously defined relations.
3.4 Object Markers
Throughout this study we use a novel type of quick response (QR) codes called
Human Readable Quick Response Codes [14] (HRQR). The marker consist of
high contrast visual features that allow for robust marker detection and pose
estimation. Furthermore, as the marker is readable by humans, its text will give
an indication to what type of interface is to be expected.
4 Use Cases
The following sections describe use cases implemented in this study. We identified
these cases based on common interactions for this type of printer and how they
might be improved using AR.
4.1 Print Visualization
In a manufacturing setting, the ability to see what object is being produced
per machine can be beneficial. Giving the user a overview on the current status
on the production floor. Such functionality can be provided by AR interface.
Currently, there are two ways of identifying the object under print. One is by
visual inspection of the actual part and secondly by its filename, which is usually
displayed on the printers graphical display. For the latter, special care must be
taken in naming the files accordingly, especially when dealing with different
versions of the same part. Throughout a print process it can be unclear what
model is being printed. This also holds true when parts are being printed that
vary only slightly in form. That being said, there could be cases where it is non-
trivial what part is being printed. To address the above, we implemented a use
case where the entire print bed consists of an AR marker. When the marker is
observed using the Reality Editor, the 3D model being printed is augmented on
the print platform itself. As the AR interface supports standard web technologies,
we use the three.js Javascript 3D library for loading and rendering the mesh
geometry. Camera pose estimation is obtained each frame by observing the AR
marker, and the mesh is perspectively transformed accordingly. See Figure 1.
Fig. 1. Print visualization example. A 3D model (Bunny) is augmented whilst printing.
In line with our previous work on pre-visualization of printed parts prior
to printing [15, 16]. Further efforts were made in order to make the rendering
more visually accurate. We render the triangle mesh using a pixel shader with
standard Phong lighting [17] and shadow mapping [18]. To add the staircase
effect often observed in layered manufacturing [19], we customize our shader by
adding procedural normal mapping. Having the Z-axis as the printing direction,
our procedure for normal mapping is to find the layer index i of the surface
fragment observed in the pixel, calculate the distance t to the intersection of
the eye ray with the next layer, and use this to modify the Z-coordinate of the
normal. In mathematical terms,
i =
⌊pz
`
⌋
+ H(ωz) , t =
i `− pz
ωz
, n∗ = (nx, ny, H(`− t) sign(nz))
where n is the unit length surface normal, p is the world space fragment position,
ω is the unit length direction vector from the camera position toward p, ` is the
layer thickness, H(x) is the Heaviside step function (which is 1 for x ≥ 0 and
0 otherwise), and n∗ is the modified normal that produces the staircase effect.
See Figure 2 for an example.
Fig. 2. Reality Editor screenshot showing model augmentation using the staircase effect
shader. Due to high performance AR marker tracking, obscured viewing angles such as
this can be achieved. Note: Only the part of the model that is missing is augmented.
The sharp edges in our staircase normal mapping produce aliasing artifacts
in excess. We anti-alias our renderings by sampling N = 50 positions p in an
area of 2 by 2 pixels around the original fragment position. We use a linear con-
gruential generator with the same seed in all pixels to generate a pseudo-random
distribution of window space positions without expensive texture look-ups. Still
in the pixel shader, we invert the graphics pipeline transformations to get the
world space coordinates of the sampled positions. For every sampled position, we
then compute the normal using the given procedure and evaluate the lighting.
The final pixel value is the mean of these N lighting evaluations. By reducing
the number of samples (N = 25), we can trade render quality for performance.
Very thin layers (small `) introduce Moire´ patterns in the renderings.
4.2 Nozzle Thermal Control
Thermal control of the nozzle that extrudes liquid plastic, is one of the most fre-
quently operated settings on the Ultimaker. Currently, users have to perform five
menu operations to reach this setting. We propose to tie the relevant parameters
to a simple AR interface that is accesses through an AR marker on the print
tool-head. There, the user can instantaneously monitor the current temperature,
as well as easily change the set temperature through an intuitive slider. Figure
3 shows the interface under use.
Fig. 3. A minimal augmented interface showing the target and current temperatures
of the heated print nozzle. Additionally a slider is included for easy manual operation.
4.3 3D Model Selection
The work flow for setting up a print job is conventionally by pre-processing a 3D
geometry in a standalone software that generates a G-code print job. However,
in a manufacturing setting, more often than not, the same set of models will be
printed repeatedly. For most printers, these job files are stored on an on-board
memory but cannot be pre-visualized or identified, other than by its filename.
To improve upon this, we propose a print job selector, that allows the user to
preview available models and select which should be printed. Allowing for very
rapid job selections. The interface may be seen in Figure 4.
Fig. 4. Our implemented selection interface for easy selection of parts to be printed.
To select a job, the user simply presses on the responding augmented model.
4.4 Carriage Motion Control
Frequently, the X-Y carriage of the printer is moved for maintenance. To do this,
only one axis can be jogged at a time through a cumbersome menu system on the
printers current interface. For some systems, the implementation is non-direct.
Then by pressing a button, the axis starts by moving slowly. However, the speed
of the axis increases the longer the button is pressed. This non-direct imple-
mentation results in less controlled motion by the user. We have implemented
direct augmented control of the carriage that allows it to be moved using the
AR interface. Enabling a more precise motion control tool that follows the speed
of the user. The implementation can be seen in Figure 5. When a user touches
the augmented joystick, we record the markers (u,v) screen coordinates on the
display device. Then the user can proceed to pan the device, which updates the
markers coordinates on the screen. This causes a disparity which is the used as
a control signal for the X and Y motors. The greater the disparity, the faster
the carriage will move. In practice, the absolute scale of the AR marker could be
used as control for the Z-axis. This Z-axis control was however not implemented.
Fig. 5. Example interaction of intuitive carriage motion control.
5 Future Work
For future interfaces we envision the following:
Extrusion control that enables users to change plastic feed-rates, as well as
the initiation of extrusion.
Model placement on the build plate to be used to position one or more 3D
objects in an intuitive fashion. Object collision or out of bounds events may be
visualized by changing the objects color. Additionally, dimensional scaling of the
geometries could be performed through common zoom pinching gestures.
Printer-to-printer interactions are possible as more printers are enabled by
the Open Hybrid platform. This could allow for ’drag and drop’ of 3D models
between printers such that high demand geometry easily can be placed in a print
queue. This allows for agile production ramp up of parts. An implementation
could allow various types of printer technologies to interact, as the de-facto stan-
dard fileformat is based upon wireframe meshes.
Drag and dropping of models directly from community driven services such
as thingiverse.com could be made possible. The back-end AR server would
then be responsible for downloading the STL geometry, slicing the model and
generating the machine code.
Layer by layer visualization could be implemented, where tool planning and
support structures are shown. In addition, model areas lacking support struc-
tures could be highlighted.
Drawing shapes on the build plate, as well as simple sculpting operations can be
supported. Drawing modes could for example include manual drawing of support
structures.
6 Discussion and Conclusion
In this paper, we have explored and touched upon possible use cases for aug-
mented reality systems in a manufacturing environment. This was done as an
effort to explore how augmented reality can be used as a seamless interface for
the factory of the future. In this spirit, the implementation has been realized on
the next-gen manufacturing method of 3D printing. However, it is important to
note the presented augmented reality interfaces are not limited to this specific
family of manufacturing technologies. In fact, similar augmented interfaces can
be implemented on any kind of manufacturing tools and machinery such as CNC
machine tools, water jet- and laser cutters, injection moulding machines, forging
presses etc. Any modern conventional manufacturing process chain can readily
be set up as an Open Hybrid object and monitored and/or controlled through
means presented in this paper.
With the rapidly increasing amounts of data produced by modern machine
tools, AR can serve as a medium that provides operators with context related
data on demand. Thus bridging a gap that may be created as content complexity
increases. The scalability enabled by AR interfaces has the potential to be an
enabling technology for modular production platforms, rapid product develop-
ment and hyperflexible automation. By using constantly evolving bi-directional
interfaces and the ability to instantaneously switch between them, it is possible
to rapidly adapt to changes in production, bring products to market faster and
small series production platforms can be set up quickly.
With few limits and near endless possibilities we have demonstrated the
importance of embracing augmented reality in manufacturing engineering such
that advanced manufacturing processes and process chains can be interfaced in
a simple and intuitive manner.
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