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Summary
Shape information has been recognised as playing a role in intrinsic image estimation
since its inception. However, it is only in recent years that hints of the importance of
geometry have been found in decomposing surface appearance into albedo and shading
estimates. This thesis establishes the central importance of shape in intrinsic surface
property estimation for static and dynamic scenes, and introduces methods for the
use of approximate shape in a wide range of related problems to provide high-level
constraints on shading.
A key contribution is intrinsic texture estimation. This is a generalisation of intrinsic
image estimation, in which appearance is processed as a function of surface position
rather than pixel position. This approach has numerous advantages, in that the shape
can be used to resolve occlusion, inter-reflection and attached shading as a natural part
of the method. Unlike previous bidirectional texture function estimation approaches,
high-quality albedo and shading textures are produced without prior knowledge of
materials or lighting.
Many of the concepts in intrinsic texture estimation can be extended to single-viewpoint
capture for which depth information is available. Depth information greatly reduces
the ambiguity of the shading estimation problem, allowing online intrinsic video to be
developed for the first time. The availability of a lighting function also allows high-level
temporal constraints on shading to be applied over video sequences, which previously
required per-pixel correspondence between frames to be established. A number of appli-
cations of intrinsic video are investigated, including augmented reality, video stylisation
and relighting, all of which run at interactive framerates. The albedo distribution of
the input video is preserved, even in the case of natural scenes with complex appear-
ance, and a globally-consistent shading estimate is obtained which remains robust over
dynamic sequences.
Finally, an integrated framework bridging the gaps between intrinsic image, video and
texture estimation is presented for the first time. Approximate scene geometry provides
a convenient means of achieving this, and is used in establishing pixel constraints
between adjacent cameras, reconstructing scene lighting, and removing cast shadows
and inter-reflections. This introduces a unified geometry-based approach to intrinsic
image estimation and related fields, which achieves high-quality results for complex
natural scenes for a wide range of capture modalities.
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Notation
Mathematical Symbols
Domains
S Scene surface
W RGB colour (red, green and blue intensity)
Ω Sphere of all directions (i.e. set of all unit vectors in R3)
X Image space
Functions
T : S →W The initial texture - a composite of the input camera views C
ρ : S →W Diffuse albedo
R : S × Ω→W Radiance
I : S →W Irradiance
IG : Ω→W Global irradiance assuming a convex scene and infinitely displaced
lighting
IS : S →W Irradiance after accounting for interreflection and occlusion
If : S →W Final irradiance estimate for a Lambertian scene
ρS : S →W Albedo corresponding to IS
ρf : S →W Albedo corresponding to If
n : S → Ω Surface normal as a function of surface position
T : X →W Input colour image (context distiguishes it from the observed texture)
D : X → R Depth corresponding to a colour image, for example in RGBD capture
1
2 Notation
Indices
x ∈ S Surface position
x ∈ X Image position
ω ∈ Ω Direction vector
n ∈ Ω Surface normal
Sets
C Input camera views
Y The spherical harmonic basis functions Y ml : Ω→ C, where l is degree
and m is order
k Coefficients corresponding to Y
Θ The set of segments after the segmentation of a surface or image
N(x) The local neighbourhood of x, so that N ⊂ X or N ⊂ S
Abbreviations
FVVR Free-Viewpoint Video Rendering
VDR View-Dependent Rendering
MVS Multi-View Stereo
BRDF Bidirectional Reflectance Distribution Function
BTF Bidirectional Texture Function
RGB(D) Images composed of Red, Green, Blue (and Depth) channels
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Notes on Terminology
Albedo is the ratio of reflected to incident light. The majority of this thesis is about
estimating diffuse albedo, which is the albedo of the matte component of a surface
discounting specular reflectance. It is an optical property of a surface which can be
thought of as lighting-independent colour. Specular albedo is the ratio of specular
reflected light to incident light. Unless otherwise stated, “albedo” refers to diffuse
albedo.
Reflectance is a more general term than albedo, and means the relationship between
reflected and incident light (including specularity) as described by a bidirectional re-
flectance distribution function (BRDF, cf. section 2.1.3). The appearance of a surface
is the observed intensity of reflected light, which depends on the reflectance of the sur-
face, the lighting conditions and the viewing direction.
Irradiance is the incident power per unit area as a function of surface position. In the
case of Lambertian scenes (matte surfaces with no specular reflectance), it is exactly
equivalent to shading in the intrinsic image estimation literature. For this reason, the
terms “irradiance” and “shading” are used interchangeably depending on context.
Throughout this thesis, texture refers to functions over general surfaces, and is anal-
ogous to the use of “image” to refer to functions over the image plane, for example
in intrinsic image estimation. This is a subtle but important distinction from the
Computer Graphics use of the term “texture”, which typically applies to artist- or
procedurally-generated surface properties, such as albedo and transparency, which are
applied by means of a texture map to the surface of a triangulated mesh. For example,
mention will be made of the initial texture, which is a composite of the available images
of the scene, and the irradiance texture. Similarly, “texel” (texture element) is the
surface equivalent of “pixel” (picture element).
This thesis is concerned with intrinsic images, videos and textures. The unifying
concept is “intrinsic surface properties” (see section 2.1.3). This means the optical
properties of surfaces, i.e. the physical properties that determine how a surface inter-
4 Contents
acts with light. Throughout this document, the term “intrinsic” indicates an optical
property, such as diffuse albedo, or shading as a function over a surface or image.
Geometry means a representation of the surface of a scene independent of viewpoint.
Depth is a view-dependent representation of the surface of a scene which only accounts
for visible points. In other words, geometry does not suffer from occlusion and is fixed
for all images, whereas depth does not include occluded surfaces and may be different
for different images. They are grouped under the name shape because they both
describe the structure of a scene.
The set of directions in R3 is equivalent to the unit sphere and the set of unit vectors.
Ω, which is the set of all unit vectors, is therefore often represented and discussed in
terms of a sphere.
The same index x is used for both image and surface position. It is always apparent
from the context which is intended. Projection is implict: x refers to both a surface
point and its projections into images from cameras with visibility to that surface point.
Chapter 1
Introduction
The ability to separate images into albedo and shading is a vital part of the human
vision system, which is known to underlie subsequent vision processing [1]. Research in
pre-attentive human vision has shown that shading estimation is performed automat-
ically in a fraction of a second [2], and is robust to changes in viewpoint, lighting and
movement in the scene. Reproducing these abilities is of considerable interest in Com-
puter Vision research, and is important to several application areas, including scene
relighting, augmented reality and material editing.
In recent years, advances in sensors and scene reconstruction have made depth and
geometry data ubiquitous, with the maturing of techniques such as structure from
motion and multi-view stereo (MVS), and the wide availability of low-cost time-of-
flight and structured-light depth sensors. Depth and geometry data can be grouped
under the name “shape”, since they both describe the shape of a scene. Computer
Vision methods now routinely draw on shape data, whether from a depth channel or
scene reconstruction, so the time is ripe for an investigation of its use in intrinsic image
estimation and related fields.
There are good reasons to include shape information in intrinsic image methods. First
and foremost, shape is strongly correlated with shading. Shape perception is known to
be a factor in colour constancy in the human vision system, where apparent albedo is
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partially influenced by scene structure and lighting. Finally, a number of recent papers
have demonstrated the usefulness of shape-based priors in intrinsic image methods [3,
4, 5, 6].
Intrinsic image estimation is difficult because of its under-constrained nature. For
any given image, there are as many unknowns as there are pixels. Researchers have
therefore developed additional constraints to improve the tractability of the problem,
including retinex [1, 7], texture similarity [8], user interaction [9] and learned albedo
and shading models [10]. This has resulted in a rich literature of neighbourhood-based
methods, but achieving decompositions that are consistent over the whole image has
proved to be a difficult problem, particularly in the case of real-world scenes [11]. Shape
information is useful because it has the potential to greatly reduce the ambiguity of
the shading estimation problem: instead of directly estimating shading for each pixel,
typically based on the intensities of neighbouring pixels, the problem can be constrained
by finding a low-dimensional lighting function that describes the shading of the scene
as a whole.
Knowledge of scene shape is important in multi-view image processing, in which a
scene has been captured simultaneously from multiple viewpoints. In this context, re-
constructed shape is often termed a geometric proxy. A projectively-textured geometric
proxy is often used in image-based rendering for novel view synthesis [12], which in the
case of dynamic scenes is termed free-viewpoint video rendering (FVVR) [13]. Bidirec-
tional texture function (BTF) estimation has become an important research area in the
context of relighting captured scenes, for example in relightable free-viewpoint video.
Recent research has successfully estimated unknown lighting for multi-view data given
approximate scene shape [14], which has important implications for the use of shape
in intrinsic image estimation. Although this and related methods [15] produce robust
shading and lighting estimates at the resolution of the surface reconstruction, they
place strong assumptions on albedo to achieve their results, limiting their use to those
scenes that fall within the expressive power of their albedo model. Finally, multi-view
intrinsic image methods use point correspondences between images to establish albedo
constraints [16, 17].
1.1. Thesis Outline 7
The common ground shared by methods for intrinsic image estimation and BTF (bidi-
rectional texture function) estimation motivates the research presented in this thesis,
and a major point of convergence is the use of shape to constrain shading. The aim
of this thesis is therefore to achieve high-quality intrinsic estimates for shading, albedo
and normals, even for scenes with complex, natural albedos, given approximate shape
information, for both single- and multi-view data, and both static and dynamic scenes.
A set of methods are proposed to address these different capture modalities, all of
which are related in their use of approximate shape to reduce the ambiguity of the in-
trinsic surface property estimation problem. The final chapter brings these approaches
together into a single unified framework that addresses the general problem of intrinsic
surface property estimation.
1.1 Thesis Outline
This thesis is structured as follows:
Chapter 2 - Literature Review
A review of previous work in the fields of image-based rendering, intrinsic surface
property estimation, and intrinsic image and video estimation. Parallels are drawn
between intrinsic image estimation and intrinsic surface property estimation, which is
an important motivation behind the introduction of intrinsic textures.
Chapter 3 - Mobile Free-Viewpoint Video Rendering
This chapter investigates optimisation of free-viewpoint video renderers to run on mo-
bile platforms. A refactorisation of the typical free-viewpoint video rendering pipeline
moves a majority of the processing to an oﬄine stage, allowing view-dependent tex-
ture blending to be performed online in real time with user interaction. The maturing
of free-viewpoint video provides a motivation to intrinsic textures for relighting and
seamless compositing with virtual scenes.
Chapter 4 - Intrinsic Textures
Recent methods for BRDF parameter estimation for surfaces often suffer from loss of
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fine albedo details, which comes from simplifying assumptions made for typical albedo
distributions in scenes. In order to model natural scenes such as wood and marble, this
chapter introduces the concept of intrinsic textures, which are estimates of intrinsic
surface properties such as albedo and surface normal as a function of surface position
which preserve the detail present in the original images. A method is presented which
estimates the intrinsic albedo, shading and surface normals of scenes using a two-
stage approach. The first stage uses a coarse scene reconstruction to model global
irradiance using a novel single-frame lighting estimation method, and the reconstruction
is also used to model cast shadows and inter-reflections. Having removed this geometry-
resolution shading, the second stage uses an adapted intrinsic image method to estimate
the fine shading detail on the surface of the model. This results in high-quality albedo
and shading estimates. The surface normals are fitted to the lighting estimate and
refined by imposing an integrability constraint.
Chapter 5 - Single-Viewpoint Intrinsic Video
This chapter introduces an efficient online method for decomposition of RGBD video of
natural dynamic scenes with unknown time-varying illumination into intrinsic albedo
and shading. The approach performs online through-the-lens estimation of per-pixel
albedo together with scene illumination, detailed surface normals and shading. This al-
lows de-lighting and relighting of complex natural materials from the RGBD acquisition
alone. The proposed method preserves complex albedo distributions that commonly
occur in real scenes such as wood, marble and patterned fabrics. Evaluation is per-
formed on a variety of real scenes estimating intrinsic per-pixel albedo at up to 5fps
using commodity hardware. The frame rate is independent of scene lighting, complex-
ity and movement. Compared to existing intrinsic video methods the approach is fully
automatic, handles fast movement and occlusion, and dynamic shape and illumination.
This approach paves the way for video-rate relighting and appearance manipulation of
real scenes.
Chapter 6 - Multi-View Intrinsic Video
Previous chapters have addressed the related problems of intrinsic texture estimation
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from multiple views (chapter 4) and single-viewpoint intrinsic video (chapter 5). This
chapter introduces a unified framework for handling intrinsic video, multi-viewpoint
intrinsic image estimation, and intrinsic texture estimation. In addition, concepts from
previous chapters are investigated in greater depth, in particular global irradiance es-
timation and filters for intrinsic image refinement. The correlation between albedo,
chroma and luma is exploited using natural image statistics.
1.2 Contributions
The key contributions of the research presented in this thesis:
Mobile Free-Viewpoint Video Rendering
An efficient real-time free-viewpoint video renderer for mobile devices is introduced.
Methods for relighting the scene and for composition with other assets are investigated,
and a relightable version of the renderer is demonstrated on a mobile device. This is
the first fully mobile-device based free-viewpoint renderer, in that all of the rendering
is done on the device, and all the models and textures are stored locally.
Intrinsic Textures for Natural Scenes
Decomposition of the surface appearance into albedo, shading and surface normals is
useful for material editing, relighting and compositing. For this reason, the concept of
intrinsic textures is introduced in this work. This is a generalisation of intrinsic images,
which are the intrinsic surface properties of a scene from a particular viewpoint as func-
tions of pixel position. Intrinsic textures define intrinsic surface properties for every
point in a scene as functions of surface position. The proposed intrinsic image method
is generally applicable to natural specular and diffuse scenes with complex albedo dis-
tributions, which previous albedo estimation methods are unable to reproduce.
Online Intrinsic Video
The challenge of intrinsic video over intrinsic image estimation is to produce tem-
porally consistent shading and albedo estimates. To date, intrinsic video methods
have been extensions of existing intrinsic image methods, incorporating temporal con-
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straints over point correspondences established between frames. The availability of
a low-dimensional lighting function simplifies intrinsic video estimation by avoiding
point correspondences, and produces robust decompositions even in the case of dy-
namic scenes and changing lighting conditions.
Multi-View Intrinsic Video
Although multi-view intrinsic images and single-view intrinsic video have been ad-
dressed by previous contributions to the literature, multi-view intrinsic video remains
an unaddressed problem. This chapter presents a solution to the problem of shape-
assisted multi-view intrinsic video. Dynamic intrinsic textures are obtained, even in
the absence of temporally registered mesh sequences, by projective texturing of the
scene geometry with the intrinsic video.
1.3 List of Publications
James Imber, Marco Volino, Jean-Yves Guillemaut, Simon Fenney, Adrian Hilton
Relightable FVVR for Mobile Devices MIRAGE 2013
James Imber, Jean-Yves Guillemaut, Adrian Hilton
Image-Based Relighting of Free-Viewpoint Video CVMP 2013 (short paper)
James Imber, Jean-Yves Guillemaut, Adrian Hilton
Intrinsic Textures for Relightable Free-Viewpoint Video ECCV 2014
Chapter 2
Literature Review
This thesis lies at the intersection of multiple Computer Vision fields, namely intrinsic
images, intrinsic video, free-viewpoint video rendering and bidirectional texture func-
tion estimation. In this chapter, key contributions to these fields are reviewed, and
areas of convergence are identified. It is argued that the problems of intrinsic image
estimation and bidirectional texture function estimation are essentially different forms
of the same problem of intrinsic surface property estimation.
Relighting free-viewpoint video was the initial impetus for subsequent work on intrinsic
textures, images and video. The research presented in this thesis begins with free-
viewpoint video rendering for mobile devices (chapter 3). Section 2.1 reviews literature
on image-based reconstruction, video-based rendering and scene relighting, and explores
the links between novel view synthesis and intrinsic surface property estimation from
the point of view of modelling and manipulating the light-field of a scene.
Intrinsic images are introduced as a special case of intrinsic surface property estima-
tion in section 2.2. Instead of estimating the intrinsic properties as functions over the
surface of an object, in intrinsic image estimation they are estimated as functions of
image position in a single projection of a scene. An important difference between this
field and intrinsic surface property estimation is the lack of shape information, meaning
that a much greater emphasis is placed on using the properties of albedo and shading
11
12 Chapter 2. Literature Review
distributions to resolve ambiguity. Some recent contributions, which incorporate shape
and multiple views to help disambiguate albedo and shading, are an important moti-
vation for the last two chapters of this thesis. Finally, the parallels between relightable
free-viewpoint video, multi-view intrinsic images and the new field of intrinsic video
are investigated.
2.1 Geometry and Surface Property Reconstruction for
Relighting
This research into intrinsic surface property estimation began as a method for relighting
free-viewpoint video. This section introduces image-based rendering, reconstruction of
geometry from multi-view data, projective texturing and free-viewpoint video render-
ing. These concepts are discussed in terms of the light-field of a scene, which also
motivates research into intrinsic surface property estimation for relighting. It finishes
with a review of current methods for scene lighting and bidirectional texture function
estimation.
2.1.1 The Plenoptic Function and Scene Relighting
The set of images that can be formed in a given scene is determined by the plenoptic
function, or light-field, in that scene [18]. This may be visualised as a pencil of rays
passing through every point in the scene, giving a total of five degrees of freedom (three
dimensions for position, and two for ray directions). Starting with Levin [19], the di-
mensionality of the light-field has been reduced by defining a reconstruction volume,
and describing the light-field in terms of rays leaving the surface of this volume. This
gives a representation with four degrees of freedom (two dimensions for surface posi-
tion, and two for direction), which makes the light-field reconstruction problem more
tractable. The volume may be arbitrarily defined [20], or a reconstruction of the surface
of the object itself [21, 12, 22].
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In the last two decades, there has been considerable research on reconstructing the
plenoptic function from a set of images, typically for novel view synthesis, also known
as image-based rendering. Ashdown [23] notes that the plenoptic function can be
directly modelled without any reference to object surfaces. This allows novel views to be
synthesised regardless of the complexity of the scene geometry or reflectance properties.
Levin [19] reconstructs a reduced-dimensionality plenoptic function for isolated objects,
in which the light-field is parameterised in terms of a position on the surface of a convex
enclosing volume and ray direction. Gortler et al. [21] introduce the lumigraph based on
Levin’s simplification of the plenoptic function. A large number of input images from a
calibrated, moving handheld camera provide the source data. Although the appearance
of scenes with challenging geometry is convincingly reproduced, the resampling method
used to reconstruct the plenoptic function degrades the quality of the lumigraph, which
makes it impossible to reproduce the input images using the renderer. Levoy and
Hanrahan [20] propose a similar method called “light-field rendering”, which uses an
alternative parameterisation. As with Gortler et al. [21], hundreds of reference images
are required to reconstruct the light-field.
These methods reconstruct the plenoptic function for a fixed set of input lighting con-
ditions. The strength of light-field rendering, in that it is agnostic to geometry and
reflectance properties, is also its weakness when it comes to relighting, since the geom-
etry and reflectance are implicit in the light-field, making direct relighting impossible.
One approach which has received considerable attention is to sample the set of light-
ing conditions. Debevec et al. [24] introduce the light-stage, which densely samples
the space of lighting functions for a single viewpoint. Photorealistic appearance under
different lighting conditions is reconstructed by a linear combination of these lighting
conditions. Matusik et al. [25] build on this work by sampling viewing, as well as
lighting, directions to support relightable novel view synthesis. This approach has even
been extended to dynamic scenes using a highly complex capture system involving time-
multiplexed lighting [26]. Alternative lighting basis functions have been investigated
that reduce the number of sample lighting conditions required [27].
Light-stage methods can support relighting without the need to reconstruct geometry
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or infer the surface reflectance properties, at the cost of long capture times and highly
complex capture systems. All these systems require a large number of calibrated light-
ing conditions, which is not practical in typical studio or casual capture conditions.
2.1.2 Geometric Methods for Video-Based Rendering
Gortler et al. [21] note that knowledge of scene geometry can improve the quality of
lumigraph results, since it gives information about the coherence of rays in a light field.
A coarse scene reconstruction is therefore used in the resampling, compression and ren-
dering stages of the lumigraph. Wood et al. [28] build upon the lumigraph with surface
light field rendering, which defines an intensity for every ray direction and point on the
surface of a scene reconstruction. A large set of input camera views provides samples
of the plenoptic function, from which the lighting function for each point is computed.
Knowledge of geometry allows the reflected light to be adjusted as the surface or light-
ing function is manipulated. Buehler et al. [12] combine the strengths of lumigraph
rendering with the coherence offered by coarse geometric reconstruction in a method
known as unstructured lumigraph. Geometric information is used where available for
ray correspondence; where it is unavailable, the method decays to unassisted lumigraph
rendering.
An alternative approach is suggested by Computer Graphics, in which images are syn-
thesised for arbitrary viewpoints and lighting conditions by simulating the propagation
of light (for example by ray-tracing or rasterisation) through a scene modelled with
explicit geometry and surface properties. If the scene geometry and physical properties
governing the interaction of the surface with light can be reconstructed explicitly, then
novel view synthesis and scene relighting become possible by application of conventional
Computer Graphics techniques.
Where explicit geometry is available, the plenoptic function can be reconstructed from
a relatively small number of widely-spaced views, which is termed wide-baseline image-
based rendering. Debevec et al. [29] introduce a wide-baseline method for image-based
rendering of buildings given a coarse representation of scene geometry. The appearance
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of the surface of the geometry is produced from a small number of images from cali-
brated cameras using view-dependent texture mapping (VDTM). In VDTM, the images
from the input cameras are projected onto the geometry, and the contribution of each
camera to the appearance is adapted to the novel viewpoint. The viewpoint-adaptive
appearance is important for reproducing view-dependent phenomena, such as specular-
ity, and to reduce the visual impact of projection errors and reduced sampling rate from
glancing angles. The combination of scene reconstruction and VDTM is important to
much subsequent work on geometric image- and video-based rendering.
In the case of buildings, which typically consist of a small number of planar surfaces,
approximate reconstruction of geometry is possible from a few hundred point correspon-
dences between images, which might be marked by hand [29]. However, for more com-
plex scenes this is impractical, so automatic scene reconstruction is important. Multi-
view stereo (MVS) [30, 31, 32, 33] or deformable template model fitting [34, 35, 36, 37]
are commonly-used methods for estimating scene geometry.
Wide-baseline multi-view stereo reconstruction (MVS) [30, 31, 32, 33] is a general
method that reconstructs the geometry of foreground objects without prior knowledge
of shape. These methods require a segmentation of the foreground from the background,
from which a visual hull (introduced by Baumgart [38]) is produced by taking the
intersection of the back-projected silhouette boundaries. Although novel view synthesis
methods have been proposed based on the unrefined visual hull [39, 40], the visual hull
is only an outer bound on the true scene geometry. In particular, it cannot model
concavities [41], is prone to “phantom volumes” from coincidental overlap of silhouettes,
and often results in models of different genus to the true scene shape. Refining the
geometry reduces texture projection errors: photo-consistency [42, 43] and silhouette
rim [32] constraints are commonly used in multi-view geometry refinement.
Most wide-baseline methods use silhouette constraints, which are sensitive to calibra-
tion and segmentation errors. Guillemaut and Hilton [33] propose a robust method for
simultaneous segmentation and reconstruction of sports data with approximate camera
calibration. A conservative visual hull is produced by dilating the input segmentations.
16 Chapter 2. Literature Review
The segmentation and reconstruction are refined using colour, contrast, smoothness
and multi-view consistency cues. The geometric proxy is adapted depending on cam-
era viewpoint for resilience to calibration errors. In the case of casually-captured input
video, Ballan et al. [44] limit the freedom of novel viewpoint placement and use sim-
ple “billboard” geometric proxies for synthesising transitions between viewpoints. A
static scene reconstruction provides calibration for the input videos and a context for
navigation between camera views.
In the case of frame-by-frame reconstruction from synchronised video [31], properties
such as genus and vertex correspondence are not guaranteed between frames, requir-
ing a separate temporal alignment stage [45, 46] to produce a temporally-consistent
reconstruction. Starck and Hilton [31] assume that the mesh is topologically spherical,
and deform a sphere to fit the reconstructed shape. In the case of shapes with higher
genus, cuts are made at the thinnest points to achieve a genus-0 mesh. Cagniart et
al. [45] use a tracking-by-deformation approach, in which a reference mesh from one of
the frames is deformed over time using closest point, sparsity and rigidity constraints.
Budd et al. [46] introduce a patch-based surface alignment system, in which regions of
the surface are tracked using shape similarity. The sequence is first organised into a
tree structure ordered by Laplacian similarity. This approach is preferable to sequential
tracking, since errors are isolated in branches of the tree and do not damage the tracking
of the rest of the sequence. Allain et al. [47] propose a probabilistic patch-based ap-
proach which learns rigidity over the sequence; they demonstrate results comparable to
methods with strong model priors. By contrast, template-based methods are limited to
a class of objects that match a given template (which may be reconstructed by multi-
view stereo, visual hull or laser scan), but automatically give temporally consistent
reconstructions [35].
Real-time, view-dependent video-based renderers are called free-viewpoint video ren-
derers (FVVRs). In these systems, captured video data is played back from a user-
controlled interactive viewpoint with quality that approaches the original video [48, 30,
13, 49]. In order to achieve real-time performance, FVVR typically takes advantage of
mature rasterisation hardware [48, 50, 13]. VDTM is used to reproduce view-dependent
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properties, such as specularity, and mask artefacts from inaccuracies in calibration and
geometry. Many of the constraints incorporated into the unstructured lumigraph [12]
are used in VDTM for FVVR, including visibility, resolution and physical viewpoint
proximity constraints [13]. The flexibility of programmable GPU pipelines has enabled
increasingly complex real-time VDTM algorithms to be developed. Volino et al. [51]
introduce layered view-dependent texturing, which factors most of the computation for
VDTM out of the render loop and performs it as a preprocessing stage.
Although a very large class of objects are solid with well-defined surfaces, this is not true
of all scenes. Dust, steam, fire and smoke are all examples of amorphous phenomena
that fall outside this category, and therefore cannot be represented with a textured
geometric reconstruction. This is an important reason for continued research into light-
field and hybrid methods for novel view synthesis [52, 53, 54]. Depth-assisted techniques
are also commonly used [21, 54, 49] to reduce the density of cameras required for novel
view synthesis.
Geometry may also be implicit, in the form of depth data or image correspondences. An
early method for interpolating images from viewpoints with small angular separations
(narrow-baseline capture) was introduced by Chen and Williams [55]. This method is
intended for application to synthetic Lambertian scenes, for which colour data, camera
positions and a depth buffer are all available. The results approach the visual quality
of the original renders. An early geometry-based system for view interpolation of video
was introduced by Kanade et al. [56]. A capture system of 51 RGB cameras covering
a 5-metre diameter hemispherical dome is used, from which dense depth estimates are
obtained from disparity. To synthesise novel views from a user-specified direction, vox-
elised scene geometry is reconstructed by merging the depth estimates, and the surface
is textured by back-projecting the images onto the surface of the model using the cam-
era projection matrices. The narrow baseline of the capture system reduces the severity
of holes resulting from occlusion, and simplifies the task of the dense matching system.
Zitnick et al. [54] note that image correspondence is often easier to establish than full
surface geometry, especially where calibration data is only approximate. Importantly,
the reconstruction method minimises reprojection error in the replayed video, rather
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than attempting accurate stereo geometry reconstruction. Depth discontinuities are
modelled in the dense stereo matching algorithm, which improves robustness compared
to flow-based image warping. However, the fact that these methods lack an explicit sur-
face makes intrinsic surface property estimation for relighting problematic. To address
this problem, attention will be limited to explicit scene reconstructions.
2.1.3 Parametric Reflectance Models
A reconstruction of geometry enables novel view synthesis by view-dependent textur-
ing. To support relighting, the intrinsic (i.e. optical) properties of the surface of the
scene must also be determined. Assuming that there is no propagation within the
material (sub-surface scattering), a function can be defined for every surface point re-
lating incident to reflected light. This function, termed the bidirectional reflectance
distribution function, describes how the appearance of a point changes with viewing
direction and lighting conditions. The BRDF is bidirectional because it relates every
incoming direction with every outgoing direction, making it a function over four dimen-
sions. Considering the BRDF as being itself a function of surface position gives rise to
a bidirectional texture function (BTF), which has an additional two degrees of freedom
for position [57].
One approach for determining a BRDF is direct measurement. Lu and Little [58]
use a controlled capture apparatus, in which a camera periodically takes images of a
distant object mounted on a turntable and illuminated by a fixed light source close to
the camera. A representative BRDF is reconstructed for the whole object from point
correspondences between images. Dana et al. [57] take images of a texture sample at
different orientations under distant lighting conditions. The images are photometrically
calibrated, so that they act as spatially-dense radiance measurements. This allows the
BRDF to be recorded for every point in the sample to produce a full BTF.
In general, objects have reflectance properties that fall within a particular class of
similar BRDFs. For example, matte surfaces are similar in that they do not produce
specularities; plastics tend to have diffuse specular lobes; and polished metal directly
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reflects the incident light with a minimum of scattering. These classes of reflectance
types can be represented with parametric BRDFs that replace the continuous functions
with a small number of appearance parameters, which may be termed optical properties
or intrinsic surface properties. Parametric BRDFs may be derived from fine-scale
surface geometry models [59, 60] or electromagnetic wave theory [61], developed ad-hoc
for a specific application [62], or directly fitted to observed BRDFs using dimensionality
reduction [63]. Recent work has also investigated generation of new analytic parametric
BRDFs by genetic programming [64].
Where the reflectance class is known, the optical properties of the surface of an object
can be found by fitting the parameters of a suitable BRDF model. The simplest model is
diffuse (or Lambertian) reflectance, the parameters of which are albedo (diffuse colour)
and surface normal, for a total of three unknowns for every surface point in the case
of greyscale, or five in the case of colour. The Phong [62] and Lafortune [65] models,
often used for surfaces with a specular component [66], are more expressive at the cost
of introducing additional unknowns. Sato et al. [67] take a large number of images of
a rotating object in a setup similar to that of Lu and Little [58], using point tracking
to record a BTF. The parameters of the Torrence-Sparrow BRDF [59] are fitted to
every point, resulting in a reconstruction that can be rendered under arbitrary lighting
conditions.
Where directly recording the surface properties through dense sampling [58, 57, 67] is
impossible, fitting the appearance parameters for every point on the surface is often a
challenging and ambiguous problem, since several unknowns are to be fitted to every
surface point from a small number of samples. An example of this ambiguity can be seen
in photometric stereo, in which depth (or equivalently surface normal) is determined
for every point on the surface of an object, given several images taken under different
lighting conditions. Lambertian reflectance is usually assumed, and surfaces are taken
to have uniform albedo. Even though only a single parameter is to be determined for
each pixel, multiple lighting conditions are required to disambiguate the problem [68,
69]. Where lighting is unknown, the problem suffers from the global affine bas-relief
ambiguity [70]. To address this and other ambiguities in surface property estimation,
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additional regularisation is required [4]. Albedo estimation for diffuse surfaces under
unknown lighting conditions is a similarly ill-posed problem, which requires additional
constraints to solve. The research presented in this thesis resolves this type of ambiguity
by means of constraints on albedo and shape.
2.1.4 Relightable Video-Based Rendering from Known Lighting
The most straightforward way to resolve an inherently ambiguous problem is to limit the
number of unknowns. One important unknown in the general BTF fitting problem is the
lighting conditions, and so knowledge of scene lighting eliminates an important source of
ambiguity. This section reviews methods that estimate BTFs for scene reconstructions
where fixed, calibrated lighting is available.
Scene reconstructions from multi-view data, whether from MVS or template-fitting, do
not accurately reproduce fine surface detail. High-frequency surface normals are there-
fore unknown; all that is available is approximate, coarse surface geometry. Therefore,
there is still ambiguity between albedo and surface normal, even when the lighting
conditions are known. The surface normal orientation manifests as shading, which
makes this an instance of the albedo/shading ambiguity (section 2.2). For this rea-
son additional constraints must be brought to bear on the problem, for example: the
likely distribution of albedo in the local neighbourhood [66]; regularisation of surface
normals [71]; a material library [72] or additional example lighting conditions [67].
Lensch et al. [66] note that only a small number of representative materials are present
in a typical BTF, and introduce a method for generating a small number of fitted Lafor-
tune BRDFs [65] representative of the materials composing an object, given a small set
of images taken under calibrated point lighting. An iterative segmentation approach
generates a minimal set of materials which adequately describe the appearance of the
object. To model variation inside each material and possible albedo gradients, a set of
“basis” BRDFs for each cluster is derived by generating variants on the representative
material BRDF. Finally, surface normals are fitted against the lighting using the BTF
estimate. This approach enforces a global sparsity prior on the palette of materials
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composing a scene (cf. Gehler et al. [73]).
BTF estimation is also significant in photometric stereo [74]. Goldman et al. [72],
drawing on the observation of Lensch et al. [66] that only a small number of BRDFs
are typically present in an object, introduce a method for fitting BRDFs to a coarse
model from an exemplar set. Multiple calibrated lighting conditions are available, and
the surface normal field is recovered as part of the method. Surface locations may be
represented by a combination of two exemplars, and the authors avoid making hard
segmentations of the surface in order to support complex textures.
In dynamic scenes, the BTF estimate must be consistent over time. Frame-by-frame
fitting may suffer from temporal noise, or “jitter”, between consecutive frames, and
fitted BTFs may drift over time. A common solution to temporal jitter is to impose
temporal constraints on the intrinsic properties of surface points over time (cf. Ye
et al. [75]); in dynamic BTF estimation, this requires a temporally-registered mesh
sequence (see section 2.1.2). Temporal registration has an additional advantage in that
multiple illumination samples are available for each point on the surface as it moves
relative to the fixed lighting. Theobalt et al. [71] propose a method for relightable
free-viewpoint video using multi-view studio acquisition with calibrated lighting. Like
Lensch et al., the authors cluster the surface into regions of similar appearance. BTF
fitting is performed in a registration stage, in which the actor turns on the spot, which is
separate from the free-viewpoint video capture stage. The Phong BRDF [62] is fitted to
each point in the cluster using temporal and spatial data. The use of calibrated point
light sources allows surface normals to be fitted, giving the appearance of detailed
geometry. A regularisation term based on the coarse normals of the geometric proxy
prevents over-fitting.
2.1.5 Relightable Video-Based Rendering under Unknown Lighting
Where lighting is unknown, the difficulty of the BTF estimation problem is significantly
increased. Although progress has been made in recent years, this remains largely an
open problem. Generally, assumptions are made regarding the lighting function and
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reflectance model. Possible assumptions include infinitely displaced light sources, a
piecewise-constant albedo distribution [14, 15], and the Lambertian (matte) reflectance
model [14, 4]. The assumption of distant, position-invariant lighting is particularly im-
portant because it means that the lighting function does not vary with surface position,
allowing it to be estimated once for the entire scene [69].
The ability to estimate scene lighting is key to this problem. In the case of Lambertian
scenes with constant albedo, the shading of a scene is directly proportional to the total
light incident on the surface (irradiance). The problem of estimating the global lighting
from shading is known as the radiance-from-irradiance problem. Early contributions
to this field assert that radiance and irradiance are equivalent [76]. In other words,
for every realisable irradiance function over the surface of a convex object, there is a
unique radiance function that produces it. In their seminal paper on the radiance-from-
irradiance problem, Ramamoorthi and Hanrahan [77] use the spherical harmonic basis
to prove that the radiance-from-irradiance problem for convex Lambertian scenes is ill-
posed, and show that the vast majority of the space of irradiance functions is spanned
by the first three orders of the spherical harmonic lighting model. By showing that,
in the absence of occlusion, irradiance can be represented using a nine-dimensional
lighting vector, this paper made tractable problems involving general unknown lighting
conditions and Lambertian scenes.
Basri et al. [69] use the spherical harmonic irradiance model to perform photometric
stereo with general infinitely displaced, but otherwise unknown, lighting conditions
assuming Lambertian reflectance. The authors use the fact that the appearance of a
Lambertian scene from a given viewpoint may be reconstructed to very high accuracy
as a linear combination of nine harmonic images, corresponding to the first few orders
of spherical harmonics [77]. Wu et al. [78] use the harmonic image method of Basri et
al. [69] to refine the geometry of a coarse model reconstructed by multi-view stereo.
Multiple general, unknown lighting conditions are used. Outliers in the surface normal
field are detected by comparison to the coarse geometry, and the surface normals are
integrated to refine the geometry.
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Wu et al. [36] extend the approach of Ramamoorthi and Hanrahan to the radiance-
from-irradiance problem for non-convex Lambertian scenes with constant albedo under
general unknown lighting conditions. Although only the first three orders of the spher-
ical harmonic lighting model can be used, and indeed only these are necessary, in the
case of convex scenes, the radiance-from-irradiance problem needs to be resolved to
higher spherical harmonic orders in order to model local occlusion. Concavities result
in occlusion of the lighting by the scene geometry (i.e. cast shadows). Given knowl-
edge of this geometry and the irradiance at each point on the surface, the radiance
function is recovered up to the fourteenth order. Having recovered the scene lighting,
the geometry is directly refined with a patch-based surface extrusion method to give
results with detail comparable to depth from laser range scanners.
This approach is subsequently extended to geometry refinement and albedo estimation
for near-Lambertian dynamic scenes from multi-view video under unknown lighting [14,
79]. As a first stage, the temporally-registered mesh is segmented into regions of similar
appearance, which are assumed to have constant albedo. A temporal consistency prior
is used to refine the initial albedo estimate using appearance data from other frames.
A surface shading estimate is extracted by dividing the appearance by the albedo
estimate, and the shading estimate forms the input to the geometry refinement and
lighting estimation method [36]. Although this approach gives impressive results, there
are some disadvantages: a temporally-registered dynamic sequence is required for the
method to work (temporal priors are imposed on lighting, geometry and albedo); and
the segment-based albedo model only works for surfaces composed of block colours.
Li et al. [15] use a segment-based approach to fitting the parameters of the Phong
BRDF [62]. The diffuse lighting estimation by Wu et al. [14] is refined using a Haar
wavelet basis, which is better-suited to localising light sources than the spherical har-
monic basis [80]. The specular parameters of the Phong BRDF are fitted against the
refined radiance using a segment-based approach. Some of the diffuse albedo variation
within segments is recovered using an inverse rendering method. This results in plau-
sible relighting in scenes where a piecewise-constant albedo approximation holds, but
the surface properties are recovered only to vertex resolution and albedo detail is lost
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in important areas, such as the face. Specularity is assumed constant within segments.
The current state-of-the-art in BTF estimation techniques for multi-view scenes with
unknown lighting does not faithfully reproduce common, naturally-occurring and man-
made complex albedo distributions. Li et al. [81] transfer detailed albedo and shading
from the recorded frames to the relit sequence for plausible results, but stops short
of explicit refinement of the BTF. The detail transferred in this way is not physically
accurate, since fine shadows will not match the new lighting conditions, but nevertheless
proves effective for relighting. This method instead relies on the insensitivity of the
human visual system to the lighting of fine detail to achieve its results [82]. A similar
technique that reintroduces fine shading details that cannot be reproduced with a coarse
geometric proxy is developed for relightable textures in chapter 6.
2.2 Intrinsic Images
In their seminal paper, Barrow and Tenenbaum [83] introduce intrinsic image estimation
as determining the physical properties that produce each pixel in one or more images:
“The input is one or more images representing light intensity values, for different view-
points and spectral bands. The output we desire is a family of images for each viewpoint.
In each family there is one image for each intrinsic characteristic, all in registration
with the corresponding input images.” [83]
They are also among the first to note the fundamental ambiguity in the intrinsic surface
property estimation problem:
“The central problem in recovering intrinsic scene characteristics is that information is
confounded in the light-intensity image: a single intensity value encodes all the intrinsic
attributes of the corresponding scene point. While the encoding is deterministic and
founded upon the physics of imaging, it is not unique: the measured light intensity at
a single point could result from any of an infinitude of combinations of illumination,
reflectance, and orientation.” [83]
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Barrow and Tenenbaum suggest several intrinsic images: distance, reflectance, surface
orientation and illumination. It is interesting to note that shape and lighting are
proposed rather than their product, shading. In fact, a geometric image formation
model is proposed as a central part of the solution. In intrinsic image estimation,
Lambertian reflectance is usually assumed, so reflectance is synonymous with diffuse
albedo within this context.
Intrinsic image estimation has proved to be a very challenging problem, as testified by
the large body of research spanning more than three decades. To reduce the inherent
ambiguities, a Lambertian BRDF is almost universally assumed, so that albedo and
shading are the properties to be estimated. Shape and lighting estimation were largely
treated as secondary problems until recently, when their importance as constraints for
albedo and shading estimation was demonstrated (e.g. Barron and Malik [4, 5]).
A recent development that has attracted considerable interest is intrinsic video, an
extension of intrinsic image estimation which produces decompositions of video into
albedo and shading (section 2.2.2). Many of the ideas introduced by BTF estimation for
temporally-registered mesh sequences find their analogues in intrinsic video estimation,
in particular temporal registration for albedo constraints. Recent contributions to the
intrinsic image literature use multiple viewpoints, multiple unknown lighting conditions
and shape information to constrain albedo estimates. These new developments motivate
the research presented in this thesis into the use of shape information in intrinsic image
and video estimation.
An image is a projection of a scene: each point in an image corresponds to a point on the
surface of an object in a scene. For this reason, intrinsic image estimation is an instance
of the surface property estimation problem, and many of the ideas and constraints in
sections 2.1.4 and 2.1.5, such as piecewise-flat albedo and a limited albedo palette, also
find application in intrinsic image estimation (section 2.2.1).
In BTF estimation for multi-view data, a considerable amount of information is avail-
able. Multiple camera views give full scene coverage, and most importantly, coarse
shape information is available from MVS or template-fitting. This allows scene light-
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ing, which acts as whole-scene initialisation for shading and albedo, to be estimated.
This has a counterpart in multi-view intrinsic image estimation, which is a category
of shape-assisted methods for simultaneous intrinsic image decomposition of multiple
views (section 2.2.3).
2.2.1 Intrinsic Image Estimation
Land and McCann [1] developed the retinex model of colour perception that has become
highly influential in intrinsic image estimation. In this model, contiguous regions of
similar chroma imply similar albedo, and sharp transitions in luma or chroma in images
correspond to albedo boundaries. This model was generalised to two dimensions and
applied to images by Horn [7]. Priors on albedo sparsity [66, 73], albedo flatness [10, 9]
and smooth shading [8] have become central to intrinsic image estimation through
retinex research. The retinex constraint expects changes in albedo to correspond to
edges in images. A common approach, used in methods that judge smoothness based
on image gradient, is to define a cost between neighbouring pixels that promotes flatness
in albedo in smooth regions of the image [84].
Tappen et al. [10] train a classifier to recognise greyscale patterns as resulting from
either shading or albedo. Filters applied to the image form the inputs to the classifier,
and derivatives in the image are classified as being due to a change in either shading
or albedo. This provides a set of derivatives for the albedo and greyscale images.
Remaining ambiguous regions are resolved by propagating evidence from regions of high
certainty to regions of low certainty (cf. Bousseau et al. [9]). In particular, contours
in the image should share the same classification, and chromatic cues are taken into
account for propagation of albedo. This results in potential functions for albedo and
shading, which are finally resolved using generalised belief propagation.
Bousseau et al. [9] lever the human vision system’s capacity for intrinsic image decom-
position by asking a user to provide a set of brushstrokes that indicate similar albedo,
similar shading or known shading. Their method amounts to a propagation technique
for generating albedo and shading estimates from sparse, high-certainty cues, and has
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found application for this purpose in other areas [85, 17]. Bousseau et al. use a
neighbourhood-based albedo model for propagation, in which albedos within a local re-
gion lie within a plane in RGB colour space. Larger neighbourhoods tend to give better
fits for the albedo planes, which motivates a multi-scale approach to the propagation
problem in order to preserve large-scale albedo structure in the albedo image.
Shen et al. [86] follow Bousseau et al. [9] in incorporating user interaction into their
intrinsic image method. The correlation between albedo and chroma is exploited in a
neighbourhood-based cost function [8, 87]. This method is closely related to the retinex
algorithm [7, 84] in that it also expects luma discontinuities to coincide with albedo
discontinuities.
Zhao et al. [8] use the close correlation of albedo edges with chroma edges to resolve
the albedo ambiguity problem in local regions: chroma images under the assumption
of negligible inter-reflection and white lighting have no shadows. If the difference in
chroma between two neighbouring pixels is less than an experimentally-determined
threshold, then they are likely to have the same albedo. Differences in albedo greater
than the threshold indicate the likely presence of an albedo transition. Although this
pairwise, graph-based cost gives high-quality local decompositions, a sparse, non-local,
texture-based constraint is introduced to achieve high quality globally. In common with
retinex, this method uses a smooth shading prior.
Yang et al. [87] extend the bilateral filter [88] to include a chroma term to remove
shadows from an image. A complex method is proposed which reduces to filtering
the input image with a cross-bilateral filter, using the chroma as guidance. A key
innovation by Yang et al. is to remove the distance term and make the filter the same
size as the image, which effectively enforces a global albedo sparsity prior. The authors
note that this approach can misclassify albedo as shading, which occurs when two
different albedos share the same chroma.
Gehler et al. [73] use a global sparsity prior on albedo, which exploits the fact that
natural images typically consist of a small albedo palette. Although similar priors have
previously been used successfully in BTF estimation [63, 66], the contribution of this
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paper is to introduce it to intrinsic image estimation. A key advantage of this “high-
level” approach over neighbourhood-based methods [7, 10, 86] is that it promotes a
globally consistent decomposition into albedo and shading. As a result, this method
produces albedo and shading estimates that respect scene structure to a greater extent
than neighbourhood-based methods.
The relative strengths of the albedo and shading estimates is a challenging problem
in intrinsic image estimation, since the albedo and shading images can be respectively
multiplied and divided by an arbitrary amount, and still produce the same appear-
ance [89]. Resolving this global albedo ambiguity is related to the ability to estimate
albedo independently of lighting colour, which is called colour constancy. The process
by which it is achieved in human vision remains poorly understood, although it was psy-
chology research into this phenomenon that produced the retinex algorithm [1]. Most
intrinsic image methods resolve the intrinsic image problem up to the global ambiguity,
for example by assuming white lighting. However, scenes with multiple coloured light
sources are commonplace and can affect the performance of intrinsic image algorithms
that use chroma as a cue. For example, outdoor scenes often have a directional white
light source (the sun), and a diffuse blue light source (the sky), which results in blue
shadows. Methods to estimate lighting colour have been proposed, both in the intrinsic
image [6, 85, 17] and colour constancy literature [90, 89]. The vast majority of natural
and man-made light sources are approximately Plankian, which can be exploited to
reduce the set of possible colours to a one-dimensional locus in colour space [89, 87].
Finlayson et al. [91] build on this work, using a shadow-invariant image to guide a cast
shadow removal algorithm for scenes with multiple coloured lights.
One of the key difficulties in intrinsic image estimation is obtaining accurate ground
truth for challenging scenes, against which to judge methods. For example, the commonly-
used MIT intrinsic image benchmark [92] consists of images of simple synthetic objects
in isolation, which is not representative of real scenes. Bell et al. [11] obtain ground-
truth albedo comparisons for sparse sets of points in images of real-world scenes through
use of the human vision system. Volunteers are presented with pairs of points in an im-
age, and asked to indicate which point has the higher albedo. The responses are collated
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into a graph of pairwise comparisons, to which the authors fit an intrinsic image model.
The proposed intrinsic image method combines several previously-proposed priors into
a single parametric framework, which is fitted against the set of human judgements.
Recent work on intrinsic image estimation has shown that including shape properties
can provide powerful constraints on the intrinsic property estimation problem. Lom-
bardi and Noshino [3] demonstrate the use of shape in estimating global radiance and
fitting the parameters of a complex, specular BRDF to a convex object with a homoge-
neous surface, given a single image. The accuracy of the lighting estimate depends on
the degree of specularity of the BRDF; as noted by Ramamoorthi and Hanrahan [77],
matte surfaces act as strong low-pass filters, and make the radiance-from-irradiance
problem intractable. The global ambiguity in shading and albedo colour is resolved
by the assumption that the dominant colour in the image is due to albedo. The fact
that the object is known to be homogeneous (a single BRDF describes all points on
the surface) helps constrain the BRDF fitting problem. This is not the case with the
vast majority of real-world objects.
Barron and Malik [4] introduce SAIFS, which jointly estimates shape, albedo and light-
ing from a single greyscale image of a segmented object. This work incorporates priors
on albedo and shape into a probabilistic framework, which estimates shape, albedo, and
global Lambertian irradiance (in the case of unknown illumination) using the spheri-
cal harmonic lighting model [77]. The priors on albedo are piecewise-flatness [1] and
minimal entropy (equivalent to a small albedo palette [66, 73]). A particularly note-
worthy aspect of this approach is that shape priors take the place of shading priors,
as envisaged by Barrow and Tenenbaum [83]: a flatness regularisation term avoids the
bas-relief ambiguity [70]; another prior biases towards smoothness in scene space; and
the normals are expected to face outwards, perpendicular to the direction to the cam-
era, at occluding boundaries. A segmentation of the object, to furnish the method with
occlusion boundaries, is required. This approach neatly avoids the global albedo bal-
ance problem, from which neighbourhood-based methods typically suffer, by modelling
shading using shape and lighting.
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SAIFS is extended to RGBD data in Scene-SIRFS [5], which is able to handle multiple
light sources and complex albedo distributions. The main drawbacks of SAIFS are that
it requires an object to be segmented from its surroundings, and that position-invariant,
distant illumination is assumed. Scene-SIRFS uses mixtures of shapes and illumina-
tions to address the problem of albedo, illumination and shape inference in general
images. A coarse depth channel initialises the method, and the refined depth images
are encouraged to be smooth, but to retain abrupt boundaries to model discontinuities
and occlusion.
2.2.2 Intrinsic Video Estimation
Intrinsic video methods extend intrinsic image estimation, and aim to find a temporally
consistent decomposition across a sequence of frames. To date, all methods have used
point correspondences between frames to enforce temporally consistent albedo [75, 93,
94], which has parallels in BTF estimation for temporally-registered mesh sequences
from multi-view capture [71, 14]. This approach requires similar points to be established
between frames, using methods such as optical flow [95] and view homography [96]. In
the case of dynamic scenes, dense optical flow is necessary, and can produce high-
quality results [75], but incurs a computational overhead. Another feature that all
previous methods share is the lack of a scene lighting estimate, which has the potential
to simplify the shading estimation problem as demonstrated in recent intrinsic image
methods [4, 5].
The intrinsic video methods so far proposed can be categorised as either automatic or
assisted. Shen et al. [94] and Bonneel et al. [93] propose user-assisted methods, while
the others are either fully automated (Kong et al. [95] and Lee et al. [96]), or propagate
a known-good intrinsic decomposition, which may be by a user-assisted intrinsic image
method (Ye et al. [75]). Only the method of Bonneel et al. achieves interactive time,
and all the others are oﬄine methods.
Lee et al. [96] use RGBD data for automatic intrinsic video estimation for static scenes.
Surface normal data from depth is used to control shading smoothness: discontinuities
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in surface normals are expected to coincide with discontinuities in shading. Surface nor-
mals with the same direction are expected to share similar lighting, and this approach
is developed in our method. The method is only suitable for static scenes, because
point correspondences are established using camera homography.
Ye et al. [75] propose an intrinsic video method for dynamic scenes, which propagates
an initial user-guided intrinsic image decomposition over the video. The method is
dependent on the quality of the initial frame and, as a result of the direct propagation
approach, is inflexible to the introduction of new objects not present in the first frame.
By contrast, Kong et al. [95] use a physically-based model to perform an automatic
intrinsic decomposition without the need for a reference frame, and show robust results
under changing illumination. Although good locally, the shading estimate is not con-
sistent over the scene. The scene is separated along object boundaries, which has the
effect of isolating objects from the rest of the scene. This sometimes results in adjacent
objects with the same surface orientation exhibiting quite different shading.
Shen et al [94] introduce a user-guided retexturing process using intrinsic video. The
intrinsic decomposition is only performed on a region of interest chosen by the user. The
user indicates regions of similar albedo and shading on a number of keyframes. Point
correspondences between frames are used to estimate surface normals, which are used
in the retexturing process. An interactive oﬄine video-editing method using intrinsic
images is proposed by Bonneel et al. [93]. Video editing (including techniques such as
retexturing, shadow editing and shadow compositing) is performed in interactive time.
Their intrinsic video decomposition is performed at a rate of 2 frames per second, but
requires user input to identify regions of similar albedo and shading.
2.2.3 Intrinsic Images from Multiple Input Images
In addition to single-image intrinsic image estimation, there is a large body of literature
on multi-image methods which use multiple illumination conditions [97, 98, 85] or
multiple viewpoints [99, 85, 17] to produce intrinsic decompositions of one or all of the
input images.
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The close connection between BTF estimation and multi-view intrinsic images is evident
in work by Debevec et al. [99] on surface reflectance property estimation from multiple
images and a geometric scene reconstruction. The authors construct a static model
of a building using laser range scanning. This model is registered against eight input
photographs of the object, taken from different viewpoints under the same lighting
conditions. Following Lensch et al. [66], a BRDF basis is produced by fitting the
Lafortune BRDF to a number of manually-selected points in a sample material. Inverse
rendering is used to fit the BRDF basis to the input images, resulting in a full BTF
estimate and intrinsic images. This method achieves high-quality intrinsic images and
photorealistic relighting results using a considerable amount of prior knowledge, in
particular detailed shape, calibrated input images and knowledge of scene lighting.
Weiss [97] suggests using multiple images taken from the same viewpoint under dif-
ferent, unknown illumination conditions to simplify the intrinsic image problem. The
author shows that, even with multiple lighting conditions, the problem is still under-
constrained, and propose using likelihood maximisation to find a plausible solution.
Matsushita et al. [98] show that uneven sampling of the illumination space skews the
albedo and shading estimates in Weiss’ method, and propose a revised approach that
builds spatial and inter-image constraints into the model for improved results. This con-
tribution is significant because it introduces inter-image constraints on albedo, which
anticipates temporal constraints on corresponding pixels between frames in later con-
tributions to intrinsic video.
Laffont et al. [85] address intrinsic image estimation from multiple images captured for
outdoor scenes at the same time of day under known illumination. MVS is used to
reconstruct an approximate point-cloud from the input images [32]. This is significant,
because previous shape-assisted methods use highly accurate geometry from external
sources, such as laser range scans [99], and take an inverse rendering approach. The
authors propose that the lighting can be decomposed into layers that correspond to
outdoor lighting conditions: directional illumination from the sun; scattered illumina-
tion from the sky; and indirect illumination from inter-reflectance in the scene. The
combination of known lighting and known geometry allows identification of shadows
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cast by the sun, illumination from the sky and scene inter-reflection. The propagation
method of Bousseau et al. [9], originally used for cues provided by a user, propagates
these cues to the remainder of the image using a flat-albedo prior.
The case of intrinsic image estimation for calibrated sets of images taken under different
unknown illumination conditions is addressed by Laffont et al. [16]. An oriented point-
cloud is reconstructed by applying an MVS method on the input images [32]. In order
to exploit the fact that points that share similar surface normal are likely to share
similar illumination, pairs of points within images which share similar illumination are
established. Differences in appearance between these point pairs are due to differing
albedo, so the ratio of appearances is the same as the ratio of albedos. This allows
an albedo ratio to be specified between pairs of points in 3D space; these ratios are
propagated to the rest of the image (for each image in the input set) using the method
of Bousseau et al. [9]. In common with Matsushita et al. [98], albedo is forced to be
the same across all decompositions of a scene. This method is notable for its use of
constraints based on coarse geometry, and shares a number of features with the method
presented in chapter 6: ambient occlusion is taken into account; point correspondences
between images are used; and a high-level lighting-based shading constraint is used
based on the surface normal.
Ducheˆne et al. [17] use large sets of input images (c. 100) to estimate the parameters
of the outdoor lighting model introduced by Laffont et al. [85]. It is an example of a
method that takes a geometry-based lighting estimation approach to intrinsic image
estimation. Estimation of the sun direction, sun colour and environment lighting is
broken down into a sequence of steps. First, patches of sky are identified in the set
of input images, and an environment map is synthesised from these patches. This
initialises the sky and indirect illumination parts of the model using an MVS scene
reconstruction and ray-tracing. The next step estimates the sun colour using pairs of
pixels with the same chroma, which is strongly correlated with albedo [8]. The sun
direction is then refined using the detected shadow regions, and the lighting estimation
ends with a refinement of the sky component. The MVS geometry is too inaccurate
to support relighting with cast shadows; instead, the authors reconstruct approximate
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caster geometry using a shape-from-shadow technique, similar to visual hull [38]. This
method is an example of intrinsic image estimation from shape and lighting estimation.
2.3 Summary
The unifying idea behind intrinsic images and BTF estimation is intrinsic (optical)
properties of surfaces. Both approaches fit a parametric BRDF to points in a scene:
BTF estimation directly operates in the surface space of a scene reconstruction, whereas
intrinsic image estimation operates over a projection of a scene, traditionally without
the aid of geometry.
Highly accurate reconstructions of shape were first used in the context of BTF fitting
using inverse rendering, given knowledge of the lighting conditions of a scene and a
library of contributing materials [99]. Subsequent work has relaxed the requirements
for accurate surface geometry [66, 71, 85] and prior knowledge of lighting [14, 85, 15].
There has also been an important shift from surface-based techniques to image-space
techniques, so that shape becomes one of a number of constraints in multi-view intrinsic
image estimation [4, 5, 16, 85, 17].
So far, a general method to address shape-assisted single- and multi-view intrinsic tex-
tures, images and video has yet to be proposed, despite the fact that these areas are so
closely related. This thesis builds up a solution from the standpoint of BTF estimation
for scene relighting by presenting work on shape-assisted novel view synthesis (chap-
ter 3), intrinsic texture estimation (chapter 4), intrinsic images and video (chapter 5)
and, finally, multi-view intrinsic images and video (chapter 6).
Chapter 3
Mobile Free-Viewpoint Video
Rendering
The main contribution presented in this chapter is the first stand-alone free-viewpoint
video renderer, which runs in real time with user interaction on a mobile device, with
performance comparable to recent desktop implementations. Initial work on relightable
free-viewpoint video rendering is also described, by way of motivation for the work
presented in subsequent chapters. Addressing questions raised by the work presented
in this chapter was the starting point for the development of intrinsic textures.
Free-viewpoint video rendering (FVVR) allows a user to view captured video footage
from any position and direction, enabling interactive visualisation of dynamic scenes
from multi-view video capture with a quality similar to captured video [54]. FVVRs
presented to-date have been implemented on high-end desktop computers [13, 100, 54]
and tend to be intended for niche applications, such as sports analysis. FVVR for mobile
devices presents a number of challenges, including streaming of multi-view video and
mesh data, view-dependent rendering, and processing of multi-view video. Producing a
high-quality FVVR on a mobile device requires performance enhancements to be made,
as well as an adapted rendering pipeline to shift as much of the processing as possible
to the oﬄine pre-processing stage.
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An approach to relighting FVVR content for integration into computer-generated scenes
is also described. Prior knowledge of the scene illumination and accurate surface geome-
try are not required. Surface appearance is separated into a detail component, and a set
of materials with diffuse and specular albedo parameters. This allows relightable free-
viewpoint video rendering (RFVVR) on mobile devices. Although the albedo texture
estimation method presented here is superseded by the work in the following chapter,
it provides the impetus for the research presented in the rest of this thesis.
3.1 Overview
Two video-based renderers, both supporting real-time interactive playback of FVV
on a mobile device, are presented in this chapter. The first supports view-dependent
rendering using a VDTM [29, 13] pipeline proposed by Volino et al. [101]. The second
is an approach to generating relightable textures for arbitrary relighting of dynamic
scenes captured under general, unknown lighting conditions, using albedo flatness and
sparsity constraints.
Throughout this chapter and the following, full scene coverage is assumed. The capture
setup comprises a ring of equally-spaced cameras, pointing inwards to capture a scene
at the centre. Under these conditions, the vast majority of the surface of the object is
visible. In combination with MVS reconstruction, hidden surfaces in the reconstructed
geometry (those regions not visible from any camera) will be very limited, generally
accounting for less than 2% of the surface. They can be handled by infilling from the
surrounding region, or by using a neutral colour such as mid-grey. The latter approach
is used in this chapter and chapter 4.
The layered representation of FVVR content introduced by Volino et al. [101] is adapted
to mobile device rendering. At runtime, the capabilities of the mobile GPU are utilised
to allow for high-quality rendering of real-world content from a user-defined viewpoint.
Producing a quality FVVR on a mobile device requires performance optimisations to
be made, as well as an adapted rendering pipeline to shift as much of the processing
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a) b)
Figure 3.1: (a) The original open-source FVVR pipeline of Starck et al. [13] (b) The
pipeline used for rendering on mobile devices, assuming availability of geometry. The
stages in italics are done oﬄine, and the others are done at runtime. The thick arrows
indicate the render loop.
as possible to the oﬄine pre-processing stage. At runtime, the capabilities of the
mobile GPU are utilised to allow for high-quality rendering of real-world content from
a user-defined viewpoint. This chapter demonstrates that the current generation of SoC
(System on a Chip) in smartphones and tablet computers has computational resources
that are capable of supporting applications such as FVVR.
3.2 FVVR for Mobile Devices
Starck et al. [13] propose an open-source FVVR which is representative of many PC-
based implementations. The rendering pipeline is presented in figure 3.1a. An initial
coarse approximation of the scene is reconstructed as the visual-hull [38, 41] given by the
intersection of the multi-view image silhouettes. This is then refined by stereo matching
using a volumetric graph-cut with silhouette rim constraints [102]. Reconstruction is
performed independently at each video time frame resulting in an unstructured mesh
sequence with a different number of vertices and mesh connectivity at each frame. The
unstructured mesh sequence is sufficient for FVVR, but is inefficient for storage and
rendering. Enforcing temporal coherence between frames ensures that only vertex po-
sitions change with time [46]. The temporally aligned mesh sequence provides the basis
for efficient representation and UV texture mapping of the captured performance. Each
frame is then textured depending on the corresponding video frames, so that changes
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in appearance in the captured video are preserved in the free-viewpoint renderer.
In the open-source FVVR implementation [13], each render cycle in the online rendering
stage starts by performing a depth render from the point of view of each camera. This
allows the visibility of a given point on the surface of the proxy to be found by a depth
test. Next, for each point on the surface of the proxy, the cameras are scored according
to their suitability for use for projective texturing according to three measures: the
visibility of the point (a binary mask); the difference in angle between the novel and
original viewpoint; and the directness of view of the surface (the closer to the face
normal, the better). Finally, the projected textures are blended together, with camera
weighting derived from visibility, directness of view and proximity to the novel view
(figure 3.2). For reasons of performance, blending is carried out between images from
the set of cameras closest to the novel viewpoint C(ωv), where ωv is the direction
from the surface point x to the virtual camera centre. In the capture system used by
Starck et al., eight evenly spaced cameras were used at intervals of 45 degrees for full
angular coverage of the scene. In this case, |C(ωv)| = 3 is a good choice. Distance is
also included in the unstructured lumigraph [12] since it affects sampling rate; in this
work, it is assumed that all cameras are at an approximately equal distance from the
reconstructed object, so distance is not taken into consideration.
Textures projected from adjacent camera views will not match perfectly. Colour balance
often differs slightly between cameras, and there will be inaccuracies in projection
resulting in camera boundaries not matching up correctly. View-dependent texture
mapping overcomes this problem by combining overlapping projected camera views
according to the surface orientation [29, 12] (equation 3.1). x represents both a point on
the surface, and its projections into the novel viewpoint render P and the contributing
images C(ωv) via the scene geometry.
P (x, ωv) =
1
u
∑
c∈C(ωv)
c(x)V (x, ωc)n
ᵀωc exp
(
−cos
−1(ωᵀcωv)2
σ2
)
(3.1)
Figure 3.2 illustrates the terms in the blending function in equation 3.1. ωc is the
direction from x to the centre of the physical camera c. V (x, ωc) is the binary visibility
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Figure 3.2: Blending between physical views (black cameras) to produce the appearance
from a novel viewpoint (red camera) takes into account visibility (A), directness of view
estimated using the surface normal of the geometric reconstruction (B), and proximity
to the novel viewpoint (C). Labels correspond to those in equation 3.1.
mask for camera c, which can take values of either 0 or 1. nᵀωc is a measure of the
directness of view of the surface from camera c physical camera. cos−1(ωᵀcωv) gives the
angle between camera c and the novel viewpoint. The closer to the physical camera is
c, the greater is its contribution to P . σ is chosen experimentally and depends on the
angles between the physical cameras; a value of σ = 0.7, with angles in radians, was
used to produce the results in this chapter. u is a normalisation factor, so that the
weights applied to the pixels from the contributing images C add up to one.
3.2.1 Layered FVVR
In this work we build on the layered FVVR implementation recently introduced by
Volino et al. [101]. Figure 3.3 gives an overview of layered FVVR, and the rendering
pipeline is shown in figure 3.1b. Instead of direct projective texturing of the proxy
from the original images, the projective texturing is done in a preprocessing stage, to
produce a stack of texture layers that can be used at runtime to texture the proxy.
This significantly reduces the amount of processing done when rendering. The top
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layer in the stack is a composite of the best camera views; the second is a composite
of the second best, and so on to the bottom layer, which is a composite of the worst
camera views. Beyond the first λ layers (λ = 4 in the 8-camera setup used here), the
information content is very low.
The preprocessing begins by producing λ camera maps corresponding to the λ layers.
These store a camera index for every texel, which records which camera should con-
tribute to each part of the corresponding texture layer. Camera maps are required
in order to allow the texels from each contributing camera to be retrieved during the
view-dependent blending stage. Black represents points for which no data is available.
Cameras are scored s for each texel by the view-independent part of the camera score
in equation 3.1.
s(c,x) = V (x, ωc)n
ᵀωc (3.2)
The highest scoring camera for each point is referenced in the top camera map, through
to the lowest scoring camera in the λth camera map. The texture layers are produced
using the camera indices in the camera maps; for each point in each camera map, the
corresponding pixel from that camera is mapped into the same point in the texture
plane to form the texture layers.
When rendering, as in conventional FVVR, views from the k closest cameras are blended
together. A camera view is reconstructed by searching the camera maps for parts of
the corresponding texture layer sampled from that view. The blending is done as in
equation 3.1, with the exception of the visibility test, which has already been taken
into account when generating the camera maps. Table 3.1 shows how rendering quality
improves as λ is increased.
Figure 3.4 shows how blending between three adjacent camera views with four layers
improves the quality of the render over directly using the top texture layer. In the image
difference, blue is no difference and red is an L1 distance of 0.3 or more in normalised
RGB space (R, G and B co-ordinates in range 0 to 1). Close-ups of the two renders
show how blending between camera views eliminates issues with colour mismatches.
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Figure 3.3: A stack of camera maps is produced for each frame from the geometric
proxy. The camera maps are used as a reference when resampling original images to
produce the stack of texture layers. Camera maps and texture maps are both used
when rendering (green arrows). On the right, a camera map and corresponding texture
layer. In the camera map, there is a greyscale level for each of the N cameras.
Number of Layers Avg Max Min
1 layer 20.25 21.40 18.36
2 layers 20.77 22.03 18.78
3 layers 21.26 22.71 19.05
4 layers 21.32 22.77 19.09
Table 3.1: PSNR (dB) of uncompressed Layered FVVR with different numbers of layers
in Roxanne sequence
3.2.2 Adaptation to Mobile Devices
A mobile platform has considerably reduced capabilities compared to a desktop com-
puter, for which FVVRs to-date have been developed. This leads to some particular
challenges in producing a viable renderer.
One major difficulty relates to the amount of data required to correctly render a time-
changing FVV sequence. This is an issue even on desktop computers, where band-
width between secondary storage and main memory can become a performance bot-
tleneck [54]. Table 3.2 shows the storage requirements of different representations of
texture data for FVVR. Every second of uncompressed HD (high definition) footage
(1920×1080 px resolution) shot simultaneously with eight cameras at 30 fps requires
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Figure 3.4: Free-viewpoint rendering using only the best camera for each pixel (top-
left) compared to blending between camera views in layered FVVR (top-centre). On
the right, the difference between the first two images as a “heat-map”.
Scheme Uncompressed PVRTCI (2bpp)
Initial HD Video 13.9 GB 1186.5 MB
Layered FVVR 4800.1 MB 300.1 MB
Relightable FVVR 2304.4 MB 192.4 MB
Table 3.2: Storage Requirements for 10 seconds of FVVR Playback
1.39 GB of space. Considering that many mobile devices have less than 64 GB of
storage, this is an unacceptably high storage requirement. There is also an additional
problem of streaming data into main memory, which is generally around 1 GB in size.
There is therefore a strong motivation to reduce the storage requirements of the data
for FVVR, both by compression and by judicious discarding of redundant data.
In layered FVV, each frame requires a separate set of texture layers to replicate changes
in the appearance of the model with time. These include surface lighting, folds in
clothing and facial expression of the actor. Therefore, high-ratio compression and high-
speed decompression is required. This can be achieved by working within the strengths
of the platform. Many graphics units have the ability to directly decompress textures in
hardware. For example, the PowerVR graphics unit used to produce the results in this
paper is able to decompress PVRTC compressed textures [103] in hardware at negligible
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cost to performance. The PVRTC 2bpp compression standard has a compression ratio
of 16:1, and the quality is sufficiently good for mobile FVVR.
The alpha channel of the layers is used in each frame to hold the corresponding camera
map. This is an optimisation which greatly improves performance. It reduces traffic
between GPU and main memory, requires only a single texture lookup in the fragment
shader, and almost halves the storage space that would otherwise be required. Many
texture compression standards, like PVRTC, allocate fewer bits to coding the alpha
channel than the R, G and B channels, but this is not a concern with the camera map,
where there is a very limited number of greyscale levels, equal to the number of cameras
used in capture. Real-time performance was achieved by optimising the shaders used
in the FVVR to keep costly operations such as texture lookups to a minimum.
3.3 Relightable Mobile FVVR
A scheme for relightable FVVR is proposed which does not require any knowledge
of scene lighting. This is in contrast to methods which fit a physical lighting model
given calibrated light sources. This scheme is based on the assumption that the human
eye is insensitive to detail when estimating scene lighting, so that a scene can be
plausibly relit without correctly relighting the finer detail [15]. It is also relatively fast
in preprocessing, requiring only a segmentation and high-pass filtering stage. Figure 3.7
shows a FVV frame relit from various directions using this detail mapping technique.
The heuristical approach presented in this section serves as a starting point for the
intrinsic texture work presented in chapter 4. The discussion at the end of this chapter
identifies the shortcomings and proposes solutions, which are developed in subsequent
chapters.
3.3.1 Initial Frame Segmentation
A composite initial texture T is produced by blending the camera views as in equa-
tion 3.1, neglecting the view-dependent term (equation 3.3). Ci is the image from
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Figure 3.5: Overview of user-assisted segmentation method.
camera i, V is visibility, x is surface position and ωc is the direction to the centre of
camera c.
T (x) =
1
u
∑
c∈C
c(x)V (x, ωc)n
ᵀωc (3.3)
A temporally-consistent segmentation of the surface of the object into constituent mate-
rials that share similar reflectance properties is required. A user-assisted segmentation
method is proposed, in which the user indicates regions in the texture that share sim-
ilar reflectance properties using brushstrokes (figure 3.5). A statistical model of the
appearance of each region covered by the brushstrokes is produced, and the texture is
segmented on this model and the positions of the brushstrokes. The user refines the
segmentation with additional brushstrokes, and the system iterates towards a solution.
This process takes around 2 minutes to complete. The segmentation is then propa-
gated over the remainder of the sequence [104]. The initial segmentation cannot be
used for all frames, since the material boundaries move over the surface of the mesh
with time, due to a combination of movement of materials within the scene and drift
in the temporal alignment.
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Figure 3.6: Colour histograms for a material. The bias in the blue channel is caused by
the chroma-key background, and the specular lobe to the right of each of the channel
histograms.
3.3.2 Albedo and Specularity Estimation
The results in this paper are produced with the Phong lighting model [62]. Heuristics
for finding the diffuse ρ and specular σ albedos of each material are described in this
section.
P (x, ωv) = ρ(x)
∫
Ω
B(x, ω)R(ω)dΩ + σ(x)
∫
Ω
(ωᵀvωr(ω))
αR(ωr(ω))dΩ
ωr(ω) = 2ω
ᵀn− ω
(3.4)
R is the scene lighting, using an infinitely-displaced lighting model; B is the visibility
of R multiplied by the foreshortening factor max(0, ωᵀn); ωr is the reflection of the
incoming light direction in the surface normal n; ρ is diffuse albedo; σ is specular
albedo, and α is a parameter controlling specular lobe spread, which is set at 2 by
experiment. P is the appearance at the point x from viewing direction ωv.
The red, green and blue components are selected using the colour histograms of the
materials. Each colour exhibits a specular lobe on the right, and a spread of intensities
due to diffuse lighting. The most representative diffuse colour for the material can be
reasonably expected to coincide with the point in the histogram just before the specular
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Figure 3.7: Relighting from various directions by material-based rendering with FVVR
detail mapping. Quality has been lost due to a number of factors, as described in the
summary at the end of the chapter. Improving upon this result is a key motivation for
the methods discussed in the following chapters.
lobe. This occurs approximately at the point x such that 90% of the area under the
histogram Hc of colour channel c is to the left:
x s.t.
∫ x
0
Hc(y)dy = 0.9Hct (3.5)
Hct is the total area under the histogram, and y is intensity. Pixels in T exhibiting
specularity are identified by their increased intensity compared to their surroundings.
τ is the threshold at which a pixel is flagged as specular.
Tspec(x) =

1 if
∑
c∈{R,G,B} T
c(x)/ρ > τ
0 otherwise
(3.6)
The specular albedo σ is estimated as the ratio of specular to non-specular pixels in
the material. β is an experimentally chosen scale factor.
σ =
β
∑
Tspec(x)
number of texels in material
(3.7)
3.3.3 Reintroducing Detail
The base material colours are unsuitable for direct relighting, because they lack the
fine details present in T . These are reintroduced by means of a detail layer, which is
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Figure 3.8: Processing T (left) to obtain a version segmented by materials (top) and a
detail map (bottom). These are combined to give the final render (right).
is extracted for each frame by applying a high-pass filter to T . Each channel of the
RGB image is filtered to remove the low frequency components of the texture, which
include large regions of shadow. The detail layer extracted from T is directly added to
the material-based appearance, as shown in figure 3.8.
A filter suitable for this task must completely reject large regions of shadow in the
image, whilst retaining the smaller shadows and lit regions that comprise the surface
detail. The cut-off point should be high enough that the material base colours are
rejected, and low enough that relevant detail is not lost. A highly selective filter is
required to achieve this, but spurious ringing artefacts should be avoided. Artefacts
at seams in the UV map were eliminated by expanding the boundaries of the textured
regions of the top layer by a few pixels before applying the high-pass filter. This
prevents ringing artefacts due to filtering from appearing on seams in the render. The
texture background colour is chosen to minimise discontinuities at the boundaries with
the textured regions, so that discontinuities between foreground and background were
minimised. This helps reduce ringing artefacts.
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Figure 3.9: Image synthesis from a novel viewpoint for two frames and different se-
quences. Original images (left) compared to the output of the layered FVVR from the
same viewpoint (centre). On the right, the difference between the two images.
3.4 Results
The platform used to obtain the results presented is a Pandaboard running Ubuntu
12.04. The Pandaboard has a Texas Instruments OMAP4 SoC, which is broadly repre-
sentative of the capabilities of smartphones and tablets currently on the market. The
OMAP4 contains an Imagination Technologies PowerVR SGX540 graphics core.
3.4.1 Evaluation of FVVR for Mobile Devices
In a conventional FVVR, the original images can be directly blended to texture the
proxy. Layered FVVR uses an intermediate representation of the original images, in
the form of a layer stack, to reduce the computational load at runtime. When rendering
from one of the original cameras, a conventional FVVR uses only the image from that
camera, since this will give the best results. In a layered FVVR scheme, such a direct
projection is possible, although aliasing of faces that are viewed from a glancing angle
can become an issue, since there will not be a sufficiently good representation of these
faces stored in the texture. Such faces appear smeared in the render and suffer from
aliasing in the texture layers. For this reason, the best results are achieved by incor-
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Sequence Avg Max Min Length
Roxanne 21.32 22.77 19.09 30 frames
Roxanne Compressed 20.61 21.83 18.75 30 frames
JP 15.34 17.07 13.78 50 frames
JP Compressed 15.26 16.94 13.69 50 frames
Table 3.3: PSNR (dB) of Layered FVVR compared to Original Images. The first 50
frames of the ‘freestyle’ JP sequence from the SurfCap dataset were used for evaluation.
porating a small contribution from adjacent cameras, as in equation 3.1. In addition,
there may be some general loss of quality over direct use of the original images due to
resampling to an intermediate texture map representation. The additional resampling
stage, and the small contribution from neighbouring cameras, are the reasons for the
differences in figure 3.9.
Peak Signal to Noise Ratio (PSNR) was used as a concrete measure of FVVR quality.
The entire sequence is rendered from the point of view of one of the original cameras.
The PSNR for each individual frame is found by comparison with the original footage.
Table 3.3 shows the PSNR for each of the sequences tested.
The use of main memory should be maximised to avoid thrashing secondary storage.
1GB of memory is available on the OMAP4, although some of this is taken up by
the operating system and utility programs. The storage requirements of a sequence ten
seconds long, played back at 30 fps, is given in Table 3.2. When running on the OMAP4-
based test board at a resolution of 800×600 pixels, a refresh rate averaging 33.5 fps was
achieved. This framerate compares favourably with desktop-based renderers [100, 13].
3.4.2 Evaluation of Relightable FVVR
Since the relightable FVVR scheme developed here only uses two textures per frame,
it achieves a better performance than the original layered FVVR method, both in
terms of frames per second and in terms of memory usage. Illumination of FVV with
scene lighting allows integration into computer-generated scenes, as in figure 3.10. In
this scene, which includes a skybox and shadow mapping, the refresh rate averages
36 fps at 800×600 pixels. This remains consistent, even when the user changes the
50 Chapter 3. Mobile Free-Viewpoint Video Rendering
Figure 3.10: Integration of relightable FVVR into a computer-generated scene, in which
the FVVR content is relit to match the scene. Folds in clothing, and details in the face
and hair, are preserved.
viewpoint by large amounts between frames. The lack of online camera scoring and
texture blending reduces the per-frame computation time.
The detail layer uses the fact that the human vision system is insensitive to the light-
ing of high-frequency surface details - the correct lighting of the low frequency com-
ponents of the model is a far stronger visual cue than the overlaid high-frequency
components [81]. One region where this does not hold is the face: human vision is
much more sensitive to facial details than details in other parts of the model. This is
particularly noticeable under lighting conditions significantly different to the lighting
in the original images.
The materials do not need to have constant colour albedo, as long as any regions of
‘atypical’ colour detail are relatively small. For example, the shoes in the sequence
used for testing in this paper have small white regions, which are reproduced faithfully
in the detail-mapped renders. The cut-off of the high-pass filter is a good indicator of
the size of regions that can be preserved in this way. If the size of the region is lower
than the cut-off, then it is best to model it with a material of its own.
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3.5 Summary
An implementation of FVVR for mobile devices is presented based on representing
the captured image appearance as layered texture maps. This allows view-dependent
rendering at interactive rates on a mobile device. This is made possible by hardware-
supported texture compression and use of the texture alpha channel to store the camera
maps. The proposed free-viewpoint video render for mobile devices allows captured
multi-view video content to be integrated with computer generated scenes. Real-time
interactive performance is achieved on a standard mobile platform.
The approach discussed in section 3.3 is an initial attempt at relightable free-viewpoint
video relighting. There are a number of fundamental problems with this approach, and
it was the addressing of these issues that led to the work presented in the next chapter.
The main issues identified were:
1. The segment-based reflectance model is too inflexible to handle general albedo
distributions, as seen in natural scenes (figure 3.5).
2. The method consists of flimsy, ad-hoc heuristics with experimentally-chosen pa-
rameters (section 3.3.2).
3. Texture-space methods are used which ignore distortion caused by the UV map
and are discontinuous across chart boundaries (figure 3.8).
4. User interaction is used in the segmentation stage, which can be avoided [66, 14].
5. Global consistency of the diffuse material albedos is not addressed.
6. The effect of scene lighting on the diffuse albedo estimates is not properly ad-
dressed.
7. The detail layer and material segmentation stages are entirely disconnected (fig-
ure 3.8).
8. The detail layer does not distinguish between high-frequency shading and high-
frequency albedo.
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9. Specularities should be removed from the input images before producing the ini-
tial texture T .
Chapter 4 introduces a reasoned strategy for albedo and shading decomposition for
natural Lambertian scenes, which addresses the first two issues in this list. Issues 3
to 6 are addressed with a global lighting estimation method called albedo balancing.
Detail is handled with a neighbourhood-based intrinsic decomposition method, which
addresses points 7 and 8 on the list. Finally, a geometry-assisted method for removal
of specularities from the input images is proposed.
Despite its shortcomings, there are some ideas in this chapter’s relightable texture
generation method that informed the approach taken in subsequent research. The idea
of splitting the problem into a segment-based initial albedo estimate, followed by a
detail refinement stage, comes directly from here. The work on bilateral filters began
as an attempt to remove the ringing artefacts in the detail layer, which in this chapter
is produced using a na¨ıve high-pass filter. Changing the range terms of the filter to
reject shading is what led to the refinement filter in chapter 4.
Chapter 4
Intrinsic Textures
Following from the previous chapter, the central motivation for the research presented
in this chapter is to estimate albedo as a function of surface position in order to support
relightable free-viewpoint video. With an albedo texture and approximate scene geom-
etry, the appearance from a novel view and under novel lighting can be reproduced
by conventional computer rendering techniques, such as rasterisation or raytracing.
An albedo texture estimation method should be able to handle a wide range of chal-
lenging, natural scenes such as wood, stone and patterned fabric (figure 4.1) and give
texel-resolution decompositions, even under unknown, uncontrolled lighting. By anal-
ogy to intrinsic images, the name intrinsic texture estimation is introduced to describe
this problem of detailed BTF parameter inference in the absence of prior knowledge
of lighting or materials. By extension, texel-resolution estimates of shading, surface
normals and specular intensity are also called intrinsic textures. Intrinsic texture esti-
mation is a much more general problem than relightable FVVR, and other applications
such as material editing are possible.
The challenge of finding intrinsic properties of surfaces is encountered in the fields of
both intrinsic image estimation and BTF estimation, of which intrinsic texture estima-
tion is a subsidiary problem. The connection between them is discussed at length in the
literature review (chapter 2). Intrinsic image estimation only considers surface prop-
erties for a projection, or projections, of a scene, generally captured under unknown
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Figure 4.1: Albedo and shading estimates from the proposed intrinsic texture method,
operating on examples of natural textures. From left to right: wood, stone and pat-
terned fabric. These initial textures contain shading components, which have been
avoided in the evaluation dataset for ground-truth comparison (figure 4.16).
lighting conditions [83], and intrinsic surface properties are estimated as functions of
pixel position. In intrinsic textures, by contrast, the intrinsic surface properties are
estimated as functions of surface position. Lambertian scenes are considered in this
chapter, and diffuse albedo, shading and surface normals are estimated. Under a Lam-
bertian reflectance assumption, the appearance of a point on the surface is view inde-
pendent, so a single initial texture is produced as an amalgamation of the projections
of the input images onto the surface of the geometry. The view-dependent texturing
approach taken in the previous chapter is therefore not required.
Intrinsic texture estimation addresses the shortcomings of the relightable FVVR method
described as part of the initial work presented in chapter 3. Unlike that method, the
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proposed approach eschews the rigid, piecewise-flat albedo model in favour of an adap-
tive model that respects fine-scale albedo variation, as often encountered in natural
scenes. Instead of a disconnected pipeline in which fine detail is processed separately
from large-scale albedo estimation, a coarse-to-fine approach to albedo estimation is
developed, in which lighting estimation plays a central roˆle.
This chapter presents a robust solution to the problem of estimating high-resolution
intrinsic surface properties, including albedo, shading and surface normals, for general
static and dynamic natural scenes with rich albedo distributions under unknown light-
ing, given approximate knowledge of scene shape (figure 4.2). Throughout this section,
coarse scene geometry is assumed to be available, for example from multi-view stereo
(MVS). This turns out to be a powerful prior that can be used to help estimate global
scene lighting, local occlusion and inter-reflection. A two-stage coarse-to-fine approach
is proposed: a geometry-assisted lighting estimation stage accounts for large-scale shad-
ing effects, which is followed by a neighbourhood-based refinement method to account
for fine shading and albedo variations that cannot be modelled using coarse geometry
only.
The contributions of the proposed method are:
• Accurate diffuse albedo estimation for natural textures with fine-scale albedo
variation
• Multi-view specular highlight removal
• Illumination estimation from approximate scene geometry for a single time instant
• Surface irradiance estimation with occlusion
• Inter-reflectance handling
Imber et al. [105] first introduced the concept of intrinsic textures, on which the research
presented in this chapter builds, for representation of diffuse (Lambertian) surfaces with
rich texture detail. Several advances over the method of Imber et al. [105] are presented
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Figure 4.2: Schematic overview of the proposed method with section references, with
diffuse and specular lighting estimates. Progress is from left to right.
in this chapter, including: closed-form global irradiance estimation for static scenes;
cast shadow and inter-reflectance removal in the albedo texture; specularity removal
from the input images; and improved surface normal estimation.
The structure of this chapter is as follows. An outline of the approach taken is given in
section 4.1. Specular highlights are removed from the capture images in section 4.2. Sec-
tions 4.3 to 4.6 present the intrinsic texture estimation methodology for diffuse scenes.
Finally, quantitative evaluation against ground-truth data and qualitative relighting
results are presented in section 4.7.
4.1 Method Overview
The availability of shape information allows high-level constraints to be applied to
shading. This type of information is increasingly available. For example, multi-view
stereo (MVS) is now a mature field, so that approximate geometry can be found for
multi-view static and dynamic captures. In the case of single-view capture, depth-
capture devices are now widely available, and techniques such as KinectFusion [106]
make static scene reconstruction straightforward and inexpensive.
Although several existing methods exploit shape information to constrain shading [66,
107, 14, 15], they also typically impose inflexible constraints on albedo, assume con-
trolled scene lighting, or require multiple time instants from a dynamic sequence [24,
66, 107] to resolve the surface property estimation problem.
A piecewise-constant [1] or “palettised” [66, 9] albedo model is commonly used in the
intrinsic image and scene relighting literature, and in particular it is often assumed
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possible to segment a scene into regions of similar albedo. Although this type of albedo
model accounts for a large class of scenes, it is unsuitable for application to many natural
materials with rich albedo distributions, such as wood, marble and patterned fabric.
The presented method handles challenging textures with fine-scale albedo distributions
without any prior knowledge of scene lighting (figure 4.2).
The input to the system is a set of images from calibrated cameras. These may be, for
example, images of a static scene taken sequentially with a moving camera, or images
of a dynamic scene at a single time instant with synchronised, calibrated cameras. The
surface may have a specular component, which is separated from the diffuse component
in a preprocessing stage (section 4.2). Approximate scene geometry is required. An ap-
proximate manifold scene surface representation, for example a triangulated mesh from
a standard MVS method [31, 32] or fitted template model [34], is assumed available.
The input images are split into specular and diffuse components, and the diffuse images
are projected onto the surface and merged together to produce a texture T . View-
dependent rendering techniques [13, 51] are not used since camera calibration and the
scene reconstruction are assumed to be accurate, with specularities removed. The
presented method addresses the problem of separating the albedo and shading compo-
nents of T , which may have a challenging albedo distribution that defies simple albedo
models.
Figure 4.2 shows the stages of the proposed pipeline. The first stage is to separate out
the specularities from the diffuse component of the input images (section 4.2), allowing
the Lambertian pipeline to be applied to a large class of specular scenes. The coarse
geometry is used in conjunction with T to recover the low-frequency scene lighting
(section 4.3.1). Local occlusions in the geometry can be used to account for cast
shadows (section 4.3.2). However, there will be shading detail remaining in the albedo
estimate, which is separated out using a neighbourhood-based intrinsic decomposition
method (section 4.4). A surface normal refinement method fits the final surface shading
estimate to the scene lighting. Enforcing integrability produces a physically realistic
normal field (section 4.6).
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Figure 4.3: One application of intrinsic textures is material editing, in which the albedo
texture is manipulated. This can be done by painting directly onto the albedo texture.
From left to right: initial texture, estimated albedo, and edited materials.
Practical applications for the resulting intrinsic textures include direct use with the
coarse scene reconstruction for real-time relighting on low-performance devices using
conventional Computer Graphics techniques (section 4.7) and material editing to mod-
ify scene appearance whilst maintaining the realism of the capture images (figure 4.3).
The proposed albedo refinement method works with rich, spatially-varying albedos that
commonly occur in natural environments (such as wood and marble), which allows a
wide variety of textures to be decomposed.
The irradiance estimation method (section 4.3.1) uses a distant lighting model, which
assumes that all light sources are infinitely displaced. This is justified for the scenes
discussed in this chapter, which consist of small, isolated objects captured under studio
lighting.
4.2 Diffuse Texture Generation from Multi-View Capture
Specular scenes present a problem to intrinsic image estimation methods, and a ma-
jority explicitly assume the Lambertian reflectance model [10, 9, 4, 86]. However,
many real-world scenes have a significant specular component which cannot simply be
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ignored. In this section, a pre-processing stage is described that splits images from
multi-view captures into specular and albedo components. The outcome of this stage
is the initial texture T representing diffuse appearance, which can be processed by a
Lambertian pipeline. The specular channel may be processed separately, for example
to reconstruct lighting or to estimate specular parameters (e.g. section 4.7.3).
The image Cr from a reference camera r is compared to those of its two nearest neigh-
bouring cameras Ca and Cb. Where the BRDF can be decomposed into diffuse and
specular reflectance, the appearance of a specular surface at point x and viewing di-
rection ωo is given by equation 4.1.
C(x, ωo) = ρ(x)I(x) + σ(x)J(x, ωo) (4.1)
I is the diffuse irradiance and J the specular reflection as a function of viewing direction.
σ is the specular albedo and ρ the diffuse albedo. Let Cd(x) = ρ(x)I(x) be the diffuse
component and Cs(x, ωo) = σ(x)J(x, ωo) be the specular component of C.
Provided the specular highlights do not coincide in all three camera views, the diffuse
Figure 4.4: Splitting a set of images of a glossy scene into constituent diffuse and
specular images. The reference image Cr is compared with the projected auxiliary
images Ca and Cb to separate out the view-dependent specular highlights (equation 4.2).
This results in specular Cs and diffuse Cd images for each capture image.
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image Cd is recovered by taking the minimum of the pixel values.
Cdr (x) ≈ min(Cr(x), Ca(x), Cb(x)) (4.2)
x is the surface location, which will project to a different point in each image Ci, as
defined by the projection matrices of the cameras. The specular component of the
reference image is then given by Csr (x) = Cr(x) − Cdr (x) (figure 4.4). The reference
images are projected onto the coarse geometry using projective texture mapping [29].
Rather than taking all cameras with visibility into account, only the two neighbouring
cameras are used. This because cameras with glancing views of the surface have lower
sampling rates than cameras with more direct views, which introduces aliasing. Dark
pixels from a glancing view will cover a much larger region of the surface than pixels
from a direct view, and would replace any neighbouring lighter surface pixels from more
direct camera views, which results in a loss of detail in the diffuse image.
Optical flow based projected texture alignment mitigates projection errors introduced
by coarse scene reconstruction [108, 51], which would otherwise cause erroneous spec-
ularity estimates. This method works best for well-localised specularities and wide
camera baselines, where there is a relatively low probability of a specular highlight be-
ing present at the same point in all three images. Using the diffuse images, the intrinsic
image estimation pipeline can assume Lambertian reflectance from this point onwards.
4.3 Global Albedo Estimation
To motivate the approach taken to lighting estimation, a brief discussion of radiance
and irradiance follows. Equation 4.3 gives the irradiance I(x) (shading) at a point x
on the surface of an object, according to the Lambertian BRDF, which is applicable
since specularity has been removed. Ω is the sphere of all directions (i.e. the set of all
unit vectors), and ω ∈ Ω is a unit vector.
I(x) =
∫
Ω
B(x, ω)R(ω)dΩ (4.3)
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B(x, ω) = V (x, ω) max(0, ωᵀn(x)) (4.4)
T (x) = ρ(x)I(x) (4.5)
R is the radiance function representing incoming light, V is a binary visibility mask, and
max(0, ωᵀn(x)) accounts for the dependence of received energy on angle of incidence
(foreshortening) and is sometimes referred to as the clamped cosine kernel. n(x) is the
surface normal at the point x. B is the product of the visibility and the clamped cosine
kernel. The integral is over the surface of the sphere Ω. T (x) is the diffuse appearance
(the initial texture) at x and ρ(x) is the albedo.
Shading in a Lambertian scene is the irradiance I; that is, the total light incident at a
point. If irradiance is known, then albedo ρ(x) can be found as T (x)/I(x). For given
lighting conditions (radiance), three factors have an influence on the irradiance: surface
orientation (attached shading); objects blocking some of the light (cast shading); and
inter-reflection. The irradiance is therefore modelled in two stages: global irradiance
from attached shading is first estimated, followed by cast shading and inter-reflection
estimation. The attached shading estimate accounts for the majority of scene lighting,
and the cast shading and inter-reflection stage provides localised refinement.
To estimate scene lighting, we start by coarsely segmenting the initial texture T in
surface space into regions of similar appearance, making use of the observation that
nearby regions often share similar albedo. Unlike previous methods [107, 14], this ini-
tial segmentation does not have to be accurate, and we make no attempt to refine it.
Using this preliminary segmentation, the scene illumination is estimated to match the
shading distribution over the surface. This provides a starting point for the albedo and
shading texture extraction step, during which per-texel albedo and shading textures are
estimated. The robustness of the albedo and shading estimates to the initial segmenta-
tion is demonstrated in figure 4.5, in which two different starting segmentations (shown
on the top and bottom rows) result in essentially the same decomposition into albedo
and shading. The smoothness of Lambertian irradiance as a function of surface normal
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Figure 4.5: The result is not sensitive to the starting segmentation; different initial
scene segmentations (top and bottom rows) produce very similar results. a) an initial
image; b) segmentation; c) initial albedo ρC ; d) albedo ρG; e) shading from IG; f) refined
albedo ρf ; g) refined shading If . The differences between the final albedo estimates in
f) is shown as a “heat image” in h), where the highest value (bright green) corresponds
to a luma difference of 0.04, where luma is in the range 0 to 1.
means that high-frequency intra-segment albedo variations cancel out, and ultimately
do not affect the lighting estimate (section 4.7).
IG(n) =
∫
Ω
max(0, ωᵀn)R(ω)dΩ (4.6)
The global irradiance estimate IG is obtained using equation 4.6, which temporarily
neglects the visibility V in equation 4.4 (section 4.3.1). The second stage takes visibil-
ity V into account to model cast shading and inter-reflections (section 4.3.2). There
remains fine-scale shading in T that cannot be accounted for by the approximate geom-
etry. This is extracted using a neighbourhood-based method as described in section 4.4.
This gives final albedo ρf and shading If estimates. The surface normals are fitted to
If using the lighting function estimated in section 4.3.1.
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The albedo refinement stage in figure 4.5f and 4.5g is important for recovering shading
detail, such as that in the face, which would otherwise remain in the albedo texture.
Although the proposed method works well for a wide range of natural and synthetic
materials (figure 4.16), some ambiguous materials are not as well handled (such as the
spots on the dress in this example). Developing a refinement method that is robust to
these types of material is left to future work.
4.3.1 Estimating Attached Shading
Recent methods in surface BTF estimation lack an accurate static scene lighting esti-
mation step such as albedo balancing, relying instead on point correspondences with
other frames in a dynamic sequence to supply additional constraints [14, 15]. The
closed-form solution presented in this section finds the lighting in a single step, and as
such is a significant advance on iterative static scene lighting estimation methods [105].
Figure 4.6: An example of irradiance estimates I ′i and I
′
j for two materials as functions
of surface normal direction (left and centre), and the overlap Qi,j between them (right).
The top and bottom rows show the front and back hemispheres. The positions of the
materials (cyan) are also given.
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Figure 4.7: An example of albedo balancing. The surface is segmented into regions
of similar appearance (left), according to the observed texture T . Minimising the
shading difference between regions with similar surface normals results in a per-segment
albedo approximation ρC (centre). The observed texture T is on the right, with the
reconstructed global irradiance IG inset.
Other improvements over the method of Imber et al. [105] are a parallel implementation
in OpenCL, which allows the albedo balancing stage to be performed in under a second
(a hundredfold improvement in performance), and elimination of the initialisation of
per-segment albedos with average diffuse appearance.
The first stage of estimating the irradiance enforces the constraint that points on the
surface with similar surface normals should be lit similarly, in a technique which we
term albedo balancing (figure 4.6). The surface is segmented into regions of similar
appearance [109], for which representative albedos are to be found. The normal-based
lighting constraint is enforced by choosing per-segment albedos to minimise the shading
differences between regions with similar surface normals. Most segments will have
overlaps with multiple other segments in surface normal space, allowing a solution to
global irradiance to be found (figure 4.7).
The image segmentation method of Felzenszwalb and Huttenlocher [109] is adapted to
segment the scene surface or input image by luma and chroma. Let Ti(x) be the initial
texture in the segment, and ρi the unknown representative albedo of segment i in the
segmentation Θ. Equation 4.7 shows how the irradiance in segment i is approximated
using ρi. n(x) is the surface normal at point x. I
′
i is the approximate irradiance for
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the segment i in surface normal space (see figure 4.7).
I ′i(ρi, n(x)) = Ti(x)/ρi (4.7)
The representative segment albedos ρ are to be chosen to minimise the difference in
irradiance between regions with overlapping surface normals (equation 4.8).
E(ρ)=
∑
i
∑
j>i
[∫
Ω
[
I ′i(ρi, ω)−I ′j(ρj , ω)
]2
Qi,j(ω)dΩ
]2
ρ∗ = argmin
ρ
E(ρ) subject to max(ρ) = 1
Qi,j = {ni} ∩ {nj}
(4.8)
The binary support function Qi,j is the overlap in surface normal directions between
segments i and j. ρ∗ corresponds to the null vector of the matrix G (equation 4.9).
G =

∑
i 6=1 g
2
1i −g12g21 ... −g1ngn1
−g21g12
∑
i 6=2 g
2
2i ... −g2ngn2
...
...
. . .
...
−gn1g1n −gn2g2n ...
∑
i 6=n g
2
ni

(4.9)
where gij =
∫
Ω
Ti(ω)Qi,jdΩ (4.10)
Where Ti(n(x)) = Ti(x) is a mapping of Ti into Ω by surface normal.
This results in an approximate irradiance estimate I ′G (equation 4.11). The global
lighting function IG is to be fitted to I
′
G.
I ′G(n(x)) =
⋃
i∈Θ
Ti(n(x))
ρ∗i
(4.11)
It should be noted that this method works best on smooth surfaces, since it relies on
overlaps between per-segment lighting estimates. It gives good results for most scenes,
but it degrades for scenes composed of a small number of planes. In the worst case,
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there may be sets of segments without overlaps in surface normal space, which would
cause a reduction in the rank of G; when this happens, no unique solution exists. For
the vast majority of test scenes, G is well-conditioned, and it is possible to detect failure
cases by checking the rank. Where there are isolated segments with no overlaps with
other segments in surface normal space, the corresponding rows and columns in G can
be removed, and the method continues as before. Otherwise, the cost function has a
well-defined minimum, and is insensitive to the starting segmentation (figure 4.5).
Chapter 6 presents an alternative albedo-balancing method based on the same as-
sumptions on surface normals, lighting and albedo constancy. By contrast, the method
in chapter 6 does not require segmentation and is thereby robust to the possibility
of ill-conditioning. However, it also takes considerably longer to execute than this
segment-based approach.
This results in a noisy, approximate global irradiance estimate I ′G, to which the global
irradiance function IG is to be fitted. IG can be estimated by projecting I
′
G onto the
spherical harmonic functions Yk up to the second order [77] (equation 4.12). This is
justified since this is the first stage in a two-step coarse-to-fine approach, in which
concave effects (visibility and inter-reflection) are addressed in section 4.3.2.
IG(ω) =
9∑
k=1
Yk(ω)
∫
Ω
I ′G(ω)Yk(ω)dΩ (4.12)
If IG goes below zero, it is clamped to a small positive value. Finally, the albedo from
attached shading ρG is given by equation 4.13. ρG still contains concave lighting effects
which are removed by the method described in the next section.
ρG(x) =
T (x)
IG(n(x))
(4.13)
4.3.2 Estimating Cast Shading
Section 4.3.1 accounts for the attached shading in the scene, but does not take local
occlusion or inter-reflections (e.g. Stroia-Williams et al. [110]) into account. In this
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section, a method is presented that estimates cast shading and inter-reflection. A
radiance function is estimated to model the residual lighting in ρG after removing the
influence of IG in section 4.3.1. Cast shadows and inter-reflections are assumed to be
significant over only a small part of the surface, namely those parts with high local
occlusion where the convex scene assumption fails. Since concave lighting effects are
handled in this intrinsic texture method, the algorithm presented in this section is a
significant advance on that of Imber et al. [105].
Inter-reflectance is due to the reflection of light from the surface of the object. Since
the texture is known, it can be directly incorporated with occlusion into the irradiance
model (equation 4.14). Equation 4.3 is extended to include inter-reflectance (figures 4.8
and 4.9) from the initial texture (having removed attached shadows) ρG. Here, ρG(x, ω)
is the appearance from point x in direction ω, and K is the clamped cosine kernel. We
are interested in the lighting left over after accounting for the global irradiance IG, so
ρG is used rather than T . All other symbols have the meanings defined for equation 4.3.
I(x) =
∫
Ω
K(ω)
[
ρG(x, ω) + V (x, ω)R(ω)
]
dΩ (4.14)
I(x)−
∫
Ω
K(ω)ρG(x, ω)dΩ =
∫
Ω
B(x, ω)R(ω)dΩ (4.15)
I ′(x) =
∫
Ω
B(x, ω)R(ω)dΩ (4.16)
I is initialised as ρG(x)/ρC(x) where ρC =
⋃
i∈Θ ρ
∗
i is the segmentation albedo, which
approximates the cast shading and inter-reflection component of irradiance. V is known
from the scene geometry and the left hand side of equation 4.15 can be explicitly
evaluated, leaving R as the only unknown. This method refines I from this coarse
initial estimate, by first solving for R in equation 4.16. Once R has been estimated, it
is used in conjunction with B to correct for cast shading in I (algorithm 1).
Calculating I ′ and B for a few thousand points is sufficient for most scenes. In the
case of a triangulated mesh, for example, I ′ and B may be calculated explicitly by
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Figure 4.8: Estimating cast shading and inter-reflectance for real scenes. From left to
right: initial texture; albedo estimate ρf ; attached shading from IG; cast shading and
inter-reflectance Is. The lack of red inter-reflectance in the top row may be due to the
convexity of the red region.
Figure 4.9: Correcting for inter-reflectance. From left to right: observed texture;
ρs without inter-reflectance correction; ρs with inter-reflection correction; differences
shown as a “heat image”. Inter-reflection may be a significant part of shading, so the
single-bounce assumption often does not hold.
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Data: X, a set of points over the surface.
Data: K, the clamped cosine kernel.
Data: B, the per-vertex product of V with K.
Data: ρG and ρC the segment-based and irradiance-corrected albedo respectively
Result: I(x), the position-dependent irradiance function.
begin
for x ∈ X do
I(x)←− ρG/ρC(x);
I ′(x)←− I(x)− ∫ΩK(ω)ρG(x, ω)dΩ;
end
B ←− to SH coeff matrix(B);
I ←− to SH coeff vector(I’);
R ←− (BᵀB)−1BᵀI;
I ←− BR;
I ′ ←− from SH coeff vector(I);
for x ∈ X do
Is(x)←− I ′(x) +
∫
ΩK(ω)ρG(x, ω)dΩ;
end
end
Algorithm 1: Refining the irradiance to take into account cast shadows and inter-
reflection.
rendering environment maps at a subset of vertices. This is time-consuming (40 seconds
of processing time for 3200 points). Solving for R and updating the albedo and shading
textures takes only few seconds in a CPU implementation.
Both R(ω) and B(x, ω) in Equation 4.16 (with the left hand side represented by I ′)
as functions over the sphere can be expressed in terms of the spherical harmonic basis
{Yk}:
I ′(x) =
∫
Ω
( ∞∑
k=1
bx,kYk
)( ∞∑
k=1
rkYk
)
dΩ (4.17)
where B(x, ω) =
∑∞
k=1 bx,kYk and R(ω) =
∑∞
k=1 rkYk. From the orthonormality of the
spherical harmonic basis, this simplifies to:
I ′(x) =
∞∑
k=1
bx,krk (4.18)
which may be approximated by the partial sum up to the Kth term as
∑K
k=1 bx,krk. This
radiance inference method, suggested by Wu et al. [14], forms part of our cast shadow
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estimation method. The method described in this section works for static scenes using
a coarse initialisation described in the previous section, and handles inter-reflection,
neither of which are addressed in Wu et al.s’ paper.
The coefficients rk are determined given I
′(x) and bx,k. For a large set of points M on
the surface (MK), equation 4.18 can be expressed in matrix form, and the estimation
problem written as an energy function to be minimised (equation 4.19).
E(R) = |BR − I|22 (4.19)
R is the vector of spherical harmonic lighting coefficients rk, B is the matrix of visibility
coefficients bx,k, and I is the vector of irradiances. B ∈ CM×K , R ∈ CK and I ∈ RM .
The least-squares minimiser R is given by equation 4.20.
R∗ = (BᵀB)−1BᵀI (4.20)
Finally, the irradiance Is(x) taking into account occlusion and cast shading is recovered
using equation 4.14, as described in algorithm 1. Any colour bias in I(x) is removed by
setting the brightest point to white and rebalancing the colour channels appropriately.
Having estimated Is, the albedo estimate is ρs(x) = ρG(x)/Is(x).
In this method, R is a proxy for optimising the irradiance and therefore it is not re-
quired to be an accurate representation of the radiance. This allows constraints that
are normally imposed on radiance estimates to be relaxed. The accuracy of radiance-
from-irradiance is dependent on the level of occlusion in the scene; where the scene
is entirely convex, spherical harmonic reconstructions beyond the second order are
ill-conditioned [77]. For scenes with sufficient local occlusion, higher-order spherical
harmonic reconstructions of radiance can be reliably obtained [36]. Since the motiva-
tion for lighting reconstruction is to model cast shading, high-order reconstructions are
used regardless of occlusion. These reconstructions yield accurate results for the irra-
diance at occluded regions of the surface, despite a certain amount of “ringing” (Gibbs’
phenomenon) which does not affect the irradiance estimate because the high frequen-
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Figure 4.10: Albedo estimation from radiance up to lth spherical harmonic order. (a)
Coarse albedo ρc. (b) Shading estimate l = 4. (c) Shading estimate l = 14. (d)
Observed texture T . (e) ρs from l = 4. (f) ρs from l = 14.
cies are integrated out. For the same reason, the radiance estimate is not constrained
to be everywhere positive, since all that is required is positive irradiance.
There is a tradeoff between cast shadow accuracy and computation time. For the results
in this chapter, radiance reconstructions up to the 14th order were used. Figure 4.10
shows how using higher orders for the radiance estimate in equation 4.18 improves the
localisation of cast shadows in the texture. This may be because light sources are better
localised, resulting in less diffuse estimates for shadows. An alternative approach using
ambient occlusion to guide cast shadow estimation and inter-reflectance handling is
proposed in chapter 6.
4.4 Intrinsic Texture Refinement Filter
Decomposing the high frequencies of T into albedo and shading is not possible using the
above method, due to the limited resolution of the approximate surface reconstruction.
For this reason, a neighbourhood-based intrinsic refinement method is introduced to
remove fine-scale shading effects from ρs, leaving the refined albedo ρf (figure 4.12).
A formulation in terms of a bilateral filter with chroma and luma terms simplifies this
stage and makes it efficient for application to textures.
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Shen et al. [86] introduce an energy functional E(ρ, I) which gives a local decomposition
of an image T into irradiance I and albedo ρ (equation 4.21).
E(ρ, I) =
∑
x∈P
(
ρ(x)−
∑
y∈N(x)
w(x,y)ρ(y)
)2
+
∑
x∈P
(T (x)/I(x)− ρ(x))2 (4.21)
P is the set of pixel positions, of which N(x) is a subset. N(x) is the local neigh-
bourhood of pixel x. w is an appearance-based albedo similarity measure (that is, it
is defined in terms of the initial texture T ). There are two parts to equation 4.21.
The first part “flattens out” regions of similar albedo when minimised, whilst the
second part prevents ρ(x) being minimised to zero. This is a general cost function
for neighbourhood-based decomposition methods. The result quality depends on the
choice of albedo similarity function w(x,y). Shen et al. [86] suggest the function in
equation 4.22, which contains luma L and chroma (angle in RGB space) similarity
terms.
w(x,y) = exp
(
−(cos
−1(Tˆ (x)ᵀTˆ (y))2
σ2i1
)
exp
(
−(L[T (x)]− L[T (y)])
2
σ2i2
)
L(c) = 0.299cR + 0.587cG + 0.114cB
(4.22)
·ˆ is vector normalisation in RGB space. σ2i1 is chroma variance, and σ2i2 is luma variance.
cR, cG and cB are the red, green and blue components of the pixel c respectively.
Some techniques that use neighbourhood terms require additional constraints to achieve
a high-quality global solution. Bousseau et al. and Shen et al. both use a stroke-based
user interaction method [9, 86], and Zhao et al. [8] use non-local texture constraints.
In our case, global shading from shape (section 4.3) provides the high-level constraints,
and this stage is used for refinement.
A similar result to the unassisted method of Shen et al. [86] can be obtained by inde-
pendently minimising the first part for each local neighbourhood (equation 4.23) and
iterating towards a solution. The chroma of ρ should be preserved, which is equivalent
to optimising subject to ρˆ = Tˆ . This constraint is built into equation 4.23. The second
term in equation 4.21 is no longer needed since the average value of the image is always
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unchanged after every iteration, which is ensured by the normalisation of the weights
in equation 4.23. ρn is the albedo after iteration n, and ρ0 = ρs.
ρn+1(x) =
ρn(x)
|ρn(x)|2
∣∣∣∣∣∣argminq
(
q −
∑
y∈N(x)w(x,y)ρn(y)∑
y∈N(x)w(x,y)
)2∣∣∣∣∣∣
2
∀x ∈ X (4.23)
This can be written as a bilateral filter [88] by substituting the optimiser for the argmin
term in equation 4.23.
ρn+1(x) =
ρn(x)
|ρn(x)|
∣∣∣∣∣
∑
y∈N(x)w(x,y)ρn(y)∑
y∈N(x)w(x,y)
∣∣∣∣∣
2
(4.24)
In the continuous case, incorporating a Gaussian distance term to avoid spatial artefacts
and using Shen et al.’s similarity function:
ρn+1(x) =
ρn(x)
u|ρn(x)|2
∣∣∣∣ ∫ ρn(y) exp
(
−(cos
−1(Tˆ (x)ᵀTˆ (y))2
σ2i1
)
× exp
(
−(L[T (x)]− L[T (y)])
2
σ2i2
)
exp
(
−||x− y||
2
2
σ2w
)
dy
∣∣∣∣
2
(4.25)
u normalises the filter weights to sum to unity. This is the refinement filter used for
the results in this chapter. Other albedo similarity terms for local neighbourhood
refinement that have been proposed in the literature can be used instead of that of
Shen et al. For example, the chroma threshold of Zhao et al. [8], can be used as the
range term in equation 4.25. The use of statistical priors as filter weights is described in
appendix B, and bilateral filters for intrinsic image refinement are investigated further
in chapters 5 and 6.
The rate of convergence and scale of shading features that can be detected depends on
the choice of kernel size. The bilateral filter method described above has been shown
to converge rapidly by experiment. In the intrinsic textures extracted by this method,
only a single iteration was required. The examples in figure 4.11 are the result of ten
iterations of the filter. Large kernels have a relatively high computational cost, so there
is a tradeoff between the frequency of the shading that can be extracted and the size
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Figure 4.11: Example intrinsic image decompositions (albedo and shading) using the
proposed modified bilateral filter without user interaction. This approach is suitable
for removing fine-scale shading from an input image or texture, and is intended for use
with a large-scale shading estimation method, such as that described in section 4.3.
of the kernel. Kernel sizes used in this chapter range from 23×23 to 35×35. In order
to avoid special cases when filtering near edges in the model, a watertight surface is
made a requirement, and can be obtained, for example, by Poisson reconstruction from
multi-view point correspondences [111].
The filter is applied over the surface of the mesh (figure 4.12)1, which requires questions
of sampling rate and sample placement to be addressed. Surface geometry is taken into
account when determining sample locations. To avoid uneven sampling rates due to
non-uniform UV map derivatives in the case of triangulated meshes, the UV atlas
consists of a separate chart for every triangle, and the sizes of the triangles in the mesh
are directly proportional to the sizes of their images in the UV atlas [112]. Figure 4.13
shows how the sizes of triangles relative to their images in the UV atlas affects the
results. When placing samples, local flatness is assumed, and the positions of samples
in the tangent space are transferred directly to positions on the mesh surface. Where
flatness is violated, this approach to sample placement is sub-optimal; however, since
this only occurs for a negligible minority of points in most surfaces, this shortcoming
1Dinosaur multi-view dataset obtained from http://www.robots.ox.ac.uk/˜vgg/data/data-mview.html
on 19 August 2015
4.4. Intrinsic Texture Refinement Filter 75
Figure 4.12: The intrinsic texture refinement step separates out fine-scale shading which
cannot be modelled using the coarse geometry. The top row shows albedo and shading
estimates before refinement, and the bottom row shows the result of refinement. The
two examples on the left are synthetic data, and those on the right are from real multi-
view captures.
Figure 4.13: When the triangle size and shape does not match the size and shape on the
mesh, a mesh surface filter does not produce correct results unless it compensates for
the changes in sampling rate. The same mesh is textured with two UV maps: the top
row has different sampling rates for different triangles, and the bottom row a uniform
sampling rate. The images show: a) UV atlas and texture; b) texture mapped mesh;
c) result of convolution of the texture with a Gaussian kernel over the mesh surface; d)
“heat image” showing the differences in the results.
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is offset by the speed and simplicity of the method over alternatives that take into
account geodesic distance and sample density.
The albedo estimate for ρs for which geometry-scale shading has been removed gives a
suitable initial estimate of the intrinsic surface texture for refinement using the filter,
resulting in a final intrinsic shading texture If and intrinsic albedo texture ρf .
The data parallelism inherent in this albedo refinement method makes it suitable for
GPU (graphics processing unit) processing. An implementation on a desktop GPU
runs in under 5 seconds for a 1024x1024 texture over a triangulated mesh with 7000
faces, compared with around 90 seconds for an optimised CPU implementation. Most
of the time is spent computing sample locations that cross triangle boundaries.
4.5 Dynamic Scene Processing
The intrinsic texture method discussed in the preceding sections handles multi-view im-
ages of static scenes, or single frames from multi-view video. In this section, application
of the single-frame method to dynamic, multi-view scenes is discussed.
Given a temporally-aligned mesh sequence [45, 46], a single UV atlas can be specified
for the entire sequence. This is important for obtaining a consistent refined albedo ρs,
since a different UV atlas for each frame means that the placement of sample locations
will change between frames, which results in fine-scale temporal noise.
The global scene irradiance IG is then estimated for each frame in the sequence, in-
dependently of the other frames. The maximum of the scene irradiance is set to pure
white for every frame as part of the method described in section 4.3.1, in order to
resolve the global shading/albedo ambiguity. This also stabilises the shading estimate
in the case of dynamic scenes, as shown in figure 4.14. This contrasts with existing
methods that introduce temporal priors based on point correspondences in order to
constrain albedo [71].
In the examples in figure 4.14, the lighting estimate changes smoothly throughout
the sequence, and there are no abrupt changes in shading or albedo estimate between
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Figure 4.14: Intrinsic textures for dynamic sequences from multi-view studio capture.
From left to right: observed texture; intrinsic albedo estimate; shading from global
irradiance estimate; occlusion and inter-reflection. A studio lighting “mirror ball” is
given for reference only - note that it was not used to produce any of these results.
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frames. However, this approach to temporal stability has an important shortcoming,
in that it does not handle changes in illumination conditions, since the brightest point
in the scene is assumed to be constant. This problem is addressed in chapter 5 through
temporal filtering of the lighting coefficients.
4.6 Surface Normal Estimation
Surface normal reconstruction is accomplished in two stages. First, a per-texel approach
fits the surface normals n in the direction of greatest increase of IG by reference to the
shading texture. The independence of neighbouring texels means that this can be done
in parallel using a fragment shader. The remaining degree of freedom is recovered from
the local neighbourhood by enforcing integrability (i.e. ∇× n(x) ≡ 0).
The per-texel approach minimises an error function (equation 4.26) for the normal n
against the global irradiance. The normal is fitted to the scene lighting IG by minimising
the difference against If .
E(x) = ||If (x)− IG(n(x))||1 + Λ(n(x), nc(x)) (4.26)
The L1 norm was chosen for its robustness in the presence of noise. When fitting
surface normals, the scene reconstruction gives a good indication of likely normal fits.
Large deviations of the fitted normals n from the coarse normals nc are unlikely and
are therefore penalised using a regularisation term Λ.
Λ (n,nc) =

λ
(
cos−1(nᵀnc)
)2
nᵀnc > 0
∞ otherwise
(4.27)
λ is determined experimentally. A value of 0.025 was used for all examples in this
paper.
Since there is no texel inter-dependency in equation 4.26, it can easily be parallelised.
All surface normals are fitted on a GPU using a GLSL fragment shader. The total
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Figure 4.15: Recovering surface normal components orthogonal to the lighting gradient.
From left to right: coarse surface normals; recovered surface normals; ground truth
surface normals.
time for normal fitting is 0.5 seconds on a low-performance (Nvidia GeForce GT 240)
graphics card for a 1024×1024 texture.
Certain lighting conditions may cause this method of surface normal extraction to fail.
For example, isotropic illumination does not permit surface normal direction to be
fitted directly to the lighting. In ambiguous conditions the method fails gracefully by
defaulting to the coarse normals.
The surface normals can only be estimated in the direction of the gradient of the
lighting, leaving the lateral component unchanged. There is also some inevitable drift
away from the average normal defined by the underlying low-frequency geometry. By
enforcing conservation, both of these issues can be addressed.
Conservative normal fields are an alternative representation of scalar fields; in the
case of surface normals, the gradient of a height field, ∇H = −n. Enforcing this
integrability constraint allows the conservative component of the normal field to be
recovered (figure 4.15). This conservative component is the gradient of the best-fitting
heightmap H, which is recovered using Poisson integration [111]:
∇ · (∇H) = −∇ · n (4.28)
This height field is found using the relaxation method for solving Poisson’s equation
(equation 4.29). To prevent low-frequency biases in the surface normals influencing the
results, integration is terminated depending on the scale of the features to be recovered,
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which can be determined from the size of the filter in section 4.4.
Hn+1(x, y) =
1
4
(
Hn(x+ δ, y) +Hn(x− δ, y)
+Hn(x, y + δ) +Hn(x, y − δ) + δ2∇ · n
) (4.29)
δ is a small offset (1 texel in the example in figure 4.15), and Hn is the height after
iteration n. The height field is initialised as H0(x) = 0 ∀x.
4.7 Evaluation
4.7.1 Albedo Accuracy
Since reliable ground-truth albedo and shading data is not available for multi-view
captures of natural scenes, a high-quality synthetic dataset was created for quanti-
tative evaluation. The models used to produce the synthetic scenes in this chapter
are high-polygon laser scans of real-world objects from the Stanford 3D Repository2
(Dragon, Bunny, Buddha and Lucy). To represent the initial coarse geometry, these
were downsampled to around 7000 faces each. Reproduction of physically accurate
local occlusions, cast shading and inter-reflection is particularly important to this eval-
uation, so it is vital that a renderer capable of accurate modelling of these effects is
used. Ray-tracing is the natural way to do this, so the public-domain Cycles ray-tracer
was used to generate the synthetic data. The Lambertian reflectance model is used for
albedo evaluation, and the specular Beckmann parametric BRDF [61] to produce the
test data in section 4.7.3.
High-polygon versions of the meshes are used in the raytraced renders in order to
produce fine shading detail. Down-sampled, low-resolution versions of the same meshes
serve as the geometric proxies input to the intrinsic texture method. The models are
rendered from eight equally-spaced points in a ring around the model, mimicking a
multi-view camera rig. The initial texture is produced by projectively texturing the
2http://graphics.stanford.edu/data/3Dscanrep/ accessed 21 July 2014
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Figure 4.16: Estimated Intrinsic Textures for a single synthetic model and single light-
ing condition (Forest), for the full set of textures used in evaluation. From left to
right: observed texture, albedo ρf , ground-truth albedo, shading If , albedo error as a
“heat image”. Error (absolute luma difference) goes between 0 (blue) and 0.25 (red) in
normalised RGB space.
PPPPPPTexture
Light
Beach Building Campus Forest Galileo
Brick 0.0842 (0.0645) 0.0987 (0.0712) 0.1020 (0.0646) 0.0796 (0.0552) 0.1030 (0.0633)
Crazy 0.0978 (0.0655) 0.1074 (0.0828) 0.1171 (0.0686) 0.0857 (0.0630) 0.1175 (0.0761)
Foliage 0.0817 (0.0602) 0.1010 (0.0709) 0.0980 (0.0622) 0.0777 (0.0573) 0.0984 (0.0673)
Granite 0.0860 (0.0640) 0.1024 (0.0750) 0.1058 (0.0605) 0.0824 (0.0576) 0.1045 (0.0707)
Marble 0.0960 (0.0709) 0.1094 (0.0854) 0.1095 (0.0760) 0.0876 (0.0641) 0.1154 (0.0771)
Stucco 0.0890 (0.0632) 0.1065 (0.0732) 0.1097 (0.0614) 0.0822 (0.0560) 0.1061 (0.0720)
Wood 0.0768 (0.0620) 0.0913 (0.0700) 0.0921 (0.0599) 0.0699 (0.0553) 0.0930 (0.0645)
PPPPPPTexture
Light
Grace Kitchen St Peters Uffizi
Brick 0.1232 (0.0732) 0.1181 (0.0598) 0.0723 (0.0390) 0.1084 (0.0744)
Crazy 0.1507 (0.0809) 0.1422 (0.0652) 0.0865 (0.0451) 0.1244 (0.0873)
Foliage 0.1155 (0.0760) 0.1131 (0.0539) 0.0710 (0.0386) 0.1100 (0.0742)
Granite 0.1448 (0.0831) 0.1296 (0.0634) 0.0808 (0.0372) 0.1126 (0.0790)
Marble 0.1388 (0.0880) 0.1112 (0.0636) 0.0829 (0.0503) 0.1127 (0.0879)
Stucco 0.1446 (0.0770) 0.1278 (0.0579) 0.0751 (0.0370) 0.1204 (0.0791)
Wood 0.1139 (0.0763) 0.1065 (0.0534) 0.0642 (0.0385) 0.0969 (0.0695)
Table 4.1: Average absolute albedo error for each lighting/texture combination, using
the dragon model. Standard deviation is also given in brackets. The average error and
standard deviation are 0.103 and 0.066 respectively. The most difficult texture and
lighting conditions are in bold.
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low-polygon meshes with these renders, from the positions of the cameras. Ground-
truth albedos and global irradiances are produced, against which the results of the
algorithm are evaluated. The lighting conditions are from Paul Debevec’s light probe
dataset3 (Beach, Building, Campus, Forest, Galileo’s Tomb, Grace Cathedral, Kitchen,
St. Peter’s Basilica and Uffizi Gallery). A set of seven (original) albedo textures have
also been produced in order to test the resilience of the algorithm to different albedo
distributions. These are based on real textures, and have been edited to remove the
majority of shading effects so that they can be used as ground-truth albedos.
The set of albedo and shading estimates for the dragon model under the forest lighting
function is shown in figure 4.16. The global lighting, cast shading and inter-reflection
estimation stages have removed the majority of the fine-scale shading from the results.
In particular, the dark region inside the mouth due to occlusion has been correctly
handled, and the strong inter-reflection present with some of the textures, such as
foliage and stucco, is visible in the shading texture. The albedo refinement stage
separates shading from albedo with a high level of accuracy. Table 4.1 gives the albedo
error for all lighting/texture combinations with the dragon model. Average albedo
error is measured in normalised RGB space (red, green and blue between 0 and 1) on
a scale from 0 to 1, as shown in equation 4.30.
Mean Albedo Error =
1√
3|P |
∑
x∈P
||ρGT (x)− αρf (x)||2 (4.30)
ρf is the estimated albedo, and ρGT is the ground truth albedo. P is the set of all texel
positions. Both ρf and ρGT are in normalised RGB space . Since ρf can be determined
only up to a global scale factor, α is chosen to minimise equation 4.30.
The results in table 4.1 show that the hardest textures were crazy and marble. Marble
contains dark flecks that are mistaken for shading by the refinement filter. Crazy has
a mixture of challenging albedos. Certain lighting conditions were also comparatively
challenging to handle: Galileo and kitchen contain strongly directional lighting, and
errors in localising the light source results in a loss of quality. Grace contains mul-
3http://www.pauldebevec.com/Probes/ accessed 21 July 2014
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tiple coloured, directional light sources, which makes lighting estimation and albedo
refinement comparatively difficult.
Since the method is based on known scene geometry, resilience to errors in the input
scene reconstruction is an important requirement. Figure 4.17 shows albedo estimates
for two real scenes, subject to different amounts of geometry corruption. The main
source of artefacts in the results is from projection errors due to the distorted geometry.
This leads to undesirable ghosting and warping effects. Since the entire presented
method is predicated on an accurate texture, it is not robust to this type of error. In
the examples with strongest noise (±2cm), the geometry causes incorrect initialisation
from the global irradiance estimate in some regions. Nevertheless, the decomposition
into albedo and shading remains plausible, even in the presence of geometry distortion.
Figure 4.18 shows error against ground-truth albedo for the estimated albedo texture,
for accurate and distorted coarse geometry. In the case of distorted geometry, the
ground-truth albedo takes into account projection errors; most remaining errors in the
albedo estimate over and above those in the case of undistorted geometry, are due to
corruption of the results of the mesh surface filter by the added noise.
Results were qualitatively evaluated on publicly available multi-view datasets by Vlasic
et al.4 [34] and Starck et al. [31]. Datasets with full 360◦ scene coverage were used,
because the method requires a watertight scene reconstruction, and the lighting estima-
tion method requires that the texture be known for the majority of the surface. Both
of these limitations are addressed in chapter 5. In all examples, a set of eight approx-
imately evenly-spaced cameras was used. In figure 4.14, complex albedo distributions
on the dresses are successfully recovered. In both test scenes in this figure, the coloura-
tion of the lighting has been recovered, and the fine details have been preserved in the
albedo texture. Both fine-scale albedo and shading on the dinosaur in figure 4.12 are
successfully extracted. An issue that remains to be addressed is that the light sources
are relatively close to the objects, meaning that the lighting is a function of surface
position as well as direction, which violates the infinite displacement assumption. This
accounts for the remaining shadow on some parts of the textures in these examples. In
4http://people.csail.mit.edu/drdaniel/mesh animation/ accessed 23 August 2015
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Figure 4.17: Albedo estimates for real scenes with distorted scene geometry. Each ver-
tex in the reconstruction was extruded along the vertex normal by a random distance,
where the distances are drawn from a uniform distribution.
Figure 4.18: Resilience of the method with respect to distorted geometry against ground
truth, taking into account projection errors. From left to right: input mesh; ground
truth albedo texture from projection of albedo images onto the coarse geometry; esti-
mated albedo texture; and error shown as a “heat image”. In the heat image, error is
in the range 0 (blue) to 0.5 (red), having adjusted for global albedo balance.
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most intrinsic image methods, very dark regions are difficult to decompose into shading
and albedo. Knowledge of shape helps our method to overcome this problem, although
large black regions still corrupt the lighting estimate. One of the examples in figure 4.8
is an actress wearing a black skirt. Although the black regions degrade the global irra-
diance estimate, the proposed method successfully recovers the shading in the folds of
the skirt.
The results are consistent throughout dynamic sequences with near-constant lighting,
as shown in figure 4.14, and discussed in section 4.5. This is due to the fact that
the brightest point in the lighting estimate is always mapped to pure white and the
colour channels rescaled accordingly. The assumption of a constant white maximum is
not always justified, so improved temporal constraints based on filtering the estimated
lighting function over time are explored in chapter 5.
4.7.2 Global Illumination Accuracy
A key part of the method, which affects the quality of the results, is lighting estimation.
Global irradiance is estimated in section 4.3.1, since we are working with Lambertian
scenes. The average error of the global irradiance reconstruction IG is evaluated against
the ground truth IGT as shown in equation 4.31. The term
1
4pi
√
3
normalises the range
to [0, 1].
Mean Global Irradiance Error =
1
4pi
√
3
∫
Ω
||IGT (ω)− αIG(ω)||2dω (4.31)
Table 4.2 shows the lighting error for the global irradiance reconstruction for each
combination of lighting and texture. A comparison of the reconstructed irradiance
against the ground-truth lighting is given for the dragon model with the granite texture,
in figure 4.19. Most of the examples in this figure show good localisation of the light
sources, and some also show recovery of colour in the lighting estimate. The purple
hue in some of the lighting estimates is due to the dominant colour of the texture; this
artefact is also present in the shading estimates in figure 4.16.
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Figure 4.19: Global irradiance estimates from the geometry and initial texture, for
the dragon model with the granite texture. From left to right: ground-truth radiance;
ground-truth global irradiance, rescaled so that the brightest point is white; and the
estimated global irradiance.
PPPPPPTexture
Light
Beach Building Campus Forest Galileo
Brick 0.0844 (0.0465) 0.1193 (0.0606) 0.0843 (0.0406) 0.0813 (0.0435) 0.0775 (0.0433)
Crazy 0.0910 (0.0454) 0.1330 (0.0705) 0.0864 (0.0473) 0.0872 (0.0454) 0.0793 (0.0374)
Foliage 0.0860 (0.0402) 0.1327 (0.0591) 0.0905 (0.0377) 0.0841 (0.0336) 0.0834 (0.0440)
Granite 0.0847 (0.0460) 0.1389 (0.0695) 0.0901 (0.0481) 0.1006 (0.0526) 0.0812 (0.0441)
Marble 0.0788 (0.0402) 0.1040 (0.0523) 0.0779 (0.0368) 0.0670 (0.0355) 0.1012 (0.0513)
Stucco 0.0834 (0.0465) 0.1296 (0.0654) 0.0881 (0.0444) 0.0899 (0.0462) 0.0757 (0.0412)
Wood 0.0854 (0.0487) 0.1195 (0.0579) 0.0855 (0.0369) 0.0768 (0.0373) 0.0781 (0.0445)
PPPPPPTexture
Light
Grace Kitchen St Peters Uffizi
Brick 0.1094 (0.0521) 0.0503 (0.0256) 0.1248 (0.0668) 0.1062 (0.0533)
Crazy 0.0969 (0.0483) 0.0507 (0.0220) 0.1279 (0.0668) 0.1187 (0.0698)
Foliage 0.1141 (0.0603) 0.0647 (0.0269) 0.1194 (0.0436) 0.1140 (0.0488)
Granite 0.1047 (0.0578) 0.0471 (0.0168) 0.1390 (0.0687) 0.1158 (0.0668)
Marble 0.1085 (0.0499) 0.0674 (0.0381) 0.1241 (0.0657) 0.0794 (0.0412)
Stucco 0.1023 (0.0547) 0.0515 (0.0235) 0.1118 (0.0582) 0.1208 (0.0582)
Wood 0.1293 (0.0730) 0.0496 (0.0255) 0.1380 (0.0605) 0.1023 (0.0463)
Table 4.2: Average global lighting error for each lighting/texture combination, using
the dragon model. Standard deviation is also given in brackets. The average error and
standard deviation are 0.096 and 0.048 respectively.
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Figure 4.20: The effect of additive white noise on the quality of the irradiance estimate.
The texture is wood, and the lighting conditions are uffizi.
The scene lighting estimate should be resilient to high-frequency variations in the tex-
ture. To test the validity of the method in the presence of strong high-frequency
components in the texture, the degradation of the second-order global irradiance esti-
mate was evaluated in the presence of uniformly distributed additive white noise. It
can be seen from figure 4.20 that the lighting reconstruction error grows slowly with
increasing noise, which justifies the use of this irradiance estimation method on textures
with fine-scale albedo or shading. The relative strength of the noise is measured using
peak signal-to-noise ratio (PSNR). J represents the reference (zero noise) texture, and
K the texture under comparison.
PSNR(J,K) = 10 log10
(
max(J)2∑
x(J(x)−K(x))2
)
(4.32)
4.7.3 Specularity Removal
The approach presented in section 4.2 is used to identify and remove specular highlights.
In this evaluation, the specular parameters were constant across the surface of the
scene. Figure 4.21 shows the degree to which the specular component is removed for
different specular albedos and lobe spreads. These results bear out the observation
made in section 4.2, that the effectiveness of this specularity removal method depends
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Figure 4.21: Results demonstrating the multi-view specularity removal technique. From
left to right: sample input image; initial texture without specularity removal; initial
texture with specularity removal; albedo estimate; shading estimate; error between
ground-truth diffuse texture, and initial texture with specularities removed, as a “heat
image”. In the error image, blue is low error, and red is an absolute luma difference of
0.5 or above, where luma is in the range 0 to 1.
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on the spread of the specular lobes. Large, dull specular highlights appear similar even
from different viewpoints, and are therefore more likely to be retained by the filter in
equation 4.2. Significant errors are only apparent in the extreme example shown in the
final row of the figure, in which the specular highlights are both large and bright.
4.7.4 Relighting
The initial motivation of this work was the ability to relight free-viewpoint video (chap-
ter 3). Figure 4.22 shows relighting of two studio-captured sequences, rendered under
different lighting conditions. The improvement in quality over the relighting results
from the previous chapter (figures 3.7 and 3.10) is dramatic. This is due to a number
of factors, the most important of which are the introduction of shape information and
lighting reconstruction into the method, and the integration of the refinement stage
into the rest of the pipeline.
There are still areas in which the quality can be further improved. The resolution of the
render is limited by the size of the texture (1024× 1024 textures are used throughout
this chapter). In addition, there are multiple resampling steps, namely: initial texture
projection, mesh surface-based filtering, and texture filtering at the render stage, all of
which play a part in the blurring of fine details. This loss of detail is most noticeable on
the face of the actress. The image-domain methods in the following chapters address
this issue by avoiding geometry-domain processing.
4.8 Summary
Intrinsic texture estimation is a generalisation of intrinsic images to textured scenes.
Our method shows that coarse shape information can be a powerful aid to estimating
the intrinsic properties of general textured surfaces, even without prior knowledge of
lighting. Unlike previous methods [105, 14, 15], specular and diffuse scenes with com-
plex albedos and shading can be handled. Incorporating shape priors into intrinsic
image algorithms is already an important direction for intrinsic image research [4, 17],
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Figure 4.22: Ray-traced relighting of real, studio-captured scenes using the intrinsic
albedo estimate with the coarse scene geometry.
and this work introduces a new shape-assisted intrinsic surface property estimation
method to the field. The intrinsic textures output by this method have been evalu-
ated against a challenging ground-truth dataset, containing models and textures with
non-trivial shading and albedo distributions. The method has been shown to be robust
to specular highlights. Qualitative evaluation shows plausible albedo and shading de-
compositions of dynamic, near-Lambertian scenes with faithful reproduction of surface
details.
Although it addresses the issues raised by the initial work on free-viewpoint video
relighting in chapter 3 by presenting a robust means of estimating albedo textures,
there are still limitations to the method, which are in part addressed by later chapters.
One of these is the requirement for a watertight mesh. The single-viewpoint intrinsic
video method presented in chapter 5 relaxes this limitation by adapting many of the
concepts to incomplete geometry. Chapter 6 re-examines the intrinsic texture problem
from the standpoint of multi-view intrinsic video, and works for any number of views
of a scene, including cases in which the geometry and scene coverage is incomplete.
Fitting parametric specular reflectance BRDFs, for example including metallic and di-
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electric specular properties, would improve the generality of our method [15]. Similarly,
specialised material-based BRDFs, such as for skin, may also provide a tractable means
to increase the realism of the results [72]. These issues are not addressed in this thesis,
which focuses on the Lambertian intrinsic surface property estimation problem, but
are nevertheless important areas for future work. Another shortcoming of the method
in this chapter is the use of an infinitely-displaced lighting model. Although this is a
common assumption in BTF estimation, photometric stereo and related problems, a
close lighting model has the potential to improve the results for real scenes.
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Chapter 5
Single-Viewpoint Intrinsic Video
The methods that have been proposed for intrinsic video processing in the literature
are oﬄine [75], user-guided [93] or a combination of both [95, 94]. In this chapter, the
problem of automatic, online1 depth-assisted intrinsic video processing is addressed.
A number of difficulties are presented by the nature of the problem being addressed.
Most significantly, the full scene coverage that facilitated the shading estimation and
intrinsic texture refinement techniques in chapter 4 is no longer available. In addition,
intrinsic properties are to be estimated for a full frame, rather than an isolated object.
The online requirement makes some of the techniques presented in the previous chap-
ter unsuitable, in particular cast shadow estimation. Finally, the fact that geometry
from the depth channel is incomplete means that the surface-based intrinsic texture
refinement and lighting estimation methods cannot be used without adaptation.
The problem addressed in this chapter relaxes the requirements of chapter 4, and this
affects the approach taken. Chapter 4 operates in the geometry domain, in that it takes
a shape-based approach to lighting reconstruction, cast shadow and inter-reflectance
estimation, and intrinsic texture refinement. By adapting these ideas and techniques
to the image domain, it becomes possible to address a more general class of scenes.
The solution presented in this chapter builds on many of the concepts of chapter 4. A
1A framerate of 1Hz or greater.
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filtering stage for the depth and surface normals is introduced to process approximate
geometry from the input depth channel. A single-view lighting estimation method
based on fitting harmonic images, corresponding to the spherical harmonics, is intro-
duced. Albedo and shading refinement is performed in the image space, rather than
over the surface of objects in the scene: this means that a watertight mesh is not
required, and it is faster than filtering over the mesh surface because the sample place-
ment issue (see section 4.4) is avoided. The online requirement is addressed using a
multi-threaded, pipelined approach to increase frame throughput, and optimisations to
lighting estimation and intrinsic image refinement are investigated.
The main contributions of this chapter are:
• Pixel-resolution albedo estimates for Lambertian scenes with complex albedo dis-
tributions
• Global lighting estimation for single images and video of dynamic scenes with
time-varying illumination
• Temporal constraints based purely on lighting, rather than shading or albedo, for
stable shading estimates over time
• Fast, automatic intrinsic video on desktop computers with modest computational
resources
• Applications to video relighting, appearance editing, seamless augmented reality
and stylisation
Processing speed is an important consideration in the proposed method, which al-
lows framerate to be traded for accuracy. The highest framerate achieved is 5fps on
640×480px live data using a consumer RGBD sensor (section 5.6). On the highest
quality settings, framerates of 1Hz are achieved.
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5.1 Method Overview
Shape-assisted lighting estimation, as described in chapter 4, allows physically-consistent
shading to be estimated for an entire image or scene [5, 105]. A low-dimensional global
lighting function is estimated using the video and depth, instead of directly estimating
shading using constraints such as texture correspondence [8] or albedo sparsity [73].
This reduces the dimensionality of the albedo/shading estimation problem, allowing it
to be solved efficiently. In addition, it allows high-level temporal constraints on shad-
ing to be enforced by means of temporal processing of the lighting function. Although
lighting reconstructions have been used as part of a temporal consistency method in the
albedo/lighting estimation step in the geometry refinement method of Wu et al. [14],
the proposed method dispenses altogether with the need for dense temporal correspon-
dences. This is made possible by the ability to reconstruct accurate lighting estimates
for isolated frames, which is lacking in Wu et al.’s approach. The need for direct spatio-
temporal constraints on albedo or shading, which requires dense point correspondence
between frames [75, 95, 94, 93], is hereby circumvented. For this reason, adapting the
shape-based approach of chapter 4 to video is a reasonable approach to the intrinsic
video problem.
An RGBD video stream from an uncalibrated camera forms the input to the method.
The positions of objects in the depth channel are within a few pixels of their positions in
the colour channels; that is, the depth channel is registered to the colour channels. The
system outputs intrinsic albedo and shading video, which may be used in applications
such as relighting, material editing and augmented reality. Depth and geometry data
are now ubiquitous, with the maturing of techniques such as structure-from-motion and
multi-view stereo, and the wide availability of low-cost time-of-flight and structured-
light depth sensors. Any of these methods can provide the necessary depth channel.
The depth image will usually be of significantly lower quality than the colour image;
it will often be low-resolution, the range may be noisy or coarsely quantised, and the
object boundaries may not align perfectly with the colour image. An important pre-
processing step is to upsample and smooth out the depth image and the surface normals
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Figure 5.1: Overview of the proposed intrinsic image method. Starting from colour and
depth images, intrinsic shading and albedo images are found. Surface normals are esti-
mated from the input images; these are used to produce a global lighting estimate of the
scene which gives coarse shading and albedo images. Finally, a neighbourhood-based
method refines the albedo and shading estimates, which can be used in applications
such as relighting. The example is from the Middlebury Stereo Evaluation dataset [113]
obtained from the depth image (section 5.2).
In order to make the problem tractable in interactive time, a number of assumptions
are made regarding the lighting and shading. The scene is assumed to be Lambertian,
which allows appearance to be modelled as the product of diffuse albedo with shading.
Lighting is taken to be position-invariant, which allows a single lighting function to be
estimated for an entire image. Cast shadows are assumed to be sufficiently small that
they can be handled in the intrinsic image refinement stage. Where the Lambertian
reflectance assumption is violated, the specularities should be put into the shading
image.
Figure 5.1 gives an overview of the proposed method. Coarse surface normals are
obtained from the input depth by a finite differencing method. These are smoothed,
aligned and upsampled with reference to the colour data using a cross-bilateral filter,
and the same is done with the input depth channel (section 5.2). The filtered surface
normals are needed in the lighting estimation stage, and the filtered depth forms part
of the intrinsic image refinement method. The single-view lighting estimation stage
uses the surface normals to obtain a global irradiance estimate, which is the lighting
convolved with a Lambertian kernel. This allows a coarse albedo and shading estimate
to be produced, for which the majority of shading has been removed (section 5.3). Any
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remaining shading, for example from fine surface structure or cast shadows, is removed
from the albedo estimate in the intrinsic image refinement stage (section 5.4).
Following the coarse-to-fine approach suggested in the previous chapters, albedo and
shading estimation is broken down into two steps. The shading is initialised using a
global irradiance estimate, which is obtained by enforcing the constraint that regions
with the same surface normals should share the same illumination (section 5.3). Fine-
scale albedo and shading are then recovered in a neighbourhood-based refinement step,
which takes the colour and depth data into account to preserve object boundaries and
find a plausible intrinsic decomposition (section 5.4).
Section 5.5 explains how the intrinsic image method can be optimised and stabilised for
interactive-time intrinsic video. Unlike previous methods, which employ frame-to-frame
point correspondences for temporal coherence, temporal constraints are placed instead
on the lighting estimate. This has an important advantage, in that it replaces the
finding and enforcing of these point correspondences, with filtering of a nine-dimensional
vector of lighting coefficients. An additional advantage is that the lighting does not
have to be estimated for every frame in the sequence: lighting is reconstructed for a
small subset of lighting keyframes, and interpolated between them.
The proposed method takes novel approaches to the intrinsic video and depth-assisted
intrinsic image problems. Ye et al. [75] propose a propagation-based method, in which
an initial intrinsic image estimate provides a reference for the decomposition of the
remainder of the video; by contrast, our method achieves temporal coherence by means
of a temporally-smooth lighting function that initialises the intrinsic decomposition of
each frame. In common with Kong et al.s’ automatic approach [95], we exploit the
slowness of changes in shading to improve stability; however, we take a different ap-
proach to shading smoothness that avoids object segmentation. The proposed method
has depth at its disposal, which allows lighting and surface orientation to be estimated
for improved global consistency. Lee et al. [96] also propose a depth-assisted intrinsic
video method, but focus on static scenes captured with a moving camera, in which
dense correspondences by view homography are used to establish temporally-stable
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albedo. Bonneel et al. [93] propose a user-assisted intrinsic video method that works in
interactive time, although their acceleration strategy by means of lookup tables is quite
different from our coarse-to-fine intrinsic image approach. Finally, Chen and Koltun [6]
propose a depth-assisted intrinsic image method. By contrast to their single-step so-
lution strategy, we split the problem into global and local intrinsic estimation stages,
and propose a physical lighting model for the first, and a neighbourhood-based filtering
strategy for the second.
5.2 Surface Normal Processing
The inputs to the system are depth D and colour T images. Depending on the source,
D may be noisy and have quantisation effects due to limited depth resolution, mis-
matched spatial resolution compared with T , and object boundary misalignments due
to differences in viewpoint or registration errors. Both the depth and surface normals
may require noise reduction, upsampling and alignment to better match the colour
image.
Attempting to derive surface normals directly from a bilateral filtered depth image is
problematic, because bilateral filters have a certain amount of leakage which causes
distortions in depth, even across edges in T . Although imperceptible in the depth
image, this corrupts the surface normal image. In addition, this approach produces
an integrable surface normal image, which may not be physically realistic due to the
presence of occlusion boundaries.
The scene lighting reconstruction (section 5.3) requires a surface normal image n.
Coarse surface normals nc are recovered from the depth using a finite differencing
approach. Cross-bilateral filtering of depth using the luma of T has previously been
proposed to match object boundaries and reduce noise in RGBD video [115]; we apply
a similar approach also to the surface normals. The filter in equation 5.1 is applied
separately to both nc and D, to give the results in the bottom row of figure 5.2. The
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Figure 5.2: Normal and depth upsampling, noise reduction and alignment, by bilateral
filtering using the input colour image as guidance. The top row shows the input colour
image, used as guidance for the filter, and the coarse normals nc. Applying the filter
to D and nc gives the improved depth and normals. The example is from NYU Depth
Dataset v2 [114].
normals are renormalised after application.
n(x) =
1
u(x)
∫
X
nc(y) exp
(
−||x− y||
2
2
σ2
)
exp
(
−(L[T (x)]− L[T (y)])
2
σ2L
)
dy
L(a) = 0.299aR + 0.587aG + 0.114aB
(5.1)
u normalises the filter so that the support sums to unity. aR, aG and aB are the
red, green and blue components respectively of the pixel a. The variances σ2 are
chosen experimentally. nc are the coarse surface normals from the depth, and n are the
denoised surface normals. L(x) is the luma of x.
Figure 5.2 shows the input colour image, the coarse normals, and the refined depth
and normal images. Filtering the surface normals by the luma of T exploits the strong
correlation between surface normal direction and shading, which also forms the basis for
separation of shading and albedo introduced in section 5.3, by assigning similar surface
normals to nearby pixels with similar appearance. In addition to smoothing out the
unwanted quantisation artefacts, features present in the colour image, but which are
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hidden in the depth image due to noise, are recovered.
5.3 Scene Illumination Estimation
Irradiance is the total light energy incident on the surface of an object. It is a function of
pixel position x and surface normal n. In Lambertian scenes, irradiance I is equivalent
to shading, and is given in terms of the incident light (radiance R) by equation 5.2.
The appearance T is the product of albedo ρ and irradiance I. A discussion of radiance
and irradiance is given in section 4.3.
IG(n) =
∫
Ω
R(ω) max(0, ωᵀn)dΩ (5.2)
Ω is the sphere of all directions, and ω ∈ Ω is a unit vector. The position-invariant
irradiance is IG. To make the illumination estimation problem tractable, the light-
ing is assumed to be position-invariant to a first approximation, and it is assumed
that the observed inter-reflection and occlusion are sufficiently small-scale to be han-
dled in a neighbourhood-based refinement step (section 5.4). Under these conditions,
the irradiance is no longer dependent on surface position x (equation 5.2). Existing
occlusion handling methods for intrinsic surface property estimation methods are time-
consuming [36], or require user interaction [93], so would be unsuitable for application
to the proposed automatic, interactive-time intrinsic video method.
Since Lambertian scenes are assumed throughout, the global irradiance function IG is
estimated and used for illumination. IG may be visualised as a lighting function over
Ω, which can be sampled by the surface normal. The underlying radiance R(ω) does
not have to be estimated. Once IG is estimated, it can be sampled by surface normal
to arrive at a shading image.
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Figure 5.3: Comparison of final albedo and shading estimates for two different starting
segmentations. Different choices of segmentation give slightly different results. Finer
segmentations are more robust, but take longer to process. The heat image is absolute
luma error in the range 0 to 0.25, for luma between 0 and 1.
5.3.1 Coarse Albedo and Shading Estimation
In order to estimate IG, a constraint that regions with the same surface normals should
have the same lighting is applied in an adaptation of albedo balancing, described in
section 4.3.1. The image, rather than the surface, is segmented into regions of similar
appearance [109], for which representative albedos are to be estimated (figure 5.3). The
albedos are chosen to minimise shading differences between regions with similar surface
normals. Most segments will have overlaps with multiple other segments in surface
normal space, allowing a solution to global irradiance to be found. The segmentation
is discarded once the irradiance has been found, and has only limited impact on the
final intrinsic images.
Due to the lack of full scene coverage, it is more likely in this single-view method that
segments will have no overlap with other segments in surface normal space. When this
happens, the matrix G (equation 4.9) drops rank and a unique null vector cannot be
found. These isolated segments can be detected by looking for elements with a value
of zero on the diagonal of G. The corresponding row and column are removed, and the
albedo balancing method proceeds as before.
Applying the albedo balancing method described in section 4.3.1 results in an approx-
imate irradiance estimate I ′G (equation 4.11). The global lighting function IG is to be
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Figure 5.4: The shading estimate IS is a linear combination of the harmonic images
{Qlm}, determined as a least-squares fit to the approximate estimate I ′. The example
is from the Middlebury Stereo Evaluation dataset [113].
fitted to I ′. Unlike in chapter 4, only a single viewpoint is available, so a direct pro-
jection onto the spherical harmonic functions (equation 4.12) is not possible. Instead,
a harmonic image fitting method is used [69]: the nine coefficients {klm} in the second-
order spherical harmonic lighting model are determined as the best least-squares fit to
the approximate irradiance I ′(x) = I ′G(n(x)) (figure 5.4). The harmonic images {Qlm}
are defined in equation 5.3.
Qlm(x) = Y
l
m (n(x)) (5.3)
Q ∈ Cp×n is the matrix of vectorised harmonic images. p is the number of pixels in the
image, and n is the number of harmonic images (n = 6). I is the vectorised I ′. {klm}
is estimated as the best fit to I ′ in a least squares sense (equation 5.4). Each element
klm in k corresponds to a column Q
l
m of Q.
argmin
k
||Qk− I||22
k∗ = (QᵀQ)−1QᵀI
(5.4)
The global irradiance estimate IG is the sum of spherical harmonic functions up to
the second order with the coefficients determined in equation 5.4. The coarse shading
estimate IS is then obtained by sampling IG by surface normal, and the corresponding
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coarse albedo estimate ρS is given by ρS(x) = T (x)/IS(x).
IS(x) = IG(n(x)) (5.5)
Since the lighting estimate is based on a hemisphere of surface normal directions, it is
more prone to anomalous results than the previous chapter (see section 5.6). In order
to reduce the risk of errors, the lighting estimates in this chapter are greyscale.
5.3.2 Handling of Dark Regions and Missing Normals
Shading estimates become ill-conditioned, and sensitive to background noise, in very
dark regions of T . This is a general problem in intrinsic image estimation, and most
methods either avoid images with very dark regions or introduce additional regulari-
sation. The availability of surface normals means that a shading estimate can still be
found, even in dark regions. Pixel values of 0.05 or less in any of the colour channels
(black=0, white=1) were determined to be problematic by experiment. The back-
ground noise in these regions does not significantly affect the surface normal filtering
stage (section 5.2), since this uses the difference between pixel values, rather than the
ratio of appearance to estimated albedo, as the refined shading estimate is formed in
section 5.4.
Segments mainly comprising of dark pixels can be detected and removed prior to albedo
balancing. Segments may also be discarded due to incomplete surface normal data. The
shading reconstruction is then performed on a reliable subset of the segmentation. The
harmonic images only contain data for pixels in T that contribute to I ′. The shading
image IS is produced by sampling the illumination IG by surface normal. This gives
a shading estimate for all pixels for which surface normal data is available, including
dark regions.
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5.4 Shading and Albedo Refinement
Section 5.3 produces an estimate of shading IS in which irradiance is determined by
the surface normals. However, there may be fine-scale shading effects that cannot be
modelled with the surface normals and lighting estimate. For example, high-frequency
geometry below the depth resolution may not appear in the surface normal image, so
the remaining shading must be extracted by other means (figure 5.5).
Bilateral-filter based intrinsic image refinement, as described in section 4.4, is used for
refinement of the shading estimate IS . The albedo refinement is based on the local
neighbourhood of each pixel. The bilateral filtering method uses an albedo similarity
function based on that suggested by Shen et al. [86]. In addition to the luma and
chroma terms, a depth term is also included to exploit the anticipated correspondence
between depth and albedo discontinuities. ρ is the albedo, T is the initial image and I
is the irradiance. Instead of the angle between the normalised colour vectors in RGB
space, the Euclidean distance between these vectors is used for chroma difference, which
gives similar results at a fraction of the processing time. ·ˆ is vector normalisation so
that Tˆ is chroma, and L(T (x)) is the luma of T (x). D(x) is the depth at x.
ρn+1(x) =
ρn(x)
|ρn(x)|
∣∣∣∣1u
∫
X
ρn(y) exp
(
−||x− y||
2
2
σ2
)
exp
(
−(D(x)−D(y))
2
σ2D
)
exp
(
−(L[T (x)]− L[T (y)])
2
σ2L
)
exp
(
−||Tˆ (x)− Tˆ (y)||
2
2
σ2C
)
dy
∣∣∣∣ (5.6)
The results of this stage are the final, refined albedo ρf and refined irradiance If = T/ρf
estimates. Although a marginal improvement is possible from additional iterations, the
albedo converges rapidly, and a single iteration was used for all the results in this
chapter.
The filter in equation 5.6 is sensitive to noise in dark regions of the image. Although
plausible albedo images result in these cases, the noise will be amplified in the shading
image for the reasons given in section 5.3.2. In the worst case, the shading is undefined
where ρ is estimated to be zero. For this reason, dark regions are biased towards IS
5.5. Intrinsic Video 105
Figure 5.5: In the proposed two-stage coarse-to-fine intrinsic image method, an initial
estimate of shading from a global lighting estimate is refined using an adaptive filter.
Example from MPI Sintel dataset [116].
(equation 5.7).
If (x)← αIS(x)(x) + (1− α)If
α = exp(−min[T (x)]2/γ)
(5.7)
min[T (x)] is the lowest value out of the red, green and blue colour channels. The cut-
off parameter γ is determined experimentally; a value of 0.01 was found to work well
(0 ≤ T (x) ≤ 1). Assuming white lighting and minimal inter-reflection, If should be
greyscale.
5.5 Intrinsic Video
Intrinsic video (figure 5.6) is here developed as an extension of intrinsic image estima-
tion. The main problem identified by previous methods [75, 95] is achieving consistent
albedo and shading estimates across the video. Generally this is achieved by constrain-
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Figure 5.6: An example of single-view scene relighting, using the estimated albedo and
surface normals from two frames of an intrinsic video decomposition. Example from
MPI Sintel dataset [116].
ing albedo using point correspondences between frames, provided for example by dense
optical flow. The approach of estimating scene lighting, as opposed to directly esti-
mating shading, makes the extension of this intrinsic image method to intrinsic video
straightforward. The finding of pointwise correspondences between frames and opti-
mising albedo for each point across a sequence is hereby avoided: instead, the temporal
coherence problem reduces to temporal filtering of the lighting estimates, which is made
convenient by the representation of lighting as a low-dimensional spherical harmonic
coefficient vector. The frame-rate and result quality are independent of the amount of
motion in the frame, which is an important advantage over tracking-based approaches.
Figure 5.7 shows how temporal constraints placed on the lighting estimate are used to
avoid temporal jitter and anomalous albedo/shading decompositions.
The option of trading off quality for frame-rate by adjusting the size of the albedo
refinement filter is also investigated. Most of the results presented in this chapter
are optimised for quality, so that a meaningful comparison of the method to other
chapters can be made. However, a smaller refinement filter can approximately half the
processing time per frame at the cost of higher albedo error. This is discussed as part
of section 5.5.2.
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Figure 5.7: Without temporal constraints on lighting, anomalous lighting estimates
and temporal jitter are problematic. In this example, the harmonic shading estimate
(top) and refined shading (bottom) are shown for three frames in a sequence, where
lighting constraints are present (left) and absent(right). Example from MPI Sintel
dataset [116].
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5.5.1 Temporal Processing of Lighting Estimates
Temporal consistency in albedo and shading is achieved by introducing a temporal
constraint on lighting: consecutive frames are expected to have similar lighting. For
sufficiently high frame rates, this also means that lighting does not have to be estimated
on every frame, but rather on lighting keyframes, which is an important performance
optimisation.
Figure 5.8 shows how lighting at keyframes is filtered and interpolated to produce
per-frame lighting estimates. Temporal smoothness can be enforced by applying signal
processing methods to the spherical harmonic lighting coefficient vector {klm}. Lighting
is estimated at keyframes, examples of which are given in the top row. IIR (infinite
impulse response) filtering is applied to the lighting estimates to attenuate the influence
of outliers and smoothly update lighting (equation 5.8), as shown in the middle row of
the figure. Finally, these filtered lighting estimates are linearly interpolated to produce
per-frame lighting estimates.
klm[t+ 1] = λk
l
m[t] + (1− λ)k′lm[t+ 1]
klm[0] = k
′l
m[0]
(5.8)
{klm[t]} is the spherical harmonic lighting estimate at time t, and {k′lm[t+1]} is the new
Figure 5.8: Processing of estimates on lighting keyframes (top row) to produce per-
frame lighting estimates (bottom row). The coefficients are filtered and interpolated to
obtain a robust lighting estimate. The output estimates remain robust in the presence
of noise, as in this exaggerated example, and gradually adapt to new lighting conditions.
The estimate for the first frame initialises the IIR filter.
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Figure 5.9: A timing diagram for a 21×21 albedo refinement kernel, with video stream-
ing (640×480px) from a hard disk and online relighting. Thread 1 reads the raw RGBD
data, and filters the normals and depth; thread 2 performs the lighting estimation and
bilateral filtering; and thread 3 performs relighting or other online applications such as
augmented reality. Each thread runs on a separate CPU core, and the GPU is shared
between threads 1 and 2. Thread 2 dominates for large kernel sizes.
estimate. For the results in this chapter, a value of 0.75 was chosen for the “forgetting
factor” λ. Higher values of λ result in more stable lighting and shading estimates, but
adaptation to changes in lighting is slower.
The frequency at which lighting is updated should be balanced against the compu-
tational overhead incurred. One lighting keyframe every twenty frames was experi-
mentally determined to work well for the majority of videos, although more frequent
keyframes may work better in videos with fast camera movement and sudden changes
in lighting. In spite of the IIR filter, updates at lighting keyframes are often notice-
able when interpolation is not performed. Linear interpolation between keyframes is
a straightforward and computationally inexpensive solution that avoids abrupt transi-
tions in lighting.
The lighting estimation method described in section 5.3 has high data parallelism, in
particular the projection in equation 4.7 and the integrals in equation 4.10. This can
be exploited with an OpenCL implementation which runs on a GPU.
5.5.2 Optimisations for Interactive frame rates
The remainder of this section introduces optimisations to achieve near real-time intrin-
sic video frame rates on consumer graphics hardware.
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The algorithm can be split into three distinct parts with no overlap in processing: (i)
data acquisition and preprocessing, (ii) lighting estimation and intrinsic image refine-
ment, and (iii) relighting and display of results. These parts can therefore be run in
separate threads and combined into a pipeline, to achieve higher throughput and CPU
utilisation on multi-core processors (figure 5.9). The data acquisition stage captures
the RGB and depth images, for example from a live RGBD video feed, and calculates
refined surface normals (section 5.2). The second stage produces lighting (section 5.3),
shading and albedo (section 5.4) estimates from the filtered surface normal and depth
images, which are relit in the final stage.
The majority of processing time is taken in bilateral filtering, so an optimised cross-
bilateral filter implementation is of central importance. A straightforward extension
of separable bilateral filtering [117], using multiple guidance images (cross-bilateral
filtering) is used. The filter presented here closely approximates the results of an
unoptimised OpenCL implementation, and runs in excess of five times the speed.
The size of the albedo refinement filter is chosen depending on whether speed or quality
is to be prioritised. The graph in figure 5.10 shows how the choice of filter size affects
the frame-rate and quality of results, based on a synthetic test scene for which ground
truth is available (dragon scene with brick texture and beach lighting - see the evaluation
section for details). All of the example results in this chapter were produced with the
271×271 filter, unless otherwise specified. The size of the largest shading effect in the
coarse albedo image that can be removed in the refinement stage is determined by the
size of the contributing area of the filter; a larger filter gives flatter albedos, and tends
to reduce the albedo palette of the image as a whole. The synthetic data used as input
for the results in figure 5.10 was streamed from a hard disk and has a resolution of
960×540, which is why the frame-rate is lower than the quoted 5Hz for live, 640×480
video.
Figure 5.11 shows the advantages of using a large kernel compared with a small one. The
top row in each example shows results for the smallest kernel (21×21), and the bottom
row shows those for the largest kernel (271×271). The small kernel fails to remove all
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Figure 5.10: Larger kernel sizes in the refinement stage give better results vs. ground-
truth albedo than smaller kernels, but also take longer to run. Each point on the graph
is labelled with the size of the contributing area in the bilateral albedo refinement stage.
Figure 5.11: A comparison of using a small albedo refinement filter size (21×21, top
row) with a large albedo refinement filter (271×271, bottom row), for the same test
geometry with two different textures and lighting conditions. From left to right: input
image; albedo; and shading.
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Figure 5.12: Larger kernel sizes give flatter albedo estimates with lower error. For
each of these two scenes, the original image is shown alongside the albedo estimates
produced by increasing sizes of refinement kernel.
of the high-frequency shading in both examples, whereas the large kernel both removes
the remaining shading, and corrects some of the anomalies due to imperfect lighting
estimation. Qualitative examples on the MPI Sintel dataset are given in figure 5.12.
While bigger kernels give smoother albedo estimates, the limitations of the separable
bilateral filter are more apparent, manifesting as vertical streaks in the 271×271-filtered
examples. There is also a tendency to “smooth away” faint albedo detail, such as the
tattoo on the villain’s head, which is retained with the smaller filter.
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Figure 5.13: Frame rate of the intrinsic video method running on live data from an
Asus Xtion RGBD camera (640×480 pixels, 21×21 refinement filter). The periodic
drops in frame rate coincide with lighting keyframes, which occur on every twentieth
frame. The average frame rate is shown in red.
5.6 Evaluation
The specifications of the evaluation computer are: Intel Core i7 CPU (3.40GHz), Nvidia
GeForce GTX 560 Ti graphics card and 8GB RAM. All GPGPU computing was per-
formed using OpenCL. Frame rates in excess of 5fps are achieved on 640×480 live
RGBD video streams from the ASUS Xtion and Kinect cameras. Figure 5.13 shows
the frame rate achieved for a sample live RGBD stream, where lighting keyframes are
computed within 500ms, and other frames within 200ms. For higher resolutions, the
frame rate is lower. The ground-truth dragon dataset is 960×540, and the MPI-Sintel
dataset [116] is 1024×436.
To demonstrate robustness to different lighting conditions and albedos, the intrinsic
image method is evaluated on the same synthetic dataset, with challenging natural
textures and lighting, as the previous chapter. The same average absolute albedo
error (equation 5.9) is used, although this time in image, rather than texture, space.
In producing table 5.1, the error is averaged across intrinsic images from the eight
equally-spaced viewpoints around the scene . The dragon model is from the Stanford
3D Scanning Repository2, and the test lighting is from Paul Debevec’s light probe
2http://graphics.stanford.edu/data/3Dscanrep/ accessed 21 April 2015
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Figure 5.14: Example intrinsic image decompositions from the ground-truth synthetic
dataset, for the Dragon model and Forest lighting environment. The “heat image” is
in the range 0 to 0.25, for luma difference between 0 and 1.
XXXXXXTexture
Light Beach Building Campus Forest Galileo
Brick 0.0480 (0.0833) 0.0529 (0.0874) 0.0770 (0.1012) 0.0528 (0.0975) 0.0965 (0.0474)
Crazy 0.0549 (0.0520) 0.0802 (0.0733) 0.1122 (0.0871) 0.0632 (0.0571) 0.0843 (0.0628)
Foliage 0.0746 (0.1449) 0.0941 (0.1260) 0.0938 (0.1267) 0.0866 (0.1629) 0.0810 (0.0748)
Granite 0.0514 (0.0499) 0.0632 (0.0603) 0.0858 (0.0576) 0.0552 (0.0545) 0.0787 (0.0509)
Marble 0.0860 (0.0786) 0.0893 (0.0916) 0.1089 (0.1166) 0.0903 (0.0938) 0.1256 (0.0769)
Stucco 0.0456 (0.0397) 0.0687 (0.0660) 0.0868 (0.0647) 0.0498 (0.0442) 0.0749 (0.0525)
Wood 0.0479 (0.0938) 0.0494 (0.0747) 0.0636 (0.0760) 0.0564 (0.0924) 0.0885 (0.0563)
XXXXXXTexture
Light Grace Kitchen St Peters Uffizi
Brick 0.2356 (0.2353) 0.0777 (0.0536) 0.0817 (0.0356) 0.0747 (0.0721)
Crazy 0.1597 (0.1800) 0.0719 (0.0475) 0.0938 (0.0947) 0.0841 (0.0760)
Foliage 0.1977 (0.2049) 0.0777 (0.0623) 0.0788 (0.0852) 0.1003 (0.1347)
Granite 0.1662 (0.1815) 0.0659 (0.0400) 0.0713 (0.0604) 0.0785 (0.0627)
Marble 0.2216 (0.2106) 0.1122 (0.0900) 0.1126 (0.0694) 0.1026 (0.0933)
Stucco 0.1586 (0.1968) 0.0617 (0.0355) 0.0635 (0.0365) 0.0758 (0.0646)
Wood 0.1825 (0.1699) 0.0682 (0.0614) 0.0703 (0.0374) 0.0755 (0.0996)
Table 5.1: Average absolute albedo error over all lighting/texture combinations for the
Stanford Dragon test scene. Standard deviation is given in brackets.
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dataset3. ρGT is the ground-truth albedo, and ρf is the albedo estimate.
Mean Error =
1√
3|X|
∑
x∈X
||ρGT (x)− αρf (x)||2 (5.9)
Visual comparison of the albedo estimate against ground truth (figure 5.14) shows a
generally high level of accuracy. Comparison with the results in figure 4.16 shows a
similar quality in the albedo and shading estimates. This is an important motivation for
the approach taken in chapter 6, since it shows that a simpler, shape-assisted image-
domain method can compete with the geometry-domain method from the previous
chapter. However, the lighting estimate can be unreliable near the outlines of objects,
which has the potential to corrupt the albedo estimate for single frames, as seen in
the foliage example. These localised anomalies are the cause of the high standard
deviations seen in table 5.1 (see figure 6.10, for example). Although these results are
often better than the results from the previous chapter, they are significantly worse in
environments with challenging lighting conditions, such as Grace. In order to reduce
the risk of instability in the lighting estimate, greyscale rather than coloured lighting
was used for the results in this chapter.
The method is qualitatively evaluated on real RGBD data captured with a Kinect sen-
sor, using video from the Princeton Tracking Benchmark dataset [118]. The results
from this dataset show that the method is applicable to input data streams with low-
quality depth and colour channels. These videos contain fast movement, and interlacing
artefacts and motion blur are present in the input video. The proposed method pro-
duces plausible decompositions on this type of data. Figure 5.15 shows intrinsic video
and relighting of two scenes from this dataset. Holes in the depth input have been
infilled to produce these results. Specularities are present in these videos, in particu-
lar on the floor and the television screen. These are mostly removed from the albedo
image by the refinement stage and therefore end up in the shading image, although
the sharp specularity on the screen is a more difficult case which is poorly handled.
Using a more comprehensive reflectance model, and extending the method to include a
3http://www.pauldebevec.com/Probes/ accessed 21 April 2015
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Figure 5.15: Intrinsic decompositions of RGBD video of real scenes, captured with a
Kinect camera. Examples from the Princeton Tracking Benchmark dataset [118].
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specular image in addition to albedo and shading, would help address non-Lambertian
scenes.
Figure 5.16 shows results on the synthetic MPI Sintel dataset introduced by Butler
et al. [116]. This dataset provides depth, albedo, “clean” and “final” images for each
frame. All results in this chapter using this dataset use the clean frames, which have no
atmospheric or particle effects, and no camera system artefacts such as focal blur and
lens flare, which are present in the final images. This dataset was used for its realistic
lighting, complex scenes and accurate depth data, which allows the algorithm to be
tested on challenging scenes with high-quality input. The albedo images were not used
for quantitative ground-truth evaluation, because they do not match the true albedos
in the clean renders. A good score on these albedos, therefore, would not necessarily
correspond to plausible decompositions of real scenes. The results on this dataset show
high-quality albedo and shading estimates, which preserve detailed albedo and shading,
and achieve global consistency. Where the diffuse assumption is violated, for example
by the specularities in the lower-left image, and the emmissive crystal in the lower-right
image, the quality of the decomposition is reduced.
Figure 5.17 compares intrinsic image estimates by Zhao et al.s’ RGB method [8] (no
user strokes), and Chen and Koltun’s RGBD method [6], with the proposed approach.
In common with us, Chen and Koltun use an albedo similarity term based on both luma
and chroma, and include a constraint that encourages regions with similar surface nor-
mals to share similar lighting. The approach of both Zhao et al. and Chen and Koltun
to producing the decomposition is quite different from our coarse-to-fine approach, how-
ever, in that the problem is formulated in terms of minimising a squared error function.
The code provided by Chen and Koltun uses MATLAB’s lsqlin function to minimise
the error, which had to be replaced with a different iterative numerical optimisation
algorithm (L-BFGS: https://github.com/stephenbeckr/L-BFGS-B-C ) to allow it to run
on the evaluation machine. With this modification, Chen and Koltun’s MATLAB code
runs in 16 minutes on images from the MPI Sintel dataset. Zhao et al.s’ approach takes
59 seconds of processing time, Barron and Malik’s takes 25 minutes, and the proposed
method 0.9 seconds.
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Figure 5.16: Intrinsic image decompositions for frames from the MPI Sintel
dataset [116].
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Figure 5.17: Comparison between the proposed intrinsic image method and the methods
of Zhao et al. [8] (RGB only) and Chen and Koltun [6] (RGBD). The proposed method
runs in less than a second for these frames at a resolution of 1024×436. Examples from
MPI Sintel dataset [116].
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Although the unassisted version of Zhao et al.s’ approach handles cast shadows and
generally gives high-quality, flat albedos, it sometimes struggles with complex albedo
distributions. Chen and Koltun’s, and Barron and Malik’s methods tend to place fine-
scale shading in the albedo image; however, they also better retain fine-scale albedo in
the albedo image. The position-invariant lighting assumption in our approach can lead
to artefacts, as seen for example in the snow in the top-left image of figure 5.17.
Figure 5.18 compares the proposed method with those of Zhao et al. [8], Chen and
Koltun [6] and Barron and Malik [5]. The proposed method performs better than Chen
and Koltun and Barron and Malik at removing fine-scale shading from the albedo im-
ages, due to the bilateral filter-based refinement stage. However, the proposed shading
estimation method has a tendency to over-fit in dark regions, which can be seen in both
examples, and Chen and Koltun’s approach fares better in these areas. This is addressed
in the next chapter with a more robust lighting estimation method. Appendix A gives
full tables of results for all these methods on the dragon dataset, for comparison with
table 5.1. The performance of each method on this dataset is summarised in table 5.2.
Since the lighting estimation is performed from a single viewpoint, a large portion
of the surface is hidden. This has an impact on the accuracy of global irradiance
estimates, examples of which are shown in figure 5.19. Since a single view only is
available, a different presentation has been used to that of figure 4.19. Each circle
represents a hemisphere of surface normal directions, and for each lighting condition,
the ground-truth radiance, irradiance and estimated irradiance are given. In general,
these estimates are most accurate near to the centre, for which there is a greater density
of samples in most scenes, and decrease in accuracy towards the edges. Each of these
estimates has been rescaled so that the maximum is pure white, in order to address the
global albedo/shading ambiguity.
As a geometry-assisted method, the results of the decomposition should be resilient
to errors in the depth input. Results on real data with approximate depth (e.g. 5.15)
show robustness to low-frequency noise in the input geometry, due to the depth and
normal filtering, and albedo refinement stages. Figure 5.20 shows what happens in the
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Figure 5.18: Comparison between the proposed intrinsic image method and those of
Zhao et al. [8], Chen and Koltun [6] and Barron and Malik [5] on examples from the
synthetic dragon dataset.
PPPPPPMethod
Light
Beach Building Campus Forest Galileo
Zhao et al.* 0.0980 (0.0678) 0.1157 (0.0946) 0.1080 (0.0725) 0.1203 (0.1041) 0.1322 (0.0961)
Chen et al. 0.0920 (0.0602) 0.1139 (0.0717) 0.1121 (0.0683) 0.0938 (0.0609) 0.1211 (0.0766)
Barron et al. 0.0845 (0.0728) 0.1010 (0.0847) 0.1240 (0.1006) 0.0878 (0.0756) 0.1390 (0.1141)
Proposed 0.0583 (0.0775) 0.0711 (0.0828) 0.0897 (0.0900) 0.0649 (0.0861) 0.0899 (0.0602)
PPPPPPMethod
Light
Grace Kitchen St Peters Uffizi Average
Zhao et al.* 0.2586 (0.1352) 0.0932 (0.0601) 0.0947 (0.0564) 0.1372 (0.1299) 0.129 (0.091)
Chen et al. 0.1615 (0.0698) 0.0809 (0.0480) 0.0930 (0.0573) 0.1452 (0.0743) 0.113 (0.065)
Barron et al. 0.1849 (0.1338) 0.0740 (0.0566) 0.1133 (0.0846) 0.1459 (0.1059) 0.105 (0.092)
Proposed 0.1889 (0.1970) 0.0765 (0.0558) 0.0817 (0.0599) 0.0845 (0.0861) 0.090 (0.088)
Table 5.2: Average absolute albedo error for the proposed method and those of Zhao
et al. [8], Chen and Koltun [6] and Barron and Malik [5] for the synthetic dragon test
scene. The best results are indicated in bold. Full tables of results are provided in
appendix A. *The RGB-only method of Zhao et al. [8] is included as a baseline.
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Figure 5.19: Comparison of lighting estimates against ground truth irradiance, for the
dragon test scene with the granite texture. From left to right: ground truth radiance;
ground truth irradiance; estimated irradiance.
case of pixel-scale noise in the input depth image. The finite differencing method used
to recover a surface normal field from depth is sensitive to this type of noise. The
method fails gracefully, in that the corrupted depth does not create noise in the albedo
estimate, since the noisy shape-based lighting estimate is smoothed out in the albedo
refinement stage. However, lower-quality intrinsic images are produced in this case. In
particular, the large-scale shading on the clothing, weapon and rocks is not completely
removed in this example.
Results have also been obtained for multi-view datasets, where the depth is obtained
from MVS reconstructions (figure 5.21). Previous methods for BTF estimation for this
type of data have required temporally registered sequences [46, 15, 105], either to pro-
vide temporal constraints or a consistent UV map. The fact that the proposed method
does not require point correspondences, and operates in the image space, means that
temporal registration is not needed. Compared with the results shown in figure 4.14, the
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Figure 5.20: In the case of high-frequency noise in the input depth image, the sur-
face normal estimate can be unreliable. This reduces the effectiveness of the lighting
estimation stage, resulting in a lower-quality intrinsic image decomposition. In these
examples, the depth input, filtered surface normals from depth, and albedo and shading
estimates are shown.
intrinsic decompositions show a loss of quality, due in part to the intrinsic image refine-
ment step which misidentifies some of the dark albedo as shading. This is particularly
apparent in the hair, and the challenging patterns on the dresses. This shortcoming
is addressed in chapter 6 by introducing alternative distance and range terms in the
bilateral albedo refinement filter. Compared with the results in figure 4.22, fine details
have been much better preserved in the relighting results, because the intermediate
texture representation has been bypassed.
Most of the results in this chapter were produced using a luma variance σ2L of 2× 104
and a chroma variance σ2C of 10
−3 in equation 5.6, where luma is in the range [0,255]
and chroma in the range [0, pi2 ]. Figure 5.22 shows intrinsic image decompositions for a
complex, real scene with a wide variety of albedo and shading distributions. This scene
is particularly challenging for the method proposed in chapter 5, due to the position-
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Figure 5.21: The proposed method works on a wide range of input depth modalities.
An MVS reconstruction provides the depth channel in this example from a multi-view
intrinsic video decomposition. Two frames from intrinsic video decompositions of the
scene from different viewpoints are shown, along with relighting results.
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Figure 5.22: Results of the bilateral filter-based albedo refinement stage for different
choices of luma σ2L and chroma σ
2
C variance. For each combination, the albedo and
shading estimates are given.
variant lighting, inaccurate depth, presence of cast shadows, and inclusion of light-
emitters (which violate the diffuse reflectance model). The inaccurate depth reduces
the effectiveness of the lighting estimation stage, resulting in reduced definition in the
shading estimate. An 171×171 kernel was used, and the input image has a resolution
of 960×540 pixels.
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Figure 5.23: Details from figure 5.22, shown at 4-times magnification.
A higher variance makes the albedo filter less discriminative, which means that fine
shading details are better removed from the coarse albedo estimate. However, it can
also result in misclassification of albedo as shading. This can be seen in figure 5.23,
which gives close-ups of regions in figure 5.22. Using a high variance for chroma and
luma gives superior intrinsic image estimates for many objects in the scene, such as the
coat-stand and television, which predominantly consist of simple, piecewise-flat albedos.
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By contrast, regions of the image with fine albedo detail, such as the chequered shirt
and the patterned rug, perform poorly with higher variances, since the albedo detail
is more likely to be misidentified as shading. The best results for these objects are
obtained for low chroma and luma variances.
In practice, there is a limit to how low the variance can be made, particularly when
handling real images. A chroma variance of 10−4 is sensitive to noise in the image, which
is the cause of the grainy appearance of the images in the bottom row of figure 5.23.
A similar issue is encountered with ray-traced images, such as those in the dragon
qualitative evaluation dataset, due to stochastic sampling of the lighting function. This
type of noise is particularly pronounced in environments such as Grace and St Peter’s,
which have strongly localised lighting. Therefore, a chroma variance of 10−3 is used on
these datasets, although a lower variance might give better results under ideal (noise-
free) conditions.
5.7 Applications
5.7.1 Relighting and Video Stylisation
The availability of accurate surface normals (section 5.2) and intrinsic images (sec-
tion 5.4) means that live RGBD video can be relit from an arbitrary global irradiance
function. Figure 5.24 shows example results from the NYU indoor dataset.
The new shape-based shading function E can be estimated by directly sampling a new,
arbitrary global irradiance function EG by surface normal. High frequencies are pro-
vided by a residual shading image (If−IS), and ρf provides the albedo (equation 5.10).
TE is the relit image. The insensitivity of the human vision system to inconsistencies
in shading within scenes [82, 81] is exploited by reintroducing fine-scale shading from
the input lighting.
TE = ρf (E + (If − IS)) (5.10)
Intrinsic video has previously been used for material editing [94] and stylisation [75].
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Figure 5.24: Relighting of input images, using the surface normal and intrinsic image
estimates. Examples from the NYU Depth Dataset v2 [114].
Video stylisation by pixel-level manipulation of shading or albedo is a straightforward
extension that can be performed without impacting the frame rate. Figure 5.25 shows
a cartoon shading effect achieved by thresholding the coarse shading estimate.
5.7.2 Augmented Reality
The availability of a lighting estimate makes possible interactive-time compositing of
computer-generated objects into real-world scenes. In this section, we demonstrate
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Figure 5.25: Examples of cartoon video stylisation by manipulation of the coarse shad-
ing estimate.
Figure 5.26: Combining relighting with augmented reality. On the left, the original
image and a virtual object matching the lighting. The other images show the same
scene under various synthetic lighting conditions.
both compositing of virtual objects matching the original scene lighting, and matching
the lighting of virtual objects to a relit scene.
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Augmented reality systems that support interactive relighting of virtual objects to
match the scene often assume availability of a scene lighting function (e.g. [119, 120,
121]). In recent years, both online [122] and oﬄine [123] methods have been proposed
for estimating lighting for augmented reality and image compositing.
The extrinsic camera parameters are estimated relative to a known calibration object,
in this case a chessboard. The virtual object is lit using either the global irradiance
estimate, or the virtual lighting function in the case of a relit scene. Figure 5.26 shows
frames from an input sequence with an inserted virtual object, in which the object is
rendered and relit to match the scene.
5.8 Summary
The goal of automatic real-time, temporally coherent intrinsic video estimation, us-
ing shape-assisted lighting estimates to impose spatial and temporal constraints on
shading, has been achieved. The key advantages are avoiding dense point tracking
across the video, which is computationally expensive and not robust for general dy-
namic scenes, and the introduction of robust temporal constraints based on coherence
of scene illumination rather than shading. This method achieves automatic, online
intrinsic decompositions of live data at near real-time frame rates. Previous intrinsic
video methods have concentrated on quality at the expense of speed and automation;
this is the first intrinsic video method designed for processing live video.
The main limitations of the method presented in this chapter relate to the lighting
model used. The lighting model accounts for attached shadows, but it does not take
large cast shadows into account. Although the refinement stage is still able to handle
small cast shadows correctly, the quality of the results is impacted by this decision.
Future work might incorporate visibility constraints into the lighting model [96] or
use a multi-scale method to increase the size of the contributing neighbourhood in the
refinement step [9]. Secondly, although the assumption of position-independent lighting
holds for many scenes, there are certain cases in which lighting changes considerably
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with surface position. This could be addressed using a mixture of lighting models [5],
although this would have an impact on performance.
The presented method enables a number of new applications for intrinsic video estima-
tion, including scene relighting and augmented reality matching the original or virtual
scene lighting, and interactive-time stylised video. These application areas are of inter-
est in a wide range of fields, including visual effects tools, on-set pre-visualisation for
film production and interior design. Online intrinsic video is of considerable interest as
a pre-processing step for interactive Computer Graphics and Vision methods including
feature detection, object recognition, object tracking and segmentation.
The work presented in this chapter bridges the gap between shape-based BTF esti-
mation, as described in the previous chapter, and shape-assisted intrinsic image and
video estimation. The image-domain approach presented in this chapter achieves re-
sults comparable to the previous chapter’s, with the advantages of reduced processing
time, lower complexity and less stringent requirements on the input data. By adapting
many of the methods developed for intrinsic texture estimation to the intrinsic video
problem, the groundwork has been laid for a unified approach to multi- and single-
view intrinsic image, video and texture estimation, which is the problem addressed
in chapter 6. An important insight, which is further developed in the next chapter,
is the geometry-assisted image-domain approach, which avoids the drawbacks of the
geometry-domain method of chapter 4. The shortcomings identified in the evaluation,
namely handing of cast shadows and albedo distributions with sharp luma transitions,
are addressed in the next chapter through cross-image constraints, and a revised form
of bilateral filter which takes into account occlusion and the natural statistics of albedo
in real scenes.
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Chapter 6
Multi-View Intrinsic Video
This chapter presents a unified solution to shape-assisted intrinsic image, video and
texture estimation, for static and dynamic scenes. This is the first method capable
of producing multi-view intrinsic video of which the author is aware, and the first to
bridge the gap between intrinsic video and BTF estimation.
The work presented in this chapter builds on the multi-view intrinsic texture method
presented in chapter 4, and the single-view intrinsic video method presented in chap-
ter 5. The approaches presented in those chapters share a number of core elements,
in particular a shape-based lighting estimation stage followed by a detail-preserving
albedo refinement stage. This chapter exposes the theoretical foundations of the light-
ing estimation and albedo refinement stages, and proposes alternatives based on them.
A key observation made in chapter 5 is that working in the image domain with the
assistance of shape information is simpler and more computationally efficient than
working in the geometry domain. The extension to multiple viewpoints is achieved by
introducing soft cross-image constraints, and performing the lighting estimation and
intrinsic refinement steps on all images simultaneously for each frame. The temporal
constraints introduced in the previous chapter are also used here. This avoids the
need for a temporally-registered dynamic scene reconstruction, which is the geometric
analogue of dense point correspondences between frames.
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An important difference between the proposed method and that of chapter 5 is that
it is oﬄine, which allows for a more comprehensive solution to the intrinsic video
problem. The geometric approach in chapter 4 has an important advantage over that
of chapter 5 in that it explicitly handles cast shadows and inter-reflection. To address
this, the proposed method introduces an ambient occlusion term based on the scene
shape, taking its cue from the work of Laffont et al. [16]. Cast shadows are handled
in the albedo refinement stage by increasing the contribution of unoccluded pixels,
where a pixel is likely to be in shadow. This differs from Laffont’s method, which
effectively multiplies the unoccluded shading by the ambient occlusion, which does not
take anisotropic lighting into account.
The following contributions are made in this chapter:
• Theoretically-grounded approaches to single-frame lighting estimation and bilat-
eral filtering for albedo refinement
• Soft cross-image constraints for improved robustness to inaccuracy in scene ge-
ometry
• Multi-view intrinsic video, which scales linearly in the number of cameras and
frames
• Robust intrinsic albedo and shading textures for static and dynamic scenes with-
out the need for registered mesh sequences
6.1 Method Overview
The methodology proposed in this chapter can be seen as a refinement of previous
chapters, which showed how a coarse-to-fine method that estimates first lighting, then
albedo and shading, can be used to achieve globally-consistent intrinsic textures and
images. Although this paradigm is retained in this chapter, the details of the approach
taken are quite different.
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Figure 6.1: Overview of the proposed method. The input reconstruction and images
are used to produce a coarse scene lighting estimate. This initialises the shading and
albedo estimates, which are then refined using a bilateral filter with statistically-derived
albedo similarity terms. Dataset by Vlasic et al. [34].
Although the efficacy of albedo balancing and bilateral filter-based refinement were
demonstrated in chapter 4, the exact reasons why they work remained uninvestigated.
The argument for the albedo balancing method makes intuitive sense: split the sur-
face into regions, and adjust the representative albedos of those regions so that the
shading in the overlaps in surface normal space is as similar as possible. However,
the argument from shading consistency is only part of the story: there is also an im-
plicit assumption that the albedo distribution within each segment is approximately
position-independent. This is investigated in greater detail in section 6.2.1, and a re-
vised method which does not require segmentation is proposed. The justification for
bilateral filter-based refinement given in section 4.4 draws on an albedo similarity term
from another successful intrinsic image method [86]. The reason why this, and other
albedo similarity terms in the literature [7, 8], work is grounded in natural image statis-
tics, which is investigated as a foundation for intrinsic image refinement in section 6.2.2,
with details in appendix B.
All processing is done in image space rather than over the scene surface [66, 14, 105].
Shape information is used to estimate lighting and impose constraints between images
in a geometry-assisted, image-based pipeline. This has an important advantage in that
image-domain methods are often simpler and faster than geometry-domain methods.
In addition, by postponing the commitment to geometry until the very end, greater
flexibility is achieved. For example, the intrinsic videos output by the proposed method
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could be used either to texture a proxy for geometry-based relightable free-viewpoint
video (section 6.4), or for novel view synthesis using an image-based renderer.
As with the previous two chapters, a two-stage coarse-to-fine intrinsic image method is
proposed. First, a global irradiance function is fitted to the input images by means of
a piecewise-flat albedo constraint (section 6.2.1). This is followed by a bilateral filter-
based refinement stage using range terms grounded in natural image statistics, which
removes fine-scale shading detail that cannot be modelled by means of the coarse scene
geometry, and cast shadows (section 6.2.2). Figure 6.1 shows sample outputs from
these two stages.
The bilateral filter in section 6.2.2 contains additional terms to take advantage of multi-
view input and shape information. Correspondences between images (but not between
frames) ensure a globally consistent intrinsic image decomposition across the input
images. Ambient occlusion estimated from the scene reconstruction is used to identify
regions with high likelihood of inter-reflection and cast shadows, and the range terms
of the filter are relaxed to process these regions.
6.2 Multi-View Intrinsic Images
This section develops a shape-based method for multi-view intrinsic image estimation,
in which the objective is to split all input images T into albedo ρ and shading (ir-
radiance) I, such that T (x) = ρ(x)I(x). The problems of multi-view intrinsic video
(section 6.3) and intrinsic texture (section 6.4) estimation are presented as extensions
to multi-view intrinsic images, using lighting-based temporal coherence (chapter 5) and
projective texturing (chapter 4) respectively.
Lighting is first estimated for the whole scene. Since the surfaces are assumed to
be Lambertian, and lighting is assumed to be distant, a global irradiance function is
estimated. As with preceding chapters, the lighting function is chosen to minimise an
error including surface normal and albedo flatness (section 6.2.1). This is followed by
a bilateral filter-based albedo refinement stage (section 6.2.2). Unlike the solutions
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previously proposed for intrinsic textures and video, the concept of statistical albedo
similarity underpins both of these stages.
The albedo similarity is the the likelihood that two nearby pixels share the same albedo,
based on chroma and luma difference. Appendix B details how this probability dis-
tribution is obtained. Working with logarithmic probabilities, the statistical albedo
similarity ξ(x,y) is the sum of chroma K and luma L terms (equation 6.1). This
replaces the albedo similarity function proposed by Shen et al. [86], which is used in
previous chapters.
ξ(x,y) = ξK(x,y) + ξL(x,y) y ∈ N(x)
= log[P (ρ ; |L(x)− L(y)|2)] + log[P (ρ ; |K(x)−K(y)|2)]
(6.1)
Throughout this chapter, the chroma of a pixel in an input image T is defined as the
normalised RGB vector:
K(x) = Tˆ =
T (x)
|T (x)|2 (6.2)
Finally, the width of the luma and chroma distributions depends on the scale of the in-
put images, and the choice of this sensitivity parameter has to be made experimentally.
It is analogous to the choice of variances for the Gaussian range terms in the previous
chapter. For most examples in this chapter, the width of the distributions learned in
appendix B is scaled by 13 .
6.2.1 Albedo Balancing
A segmentation-based approach to the problem of global irradiance estimation albedo
balancing is described in section 4.3.1. A representative albedo was chosen for each
region by minimising the difference in shading in overlaps between regions in surface
normal space, and a spherical harmonic global irradiance estimate was fitted to the
resulting shading estimate.
To understand why this method works, the question, ‘what happens when the seg-
ments are reduced in size to a single texel (or pixel)?’, can be asked. Under these
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Figure 6.2: Fitting global irradiance against the albedo smoothness cost function. The
“heat-maps” to the right of the shading images show the cost as a function of pixel
position.
circumstances, the problem becomes that of finding a representative albedo for every
texel in the texture. However, the ability to discriminate between lighting conditions
is lost, because all lighting functions incur the same cost according to equation 4.8.
The reason that minimising equation 4.8 works where segments are larger than a sin-
gle pixel, is that a single representative albedo is assigned to a contiguous region of
texels with different surface normals, but similar albedos. This means that there is an
implicit assumption in the segment-based albedo balancing method, in addition to the
aforementioned surface normal-based constraint: nearby texels with similar appearance
should share similar albedo, which is a form of albedo flatness constraint.
In this section, a variant of albedo balancing is proposed which avoids the need for a
hard segmentation. Instead, a lighting function is chosen that maximises albedo flat-
ness. For every pixel, a support region is identified in the local neighbourhood, by
weighting pixels according to the likelihood that they share the same albedo. The best
lighting function minimises the difference between the pixel and those in the neigh-
bourhood that are likely to share a similar albedo.
A linear combination of the first three orders of the spherical harmonic basis {Y ml } is
used to model the global irradiance function IG (equation 6.3) [77]. The 9-dimensional
vector of coefficients k is to be determined.
IG(k) =
2∑
l=0
l∑
m=−l
kml Y
m
l (6.3)
The initial shading image SG is related to the global irradiance function IG by IG(n(x),k) =
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SG(x,k), where n(x) is the surface normal as a function of surface position x. The
initial albedo image is ρG(x,k) = T (x)/SG(x,k).
The shading cost function Φ(k) is defined in equation 6.4. Since albedo approximates a
piecewise-flat distribution in the vast majority of natural scenes, the global lighting is
fitted by minimising the differences between nearby pixels of similar chroma. The luma-
based albedo similarity term is not used here, because it would remove the support of
pixels with similar albedo but different lighting. For some scenes with multiple coloured
light sources, a better result is achieved by also omitting the chroma similarity term
and leaving only the neighbourhood difference term. This was done when evaluating
against the dragon test dataset. ξK is chroma-based albedo similarity, and ρ
c
G(x,k) is
the coarse albedo from image c produced by the lighting coefficients k.
Φ(k) =
∑
C
∑
x∈X
∑
y∈N(x)
ξK(x,y)|ρcG(x,k)− ρcG(y,k)|2 (6.4)
k∗ = argmin
k
Φ(k) subject to k0 = 1 (6.5)
k∗ is the set of coefficients for the optimal lighting function. N(x) is the local neigh-
bourhood of pixel x; in the examples in this chapter, N is a 11x11 window. The “DC”
element of k is fixed at 1 to avoid the trivial solution k = 0. After fitting k, the
maximum of the lighting function is set to white by independently scaling the colour
channels, in order to resolve the global albedo scale ambiguity. The cost is summed
over all input images C.
Figure 6.2 shows shading functions with their costs by equation 6.4 as a function of
pixel position, for one of a set of input images. The cost is highest in regions where the
estimated shading gives rise to a strong gradient in albedo which violates the piecewise-
flat albedo constraint.
The regions classified as having similar albedo by equation 6.4 are not necessarily
contiguous. This is important because natural scenes often consist of regions of similar
albedo that are nearby but not spatially connected, for example in wood and marble,
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and the example texture in figure 6.2. A local support is therefore preferable to a
pairwise cost (e.g. Zhao et al. [8]).
6.2.2 Intrinsic Image Refinement
The albedo estimate ρG still retains fine-scale shading detail that cannot be modelled
using the coarse scene reconstruction, as well as inter-reflection and cast shadows. This
section develops a method based on the bilateral filter of previous chapters to address
the refinement problem.
The starting point for this section is an adaptive filter for a single input image (equa-
tion 6.6), as described in appendix B. This works by smoothing out regions of similar
luma and chroma, thus enforcing the local sparse albedo constraint. u is a normalisa-
tion factor. As before (cf. equation 4.25), an iterative approach is taken, initialising ρ0
as ρG. ξ is the albedo similarity based on appearance T , and X is the image plane.
ρn+1(x) =
ρn(x)
|ρn(x)|2
∣∣∣∣∣1u
∫
X
ρn(y)ξ (x,y) ∆(x,y)dy
∣∣∣∣∣
2
(6.6)
An important factor in the performance of this filter is the choice of distance term ∆.
The contribution of the set of pixels at a given distance should decrease with distance
from the centre of the kernel, since the statistical relevance of pixels decreases with
distance from the centre. In previous chapters, standard practice for bilateral filters was
followed, and a Gaussian distance term was used. However, in more than one dimension,
the total contribution of pixels at a given distance does not decrease monotonically with
distance in a Gaussian kernel (figure 6.3). The function in equation 6.7 has the required
property, and is used instead.
∆(x,y) =
1
|x− y|22
exp
(
−|x− y|
2
2
σ2
)
(6.7)
Figure 6.4 shows the effect that the choice of distance term has on the quality of
the intrinsic decomposition. The proposed term shows better preservation of albedo
detail, such as the white regions on the shoes and the wristband, compared to the other
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Figure 6.3: Total contribution of pixels at distance r as a function of r. The Gaussian
kernel (blue) gives undue weight to pixels in an annulus around the centre of the
filter. The contribution of a constant kernel (red) increases quadratically with distance.
Multiplying the Gaussian kernel by 1
r2
gives the desired result (green).
distance terms. The other distance terms show significantly increased noise and leakage
between regions of different albedo. This is due to the heavy weight on distant regions,
which has the effect of “flattening” the albedo image, so that shading resembles luma.
Inter-reflection poses a particular challenge for chroma-based intrinsic image methods,
since it shifts the chroma of pixels so that regions with similar albedo no longer nec-
essarily share similar chroma. To illustrate this, suppose a surface has uniform albedo
r = [1.0, 0.9, 0.9], where the elements in the vector are red, green and blue respectively.
An incoming white ray of light will have colour rn = [1.0, 0.9n, 0.9n] after the nth
bounce, so regions with a large amount of inter-reflection will appear red in this exam-
ple. In general, inter-reflection has the effect of saturating the chroma. In practice, this
means that regions with high inter-reflectance are isolated from the rest of the scene
by the chroma term in the bilateral filter, making cast shadow removal difficult. To
address this problem, the influence of the statistical albedo priors is relaxed in regions
with high likelihood of inter-reflection and cast shadows. Ambient occlusion is strongly
correlated with cast shadows and inter-reflection, since all three are caused by concave
scene geometry. An estimate of ambient occlusion is therefore a useful indicator of
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Figure 6.4: Intrinsic images produced with the kernel in equation 6.6 with the distance
terms shown in figure 6.3.
inter-reflection and cast shading, although it cannot be used as a direct substitute for
cast shading, since they are not generally equivalent except in the case of isotropic,
infinitely-displaced lighting.
The first stage of the intrinsic image refinement method is to determine the ambient
occlusion of the scene (figure 6.5). The scene geometry is rasterised under white direc-
tional lighting from a large number of random directions (512 for all the examples in
this paper). These renders are summed to produce the ambient occlusion estimate.
Equation 6.8 shows the full single-image refinement kernel, including the one-way am-
bient occlusion-based relaxation of the albedo similarity term ξ (equation 6.9). γ is a
constant, such as γ = 1000, which causes greater weight to be placed on pixels out-
side the occluded region. The one-way relaxation prevents the dark pixels inside the
occluded area from darkening the albedo estimate for nearby, unoccluded pixels. A
represents the ambient occlusion on a scale from 0 (total occlusion) to 1 (unoccluded).
ρn+1(x) =
ρn(x)
|ρn(x)|2
∣∣∣∣∣1u
∫
X
ρn(y)ξAO(x,y, A(x)−A(y))∆(x,y)dy
∣∣∣∣∣
2
(6.8)
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Figure 6.5: Ambient occlusion estimation with different numbers of random samples.
From left to right: 8, 32 and 512 samples.
ξAO(x,y, a) =

(1 + γa2)ξ(x,y), if a < 0
ξ(x,y), otherwise
(6.9)
In the case of multi-view data, the albedo estimate should be consistent across all view-
points. This is enforced between pairs of adjacent cameras as shown in equation 6.10.
In order to achieve a consistent decomposition across all input views, the filter in equa-
tion 6.10 must be applied multiple times (5 to 10 times for all of the examples in this
chapter).
ρn+1(x) =
ρn(x)
|ρn(x)|2
∣∣∣∣∣1u
[∑
c∈C
β(c,x)
∫
X
ρcn(y)ξAO(x,y, A(x)−A(y))∆(x,y)dy
]∣∣∣∣∣
2
(6.10)
The terms have the same meanings as in equation 6.8. ρcn is the projection of the
albedo estimate for the image from camera c into the current camera view using the
scene geometry. The contributions β(c,x) add up to one. β should be chosen such that
the contribution of cameras with a direct view of a surface is stronger than those with
glancing views. For this reason, the blending function used in chapter 3, which takes
into account sampling rate and visibility, is used for β. The intrinsic image refinement
filter is iterated to convergence. Since the filter is applied over a region of pixels for
each contributing image, as opposed to using hard point correspondences, the method
is robust to inaccurate geometry, as shown in the evaluation (section 6.5). Results with
and without contributions from adjacent cameras are shown in figure 6.6.
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Figure 6.6: The effect of including cross-image constraints, as described in equa-
tion 6.10. Without these terms albedo differs between images, as seen on the face
in the central set of images, for example. Including cross-image constraints makes the
albedo consistent between images, and results in a better decomposition, as seen on
the right.
6.3 Multi-View Intrinsic Video
The main difference between intrinsic image and intrinsic video estimation is that the
decomposition between albedo and shading should be consistent across the entire se-
quence. Recent work in intrinsic video [96, 75, 95] uses point correspondences to con-
strain albedo across the sequence. In the case of static scenes, projective homography
may be used to establish dense correspondences [96]; however, dynamic scenes require
point tracking, for example by optical flow [75, 95].
BTF estimation has an analogous problem in enforcing consistent decompositions across
a sequence. Wu et al. [14] use surface correspondences from a temporally registered
sequence to impose constraints on albedo in their geometry refinement method, part of
which is an intrinsic surface decomposition. They also include a prior on scene lighting,
expecting the spherical harmonic lighting coefficients for each frame to be close to the
coefficients for the previous frame. This is a form of surface point correspondence-based
temporal filtering, since Wu et al.’s approach needs temporal registration to bootstrap
the lighting estimate. As in the previous chapter, the ability to estimate accurate
lighting for isolated frames is levered to achieve temporally-consistent lighting (and
consequently, albedo) estimates without the need for temporal registration.
Temporal smoothness can be enforced by applying signal processing methods to the
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Figure 6.7: Full-detail albedo and shading images from a multi-view video sequence.
Temporal constraints ensure a consistent decomposition over time, and cross-image
constraints ensure consistency between views.
spherical harmonic coefficient vector. The IIR filter introduced in chapter 5 is used
(equation 6.11).
kml [t+ 1] = λk
m
l [t] + (1− λ)k′ml [t+ 1] (6.11)
kml [t] is the result after filtering, and k
′m
l [t] is the raw lighting estimate at frame t. l
and m are the spherical harmonic order and degree respectively. Unlike the intrinsic
video method in chapter 5, this is an oﬄine method, so the technique of interpolating
between lighting keyframes is not used, and lighting is estimated and filtered using
equation 6.11 for every frame in the sequence. In other words, this is equivalent to the
previous chapter’s method for the special case that every frame is a lighting keyframe.
Once initialised with global irradiance, the refinement method described in section 6.2.2
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Figure 6.8: Scenes can be relit in real time and from novel viewpoints using a projected
albedo texture. The relightable albedo texture ρ′ produces renders that closely match
the ground-truth appearance of the object under the rendered lighting conditions. In
this figure, an input image is relit using the albedo estimate and approximate surface
normals.
produces temporally consistent results, as verified by experiment (figure 6.7). Tempo-
ral constraints on albedo are therefore unnecessary, meaning that temporal correspon-
dences of surface points between frames are not required in this method. This means
that temporal registration is not needed to produce consistent multi-view intrinsic
video, which is an important advance on previous dynamic BTF estimation methods.
6.4 Intrinsic Textures
One application of the proposed method is the conversion of real-world objects into dig-
ital assets through the generation of intrinsic textures from the input images. The scene
geometry is projectively textured with the intrinsic images to produce these intrinsic
textures [12, 105]. The intrinsic textures generated from a multi-view sequence by this
method support high-quality relightable free-viewpoint video rendering (figure 6.8).
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Although capable of modelling shading, cast shadows and inter-reflection at a coarse
scale, the scene geometry is unsuited to reproducing fine-scale shading. Making use
of the fact that the human vision system is insensitive to high-frequency shading, the
high-frequency component of shading removed in section 6.2.2 is reintroduced [81].
The relightable albedo texture ρ′ is a linear combination of the coarse ρG and refined
ρ albedo estimates 6.12. To avoid reintroducing the original cast shadows and inter-
reflection, the refined albedo ρ is favoured in regions of high ambient occlusion. x is
the texel index, and A the ambient occlusion.
ρ′(x) = A(x)ρG(x) + (1−A(x))ρ(x) (6.12)
6.5 Evaluation
The proposed method is evaluated against ground-truth albedo on the same synthetic
dataset, based on the Stanford Scanning Repository dragon model, as chapters 4 and 5.
The accuracy of the albedo estimate is tested for several lighting conditions1 and com-
plex textures approximating those found in natural scenes. Figure 6.9 shows albedo and
shading estimates for the dragon model with the forest lighting environment. Compared
with their counterparts in chapter 5 (figure 5.14), these results show more consistent
shading estimates and improved decomposition of high frequencies into shading and
albedo. The image-domain method proposed in this chapter achieves better results
than the complex geometry-domain method in chapter 4 (figure 4.19). The resolution
of the albedo and shading estimates is the same as that of the original images, whereas
the resolution of the textures in chapter 4 is reduced due to the image projection step.
Table 6.1 shows the accuracy of the results for each texture/lighting combination in
normalised RGB space, which also supports the conclusion that the revised albedo
balancing and albedo refinement stages give more accurate and consistent albedo and
shading estimates.
1http://www.pauldebevec.com/Probes/ – retrieved 13 July 2015
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Figure 6.9: Example intrinsic image decompositions from the ground-truth synthetic
dataset, for the Dragon model and Forest lighting environment. The “heat image” is
in the range 0 to 0.25, for luma difference between 0 and 1. These results correspond
to the Forest column in table 6.1
Case Beach Building Campus Forest Galileo
Brick 0.0457 (0.0389) 0.0614 (0.0453) 0.0672 (0.0570) 0.0517 (0.0433) 0.0908 (0.0489)
Crazy 0.0566 (0.0457) 0.0796 (0.0541) 0.0864 (0.0678) 0.0685 (0.0487) 0.0997 (0.0672)
Foliage 0.0849 (0.0581) 0.0641 (0.0427) 0.0671 (0.0542) 0.0580 (0.0386) 0.0764 (0.0504)
Granite 0.0527 (0.0443) 0.0763 (0.0501) 0.1118 (0.0679) 0.0698 (0.0438) 0.1079 (0.0667)
Marble 0.0998 (0.0825) 0.0867 (0.0748) 0.0914 (0.0825) 0.0940 (0.0798) 0.1165 (0.0746)
Stucco 0.0890 (0.0638) 0.1470 (0.0977) 0.1153 (0.0704) 0.0567 (0.0402) 0.0856 (0.0515)
Wood 0.0403 (0.0339) 0.1007 (0.0656) 0.0569 (0.0487) 0.0677 (0.0501) 0.0770 (0.0453)
Case Grace Kitchen St Peters Uffizi
Brick 0.1579 (0.0601) 0.0542 (0.0371) 0.0926 (0.0350) 0.0887 (0.0636)
Crazy 0.1498 (0.0834) 0.0699 (0.0486) 0.0822 (0.0509) 0.1798 (0.1185)
Foliage 0.1002 (0.0571) 0.0576 (0.0335) 0.0722 (0.0358) 0.0911 (0.0603)
Granite 0.1683 (0.0881) 0.0713 (0.0414) 0.0831 (0.0463) 0.1558 (0.1057)
Marble 0.1407 (0.0812) 0.0891 (0.0657) 0.1025 (0.0643) 0.1210 (0.0868)
Stucco 0.1677 (0.0895) 0.0636 (0.0346) 0.0827 (0.0448) 0.0939 (0.0672)
Wood 0.0950 (0.0411) 0.0534 (0.0319) 0.0770 (0.0306) 0.0870 (0.0550)
Table 6.1: Average albedo error for each lighting/texture combination. The average
error and standard deviation are 0.090 and 0.058 respectively.
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Figure 6.10: A comparison between results from the algorithms proposed in chapters 5
and 6. The method proposed in this chapter is more stable, particularly for challenging
lighting conditions such as Grace.
Some shortcomings of the refinement stage are evident in the results in figure 6.9. In
particular, the marble texture, as in previous chapters, exhibits misclassification of the
dark flecks in the white region, as well as a loss of edge definition between the white and
grey regions. This happens because the chroma of the white and grey colours is similar,
and the difference in luma is not sufficiently great for these regions to be treated as
having different albedos. Although care was taken to avoid including shading in the
test textures, the fine detail in some of them is slightly ambiguous, in particular stucco,
foliage and brick.
Figure 6.10 compares the methods proposed in this chapter and the previous. Chapter
5’s approach is susceptible to anomalous results in the case of challenging multi-light
environments, such as Grace Cathedral, but sometimes out-performs the method pro-
posed in this chapter for simpler lighting conditions. The results in table 6.1 bear out
this observation: the average standard deviation of the error is considerably lower, and
the error is more uniform across lighting environments and textures.
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Figure 6.11 shows comparisons with other methods [73, 124, 8] for the single-view
version of the method. Since shape is used to account for shading at a coarse scale,
results with and without the proposed albedo-balancing preprocessing step are given.
The method of Zhao et al. [8] is closest to the proposed method, since it incorporates
a pairwise colour similarity term. The differences between Zhao et al.’s results and our
own are mostly due to the lack of occlusion data, and the inclusion of a luma prior in
the proposed method. Gehler et al. [73] use a global sparsity prior on albedo, and their
results are remarkably robust to the global shading initialisation. Garces et al. [124] use
a clustering method which performs well on many scenes, but is not suited to natural
scenes with fine-scale albedo distributions.
The albedo balancing method proposed in this chapter replaces the segmentation-based
method proposed in chapter 4. Lighting estimates for the dragon test scene with the
granite texture are shown in figure 6.12. Compared with lighting estimation results
from chapters 4 and 5, these show an improvement in quality, particularly for the
more challenging environments such as galileo and st peter’s. An area for improvement
that the lighting evaluation identified is the chroma-based albedo similarity term used
in equation 6.4, which can fail to identify nearby pixels with the same albedo in the
presence of strong, coloured lighting.
In addition to dynamic studio-captured scenes, the method is suitable for processing
general multi-view image sets for diffuse scenes. Figure 6.13 shows how the method
performs on two multi-view sets of outdoor images taken under diffuse lighting con-
ditions2 [125]. In the fountain example, for which eight camera views were used, the
fine detail on the fountain has been picked out, whilst preserving the subtle differences
between the various shades of red albedo. In addition, the specularities on the fish have
been correctly included in the shading image, and the cast shadows in the recesses have
been identified for the most part, although some residual cast shading remains in the
albedo image. The lighting estimate is accurate, and correctly captures the blue light
coming in from the right of the scene.
2http://cvlab.epfl.ch/data/strechamvs – retrieved 30 August 2015
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Figure 6.11: Comparison of the single-view version of the proposed method with other
single-view intrinsic image methods. In each case, the unassisted method is shown
alongside results after initialisation with the shape-based albedo estimate.
Figure 6.12: Lighting estimates obtained by maximising similarity between nearby
pixels with similar albedo, as described in section 6.2.1. The purple hue comes from
the dominant texture colour.
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The image of Leuven town hall in figure 6.13 has comparatively complex shading,
especially in the details in the carved masonry. The refinement stage has correctly
identified the majority of the shading in the image, but the quality of the albedo
estimate is impaired in regions with strong fine-scale shading. This is due to a reduced
average luma in these regions, which is one of the cues used for the intrinsic image
refinement. Higher quality geometry would allow better results to be achieved in these
cases.
Figure 6.14 shows results for novel view synthesis and relighting using the albedo im-
age with fine-scale shading detail in combination with the coarse scene geometry, as
described in section 6.4. Plausible results are achieved, particularly for the examples
of relighting with the forest environment, despite the use of inaccurate, over-smooth
geometry. Relighting of studio-captured scenes is shown in figure 6.15. Compared
with results from chapter 4 (figure 4.22), a much improved level of realism has been
achieved, which is due in part to filtering in the image, rather than the geometry,
domain. Image-domain filtering gives more consistent results, and circumvents the
problems with sampling rate associated with UV mapping, as discussed in chapter 4.
The quality of these relit renders validates the usefulness of the proposed method for
relighting scenes for free-viewpoint video and image-based rendering. An important
advantage of this approach to relightable free-viewpoint video is that the multi-view
intrinsic video can be used with image-based, as well as geometry-based, renderers.
Shape initialises the proposed method with an estimate of lighting, gives correspon-
dences between frames and provides the ambient occlusion estimates. Since geometry
plays such a central roˆle, it is important that the method be robust to initialisation
with inaccurate shape. To test this, the surface geometry was corrupted with noise by
extruding the vertices by a random distance along the surface normals. Results are
shown in figure 6.16.
In real capture, accurate geometry is not always available, due to calibration errors
and reconstruction artefacts. Scene reconstructions can exhibit a variety of artefacts,
such as phantom volumes and over-smoothed geometry. Figure 6.17 gives examples
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Figure 6.13: Example of multi-view intrinsic images for a static scene using approximate
geometry from multi-view stereo [32].
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Figure 6.14: Relighting and novel view synthesis for the outdoors fountain scene. The
scene is rendered from two different viewpoints, under the Uffizi (left) and Forest (right)
lighting conditions.
Figure 6.15: Relighting and novel view synthesis for a studio-captured scene under the
Forest (top) and St Peter’s (bottom) evaluation lighting conditions.
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Figure 6.16: An example showing the robustness of the proposed method to inaccurate
geometry. The albedo and shading estimates remain almost completely uncorrupted,
with the exception of the geometric boundary, even when the geometry is distorted by
strong noise.
of real scenes with inaccurate geometry: the example on the left3 (dance) has recon-
struction errors, and the example on the right (JP) shows how the method performs
with smoothed geometry. The shading estimate is sensitive to differences in colour and
brightness between cameras, since the cross-image constraint equalises albedo between
images, which relegates these differences to the shading image. The images from the
JP sequence have not been pre-processed to remove differences in colour balance in
overlaps areas between cameras, resulting in global differences in brightness between
3This dataset was kindly made available by Christian Theobalt and Chenglei Wu of MPI Infor-
matik [15].
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Figure 6.17: Examples of multi-view intrinsic images using geometry from MVS: Fu-
rakawa and Ponce [32] with Poisson reconstruction (left), and Starck and Hilton [31]
(right). The intrinsic image estimates are robust to over-estimated geometry (left,
without visual hull initialisation) and smoothed geometry (right).
views and shading images. In the case of the dance scene, the lack of initialisation
with a visual hull accounts for the majority of the reconstruction errors. Errors in the
decompositions stem from ambiguity in the albedo refinement stage, in particular the
logos on JP ’s t-shirt and the white lines on his trousers, or from inaccurate geometry
in regions of dark albedo, for example in the actress’ hair in dance.
Figure 6.18 is a comparison of results from bilateral filter-based intrinsic image refine-
ment, with the proposed albedo similarity terms from natural image statistics, and the
Gaussian range terms used in previous chapters. The modified spatial weighting term
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is used for all examples in this figure. The results from both types of range term are
very similar: this indicates that the Gaussian range terms for luma and chroma used in
previous chapters closely approximate natural albedo/chroma and albedo/luma distri-
butions, which provides a justification for the use of Gaussian chroma and luma terms
in a bilateral-filter based intrinsic image refinement method. The figure shows that an
important improvement introduced in this chapter for the refinement step is the use of
ambient occlusion to correct for cast shadows.
One application of the method is material editing. Figure 6.19 shows how the albedo
can be manipulated independently of shading. The same principle can be applied
to textures produced by projecting the images onto the scene reconstruction. Where
exact point correspondences are available between neighbouring images, for example
from exact geometry, multiple images could be edited simultaneously in this way.
Unlike chapter 5, the time taken is not a central consideration. However, the algorithm
should at least be scalable, so that it can be used practically with any reasonable
number of cameras and video lengths. Figure 6.20 shows that the running time is
linear in the number of cameras, the effective resolution (i.e. the number of pixels
output in the albedo and shading images), and the number of frames. These results
are from the same evaluation machine as those of the previous chapter.
6.6 Summary
A framework combining intrinsic video, multi-view intrinsic image and BTF estima-
tion has been presented. The proposed method is automatic and achieves high-quality
intrinsic video decompositions that are consistent spatially, temporally and between in-
put images. An image-domain approach allows the related problems of BTF, intrinsic
video and intrinsic image estimation to be addressed in a single solution. It has been
shown that operating in image space simplifies the problem and produces high-quality
results. Shape allows the images to be related to one another, but also provides impor-
tant cues for shading estimation, in particular ambient occlusion for cast shadow and
inter-reflectance handling, and surface normals for lighting estimation.
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Figure 6.18: A comparison between intrinsic image refinement using the albedo similar-
ity term proposed by Shen et al. [86] (as used in previous chapters), and the statistical
priors learned from natural images. The influence of the ambient occlusion correction
term is also shown in each case. The error against ground-truth albedo is given as a
“heat image”, in which blue is 0 and red an absolute luma difference of 0.5 or greater.
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Figure 6.19: Material manipulation by editing the albedo image independently of shad-
ing.
This chapter has exposed some of the theoretical foundations of the ideas presented
in chapters 4 and 5. This deeper understanding has led to new approaches to both
the lighting estimation and albedo refinement stages. Rooting lighting reconstruction
in the maximisation of albedo flatness, and dispensing entirely with the segmentation
stage used in chapters 4 and 5, has resulted in more consistent global irradiance function
estimation. Inspired by recent work in intrinsic image estimation that draws on natural
image statistics and knowledge of ambient occlusion, an improved bilateral filter for
albedo refinement has been proposed.
Despite these improvements in methodology, the intrinsic images output by the pro-
posed method are still imperfect. Locally-poor decompositions into albedo and shading
are still sometimes made in the test scenes, which indicates that additional priors should
be incorporated. One prior which is particularly worth investigating is global albedo
sparsity; although enforced on a local level by the albedo refinement stage, global en-
forcement has so far remained unattempted. Some of the scenes exhibit faint artefacts
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Figure 6.20: Graph showing the running times of various input scenes, for different
numbers of input images. The test scenes shown are: JP (960×540px, blue), Leuven
(1536×1024px, green) and Samba (800×600px, red). The execution time is linear in
the number of input frames, and the effective resolution.
from occlusion, which has been addressed in free-viewpoint video rendering using a soft
visibility mask [13]; an analogous solution may be possible here, and we leave this to fu-
ture work. The quality of the decompositions remains partly dependent on the quality
of the surface geometry, which should ideally be an aid rather than a requirement.
The key difference with the approach in chapter 4 is that the projection onto the scene
geometry is postponed until after the albedo and shading have been estimated for the
input images. This results in a simpler, more efficient and more flexible method for
BTF estimation. Compared with the large number of restrictions in chapter 4, includ-
ing watertight geometry and full scene coverage, the requirements for the inputs to
the proposed method are relatively relaxed. There remain two important restrictions
however, in that the cameras must be calibrated and a surface reconstruction is needed.
Recent methods have avoided a full reconstruction by using a sparse set of point cor-
respondences to provide constraints between images [16]. A valuable extension to the
work in this chapter would be to remove the need for explicit surface geometry, and to
extend the intrinsic image decomposition to regions for which no shape data is available.
Possible directions for allowing approximate calibration include view-dependent scene
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reconstruction (cf. Guillemaut and Hilton [33]), and the introduction of an additional
global sparsity prior on albedo [73].
Finally, the Lambertian reflectance model has been assumed here, as in the previous
chapters. Although the sheen on the gilt fish in the fountain scene has been correctly
identified as a shading effect, specularities should be explicitly handled as part of the
reflectance model. Handling of more complex parametric BRDFs, for example including
specularities and subsurface scattering, is an interesting area for future work, and is
made easier where multiple camera views are available. As noted in the previous
chapter, a more comprehensive lighting model including close illumination or a lighting
mixture would also improve the quality of the intrinsic surface property estimates.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
The research presented in this thesis has explored the problems of intrinsic image,
intrinsic video and bidirectional texture function (BTF) estimation in the case of Lam-
bertian scenes captured under general, unknown lighting conditions. Common ground
has been found between these apparently disparate problems by considering intrinsic
properties (such as albedo) as functions of surface, rather than pixel, position, and from
this a common solution that addresses all of these problems has been developed.
The approach taken to the shape-assisted intrinsic surface property estimation prob-
lem is to establish coarse, globally-consistent shading by means of a lighting estimate,
followed by localised refinement of albedo and shading. This coarse-to-fine approach
provides some important advantages over previous approaches. The use of coarse shape
to estimate scene lighting produces a global initialisation to the intrinsic image prob-
lem, and since the proposed lighting model has low dimensionality, this is generally a
well-posed problem that can be solved quickly and efficiently using the proposed meth-
ods. Temporal constraints on intrinsic video, which have previously been enforced using
point correspondences between frames, can instead be enforced by temporally process-
ing the global irradiance estimate. The scene reconstruction can also help to account
for large cast shadows and inter-reflection, which are otherwise difficult to handle using
163
164 Chapter 7. Conclusions
a neighbourhood based method. Although chapters 4 to 6 tackle different problems,
variations on this approach form the core of all of the proposed solutions.
Intrinsic image estimation is a prime example of an ill-posed Computer Vision problem,
since there are as many unknowns as pixels. Despite this, a wide range of ingenious
constraints have been proposed for this problem, which allow plausible decompositions
of images into albedo and shading to be found [10, 9, 73, 8, 5]. By contrast, BTF
estimation methods have typically had considerably more prior knowledge available
to them, such as lighting estimates [66, 71], multi-view capture [15], shape and prior
knowledge of constituting materials [99]. Intrinsic texture estimation was introduced in
chapter 4 as a variant of the BTF estimation problem, in which no prior knowledge of
lighting or materials is available, scene geometry is coarse and approximate, and com-
plex, natural albedo and shading distributions are to be handled. From another point
of view, the intrinsic texture problem is a generalisation of intrinsic image estimation
to surfaces. A key contribution is a closed-form solution to global irradiance function
estimation for static scenes, based on the observation that points with similar surface
normal should share similar shading. Sampling the global irradiance by surface normal
initialises the shading and albedo estimates. The geometry is also used to account for
cast shadows and inter-reflectance. Finally, the albedo is refined by applying a bilateral
filter with luma and chroma terms over the mesh surface. Surface normals are fitted to
the shading using the irradiance estimate.
The explicit modelling of cast shadows and inter-reflection using shape, and the use
of a surface-domain filter, together take several minutes for a typical scene in the
method presented in chapter 4. The core ideas developed in that method, in particular
coarse-to-fine shading estimation and filter-based albedo refinement, form the basis
for the interactive-framerate intrinsic video method proposed in chapter 5. Instead
of a global scene reconstruction from multi-view stereo, a depth channel from RGBD
capture provides the surface normals needed for irradiance estimation. Intrinsic image
refinement is done in image space, which is important for performance and avoids
problems related to sample placement in mesh surface filtering. Temporal jitter is
eliminated by filtering the per-frame irradiance reconstructions over time, in contrast to
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the correspondence-based approaches which are near-universal in the intrinsic video and
dynamic BTF literature. Frame-rates up to 5fps are achieved on commodity hardware
for live RGBD feeds.
These two strands of work are brought together into a single framework for intrinsic
image, video and texture estimation in chapter 6. Unlike the intrinsic texture method
introduced in chapter 4, which performs all processing in surface space, this method
does all processing in image space, assisted by shape-derived information including
ambient occlusion and surface normals. Cast shadows and inter-reflection are removed
from the albedo estimate, which addresses the principal shortcoming of the approach in
chapter 5, without resorting to the laborious geometry-based method of chapter 4. The
single-frame scene lighting estimation problem is re-examined, and a robust alternative
method is proposed that fits the global irradiance by minimising the gradient within
regions of similar albedo.
To summarise, the concept of intrinsic textures bridges the gap between intrinsic image
and BTF estimation through considering albedo and shading as properties of a surface,
rather than properties of an image. Globally-consistent single-frame shading estimation
and neighbourhood-based decomposition are intrinsic image concepts, that are adapted
to intrinsic texture decomposition in chapter 4. Although the solution proposed to the
intrinsic texture problem is an oﬄine geometry-domain method, many of the underlying
ideas are adapted to an online, image-domain intrinsic video method in chapter 5. The
similarity between the solutions to these two apparently disparate problems indicates a
deep connection between them. This is explored further in chapter 6 which proposes a
robust, unified solution to intrinsic image, video and texture estimation for single- and
multi-view captures of dynamic Lambertian scenes.
7.2 Future Work
The contributions presented in this thesis have confirmed the important roˆle that shape
can play in simplifying the intrinsic image problem. However, this work has only
scratched the surface, and there are several areas that should be explored further.
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Only one type of solution to the general intrinsic surface property estimation problem
has been proposed and developed. Other approaches with different methodologies and
constraints, perhaps including global albedo sparsity [73, 4] and material exemplars [72],
have not been investigated and deserve further attention. There is still a need for
knowledge of camera calibration in the approach proposed in chapter 6, which future
work could look at relaxing. Finally, the use of collections of images captured under
different lighting conditions to constrain albedo [16] has not been addressed in this
thesis.
In common with the vast majority of contributions to the intrinsic image literature,
Lambertian reflectance has been assumed throughout. In chapter 4, the view-dependent
nature of specular highlights allow them to be filtered out of the input images, as
a pre-processing step for a purely Lambertian intrinsic image pipeline. Lambertian
reflectance approximates a large class of real-world objects, but in reality surfaces
exhibit a very wide array of optical properties that might be included in a parametric
reflectance model. The most obvious of these is specularity, but other examples include
sub-surface scattering, anisotropic reflection and iridescence. Although recent work
in BTF estimation has incorporated specular parameters [15], this largely remains an
open problem.
Albedo refinement using modified bilateral filters is an important concept in this thesis.
There is, however, a rich literature on neighbourhood-based albedo models, such as pla-
nar albedo [9], learned albedo and shading distributions [10] and variations on chroma
and luma based costs [8]. Although these approaches have not been fully explored in
the context of shape-assisted intrinsic image estimation, they merit further attention.
The ideas presented in this thesis open up some interesting new applications. Due to
its difficulty, intrinsic image estimation has traditionally been a strictly oﬄine process.
However, the high-speed intrinsic image and video method presented in chapter 5 makes
real-time intrinsic video estimation a credible research goal. This has important impli-
cations in a variety of application areas. In digital asset capture, an intrinsic texture
could be generated simultaneously with surface reconstruction from SfM, for example.
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Real-time scene relighting and compositing is another exciting possibility, which has
only been demonstrated in interactive time in chapter 5. High-quality intrinsic textures
for complex natural scenes, as introduced in chapter 4, provides another foundation for
future research.
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Appendix A
Tables of Results for Comparison
of Intrinsic Image Methods
This appendix contains full tables of results for the depth-assisted intrinsic image es-
timation methods of Chen and Koltun [6] and Barron and Malik [5], for comparison
against the results of the method described in chapter 5 (table 5.1). Average absolute
albedo error (equation 4.30) is measured against ground-truth for the synthetic dragon
dataset. Results for Zhao et al.s’ RGB-only method [8] are also included as a baseline.
XXXXXXTexture
Light Beach Building Campus Forest Galileo
Brick 0.0883 (0.0697) 0.1015 (0.0947) 0.0956 (0.0826) 0.1008 (0.0983) 0.1386 (0.0817)
Crazy 0.1238 (0.0784) 0.1309 (0.0997) 0.1147 (0.0662) 0.1289 (0.1072) 0.1370 (0.1119)
Foliage 0.0882 (0.0613) 0.1228 (0.1031) 0.1182 (0.0782) 0.1336 (0.1109) 0.1404 (0.0932)
Granite 0.1015 (0.0634) 0.1080 (0.0880) 0.1065 (0.0610) 0.1116 (0.1026) 0.1143 (0.0954)
Marble 0.1313 (0.0781) 0.1379 (0.0875) 0.1263 (0.0763) 0.1559 (0.0968) 0.1573 (0.1051)
Stucco 0.0640 (0.0565) 0.0946 (0.0880) 0.0857 (0.0621) 0.0906 (0.1011) 0.0796 (0.0992)
Wood 0.0888 (0.0669) 0.1143 (0.1012) 0.1092 (0.0812) 0.1209 (0.1115) 0.1584 (0.0865)
XXXXXXTexture
Light Grace Kitchen St Peters Uffizi
Brick 0.2547 (0.1202) 0.0871 (0.0716) 0.1044 (0.0556) 0.1285 (0.1232)
Crazy 0.2629 (0.1418) 0.0936 (0.0557) 0.0909 (0.0721) 0.1372 (0.1358)
Foliage 0.2508 (0.1411) 0.0751 (0.0542) 0.0754 (0.0441) 0.1447 (0.1321)
Granite 0.2586 (0.1365) 0.0925 (0.0508) 0.0889 (0.0577) 0.1310 (0.1199)
Marble 0.2753 (0.1345) 0.1448 (0.0723) 0.1438 (0.0690) 0.1616 (0.1297)
Stucco 0.2455 (0.1394) 0.0769 (0.0529) 0.0677 (0.0488) 0.0996 (0.1165)
Wood 0.2625 (0.1328) 0.0822 (0.0633) 0.0917 (0.0472) 0.1580 (0.1520)
Table A.1: Average absolute albedo error for Zhao et al.’s method [8] over all
lighting/texture combinations for the synthetic dragon test scene. Standard deviation
is given in brackets.
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XXXXXXTexture
Light Beach Building Campus Forest Galileo
Brick 0.1000 (0.0590) 0.1219 (0.0689) 0.1129 (0.0684) 0.1061 (0.0559) 0.1075 (0.0787)
Crazy 0.0878 (0.0691) 0.1088 (0.0843) 0.1150 (0.0766) 0.0846 (0.0697) 0.1351 (0.0897)
Foliage 0.0914 (0.0538) 0.1193 (0.0617) 0.1064 (0.0615) 0.1002 (0.0529) 0.1138 (0.0675)
Granite 0.0918 (0.0552) 0.1077 (0.0651) 0.1121 (0.0681) 0.0833 (0.0532) 0.1226 (0.0717)
Marble 0.0964 (0.0607) 0.1233 (0.0788) 0.1217 (0.0684) 0.1174 (0.0703) 0.1317 (0.0796)
Stucco 0.0877 (0.0654) 0.1130 (0.0771) 0.1114 (0.0745) 0.0805 (0.0682) 0.1314 (0.0819)
Wood 0.0889 (0.0579) 0.1032 (0.0662) 0.1049 (0.0604) 0.0843 (0.0562) 0.1057 (0.0674)
XXXXXXTexture
Light Grace Kitchen St Peters Uffizi
Brick 0.1653 (0.0675) 0.0952 (0.0421) 0.0863 (0.0552) 0.1644 (0.0692)
Crazy 0.1729 (0.0748) 0.0691 (0.0571) 0.0933 (0.0668) 0.1422 (0.0855)
Foliage 0.1475 (0.0681) 0.0906 (0.0415) 0.0982 (0.0500) 0.1526 (0.0688)
Granite 0.1458 (0.0665) 0.0705 (0.0448) 0.0947 (0.0530) 0.1272 (0.0676)
Marble 0.1894 (0.0866) 0.1027 (0.0518) 0.1023 (0.0592) 0.1602 (0.0905)
Stucco 0.1613 (0.0702) 0.0648 (0.0538) 0.0941 (0.0628) 0.1371 (0.0804)
Wood 0.1485 (0.0546) 0.0735 (0.0452) 0.0822 (0.0544) 0.1326 (0.0584)
Table A.2: Average absolute albedo error for Chen and Koltun’s method [6] over all
lighting/texture combinations for the synthetic dragon test scene. Standard deviation
is given in brackets.
XXXXXXTexture
Light Beach Building Campus Forest Galileo
Brick 0.0776 (0.0707) 0.0937 (0.0830) 0.1164 (0.1013) 0.0806 (0.0712) 0.1373 (0.1032)
Crazy 0.0853 (0.0762) 0.1086 (0.0905) 0.1340 (0.1033) 0.1051 (0.0870) 0.1600 (0.1297)
Foliage 0.0821 (0.0658) 0.0968 (0.0750) 0.1175 (0.0910) 0.0815 (0.0661) 0.1238 (0.1068)
Granite 0.0757 (0.0685) 0.0958 (0.0844) 0.1170 (0.1053) 0.0816 (0.0757) 0.1331 (0.1216)
Marble 0.1095 (0.0842) 0.1137 (0.0903) 0.1443 (0.1002) 0.0992 (0.0785) 0.1478 (0.1112)
Stucco 0.0929 (0.0841) 0.1128 (0.0961) 0.1365 (0.1165) 0.0954 (0.0839) 0.1513 (0.1352)
Wood 0.0683 (0.0599) 0.0853 (0.0739) 0.1024 (0.0865) 0.0714 (0.0665) 0.1195 (0.0911)
XXXXXXTexture
Light Grace Kitchen St Peters Uffizi
Brick 0.1883 (0.1210) 0.0852 (0.0597) 0.1105 (0.0783) 0.1418 (0.1015)
Crazy 0.2099 (0.1612) 0.0826 (0.0583) 0.1353 (0.0957) 0.1516 (0.1124)
Foliage 0.1637 (0.1254) 0.0624 (0.0528) 0.0994 (0.0771) 0.1389 (0.0982)
Granite 0.1750 (0.1303) 0.0650 (0.0526) 0.1081 (0.0881) 0.1431 (0.1099)
Marble 0.1989 (0.1478) 0.0887 (0.0641) 0.1205 (0.0828) 0.1528 (0.1094)
Stucco 0.1930 (0.1502) 0.0743 (0.0619) 0.1234 (0.1006) 0.1636 (0.1181)
Wood 0.1654 (0.1007) 0.0599 (0.0470) 0.0958 (0.0695) 0.1294 (0.0921)
Table A.3: Average absolute albedo error for Barron and Malik’s method [5] over all
lighting/texture combinations for the synthetic dragon test scene. Standard deviation
is given in brackets.
Appendix B
Natural Image Statistics for
Albedo Refinement Filters
The methods presented in this thesis use adaptive filters for intrinsic refinement. This
appendix grounds the bilateral filtering approach for intrinsic image refinement in natu-
ral image statistics. The means by which the chroma and luma terms used in chapter 6
are learned is also explained.
The aim of intrinsic image estimation is to find the most likely albedo image ρ′ (or
equivalently, the most likely shading image) for an input image. This means that it
can be considered as a likelihood maximisation problem:
ρ′ = argmax
ρ
P (ρ ; T ) (B.1)
As discussed in this thesis, maximising this globally requires a notion of scene structure,
albedo sparsity or some other high-level constraint on the global shading or albedo
distribution. However, for local refinement we are interested in the simpler problem of
determining the most likely albedo of a pixel x, given the set of pixels comprising its
local neighbourhood N(x) ⊂ X.
ρ′(x) = argmax
ρ
P
(
ρ(x) ; {T (y)}y∈N(x)
)
(B.2)
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Assuming that chroma κ and luma λ are independent, this can be split into two condi-
tional probabilities based on the local neighbourhood, which are represented by Pκ(ρ)
and Pλ(ρ) respectively.
P
(
ρ(x) ; {T (y)}y∈N(x)
)
= P
(
ρ(x) ; {κ(y)}y∈N(x)
)
P
(
ρ(x) ; {λ(y)}y∈N(x)
)
PT (ρ(x)) = Pκ(ρ(x))Pλ(ρ(x))
(B.3)
Pκ and Pλ can be approximated by the differences between the central pixel’s chroma or
luma and those of the neighbouring pixels. The appropriateness of this approximation
is verified by a statistical analysis in section B.1.
Pκ(ρ(x)) =
∏
y∈N(x)
P (ρ(x) ; |κ(x)− κ(y)|)
Pλ(ρ(x)) =
∏
y∈N(x)
P (ρ(x) ; |λ(x)− λ(y)|)
(B.4)
Substituting into equation B.3 and taking logarithms, equation B.5 is obtained.
log[PT (ρ(x))] =
∑
y∈N(x)
log[P (ρ(x) ; |κ(x)− κ(y)|)] +
∑
y∈N(x)
log[P (ρ(x) ; |λ(x)− λ(y)|)]
(B.5)
The neighbourhood refinement method developed in this appendix tries to choose ρ
to maximise this probability. The terms in this function correspond to chroma-based
constraints [87, 126, 8], and retinex-type luma constraints [1, 7, 97].
Summing over the local neighbourhood weighted by these terms is an efficient means of
optimising this function (equation B.6). This can be iterated towards a solution, using
T as the initial ρ0.
ρn+1(x) =
∑
y∈N(x)
(
log[P (ρ(x) ; |κ(x)− κ(y)|)] + log[P (ρ(x) ; |λ(x)− λ(y)|)])ρn(y)∑
y∈N(x)
(
log[P (ρ(x) ; |κ(x)− κ(y)|)] + log[P (ρ(x) ; |λ(x)− λ(y)|)])
(B.6)
This expresses the refinement in terms of repeated application of a bilateral filter (sec-
tion 4.4). To use this formulation, the probability density functions need to be deter-
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Figure B.1: Histograms of luma and chroma difference (vertical axis) against albedo
(horizontal axis) for different distances. Zero for both axes is at the centre of each
histogram, and the axes go from -255 to +255. The colours in the histograms correspond
to colour differences in the training set.
Figure B.2: Logarithmic probability density functions produced from the difference
histograms at δ = 1. A cross-section diagonally through the collapsed histogram (left)
is taken as the albedo probability.
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mined.
B.1 Distributions of Albedo given Chromaticity and Luma
For a very large number of samples, a normalised histogram can closely approximate a
probability density function. This is the approach taken to generating the distributions
required by equation B.5. The histograms presented in this section are produced from
published albedo estimates from Bousseau et al.’s user-assisted method1 [9]. Barron
and Malik [127] use the MIT intrinsic image dataset to train an albedo prior; we do
not use this dataset because it comprises synthetic images, and we are interested in
modelling natural albedo distributions.
Figure B.1 shows the logarithmic plots obtained from nine images from Bousseau’s
example images. The plots show albedo differences at various scales, plotted against
chroma and luma. These histograms all show strong maxima at the centre, meaning
that similarity in chroma or luma is strongly indicative of similarity in albedo, which
bears out the intuition behind neighbourhood-based refinement methods. Another
interesting observation is that chroma is a stronger indicator of albedo continuity than
luma, due to its more concentrated histograms. At larger scales, the histogram becomes
more diffuse since the influence of distant regions is more tenuous. The histograms also
exhibit more anomalies, such as bright flecks, at larger distances, possibly because the
sample size of nine images is too small for this scale.
Simplifications were made in order to use these histograms as probability distribution
functions. Since they are approximately rotationally invariant, they are collapsed down
into a single quadrant, and the colour information is discarded. This results in the
plots shown in figure B.2. Finally, a section through the probability density function is
taken. These functions exhibit sparseness, in that they have a strong central maximum
and “heavy tails”, which is a common feature in natural image statistics [97, 127].
Since normalisation is done in the bilateral filter, improper (unnormalised) probability
densities are used.
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Figure B.3: An example demonstrating the importance of the luma and chroma terms.
The chroma term detects fine-scale shading but fails to preserve the edges of some
objects (e.g. statue/sky boundary). Luma preserves object boundaries but fails to
remove all the shading. Only the combination gives the desired result.
Figure B.4: Decomposition of an image using the chroma and luma terms, and a
combination of both. These are compared with a decomposition of a greyscale version
of the input image.
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The filter introduced by equation B.6 used with these functions was tested on a range
of images. Figure B.3 shows why both luma and chroma terms are needed to produce a
quality fine-scale shading image which respects object and albedo boundaries. Another
important aspect of a luma term is that retinex-type refinement can be performed on
greyscale images, as demonstrated in figure B.4.
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