Enabled by the remarkable dexterity of the human hand, specialized haptic exploration is a hallmark of object perception by touch. Haptic exploration normally takes place in a spatial world that is three-dimensional; nevertheless, stimuli of reduced spatial dimensionality are also used to display spatial information. This paper examines the consequences of full (three-dimensional) versus reduced (two-dimensional) spatial dimensionality for object processing by touch, particularly in comparison with vision. We begin with perceptual recognition of common human-made artefacts, then extend our discussion of spatial dimensionality in touch and vision to include faces, drawing from research on haptic recognition of facial identity and emotional expressions. Faces have often been characterized as constituting a specialized input for human perception. We find that contrary to vision, haptic processing of common objects is impaired by reduced spatial dimensionality, whereas haptic face processing is not. We interpret these results in terms of fundamental differences in object perception across the modalities, particularly the special role of manual exploration in extracting a three-dimensional structure.
HAPTIC OBJECT RECOGNITION AND THE ROLE OF EXPLORATION
Some 25 years ago, we showed that people are highly adept at recognizing real three-dimensional common objects by touch [1] . At the time, most of the research on touch focused on characterizing this modality in terms of its sensitivity and acuity (e.g. spatial and temporal thresholds). In terms of spatial processing, lay-persons and scientists alike considered touch as no more than a highly inferior form of vision. The demonstration that real three-dimensional objects were recognized so effectively highlighted the human haptic system as a complex information processor and showed that cognitive processing associated with touch, including object recognition, deserved considerably more attention.
In this initial study, it was also apparent that the perceiver was actively involved in information acquisition: people not only held the objects in their hands, but they also rubbed, tapped and manipulated them. This led us to systematically investigate how the hand movements that occurred during object identification were related to the diagnostic properties of objects-attributes that were critical to placing the objects in a known category. Ultimately, we identified a set of haptic 'exploratory procedures', that is, stereotyped hand movements that are linked to specific object properties [2] . For example, to learn about an object's surface texture, people execute a procedure called 'lateral motion', where the hand moves tangentially relative to the surface of the object. An exploratory procedure is not just the preferred means of exploration, when a particular object property is sought; in fact, it is the most accurate way to acquire information about that property.
A procedure called contour following, in which the fingers move along the edges or curved surface of an object, proved to be optimal, as well as necessary, for extracting precise shape. However, contour following tends to be quite slow relative to other procedures, and the precision with which edge information can be extracted in this way is limited. Thus, the sense of touch is well suited to acquiring information about material properties of objects, but not about precise geometry [3 -5] .
The ecological reality, however, is that shape is the principal basis for object categorization, particularly at the basic level [6] , where categories are distinguished by their shape and associated function-related motor movements (e.g. chair and table). Any perceptual system that aims to categorize objects must extract shape information. The field of vision has seen much controversy with respect to the nature of the shape representations that mediate object recognition and whether they are perspective-independent [7] or whether perspective-specific views are stored (e.g. [8] ). Regardless, both theories share the assumption that geometric information is critical. The documented difficulty of extracting precise geometry by means of haptic exploration then leads to a conundrum: if shape is essential for object categorization, how can objects be named so quickly and accurately by touch in the absence of vision, as previously demonstrated [1] ? Because structural differences are maximized at the boundaries between object categories (at least at the basic level), precise contour extraction often proves unnecessary. People attempting to recognize objects by touch often begin with an exploratory procedure called enclosure (grasping), which provides structural information that may by itself be sufficient to determine the object's identity [9] .
Up to this point, touch has been characterized as both active and purposive, and when coupled with appropriate manipulation, as highly informative. We use our remarkably dextrous hands to manipulate, thereby permitting us to position our exploring effectors in three-dimensional space so as to contact the surfaces and contours of objects that interest us, wherever they may lie (within reach, of course). However, this only becomes possible when objects afford free and unrestricted exploration in the three-dimensional world. We now turn to the main topic of this paper, the role of spatial dimensionality in object perception. We will draw two contrasts-between the modalities of vision and touch, and between non-face objects and facial stimuli-in assessing whether, and how, the reduction of dimensionality in a stimulus object affects perception. Our foregoing review of haptic exploration clearly predicts that dimensionality matters: to the extent that reduced dimensionality impedes free exploration that would extract shape information, haptic object processing should be compromised. The effects go beyond peripheral stimulus analysis, however: objects rendered as raised lines may afford the extraction of contour, but central processes that convert these two-dimensional contours to three-dimensional shapes appear not to function through the haptic channel.
SPATIAL DIMENSIONALITY AND OBJECT PROCESSING IN VISION VERSUS TOUCH
A distinction that has attained some prominence in haptic research is made between objects that are three-dimensional and can be explored freely, and two-dimensional (flat) objects or their raised depictions, which preclude unconstrained dextrous exploration for purposes of perception. Research on visual object perception tends to present stimuli as two-dimensional displays (e.g. photographs, line drawings, etc.); however, research that uses stereo viewing or real, physical scenes and objects has been relatively specialized. In current studies of haptic object perception, however, this balance is essentially reversed. This difference between the research predilections across sensory modalities is not merely pragmatic; it stems from underlying and fundamental differences between the two perceptual domains.
Visual perception begins by transforming light from the three-dimensional physical world into a twodimensional retinal image. As a result, early and mid-level processes (e.g. grouping and parsing) are devoted in large part to reconstructing that threedimensional world. In marked contrast, haptic object perception originates through exploratory contacts within that same three-dimensional world. Objects at different depth planes are encountered by appropriate joint angles, and muscle/tendon/joint receptors accordingly signal such differences in depth. If, however, a two-dimensional object depiction, which is rendered as raised surfaces or edges, is presented for haptic exploration, the same receptors now register that they reside on a single depth plane.
The efficiency with which visual processes recover three-dimensional representations from the twodimensional retinal projection allows objects depicted in two-dimensional pictures to be named remarkably fast and accurately. A single view can be recognized under an exposure of approximately 100 ms or less (e.g. [10, 11] ). The most important type of cue to an object's identity in a two-dimensional display is edge information; surface characteristics such as colour, brightness and texture are of limited value [12 -15] .
While visual processing of real objects intrinsically originates with two-dimensional images, touch takes place inherently within the three-dimensional world. When we began our study of haptic object recognition, this fundamental modality difference was known, but its importance to haptic perception was overlooked. An important observation in our early work was that raised-line pictures of familiar, common objects (e.g. comb and carrot) that were manually explored were extremely difficult to recognize, even by subjects who had visual experience and when lengthy exploration times (i.e. 1.5 min) were permitted [16] . The low recognition rate was all the more striking, given that real common objects are haptically recognized quickly and essentially without error [1] .
Such poor recognition of raised-line object depictions challenged a naive model that we called visual mediation. It proposed that haptically discernible lines can be transferred to something like a 'mind's eye' and interpreted by the same processes that occur with mid-level vision [17] . However, there is a fundamental disconnect here: even when the lines and their spatial relationships are demonstrably successfully encoded by touch, the object itself is not recognized. In fact, raised-line drawings that are unrecognizable without vision can be drawn by the same subjects, rendering them immediately known [18] ! This phenomenon clearly demonstrates that the problem is not sensory, but rather, more central.
At least one source of central limitation probably resides in the demands for spatio-temporal integration that are intrinsic to the recognition of raised-line drawings by touch. The two-dimensional nature of these depictions dictates sequential exploration. Studies of visual object recognition show that piecemeal viewing of an object over time can dramatically interfere with object naming, even when exploration of the object's contours is under the observer's control. For example, Loomis et al. [19] yoked visual exposure of an object to haptic exploration with the finger. Recognition then averaged only 38 per cent after almost 120 s of exploration, equivalent to the rate achieved with haptic exploration alone. That vision and touch led to comparably low performance, once spatio-temporal demands were equated, implicate those demands as a core difficulty, at a central level, in recognizing two-dimensional objects by touch.
The importance of access to three-dimensional structure in haptic recognition of common objects can be seen by a summary of several manipulations that successively reduced access to spatial information by constraining the exploring hand [20] . Naming accuracy decreased, and response time increased, successively across the following conditions: bare hand (approx. 100% accuracy in 3 s), gloved hand, index finger only, hand splinted to preclude flexion, index finger splinted, index finger with rigid sheath and hand holding a rigid probe with spherical tip. The accuracy and time for the last two conditions were near those typically observed for two-dimensional depictions. Thus, two-dimensional objects can be seen as the lowest extreme on a continuum representing access to three-dimensional structure, where free exploration of real objects with the bare hand represents the optimum.
To summarize, full three-dimensional information affords rapid and accurate access to object identities by touch. If exploration of three-dimensional objects is constrained to impede access to structure, recognition rates decline dramatically. Similarly, reduced dimensionality in the portrayal of haptically perceived objects severely constrains exploration. Moreover, the sequential pick-up of two-dimensional contours necessitates a process of spatio-temporal integration, which is arduous and prone to failure in vision as well as touch. As a result, dimensional reduction has a strong negative impact on haptic object recognition.
SPATIAL DIMENSIONALITY: ORIENTATION DEPENDENCE OF OBJECT REPRESENTATIONS IN VISION AND TOUCH
As we have noted, our purpose here is to examine the consequences of reduced spatial dimensionality for object processing by touch, particularly in comparison with vision. In essence, our goal is to assess what in statistics would be characterized as a dimensionality Â modality interaction: is there an effect of stimulus spatial dimensionality, and does it vary with modality? In this section, we add another variable: the orientation of objects within a spatial 'frame of reference'. Frames of reference establish the coordinates within which objects and their contours are localized. Accordingly, they carry constraints on the spatial transformations that require changes in coordinate descriptions. From a body of studies on mental spatial transformations, beginning with the classic work of Shepard & Cooper (see [21] ), it is well known that coordinate changes impose cognitive demands. Thus, the impact of rotations or perspective shifts on accuracy and/or response time is indicative of the frame of reference in which an object is represented.
As noted above, theories of visual object recognition have provided two opposing views of object representation, perspective-invariant volumetric primitives versus stored views. Effects of perspective shift and rotation have been used to test the theories. A review of the rather complex results is beyond the limits of this paper (e.g. [22] [23] [24] ). However, it is noteworthy that the literature has tended not to contrast two-and three-dimensional object presentations.
Haptic perception presents an interesting context in which to ask about the orientation specificity of object representations, particularly objects of contrasting dimensionality. There is a fundamental difference between two-dimensional object depictions and threedimensional objects pertaining to the stability of frames of reference under haptic exploration. A threedimensional object that falls within the scale of the hand can be grasped, lifted, rotated and moved at will in the world, as typically occurs during manual exploration. When explored, it has a time-varying description in three-dimensional coordinates relative to the body or the world, but the object-centred description is stable.
In contrast, a two-dimensional representation is stable only within the coordinate frame of its depiction. If the viewer cannot achieve a representation within that frame, independent of his/her body, haptic identification should suffer when the depiction is moved about (like a normal object). Scocchia et al. [25] found that raised-line drawings were named less effectively under haptic exploration when the subject's head was turned to direct gaze 908 away from the vertical axis of the depicted orientation, suggesting an orientation-specific representation of the depiction relative to the viewer's head.
Perhaps because of the ease with which hand-held objects can be re-oriented, few studies have asked whether three-dimensional common objects are more readily named by touch when in a canonical orientation than when rotated. In one study, subjects oriented common objects, so they would be optimally informative for learning and memory [26] . The preferred orientation was upright (if there was a base plane), with the longer axis either along the frontal or sagittal plane. Although the result indicates a favoured view for prospective memory judgements, perceptual (specifically, haptic) identification rates for different orientations-of primary interest herewere not tested for common objects (also see evidence for orientation dependence in haptic memory tasks in [27 -29] ).
We note some evidence of orientation independence in three-dimensional object representation in our study, where common objects were queried by name for a yes/no response [9] . In one such task, the object was placed in the subject's palm with an uninformative surface facing downward; in a variant, a stable base surface of the object was placed on the table between the two hands, which then moved to enclose it. The sequence of exploratory activity was remarkably similar across the two situations, offering little evidence that the mode of presentation to the hand, including object orientation, markedly affects the process of basic-level naming of familiar three-dimensional objects.
Further data are needed to assess whether real, common objects are haptically represented in rotation-invariant ways, and whether departures from canonical orientation have greater effect on twodimensional drawings than three-dimensional objects. In §5, we will return to orientation-specific representations, but in the stimulus domain of faces, where it has been more systematically addressed.
SPATIAL DIMENSIONALITY: FACE PROCESSING IN VISION AND TOUCH
Next, we revisit the issues raised above regarding the role of dimensional structure in object recognition, but specifically in relation to face processing. Faces constitute a class of objects that have been of longstanding interest in the study of perceptual identification, both because of their social significance and the evidence that they are processed by distinct visual mechanisms. At a subordinate level, faces can be categorized in terms of personal identity. At a basic level, they are commonly classified in terms of the emotion expressed, as evidenced by the occurrence of common names for universal and distinct emotion categories (sadness, happiness, etc.) and by the clear structural cues that are invariant within emotion categories and that differ among them [30] .
Until quite recently, it was not appreciated that live faces could also be recognized by touch, both at the level of personal identity [31] and emotion [32] . Subsequently, this capability has been extended to the recognition of rigid three-dimensional facemasks and two-dimensional facial depictions extracted from photographs. Figure 1 shows examples from these three stimulus sets used in our research.
A review of similarities and differences between vision and touch with respect to face processing is beyond the scope of this paper (see [33] ). Here, we ask whether reduced spatial dimensionality has an impact on the haptic identification of faces as individuals and as affective expressions, as occurs with other natural objects and human-made artefacts. This question is raised in the context of a variety of findings in visual perception that point to fundamental differences in processing faces versus other common objects. Altering the contrast of pictures of faces [34] or inverting them [35, 36] disrupts the recognition of identity; however, these manipulations have relatively little effect when non-face objects are involved. Double dissociations in face/object recognition have also been demonstrated: object agnosics can be spared deficits in face recognition [37] , while some prosopagnosics are impaired when recognizing faces, but not non-face objects. (However, the idea that face processing involves specialized channels has been challenged, particularly by Gauthier et al. [38, 39] , who have suggested that face processing differs from that of other stimuli in that it involves greater expertise.)
In addition to the considerable neural and behavioural evidence for distinctiveness of face processing, faces are relatively unique physical objects with respect to their dimensionality and category structure. The basic shape of the head approximates a sphere, from which distinguishing features of identity and emotion protrude (cf. Marr's [40] idea of the 2-1/2D sketch, representing the depth and local orientation of points on a visible surface). The three-dimensional variation relative to the frontal plane of the head is limited, whereas threedimensional variation in non-face objects is essentially unconstrained. Moreover, the categorical structure of faces differs from that of non-face objects. An important part of facial processing, identity recognition, involves subordinate-level categorization, where fine structural discriminations are made. If one considers emotional face categories to be basic level, the structural cues that distinguish them still tend to be less salient than those that differentiate basic-level non-face categories, like table and chair.
Given the uniqueness of facial structure, along with documented processing differences, it is not obvious whether faces will parallel the effects we reviewed above for non-face objects; that is, reduced spatial dimensionality impairs haptic perceptual recognition, but not visual. As was reviewed in §2, recognition of common non-face objects declines as access to three-dimensional structure is reduced by constraining exploration. The limited structural variation intrinsic to facial features may similarly constrain access to information content in the third dimension. We know that common non-face objects with minimal three-dimensional structure are not as affected as others by being reduced to twodimensional depictions [16] . If reducing spatial dimensionality does not severely affect the information content in faces, its impact on face processing should not be as great as on identifying other common objects.
We begin our review of dimensionality effects in face identification with vision, where the effectiveness of two-dimensional displays found with non-face objects is clearly replicated. With visual exposure to two-dimensional facial displays, most people have remarkable capacities to recognize individuals and to process basic emotions.
To assess whether two-dimensional depictions enable face processing through touch as effectively as threedimensional, we turn to a series of studies in which facial identity or emotion is identified, conducted by us and collaborators. As the studies vary with respect to the number of response alternatives and, hence, the level of chance performance, we show the increment in accuracy relative to chance in figure 2. Although performance was significantly above chance in all cases, accuracy does not compare with the essentially error-free naming of non-face objects (where the number of response alternatives makes chance essentially zero).
With respect to facial identity, after only brief training people are able to haptically identify individuals portrayed in three-dimensional live faces [31] and threedimensional rigid facemasks [41] at levels well above chance (match-to-sample task with three alternatives). McGregor et al. [42] measured the ability to identify two-dimensional raised-line drawings of the eyes, nose and mouth outlines transferred from facial photographs. After initial exposure to six unique face/name pairings, recognition in a naming test trial (six-alternative choice) achieved only 33 per cent accuracy; accuracy improved to 52 per cent after five blocks of training with feedback. When adjusted for chance, this improvement appears fairly similar to levels achieved with the threedimensional live face and facemask stimuli (direct statistical comparisons are not possible, given the different tasks). If so, the effects of reducing spatial dimensionality on haptic recognition of facial identity would appear to differ from that observed with other non-face common objects, which are recognized far better than twodimensional raised-line depictions, even when material cues are precluded (93% versus 30% for three-and two-dimensional objects, respectively [46] ). With respect to the haptic recognition of primary facial emotions, there is also little evidence of a decrement in performance for two-dimensional depictions relative to three-dimensional stimuli (live faces [32, 43] ; threedimensional facemasks [44] ; two-dimensional facemasks [45] ). These studies asked subjects to classify facial emotions into the six categories thought to be universal [30] : anger, disgust, fear, happiness, sadness and surprise (in the two-dimensional study, neutral was also included as an alternative). Contrary to the hypothesis that dimensionality reduction might be detrimental, as occurs with common objects, performance was slightly more accurate with the two-dimensional faces than with either live face study, although one must be cautious about comparisons given the use of different tasks and actors. (Actor differences, in particular, are likely to be the basis for the different levels of performance in the two studies with live actors, conditions 4 and 5 in figure 2.)
Before concluding that spatial dimensionality has no effect on haptic face processing, however, we consider two other studies by our collaborators, one using live face displays [47] and the other using two-dimensional raised-line depictions [48] . Both compared performance when exploration was restricted either to the upper face (eyes/brows/forehead/nose) versus the lower (nose/mouth/jaw/chin). For identifying faces visually, the eye region appears to be most informative (e.g. [49, 50] ). For processing emotion, however, the mouth region appears to be more important [51, 52] . Consistent with the latter findings, in both studies where touch was restricted, exploration of the lower region of the face produced significantly more accurate emotion identification.
These studies offer us the opportunity to examine whether any advantage accruing from three-dimensionality varies with the intrinsic information content of the stimulus. Figure 3 shows the average proportion correct (adjusted for different guessing rates owing to the inclusion of neutral faces in the two-dimensional part-face study) for two-and three-dimensional top-only and bottom-only faces portraying the six canonical emotions. The decrement in accuracy for two-dimensional faces relative to three-dimensional was substantially greater for the more informative lower face region, and a t-test (using a pooled error term from the two studies) indicates that the effect of dimensionality for the lower face was significant (t 38 ¼ 2.35, p , 0.05, two-tailed).
These findings moderate the conclusions from the whole-face data, which showed little effect of spatial dimensionality. The part-face data suggest that the reduction of information inherent in rendering faces in two dimensions does impair classification of facial emotion when the most critical information is isolated. Nonetheless, the effects are small relative to those found with haptic perception of common objects other than faces, as described previously. On the whole, although our cross-experimental comparisons are somewhat speculative at this point, they suggest a different pattern for face and non-face objects with respect to the effects of spatial dimensionality. Faces offer no counterpart to the striking difference in efficacy of haptic identification between two-dimensional versus three-dimensional non-face objects. On this basis, should we conclude that this is another example of a distinct pattern of processing that faces exhibit relative to other object classes? The empirical difference is present: reduced dimensionality impairs haptic perception less in faces than other objects. However, the caveats raised above must be considered: faces, in comparison with most other common objects, may be less informative as threedimensional stimuli, so that relatively little information is lost by reduction to two-dimensional.
We will return to the interpretation of dimensionality effects in faces versus non-face objects in the final discussion. First, we consider another variable that might differentiate faces from other non-face objects in two and three dimensions: the effects of orientation variation.
SPATIAL DIMENSIONALITY: ORIENTATION DEPENDENCE OF FACIAL REPRESENTATIONS IN TOUCH AND VISION
Although we have noted that persuasive research on the orientation specificity of haptically accessed representations of common objects other than faces is currently lacking ( §3), extant data allow us to address this question specifically with respect to faces. The issue is of particular interest with face stimuli, given the substantial body of research on inversion effects. Since Yin's [35] classic demonstration that inversion (more specifically, rotation 1808 in the picture plane) impairs face recognition, the visual presentation of inverted faces has been a common manipulation to test whether they are processed 'configurally' or feature by feature. Visual faces rendered in two dimensions are known to be disrupted by inversion more than two-dimensional portrayals of common objects (e.g. [36] ). To our knowledge, comparable visual data on three-dimensional faces are lacking; however, we would expect typical inversion effects.
Data from our own work have assessed whether canonical orientation affects haptic face recognition, as it does vision; moreover, these studies allow us to compare the effects of inversion on two-and three-dimensional stimuli, in tasks where an individual person is to be identified by name, or where an emotional category is identified. The stimuli were two-dimensional raisedline drawings of critical features (abstracted from photographs), three-dimensional facemasks, or live faces. In the case of the emotion-recognition tasks, the stimuli were either live actors making emotional expressions or facemasks that were made from laserscanned expressions of the same actors. The orientation is defined as upright if the facial stimulus is aligned with the face of the observer, whether the stimulus is presented in the frontal plane or ground plane. Figure 4 shows the relative effect of inversion, measured as the decrement in accuracy for inverted faces relative to upright, in proportion to upright (i.e. (uprightinverted)/upright). The inversion effects shown are statistically significant for all conditions, with the exception of the classification of emotional expressions on facemasks, where the null effect shows that the features used to identity facial emotions were as available in inverted as in upright depictions. There is clearly no tendency for the inversion effect to be greater for two-than three-dimensional faces. An intriguing finding emerging from these studies is that the inversion effect tends to be invariant over manipulations that strongly influence baseline accuracy. In the study in which subjects learned to name two-dimensional raised-line facial drawings over five blocks with feedback, the decrement in performance attributable to inversion remained essentially constant. Moreover, across three different types of stimulus display (two-dimensional drawings, threedimensional facemasks and live faces), while inverted faces were generally processed for emotional cues less well than upright faces, inversion did not moderate the relative accuracy with which different emotions are recognized. This suggests that if inversion affects basic processes that extract facial structure and relate it to stored categories, it does so at a level that is insensitive to both information content in the stimulus (e.g. intrinsic emotion distinctiveness) and robustness of categorical information (e.g. level of learning).
In §4, we found no systematic performance decrement in the haptic processing of either facial identity or emotion when spatial dimensionality was reduced from three to two dimensions. This section highlighted the finding that whether faces were two-or threedimensional, the canonical orientation led to better haptic recognition of both identity and emotion. Moreover, there is no systematic variation in the magnitude of the inversion effect across studies using two-and three-dimensional stimulus displays. The inversion studies thus offer additional evidence that dimensional reduction has little effect on haptic face processing. Effects of spatial dimensionality on haptically presented faces tend to resemble those obtained with visually presented objects.
SUMMARY AND CONCLUSIONS
This paper evaluates the effects of reducing the spatial dimensionality of stimuli portraying objects on perceptual processing by both haptic and visual modalities. We have characterized our question as concerning an interaction between dimensionality and modality. The issue of how dimensional reduction affects perception is particularly relevant to touch because of the purposive nature of haptic exploration, which is afforded by dextrous manipulation in real threedimensional space. Thus, objects rendered in full three-dimensional space are particularly appropriate for haptic perception.
The data we described for objects other than faces confirm the interaction of interest: haptic identification performance is notably superior for three-dimensional, as opposed to two-dimensional raised-line depictions; in contrast, two-dimensional object depictions are recognized very well visually, even with very brief presentations. We have argued that two-dimensional depictions present a disadvantage to haptic observers for two reasons: they preclude exploratory procedures that extract volume directly, and the contour extraction that they do afford is temporally extended, necessitating spatio-temporal integration and imposing a heavy memory load. When people try to identify real objects, but under exploratory constraints that limit access to three-dimensional structure, performance can decline to the level observed with two-dimensional objects.
We next turned to faces as a potentially special case, given differences in visual processing of faces and other non-face objects. Is the interaction between dimensionality and modality maintained? In contrast to the effect of reducing spatial dimensionality on the haptic perception of other common objects, our data indicate surprisingly little effect on haptic face processing of either identity (subordinate level) or emotion (basic level). Only when exploration is restricted to a highly informative region (i.e. the mouth area for emotion recognition), is there some evidence of a decrement in perceiving two-dimensional faces.
Orientation effects extend the picture. Although rarely considered with respect to the haptic perception of non-face common objects, they are a matter of considerable interest within the context of haptic face recognition. Decrements in visual face processing under inversion are well documented, and similar effects have been shown for haptic recognition of facial identity and emotion by touch. Despite the speculation that two-dimensional depictions might be more bound to fixed frames of reference ( §2), we found little evidence of a greater inversion effect for haptically perceived two-dimensional (cf. three-dimensional) faces.
We now return to the issue of whether differential effects of dimensional reduction for non-face objects versus faces constitute evidence that faces are somehow a specialized channel. On this point, we are cautious. We note that people are not experts at haptic (cf. visual) face processing; in fact, few people routinely explore faces haptically, and it would be useful to obtain systematic data on face exploration as has been done for other domains [2] . Thus, the differences between faces and other objects may reflect familiarity. Moreover, as has been emphasized, dimensional reduction might not have as great an effect on geometric information in faces as in most other objects, and in touch as in vision, the categorical distinctions across both facial emotions and identities are subtle. Hence, our findings with regard to dimensionality are provocative, but by no means unequivocal in their implications.
The finding that haptic categorization of faces appears to be spared, in large part, from the negative consequences of reducing spatial dimensionality is of interest from an application perspective. Reduced dimensionality displays (two-dimensional) may serve as a powerful way to portray faces, both their personal identity and their emotional content, to low-vision populations. This is supported by evidence that facial recognition of emotions portrayed in two dimensions can be rapidly trained [54] .
