Technische Universität Braunschweig - Skripten der Mathematischen Institute by Marten, Wolfgang
TECHNISCHE UNIVERSITA¨T BRAUNSCHWEIG
Skripten der Mathematischen Institute
Wolfgang Marten
Analysis
fu¨r Studierende der
Informatik und Wirtschaftsinformatik
Sommersemester 2015
Neunte, u¨berarbeitete und erweiterte Auflage
Institut Computational Mathematics
AG Partielle Differentialgleichungen
1
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
Dr. Wolfgang Marten
Technische Universita¨t Braunschweig
Institut Computational Mathematics
AG Partielle Differentialgleichungen
Am Fallersleber Tore 1
D-38100 Braunschweig
Tel.: 0531 391 7404
E-Mail: w.marten@tu-bs.de
Haftungsausschluss: Die Informationen dieses Skiptes sind sorgfa¨ltig zusam-
mengestellt und ausgearbeitet worden. Irgendeine Haftung fu¨r die Richtigkeit
und Vollsta¨ndigkeit wird nicht u¨bernommen. Das Skript ist fu¨r den begleiten-
den Gebrauch zum Modul Analysis fu¨r Informatiker an der TU Braunschweig
geschrieben worden.
c© Wolfgang Marten 2015. Alle Rechte vorbehalten.
2
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
Analysis
fu¨r Studierende der
Informatik und Wirtschaftsinformatik
Wolfgang Marten
Technische Universita¨t Braunschweig
Mai 2015
Neunte, u¨berarbeitete und erweiterte Auflage
Inhaltsverzeichnis
1 Reelle Zahlen 5
2 Reelle Zahlenfolgen 33
3 Logarithmus und Exponentialfunktion 50
4 Reelle Reihen 63
5 Cosinus und Sinus 76
6 Stetige Funktionen 81
7 Stetigkeit von Potenzreihen 87
8 Kompakte Mengen und stetige Funktionen 91
9 Stetigkeit der Umkehrfunktion 97
10 Differenzierbare Funktionen 99
11 Mittelwertsa¨tze der Differentialrechnung 108
12 Differenzierbarkeit der Umkehrfunktion 118
13 Differenzierbarkeit von Potenzreihen 120
14 Lokale und globale Extrema 128
15 Extremwertrechnung in mehreren Variablen 132
16 Das Newton-Verfahren 142
17 Das Riemann-Integral 146
3
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
18 Erga¨nzung: Das Integrabilita¨tskriterium von Lebesgue 169
19 Geometrische Anwendungen des Integrals 170
20 Das Doppelintegral 178
21 Integralsatz von Gauß-Green in der Ebene 187
22 Erga¨nzung: Abza¨hlbare und u¨berabza¨hlbare Mengen 195
23 Erga¨nzung: Horner-Schema 205
24 U¨bungsbla¨tter vom SoSe 14 211
25 Klausuren vom SoSe 14 und WiSe 14/15 239
Literatur 271
Druck und Bindung der ersten sieben Auflagen von 2007 bis 2013 sind aus dem
Institutsetat und den Studiengebu¨hren finanziert worden.
Achten Sie bitte auf Druckfehler.
4
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
Die Zahlen sind freie Scho¨pfungen
des menschlichen Geistes.
Richard Dedekind, 1887.
Vorwort zur ersten Auflage [21].
1 Reelle Zahlen
In diesem Abschnitt ero¨rtern wir die reellen Zahlen. Die reellen Zahlen dienen
zur Konstruktion von Skalen und dienen zur Beschreibung von Vera¨nderungen.
Aus Zeitgru¨nden konstruieren wir die reellen Zahlen nicht aus den natu¨rlichen
Zahlen. Stattdessen denken wir uns die Konstruktion bereits ausgefu¨hrt und
beschreiben die grundlegenden Eigenschaften der reellen Zahlen durch Axiome.
Insbesondere beschreiben wir, wie die natu¨rlichen, die ganzen und die rationalen
Zahlen in der Menge R der reellen Zahlen enthalten sind.
Die Axiome zur Kennzeichnung der reellen Zahlen gliedern sich in die Ko¨rper-
axiome 1.1, die Axiome der Anordnung 1.2 und das Supremumsaxiom 1.34.
Jede reelle Zahl besitzt eine einzige normale Dezimalentwicklung. Jede nor-
male Dezimalentwicklung stellt genau eine reelle Zahl dar. Siehe das Beispiel
4.10 und den Beweis des Satzes 22.10.
Ko¨rperaxiome 1.1. Die reellen Zahlen bilden einen Ko¨rper (R,+, ·). Nach
den Ausfu¨hrungen in der Linearen Algebra bedeutet dies, dass es eine Addition
+ : R × R → R, (x, y) 7→ x + y und eine Multiplikation · : R × R → R,
(x, y) 7→ xy = x · y mit folgenden Eigenschaften gibt:
(1) (∀x, y ∈ R) : x+ y = y + x , xy = yx .
(2) (∀x, y, z ∈ R) : x+ (y + z) = (x+ y) + z , x(yz) = (xy)z .
(3) (∀x, y, z ∈ R) : x(y + z) = xy + xz .
(4) Es gibt eindeutig bestimmte Elemente 0 ∈ R und 1 ∈ R derart, dass (4.1)
bis (4.5) gelten.
(4.1) 0 6= 1 .
(4.2) (∀x ∈ R) : x+ 0 = x .
(4.3) (∀x ∈ R)(∃!y ∈ R) : x+ y = 0 .
(4.4) (∀x ∈ R) : 1 · x = x .
(4.5) (∀x ∈ R \ {0})(∃!y ∈ R) : xy = 1 .
In (3) ist die rechte Seite der Gleichung so zu verstehen, dass zuerst die beiden
Multiplikationen ausgefu¨hrt werden und anschließend die Addition ausgefu¨hrt
wird.
Sei x ∈ R. Das eindeutig bestimmte Element y ∈ R mit x + y = 0 heißt
die negative Zahl zu x und wird mit −x bezeichnet. Fu¨r eine Teilmenge S ⊆ R
setzen wir
−S = {y ∈ R | (∃x ∈ S) : y = −x} .
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Eine reelle Zahl y liegt genau dann in −S, wenn die reelle Zahl −y in S liegt.
Die Differenz a− b zweier reeller Zahlen a und b wird durch
a− b = a+ (−b)
definiert. Aus den Ko¨rperaxiomen 1.1 folgt insbesondere, dass
0 · x = 0
fu¨r alle x ∈ R gilt. Zuna¨chst gilt
0 · x = (0 + 0) · x = 0 · x+ 0 · x .
Dann folgt
0 = 0 · x+ (−(0 · x)) = (0 · x+ 0 · x)+ (−(0 · x))
= 0 · x+ (0 · x+ (−(0 · x)))
= 0 · x+ 0 = 0 · x .
Die Menge der von Null verschiedenen reellen Zahlen bezeichnen wir mit
R× = R \ {0} = {x ∈ R | x 6= 0} .
Sei x ∈ R×. Das eindeutig bestimmte Element y ∈ R mit xy = 1 und heißt die
reziproke Zahl zu x und wird wahlweise mit den Symbolen
x−1 ,
1
x
, 1/x
bezeichnet. Den Quotienten z : x zweier reeller Zahlen z und x 6= 0 definieren
wir durch
z : x = zx−1 = z · 1
x
=
z
x
= z · (1/x) = z/x .
Bisher haben wir die negative Zahl −x zu einer gegebenen reellen Zahl x
definiert. Nun definieren wir die Menge der negativen reellen Zahlen. Dazu le-
gen wir die Menge R+ der positiven reellen Zahlen axiomatisch fest. Aus den
Axiomen 1.1 und 1.2 folgt, dass 1 ∈ R+ gilt. Siehe Satz 1.6.
Axiome der Anordnung 1.2. Es gibt eine Teilmenge R+ ⊆ R mit den fol-
genden Eigenschaften (1) bis (4).
(1) 0 /∈ R+ ∪ (−R+) .
(2) R+ ∩ (−R+) = ∅ .
(3) R+ ∪ {0} ∪ (−R+) = R .
(4) (∀x, y ∈ R+) : x+ y , xy ∈ R+ .
Die Menge R+ heißt Menge der positiven (reellen) Zahlen. Entsprechend heißt
R− = −R+
die Menge der negativen (reellen) Zahlen. Die Elemente aus R+ ∪ {0} heißen
nicht-negative Zahlen. Die Elemente aus R−∪{0} heißen nicht-positive Zahlen.
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Mit Hilfe der Menge R+ lassen sich die Relationen x < y, x ≤ y, y > x,
y ≥ x definieren.
Definition 1.3. Seien x, y ∈ R gegeben. Wir definieren:
(1) x < y ⇔ x kleiner y ⇔ y − x ∈ R+ .
(2) x ≤ y ⇔ x kleiner oder gleich y ⇔ y − x ∈ R+ ∪ {0} .
(3) y > x ⇔ y gro¨ßer x ⇔ y − x ∈ R+ .
(4) y ≥ x ⇔ y gro¨ßer oder gleich x ⇔ y − x ∈ R+ ∪ {0} .
(5) x positiv ⇔ 0 < x ⇔ x > 0 ⇔ x ∈ R+ .
(6) x nicht-negativ ⇔ 0 ≤ x ⇔ x ≥ 0 .
(7) x negativ ⇔ 0 > x ⇔ x < 0 ⇔ x ∈ (−R+) ⇔ (−x) ∈ R+ .
(8) x nicht positiv ⇔ 0 ≥ x ⇔ x ≤ 0 .
(9) R≥0 = {z ∈ R | z ≥ 0} .
(10) R≤0 = {z ∈ R | z ≤ 0} .
Satz 1.4 (Trichotomie). Seien x, y ∈ R beliebig gegeben. Dann gilt genau eine
der drei Relationen x < y oder x = y oder x > y.
Beweis. Der Satz 1.4 ist lediglich eine Umformulierung der ersten drei Axiome
der Anordung (1), (2), (3). Siehe 1.2 und 1.3.
Satz 1.5 (Transivita¨t). Fu¨r alle x, y, z ∈ R mit x < y und y < z gilt x < z.
Beweis. Seien x, y, z ∈ R mit x < y und y < z gegeben. Dann gibt es 1 ∈ R+
und 2 ∈ R+ mit
x+ 1 = y , y + 2 = z .
Nach Axiom (4) der Anordnung gilt 1 + 2 ∈ R+. Das Assoziativgesetz der
Addition liefert
x+ (1 + 2) = (x+ 1) + 2 = y + 2 = z .
Siehe (2) in 1.1. Also gilt x < z. Siehe 1.3.
Wegen der Transitivita¨t schreiben wir x < y < z genau dann, wenn die
beiden Bedingungen x < y und y < z erfu¨llt sind. Sinngema¨ß sind x ≤ y < z
und x < y ≤ z und x ≤ y ≤ z zu verstehen.
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Satz 1.6. Es gelten die folgenden Aussagen.
(1) (∀x, y, z ∈ R) : x < y ⇒ x+ z < y + z .
(2) (∀x, y ∈ R)(∀z ∈ R+) : x < y ⇒ xz < yz .
(3) (∀x ∈ R) : 0 = 0 · x .
(4) 0 < 1 .
(5) (∀x ∈ R) : (−1) · x = −x .
(6) (∀x ∈ R) : x = −(−x) .
(7) (−1) · (−1) = 1 .
(8) −1 < 0 .
(9) (∀x, y ∈ R−) : x+ y ∈ R− .
(10) (∀x ∈ R−) : (−1) · x = −x ∈ R+ .
(11) (∀x ∈ R+) : (−1) · x = −x ∈ R− .
(12) (∀x, y ∈ R−) : xy ∈ R+ .
(13) (∀x, y ∈ R) : x < y ⇔ −x > −y .
(14) (∀x, y ∈ R)(∀z ∈ R−) : x < y ⇒ xz > yz .
(15) (∀x ∈ R+)(∀y ∈ R−) : xy ∈ R− .
(16) Fu¨r alle x, y ∈ R mit xy > 0 gilt genau eine der beiden Alternativen (i)
oder (ii).
(i) {x, y} ⊆ R+ .
(ii) {x, y} ⊆ R− .
(17) (∀x ∈ R×) : x2 = xx > 0 .
Nach Satz 1.6 sind Quadrate von Null verschiedener reeller Zahlen positiv.
Erst mit dem Supremumsaxiom kann gezeigt werden, dass alle positiven reellen
Zahlen eine positive Quadratwurzel besitzen.
Als erste Anwendung der Axiome der Anordnung definieren wir die Betrags-
funktion | . | : R→ R und die Signumfunktion sgn: R→ R. Die Betragsfunktion
ist fu¨r die Definition des Grenzwertbegriffes und der Stetigkeit von großer Be-
deutung.
Satz und Definition 1.7. Die Funktion | . | : R→ R mit
|x| =

−x, x < 0 ,
0, x = 0 ,
x, x > 0
heißt die Betragsfunktion. Der Betrag |x| einer reellen Zahl x ist stets gro¨ßer
oder gleich Null. Es gelten:
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(1) (∀x ∈ R) : | − x| = |x| ≥ 0 .
(2) (∀x ∈ R) : |x| = 0 ⇔ x = 0 .
(3) (∀x, y ∈ R) : |xy| = |x| |y| .
(4) (∀x, y ∈ R) : |x+ y| ≤ |x|+ |y| .
(5) (∀x, y ∈ R) : ||x| − |y|| ≤ |x− y| .
(6) (∀a ∈ R≥0)(∀x ∈ R) : |x| ≤ a ⇔ −a ≤ x ≤ a .
Satz und Definition 1.8. Die Funktion sgn: R→ R mit
sgn(x) =

−1 , x < 0 ,
0 , x = 0 ,
1 , x > 0
heißt Signum-Funktion. Es gelten:
(1) (∀x ∈ R) : x = sgn(x) |x| .
(2) (∀x ∈ R) : |x| = sgn(x)x .
Spa¨ter werden wir Funktionen auf Monotonie untersuchen. Wir untersuchen
mit anderen Worten, ob eine gegebene Funktion auf gewissen Teilmengen ihres
Definitionsbereiches die Ordungsrelationen < und ≤ erha¨lt oder umkehrt. Die
Betragsfunktion ist auf dem Intervall [0,∞) streng monoton wachsend. Fu¨r
weitere Beispiele siehe 1.11 und 1.12. Der Begriff einer Teilfolge macht vom
Monotoniebegriff Gebrauch. Siehe Definition 2.2 und den Beweis des Satzes 2.6.
Definition 1.9 (Monotonie). Seien D, A, B ⊆ R Teilmengen mit A ⊆ D und
ϕ : D → B eine Funktion. Wir definieren:
(1) ϕ ist monoton wachsend auf A, wenn
(∀x, y ∈ A) : x ≤ y ⇒ ϕ(x) ≤ ϕ(y)
gilt. Wir sagen dann auch, dass ϕ auf A monoton wa¨chst.
(2) ϕ ist streng monoton wachsend auf A, wenn
(∀x, y ∈ A) : x < y ⇒ ϕ(x) < ϕ(y)
gilt. Wir sagen dann auch, dass ϕ auf A streng monoton wa¨chst.
(3) ϕ ist monoton fallend auf A, wenn
(∀x, y ∈ A) : x ≤ y ⇒ ϕ(x) ≥ ϕ(y)
gilt. Wir sagen dann auch, dass ϕ auf A monoton fa¨llt.
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(4) ϕ ist streng monoton fallend auf A, wenn
(∀x, y ∈ A) : x < y ⇒ ϕ(x) > ϕ(y)
gilt. Wir sagen dann auch, dass ϕ auf A streng monoton fa¨llt.
Als Monotoniebereiche sind Intervalle von besonderem Interesse. Spa¨ter wer-
den wir die beru¨hmten -Umgebungen kennenlernen.
Der Logarithmus und die Exponentialfunktion sind auf R+ respektive R
streng monoton wachsend. Erste einfache Beispiele fu¨r Monotoniebereiche wer-
den in 1.11, 1.12 und 1.41 behandelt.
Definition 1.10 (Intervalle). Seien a, b ∈ R mit a ≤ b beliebig gegeben. Wir
setzen:
(1) (a, b) = {x ∈ R | a < x < b} .
(2) [a, b) = {x ∈ R | a ≤ x < b} .
(3) (a, b] = {x ∈ R | a < x ≤ b} .
(4) [a, b] = {x ∈ R | a ≤ x ≤ b} .
(5) R>a = (a,∞) = {x ∈ R | x > a} .
(6) R≥a = [a,∞) = {x ∈ R | x ≥ a} .
(7) R<a = (−∞, a) = {x ∈ R | x < a} .
(8) R≤a = (−∞, a] = {x ∈ R | x ≤ a} .
Die Mengen (1) bis (4) heißen Intervalle von a bis b. Die Menge (a, b) heißt
das offene Intervall von a bis b. Die Menge [a, b] ist das abgeschlossene Intervall
von a bis b. Die Intervalle [a, b) und (a, b] sind halboffen. Das Intervall [a, b)
ist links abgeschlossen und rechts offen. Das Intervall (a, b] ist links offen und
rechts abgeschlossen.
Beispiele 1.11 (Monotonieverhalten der Betragsfunktion).
(1) | . | : R→ R≥0 ist auf (−∞, 0] streng monoton fallend.
(2) | . | : R→ R≥0 ist auf [0,∞) streng monoton wachsend.
Fu¨r weitere Beispiele siehe 1.12 und 1.41. 
Beispiele 1.12.
(1) p1 : R→ R mit p1(x) = x ist auf R streng monoton wachsend.
(2) p2 : R → R mit p2(x) = x2 ist auf (−∞, 0] streng monoton fallend und
auf [0,∞) streng monoton wachsend.
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(3) p3 : R→ R mit p3(x) = x3 ist auf R streng monoton wachsend.
Vergleiche Beispiel 1.21. 
Der folgende einfache Sachverhalt ist bei Untersuchungen von Quotienten
vor allem im Zusammenhang mit Stetigkeit und Differenzierbarkeit wichtig.
Satz 1.13. Sei b ∈ R×. Dann besteht das abgeschlossene Intervall[
b− 12 |b|, b+ 12 |b|
]
entweder nur aus negativen oder nur aus positiven reellen Zahlen. Es gilt also
genau eine der beiden folgenden Alternativen (1) oder (2).
(1) Fu¨r b < 0 gilt
b ∈ [ b− 12 |b|, b+ 12 |b| ] = [ 32b, 12b ] ⊆ R− .
(2) Fu¨r b > 0 gilt
b ∈ [ b− 12 |b|, b+ 12 |b| ] = [ 12b, 32b ] ⊆ R+ .
Siehe die Sa¨tze 6.15 und 10.14.
Wir beschreiben nun, wie sich die natu¨rlichen Zahlen und damit die ganzen
Zahlen sowie die rationalen Zahlen in dem geordneten Ko¨rper R wiederfinden
lassen.
Definition 1.14. Eine Teilmenge S ⊆ R heißt induktiv, wenn die beiden Be-
dingungen (1) und (2) erfu¨llt sind.
(1) 1 ∈ S .
(2) (∀k ∈ S) : k + 1 ∈ S .
Die Menge R+ der positiven reellen Zahlen ist induktiv. Der Durchschnitt
einer nicht-leeren Familie induktiver Mengen ist induktiv. Folglich ist der Durch-
schnitt aller induktiven Teilmengen von R eine induktive Menge. Induktive Men-
gen sind nicht leer. Wie wir sehen werden, enthalten die induktiven Teilmengen
von R alle natu¨rlichen Zahlen.
Satz und Definition 1.15.
(1) Der Durchschnitt aller induktiven Teilmengen von R heißt Menge N der
natu¨rlichen Zahlen. Die Elemente von N heißen natu¨rliche Zahlen.
(2) Die Menge N ist die kleinste induktive Teilmenge von R.
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(3) Wie u¨blich setzen wir
2 = 1 + 1 , 3 = 2 + 1 , 4 = 3 + 1 , . . . .
(4) Wegen Satz 1.6 gilt
0 < 1 < 2 < 3 < 4 < . . . .
Entsprechend schreiben wir
N = {1, 2, 3, 4, . . .} , N0 = N ∪ {0} = {0, 1, 2, 3, 4, . . .} .
(5) Wir setzen
Z+ = N ,
Z− = −(Z+) = −N = {α ∈ R− | (∃n ∈ N) : α = −n} ,
Z = Z+ ∪ {0} ∪ Z− .
(6) Die Menge Z heißt Menge der ganzen Zahlen. Entsprechend ist Z− die
Menge der negativen ganzen Zahlen und Z+ die Menge der positiviven
ganzen Zahlen.
(7) Wir setzen
Q = {α ∈ R | (∃p ∈ Z)(∃q ∈ Z \ {0}) : α = p q−1} ,
Q+ = Q ∩ R+ ,
Q− = Q ∩ R− .
Die Menge Q heißt Menge der rationalen Zahlen. Entsprechend ist Q− die
Menge der negativen rationalen Zahlen und Q+ die Menge der positiven
rationalen Zahlen.
(8) Es bestehen die Inklusionen
N ⊂ Z ⊂ Q ⊆ R .
Mit dem Supremumsaxiom 1.34 folgt, dass sogar die echte Inklusion
Q ⊂ R
gilt. Siehe die Sa¨tze 1.52 und 1.53. Mit der Einschra¨nkung der Addition
+ und der Multiplikation · versehen, ist Q ist ein echter Teilko¨rper von
(R,+, ·). Die Elemente von R \Q heißen irrationale Zahlen.
(9) Fu¨r a ∈ R und S ⊆ R setzen wir
S≥a = S ∩ R≥a = {s ∈ S | s ≥ a} .
Analog definieren wir die Teilmengen S>a, S≤a, S<a.
Der folgende Satz 1.16 ist fu¨r die Beweismethode der vollsta¨ndigen Induktion
grundlegender Bedeutung.
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Satz 1.16 (Prinzip der vollsta¨ndigen Induktion). Sei S ⊆ N eine Teilmenge
mit
(1) 1 ∈ S ,
(2) (∀k ∈ S) : k + 1 ∈ S .
Dann gilt S = N.
Beweis. Aufgrund der Eigenschaften (1) und (2) ist S eine induktive Teilmenge
von N. Nach Definition 1.15 ist N die kleinste induktive Teilmenge von R. Also
gilt S = N.
Der Satz 1.16 la¨sst sich durch eine Verschiebung auf Teilmengen von Z der
Form Z≥n0 verallgemeinern. Nach Definition besteht die Menge Z≥n0 aus allen
ganzen Zahlen n ∈ Z mit n ≥ n0.
Satz 1.17 (Prinzip der vollsta¨ndigen Induktion). Sei n0 ∈ Z gegeben. Sei T ⊆
Z≥n0 eine Teilmenge mit
(1) n0 ∈ T ,
(2) (∀k ∈ T ) : k + 1 ∈ T .
Dann gilt T = Z≥n0 .
Beweis. Die verschobene Menge
S = (1− n0) + T = {1− n0 + k ∈ Z | k ∈ T}
ist eine induktive Teilmenge von N. Nach Satz 1.16 gilt S = N. Folglich gilt
T = (n0 − 1) + N = Z≥n0 .
Damit ist der Beweis beendet.
Die Beweismethode der vollsta¨ndigen Induktion des Satzes 1.18 ist lediglich
eine Umformulierung des Satzes 1.17. Oft werden Induktionsbeweise mit Hilfe
des Wohlordnungssatzes 1.29 gefu¨hrt, einer Variante des Satzes 1.16.
Satz 1.18 (Beweismethode der vollsta¨ndigen Induktion). Sei n0 ∈ Z gegeben.
Fu¨r jedes n ∈ Z≥n0 sei A(n) eine wohldefinierte Aussage, die von n abha¨ngt.
Wenn die beiden folgenden Bedingungen (1) und (2) erfu¨llt sind, gilt die Aussage
A(n) fu¨r alle n ∈ Z≥n0 .
(1) Es gilt A(n0).
(2) Fu¨r alle n ∈ Z≥n0 gilt die Implikation A(n)⇒ A(n+ 1).
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Wir schreiben dafu¨r das folgende Schema.
` A(n0) .
` (∀n ∈ Z≥n0) : (A(n)⇒ A(n+ 1)) .
` (∀n ∈ Z≥n0) : A(n) .
Dabei ist ` das Behauptungszeichen von Bertrand Russell und Alfred North
Whitehead.
Beweis. Die Teilmenge
T = {n ∈ Z≥n0 | A(n)}
von Z≥n0 erfu¨llt die Bedingungen (1) und (2) des Satzes 1.17. (Die Wohl-
definiertheit der A(n) stellt sicher, dass T eine Teilmenge von Z≥n0 ist. Fu¨r
die Einzelheiten verweisen wir auf Vorlesungen u¨ber mathematische Logik und
Mengenlehre.) Also gilt T = Z≥n0 . Folglich gilt A(n) fu¨r alle n ∈ Z≥n0 .
Beispiel 1.19. Fu¨r alle n ∈ N gilt
n∑
k=1
k = 1 + . . .+ n =
n(n+ 1)
2
.
Erster Beweis. Wir beweisen diese Aussagen zuerst mit einem Verfahren,
dass der Anekdote nach von Carl Friedrich Gauß in Braunschweig als kleiner
Schuljunge angewendet worden ist. Die Formel ist seit der Antike bekannt. Mit
Gauß notieren wir die Summe der ganzen Zahlen von 1 bis n einmal vorwa¨rts
und einmal ru¨ckwa¨rts.
1 + 2 + . . . + n− 1 + n
n + n− 1 + . . . + 2 + 1
Wir erhalten auf diese Weise n Paare u¨bereinander stehender Zahlen, deren
Summe jeweils n+ 1 ergibt. Daher gilt
2 · (1 + . . .+ n) = n · (n+ 1) .
Damit folgt die behauptete Aussage.
Zweiter Beweis. Wir fu¨hren den Beweis durch vollsta¨ndige Induktion. Die
Formel gilt fu¨r n = 1 wegen
1∑
k=1
k = 1 ,
n(n+ 1)
2
=
1 · 2
2
= 1 .
Dies ist der Induktionsanfang.
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Nun sei n ∈ N beliebig gewa¨hlt. Wir setzen die Gu¨ltigkeit von
n∑
k=1
k =
n(n+ 1)
2
voraus und zeigen, dass dann
n+1∑
k=1
k =
(n+ 1)(n+ 2)
2
folgt. Dies ist der Induktionsschluss. Es gilt
n+1∑
k=1
k =
(
n∑
k=1
k
)
+ (n+ 1)
=
n(n+ 1)
2
+ (n+ 1)
=
n(n+ 1) + 2(n+ 1)
2
=
(n+ 1)(n+ 2)
2
.
Damit ist der Induktionsbeweis beendet. 
Beispiel 1.20 (Geometrische Summenformel). Fu¨r jedes n ∈ N0 und jedes
x ∈ R gilt
n∑
k=0
xk = 1 + x+ x2 + . . .+ xn =

1− xn+1
1− x , x 6= 1 ,
n+ 1 , x = 1 .
Dabei wird die k-te Potenz xk von x fu¨r jedes k ∈ N0 induktiv durch
x0 = 1 , xk+1 = xkx
definiert. Wir beweisen die Summenformel fu¨r x ∈ R \ {1} durch vollsta¨ndige
Induktion nach n ∈ N0. Fu¨r n = 0 gelten
0∑
k=0
xk = 1 ,
1− x
1− x = 1 .
Sei n ∈ N0 beliebig gewa¨hlt. Wir setzen die Gu¨ltigkeit von
n∑
k=0
xk = 1 + x+ x2 + . . .+ xn =
1− xn+1
1− x .
voraus. Dann gilt
n+1∑
k=0
xk =
(
n∑
k=0
xk
)
+ xn+1 =
1− xn+1
1− x + x
n+1
=
1− xn+1 + xn+1(1− x)
1− x =
1− xn+2
1− x .
Damit ist der Induktionsbeweis im Fall x ∈ R\{1} beendet. Die Summenformel
ist im Fall x = 1 klar. 
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Beispiel 1.21. Es gilt
(∀n ∈ N)(∀u, v ∈ R+) : u < v ⇔ un < vn .
Nach dem Trichotomiegesetz 1.4 genu¨gt es, die Aussage
(∀n ∈ N)(∀u, v ∈ R+) : u < v ⇒ un < vn
zu beweisen. Der Induktionsanfang fu¨r n = 1 ist trivialerweise erfu¨llt. Der In-
duktionsschluss ergibt sich folgendermaßen:
un+1 = unu < vnu < vnv = vn+1 .
Damit ist der Induktionsbeweis beendet. 
Beispiel 1.22 (Bernoulli’sche Ungleichung). Fu¨r alle n ∈ N0 und alle x ∈ R
mit x > −1 gilt
(1 + x)n ≥ 1 + nx.
Die Ungleichung gilt trivialerweise fu¨r n = 0. Der Schluss von n auf n+1 verla¨uft
folgendermaßen:
(1 + x)n+1 = (1 + x)n(1 + x)
≥ (1 + nx)(1 + x)
= 1 + (n+ 1)x+ nx2
≥ 1 + (n+ 1)x .
Der Induktionsbeweis ist damit beendet. 
Beispiel 1.23 (Binomialsatz). Es gilt
(∀x, y ∈ R)(∀n ∈ N0) : (x+ y)n =
n∑
k=0
(
n
k
)
xkyn−k =
n∑
k=0
(
n
k
)
xn−kyk .
Wir erinnern bei dieser Gelegenheit an die Definitionen der Fakulta¨ten n! und
der Binomialkoeffizienten
(
α
k
)
.
(1) 0! = 1 .
(2) (∀n ∈ N0) : (n+ 1)! = (n!) · (n+ 1) .
(3) (∀α ∈ R)(∀k ∈ Z−) :
(
α
k
)
= 0 .
(4) (∀α ∈ R) :
(
α
0
)
= 1 .
(5) (∀α ∈ R)(∀k ∈ Z+) :
(
α
k
)
=
α(α− 1) · . . . · (α− k + 1)
k!
. 
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Beispiel 1.24. In der Vorlesung Lineare Algebra haben wir den Spektralsatz
durch vollsta¨ndige Induktion bewiesen.
Bevor wir den Wohlordnungssatz 1.29 fu¨r die Menge N beweisen, fu¨hren wir
zur pra¨zisen Formulierung den Begiff einer nach unten beschra¨nkten Menge und
den Begriff des kleinsten Elementes ein.
Satz und Definition 1.25. Sei S ⊆ R eine Teilmenge.
(1) Eine reelle Zahl x ∈ R heißt eine untere Schranke von S, wenn
(∀s ∈ S) : x ≤ s
erfu¨llt ist. Dafu¨r ist auch die Schreibweise x ≤ S u¨blich.
(2) Die Menge S heißt nach unten beschra¨nkt, wenn sie eine untere Schranke
besitzt. Andernfalls heißt die Menge S nach unten unbeschra¨nkt.
(3) Es gibt ho¨chstens eine untere Schranke von S, die in S enthalten ist. Im
Falle der Existenz heißt diese untere Schranke das kleinste Element oder
das Minimum von S und wird mit min(S) bezeichnet. Dann gelten
min(S) ≤ S , min(S) ∈ S .
(4) Die leere Menge besitzt kein Minimum.
Beweis. Es ist lediglich die Einzigkeitsaussage zu beweisen. Seien x, y ∈ S mit
(∀s ∈ S) : x ≤ s , y ≤ s
gegeben. Dann folgt die Einschließung
x ≤ y ≤ x .
Also gilt x = y. Die Einzigkeitsaussage ist damit bewiesen.
Beispiele 1.26.
(1) Alle x ∈ R mit x ≤ 1 sind untere Schranken von N. Es gilt min(N) = 1.
(2) min({3, 4, 5}) = 3.
(3) Jede nicht-leere endliche Teilmenge von R besitzt ein Minimum.
(4) Alle x ∈ R mit x ≤ 0 sind untere Schranken der Menge
N−1 = {r ∈ R | (∃n ∈ N) : r = n−1} = {1, 12 , 13 , . . .} .
Die Menge N−1 der Stammbru¨che besitzt kein Minimum.
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(5) Die Menge W2 = {x1, x2, x3, . . .} ⊆ Q mit
x1 = 2 , xn+1 =
1
2
(
xn +
1
xn
)
fu¨r alle n ∈ N ist nach unten durch 0 beschra¨nkt. Aber W2 besitzt kein
Minimum. Siehe Beispiel 2.17.
(5) Alle x ∈ R mit x ≤ 0 sind untere Schranken des halboffenen Intervalles
(0, 1]. Es gilt
(∀s ∈ (0, 1]) : 0 < 12 · s < s .
Das Intervall (0, 1] besitzt kein Minimum. 
Satz und Definition 1.27. Sei S ⊆ R eine Teilmenge. Dann gibt es ho¨chstens
ein x ∈ R mit den folgenden beiden Eigenschaften (1) und (2).
(1) x ist untere Schranke von S.
(2) Wenn y ∈ R eine untere Schranke von S ist, dann gilt y ≤ x.
Die eindeutig bestimmte reelle Zahl x heißt im Falle der Existenz das Infimum
von S und wird mit inf(S) bezeichnet.
Beispiele 1.28.
(1) Das Infimum von N−1 ko¨nnen wir erst nach Einfu¨hrung des Supremums-
axioms 1.34 berechnen. Dieses Axiom schließt aus, dass es eine positive
reelle Zahl gibt, die kleiner als jede rationale Zahl der Form 1/n mit n ∈ N
ist. Siehe Satz 1.38.
(2) inf((0, 1]) = 0.
(3) inf([0, 1]) = min([0, 1]) = 0. 
Die Menge N der natu¨rlichen Zahlen entha¨lt ein kleinstes Element. Nach
Konstruktion 1.15 gilt na¨mlich 1 ≤ n fu¨r alle n ∈ N. Tatsa¨chlich entha¨lt jede
nicht-leere Teilmenge von N ein kleinstes Element.
Satz 1.29 (Wohlordnungssatz fu¨r N). Jede nicht-leere Menge T ⊆ N entha¨lt
ein kleinstes Element.
Beweis. Sei T ⊆ N eine nicht-leere Teilmenge, die kein kleinstes Element besitzt.
Wir zeigen, dass die Menge
S = {n ∈ N | (∀t ∈ T ) : n < t}
18
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induktiv ist. Weil T kein kleinstes Element entha¨lt, gilt 1 /∈ T . Also gilt 1 ∈ S.
Sei k ∈ S. Dann gilt
(∀t ∈ T ) : k < t .
Angenommen, es gilt k + 1 /∈ S. Dann gilt
(∃t1 ∈ T ) : t1 ≤ k + 1 .
Weil T kein kleinstes Element entha¨lt, gilt
(∃t2 ∈ T ) : t2 < t1 .
Folglich gilt t2 ≤ k im Widerspruch zu k < t fu¨r alle t ∈ T . Also gilt k + 1 ∈ S.
Damit ist gezeigt, dass S ⊆ N induktiv ist.
Nach Satz 1.16 gilt S = N. Weil T eine nicht-leere Teilmenge von N ist, gilt
(∃t0 ∈ N) : t0 ∈ T ⊆ N = S .
Nach Definition von S gilt
(∀t ∈ T ) : t0 < t .
Damit haben wir den Widerspruch t0 < t0 erreicht. Also kann es keine nicht-
leere Teilmenge von N geben, die kein kleinstes Element entha¨lt.
Der Wohlordungssatz 1.29 la¨sst sich auf Mengen der Form Z≥n0 mit n0 ∈
Z u¨bertragen. Als Anwendung des Wohlordungssatzes fu¨r N0 zeigen wir den
Divisionssatz von Euklid.
Satz 1.30 (Divisionssatz von Euklid). Seien a, b ∈ Z mit b 6= 0 gegeben. Dann
gibt es eindeutig bestimmte ganze Zahlen q, r ∈ Z mit
a = b · q + r , 0 ≤ r < |b| .
Der nicht-negative Rest r wird durch die Minimaleigenschaft
r = min({m ∈ N0 | (∃c ∈ Z) : a− |b| · c = m})
festgelegt. Die ganzen Zahlen q und r lassen sich mit Hilfe der Flurfunktion
beschreiben. Siehe 1.42.
Beweis. Die Existenz des kleinsten nicht-negativen Restes folgt aus der Wohl-
ordnung der Menge N0.
Existenz. Sei T ⊆ N0 die Teilmenge
T = N0 ∩ (a− |b| · Z) = {m ∈ N0 | (∃c ∈ Z) : a− |b| · c = m} .
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Im Fall a ≥ 0 gilt 0 ≤ a = a− |b| · 0 ∈ T . Im Fall a < 0 gilt 0 ≤ a− |b| · a ∈ T ,
denn es gilt 1 ≤ |b|. Also ist T eine nicht-leere Teilmenge von N0.
Nach dem Wohlordungssatz fu¨r N0 entha¨lt T ein kleinstes Element r. Nach
Konstruktion von r gibt es p, q ∈ Z mit
a = |b| · p+ r = b · sgn(b) · p+ r = b · q + r , q = sgn(b) · p .
Angenommen, es gilt |b| ≤ r. Dann liefert die Zerlegung
a = b · q + r = b · q + |b|+ (r − |b|) = |b| · (p+ 1) + (r − |b|)
einen Widerspruch zur Minimalita¨t von r in T . Damit ist der Existenzbeweis
beendet.
Einzigkeit. Seien q1, q2, r1, r2 ∈ Z mit
a = bq1 + r1 = bq2 + r2 , 0 ≤ r1, r2 < |b|
gegeben. Dann gilt
|b| · |q1 − q2| = |r1 − r2| < |b| ,
wobei |q1 − q2| und |r1 − r2| nicht-negative ganze Zahlen sind. Die Annahme
|q1 − q2| 6= 0 fu¨hrt auf einen Widerspruch. Also folgen q1 = q2 und r1 = r2.
Wir untersuchen nun, ob die Menge N der natu¨rlichen Zahlen nach oben
beschra¨nkt ist. Beschra¨nkheit nach oben, Maximum und Supremum definieren
wir in Analogie zu 1.25 und 1.27.
Satz und Definition 1.31. Sei S ⊆ R eine Teilmenge.
(1) Eine reelle Zahl x ∈ R heißt eine obere Schranke von S, wenn die Bedin-
gung
(∀s ∈ S) : s ≤ x
erfu¨llt ist. Dafu¨r ist auch die Schreibweise S ≤ x u¨blich.
(2) Die Menge S heißt nach oben beschra¨nkt, wenn sie eine obere Schranke
besitzt. Andernfalls heißt S nach oben unbeschra¨nkt.
(3) Es gibt ho¨chstens eine obere Schranke von S, die in S enthalten ist. Im
Falle der Existenz heißt diese obere Schranke das gro¨ßte Element oder das
Maximum von S und wird mit max(S) bezeichnet. Dann gelten
S ≤ max(S) , max(S) ∈ S .
Die leere Menge besitzt kein Maximum.
Satz und Definition 1.32. Sei S ⊆ R eine Teilmenge. Dann gibt es ho¨chstens
ein x ∈ R mit den folgenden beiden Eigenschaften (1) und (2).
(1) x ist obere Schranke von S.
(2) Wenn y ∈ R eine obere Schranke von S ist, dann gilt x ≤ y.
Die eindeutig bestimmte reelle Zahl x heißt im Falle der Existenz das Supremum
von S und wird mit sup(S) bezeichnet.
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Beispiele 1.33.
(1) max({1, 2, 3, 4}) = 4.
(2) Jede nicht-leere endliche Teilmenge von R besitzt ein Maximum.
(3) [0, 1) besitzt kein Maximum.
(4) sup([0, 1)) = 1.
(5) max([0, 1]) = sup([0, 1]) = 1. 
Fu¨r den Nachweis, dass die Menge N der natu¨rlichen Zahlen nach oben
unbeschra¨nkt ist, beno¨tigen wir das Supremumsaxiom. Dieses Axiom schließt
aus, dass es eine reelle Zahl b ∈ R derart gibt, dass n ≤ b fu¨r alle n ∈ N gilt.
Bisher ist nur klar, dass es keine natu¨rliche Zahl k ∈ N mit n ≤ k fu¨r alle n ∈ N
geben kann.
Supremumsaxiom 1.34 (Richard Dedekind). Jede nicht-leere Teilmenge S ⊆
R, die nach oben beschra¨nkt ist, besitzt ein Supremum.
Wir werden sehen, dass das Supremumsaxiom viele wichtige Eigenschaften
des Ko¨rpers R sicherstellt. Die Ko¨rperaxiome, die Axiome der Anordung und
das Supremumsaxiom kennzeichnen den Ko¨rper der reellen Zahlen. Alternativ
zum Supremumsaxiom 1.34 ha¨tten wir ebensogut Satz 1.35 als Infimumsaxiom
formulieren ko¨nnen.
Satz 1.35 (Satz vom Infimum). Jede nicht-leere Teilmenge von R, die nach
unten beschra¨nkt ist, besitzt ein Infimum.
Beweis. Weil die Menge −S nicht-leer und nach oben beschra¨nkt ist, existiert
das Supremum von −S. Offenbar ist die reelle Zahl
x0 = − sup(−S)
eine untere Schranke von S. Sei x ∈ R eine beliebige untere Schranke von S.
Dann ist −x eine obere Schranke von −S. Also gilt
−x0 = sup(−S) ≤ −x .
Es folgt x ≤ x0. Daher ist x0 die gro¨ßte untere Schranke von S. Also gilt
inf(S) = − sup(−S) .
Damit ist der Beweis beendet.
Nun beweisen wir mit Hilfe des Supremumsaxioms, dass die Menge N nach
oben unbeschra¨nkt ist.
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Satz 1.36. Die Menge N der natu¨rlichen Zahlen ist nach oben unbeschra¨nkt.
Beweis. Die Menge N ist nicht-leer. Wir nehmen an, dass N nach oben be-
schra¨nkt ist. Unter dieser Annahme existiert nach dem Supremumsaxiom 1.34
eine kleinste obere Schranke b ∈ R von N. Insbesondere gilt
(∀n ∈ N) : n ≤ b .
Weil b die kleinste obere Schranke von N ist, ist b− 1 keine obere Schranke von
N. Also gilt
(∃n0 ∈ N) : b− 1 < n0 .
Es folgt der Widerspruch
b < n0 + 1 ∈ N .
Dabei haben wir verwendet, dass N eine induktive Menge ist. Damit ist der
Beweis beendet.
Satz 1.36 hat die archimedische Ordnungseigenschaft der reellen Zahlen zur
Folge. Daraus folgern wir, dass
inf({1, 12 , 13 , 14 , . . .}) = 0
gilt. Siehe 1.38. Aus der archimedischen Ordnungseigenschaft ergibt sich außer-
dem, wie wir spa¨ter sehen werden, dass die Folge
1, 12 ,
1
3 ,
1
4 , . . .
gegen Null konvergiert. Wir sprechen die archimedische Ordnungseigenschaft in
drei a¨quivalenten Versionen aus.
Satz 1.37 (Archimedische Ordnungseigenschaft. Archimedes, Eudoxus). Es gel-
ten die folgenden a¨quivalenten Aussagen (1) bis (3).
(1) (∀x ∈ R+)(∃n ∈ N) : x < n .
(2) (∀ ∈ R+)(∀x ∈ R+)(∃n ∈ N) : x < n .
(3) (∀ ∈ R+)(∃n ∈ N) : 0 < n−1 <  .
Eigenschaft (1) gilt, weil N nach oben unbeschra¨nkt ist. Siehe Satz 1.36.
Beweis. Wir beginnen mit dem Nachweis von (1). Angenommen, es gilt (1)
nicht. Dann gilt
(∃x ∈ R+)(∀n ∈ N) : n ≤ x .
Dies ein Widerspruch zu Satz 1.36. Damit ist (1) bewiesen.
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Nachweis von (1)⇔ (2). Fu¨r x−1 anstelle von x folgt (2) aus (1). Umgekehrt
folgt (1) aus (2) fu¨r  = 1.
Nachweis von (2) ⇒ (3). Aussage (3) folgt aus (2) fu¨r x = 1.
Nachweis von (3) ⇒ (1). Sei x ∈ R+ beliebig gegeben. Setze  = x−1. Nach
Voraussetzung gibt es n ∈ N mit n−1 <  = x−1. Folglich gilt x < n.
Damit sind erstens die Gu¨ltigkeit der Aussage (1) und zweitens die A¨quivalenz
der Aussagen (1), (2), (3) bewiesen
Mit Hilfe der archimedischen Ordnungseigenschaft 1.37 ko¨nnen wir das In-
fimum der Menge N−1 berechnen.
Satz 1.38. Es gilt inf(N−1) = 0.
Beweis. Jede reelle Zahl x ≤ 0 ist eine untere Schranke von N−1. Daher genu¨gt
der Nachweis der Aussage
¬ ((∃ ∈ R+)(∀n ∈ N) :  ≤ n−1) .
Diese Aussage ist offenbar a¨quivalent zu Aussage (3) des Satzes 1.37.
Satz 1.39. Es gelten:
(1) (∀a ∈ R>1)(∀x ∈ R+)(∃n ∈ N) : an > x .
(2) (∀a ∈ (0, 1))(∀ ∈ R+)(∃n ∈ N) : 0 < an <  .
Beweis. Nachweis von (1). Sei a ∈ R>1 beliebig gegeben. Wir setzen
 = a− 1 > 0 .
Nach der Bernoulli’schen Ungleichung 1.22 gilt
(∀n ∈ N) : an = (1 + )n ≥ 1 + n > n .
Mit der archimedischen Ordnungseigenschaft 1.37 (2) folgt
(∀x ∈ R+)(∃n ∈ N) : an > n > x .
Also gilt Aussage (1).
Nachweis von (2). Seien a ∈ (0, 1) und  > 0 beliebig gegeben. Aus (1) folgt
(∃n ∈ N) : a−n > −1 .
Also gilt (2). Der Beweis des Satzes ist damit beendet.
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Der Wohlordnungsatz 1.29 und die archimedische Ordnungseigenschaft 1.37
besitzen zwei wichtige Konsequenzen, die es ermo¨glichen, die Deckenfunktion
d . e : R→ Z und die Flurfunktion b . c : R→ Z zu definieren.
Satz 1.40.
(1) Jede nicht-leere Teilmenge T ⊆ Z, die nach unten beschra¨nkt ist, entha¨lt
ein kleinstes Element.
(2) Jede nicht-leere Teilmenge T ⊆ Z, die nach oben beschra¨nkt ist, entha¨lt
ein gro¨ßtes Element.
Beweis. Es genu¨gt, Aussage (1) zu beweisen. Sei T ⊆ Z eine nicht-leere Teil-
menge, die durch b ∈ R nach unten beschra¨nkt ist. Wegen der archimedischen
Ordnungseigenschaft 1.37 gibt es eine natu¨rliche Zahl nb ∈ N mit −nb < b. Wir
verschieben T um nb nach rechts und erhalten
∅ 6= nb + T = {k ∈ Z | (∃t ∈ T ) : k = nb + t} ⊆ N .
Nach dem Wohlordnungssatz 1.29 entha¨lt np + T ein kleinstes Element. Also
entha¨lt auch die Menge T ein kleinstes Element.
Satz und Definition 1.41 (Decken- und Flurfunktion).
(1) Die Funktion d . e : R→ Z mit
dxe = min{k ∈ Z | x ≤ k}
heißt die Deckenfunktion. Die ganze Zahl dxe heißt die Decke der reellen
Zahl x ∈ R. Die Deckenfunktion rundet auf.
(2) Die Funktion b . c : R→ Z mit
bxc = max{k ∈ Z | k ≤ x}
heißt die Flurfunktion. Die ganze Zahl bxc heißt der Flur der reellen Zahl
x ∈ R. Die Flurfunktion rundet ab. Oft heißt bxc der ganze Teil oder die
Gauß-Klammer [x] von x.
(3) (∀x ∈ R) : bxc ≤ x ≤ dxe .
(4) (∀x ∈ R) : bxc = x⇔ x ∈ Z .
(5) (∀x ∈ R) : dxe = x⇔ x ∈ Z .
(6) Fu¨r alle x ∈ R gilt
dxe − bxc = χR\Z(x) =
 0 , x ∈ Z ,1 , x ∈ R \ Z .
Dabei ist χR\Z die charakteristische Funktion der Teilmenge R \ Z ⊆ R.
(7) b . c : R→ Z und d . e : R→ Z sind auf R monoton wachsend.
(8) b . c : R→ Z und d . e : R→ Z sind auf (k, k + 1) mit k ∈ Z konstant.
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Beispiel 1.42. Seien a, b ∈ Z mit b 6= 0 gegeben. Nach dem Divisionssatz 1.30
von Euklid gibt es eindeutig bestimmte ganze Zahlen q und r mit
a = b · q + r , 0 ≤ r < |b| .
Es gelten
q = sgn(b) ·
⌊
a
|b|
⌋
, r = a− |b|
⌊
a
|b|
⌋
.
Die ganze Zahl r ist der kleinste nicht-negative Rest bei der Division von a
durch b. Wir notieren vier Beispiele.
23 = 5 · 4 + 3 ,
23 = (−5) · (−4) + 3 ,
−23 = 5 · (−5) + 2 ,
−23 = (−5) · 5 + 2 .
Es gibt viele Paar (q′, r′) ganzer Zahlen mit a = bq′ + r′. Ein solches Paar
wird erst durch weitere Bedingungen eindeutig festgelegt. Das kann auf mehrere
Weisen geschehen. Nach Satz 1.30 reicht es, zu verlangen, dass r′ eine ganze Zahl
mit 0 ≤ r′ < |b| ist. 
Aus dem Wohlordungssatz 1.29 und der archimedischen Ordnungseigen-
schaft 1.37 folgt, dass Q in R dicht liegt. Wir erinnern noch einmal daran,
dass zum Beweis von Satz 1.37 das Supremumsaxiom 1.34 beno¨tigt wird.
Satz 1.43 (Q dicht in R). Fu¨r alle reellen Zahlen x und y mit x < y gibt es eine
rationale Zahl r mit x < r < y. Wir sagen dafu¨r, dass die rationalen Zahlen in
den reellen Zahlen dicht liegen.
Beweis. Die Aussage, dass die rationalen Zahlen in den reellen Zahlen dicht
liegen, ist a¨quivalent zu
(∀x ∈ R)(∀ ∈ R+)(∃rx, ∈ Q) : x < rx, < x+  .
Seien x ∈ R und  > 0 beliebig gewa¨hlt. Nach Satz 1.37 (3) gilt
(∃n ∈ N) : 0 < 1
n
<  .
Wir wenden Satz 1.41 an und setzen
mx, =
 dnxe , nx /∈ Z ,dnxe+ 1 , nx ∈ Z .
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Nach Definition ist mx, die kleinste ganze Zahl k mit nx < k. Also gilt die
Einschließung
x <
mx,
n
=
mx, − 1
n
+
1
n
< x+  .
Wir setzen
rx, =
mx,
n
∈ Q .
Damit ist der Beweis beendet.
Nach Satz 1.36 ist N nach oben unbeschra¨nkt. Folglich ist −N nach unten
unbeschra¨nkt ist. Daher sind Z und Q nach unten und oben unbeschra¨nkt.
Definition 1.44. Eine Teilmenge S ⊆ R heißt beschra¨nkt, wenn sie nach unten
und oben beschra¨nkt ist. Andernfalls heißt S unbeschra¨nkt.
Beispiele 1.45.
(1) Jede Teilmenge einer beschra¨nkten Teilmenge von R ist beschra¨nkt.
(2) Jede endliche Teilmenge von R ist beschra¨nkt.
(3) Seien a, b ∈ R mit a < b gegeben. Dann sind die Intervalle
(a, b) , [a, b) , (a, b] , [a, b]
beschra¨nkte Teilmengen von R. Jede Teilmenge von [a, b] ist beschra¨nkt.
Siehe Satz 1.46.
(4) Es gilt N−1 ⊆ (0, 1]. Also ist N−1 beschra¨nkt. Siehe Beispiele 1.26.
(5) Es W2 ⊆ [0, 2]. Also ist die Menge W2 beschra¨nkt. Siehe Beispiele 1.26.
(6) Die Mengen N, Z, Q, R sind unbeschra¨nkt.
(7) Die Menge 2Z der geraden ganzen Zahlen ist unbeschra¨nkt.
(8) Die Menge 1 + 2Z der ungeraden ganzen Zahlen ist unbeschra¨nkt. 
Ein notwendiges und hinreichendes Kriterium fu¨r die Beschra¨nktheit einer
Menge reeller Zahlen kann mit Hilfe der Betragsfunktion formuliert werden.
Satz 1.46.
(1) Eine Teilmenge S ⊆ R ist genau dann beschra¨nkt, wenn
(∃r ∈ R)(∀s ∈ S) : |s| ≤ r
erfu¨llt ist.
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(2) Seien A, B ⊆ R nicht-leere Teilmengen. Dann sind
|A| = {x ∈ R | (∃a ∈ A) : x = |a|} ,
A+B = {x ∈ R | (∃a ∈ A)(∃b ∈ B) : x = a+ b} ,
A−B = {x ∈ R | (∃a ∈ A)(∃b ∈ B) : x = a− b} ,
A ·B = {x ∈ R | (∃a ∈ A)(∃b ∈ B) : x = ab}
ebenfalls nicht-leere Teilmengen von R.
(3) Seien A, B ⊆ R nicht-leere beschra¨nkte Teilmengen. Dann sind
A ∩B , A ∪B , A \B , |A| , A+B , A−B , A ·B
beschra¨nkte Teilmengen von R.
Beispiele 1.47.
(1) [0, 2] + [−3, 4] = [−3, 6] .
(2) [0, 2]− [−3, 4] = [−4, 5] .
(3) [0, 2] · [−3, 4] = [−6, 8] .
(4) [−3, 4] \ [0, 2] = [−3, 0) ∪ (2, 4] . 
Aus 1.34 und 1.35 ergibt sich der Satz 1.48 u¨ber die Existenz von Infimum
und Supremum einer nicht-leeren Teilmenge von R.
Satz 1.48. Jede nicht-leere beschra¨nkte Teilmenge S ⊆ R besitzt Infimum und
Supremum. Es gilt inf(S) ≤ sup(S).
Zur Bestimmung von Infimum und Supremum werden oft die entsprechenden
-Kriterien herangezogen. Siehe 1.51 und 1.49. In Beispiel 1.50 geben wir eine
einfache Anwendung.
Satz 1.49 (-Kriterium fu¨r Suprema). Sei S ⊆ R eine nicht-leere Teilmenge.
Eine obere Schranke x0 von S ist genau dann das Supremum von S, wenn die
Bedingung
(∀ ∈ R+)(∃x ∈ S) : x0 < x+ 
erfu¨llt ist. Den A¨quivalenzbeweis fu¨hren wir nach dem folgenden Schema.
` A⇒ B .
` ¬A⇒ ¬B .
` A⇔ B .
Dabei verwenden wir die u¨blichen Regeln zur Klammerersparnis. Das Behaup-
tungszeichen ` und der rechte Punkt schließen die Aussage ein. Das Negations-
zeichen ¬ bindet sta¨rker als das Implikationszeichen ⇒.
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Beweis. Wir nehmen an, dass x0 eine obere Schranke von S mit x0 = sup(S)
ist. Sei  > 0 beliebig gegeben. Dann gilt
x0 −  < x0 .
Folglich kann x0 −  keine obere Schranke von S sein. Also gilt
(∀ ∈ R+)(∃x ∈ S) : x0 −  < x .
Nun nehmen wir an, dass x0 eine obere Schranke von S mit x0 6= sup(S)
ist. Dann gilt
 = x0 − sup(S) > 0 .
Wir erhalten
(∃ ∈ R+)(∀x ∈ S) : x ≤ sup(S) = x0 −  .
Dies ist gleichwertig zur Negation der Bedingung
(∀ ∈ R+)(∃x ∈ S) : x0 < x+  .
Damit ist der Beweis beendet.
Beispiel 1.50. Sei S = [0, 1). Es gelten
S 6= ∅ , inf(S) = min(S) = 0 , sup(S) = 1 .
Aber S besitzt kein gro¨ßtes Element. Wir rechnen mit dem -Kriterium 1.49
nach, dass sup(S) = 1 gilt. Fu¨r 0 <  ≤ 1 setzen wir x = 1 − 2 . Dann gilt
x ∈ [0, 1) mit
1 = x +

2
< x +  .
Fu¨r  > 1 setzen wir x = 0. Dann gilt x ∈ [0, 1) mit
1 = 0 + 1 < x +  .
Also ist 1 das Supremum von S. 
Satz 1.51 (-Kriterium fu¨r Infima). Sei S ⊆ R eine nicht-leere Teilmenge.
Eine untere Schranke x0 von S ist genau dann das Infimum von S, wenn die
Bedingung
(∀ ∈ R+)(∃x ∈ S) : x−  < x0
erfu¨llt ist.
Es gibt keine rationale Zahl, deren Quadrat 2 ergibt. Das Supremumsaxiom
1.34 garantiert die Existenz positiver Quadratwurzeln im Ko¨rper R der reellen
Zahlen.
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Satz 1.52. Es gilt
(∀r ∈ Q) : r2 6= 2 .
Beweis. Wir nehmen an, dass zwei teilerfremde Zahlen p, q ∈ N mit p2 = 2q2
existieren. Aus p2 = 2q2 folgt, dass p gerade ist. Folglich ist auch q gerade. Dies
ist ein Widerspruch.
Satz und Definition 1.53 (Existenz von Quadratwurzeln). Es gelten die fol-
genden Aussagen und Bezeichnungen:
(1) (∀a ∈ R≥0)(∃!w ∈ R≥0) : a = w2 .
(2) Sei a ≥ 0. Die eindeutige bestimmte Zahl w ≥ 0 mit w2 = a heißt die
nicht-negative Quadratwurzel von a und wird mit
w =
√
a = a
1
2 = a1/2
bezeichnet.
(3)
√
0 = 0,
√
1 = 1.
(4) (∀a ∈ R≥0) : (−
√
a)2 = a .
(5) (∀a ∈ R+) :
√
a ∈ R+ .
(6) Sei a > 0. Dann heißt die positive Zahl
√
a die positive Quadratwurzel
von a und die negative Zahl −√a die negative Quadratwurzel von a.
(7) Sei a > 0. Dann gilt
√
a = sup{s ∈ R+ | s2 ≤ a} .
(8) (∀x ∈ R) :
√
x2 = |x| .
Beweis. Nachweis von (1). Zuerst betrachten wir den Fall a = 0. Es gilt
0 · 0 = 0 .
Sei w ∈ R eine reelle Zahl mit w 6= 0 und w2 = 0. Dann folgt der Widerspruch
w = 1 · w = (w−1 · w) · w = w−1 · w2 = w−1 · 0 = 0 .
Also ist w = 0 die einzige reelle Zahl mit w2 = 0.
Sei a > 0. Die Menge
S = {s ∈ R+ | s2 ≤ a}
besitzt die beiden folgenden Eigenschaft (i) und (ii).
(i) a(1 + a)−1 ∈ S .
(ii) (∀s ∈ S) : s ≤ 1 + a .
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Nachweis von (i) und (ii). Wegen a > 0 erhalten wir
a2
(1 + a)2
=
a2
1 + 2a+ a2
<
a2
2a
=
a
2
< a .
Also gilt (i). Fu¨r s ∈ S gelten
0 < s , s2 ≤ a , 0 < s ≤ max{1, s2} ≤ 1 + a .
Also gilt auch (ii). Damit sind (i) und (ii) bewiesen.
Weil die Teilmenge S ⊆ R nicht-leer und nach oben beschra¨nkt ist, liefert
das Supremumsaxiom 1.34 die Aussage
(∃w ∈ R) : w = sup(S) .
Wir beweisen, dass die reelle Zahl w die Eigenschaften (iii), (iv), (v) besitzt.
(iii) w ∈ R+ .
(iv) ¬ (w2 < a) .
(v) ¬ (w2 > a) .
Aus der Trichotomie 1.4 folgt dann
(vi) w2 = a .
Damit ist schließlich die Existenzaussage von (1) bewiesen.
Die Aussage (iii) gilt, weil w eine obere Schranke von S ist. Zum Nachweis
von (iv) und (v) zeigen wir, dass die Aussagen w2 < a und w2 > a auf einen
Widerspruch fu¨hren.
Nachweis von (iv). Annahme, es gilt w2 < a. Wir setzen
b =
1
2
·min
{
w,
a− w2
3w
}
.
Dann gelten die Ungleichungen
0 < b , b < w , b <
a− w2
3w
.
Wir quadrieren w + b ∈ R+ und erhalten
(w + b)2 = w2 + (2w + b)b < w2 + 3wb < w2 + (a− w2) = a .
Also gilt w + b ∈ S. Damit erhalten wir den Widerspruch
w < w + b ≤ sup(S) = w .
Nachweis von (v). Annahme, es gilt w2 > a. Wir betrachten die reelle Zahl
c = w − w
2 − a
2w
=
2w2 − (w2 − a)
2w
=
1
2
(
w +
a
w
)
∈ (0, w) .
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Quadrieren ergibt
c2 = w2 − (w2 − a) + (w
2 − a)2
4w2
= a+
(w2 − a)2
4w2
> a .
Folglich gilt
(∀s ∈ S) : 0 < s2 ≤ a < c2 .
Mit 1.21 folgt s < c fu¨r alle s ∈ S. Also ist c eine obere Schranke von S. Nun
folgt der Widerspruch
w = sup(S) ≤ c < w .
Damit sind beiden Behauptungen (iv) und (v) bewiesen. Also gilt
w2 = a .
Wir zeigen die Einzigkeit. Sei v ∈ R+ mit v2 = a beliebig gegeben. Wegen
(w − v)(w + v) = w2 − v2 = a2 − a2 = 0
gilt w = v. Dabei verwenden wir w+ v ∈ R+. Damit ist auch die Einzigkeit von
w > 0 mit w2 = a bewiesen. Der Nachweis von (1) ist damit erbracht.
Die Aussagen (3), (4), (5), (7), (8) folgen nun aus (1). Die Bezeichnungen in
(2) und (6) sind durch die vorhergehenden Aussagen gerechtfertigt.
Ein konstruktives Verfahren zur Bestimmung von positiven Quadratwurzeln
liefert das Heron-Verfahren aus Beispiel 2.17.
Satz und Definition 1.54 (Existenz von n-ten Wurzeln). Es gelten die fol-
genden Aussagen und Bezeichnungen:
(1) (∀n ∈ N)(∀a ∈ R≥0)(∃!w ∈ R≥0) : a = wn .
(2) Seien a ≥ 0 und n ∈ N. Die eindeutige bestimmte Zahl w ≥ 0 mit wn = a
heißt die nicht-negative n-te Wurzel von a und wird mit
w = n
√
a = a
1
n = a1/n
bezeichnet. Es gilt
n
√
a = sup{s ∈ R+ | sn ≤ a} .
(3) (∀n ∈ N) : n√0 = 0, n√1 = 1.
(4) (∀n ∈ N)(∀a ∈ R+) : n
√
a ∈ R+ .
(5) Seien a > 0 und n ∈ N. Dann heißt die eindeutig bestimmte positive Zahl
n
√
a die positive n-te Wurzel von a.
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Ein konstruktives Verfahren zur Bestimmung von positiven n-ten Wurzeln
stellen wir in Beispiel 2.18 vor. Es ist eine Variation des Heron-Verfahrens.
Die positiven n-ten Wurzeln spielen in der Definition des Logarithmus eine
wichtige Rolle. Wir behandeln dies ausfu¨hrlich in Satz und Definition 3.1. Fu¨r
alle x ∈ R>0 gilt
log(x) = lim
n→∞n(
n
√
x− 1) .
Der Logarithmus stellt einen Zusammenhang zwischen der Multiplikation und
der Addition her.
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2 Reelle Zahlenfolgen
Definition 2.1. Eine Funktion a : N → R heißt eine reelle Zahlenfolge oder
Folge. Wir setzen dann an = a(n) und schreiben
a = (an)n∈N = (an) = (a1, a2, . . .) = a1, a2, . . . .
Die reellen Zahlen an heißen Glieder der Folge (an).
Manchmal ist es bequemer, die Indizierung der Glieder einer Folge bei einer
ganzen Zahl n0 beginnen zu lassen. Wir schreiben dann sinngema¨ß
(an)n≥n0 = an0 , an0+1, . . . .
Durch eine Indexverschiebung kann die Standardform in jedem Fall wieder er-
reicht werden:
(bn)n∈N = b1, b2, b3, . . . , bn = an0+n−1 .
Definition 2.2. Sei a = (an)n∈N eine Folge. Sei ϕ : N→ N eine streng monoton
wachsende Funktion. Die Folge b = (bn)n∈N mit
b = a ◦ ϕ , bn = aϕ(n) = a(ϕ(n))
heißt eine Teilfolge von a = (an)n∈N. Vereinfachend schreiben wir
nk = ϕ(k) , bk = ank = aϕ(k) , b = (bk)k∈N = (ank)k∈N .
Definition 2.3.
(1) Eine Folge (an)n∈N heißt konvergent, wenn die Bedingung
(∃α ∈ R)(∀ > 0)(∃N ∈ N)(∀n ≥ N) : |an − α| ≤ 
erfu¨llt ist. In diesem Fall heißt α Grenzwert oder Limes von (an). Wir
sagen dann, dass (an) gegen α konvergiert.
(2) Eine Folge, die gegen 0 konvergiert heißt Nullfolge.
(3) Eine Folge, die nicht konvergiert, heißt divergent. Im Falle der Divergenz
existiert kein Grenzwert.
Beispiel 2.4. Die Folge (
1
n
)
n∈N
= 1, 12 ,
1
3 , . . .
ist eine Nullfolge. Die archimedische Ordnungseigenschaft 1.37 (3) ergibt
(∀ > 0)(∃N ∈ N)(∀n ≥ N) :
∣∣∣∣ 1n − 0
∣∣∣∣ ≤ ∣∣∣∣ 1N
∣∣∣∣ ≤  .
Dieses Beispiel spiegelt den Aufbau der reellen Zahlen wider. 
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Satz 2.5. Eine konvergente Folge (an)n∈N ⊆ R besitzt genau einen Grenzwert.
Beweis. Seien α, β ∈ R Grenzwerte von (an). Dann gelten
(∀ > 0)(∃N1 ∈ N)(∀n ≥ N1) : |an − α| ≤ 
2
,
(∀ > 0)(∃N2 ∈ N)(∀n ≥ N2) : |an − β| ≤ 
2
.
Sei  > 0 beliebig gewa¨hlt. Wir setzen
N = max{N1, N2} .
Fu¨r alle n ≥ N folgt mit Hilfe der Dreiecks-Ungleichung und Symmetrie des
Betrages
|α− β| = |(α− an) + (an − β)|
≤ |α− an|+ |an − β|
= |an − α|+ |an − β|
≤ 
2
+

2
=  .
Also gilt
(∀ > 0) : |α− β| ≤  .
Damit folgt α = β. Der Beweis ist damit beendet.
Satz 2.6. Wenn eine Folge (an) gegen α konvergiert, dann konvergiert jede
Teilfolge von (an) ebenfalls gegen α.
Beweis. Sei ϕ : N → N streng monoton wachsend. Sei (bn)n∈N mit bn = aϕ(n)
eine Teilfolge von (an)n∈N.
Es gilt ϕ(n) ≤ n fu¨r alle n ∈ N. Wir beweisen diese Aussage mit vollsta¨ndiger
Induktion. Weil 1 die kleinste natu¨rliche Zahl ist, gilt 1 ≤ ϕ(1). Sei n ∈ N mit
ϕ(n) ≥ n gegeben. Weil ϕ streng monoton wachsend ist, gilt
ϕ(n+ 1) > ϕ(n) ≥ n .
Also folgt ϕ(n+ 1) ≥ n+ 1. Damit ist der Induktionsbeweis beendet.
Wir wenden uns nun dem Beweis der Aussage des Satzes zu. Nach Voraus-
setzung konvergiert (an)n∈N gegen α. Daher gilt
(∀ > 0)(∃N ∈ N)(∀n ≥ N) : |an − α| ≤  .
Weil ϕ streng monoton wachsend ist, gilt
(∀n ≥ N) : N ≤ n ≤ ϕ(n) .
Es folgt
(∀n ≥ N) : |bn − α| = |aϕ(n) − α| ≤  .
Damit ist der Beweis des Satzes beendet.
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Beispiel 2.7 (Fortsetzung von Beispiel 2.4). Die Folge(
1
n2
)
n∈N
= 1, 14 ,
1
9 . . .
ist eine Nullfolge, denn sie ist eine Teilfolge der Nullfolge ( 1n ). 
Schreibweisen 2.8.
(1) Wenn die Folge (an)n∈N gegen α konvergiert, schreiben wir
lim
n→∞ an = α , lim an = α , an → α (n→∞) , an → α .
(2) Sei N ∈ N. Fu¨r die Konvergenz der Teilfolge, die von allen Gliedern an
mit n ≥ N gebildet wird, verwenden wir die Schreibweisen
lim
n→∞
n≥N
an = α , lim an = α , an → α (n ≥ N, n→∞) , an → α .
(3) Weil das Konvergenzverhalten nicht von den endlichen Anfa¨ngen einer
Folge abha¨ngt, lassen wir den Zusatz n ≥ N oft fort.
(4) Insbesondere machen wir von (3) Gebrauch, wenn die betrachteten Folge-
glieder an aus den Gliedern anderer Folgen durch Konstruktionen gewon-
nen werden, die nur fu¨r alle hinreichend großen Indizes n einen Sinn
machen. Siehe Definition 2.9 und Aussage (4) in Satz 2.10.
Definition 2.9. Wenn es N ∈ N derart gibt, dass eine Aussage A(n) fu¨r alle
n ∈ N mit n ≥ N gilt, dann sagen wir, dass A(n) fu¨r fast alle n ∈ N gilt.
Satz 2.10 (Grenzwertkalku¨l). Seien (an) und (bn) Folgen mit an → α und
(bn)→ β. Dann gelten:
(1) |an| → |α|.
(2) an + bn → α+ β.
(3) an · bn → α · β.
(4) Sei β 6= 0. Dann gilt bn 6= 0 fu¨r fast alle n ∈ N. Es gibt also ein N ′ ∈ N
mit bn 6= 0 fu¨r n ≥ N ′. Es gilt
an
bn
→ α
β
(n ≥ N ′ , n→∞) .
(5) Es gelte an ≤ bn fu¨r fast alle n ∈ N. Dann gilt α ≤ β.
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Beweis. Nachweis von (1). Nach der Dreiecks-Ungleichung gilt
||an| − |α|| ≤ |an − α| .
Also folgt |an| → |α|.
Nachweis von (2). Es gelten
(∀ > 0)(∃N1 ∈ N)(∀n ≥ N1) : |an − α| ≤ 
2
,
(∀ > 0)(∃N2 ∈ N)(∀n ≥ N2) : |bn − β| ≤ 
2
.
Sei  > 0 beliebig gewa¨hlt. Wir setzen
N = max{N1, N2} .
Mit Hilfe der Dreiecks-Ungleichung folgt
|(an + bn)− (α+ β)| ≤ |an − α|+ |bn − β| ≤ 
2
+

2
=  .
Also gilt
(∀ > 0)(∃N ∈ N)(∀n ≥ N2) : |(an + bn)− (α+ β)| <  .
Damit ist an + bn → α+ β bewiesen.
Nachweis von (3). Sei  > 0 gewa¨hlt. Dann gibt es N ∈ N mit
(∀n ≥ N) : |an − a| ≤ min
{

2|β|+ 2 , 1
}
, |bn − β| ≤ 
2|α|+ 2 .
Aus der ersten Ungleichung und der Dreiecks-Ungleichung folgt
(∀n ≥ N) : |an| ≤ |α|+ |an − α| ≤ |α|+ 1 .
Fu¨r alle n ≥ N folgt
|anbn − αβ| = |an(bn − β) + β(an − α)|
≤ |an| · |(bn − β)|+ |β| · |(an − α)|
≤ (|α|+ 1) · 
2|α|+ 2 + |β| ·

2|β|+ 2 =  .
Damit ist anbn → αβ bewiesen.
Nachweis von (4). Sei η = |β|/2 > 0. Wegen der Konvergenz gilt
(∃N ′ ∈ N)(∀n ≥ N ′) : |bn − β| ≤ η = |β|
2
.
Mit Hilfe der Dreiecks-Ungleichung ergibt sich
(∀n ≥ N ′) : |bn| ≥ |β| − |bn − β| ≥ |β| − |β|
2
=
|β|
2
> 0 .
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Aus der Konvergenz folgt außerdem
(∀ > 0)(∃N ≥ N ′)(∀n ≥ N) : |bn − β| ≤  |β|
2
2
.
Fu¨r alle n ≥ N erhalten wir∣∣∣∣ 1bn − 1β
∣∣∣∣ = |bn − β||bn| |β| ≤ 2|β| ·  |β|
2
2
· 1|β| =  .
Also gilt
(∃N ′ ∈ N) : 1
bn
→ 1
β
(n ≥ N ′ , n→∞) .
Nun folgt (4) aus (3).
Nachweis von (5). Nach Voraussetzung gilt
(∀ > 0)(∃N ∈ N)(∀n ≥ N) : α−  ≤ an ≤ bn ≤ β +  .
Fu¨r die Grenzwerte α und β der beiden Folgen ergibt sich
(∀ > 0) : α− β ≤ 2 .
Es folgt α−β ≤ 0. Also gilt α ≤ β. Der Beweis des Satzes ist damit beendet.
Satz 2.11 (Einschließungsregel). Sei (cn) eine Folge, zu der konvergente Folgen
(an) und (bn) mit den beiden Eigenschaften (1) und (2) existieren.
(1) Es gilt an ≤ cn ≤ bn fu¨r fast alle n ∈ N.
(2) Es gibt γ ∈ R mit an → γ und bn → γ.
Dann ist (cn) konvergent mit cn → γ.
Beweis. Aus der Konvergenz der Folgen (an) und (bn) folgt
(∀ > 0)(∃N ∈ N)(∀n ≥ N) : |an − γ| ≤ 
2
, |bn − γ| ≤ 
2
.
Zu  > 0 sei N ∈ N gewa¨hlt. Fu¨r alle n ≥ N gilt
|an − bn| ≤ |an − γ|+ |γ − bn| ≤  .
Nun folgt
2 |cn − γ| = |cn − γ|+ |cn − γ|
≤ |cn − an|+ |an − γ|+ |cn − bn|+ |bn − γ|
≤ (cn − an) + (bn − cn) + 
≤ |bn − an|+  = 2 .
Also gilt cn → γ.
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Beispiele 2.12. Es gelten:
(1) (∀s ∈ Q+) : lim
n→∞
1
ns
= 0.
(2) (∀a ∈ R+) : lim
n→∞
n
√
a = 1.
(3) (∀s ∈ Q+) : lim
n→∞
n
√
ns = 1.
(4) (∀a ∈ R, |a| < 1) : lim
n→∞ a
n = 0.
(5) (∀k ∈ N)(∀a ∈ R, |a| > 1) : lim
n→∞
nk
an
= 0.
(6) (∀a, b ∈ R+, a ≤ b) : lim
n→∞
n
√
an + bn = b.
Beweis. Nachweis von (1). Fu¨r  > 0 wa¨hlen wir nach der archimedischen Ord-
nungseigenschaft 1.37 (3) ein N ∈ N mit N ≥ −1/s. Dann gilt∣∣∣∣ 1ns − 0
∣∣∣∣ ≤ ∣∣∣∣ 1Ns
∣∣∣∣ ≤  .
Folglich gilt n−s → 0.
Nachweis von (2). Wir nehmen zuerst an, dass a ≥ 1 gilt. Wir setzen
an =
n
√
a− 1 ≥ 0 .
Die Bernoulli’sche Ungleichung 1.22 ergibt
a = (1 + an)
n ≥ 1 + nan ≥ nan .
Fu¨r  > 0 wa¨hlen wir nach der archimedischen Ordnungseigenschaft 1.37 (3) ein
N ∈ N mit N ≥ a/. Dann gilt
(∀n ≥ N) : | n√a− 1| = an ≤ a
n
≤  .
Folglich gilt n
√
a → 1 im Fall a ≥ 1. Nun nehmen wir an, dass 0 < a < 1 gilt.
Dann gilt 1/a > 1. Mit Satz 2.10 (4) folgt
n
√
a =
1
n
√
1
a
→ 1
1
= 1 .
Also gilt n
√
a→ 1 fu¨r alle a ∈ R+.
Nachweis von (3). Zuerst betrachten wir den Fall s = 1. Wir setzen
an =
n
√
n− 1 ≥ 0 .
Aus dem Binomialsatz 1.23 folgt
n = (1 + an)
n ≥ 1 +
(
n
2
)
a2n , n− 1 ≥
(n− 1)n
2
a2n , an ≤
√
2
n
.
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Fu¨r  > 0 wa¨hlen wir nach der archimedischen Ordnungseigenschaft 1.37 (3) ein
N ∈ N mit N ≥ 2/2. Dann gilt
(∀n ≥ N) : | n√n− 1| ≤
√
2
n
≤  .
Also gilt n
√
n→ 1. Aus Satz 2.10 (3) folgt
(∀p ∈ N) : n√np = n√n · . . . · n√n→ 1 · . . . · 1→ 1 .
Nun sei s ∈ Q+ gegeben. Sei p ∈ N mit s ≤ p gewa¨hlt. Dann gilt
1 ≤ n√ns ≤ n√np .
Mit Einschließungssatz 2.11 folgt n
√
ns → 1.
Nachweis von (4). Sei a ∈ R mit |a| < 1 gegeben. Zu  > 0 gibt es nach Satz
1.39 ein N ∈ N mit |a|N ≤ . Es folgt
(∀ > 0)(∃N ∈ N)(∀n ≥ N) : |an − 0| = |a|n ≤ |a|N ≤  .
Also gilt an → 0.
Nachweis von (5). Seien x ∈ R+ und p ∈ N mit
x = |a| − 1 > 0 , p > k
gewa¨hlt. Es gilt
(∀n ∈ N, n ≥ 2p) : n− p+ 1 ≥ n
2
+ 1 >
n
2
.
Nach dem Binomialsatz 1.23 gilt daher
(∀n ∈ N, n ≥ 2p) : (1 + x)n >
(
n
p
)
xp =
n!
p!(n− p)! x
p
=
n(n− 1) · . . . · (n− p+ 1)
p!
xp
>
(n
2
)p xp
p!
=
npxp
2pp!
.
Es folgt
(∀n ∈ N, n ≥ 2p) :
∣∣∣∣nkan
∣∣∣∣ = nk(1 + x)n < 2pp!xpnp−k < 2pp!xp · 1n
Fu¨r  > 0 setze
N = max
{
2pp!
xp
· 1

, 2p
}
.
Damit erhalten wir
(∀ > 0)(∃N ∈ N)(∀n ≥ N) : n ≥ 2p , 2
pp!
xp
· 1
n
≤  ,
∣∣∣∣nkan
∣∣∣∣ <  .
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Also gilt nk/an → 0 fu¨r k ∈ N und |a| > 1.
Nachweis von (6). Fu¨r a, b ∈ R+ mit a < b gilt
b =
n
√
bn ≤ n√an + bn ≤ n√bn + bn ≤ b n
√
2 .
Aus der Einschließungsregel 2.11 und (2) aus 2.12 folgt n
√
an + bn → b.
Satz und Definition 2.13.
(1) Eine reelle Folge a = (an)n∈N heißt beschra¨nkt wenn die Menge
a(N) = {x ∈ R | (∃n ∈ N) : x = an}
der Folgeglieder an beschra¨nkt ist.
(2) Eine reelle Folge a = (an)n∈N ist genau dann beschra¨nkt, wenn
(∃γ ∈ R)(∀n ∈ N) : |an| ≤ γ
gilt.
Satz 2.14. Jede konvergente Folge ist beschra¨nkt.
Reelle Folgen sind nach Definition Abbildungen von N nach R. Daher ko¨nnen
wir die Begriffe monoton wachsend, streng monoton wachsend, monoton fallend
respektive streng monoton fallend aus Definition 1.9 auf reelle Folgen anwenden.
Beispielsweise ist eine reelle Folge (an) monoton wachsend, wenn an ≤ am fu¨r
alle n,m ∈ N mit n < m gilt.
Beispiele 2.15.
(1) Die Nullfolge (n−1)n∈N ist streng monoton fallend und beschra¨nkt.
(2) Die Folge (n)n∈N ist streng monoton wachsend und unbeschra¨nkt. Sie
besitzt keinen Grenzwert in R.
Satz 2.16. Es gelten:
(1) Jede beschra¨nkte monoton wachsende Folge a = (an)n∈N konvergiert gegen
das Supremum der Menge a(N). Es gilt also:
lim
n→∞ an = supn∈N
(an) = sup(a(N)) .
(2) Jede beschra¨nkte monoton fallende Folge a = (an)n∈N konvergiert gegen
das Infimum der Menge a(N). Es gilt also:
lim
n→∞ an = infn∈N
(an) = inf(a(N)) .
40
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
(3) Jede beschra¨nkte monotone Folge ist konvergent.
Beweis. Nachweis von (1). Die Folge a = (an) sei monoton wachsend und be-
schra¨nkt. Nach dem Supremumsaxion 1.34 existiert s = sup(a(N)). Nach dem
-Kriterium 1.49 gilt
(∀ > 0)(∃N ∈ N) : s < aN +  .
Weil (an) monoton wa¨chst, folgt
(∀ > 0)(∃N ∈ N)(∀n ≥ N) : |an − s| = s− an ≤ s− aN <  .
Also gilt (an)n∈N → s. Damit ist (1) bewiesen. Der Nachweis von (2) folgt
analog. Aussage (3) folgt aus (1) und (2).
Beispiel 2.17 (Babylonisches Wurzelziehen, Verfahren von Heron). Sei a > 0
gegeben. Fu¨r jedes x0 > 0 konvergiert die Folge (xn)n∈N mit
xn+1 =
1
2
(
xn +
a
xn
)
fu¨r n ∈ N0 monoton fallend gegen
√
a. Siehe Beispiel 16.1.
Beispiel 2.18 (Positive k-te Wurzel). Seien a > 0 und k ∈ N gegeben. Fu¨r
jedes x0 > 0 konvergiert die Folge (xn)n∈N mit
xn+1 =
1
k
(
(k − 1)xn + a
xk−1n
)
fu¨r n ∈ N0 monoton fallend gegen die positive k-te Wurzel k
√
a von a.
Beispiel 2.19 (Euler’sche Zahl). Die Folge (xn) mit
xn =
(
1 +
1
n
)n
ist monoton wachsend. Der Grenzwert heißt Euler’sche Zahl e. Es gilt also
e = lim
n→∞
(
1 +
1
n
)n
.
Fu¨r alle n ∈ N gelten die Abscha¨tzungen(
1 +
1
n
)n
≤
n∑
k=0
1
k!
≤
(
1 +
1
n
)n+1
.
Die rechte Folge konvergiert monoton fallend gegen e. Fu¨r n = 1 erhalten wir
x ∈ [2, 4].
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Ehe wir weitere Beispiele behandeln, fu¨hren wir den Begriff der asymptoti-
schen Gleichheit zweier reeller Folgen ein.
Definition 2.20. Zwei reelle Folgen (an)n∈N und (bn)n∈N mit an 6= 0 und
bn 6= 0 fu¨r fast alle n ∈ N heißen asymptotisch gleich, wenn die Bedingung
an
bn
→ 1
erfu¨llt ist. Wir verwenden dafu¨r die Schreibweisen
an ∼ bn (n→∞) , an ∼ bn .
Zwei Folgen ko¨nnen asymptotisch gleich sein, ohne zu konvergieren.
Beispiel 2.21. Aus der Einschließung
(∀n ∈ N) : e
(n
e
)n
≤ n! ≤ en
(n
e
)n
folgt die asymptotische Gleichheit
n
√
n! ∼ n
e
(n→∞) .
Fu¨r n ≥ 2 gilt jeweils das echte Ungleichheitszeichen in der obigen Einschließung
fu¨r die Fakulta¨t n!.
Beispiel 2.22 (Wallis’sches Produkt, Kreiszahl). Sei (an) die Folge mit
an =
n∏
k=1
2k
2k − 1 =
2
1
· 4
3
· 6
5
· . . . · 2n
2n− 1 , n ∈ N .
Dann gilt
(∃!x ∈ R+) : an ∼
√
xn (n→∞) .
Die eindeutig bestimmte positive Zahl x wird mit pi bezeichnet. Es gilt also
an ∼
√
pin (n→∞) .
Die positive Zahl pi/2 ist die kleinste positive Nullstelle des Cosinus. Fu¨r alle
n ∈ N gelten die Abscha¨tzungen
an√
n+ 1
<
√
pi <
an√
n
,
wobei die linke Folge monoton wachsend und die rechte Folge monoton fallend
gegen
√
pi konvergiert. Fu¨r n = 1 erhalten wir pi ∈ (2, 4).
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Beweis. Die Monotonieaussagen folgen aus
a2n+1
n+ 2
:
a2n
n+ 1
=
(2n+ 2)2 (n+ 1)
(2n+ 1)2 (n+ 2)
=
4n3 + 12n2 + 12n+ 4
4n3 + 12n2 + 9n+ 2
> 1 ,
a2n+1
n+ 1
:
a2n
n
=
(2n+ 2)2 n
(2n+ 1)2 (n+ 1)
=
4(n+ 1)n
(2n+ 1)2
=
4n2 + 4n
4n2 + 4n+ 1
< 1 ,
Fu¨r alle n ∈ N gilt daher
√
2 =
a1√
2
≤ an√
n+ 1
<
an√
n
≤ a1 = 2 .
Also sind beide monotone Folgen beschra¨nkt und nach Satz 2.16 konvergent.
Mit Satz 2.10 (3) folgt
0 <
a2n
n
− a
2
n
n+ 1
=
a2n
n(n+ 1)
=
1
n+ 1
· a
2
n
n
→ 0 .
Nun liefern der Satz 2.10 (5) und der Einschließungssatz 2.11 die Gleichheit der
Grenzwerte beider Folgen.
Beispiel 2.23 (Stirling’sche Formel). Es gilt
n! ∼ nne−n
√
2pin .

Jede konvergente Folge ist nach Satz 2.14 konvergent. Nach Satz 2.16 sind
monotone beschra¨nkte Folgen konvergent. Die Beschra¨nktheit einer Folge ist
fu¨r die Konvergenz nicht hinreichend. Beispielsweise ist eine Folge (an) mit
a2n−1 = bn und a2n = cn, wobei (bn) und (cn) gegen verschiedene Grenzwerte
konvergieren, beschra¨nkt aber nicht konvergent. Die Folge (an) besitzt allerdings
konvergente Teilfolgen. Siehe Beispiel 2.26.
Satz 2.24 (Bolzano-Weierstraß). Jede beschra¨nkte Folge besitzt eine konver-
gente Teilfolge.
Beweis. Sei (xn) eine beschra¨nkte Folge. Dann gilt
(∃a, b ∈ R) : a ≤ b , (xn) ⊆ [a, b] .
Fortgesetztes Halbieren des Intervalles [a, b] liefert zwei Folgen (an) und (bn)
mit Eigenschaften (1), (2), (3), (4), (5).
(1) (∀n ∈ N) : a ≤ an ≤ bn ≤ b.
(2) (an) ist monoton wachsend und beschra¨nkt.
(3) (bn) ist monoton fallend und beschra¨nkt.
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(4) bn − an = 2−n(b− a).
(5) Jedes Intervall [an, bn] entha¨lt unendlich viele Glieder der Folge (xn).
Zwei Folgen (an) und (bn) mit diesen Eigenschaften lassen sich durch die Schritte
(i) und (ii) induktiv definieren.
(i) Wenn das Intervall [a, 12 (a+ b)] unendlich viele Glieder der Folge (xn)n∈N
entha¨lt, dann setzen wir
a1 = a , b1 =
1
2 (a+ b) .
Wenn das Intervavall [a, 12 (a+b)] ho¨chstens endlich viele Glieder der Folge
(xn)n∈N entha¨lt, dann setzen wir
a1 =
1
2 (a+ b) , b1 = b .
(ii) Es seien bereits a1, . . . , an und b1, . . . , bn konstruiert. Dann wenden wir
Schritt (i) auf [an, bn] anstelle von [a, b] an.
Mit den Sa¨tz 2.16 und 2.10 folgt
(∃α ∈ R) : an → α , bn → α .
Fu¨r n ∈ N definieren wir
ϕ(1) = min{k ∈ N | xk ∈ [a1, b1]} ,
ϕ(n+ 1) = min{k ∈ N | xk ∈ [an+1, bn+1] , ϕ(1), . . . , ϕ(n) < k} .
Die in der Konstruktion von ϕ verwendeten Minima existieren aufgrund des
Wohlordungssatzes 1.29. Die Abbildung ϕ : N → N ist streng monoton wach-
send. Mit der Einschließungsregel 2.11 folgt
xϕ(n) → α .
Also ist die Teilfolge (xϕ(n)) von (xn) konvergent.
Nach dem Satz von Bolzano-Weierstraß besitzen beschra¨nkte reelle Folgen
Ha¨ufungspunkte im Sinne der folgenden Definition.
Definition 2.25. Sei (an)n∈N eine reelle Folge. Eine reelle Zahl α ∈ R heißt ein
Ha¨ufungspunkt von (an)n∈N, wenn es eine Teilfolge (aϕ(n))n∈N mit aϕ(n) → α
gibt.
Der Grenzwert ist der einzige Ha¨ufungspunkt einer konvergenten Folge. Da-
gegen ko¨nnen Folgen, die nicht konvergieren, mehrere Ha¨ufungspunkte besitzen.
Beispiele 2.26.
(1) Die Folge (an)n∈N mit an = (−1)n besitzt die beiden Ha¨ufungspunkte ±1.
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(2) Die unbeschra¨nkte Folge c = (ck)k∈N mit
c = 0,−1, 0, 1,−2,−1, 0, 1, 2,−3,−2,−1, 0, 1, 2, 3, . . .
besitzt jede ganze Zahl ν ∈ Z als Ha¨ufungspunkt. Beispielsweise gilt
c10 = −3 .
Fu¨r alle n ∈ N folgt auf den endlichen Abschnitt
−n,−(n− 1), . . . , 0, . . . , n− 1, n
der endliche Abschnitt
−(n+ 1),−n,−(n− 1), . . . , 0, . . . , n− 1, n, n+ 1 .
Bei der Konstruktion der Folge c = (ck)k∈N verwenden wir die grundsa¨tz-
lichen Eigenschaften der unendlichen Menge N aus dem Satz von Cantor.
Siehe Satz 22.10.
(3) Sei hR : R→ (−1, 1) die Schra¨nkungsfunktion mit
hR(x) =
x
1 + |x| .
Jede rationale Zahl der Form hR(ν) mit ν ∈ Z ist ein Ha¨ufungspunkt
der beschra¨nkten Folge (hR(cn))n∈N. Diese Folge besitzt also abza¨hlbar
unendlich viele Ha¨ufungspunkte im Intervall (−1, 1).

Jede beschra¨nkte Folge besitzt nach dem Satz von Bolzano-Weierstraß 2.24
eine konvergente Teilfolge. Jede Cauchy-Folge ist beschra¨nkt. Nach dem Cauchy-
Konvergenzkriterium 2.28 ist eine reelle Folge genau dann konvergent, wenn sie
eine Cauchy-Folge ist.
Das Cauchy-Konvergenzkriterium dru¨ckt die wesentliche Eigenschaft der
Vollsta¨ndigkeit der reellen Zahlen aus. Es beruht auf dem Satz 2.24 von Bolzano-
Weierstraß und damit auf dem Wohlordnungssatz 1.29 und dem Supremums-
axiom 1.34. Das Kriterium 2.28 kann an Stelle von Axiom 1.34 beim Aufbau
der reellen Zahlen zu Grunde gelegt werden.
Definition 2.27. Eine reelle Folge (an)n∈N heißt eine Cauchy-Folge, wenn die
Bedingung
(∀ > 0)(∃N ∈ N)(∀n,m ≥ N) : |an − am| ≤ 
erfu¨llt ist.
Satz 2.28 (Cauchy-Konvergenzkriterium). Eine reelle Folge (an)n∈N ist genau
dann konvergent, wenn sie eine Cauchy-Folge ist.
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Beweis. Sei (an) eine konvergente Folge mit an → α. Dann gilt
(∀ > 0)(∃N ∈ N)(∀n ≥ N) : |an − α| ≤ 2 .
Mit der Dreiecks-Ungleichung folgt
|an − am| ≤ |an − α|+ |α− am| ≤ 
fu¨r alle n, m ≥ N. Also ist (an) eine Cauchy-Folge.
Sei (an) eine Cauchy-Folge. Dann gilt
(∃N ∈ N)(∀n,m ≥ N) : |an − am| ≤ 1 .
Es folgt
(∀n ∈ N) : |an| ≤ max{|a1|, . . . , |aN−1|, |aN |+ 1} .
Also ist (an) beschra¨nkt. Nach dem Satz 2.24 von Bolzano-Weierstraß gibt es
eine konvergente Teilfolge (aϕ(n)) von (an). Sei
α = lim
n→∞ aϕ(n) .
Weil (an) eine Cauchy-Folge ist und (aϕ(n)) gegen α konvergiert, gilt
(∀ > 0)(∃N ∈ N)(∃n ∈ N)(∀n,m ≥ N) :
ϕ(n) ≥ N , |an − am| ≤ 
2
, |aϕ(n) − α| ≤

2
.
Mit der Dreiecks-Ungleichung ergibt sich
|an − α| ≤ |an − aϕ(n)|+ |aϕ(n) − α| ≤ 
fu¨r alle n ≥ N. Also konvergiert (an) gegen α.
Bei vielen Untersuchungen ist es gu¨nstig, die reellen Zahlen um zwei weitere
Elemente +∞ und −∞ zu erga¨nzen, die wir plus Unendlich respektive minus
Unendlich nennen. Die Menge
R = {−∞} ∪ R ∪ {+∞}
heißt die erweiterte Zahlengerade. Die Elemente von R heißen die erweiterten
reellen Zahlen. Statt +∞ schreiben wir auch ∞. Wir definieren
−∞ = R− ∈ P(R) , ∞ = +∞ = R+ ∈ P(R) .
Wir fassen die erweiterte Zahlengerade R als Teilmenge der Potenzmenge P(R)
von R auf. Dabei identifizieren wir jede reelle Zahl a ∈ R mit der entsprechenden
einelementigen Menge
{a} ∈ P(R) .
Die Elemente ±∞ heißen die unendlich fernen Punkte der erweiterten Zahlen-
gerade R. Wir erga¨nzen die Definitionen 1.3 und 1.10.
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Definition 2.29. Sei a ∈ R.
(1) −∞ <∞ .
(2) −∞ < a .
(3) a <∞ .
(4) (a,∞] = {x ∈ R | a < x ≤ ∞}.
(5) [a,∞] = {x ∈ R | a ≤ x ≤ ∞}.
(6) [−∞, a) = {x ∈ R | −∞ ≤ x < a}.
(7) [−∞, a] = {x ∈ R | −∞ ≤ x ≤ a}.
(8) (−∞,∞) = R.
(9) [−∞,∞] = R.
Das abgeschlossene Intervall [−1, 1] dient oft als Modell der erweiterten Zah-
lengerade. Dabei machen wir von der Schra¨nkungsfunktion Gebrauch.
Beispiel 2.30. Die Schra¨nkungsfunktion hR : R→ [−1, 1] mit
hR(x) =

−1 , x = −∞ ,
x
1 + |x| , x ∈ R ,
1 , x = +∞
ist bijektiv und streng monoton wachsend. Dabei wird R bijektiv auf (−1, 1)
abgebildet. Das abgeschlossene Intervall [−1, 1] ist in bestimmter Hinsicht ein
Modell der erweiterten Zahlengeade. 
Der Limes superior und der Limes inferior einer beliebigen reelle Folge
werden als erweiterte reelle Zahlen definiert. Wenn die Folge beschra¨nkt ist, dann
sind Limes superior und Limes inferior reelle Zahlen im gewo¨hnlichen Sinn. Diese
beiden reellen Zahlen sind der gro¨ßte respektive der kleinste Ha¨ufungspunkt der
beschra¨nkten Folge.
Satz und Definition 2.31. Sei x = (xn)n∈N eine reelle Folge. Es sei Hx ⊆ R
die Menge der Ha¨ufungpunkte von (xn)n∈N.
(1) Es gibt genau ein b ∈ R mit (i) und (ii).
(i) Fu¨r alle z ∈ (b,∞] gilt xn < z fu¨r fast alle n ∈ N.
(ii) Fu¨r alle z ∈ [−∞, b) gilt z < xn fu¨r unendlich viele n ∈ N.
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Die eindeutig bestimmte erweiterte reelle Zahl b heißt der Limes superior
von (an)n∈N. Wir schreiben
b = lim sup
n→∞
(xn) , b = lim sup(xn) .
(2) Es gibt genau ein a ∈ R mit (i) und (ii).
(i) Fu¨r alle z ∈ [−∞, a) gilt z < xn fu¨r fast alle n ∈ N.
(ii) Fu¨r alle z ∈ (a,∞] gilt xn < z fu¨r unendlich viele n ∈ N.
Die eindeutig bestimmte erweiterte reelle Zahl a heißt der Limes inferior
von (an)n∈N. Wir schreiben
a = lim inf
n→∞ (xn) , a = lim inf(xn) .
(3) Fu¨r alle ξ ∈ Hx gilt
lim inf
n→∞ (xn) ≤ ξ ≤ lim supn→∞ (xn) .
(4) Sei (xn)n∈N beschra¨nkt. Dann gelten die folgenden Aussagen (i) bis (iv).
(i) Hx ist nicht-leer und beschra¨nkt.
(ii) Hx besitzt ein gro¨ßtes und ein kleinstes Element.
(iii) Die reelle Folge (sn)n∈N mit
sn = sup
k≥n
(xk)
fu¨r alle n ∈ N ist monoton fallend und beschra¨nkt. Es gilt
max(Hx) = lim
n→∞(supk≥n
(xk)) = lim sup
n→∞
(xn) .
(iv) Die reelle Folge (in)n∈N mit
in = inf
k≥n
(xk)
fu¨r alle n ∈ N ist monoton wachsend und beschra¨nkt. Es gilt
min(Hx) = lim
n→∞( infk≥n
(xk)) = lim inf
n→∞ (xn) .
Durch Definition 2.32 erga¨nzen wir die arithmetischen Rechenregeln. Aller-
dings bleiben die Ausdru¨cke
−∞+∞ , ∞−∞ , 0 · (±∞) , ±∞∞ ,
±∞
−∞ ,
0
0
,
±∞
0
nach wie vor undefiniert. Wir heben ausdru¨cklich hervor, dass die erweiterten
reellen Zahlen mit den erga¨nzten Rechenregeln keinen Ko¨rper bilden.
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Definition 2.32.
(1) (∀a ∈ R) : a+∞ =∞+ a =∞ .
(2) (∀a ∈ R) : a+ (−∞) = (−∞) + a = −∞ .
(3) (∀a ∈ R) : a/∞ = a/(−∞) = 0 .
(4) (∀a ∈ R+) : a · ∞ =∞ · a =∞ .
(5) (∀a ∈ R+) : a · (−∞) = (−∞) · a = −∞ .
(6) (∀a ∈ R+) : a/0 =∞ .
(7) (∀a ∈ R−) : a · ∞ =∞ · a = −∞
(8) (∀a ∈ R−) : a · (−∞) = (−∞) · a =∞ .
(9) (∀a ∈ R−) : a/0 = −∞ .
(10) ∞+∞ =∞ ·∞ = (−∞) · (−∞) =∞ .
(11) (−∞) + (−∞) = (−∞) · ∞ =∞ · (−∞) = −∞ .
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3 Logarithmus und Exponentialfunktion
In diesem Abschnitt untersuchen wir den Logarithmus und seine Umkehrfuktion.
Sei x ∈ R+. Nach 2.12 gilt
n
√
x ∼ 1 .
Wir vergleichen die Nullfolge (an)n∈N, wobei
an =
n
√
x− 1
gilt, mit der Nullfolge ( 1n )n∈N. Wir erhalten
n
√
x ∼ 1 + log(x)
n
.
Dabei ist log : R+ → R der Logarithmus.
Wir kennzeichnen den Logarithmus und die Exponentialfunktion durch ei-
ne Funktionalgleichung und eine Wachstumsbedingung. Der Logarithmus stellt
einen Zusammenhang zwischen der Multiplikation auf R+ und der Addition
auf R her. Logarithmus und Exponentialfunktion sind die Umkehrfunktionen
voneinander.
Leonhard Euler bewies 1740, dass die Folge (γn)n∈N mit
γn =
(
n∑
k=1
1
k
)
− log(n)
konvergiert. Folglich divergiert die harmonische Reihe logarithmisch. Es gilt
n∑
k=1
1
k
∼ log(n) .
Dieses asymptotische Gesetz ist eine Aussage u¨ber die Verteilung der reziproken
natu¨rlichen Zahlen in der Menge der positiven reellen Zahlen. Siehe Beispiel 3.11.
Sei pn die n-te Primzahl. Dann gilt nach dem Primzahlsatz (Vermutung
von Carl Friedrich Gauß und Adrien Marie Legendre, Beweis durch Jacques
Hadamard und Charles-Jean de la Valle´e Poussin unabha¨ngig voneinander im
Jahre 1896) die Formel
pn ∼ n log(n) .
Dieses asymptotische Gesetz ist eine Aussage u¨ber die Verteilung der Primzahlen
in der Menge der positiven reellen Zahlen. Siehe Landau [61], p. 214.
Das klassische Werk [61] von Edmund Landau wird wegen seiner Bedeu-
tung auch hundert Jahre nach seinem ersten Erscheinen im Jahre 1909 von der
American Mathematical Society nachgedruckt.
Eine heuristische Darstellung einer Ableitung des Primzahlsatzes mit stati-
stischen Methoden geben Courant und Robbins in [15], pp. 369-372.
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Die Funktion η : [0, 1]→ R mit
η(x) =
−x log(x) = x log
(
1
x
)
≥ 0 , 0 < x ≤ 1 ,
0 , x = 0
tritt in der Definition des informationstheoretischen Entropiebegriffes auf. Wir
definieren die n-ten Entropiefunktionen in 15.8.
Wir schließen die U¨bersicht mit einer Formel, die einen Zusammenhang zwi-
schen der Determinante und der Spur einer symmetrischen reellen Matrix her-
stellt. Sei n ∈ N und A ∈ Rn×n eine symmetrische Matrix. Dann gilt
d
dt
log(det(A− tEn)) = −tr((A− tEn)−1)
fu¨r alle t ∈ R \ σ(A).
Satz 3.1 (Logarithmus). Es gibt genau eine Funktion f : R+ → R mit den
folgenden beiden Eigenschaften (1) und (2).
(1) (∀x, y ∈ R+) : f(xy) = f(x) + f(y) .
(2) (∀x ∈ R+) : f(x) ≤ x− 1 .
Diese eindeutig bestimmte reelle Funktion heißt der natu¨rliche Logarithmus oder
Logarithmus und wird mit log bezeichnet. Aus der Funktionalgleichung (1), dem
sogenannten Logarithmengesetz, und der Wachstumsbedingung (2) ergibt sich
die explizite Beschreibung
(3) (∀x ∈ R+) : log(x) = lim
n→∞n(
n
√
x− 1) .
Umgekehrt folgen aus (3) die Eigenschaften (1) und (2). Außerdem gilt die Ein-
schließung
(4) (∀n ∈ N)(∀x ∈ R+) : n (1− 1/ n
√
x) ≤ log(x) ≤ n( n√x− 1) .
Beweis. Wir erbringen den Beweis in mehreren Schritten.
Erster Schritt. Aus (1) ergeben sich fu¨r x ∈ R+ und r ∈ Q die Beziehungen
f(1) = 0 , f(x−1) = −f(x) , f(xr) = rf(x) .
Aus (2) folgt daher fu¨r z ∈ R+ die Abscha¨tzung
−f(z) = f(z−1) ≤ z−1 − 1
und damit die Einschließung
1− z−1 ≤ f(z) ≤ z − 1 .
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Wir setzen z = x
1
n und erhalten
1− x− 1n ≤ f(x 1n ) ≤ x 1n − 1 .
Resultat. Aus (1) und (2) folgt die Einschließung
(∀n ∈ N)(∀x ∈ R+) : n(1− x− 1n ) ≤ f(x) ≤ n(x 1n − 1) .
Insbesondere folgt, dass x = 1 die einzige Nullstellen von f ist.
Zweiter Schritt. Aus beweistechnischen Gru¨nden gehen wir fu¨r jedes x ∈ R+
von der Folge ( n
√
x) zur Teilfolge ( 2
n√
x) u¨ber. Es gilt
(∀n ∈ N)(∀x ∈ R+) : 2n
(
1− 1
2n
√
x
)
≤ f(x) ≤ 2n( 2n√x− 1) .
Die linke Folge ist monoton wachsend und beschra¨nkt. Die rechte Folge ist
monoton fallend und beschra¨nkt. Beide Folgen konvergieren gegen denselben
Grenzwert.
Resultat. Jede Funktion f : R+ → R mit den Eigenschaften (1) und (2) erfu¨llt
f(x) = lim
n→∞ 2
n( 2
n√
x− 1)
fu¨r alle x ∈ R+. Im fu¨nften Schritt beweisen wir die Darstellung (3).
Dritter Schritt. Wir zeigen nun, dass eine Funktion f : R+ → R mit
f(x) = lim
n→∞ 2
n( 2
n√
x− 1)
die Eigenschaften (1) und (2) besitzt.
Fu¨r x, y ∈ R+ gilt
2n( 2n
√
xy − 1) = 2n( 2n√x− 1) 2n√y + 2n( 2n√y − 1) .
Wegen 2n
√
y → 1 liefert der Grenzu¨bergang n→∞ das Logarithmengesetz (1).
Fu¨r n ∈ N und x ∈ R+ gilt aufgrund der Monotonie der definierenden Folge
f(x) ≤ 2n( 2n√x− 1) ≤ 2(√x− 1) ≤ x− 1 .
Also gilt die Wachstumsbedingung (2).
Resultat. Es gibt genau eine Funktion f : R+ → R, die die Eigenschaften (1)
und (2) besitzt. Diese Funktion f besitzt die Grenzwertdarstellung
(∀x ∈ R+) : f(x) = lim
n→∞ 2
n( 2
n√
x− 1) .
Die Funktion f hat nur bei x = 1 eine Nullstelle.
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Vierter Schritt. Der Nachweis von (3) erfordert eine kleine Vorbereitung. Sei
(an)n∈N eine Nullfolge mit an > −1 und konstantem Vorzeichen sgn(an) 6= 0
fu¨r alle n ∈ N. Aus der obigen Einschließung
1− z−1 ≤ f(z) ≤ z − 1 .
erhalten wir
an
1 + an
= 1− 1
1 + an
≤ f(1 + an) ≤ (1 + an)− 1 = an .
Wir teilen die Ungleichungskette unter Beachtung des Vorzeichens durch an und
wenden den Einschließungsstatz 2.11 an. Grenzu¨bergang n→∞ liefert
lim
n→∞
f(1 + an)
an
= 1 .
Fu¨nfter Schritt. Abschließend beweisen wir die Grenzwertdarstellung (3).
Wir betrachten fu¨r x > 0 mit x 6= 1 die Nullfolge (an) mit
an =
n
√
x− 1 .
Die Nullfolge (an) erfu¨llt die vorstehenden Voraussetzungen. Daher folgt
n · ( n√x− 1) = f(x)
f(1 + an)
· an = f(x) · an
f(1 + an)
→ f(x) · 1 = f(x) .
Also gilt (3) fu¨r alle x > 0 mit x 6= 1. Fu¨r x = 1 gilt (3) trivialerweise. Damit
ist der Beweis beendet.
Beispiel 3.2. Nach Satz 3.1 gilt die Grenzwertdarstellung
log(2) = lim
n→∞ 2
n(
2n
√
2− 1) .
Wir setzen xn = 2
n( 2
n√
2− 1). Na¨herungsweise gilt
n xn
0 1.000000000
5 0.700708756
10 0.693381829
15 0.693154511
20 0.693147409
25 0.693147187
30 0.693147180
35 0.693147180
40 0.693147180
Die Konvergenz ist sehr langsam. 
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Der Logarithmus besitzt eine wichtige Stetigkeitseigenschaft. Der Logarith-
mus ist auf allen Intervallen der Form [a,∞) mit a ∈ R+ Lipschitz-stetig.
Lipschitz-stetige Abbildungen sind in der geometrischen Maßtheorie von großer
Bedeutung.
Definition 3.3. Seien A, X ⊆ R Teilmengen mit A ⊆ X. Sei f : X → R.
(1) f heißt Lipschitz-stetig auf A, wenn
(∃c ∈ R+)(∀x, y ∈ A) : |f(x)− f(y)| ≤ c |x− y|
gilt.
(2) Wenn die Funktion f auf ihrem Definitionsbereich X Lipschitz-stetig ist,
dann heißt f Lipschitz-stetig.
Beispiel 3.4. Seien a, b ∈ R mit a < b gegeben. Dann sind alle polynomialen
Funktionen p : [a, b]→ Rmit p(x) ∈ R[x] auf dem Intervall [a, b] Lipschitz-stetig.
Es genu¨gt, die Monome
pn(x) = x
n , n ∈ N0
zu betrachten. Wir setzen
µ = max{|a|, |b|, 1} .
Dann gelten die Abscha¨tzungen
|p0(x)− p0(y)| = |1− 1| ≤ |x− y| ,
|p1(x)− p1(y)| = |x− y| ≤ |x− y| ,
|p2(x)− p2(y)| = |x2 − y2| = |x− y| · |x+ y| ≤ 2µ|x− y| ,
|p3(x)− p3(y)| = |x3 − y3| = |x− y| · |x2 + xy + y2| ≤ 3µ2|x− y| ,
|p4(x)− p4(y)| = |x4 − y4| = |x− y| · |x3 + x2y + xy2 + y3| ≤ 4µ3|x− y| ,
...
|pn(x)− pn(y)| ≤ n · µn−1 · |x− y|
fu¨r alle x, y ∈ [a, b] und alle n ∈ N. Siehe Beispiel 10.11 und den dritten
Mittelwertsatz 11.22 der Differentialrechnung. 
Auf Intervallen der Form [a,∞) mit a > 0 ist der Logarithmus Lipschitz-
stetig. Das Bild log(R+) ist nach oben und nach unten unbeschra¨nkt. Mit Hilfe
des Zwischenwertsatzes fu¨r Lipschitz-stetige Funktionen ergibt sich, dass der
Logarithmus eine surjektive Abbildung von R+ auf R ist, das heißt, keine reelle
Zahl wird als Funktionswert ausgelassen.
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Satz 3.5 (Zwischenwertsatz fu¨r Lipschitz-stetige Funktionen). Seien a, b ∈ R
mit a < b gegeben. Sei f : [a, b]→ R eine Lipschitz-stetige Funktion mit
f(a) 6= f(b) .
(1) Dann gibt es zu jeder reellen Zahl η ∈ R mit
min{f(a), f(b)} < η < max{f(a), f(b)} (3.1)
eine reelle Zahl ξ ∈ (a, b) mit η = f(ξ).
(2) Jede reelle Zahl η ∈ R, die (3.1) erfu¨llt, heißt ein Zwischenwert von f(a)
und f(b). Wir sagen dann auch, dass η zwischen f(a) und f(b) liegt.
(3) Jeder Zwischenwert einer Lipschitz-stetigen Funktion wird angenommen.
Fu¨r weitere Zwischenwertsa¨tze siehe Satz 6.18 und Satz 17.25.
Beweis. Weil f auf [a, b] Lipschitz-stetig ist, existiert L ≥ 0 mit
(∀x, y ∈ [a, b]) : |f(x)− f(y)| ≤ L|x− y| .
Nach eventuellem U¨bergang zur negativen Funktion −f ko¨nnen wir annehmen,
dass
f(a) < η < f(b)
gilt. Um spa¨ter das -Kriterium fu¨r Suprema uneingeschra¨nkt auswerten zu
ko¨nnen, setzen wir f zu einer Lipschitz-stetigen Funktion F : R → R fort. Wir
setzen
F (x) =

f(a) , x ∈ (−∞, a) ,
f(x) , x ∈ [a, b] ,
f(b) , x ∈ (b,∞) .
Die Funktion F : R→ R ist beschra¨nkt und Lipschitz-stetig. Es gilt
(∀x, y ∈ R) : |F (x)− F (y)| ≤ L|x− y|
Die Menge
M = {x ∈ [a, b] | f(x) ≤ η}
ist nicht-leer. Als Teilmenge von [a, b] ist M außerdem beschra¨nkt. Nach dem
Supremumsaxiom 1.34 gibt es ξ ∈ R mit
ξ = sup(M) , ξ ∈ [a, b] .
Nach dem -Kriterium 1.49 gilt
(∀ > 0)(∃x ∈M) : x ≤ ξ < x + 
2L
.
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Wegen x ∈M und x + 2L /∈M gilt die Einschließung
F (x) ≤ η < F (x + 
2L
) .
Weil x+

2L gro¨ßer als b sein kann, mu¨ssen wir die Fortsetzung F der gegebenen
Funktion f verwenden. Damit erhalten wir
0 ≤ |f(ξ)− η| = |F (ξ)− η|
≤ |F (ξ)− F (x + 
2L
)|+ |F (x + 
2L
)− η|
≤ L · 
2L
+ |F (x + 
2L
)− F (x)|
≤ L · 
2L
+ L · 
2L
=  .
fu¨r alle  > 0. Also gilt f(ξ) = η. Aus f(a) < η < f(b) folgt ξ ∈ (a, b). Damit
ist der Beweis beendet.
Nach diesem Einschub u¨ber die Lipschitz-Stetigkeit wenden wir uns wieder
der Untersuchung des Logarithmus zu.
Satz 3.6 (Eigenschaften des Logarithmus).
(1) Fu¨r alle x, y ∈ R+ gilt
log(xy) = log(x) + log(y) .
(2) Fu¨r alle x ∈ R+ gilt
1− x−1 ≤ log(x) ≤ x− 1 .
(3) Vorzeichenschema: Fu¨r alle x ∈ R+ gilt
log(x)

< 0 , x ∈ (0, 1) ,
= 0 , x = 1 ,
> 0 , x ∈ (1,∞) .
(4) Der Logarithmus ist auf R+ streng monoton wachsend.
(5) Aus (2) folgt
1
2 ≤ log(2) ≤ 1 .
Multiplikation mit 2n und −2n liefern die beiden Einschießungen
n ≤ log(22n) ≤ 2n , −2n ≤ log(2−2n) ≤ −n
fu¨r alle n ∈ N. Also ist die Bildmenge log(R+) des Logarithmus nach oben
und unten unbeschra¨nkt.
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(6) Fu¨r alle a ∈ R+ und alle x, y ∈ [a,∞) gilt
| log(x)− log(y)| ≤ a−1 · |x− y| .
Also ist der Logarithmus auf allen Intervallen [a,∞) mit a ∈ R+ Lipschitz-
stetig.
(7) Der Logarithmus bildet R+ bijektiv auf R ab. Dies folgt aus (4), (6) und
dem Zwischenwertsatz 3.5.
(8) Der Logarithmus log ist ein Isomorphismus der multiplikativen Gruppe
(R+, · , 1) auf die additive Gruppe (R,+, 0).
Beweis. Die Eigenschaften (1) und (2) sind nach Satz 3.1 klar. Das Vorzeichen-
schema (3) und Eigenschaft (5) folgen aus (2).
Wir zeigen, dass log streng monoton wachsend ist. Seien x, y ∈ R+ mit x < y
gegeben. Mit (3) und (1) erhalten wir die Ungleichungen
1 <
y
x
0 < log(
y
x
) = log(y)− log(x) , log(x) < log(y) .
Also ist log streng monoton wachsend.
Nachweis von (6). Seien a ∈ R+ und x, y ∈ [a,∞) beliebig gewa¨hlt. Ohne
Einschra¨nkung der Allgemeinheit ko¨nnen wir x ≤ y annehmen. Mit (1) und (2)
erhalten wir
| log(x)− log(y)| = log(y)− log(x)
= log(
y
x
) ≤ y
x
− 1 = y − x
x
≤ |x− y|
a
.
Also ist log auf allen Intervallen der Form [a,∞) mit a > 0 Lipschitz-stetig.
Nachweis von (7) und (8). Wegen (4) ist log injektiv. Zu zeigen ist nur noch
die Surjektivita¨t von log. Mit der archimedischen Ordnungseigenschaft und (5)
erhalten wir
R ⊆
⋃
n∈N
[−n, n] ⊆ log(R+) ⊆ R .
Dabei verwenden wir (6) und den Zwischenwertsatz 3.5. Dies zeigt, dass log : R+ →
R auch surjektiv ist. Aus (7), (1) und log(1) = 0 folgt, dass log ein Gruppeni-
somorphismus von (R+, · , 1) auf (R,+, 0) ist.
Der Sa¨tze 3.1 und 3.6 gestatten es, die Umkehrfunktion des Logarithmus
zu bilden und durch eine Funktional- und eine Wachstumseigenschaft zu cha-
rakterisieren. Die Eigenschaften der Exponentialfunktion ergeben sich aus den
entsprechenden Eigenschaften des Logarithmus.
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Satz 3.7 (Exponentialfunktion). Es gibt genau eine Funktion f : R → R mit
den folgenden beiden Eigenschaften.
(1) (∀x, y ∈ R) : f(x+ y) = f(x)f(y) .
(2) (∀x ∈ R) : 1 + x ≤ f(x) .
Diese eindeutig bestimmte reelle Funktion heißt die Exponentialfunktion und
wird mit exp bezeichnet. Aus der Funktionalgleichung (1), dem Exponential-
gesetz, und der Wachstumsbedingung (2) ergibt sich
(3) (∀x ∈ R) : exp(x) = lim
n→∞
(
1 +
x
n
)n
.
Umgekehrt folgen aus (3) die Eigenschaften (1) und (2). Die Exponentialfunktion
ist die Umkehrfunktion des Logarithmus. Es gilt die Einschließung
(4) (∀x ∈ R)(∀n ∈ N, n > |x|) :
(
1 +
x
n
)n
≤ exp(x) ≤
(
1− x
n
)−n
.
Beweis. Aus (1) und (2) ergeben sich fu¨r x ∈ R und r ∈ Q die Beziehungen
f(0) = 1 , f(−x) = (f(x))−1 , f(rx) = (f(x))r .
Aus (2) folgt daher fu¨r z < 1 die Ungleichung
0 < 1− z < f(−z) = (f(z))−1 .
Daher gilt die Einschließung
(∀z < 1) : 1 + z ≤ f(z) ≤ (1− z)−1 .
Fu¨r z = x/n mit x ∈ R und n ∈ N mit n > |x| folgt
1 +
x
n
≤ f
(x
n
)
≤
(
1− x
n
)−1
.
Wir erhalten die Einschließung
(∀x ∈ R)(∀n ∈ N, n > |x|) :
(
1 +
x
n
)n
≤ f(x) ≤
(
1− x
n
)−n
.
Die linke Folge ist monoton wachsend. Die rechte Folge ist monoton fallend.
Beide Folgen konvergieren gegen denselben Grenzwert. Insbesondere ergibt sich
(∀x ∈ R) : 0 < f(x) .
Wir zeigen, dass die Umkehrfunktion log−1 die einzige Funktion auf R ist,
die vorstehende Einschließung erfu¨llt. Die Einzigkeit ist klar. Nach Satz 3.1 gilt
(∀n ∈ N)(∀y ∈ R+) : n
(
1− 1
n
√
y
)
≤ log(y) ≤ n( n√y − 1) .
Fu¨r y = log−1(x) erhalten wir
(∀x ∈ R)(∀n ∈ N, n > |x|) :
(
1 +
x
n
)n
≤ log−1(x) ≤
(
1− x
n
)−n
.
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Damit folgt fu¨r log−1 die Grenzwertdarstellung
(∀x ∈ R) : log−1(x) = lim
n→∞
(
1 +
x
n
)n
.
Weil log das Logarithmengesetz erfu¨llt, besitzt die Umkehrfunktion log−1
die Funktionaleigenschaft (1). Aus der Monotonie der linken Folge der obigen
Einschließung von log(x) und der Bernoulli’schen Ungleichung ergibt sich
(∀x ∈ R)(∀n ∈ N, n > |x|) : log−1(x) ≥
(
1 +
x
n
)n
≥ 1 + x .
Also besitzt log−1 auch Eigenschaft (2). Damit ist der Beweis beendet.
Satz 3.8 (Eigenschaften der Exponentialfunktion).
(1) (∀x ∈ R) : 0 < exp(x) .
(2) exp(0) = 1 .
(3) exp(1) = e .
(4) (∀x ∈ R, x < 1) : max{0, 1 + x} ≤ exp(x) ≤ 1
1− x .
(5) Die Exponentialfunktion ist streng monoton wachsend.
(6) (∀a ∈ R)(∀x, y ∈ (−∞, a]) : | exp(x)− exp(y)| ≤ exp(a) · |x− y| .
(7) In jedem Intervall (−∞, a] mit a ∈ R ist die Exponentialfunktion Lipschitz-
stetig.
(8) Die Exponentialfunktion bildet R bijektiv auf R+ ab.
(9) Die Exponentialfunktion ist ein Isomorphismus der Gruppe (R,+, 0) auf
die Gruppe (R+, · , 1).
Sei a ∈ R+. Mit der Exponentialfunktion und dem Logarithmus kann ax
allgemein fu¨r reelle Exponenten x definiert werden.
Satz und Definition 3.9. Sei a ∈ R+.
(1) Wir setzen
ax = exp(x log(a)) .
fu¨r alle x ∈ R.
(2) Speziell fu¨r r = mn ∈ Q mit m ∈ Z und n ∈ N gilt
ar = n
√
am = (am)
1
n .
(3) Die Funktion expa : R → R+ mit x 7→ ax heißt die Exponentialfunktion
zur Basis a.
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(i) Sei a = e. Fu¨r alle x ∈ R gilt
ex = expe(x) = exp(x) .
Die Exponentialfunktion zur Basis e stimmt also mit der Exponential-
funktion aus Satz 3.7 u¨berein.
(ii) Fu¨r a = 1 ist expa die konstante Funktion x 7→ 1.
(4) Sei zusa¨tzlich a 6= 1. Die Umkehrfunktion loga : R+ → R der Funktion
expa : R→ R+ heißt der Logarithmus zur Basis a.
(i) Fu¨r alle x ∈ R+ gilt
loga(x) =
log(x)
log(a)
.
(ii) Fu¨r alle x ∈ R+ gilt
loge(x) = log(x) .
Der Logarithmus log aus Satz 3.1 stimmt mit dem Logarithmus loge(x)
zur Basis e u¨berein. Er wird oft mit ln bezeichnet.
(5) Seien a, b ∈ R+ mit a 6= 1 gegeben. Dann gelten
loga(b
x) = x loga(b) , b
x = expa(x loga(b))
fu¨r alle x ∈ R+.
Satz 3.10.
(1) (∀a, b ∈ R+)(∀x ∈ R) : (ab)x = axbx .
(2) (∀a ∈ R+)(∀x, y ∈ R) : ax+y = axay .
(3) (∀a ∈ R+)(∀x, y ∈ R) : axy = (ax)y .
Beispiel 3.11 (Euler’sche Konstante). Nach Beispiel 2.19 gilt
(∀k ∈ N, k ≥ 2) :
(
1 +
1
k
)k
< e <
(
1 +
1
k − 1
)k
.
Wir wenden den Logarithmus an und erhalten
(∀k ∈ N, k ≥ 2) : log
(
1 +
1
k
)
<
1
k
< log
(
1 +
1
k − 1
)
Die linke Ungleichung gilt auch fu¨r k = 1. Die Folge (an)n∈N sei durch
an =
n∑
k=1
(
1
k
− log
(
1 +
1
k
))
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=
n∑
k=1
(
1
k
− log(k + 1) + log(k)
)
=
(
n∑
k=1
1
k
)
− log(n+ 1)
fu¨r alle n ∈ N definiert. Die Folge (an) ist streng monoton wachsend, weil alle
Summanden
1
k
− log
(
1 +
1
k
)
positiv sind. Die Folge (bn)n∈N sei durch
bn = 1 +
n∑
k=2
(
1
k
− log
(
1 +
1
k − 1
))
= 1 +
n∑
k=2
(
1
k
− log(k) + log(k − 1)
)
=
(
n∑
k=1
1
k
)
− log(n)
fu¨r n ≥ 2 und b1 = 1 definiert. Die Folge (bn)n∈N ist streng monoton fallend,
weil die Summanden
1
k
− log
(
1 +
1
k − 1
)
fu¨r k ≥ 2 negativ sind. Aus der Monotonie, der Funktionalgleichung und der
Wachstumseigenschaft des Logarithmus folgt
0 < bn − an = log(n+ 1)− log(n)
= log
(
1 +
1
n
)
≤
(
1 +
1
n
)
− 1 = 1
n
fu¨r alle n ∈ N. Also konvergieren die beiden monotonen Folgen (an) und (bn)
gegen denselben Grenzwert. Dieser Grenzwert wird Euler’sche Konstante γ ge-
nannt. Es gilt
γ = lim
n→∞
((
n∑
k=1
1
k
)
− log(n)
)
.
Die Auswertung der Einschließung
(∀n ∈ N) : 0 < an ≤ γ ≤ bn
fu¨r n = 1 ergibt γ ∈ (0, 1]. Na¨herungsweise gilt
γ ≈ 0.5772156649 . . . .
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Fu¨r n ∈ N mit n ≥ 2 gilt∣∣∣∣∣
((
n∑
k=1
1
k
)
: log(n)
)
− 1
∣∣∣∣∣ = bnlog(n) < b1log(n) = 1log(n) .
Folglich gilt die asymptotische Gleichheit
n∑
k=1
1
k
∼ log(n) .
Also ist die harmonische Reihe divergent. Siehe Beispiel 4.2. 
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4 Reelle Reihen
Reihen sind spezielle Folgen. Dementsprechend u¨bertragen sich die Konvergenz-
kriterien von Folgen auf Reihen.
Definition 4.1. Sei (an)n∈N eine reelle Folge. Die Folge (sn)n∈N der Partial-
summen
sn =
n∑
k=1
ak = a1 + · · ·+ an
heißt reelle Reihe, die zu (an)n∈N geho¨rt. Wir schreiben
∞∑
k=1
ak = (sn)n∈N
Im Falle der Konvergenz bezeichnen wir den Grenzwert der Folge (sn)n∈N als
Reihensumme und schreiben
∞∑
k=1
ak = lim
n→∞ sn .
Eine Reihe, die nicht konvergiert, heißt divergent. Wie u¨blich lassen wir Index-
mengen der Form Z≥n0 mit n0 ∈ Z zu. Vergleiche Definition 2.8.
Beispiel 4.2 (Harmonische Reihe). Die zu 1, 12 ,
1
3 ,
1
4 , . . . geho¨rige Reihe
∞∑
k=1
1
k
heißt harmonische Reihe. Beispiel 3.11 gilt
n∑
k=1
1
k
∼ log(n) .
Folglich ist die harmonische Reihe divergent. Weil ihre n-ten Partialsummen
asymptotisch gleich log(n) sind, sagen wir, dass die harmonische Reihe loga-
rithmisch divergiert. Die Divergenz kann mit folgendem Standardtrick direkt
bewiesen werden: Fu¨r k ∈ N mit n > 2k gilt
sn = 1 +
1
2
+
1
3
+
1
4
+
1
5
+ . . .+
1
n
≥ 1 + 1
2
+
1
3
+
1
4
+
1
5
+ . . .+
1
2k
= 1 +
1
2
+
(
1
3
+
1
4
)
+
(
1
5
+
1
6
+
1
7
+
1
8
)
+ . . .+
(
1
2k−1 + 1
+ . . .+
1
2k
)
≥ 1 + 1
2
+ 2 · 1
4
+ 4 · 1
8
+ . . .+ 2k−1 · 1
2k
= 1 +
k
2
.
63
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
Aus dieser Abscha¨tzung folgt die Divergenz der harmonischen Reihe. Die
harmonische Reihe wird in vielen Divergenzbeweisen als divergente Minorante
verwendet. 
Beispiel 4.3 (Geometrische Reihe). Sei q ∈ R gegeben. Die zu 1, q, q2, q3, . . .
geho¨rige Reihe
∞∑
k=0
qk = 1 + q + q2 + q3 + . . .
heißt geometrische Reihe. Nach der geometrischen Summenformel aus Beispiel
1.20 konvergiert die geometrische Reihe fu¨r |q| < 1 mit
∞∑
k=0
qk = 1 + q + q2 + q3 + . . . =
1
1− q .
Beispielsweise erhalten wir fu¨r q = 12 die Reihensumme
∞∑
k=0
2−k = 1 +
1
2
+
1
4
+
1
8
+ . . . = 2 .
Geometrischen Reihen treten in vielen Konvergenzbeweisen als konvergente Ma-
joranten auf. Wichtig ist, dass die Reihensumme einer konvergenten geometri-
sche Reihe leicht bestimmt werden kann. 
Beispiel 4.4 (Reihe der reziproken Quadrate). Die Reihe
∞∑
k=1
1
k2
= 1 +
1
4
+
1
9
+ . . .
ist konvergent. Wir zeigen, dass die entsprechende Folge der Partialsummen
nach oben beschra¨nkt ist. Nach Satz 2.16 ist die Reihe der reziproken Quadrate
konvergent. Fu¨r k ≥ 2 gilt
1
k2
<
1
(k − 1)k =
1
k − 1 −
1
k
.
Sei n ≥ 2. Summation u¨ber k = 2, . . . , n ergibt
n∑
k=2
(
1
k − 1 −
1
k
)
= 1− 1
n
.
Fu¨r n ∈ N erhalten wir
0 <
n∑
k=1
1
k2
= 1 +
n∑
k=2
1
k2
< 1 +
n∑
k=2
(
1
k − 1 −
1
k
)
= 1 +
{
1− 1
n
}
= 2− 1
n
.
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Also gilt
0 <
∞∑
k=1
1
k2
≤ 2 .
Euler hat gezeigt, dass
∞∑
k=1
1
k2
=
pi2
6
gilt. 
Wir untersuchen die alternierende harmonische Reihe
∞∑
k=0
(−1)k
k + 1
= 1− 1
2
+
1
3
− 1
4
± . . .
und die Leibniz-Reihe
∞∑
k=0
(−1)k
2k + 1
= 1− 1
3
+
1
5
− 1
7
± . . .
auf Konvergenz. Wegen des wechselnden Vorzeichens sind beide Reihen alter-
nierend.
Satz 4.5 (Leibniz-Kriterium fu¨r alternierende Reihen). Es sei (an)n∈N0 eine
monoton fallende Nullfolge. Dann ist die alternierende Reihe
∞∑
k=0
(−1)kak
konvergent. Ihre Summe s erfu¨llt die Fehlerabscha¨tzung∣∣∣∣∣s−
n∑
k=0
(−1)kak
∣∣∣∣∣ ≤ an+1
fu¨r alle n ∈ N0.
Beweis. Fu¨r n ∈ N0 sei sn =
∑n
k=0 an die n-te Partialsumme. Weil (an)n∈N0
eine monoton fallende Nullfolge ist, gelten (1), (2), (3) fu¨r alle n ∈ N.
(1) s2n − s2n−2 = a2n − a2n−1 ≤ 0 .
(2) s2n+1 − s2n−1 = −a2n+1 + a2n ≥ 0 .
(3) s2n − s2n−1 = a2n ≥ 0 .
Seien m, n ∈ N beliebig gegeben. Fu¨r k = max{m,n} gilt die Ungleichungskette
(4) s1 ≤ s2m−1 ≤ s2k−1 ≤ s2k ≤ s2n ≤ s2 .
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Die mittlere Ungleichung gilt wegen (3). Die beiden linken Ungleichungen gel-
ten wegen (2). Die beiden rechten Ungleichungen gelten wegen (1). Die Folge
(s2m−1)m∈N ist wegen (2) monoton wachsend. Die Folge (s2n)n∈N ist wegen (1)
monoton fallend. Beide Folgen sind wegen (4) beschra¨nkt. Also konvergieren
beide Folgen. Daher gibt es s′, s′′ ∈ R mit
s′ = lim
m→∞ s2m−1 , s
′′ = lim
n→∞ s2n , s
′ ≤ s′′ .
Die Dreiecks-Ungleichung und (3) liefern
0 ≤ |s′′ − s′|
≤ |s′′ − s2n|+ |s2n − s2n−1|+ |s′ − s2n−1|
= |s′′ − s2n|+ |a2n|+ |s′ − s2n−1|
fu¨r alle n ∈ N. Weil (an)n∈N nach Voraussetzung eine Nullfolge ist, folgt
s′ = s′′ .
Daher ko¨nnen wir s = s′ = s′′ setzen. Also gilt
s1 ≤ s2k−1 ≤ s2k+1 ≤ s′ = s = s′′ ≤ s2k ≤ s2 ≤ s0
fu¨r alle k ∈ N. Fu¨r alle n ∈ N gilt die Fehlerabscha¨tzung
|s− sn| =
|s− s2k−1| , n = 2k − 1 ,|s2k − s| , n = 2k
≤
|s2k − s2k−1| , n = 2k − 1 ,|s2k − s2k+1| , n = 2k
≤
|a2k| , n = 2k − 1 ,|a2k+1| , n = 2k
= an+1 .
Also konvergiert die alternierende Reihe gegen s. Ferner gilt
0 ≤ a0 − a1 = s1 ≤ s ≤ s0 = a0 .
Die obige Fehlerabscha¨tzung gilt daher auch im Fall n = 0, denn wir erhalten
|s− s0| = s0 − s ≤ a0 − (a0 − a1) = a1 .
Damit ist der Beweis des Leibniz-Kriteriums beendet.
Beispiel 4.6. Die alternierende harmonische Reihe ist konvergent mit
∞∑
k=0
(−1)k
k + 1
= 1− 1
2
+
1
3
− 1
4
± . . . = log(2) .
Siehe Mercator-Reihe fu¨r x = 1 in Beispiel 7.6. 
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Beispiel 4.7. Die Leibniz-Reihe ist konvergent mit
∞∑
k=0
(−1)k
2k + 1
= 1− 1
3
+
1
5
− 1
7
± . . . = pi
4
.
Siehe Arcustangens-Reihe fu¨r x = 1 in Beispiel 13.9. 
Das Cauchy-Konvergenzkriterium la¨sst sich direkt von Folgen auf Reihen
u¨bertragen.
Satz 4.8 (Cauchy-Konvergenzkriterium). Eine Reihe
∑∞
n=1 an konvergiert ge-
nau dann, wenn die Bedingung
(∀ > 0)(∃N ∈ N)(∀n ≥ N)(∀k ∈ N) :
∣∣∣∣∣
n+k∑
κ=n
aκ
∣∣∣∣∣ = |an + . . .+ an+k| ≤ 
erfu¨llt ist.
Aus dem Cauchy-Konvergenzkriterium folgt das Majorantenkriterium.
Satz 4.9 (Majorantenkriterium). Es seien (an)n∈N und (bn)n∈N reelle Folgen
mit |an| ≤ |bn| fu¨r fast alle n ∈ N. Wenn die Reihe
∑∞
n=1 |bn| konvergiert, dann
konvergiert die Reihe
∑∞
n=1 an mit∣∣∣∣∣
∞∑
n=1
an
∣∣∣∣∣ ≤
∞∑
n=1
|bn| .
Die Reihe
∑∞
n=1 bn heißt eine konvergente Majorante fu¨r die Reihe
∑∞
n=1 an.
Oft wird eine konvergente Majorante mit Hilfe einer geometrischen Reihe
konstruiert.
Beispiel 4.10 (Dezimalentwicklung). Sei x ∈ [0, 1).
(1) Die reelle Zahl x besitzt eine Reihendarstellung
x =
∞∑
k=1
xk · 10−k
mit xk ∈ {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}. Offenbar ist
∞∑
k=1
9 · 10−k = 9 ·
(
1
1− 10−1 − 10
−1
)
= 9 ·
(
10
9
− 1
10
)
= 1
ist eine konvergente Majorante.
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(2) Wir schreiben
x = 0.x1x2x3x4 . . . .
Eine solche Darstellung heißt eine Dezimalentwicklung von x.
(3) Die Ziffern xk sind nicht eindeutig bestimmt.
1
10
= 0.1 = 0.09 ,
1
20
= 0.05 = 0.049 .
Dabei wird die u¨berstrichene Ziffer periodisch wiederholt.
(4) Eine Dezimalentwicklung heißt normal, wenn
xk 6= 9
fu¨r unendliche viele k ∈ N gilt.
(5) Jede reelle Zahl x ∈ [0, 1) besitzt genau eine normale Dezimalentwicklung.
(i) r0 = x .
(ii) (∀k ∈ N) : xk = b10rk−1c , rk = 10rr−1 − xk .
Umgekehrt liefert jede normale Dezimalentwicklung 0.x1x2x3 . . . eine ein-
deutig bestimmte reelle Zahl x ∈ [0, 1).
(6) In einer normalen Dezimalentwicklung ko¨nnen unendlich viele Ziffern xk
gleich 9 sein.
1
11
= 0.09 ,
1
21
= 0.047619 .
Dabei werden die u¨berstrichenen Ziffernfolgen periodisch wiederholt.
Dezimalentwicklungen sowie Entwicklungen nach den Basen 3 und 2 werden im
Beweis des Satzes 22.10 von Cantor verwendet. 
Besonders wichtig ist der Begriff der absoluten Konvergenz.
Definition 4.11. Eine Reihe
∑∞
n=1 an heißt absolut konvergent, wenn die Rei-
he
∑∞
n=1 |an| konvergent ist.
Aus dem Majorantenkriterium 4.9 folgt sofort, dass absolut konvergente Rei-
hen konvergent sind.
Satz 4.12. Wenn die Reihe
∑∞
n=1 |an| absolut konvergent ist, dann konvergiert
sie auch.
Die Umkehrung des Satzes 4.12 gilt nicht, wie das Beispiel der alternierenden
harmonischen Reihe zeigt.
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Beispiel 4.13. Jede geometrische Reihe
∑∞
n=0 q
n mit |q| < 1 konvergiert ab-
solut, denn es gilt
0 <
1
1− q =
∞∑
n=0
qn ≤
∞∑
n=0
|q|n = 1
1− |q| .
Insbesondere fu¨r q = − 12 gilt
0 <
∞∑
n=0
(−1)k2−k = 23 < 2 =
∞∑
n=0
2−k .
Siehe Beispiel 4.3. 
Aus dem Majorantenkriterium 4.9 folgt durch Vergleich mit einer geeigneten
konvergenten geometrischen Reihe das Quotientenkriterium.
Satz 4.14 (Quotientenkriterium). Sei
∑∞
n=1 an eine reelle Reihe mit an 6= 0
fu¨r fast alle n ∈ N. Es existiere der Grenzwert
q = lim
n→∞
∣∣∣∣an+1an
∣∣∣∣ .
Dann gelten die folgenden drei Aussagen.
(1) Wenn q < 1 gilt, dann konvergiert die Reihe
∑
an absolut.
(2) Wenn q > 1 gilt, dann divergiert die Reihe
∑
an.
(3) Im Fall q = 1 wird keine Konvergenzaussage u¨ber die Reihe
∑
an gemacht.
Beweis. Nach Voraussetzung gilt 0 ≤ q.
Nachweis von (1). Im Fall 0 ≤ q < 1 sei η ∈ (q, 1) gewa¨hlt. Dann gilt nach
Voraussetzung
(∃n0 ∈ N)(∀n ≥ n0) :
∣∣∣∣an+1an
∣∣∣∣ ≤ η .
Mit vollsta¨ndiger Induktion erhalten wir
(∀n ≥ n0) : |an| ≤ ηn−n0 |an0 | .
Also ist die Reihe
∑∞
n=1 bn mit
bn =
 max{|a1| , . . . |an0 |} , n ≤ n0 ,ηn−n0 |an0 | , n > n0
eine konvergente Majorante zu
∑∞
n=1 an.
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Nachweis von (2). Sei 1 < q. Dann gilt |an| ≤ |an+1| fu¨r fast alle n ∈ N. Also
kann (an)n∈N keine Nullfolge sein. Also divergiert die Reihe
∑∞
n=1 an.
Nachweis von (3). Wir betrachten die beiden Reihen
∞∑
n=1
1
n
,
∞∑
n=1
1
n2
.
Die harmonische Reihe ist divergent. Die Reihe der reziproken Quadrate ist
konvergent. Fu¨r beide Reihen gilt q = 1. Die Betrachtung der Quotienten∣∣∣∣an+1an
∣∣∣∣
reicht fu¨r eine Konvergenzaussage in diesem Fall also nicht aus. Deshalb macht
das Quotientenkriterium im Fall q = 1 keine Aussage.
Beispiel 4.15 (Exponentialreihe). Die Exponentialreihe
∞∑
n=0
xn
n!
konvergiert nach dem Quotientenkriterium fu¨r jedes x ∈ R mit x 6= 0 absolut,
denn es gilt ∣∣∣∣ xn+1(n+ 1)! : xnn!
∣∣∣∣ = |x|n+ 1 → 0 < 1 .
Die absolute Konvergenz im Fall x = 0 ist trivialerweise erfu¨llt. Spa¨ter werden
wir sehen, dass die Exponentialreihe die Exponentialfunktion darstellt. Siehe
Beispiel 4.17. 
Das Wurzelkriterium folgt ebenfalls aus dem Majorantenkriterium 4.9 durch
Vergleich mit einer geeigneten konvergenten geometrischen Reihe.
Satz 4.16 (Wurzelkriterium). Sei
∑∞
n=1 an eine reelle Reihe. Nach 2.31 exi-
stiert der Limes superior
q = lim sup
n→∞
n
√
|an|
im Intervall [0,∞]. Es gelten die folgenden drei Aussagen.
(1) Wenn q < 1 gilt, dann konvergiert die Reihe
∑
an absolut.
(2) Wenn q > 1 gilt, dann divergiert die Reihe
∑
an.
(3) Im Fall q = 1 wird keine Konvergenzaussage u¨ber die Reihe
∑
an gemacht.
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Beweis. Wir verfahren analog zum Beweis des Quotientenkriteriums.
Nachweis von (1). Im Fall 0 ≤ q < 1 sei η ∈ (q, 1) gewa¨hlt. Dann gilt
(∃n0 ∈ N)(∀n ≥ n0) : n
√
|an| ≤ η .
Wir erhalten
(∀n ≥ n0) : |an| ≤ ηn .
Also ist die Reihe
∑∞
n=1 bn mit
bn =
 max{|a1| , . . . |an0 |} , n ≤ n0 ,ηn , n > n0
eine konvergente Majorante zu
∑∞
n=1 an.
Nachweis von (2). Sei 1 < q. Dann gilt n
√|an| ≥ 1 fu¨r fast alle n ∈ N. Also
kann (an)n∈N keine Nullfolge sein. Also divergiert die Reihe
∑∞
n=1 an.
Nachweis von (3). Wir betrachten die beiden Reihen
∞∑
n=1
1
n
,
∞∑
n=1
1
n2
.
Die harmonische Reihe ist divergent. Die Reihe der reziproken Quadrate ist
konvergent. Wegen
1
n
√
n
→ 1
1
= 1 ,
1
n
√
n2
=
1
n
√
n
· 1
n
√
n
→ 1 · 1 = 1
gilt fu¨r beide Reihen q = 1. Die Betrachtung der Wurzeln n
√|an| reicht fu¨r eine
Konvergenzaussage im Fall q = 1 also nicht aus. Deshalb macht das Wurzel-
kriterium im Fall q = 1 keine Aussage.
Beispiel 4.17 (Exponentialreihe). Die Exponentialreihe
∞∑
n=0
xn
n!
konvergiert nach dem Wurzelkriterium 4.16 fu¨r jedes x ∈ R absolut. Nach 2.21
gilt die Einschließung
e
(n
e
)n
≤ n! ≤ en
(n
e
)n
fu¨r alle n ∈ N. Die linke Ungleichung liefert
lim
n→∞
1
n
√
n!
= 0 .
Folglich gilt
lim sup
n→∞
n
√∣∣∣∣xnn!
∣∣∣∣ = limn→∞ |x|n√n! = 0
fu¨r alle x ∈ R. Siehe Beispiel 4.15. 
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Beispiel 4.18 (Cosinus-Reihe). Die Cosinus-Reihe
∞∑
k=0
(−1)k
(2k)!
x2k
konvergiert nach dem Wurzelkriterium 4.16 fu¨r jedes x ∈ R absolut. Diese Reihe
besteht aus den Summenden an mit
an =

(−1)k
(2k)!
x2k , n = 2k , k ∈ N0 ,
0 , n = 2k + 1 , k ∈ N0 .
Die Summanden an mit ungeradem Index tragen den Ha¨ufungspunkt 0 zur
Menge der Ha¨ufungspunkte von ( n
√|an|)n∈N0 bei. Folglich gilt
0 ≤ lim sup
n→∞
n
√
|an| = lim sup
k→∞
2k
√
|a2k|
= lim sup
k→∞
2k
√∣∣∣∣ x2k(2k)!
∣∣∣∣
= lim
k→∞
|x|
2k
√
(2k)!
= lim
k→∞
|x|
k
√
k!
= 0 .
Siehe Satz und Definition 5.1. 
Beispiel 4.19 (Sinus-Reihe). Die Sinus-Reihe
∞∑
l=0
(−1)l
(2l + 1)!
x2l+1
konvergiert nach dem Wurzelkriterium 4.16 fu¨r jedes x ∈ R absolut. Der Beweis
la¨uft analog zu dem in 4.18. Siehe Satz und Definition 5.1. 
Wenn eine Reihe nach dem Quotientenkriterium konvergent ist, dann ist sie
auch nach dem Wurzelkriterium konvergent. Die Umkehrung gilt nicht.
Die Bedeutung der absoluten Konvergenz liegt darin, dass mit absolut kon-
vergenten Reihen in gewissem Sinn wie mit endlichen Summen gerechnet werden
kann. Der Umordungssatz und das Cauchy-Produkt sind dafu¨r Beispiele. In der
Definition des Cauchy-Produktes zweier Reihen ist es gu¨nstig, die Nummerie-
rung der Reihensummanden bei 0 beginnen zu lassen.
Definition 4.20. Eine Reihe
∑∞
n=0 bn entsteht aus einer Reihe
∑∞
n=0 an durch
Umordnen, wenn es eine Bijektion ϕ : N0 → N0 derart gibt, dass bn = aϕ(n) fu¨r
alle n ∈ N gilt.
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Satz 4.21 (Umordnungssatz). Jede Reihe
∑∞
n=0 bn, die aus einer absolut kon-
vergenten Reihe
∑∞
n=0 an durch Umordnen entsteht, ist absolut konvergent mit
∞∑
n=0
bn =
∞∑
n=0
an .
Nach dem Umordnungssatz 4.21 kommt es bei der Bildung der Reihensumme
einer absolut konvergenten Reihe nicht auf die Summationsreihenfolge an. Ge-
schicktes Aufsummieren liegt dem Cauchy-Produkt zu Grunde: Die Rechen-
regel fu¨r die Multiplikation von Polynomen wird auf absolut konvergente Reihen
u¨bertragen.
Definition 4.22. Seien
∑∞
k=0 ak und
∑∞
l=0 bl zwei Reihen. Die Reihe
∑∞
n=0 cn
mit
cn =
n∑
k=0
akbn−k = a0bn + a1bn−1 + . . .+ anb0 , n ∈ N0
heißt das Cauchy-Produkt von
∑∞
k=0 ak und
∑∞
l=0 bl.
Satz 4.23 (Satz vom Cauchy-Produkt). Das Cauchy-Produkt
∑∞
n=0 cn zweier
absolut konvergenter Reihen
∑∞
k=0 ak und
∑∞
l=0 bl ist absolut konvergent mit
∞∑
n=0
cn =
( ∞∑
k=0
ak
)( ∞∑
l=0
bl
)
.
Als Anwendung des Cauchy-Produktes zeigen wir, dass die Exponentialreihe
die Funktionalgleichung (1) aus Satz 3.7 erfu¨llt.
Beispiel 4.24 (Eigenschaften der Exponentialreihe).
(1) Nach dem Binomialsatz 1.23 gilt
(x+ y)n
n!
=
n∑
k=0
(
n
k
)
xkyn−k
n!
=
n∑
k=0
xk
k!
yn−k
(n− k)! .
Folglich ist die Exponentialreihe in x + y ist das Cauchy-Produkt der
Exponentialreihen in x und y. Die in Rede stehenden Reihen sind absolut
konvergent.
(2) Nach Satz 4.23 gilt
∞∑
n=0
(x+ y)n
n!
=
( ∞∑
k=0
xk
k!
)( ∞∑
l=0
yl
l!
)
.
fu¨r alle x, y ∈ R.
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(3) Fu¨r alle x ∈ R gilt( ∞∑
n=0
xn
n!
)
=
( ∞∑
n=0
( 12x+
1
2x)
n
n!
)
=
( ∞∑
k=0
( 12x)
k
k!
)( ∞∑
l=0
( 12x)
l
l!
)
≥ 0 .

Nach diesen Vorbereitungen ko¨nnen wir zeigen, dass die Exponentialreihe
die Exponentialfunktion darstellt.
Satz 4.25 (Exponentialfunktion, Exponentialreihe).
(1) Die Exponentialreihe
∞∑
n=0
xn
n!
(4.1)
konvergiert fu¨r alle x ∈ R absolut.
(2) Fu¨r alle x ∈ R gilt
exp(x) = lim
n→∞
(
1 +
x
n
)n
=
∞∑
n=0
xn
n!
. (4.2)
Also stellt die Exponentialreihe die Exponentialfunktion dar.
(3) (∀x ∈ R×) : 1 + x < exp(x) .
(4) (∀x ∈ R+ \ {1}) : 1− x−1 < log(x) < x− 1 .
Beweis. Wie wir gesehen haben, ist die Exponentialreihe nach dem Quotienten-
kriterium und nach dem Wurzelkriterium fu¨r alle x ∈ R absolut konvergent.
Wir setzen
f(x) =
∞∑
n=0
xn
n!
fu¨r alle x ∈ R. Zum Nachweis von Aussage (2) ist wegen Beispiel 4.24 nur noch
die Wachstumsbedingung (2) aus Satz 3.7 nachzupru¨fen.
(i) 1 = f(0).
(ii) Fu¨r alle x > 0 gilt
1 + x <
∞∑
n=0
xn
n!
= f(x)
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(iii) Fu¨r alle x < −1 gilt
1 + x < 0 ≤ f(x) .
Dies folgt aus 4.24.
(iv) Fu¨r alle n ∈ N0 und alle x ∈ R gilt
x2n
(2n)!
+
x2n+1
(2n+ 1)!
=
x2n
(2n)!
(
1 +
x
2n+ 1
)
.
(v) Fu¨r alle x ∈ [−1, 0) gilt
1 + x < f(x) .
Dies folgt aus (iv).
Damit sind (2) und (3) bewiesen. Schließlich folgt (4) aus (3).
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5 Cosinus und Sinus
Bevor wir mit der Ero¨rterung der trigonometrischen Funktionen Cosinus und
Sinus beginnen, erinnern wir an die Ausfu¨hrungen zu den komplexen Zahlen in
der Vorlesung Lineare Algebra im Wintersemester.
Bisher haben wir nur reelle Folgen und Reihen betrachtet. Nun lassen wir
auch komplexe Zahlen als Folge- und Reihenglieder zu. Der Konvergenzbegriff
kann Wort fu¨r Wort u¨bernommen werden. Es muss dabei nur die Betragsfunk-
tion fu¨r reelle Zahlen durch die Betragsfunktion fu¨r komplexe Zahlen ersetzt
werden. Allerdings macht fu¨r beliebige komplexe Folgen der Begriff der mono-
tonen Folge keinen Sinn mehr. Von dieser Ausnahme abgesehen, gelten unsere
fru¨heren U¨berlegungen sinngema¨ß auch fu¨r komplexe Folgen und Reihen.
Die Exponentialreihe konvergiert fu¨r alle z ∈ C absolut. Daher macht es
Sinn, die Exponentialfunktion durch
exp(z) = ez =
∞∑
n=0
zn
n!
zu einer Funktion exp : C→ C fortzusetzen. Die Funktionalgleichung
exp(z1 + z2) = exp(z1) exp(z2)
gilt fu¨r alle z1, z2 ∈ C.
Nun berechnen wir Real- und Imagina¨rteil von eix fu¨r x ∈ R. Dementspre-
chend fu¨hren wir zwei Funktionen f : R→ R und g : R→ R mit
eix = f(x) + ig(x)
ein. Es gelten
i2 = −1 , i3 = −i , i4 = 1 .
Wegen der absoluten Konvergenz ko¨nnen wir die Summanden der Reihe fu¨r eix
nach Real- und Imagina¨rteil neu anordnen.
eix =
∞∑
n=0
(ix)n
n!
=
( ∞∑
k=0
(−1)k
(2k)!
x2k
)
+ i
( ∞∑
l=0
(−1)l
(2l + 1)!
x2l+1
)
.
Fu¨r die beiden reellen Funktionen f und g erhalten wir die Reihendarstellungen
f(x) =
∞∑
k=0
(−1)k
(2k)!
x2k , g(x) =
∞∑
l=0
(−1)l
(2l + 1)!
x2l+1
fu¨r alle x ∈ R. Weil die reelle Exponentialreihe nach Beispiel 4.15 und 4.17 fu¨r
jedes x ∈ R absolut konvergiert, konvergieren die reellen Reihen fu¨r f und g
nach dem Majorantenkriterium 4.9 ebenfalls absolut fu¨r jedes x ∈ R.
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Wir wenden die Funktionalgleichung zweimal an. Fu¨r alle x ∈ R gilt
1 = eix · e−ix
= (f(x) + ig(x)) · (f(x)− ig(x))
= f2(x) + g2(x) .
Diese Identita¨t heißt der Satz des Pythagoras. Aus dem Satz des Pythagoras
folgen die Abscha¨tzungen
0 ≤ |f(x)| ≤ 1 , 0 ≤ |g(x)| ≤ 1 .
Die Funktionalgleichung liefert die Additionstheoreme
f(x+ y) + ig(x+ y) = ei(x+y)
= eix · eiy
= (f(x) + ig(x)) · (f(y) + ig(y))
= (f(x)f(y)− g(x)g(y)) + i(f(x)g(y) + f(y)g(x))
fu¨r alle x, y ∈ R.
Satz und Definition 5.1 (Cosinus und Sinus).
(1) Die Funktionen cos : R→ R und sin : R→ R seien durch
cos(x) + i sin(x) = exp(ix)
fu¨r alle x ∈ R definiert. Wir nennen diese beiden Funktionen den Cosinus
respektive den Sinus.
(2) Fu¨r alle x ∈ R gelten die Reihendarstellungen
cos(x) =
∞∑
k=0
(−1)k
(2k)!
x2k , sin(x) =
∞∑
l=0
(−1)l
(2l + 1)!
x2l+1 .
Diese Reihen konvergieren in allen x ∈ R absolut.
(3) Fu¨r alle x, y ∈ R gelten (i) bis (ix).
(i) cos(0) = 1 .
(ii) sin(0) = 0 .
(iii) cos(−x) = cos(x) .
(iv) sin(−x) = − sin(x) .
(v) cos2(x) + sin2(x) = 1 .
(vi) cos(x) ∈ [−1, 1] .
(vii) sin(x) ∈ [−1, 1] .
(viii) cos(x+ y) = cos(x) cos(y)− sin(x) sin(y) .
(ix) sin(x+ y) = sin(x) cos(y) + cos(x) sin(y) .
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(4) Fu¨r alle x, y ∈ R gelten (i) bis (v).
(i) |eix| = 1 .
(ii) 0 ≤ |1− eix| = √2− 2 cos(x) ≤ |x| .
(iii) |eix − eiy| ≤ |x− y| .
(iv) | cos(x)− cos(y)| ≤ |x− y| .
(v) | sin(x)− sin(y)| ≤ |x− y| .
Also sind Cosinus und Sinus auf R Lipschitz-stetig.
Cosinus und Sinus werden nach Satz 5.1 paarweise definiert. Eine genaue
Untersuchung der Reihendarstellungen ergibt weitere Eigenschaften, die wir in
Satz 5.3 zusammenfassen. Insbesondere zeigen wir, dass Cosinus und Sinus pe-
riodische Funktionen sind.
Definition 5.2. Sei f : R→ R gegeben.
(1) Sei p ∈ R+. Die Funktion f heißt p-periodisch, wenn f(x+ p) = f(x) fu¨r
alle x ∈ R gilt. Dann heißt die positive Zahl p eine Periode von f .
(2) Die Funktion f heißt periodisch, wenn es p ∈ R+ derart gibt, dass f eine
p-periodische Funktion ist.
(3) Offenbar gilt: Mit p ∈ R+ ist auch 2p eine Periode von f .
(4) Sei f eine periodische Funktion. Dann heißt die kleinste Periode von f
die Periode von f .
Satz 5.3 (Weitere Eigenschaften von Cosinus und Sinus).
(1) cos(0) = 1 , cos(2) < − 13 , sin(0) = 0 .
(2) cos ist auf [0, 2] streng monoton fallend.
(3) cos besitzt in [0, 2] genau eine Nullstelle. Diese wird mit pi2 bezeichnet.
(4) cos(0) = 1 , cos(pi2 ) = 0 , cos(pi) = −1 , cos( 32pi) = 0 , cos(2pi) = 1 .
(5) sin(0) = 0 , sin(pi2 ) = 1 , sin(pi) = 0 , sin(
3
2pi) = −1 , sin(2pi) = 0 .
(6) Formel von Euler: eipi + 1 = 0 .
(7) (∀x ∈ R) : cos(x+ pi2 ) = − sin(x) , sin(x+ pi2 ) = cos(x) .
(8) (∀x ∈ R) : cos(x+ pi) = − cos(x) , sin(x+ pi) = − sin(x) .
(9) (∀x ∈ R) : cos(x+ 2pi) = cos(x) , sin(x+ 2pi) = sin(x) .
(10) cos ist auf [0, pi] streng monoton fallend.
(11) sin ist auf [−pi2 , pi2 ] streng monoton wachsend.
(12) pi2 ist die kleinste positive Nullstelle von cos.
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(13) pi ist die kleinste positive Nullstelle von sin.
(14) 2pi ist die kleinste Periode von cos und sin.
(15) cos(R) = sin(R) = [−1, 1] .
Beweis. Nachweis von (1). Aus den Reihendarstellungen folgt, dass der Cosinus
eine gerade Funktion und der Sinus eine ungerade Funktion ist. Die Reihendar-
stellungen liefern die Werte
cos(0) = 1 , sin(0) = 0 .
Wir scha¨tzen cos(2) nach oben ab. Es gilt
cos(2) = 1− 2
2
2!
+
24
4!
− 2
6
6!
+
28
8!
∓ . . .
= 1− 2
2
2!
+
24
4!
− 2
6
6!
(
1− 4
7 · 8
)
− . . .
= 1− 2
2
2!
+
24
4!
− r
= −1
3
− r
mit r > 0. Also gilt cos(2) < − 13 .
Nachweis von (2). Fu¨r alle 0 < x ≤ 2 gilt
sin(x) = x− x
3
3!
+
x5
5!
− x
7
7!
±
=
x1
1!
(
1− x
2
2 · 3
)
+
x5
5!
(
1− x
7
6 · 7
)
+ . . .
> 0 .
Seien x, y ∈ [0, 2] mit x < y gegeben. Dann gilt
cos(y)− cos(x) = (−2) · sin
(
y + x
2
)
· sin
(
y − x
2
)
> 0 .
Also ist der Cosinus auf [0, 2] streng monoton fallend.
Nachweis von (3). Nach Satz und Definition 5.1 ist der Cosinus auf R
Lipschitz-stetig. Nach dem Zwischenwertsatz 3.5 fu¨r Lipschitz-stetige Funktio-
nen nimmt der Cosinus jeden Wert zwischen cos(0) und cos(2) an. Daher besitzt
diese Funktion im Intervall [0, 2] eine Nullstelle. Wegen der strengen Monotonie
besitzt der Cosinus eine einzige Nullstellen im Intervall [0, 2]. Diese wird mit 12pi
bezeichnet.
Die Aussagen (4) bis (9) folgen aus (1), (3) und den Additionstheoremen des
Satzes 5.1.
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Nachweis von (10) und (11). Wegen (3) ist der Cosinus auf [0, 12pi] streng
monoton fallend. Nach (7) gilt
sin(x) = − cos(x+ 12pi)
fu¨r alle x ∈ R. Also ist der Sinus auf [− 12pi, 0] streng monoton wachsend. Seien
0 ≤ x < y ≤ 12pi gegeben. Dann gilt
sin(y)− sin(x) = − sin(−y) + sin(−x) = sin(−x)− sin(−y) > 0 .
Also ist der Sinus auf [−12pi, 12pi] streng monoton wachsend. Nach (7) gilt
cos(x+ 12pi) = − sin(x)
fu¨r alle x ∈ R. Daher ist der Cosinus auf [ 12pi, pi] streng monoton fallend. Also
ist der Cosinus auf [0, pi] streng monoton fallend. Damit sind (10) und (11)
bewiesen.
Die u¨brigen Aussagen (12) bis (15) folgen aus (1) bis (10). Damit ist der
Beweis des Satzes 5.3 beendet.
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6 Stetige Funktionen
In diesem Abschnitt definieren wir die Stetigkeit von reellen Funktionen. Insbe-
sondere sind Lipschitz-stetige Funktionen stetig. Als Ausgangspunkt und Defi-
nition wa¨hlen wir das -δ-Kriterium der Stetigkeit. Es ist dabei auf die Stellung
der Quantoren zu achten.
Definition 6.1 (Das -δ-Kriterium der Stetigkeit). Sei A ⊆ R eine Teilmenge.
Eine reelle Funktion f : A→ R ist in a ∈ A stetig, wenn die Bedingung
(∀ > 0)(∃δ > 0)(∀x ∈ A) : |x− a| ≤ δ ⇒ |f(x)− f(a)| ≤ 
erfu¨llt ist. Die Funktion f heißt stetig, wenn sie in jedem Punkt ihres Definiti-
onsbereiches A stetig ist. Oft schreiben wir δ = δ(a, ), um die Abha¨ngigkeit der
Zahl δ > 0 von der Zahl  > 0 und der Stelle a ∈ A zum Ausdruck zu bringen.
Ein sehr wichtiges und zugleich einfaches Beispiel einer stetigen Funktion ist
die Betragsfunktion.
Beispiel 6.2. Die Betragsfunktion x 7→ |x| ist auf R stetig. Fu¨r alle a ∈ R und
alle  > 0 kann δ(a, ) =  gewa¨hlt werden. 
Die Betragsfunktion x 7→ |x| ist Lipschitz-stetig und stetig. Allgemein gilt
folgender Zusammenhang:
Satz 6.3. Sei A ⊆ R eine Teilmenge und f : A → R eine Lipschitz-stetige
Funktion. Sei c > 0 eine positive reelle Konstante mit
(∀x, a ∈ A) : |f(x)− f(a)| ≤ c |x− a| .
Dann gelten (1) und (2).
(1) f ist stetig.
(2) Fu¨r alle a ∈ A und alle  > 0 kann δ(a, ) = /c gewa¨hlt werden.
Beweis. Das -δ-Kriterium fu¨r die Stetigkeit an der Stelle a ∈ A wird daher von
δ(a, ) = /c erfu¨llt.
Beispiele 6.4. Nach 5.3 sind cos und sin auf R Lipschitz-stetig. Also sind cos
und sin nach 6.3 auf R stetig. 
Beispiel 6.5. Nach 3.6 ist log auf jedem Intervall [a,∞) mit a ∈ R Lipschitz-
stetig. Aus 6.3 folgt daher, dass log auf R+ stetig ist. 
81
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
Beispiel 6.6. Nach 3.8 ist exp auf jedem Intervall (−∞, a] mit a ∈ R Lipschitz-
stetig. Aus 6.3 folgt daher, dass exp auf R stetig ist. 
Wir zeigen nun, dass die Quadratwurzelfunktion x 7→ √x in jedem Punkt
der nicht-negativen Zahlengerade stetig ist. Diese Funktion ist auf dem abge-
schlossenen Einheitsintervall [0, 1] nicht Lipschitz-stetig.
Beispiel 6.7. Die Quadratwurzelfunktion x 7→ √x ist auf R≥0 stetig. Zuerst
betrachten wir a = 0. In diesem Fall wird das -δ-Kriterium von δ(0, ) = 2
erfu¨llt, denn es gilt
(∀ > 0)(∀x ≥ 0) : |√x−
√
0 | ≤ ⇔ |x− 0| ≤ 2 .
Nun sei a > 0. In diesem Fall wird das -δ-Kriterium von δ(a, ) = 
√
a erfu¨llt,
denn es gilt
(∀ > 0)(∀x ≥ 0) : |√x−√a| = |x− a|√
x+
√
a
≤ 
√
a√
x+
√
a
≤  .
Wir heben hervor, dass δ von  > 0 und a ∈ R≥0 abha¨ngt. 
Definition 6.8. Seien a, b ∈ R. Eine Funktion f : [a, b]→ R heißt stu¨ckweise
stetig, wenn es eine Zerlegung a = x0 < x1 < . . . < xn = b von [a, b] derart gibt,
dass die Einschra¨nkungen von f auf die offenen Intervalle (xk−1, xk) stetige
Fortsetzungen auf die abgeschlossenen Intervalle [xk−1, xk] besitzen.
Beispiel 6.9 (Sa¨gezahnfunktion mit zwei Za¨hnen). Die Funktion f : [0, 2]→ R
mit
f(x) =

x , x ∈ [0, 1) ,
x− 1 , x ∈ [1, 2) ,
0 , x = 2
ist stu¨ckweise stetig und beschra¨nkt. Die Funktion f ist nur in Punkten x = 1
und x = 2 unstetig. Siehe Beispiel 17.16. 
Es gibt reelle Funktionen, die in keinem Punkt der Zahlengerade stetig sind.
Ein Beispiel ist die Dirichlet-Funktion.
Beispiel 6.10. Die Dirichlet-Funktion f : R→ R mit
f(x) =
{
1 , x ∈ Q ,
0 , x /∈ Q
82
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
ist in keinem Punkt a ∈ R stetig. Wir zeigen, dass das -δ-Kriterium in keinem
Punkt a ∈ R erfu¨llt werden kann. Zuerst sei a ∈ R \Q. Die Menge Q liegt nach
Satz 1.43 dicht in R. Also folgt
(∀δ > 0)(∃x ∈ Q) : |x− a| ≤ δ , |f(x)− f(a)| = 1 .
Nun sei a ∈ Q. Eine Variante von Satz 1.43 zeigt, dass R \Q in R dicht liegt.
(∀δ > 0)(∃x ∈ R \Q) : |x− a| ≤ δ , |f(x)− f(a)| = 1 .
Damit ist gezeigt, dass die Dirichlet-Funktion nirgends stetig ist. Vergleiche
Beispiel 17.6 
Das -δ-Kriterium 6.1 kann auch mit Hilfe von - und δ-Umgebungen aus-
gedru¨ckt werden. Satz 6.12 ist lediglich eine Umformulierung von Definition 6.1.
Wir beginnen mit der Definition der -Umgebungen. Der Fall  = ∞ wird im
Hinblick auf den Satz 7.2 von Cauchy-Hadamard ausdru¨cklich zugelassen.
Definition 6.11. Sei a ∈ R beliebig gegeben. Zuerst sei  ∈ R+. Das offene
Intervall
U(a) = {x ∈ R | |x− a| < }
heißt die offene -Umgebung von a. Das abgeschlossene Intervall
U(a) = {x ∈ R | |x− a| ≤ }
heißt die abgeschlossene -Umgebung von a. Im Fall  =∞ setzen wir
U(a) = R , U(a) = R .
Siehe 7.1 und 7.2.
Satz 6.12. Sei A ⊆ R eine Teilmenge. Eine reelle Funktion f : A → R ist
genau dann in einem Punkt a ∈ A stetig, wenn die Bedingung
(∀ > 0)(∃δ > 0) : f(Uδ(a) ∩A) ⊆ U(f(a))
erfu¨llt ist.
Die Stetigkeit einer reellen Funktion an einer Stelle ihres Definitionsberei-
ches kann auch mit Hilfe konvergenter Folgen ausgedru¨ckt werden. Wenn die
Folgeglieder an einer reellen Folge (an) in einer Teilmenge A ⊆ R enthalten
sind, schreiben wir dafu¨r (an) ⊆ A.
Satz 6.13 (Folgenkriterium der Stetigkeit). Sei A ⊆ R eine Teilmenge. Eine
reelle Funktion f : A→ R ist in a ∈ A genau dann stetig, wenn die Bedingung
(∀(an) ⊆ A) : an → a ⇒ f(an)→ f(a)
erfu¨llt ist.
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Als typische Anwendung des Folgenkriteriums zeigen wir, dass die Signum-
Funktion an der Stelle a = 0 nicht stetig ist.
Beispiel 6.14. Die Signum-Funktion sgn : R→ R ist durch
sgn(x) =

0 , x = 0 ,
x
|x| , x 6= 0
definiert. Fu¨r die Nullfolge (an) = 1,
1
2 ,
1
3 , . . . ist die Bildfolge (sgn(an)) die
konstante Folge 1, 1, 1, 1, . . . . Also gilt
sgn(an)→ 1 6= 0 = sgn(0) .
Nach dem Folgenkriterium 6.13 ist die Funktion sgn an der Stelle a = 0 nicht
stetig. In allen Punkten a 6= 0 ist sgn dagegen stetig. 
Mit dem Folgenkriterium 6.13 lassen sich die Regeln 2.10 u¨ber das Rechnen
mit konvergenten Folgen in Rechenregeln fu¨r stetige Funktionen verwandeln.
Satz 6.15. Sei A ⊆ R eine Teilmenge. Seien f : A → R und g : A → R reelle
Funktionen, die in a ∈ A stetig sind. Dann gelten die folgenden Aussagen (1)
bis (4).
(1) |f | mit x 7→ |f(x)| ist in a stetig.
(2) f + g mit x 7→ f(x) + g(x) ist in a stetig.
(3) fg mit x 7→ f(x)g(x) ist in a stetig.
(4) Sei g(a) 6= 0. Dann gibt es δ > 0 mit g(x) 6= 0 fu¨r alle x ∈ Uδ(a)∩A. Wa¨hle
etwa δ = δ(a, |g(a)|/2). Siehe Satz 1.13. Die Funktion f/g : x 7→ f(x)/g(x)
fu¨r x ∈ Uδ(a) ∩A ist in a stetig.
Die Funktionen |f |, f + g und fg sind auf A definiert. Die Funktion f/g ist im
Fall g(a) 6= 0 zumindest lokal definiert.
Aus dem Folgenkriterium ergibt sich insbesondere die Kettenregel 6.16 fu¨r
stetige Funktionen.
Satz 6.16 (Kettenregel fu¨r stetige Funktionen). Seien A,B ⊆ R Teilmengen.
Seien f : A → R und g : B → R reelle Funktionen mit f(A) ⊆ B. Ferner sei
f in a ∈ A und g in b = f(a) ∈ B stetig. Dann ist die Komposition g ◦ f mit
x 7→ g(f(x)) in a stetig.
Die Rechenregeln der Sa¨tze 6.15 und 6.16 gestatten es oftmals, die Stetigkeit
kompliziert zusammengesetzter Funktionen nachzuweisen.
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Beispiele 6.17.
(1) Die Polynome p(x) ∈ R[x] definieren auf R stetige Funktionen x 7→ p(x).
(2) Seien p(x), q(x) ∈ R[x] teilerfremde Polynome. Sei N die Menge der reellen
Nullstellen von q(x). Dann ist x 7→ p(x)/q(x) auf der Menge R \ N eine
stetige Funktion.
(3) Die Schra¨nkungsabbildung h : R→ (−1, 1) mit
h(x) =
x
1 + |x|
und ihre Umkehrfunktion h−1 : (−1, 1)→ R mit
h−1(y) =
y
1− |y|
sind auf ihren Definitionsbereichen R respektive (−1, 1) stetig.
(4) Sei a ∈ R. Dann x 7→ xa = exp(a log(x)) ist auf R+ stetig.
(5) Sei a > 0. Dann ist x 7→ ax = exp(x log(a)) auf R stetig.
(6) Die Funktion x 7→ xx = exp(x log(x)) ist auf R+ stetig.

Der Zwischenwertsatz gilt nicht nur fu¨r Lipschitz-stetige Funktionen. Dieser
Satz gilt allgemein fu¨r stetige Funktionen.
Satz 6.18 (Zwischenwertsatz fu¨r stetige Funktionen). Seien a, b ∈ R mit a < b
gegeben. Sei f : [a, b]→ R eine stetige Funktion mit f(a) 6= f(b).
(1) Dann gibt es zu jeder reellen Zahl η ∈ R mit
min{f(a), f(b)} < η < max{f(a), f(b)} (6.1)
eine reelle Zahl ξ ∈ (a, b) mit η = f(ξ).
(2) Jede reelle Zahl η ∈ R, die (6.1) erfu¨llt, heißt ein Zwischenwert von f(a)
und f(b). Wir sagen dann auch, dass η zwischen f(a) und f(b) liegt.
(3) Jeder Zwischenwert einer stetigen Funktion wird angenommen.
Siehe Satz 17.25.
Beweis. Nach eventuellem U¨bergang zur negativen Funktion −f ko¨nnen wir
annehmen, dass
f(a) < η < f(b)
gilt. Die Menge
M = {x ∈ [a, b] | f(x) ≤ η}
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ist nicht-leer. Es gilt na¨mlich a ∈ M . Als Teilmenge von [a, b] ist M außerdem
beschra¨nkt. Nach dem Supremumsaxiom 1.34 gilt
(∃ξ ∈ [a, b]) : ξ = sup(M) .
Wir zeigen im Folgenden, dass f(ξ) = η gilt.
Zuerst nehmen wir an, dass f(ξ) < η gilt. Dann gilt ξ < b. Denn aus ξ = b
folgt der Widerspruch
f(b) = f(ξ) < η < f(b) .
Wir betrachten  = 12 (η − f(ξ)) > 0. Wegen der Stetigkeit der Funktion f in ξ
gibt es δ > 0 mit
(∀x ∈ Uδ(ξ) ∩ [a, b]) : |f(x)− f(ξ)| ≤  < η − f(ξ) .
Also gilt
(∀x ∈ Uδ(ξ) ∩ [a, b]) : f(x) < η .
Wegen ξ < b gibt es daher z ∈ R mit a ≤ ξ < z < b und f(z) < η. Folglich gilt
z ∈M . Damit erhalten wir den Widerspruch
z ≤ sup(M) = ξ < z .
Nun nehmen wir an, dass η < f(ξ) gilt. Dann gilt a < ξ. Denn aus ξ = a
folgt der Widerspruch
f(a) < η < f(ξ) = f(a) .
Wir betrachten  = 12 (f(ξ)− η) > 0. Wegen der Stetigkeit der Funktion f in ξ
gibt es δ > 0 mit
(∀x ∈ Uδ(ξ) ∩ [a, b]) : |f(x)− f(ξ)| ≤  < f(ξ)− η .
Also gilt
(∀x ∈ Uδ(ξ) ∩ [a, b]) : η < f(x) .
Es folgt
M ∩ Uδ(ξ) = ∅ .
Nach Konstruktion gilt ξ = sup(M). Mit Kriterium 1.49 folgt
(∃z ∈M) : z ≤ ξ < z + δ
2
.
Damit erhalten wir den Widerspruch
z ∈M ∩ U δ
2
(ξ) ⊆M ∩ Uδ(ξ) = ∅ .
Weil die beiden Ungleichungen f(ξ) < η und η < f(ξ) auf einen Widerspruch
fu¨hren, gilt nach der Trichotomie 1.4 die behauptete Gleichung f(ξ) = η. Aus
f(a) < η < f(b) folgt ξ ∈ (a, b). Damit ist der Beweis beendet.
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7 Stetigkeit von Potenzreihen
Reelle und komplexe Potenzreihen definieren auf ihrem Konvergenzkreis steti-
ge Funktionen. Beispiele sind die Exponentialreihe, die Cosinus-Reihe und die
Sinus-Reihe. Wir betrachten lediglich Potenzreihen mit reellen Koeffizienten in
einer reellen Variablen. Die Konvergenzkreise sind in diesem Fall Intervalle.
Definition 7.1. Sei (an)n∈N0 eine reelle Folge und x0 ∈ R.
(1) Eine Reihe der Form
∞∑
n=0
an(x− x0)n (7.1)
mit x ∈ R heißt eine Potenzreihe in x mit den Entwicklungskoeffizienten
an und dem Entwicklungspunkt x0.
(2) Wir nennen die erweiterte reelle Zahl
ρ =
1
lim sup
n→∞
n
√
|an|
∈ [0,∞] (7.2)
den Konvergenzradius der Potenzreihe (7.1). Dabei setzen wir
0 =
1
∞ , ∞ =
1
0
. (7.3)
Die Formel (7.2) heißt Formel von Cauchy-Hadamard.
(3) Im Falle ρ ∈ (0,∞] nennen wir das offene Intervall Uρ(x0) den Konver-
genzkreis der Potenzreihe (7.1). Siehe Definition (6.11).
Satz 7.2 (Cauchy-Hadamard. Fortsetzung in 13.3). Unter den Voraussetzungen
und mit den Bezeichnungen von Definition 7.1 gelten die folgenden Aussagen.
(1) Sei 0 < ρ ≤ ∞. Dann gelten die Aussagen (1.1) bis (1.5).
(1.1) Die Reihe (7.1) konvergiert fu¨r alle x ∈ Uρ(x0) absolut.
(1.2) Die Funktion f : Uρ(x0)→ R mit
f(x) =
∞∑
n=0
an(x− x0)n
ist in jedem Intervall Uγ(x0) mit γ ∈ (0, ρ) Lipschitz-stetig.
(1.3) Die Funktion f ist auf dem Konvergenzkreis Uρ(x0) stetig.
(1.4) Die Reihe (7.1) ist fu¨r alle x /∈ Uρ(x0) divergent.
(1.5) Im Fall 0 < ρ < ∞ wird fu¨r x ∈ R mit |x − x0| = ρ keine Aussage
u¨ber die Konvergenz der Reihe (7.1) gemacht.
(2) Sei ρ = 0. Dann konvergiert die Reihe (7.1) nur fu¨r x = x0.
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Beweis. Wir betrachten lediglich den Fall ρ = ∞ mit x0 = 0. Die Aussagen
(1.4) und (1.5) sind in diesem Fall trivial.
Nachweis von (1.1). Nach Voraussetzung gilt
lim sup
n→∞
n
√
|an| = 0 .
Fu¨r x ∈ R gilt daher
lim sup
n→∞
n
√
|anxn| = |x| · lim sup
n→∞
n
√
|an| = 0 .
Nach dem Wurzelkriterium 4.16 konvergiert die Reihe
f(x) =
∞∑
n=0
anx
n
fu¨r jedes x ∈ R absolut.
Nachweis von (1.2). Fu¨r x, y ∈ R gilt
xn − yn = (x− y) · (xn−1 + xn−2y + . . .+ xyn−2 + yn−1) .
Sei γ ∈ R+ beliebig gewa¨hlt. Fu¨r alle x, y ∈ Uγ(0) und alle N ∈ N gilt∣∣∣∣∣
N∑
n=1
an · (xn − yn)
∣∣∣∣∣
≤ |x− y| ·
N∑
n=1
|an| · |xn−1 + xn−2y + . . .+ xyn−2 + yn−1|
≤ |x− y| ·
N∑
n=1
|an| · n · γn−1
= |x− y| · 1
γ
·
N∑
n=1
|an| · n · γn .
Wegen n
√
n→ 1 gilt
lim sup
n→∞
n
√
|an| · n · γn = γ · lim sup
n→∞
n
√
|an| = 0 .
Nach dem Wurzelkriterium 4.16 konvergiert die Reihe
∞∑
n=1
|an| · n · γn .
Fu¨r alle x, y ∈ Uγ(0) gilt folglich
|f(x)− f(y)| ≤ |x− y| · 1
γ
·
( ∞∑
n=1
|an| · n · γn
)
.
Also ist f auf Uγ(0) Lipschitz-stetig.
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Nachweis von (1.3). Weil f nach (1.2) auf jedem Intervall Uγ(0) mit γ > 0
Lipschitz-stetig ist, folgt unter Verwendung von Satz 6.3, dass f auf R stetig
ist. Der Beweis ist damit beendet.
Beispiele 7.3. Wir untersuchen die Reihen
exp(x) =
∞∑
n=0
xn
n!
,
cos(x) =
∞∑
k=0
(−1)k
(2k)!
x2k ,
sin(x) =
∞∑
l=0
(−1)l
(2l + 1)!
x2l+1 .
Diese Reihen besitzen den Konvergenzradius ρ =∞, denn es gilt
lim sup
n→∞
n
√
1
n!
= 0 .
Die Zahlengerade R = U∞(0) ist der Konvergenzkreis. Nach Satz 7.2 definieren
diese Reihen stetige Funktionen auf R. 
Beispiel 7.4. Die geometrische Reihe
1
1− x =
∞∑
n=0
xn
besitzt den Konvergenzradius ρ = 1. Der Konvergenzkreis ist U1(0). Die Reihe
divergiert fu¨r |x| ≥ 1. Die Reihe stellt die auf R \ {1} definierte und dort stetige
Funktion x 7→ (1− x)−1 nur im offenen Intervall U1(0) dar. 
Wir untersuchen nun, was in den Randpunkten des Konvergenzkreises ge-
schieht.
Satz 7.5 (Grenzwertsatz von Abel). Sei (an)n∈N0 eine reelle Folge und γ ∈ R+
eine positive reelle Zahl derart, dass die Reihe
∞∑
n=0
anγ
n
konvergiert. Dann gelten die Aussagen:
(1) Die Potenzreihe
∞∑
n=0
anx
n
konvergiert fu¨r jedes x ∈ [0, γ].
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(2) Die Funktion f : [0, γ]→ R mit
f(x) =
∞∑
n=0
anx
n
ist stetig.
Beispiel 7.6 (Mercator-Reihe. Fortsetzung in 13.6). Spa¨ter zeigen wir, dass die
stetige Funktion f : (−1,∞)→ R mit
f(x) = log(x+ 1)
auf dem offenen Intervall U1(0) die Reihendarstellung
log(x+ 1) =
∞∑
n=1
(−1)n+1
n
xn = x− x
2
2
+
x3
3
− x
4
4
± . . .
besitzt. Siehe Satz 13.5. Die Reihe rechter Hand heißt Mercator-Reihe. Nach
dem Satz 7.2 von Cauchy-Hadamard definiert diese Reihe auf U1(0) eine stetige
Funktion, denn es gilt n
√
n→ 1.
Wir untersuchen das Verhalten in den beiden Randpunkten des Intervalles
U1(0). Die Funktion f ist fu¨r x = −1 nicht definiert.
(1) Die Mercator-Reihe divergiert fu¨r x = −1, weil die harmonische Reihe
divergent ist.
(2) Die Mercator-Reihe konvergiert fu¨r x = 1, weil die alternierende harmo-
nische Reihe konvergent ist.
Nach dem Grenzwertsatz 7.5 von Abel definiert die Mercator-Reihe auf dem
abgeschlossenen Intervall [0, 1] eine stetige Funktion. Also gilt
log(2) = log(1 + 1) =
∞∑
n=1
(−1)n+1
n
.
Siehe 4.6 und 13.6. 
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8 Kompakte Mengen und stetige Funktionen
In diesem Abschnitt geht es um die Existenz von Minima und Maxima. Nach
dem Existenzsatz von Weierstraß nehmen stetige Funktionen auf einer nicht-
leeren kompakten Menge Minimum und Maximum an. Wir beginnen mit der
Ero¨rterung einiger topologischer Grundbegriffe.
Satz und Definition 8.1. Sei M ⊆ R eine Teilmenge.
(1) Ein Punkt ξ ∈M heißt isolierter Punkt von M , wenn
(∃ > 0) : U(ξ) ∩M = {ξ} .
Jeder isolierte Punkt der Menge M geho¨rt zu M . Jede nicht-leere endliche
Teilmenge von R besteht aus isolierten Punkten. Die Mengen N und Z be-
stehen aus isolierten Punkten. Dagegen besitzt Q keinen einzigen isolierten
Punkt.
(2) Sei iso(M) die Menge der isolierten Punkte von M . Es gilt
iso(M) ⊆M .
(3) Ein Punkt ξ ∈M heißt innerer Punkt von M , wenn
(∃ > 0) : U(ξ) ⊆M .
Innere Punkte von M geho¨ren zu M . Aber es gibt Teilmengen von R, die
keine inneren Punkte besitzen. Die Mengen N, Z und Q besitzen keine
inneren Punkte. Alle Punkte von R sind innere Punkte.
(4) Mit int(M) bezeichnen wir die Menge der inneren Punkte von M . Die
Menge int(M) heißt das Innere von M . Stets gelten
iso(M) ∩ int(M) = ∅ , iso(M) ∪ int(M) ⊆M .
(5) Die Menge M heißt offen, wenn int(M) = M gilt. Jedes offene Intervall
ist eine offene Menge. Die Mengen ∅ und R sind offen.
(6) Ein Punkt ξ ∈ R heißt Ha¨ufungspunkt von M , wenn
(∀ > 0) : U(ξ) ∩ (M \ {ξ}) 6= ∅ .
Ein Ha¨ufungspunkt von M muss nicht in M enthalten sein. Die Menge
Q besteht aus lauter Ha¨ufungspunkten. Aber nicht jeder Ha¨ufungspunkt
von Q liegt in Q. Es gilt
√
2 /∈ Q. Die Mengen N und Z besitzen keine
Ha¨ufungspunkte. Die Mengen N und Z bestehen aus isolierten Punkten.
(7) Sei acc(M) die Menge der Ha¨ufungspunkte von M . Es gelten
iso(M) ∩ acc(M) = ∅ , int(M) ⊆ acc(M) ∩M ⊆ acc(M) .
Ein isolierter Punkt ist kein Ha¨ufungspunkjt. Jeder innere Punkt ist ein
Ha¨ufungspunkt. Ein Ha¨ufungspunkt von M muss nicht in M enthalten
sein. Ein Punkt von M ist entweder ein isolierter Punkt oder Ha¨ufungs-
punkt.
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(8) Ein Punkt ξ ∈ R heißt Beru¨hrpunkt von M , wenn
(∀ > 0) : U(ξ) ∩M 6= ∅ .
Ein Beru¨hrpunkt von M muss nicht in M enthalten sein. Jeder Beru¨hr-
punkt ist entweder ein isolierter Punkt oder ein Ha¨ufungspunkt. Jeder
Ha¨ufungspunkt ist ein Beru¨hrpunkt.
(9) Mit cl(M) bezeichnen wir die Menge der Beru¨hrpunkte von M . Stets gelten
iso(M)
.∪ (acc(M) ∩M) = M ,
iso(M) ⊆M ⊆ cl(M) ,
int(M) ⊆M ⊆ cl(M) ,
int(M) ⊆ acc(M) ⊆ iso(M) .∪ acc(M) = cl(M) .
Dabei bedeutet der Punkt u¨ber dem Vereinigungszeichen, dass die Mengen,
deren Vereinigungsmenge gebildet wird, paarweise disjunkt sind. Es gelten
iso(Q) = ∅ und Q 6= acc(Q) = cl(Q) = R.
(10) Die Menge M heißt abgeschlossen, wenn M = cl(M) gilt. Eine Menge, die
alle ihre Ha¨ufungspunkte entha¨lt, ist abgeschlossen. Jedes abgeschlossene
Intervall ist abgeschlossen. Die Mengen N und Z sind abgeschlossen.
(11) M ist genau dann abgeschlossen, wenn acc(M) ⊆M gilt.
(12) Die Mengen ∅ und R sind offen und abgeschlossen.
(13) Die Menge Q ist weder offen noch abgeschlossen.
(14) M ist genau dann offen, wenn ihr Komplement
{M = R \M = {x ∈ R | x /∈M}
abgeschlossen ist.
(15) M ist genau dann abgeschlossen, wenn {M offen ist.
(16) Ein Punkt ξ ∈ R heißt Randpunkt von M , wenn
(∀ > 0) : U(ξ) ∩M 6= ∅ , U(ξ) ∩ {M 6= ∅ .
Ein Randpunkt von M ist zugleich ein Randpunkt von {M . Ein Randpunkt
von M ist ein Beru¨hrpunkt von M und {M .
(17) Mit Rd(M) bezeichnen wir die Menge der Randpunkte von M . Die Menge
Rd(M) heißt der Rand von M .
(18) Die Menge M heißt kompakt, wenn sie abgeschlossen und beschra¨nkt ist.
Jedes Intervall [a, b] mit a, b ∈ R und a ≤ b ist kompakt. Jede endliche
Teilmenge von R ist kompakt. Insbesondere ist die leere Menge kompakt.
Die Menge R ist nicht kompakt.
(19) Die Cantor-Menge C. Wir beginnen die Konstruktion mit dem abgeschlos-
senen Einheitsintervall [0, 1]. Dies ist der 0-te Konstruktionsschritt.
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(i) Im ersten Konstruktionsschritt wird das Teilintervall ( 13 ,
2
3 ) entfernt.
Es bleibt die Menge J1 = [0,
1
3 ] ∪ [ 23 , 1] u¨brig.
(ii) Sei n ∈ N. Im (n + 1)-ten Konstruktionsschritt werden die offenen
mittleren Teilintervalle der Teilintervalle aus dem n-ten Schritt ent-
fernt. Es bleibt eine Vereinigungsmenge Jn+1 aus 2
n+1 abgeschlosse-
nen Teilintervallen u¨brig.
(iii) Die Durchschnittsmenge
C =
⋂
n∈N
Jn
heißt die Cantor-Menge.
Die Cantor-Menge C ist nicht-leer und kompakt. Die Cantor-Menge C
entha¨lt keine isolierten Punkte. Es gelten
acc(C) = C =
{ ∞∑
n=1
xn
3n
∣∣∣∣∣ (∀n ∈ N) : xn ∈ {0, 2}
}
∼ {0, 2}N ∼ R .
Siehe 18.1 und 22.10.
Die Kompaktheit und die Stetigkeit sind die Schlu¨sselbegriffe im angeku¨ndig-
ten Existenzsatz von Weierstraß. Um das Folgenkriterium fu¨r die Stetigkeit
anwenden zu ko¨nnen, formulieren wir ein Folgenkriterium fu¨r die Kompaktheit.
Satz 8.2. Eine Teilmenge M ⊆ R ist genau dann kompakt, wenn jede Folge
(an) ⊆ M eine konvergente Teilfolge besitzt, die gegen einen Punkt aus M
konvergiert.
Beweis. Wir setzen zuerst voraus, dass M kompakt ist. Nach Definition 8.1 ist
M abgeschlossen und beschra¨nkt. Sei (an) ⊆M eine beliebige Folge in M . Weil
M beschra¨nkt ist, ist auch (an) beschra¨nkt. Nach dem Satz 2.24 von Bolzano-
Weierstraß gibt es eine konvergente Teilfolge (aϕ(n)) von (an). Der Grenzwert ξ
der Folge (aϕ(n)) ⊆ M ist ein Beru¨hrpunkt von M . Weil M abgeschlossen ist,
gilt ξ ∈M .
Nun setzen wir voraus, dass jede Folge (an) ⊆M eine konvergente Teilfolge
besitzt, die gegen einen Punkt aus M konvergiert.
Angenommen, M ist unbeschra¨nkt. Dann gilt
(∀n ∈ N)(∃xn ∈M) : |xn| > n .
Also kann keine Teilfolge von (xn) konvergieren. Dies ist ein Widerspruch zur
Voraussetzung u¨ber M . Also ist M beschra¨nkt.
93
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
Sei ξ ∈ cl(M). Mit der archimedischen Ordnungseigenschaft 1.37 folgt
(∀n ∈ N)(∃an ∈M) : |ξ − an| < 1
n
.
Also konvergiert jede Teilfolge von (an) gegen ξ. Nach Voraussetzung u¨ber M
gilt ξ ∈M . Dabei haben wir Satz 2.5 verwendet. Also ist M auch abgeschlossen.
Der Beweis ist damit beendet.
Eine nicht-leere kompakte Teilmenge M ist beschra¨nkt und besitzt daher
nach Satz 1.48 ein Supremum und ein Infimum. Aus den -Kriterien 1.49 und
1.51 folgt, dass die abgeschlossene Menge M die reellen Zahlen sup(M) und
inf(M) entha¨lt. Dabei wird auch von archimedischen Ordnungseigenschaft 1.37
Gebrauch gemacht. Also besitzt M ein gro¨ßtes und ein kleinstes Element.
Satz 8.3. Eine nicht-leere kompakte Teilmenge von R besitzt ein ein gro¨ßtes
und ein kleinstes Element.
Sobald gezeigt ist, dass stetige Bilder kompakter Mengen kompakt sind, ist
der Existenzsatz von Weierstraß bewiesen. Hierbei kommen die Folgenkriterien
fu¨r Kompaktheit und Stetigkeit ins Spiel.
Definition 8.4. Seien M ⊆ R eine nicht-leere Teilmenge, f : M → R eine
reellwertige Funktion und
f(M) = {y ∈ R | (∃x ∈M) : f(x) = y}
das Bild oder die Bildmenge von f . Die Elemente der Menge f(M) heißen
die Funktionswerte von f . Entsprechend nennen wir f(M) auch die Menge der
Funktionswerte von f .
(1) Ein Punkt y ∈ f(M) heißt das Maximum von f , wenn
(∀x ∈M) : f(x) ≤ y
gilt. Wir bezeichnen das Maximum von f mit max(f). Mit der Bezeich-
nung aus ?? gilt
max(f) = max(f(M)) .
(2) Sei x0 ∈ M . Wir sagen, dass die Funktion f im Punkt x0 ihr Maximum
annimmt, wenn
f(x0) = max(f)
gilt. In diesem Fall heißt x0 eine Maximalstelle von f . Eine Funktion kann
mehrere Maximalstellen besitzen.
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(3) Ein Punkt y ∈ f(M) heißt das Minimum von f , wenn
(∀x ∈M) : f(x) ≥ y
gilt. Wir bezeichnen das Minimum von f mit min(f). Es gilt
min(f) = min(f(M)) .
(4) Sei x0 ∈ M . Wir sagen, dass die Funktion f im Punkt x0 ihr Minimum
annimmt, wenn
f(x0) = min(f)
gilt. In diesem Fall heißt x0 eine Minimalstelle von f . Eine Funktion kann
mehrere Minimalstellen besitzen.
(5) Die Funktionswerte max(f) und min(f) heißen globalen Extrema von f .
Eine Funktion kann mehrere globale Extremalstellen besitzen.
(6) Die Funktion f heißt nach oben beschra¨nkt, wenn die Menge f(M) nach
oben beschra¨nkt ist.
(7) Die Funktion f heißt nach unten beschra¨nkt, wenn die Menge f(M) nach
unten beschra¨nkt ist.
(8) Die Funktion f heißt beschra¨nkt, wenn die Menge f(M) beschra¨nkt ist.
Nach Definition geho¨ren Maximum und Minimum von f , wenn sie existieren,
zur Bildmenge f(M). Eine Funktion, die nach oben unbeschra¨nkt ist, besitzt
kein Maximim. Eine Funktion, die nach unten unbeschra¨nkt ist, besitzt kein
Minimim.
Satz 8.5. Sei M ⊆ R eine kompakte Teilmenge von R und f : M → R eine
stetige Funktion. Dann ist die Bildmenge f(M) ⊆ R eine kompakte Teilmenge.
Beweis. Der Satz ist trivialerweise wahr, wenn M die leere Menge ist. Wir
nehmen an, dass M 6= ∅ gilt. Sei (f(an)) ⊆ f(M) eine beliebige Folge, wobei
(an) ⊆ M gilt. Da M kompakt ist, existieren eine Teilfolge (aϕ(n)) und ein
Punkt ξ ∈ M mit aϕ(n) → ξ. Weil f stetig ist, gilt f(aϕ(n)) → f(ξ). Damit ist
der Beweis beendet.
Aus den Sa¨tzen 8.5 und 8.3 folgt der angeku¨ndigte Satz von Weierstraß.
Satz 8.6 (Existenzsatz von Weierstraß). Seien M ⊆ R eine nicht-leere kom-
pakte Teilmenge und f : M → R eine stetige reellwertige Funktion. Dann besitzt
f Maximum und Minimum. Insbesondere ist die Funktion f beschra¨nkt.
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Der Satz von Weierstraß ist ein reiner Existenzsatz. Zur tatsa¨chlichen Be-
rechnung mu¨ssen andere Methoden herangezogen werden. Wenn die betrachtete
Funktion nicht nur stetig sondern auch differenzierbar ist, hilft die Differential-
rechnung weiter.
Beispiel 8.7. Die stetige Funktion f : [0, 1]→ R mit f(x) = x2 besitzt in x = 0
ein globales Minimum und in x = 1 globales Maximum.
Beispiel 8.8. Die stetige Funktion f : [0, 3pi] → R mit f(x) = sin(x) besitzt
in x = 32pi ein globales Minimum und in den Punkten x =
1
2pi und x =
5
2pi ein
globales Maximum.
Beispiel 8.9. Die stetige Funktion f : (0, 1) → R mit f(x) = x−1 ist nach
unten beschra¨nkt und nach oben unbeschra¨nkt. Sie besitzt weder ein globales
Minimum noch ein globales Maximum.
In der Integrationstheorie beno¨tigen wir die Aussage, dass stetige Funktio-
nen auf kompakten Intervallen gleichma¨ßig stetig sind. Siehe den Beweis des
hinreichenden Kriteriums 17.7.
Definition 8.10 (Gleichma¨ßige Stetigkeit). Sei A ⊆ R eine Teilmenge. Eine
Funktion f : A→ R heißt gleichma¨ßig stetig, wenn die Bedingung
(∀ > 0)(∃δ > 0)(∀x, y ∈ A) : |x− y| ≤ δ ⇒ |f(x)− f(y)| ≤ 
erfu¨llt ist. Dabei ist auf die Reihenfolge der Quantoren zu achten. Vergleiche
Definition 6.1 der Stetigkeit.
Satz 8.11. Sei A ⊆ R eine kompakte Teilmenge. Dann ist jede stetige Funktion
f : A→ R gleichma¨ßig stetig.
Beweis. Sei f : A → R eine stetige Funktion. Wir nehmen an, dass f nicht
gleichma¨ßig stetig ist. Dann gibt es 0 > 0 und Folgen (xn), (yn) ⊆ A mit
|xn − yn| ≤ 1n , |f(xn)− f(yn)| > 0
fu¨r alle n ∈ N. Wegen der Kompaktheit von A gibt es eine Teilfolge (xϕ(n))
von (xn), die gegen einen Punkt ξ ∈ A konvergiert. Dann konvergiert auch die
Teilfolge (yϕ(n)) von (yn) gegen ξ. Wegen der Stetigkeit von f gelten
f(xϕ(n))→ f(ξ) , f(yϕ(n))→ f(ξ) .
Es folgt
f(xϕ(n))− f(yϕ(n))→ 0 .
Dies ist der gewu¨nschte Widerspruch. Also ist f gleichma¨ßig stetig.
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9 Stetigkeit der Umkehrfunktion
Sei f : A → R eine injektive Funktion. Wenn die Funktion f in einem Punkte
a ∈ A stetig ist, so ist ihre Umkehrfunktion im Punkte f(a) im Allgemeinen
nicht stetig. Wesentlich fu¨r die Stetigkeit der Umkehrfunktion einer stetigen
Funktion ist die topologische Struktur ihrer Definitionsmenge.
Im Fall kompakter Definitionsmengen folgt die Stetigkeit der Umkehrfunk-
tion aus Folgenkriterium 8.2.
Satz 9.1 (Stetigkeit der Umkehrfunktion). Sei M ⊆ R eine kompakte Teil-
menge von R. Die Funktion f : M → R sei injektiv und stetig. Dann ist die
Umkehrfunktion f−1 : f(M)→ R stetig.
Beweis. Sei y ∈ f(A) ein beliebiger Punkt aus dem Bild f(A). Sei weiter (yn)n∈N
eine beliebige Folge in f(A) mit yn → y. Zu zeigen ist, dass f−1(yn)→ f−1(x)
gilt.
Wegen der Injektivita¨t von f gibt es eindeutig bestimmte xn ∈ A und x ∈ A
mit yn = f(xn) und y = f(x). Da A kompakt ist, gibt es eine Teilfolge (xϕ(n)),
die gegen einen Punkt ξ ∈ A konvergiert. Die Stetigkeit von f liefert
yϕ(n) = f(xϕ(n))→ f(ξ) .
Weil (yϕ(n)) eine Teilfolge von (yn) ist, und Grenzwerte nach Satz 2.5 einzig
sind, folgt y = f(ξ). Die Injektivita¨t von f liefert x = ξ. Nun folgt
f−1(yϕ(n)) = xϕ(n) → x = f−1(y) .
Damit haben wir die Konvergenz einer Teilfolge von (f−1(yn)) gegen f−1(y)
bewiesen.
Angenommen, die komplette Folge (f−1(yn)) konvergiert nicht gegen den
Punkt x = f−1(y). Dann gibt es ein 0 > 0 und eine Teilfolge (xψ(n)) von (xn)
mit
|xψ(n) − x| > 0
fu¨r alle n ∈ N. Wegen der Kompaktheit von A gibt es eine Teilfolge (xη(n)) von
(xψ(n)) und einen Punkt ζ ∈ A mit xη(n) → ζ. Die Stetigkeit von f liefert
yη(n) = f(xη(n))→ f(ζ) .
Weil (yη(n)) eine Teilfolge der konvergenten Folge (yn) ist, gilt
f(ζ) = f(x) .
Die Injektivita¨t von f liefert ζ = x. Aus der obigen Abscha¨tzung folgt fu¨r alle
Glieder der konvergenten Teilfolge (xη(n)) die Abscha¨tzung
|xη(n) − ζ| > 0 .
Dies ist Widerspruch zur Konvergenz xη(n) → ζ. Daher gilt
f−1(yn)→ f−1(y) .
Nach dem Folgenkriterium 6.13 ist f−1 stetig.
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Beispiel 9.2 (Arcus-Sinus). Die Funktion f : [−pi2 , pi2 ]→ Rmit f(x) = sin(x) ist
streng monoton wachsend und stetig. Die Umkehrfunktion arcsin : [−1, 1]→ R
von f ist stetig. Die Funktion arcsin heißt Hauptzweig des Arcus-Sinus. 
Im Fall offener Definitionsmengen folgt die Stetigkeit der Umkehrfunktion
aus Satz 9.1 und der Tatsache, dass jede offene Teilmenge U ⊆ R die Vereinigung
von kompakten Teilmengen K ⊆ R mit K ⊆ U ist.
Satz 9.3 (Stetigkeit der Umkehrfunktion). Sei U ⊆ R eine offene Teilmenge
von R. Die Funktion f : U → R sei injektiv und stetig. Dann ist die Umkehr-
funktion f−1 : f(U)→ R stetig.
Beweis. Sei y = f(x) ∈ f(U) mit x ∈ U ein beliebiger Punkt des Bildes f(U).
Weil U offen ist, gibt es nach 8.1 ein  > 0 mit U(x) ⊆ U . Die kompakte Menge
K = U(x) = [x− 12, x+ 12]
ist eine echte Teilmenge von U . Die Einschra¨nkung f | K von f auf K erfu¨llt
die Voraussetzungen des Satzes 9.1. Offenbar gilt
(f | K)−1 = f−1 | f(K) .
Also ist f−1 auf f(K) stetig. Insbesondere ist f−1 im Punkte y stetig. Weil
y ∈ f(U) beliebig gewa¨hlt war, ist f−1 auf f(U) stetig.
Beispiel 9.4 (Arcus-Tangens). Sei N = {(k + 12 )pi | k ∈ Z }. Die Funktion
tan : R\N → R heißt Tangens. Die Funktion f : (−pi2 , pi2 )→ Rmit f(x) = tan(x)
ist streng monoton wachsend und stetig. Die Umkehrfunktion arctan : R → R
ist stetig. Die Funktion arctan heißt Hauptzweig des Arcus-Tangens. 
Wenn die Urbildbildmenge einer injektiven und stetigen Funktion weder of-
fen noch kompakt ist, dann kann es vorkommen, dass die Umkehrfunktion nicht
stetig ist.
Beispiel 9.5. Die Menge A = [0, 1) ∩ [2, 3] ist in R weder offen noch kompakt.
Die Funktion f : A→ R mit
f(x) =
 x , x ∈ [0, 1) ,x− 1 , x ∈ [2, 3]
ist stetig und streng monoton wachsend. Es gilt f(A) = [0, 2]. Die Umkehrfunk-
tion f−1 : [0, 2]→ A ist im Mittelpunkt 1 ∈ [0, 2] unstetig und sonst stetig. Die
Funktion f−1 ist stu¨ckweise stetig. 
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10 Differenzierbare Funktionen
Wir beginnen die Ero¨rterung der Differenzierbarkeit mit der Definition des
Grenzwertes einer Funktion in einem Ha¨ufungspunkt. Ableitungen sind Grenz-
werte der Form
lim
x→a
f(x)− f(a)
x− a ,
wobei a ∈ A ein Ha¨ufungspunkt des Definitionsbereiches A einer Funktion f ist.
Differentiation und Integration sind reziproke Operationen. Beide werden durch
Grenzwertbildungen definiert.
Definition 10.1. Seien A ⊆ R eine nicht-leere Teilmenge, a ∈ R ein Ha¨ufungs-
punkt von A und f : A → R eine reelle Funktion. Ein Punkt b ∈ R heißt der
Grenzwert von f in a, wenn die Bedingung
(∀ > 0)(∃δ > 0)(∀x ∈ A \ {a}) : |x− a| ≤ δ ⇒ |f(x)− b| ≤ 
erfu¨llt ist. Der Punkt b ∈ R ist durch diese Bedingung eindeutig bestimmt. Im
Falle der Existenz schreiben wir
b = lim
x→a
x∈A\{a}
f(x) = lim
x→a
x6=a
f(x) = lim
x→a f(x) .
In der Notation des Grenzwertes werden die Zusa¨tze x ∈ A \ {a} oder x 6= a im
Allgemeinen aus Bequemlichkeit fortgelassen. Wesentlich ist die Voraussetzung,
dass der Punkt a ein Ha¨ufungspunkt von A ist. Es ist nicht erforderlich, dass a
zum Definitionsbereich A der Funktion f geho¨rt.
Eine Funktion f : A → R ist in allen isolierten Punkten ihrer Definitions-
menge A ⊆ R stetig. Wir formulieren das Folgenkriterium 6.13 um.
Satz 10.2. Sei A ⊆ R eine Teilmenge. Eine Funktion f : A → R ist genau
dann in einem Ha¨ufungspunkt a ∈ A stetig, wenn der Grenzwert von f in a
existiert und mit dem Funktionswert f(a) u¨bereinstimmt.
Die Ableitung einer Funktion definieren wir als Grenzwert von Sekanten-
steigungen. Die Ableitung hat die geometrische Bedeutung einer Tangenten-
steigung. Es ist klar, dass diese Interpretation in isolierten Punkten wenig Sinn
macht.
Definition 10.3. Seien A ⊆ R eine Teilmenge, a ∈ A ein Ha¨ufungspunkt und
f : A→ R eine reelle Funktion.
(1) f heißt in a differenzierbar, wenn der Grenzwert
lim
x→a
f(x)− f(a)
x− a
existiert. Dieser Grenzwert heißt die Ableitung von f in a und wird mit
f ′(a) = lim
x→a
f(x)− f(a)
x− a
bezeichnet.
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(2) Sind alle Punkte von A Ha¨ufungspunkte und ist f in jedem Punkt aus A
differenzierbar, dann heißt f differenzierbar auf A.
(3) Eine Teilmenge M ⊆ R heißt zula¨ssig, wenn M nicht-leer ist und jeder
Punkt von M ein Ha¨ufungspunkt ist.
Nicht-leere offene Teilmengen von R sind zula¨ssig. Ein Intervall ist genau
dann zula¨ssig, wenn es aus mehr als einem Punkt besteht.
Beispiel 10.4 (Konstante Funktionen). Sei c ∈ R beliebig gewa¨hlt. Sei I ⊆ R
ein zula¨ssiges Intervall. Die konstante Funktion f : I → R mit f(x) = c ist auf
I differenzierbar mit f ′(a) = 0 fu¨r alle a ∈ I. 
Beispiel 10.5 (Betragsfunktion). Die Betragsfunktion f : R → R mit f(x) =
|x| ist auf R \ {0} differenzierbar mit f ′(a) = sgn(a) fu¨r alle a 6= 0. 
Beispiel 10.6 (Logarithmus). Nach Satz 3.6 gilt fu¨r alle x, a ∈ R+ die Ein-
schließung
x− a
x
≤ log(x)− log(a) ≤ x− a
a
.
Folglich existiert der Grenzwert
log′(a) = lim
x→a
log(x)− log(a)
x− a =
1
a
fu¨r alle a ∈ R+. Also ist der Logarithmus auf R+ differenzierbar. 
Beispiel 10.7 (Exponentialfunktion). Nach Satz 3.8 gilt fu¨r alle x < 1 die
Einschließung
x ≤ exp(x)− 1 ≤ x
1− x .
Fu¨r alle x, a ∈ R mit x− a < 1 gilt daher
(x− a) · exp(a) ≤ (exp(x− a)− 1) · exp(a)
= exp(x)− exp(a)
≤ x− a
1− (x− a) · exp(a) .
Folglich existiert fu¨r alle a ∈ R der Grenzwert
exp′(a) = lim
x→a
exp(x)− exp(a)
x− a = exp(a) .
Also ist die Exponentialfunktion auf R differenzierbar. 
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Beispiel 10.8 (Cosinus und Sinus). Cosinus und Sinus sind auf R differenzier-
bar mit
cos′(a) = − sin(a) , sin′(a) = cos(a) .
fu¨r alle a ∈ R. Zuerst zeigen wir, dass die Funktion f : R→ R mit
f(x) =

1 , x = 0
sin(x)
x
, x 6= 0
stetig ist. Die Stetigkeit von f in x 6= 0 folgt aus Satz 6.15. Aus der Reihen-
darstellung des Sinus ergibt sich die Abscha¨tzung∣∣∣∣ sin(x)x − 1
∣∣∣∣ =
∣∣∣∣∣
∞∑
l=1
(−1)l
(2l + 1)!
x2l
∣∣∣∣∣ ≤ x2 · exp(|x|)
fu¨r alle x 6= 0. Folglich gilt die Grenzwertformel
lim
x→0
sin(x)
x
= 1 .
Daher ist f auch in x = 0 stetig. Aus den Additionstheoremen folgen
cos(x)− cos(a)
x− a = (−1) · sin(
1
2 (x+ a)) ·
sin( 12 (x− a))
1
2 (x− a)
,
sin(x)− sin(a)
x− a = (+1) · cos(
1
2 (x+ a)) ·
sin( 12 (x− a))
1
2 (x− a)
fu¨r alle x 6= a. Siehe (3) und (4) in 5.3. Cosinus und Sinus sind auf R stetig.
Siehe 6.4 oder 7.3 Weil die Grenzwerte auf der rechten Seite fu¨r x→ a existieren,
sind Cosinus und Sinus in einem beliebigen Punkt a ∈ R differenzierbar mit den
eingangs behaupteten Werten fu¨r die Ableitung. Aus der Differenzierbarkeit
des Sinus kann die obige Grenzwertformel zuru¨ckgewonnen werden. Siehe dazu
Beispiel 11.16. 
Wir formulieren Definition 10.3 a¨quivalent um. Mit Satz 10.9 la¨sst sich die
Kettenregel 10.15 fu¨r differenzierbare Funktionen elegant beweisen.
Satz 10.9. Sei A ⊆ R eine Teilmenge und a ∈ A ein Ha¨ufungspunkt. Eine
Funktion f : A→ R ist genau dann in a differenzierbar, wenn es eine Funktion
ϕ : A→ R gibt, die die beiden folgenden Bedingungen (1) und (2) erfu¨llt.
(1) ϕ ist in a stetig.
(2) (∀x ∈ A) : f(x)− f(a) = (x− a) · ϕ(x) .
Im Falle der Differenzierbarkeit in a gilt
ϕ(x) =

f(x)− f(a)
x− a , x ∈ A \ {a} ,
f ′(a) , x = a .
In Bedingung (2) wird keine explizite Auflo¨sung nach ϕ(x) vorgenommen. Eine
Quotientenbildung mit dem Nenner (x − a) wird daher vermieden. Dafu¨r wird
in (1) verlangt, dass ϕ in a stetig ist.
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Aus Satz 10.9 folgt, dass eine Funktion in allen Ha¨ufungspunkten stetig ist,
in denen sie differenzierbar ist. In Punkten, in denen eine Funktion unstetig ist,
kann sie nicht differenzierbar sein.
Satz 10.10. Sei A ⊆ R eine Teilmenge und a ∈ A ein Ha¨ufungspunkt. Eine
Funktion f : A→ R, die in a differenzierbar ist, ist in a stetig.
Beispiel 10.11 (Positive ganze Potenzen). Sei n ∈ N. Die Funktion f : R→ R
mit f(x) = xn ist auf R differenzierbar mit f ′(a) = nan−1 fu¨r alle a ∈ R. Es
gilt na¨mlich
xn − an = (x− a) · (xn−1 + axn−2 + . . .+ an−2x+ an−1) .
fu¨r alle x, a ∈ R. Satz 10.9 liefert die Behauptung. Siehe Beispiel 3.4. 
Beispiel 10.12 (Negative ganze Potenzen). Sei n ∈ N. Die Funktion f : R \
{0} → R mit f(x) = x−n ist differenzierbar mit f ′(a) = −na−(n+1) fu¨r alle
a 6= 0. Es gilt
x−n − a−n = (−a−nx−n) · (xn − an)
= (x− a) · ((−a−nx−n) · (xn−1 + axn−2 + . . .+ an−1))
= (x− a) · (−1)(a−nx−1 + a−(n+1)x−2 + . . .+ a−1x−n) .
fu¨r alle x, a ∈ R \ {0}. Satz 10.9 liefert die Behauptung. 
Beispiel 10.13. Sei n ∈ N. Sei p : R→ R eine polynomiale Funktion mit
p(x) =
n∑
k=0
an−k xn−k = anxn + . . .+ a1x+ a0
mit Koeffiziente a0, . . . , an ∈ R, wobei an 6= 0 gilt. Sei ein beliebiger Punkt
a ∈ R gegeben. Dann gibt es eine eindeutig bestimmte polynomiale Funktion
q : R→ R derart, dass
p(x)− p(a) = (x− a) · q(x)
fu¨r alle x ∈ R gilt. Die polynomiale Funktion q ist auf R stetig. Nach Satz 10.9
ist p in a differenzierbar mit
p′(a) =
n−1∑
k=0
(n− k) an−k xn−(k+1) = q(a) .
Wir betrachten
p(x) = x3 − x2 + 1 , p(2) = 5 , p′(x) = 3x2 − 2x , p′(2) = 8 .
Dann gelten
p(x)− p(2) = x3 − x2 − 4 = (x− 2) · q(x) , q(x) = x2 + x+ 2 , q(2) = 8 .
Der Funktionswert p(a) und die Koeffizienten des Polynoms q(x) sowie der Funk-
tionswert q(a) lassen sich mit dem Horner-Schema berechnen. Siehe Satz 23.1
und Beispiel 23.3. Wir heben ausdru¨cklich hervor, das die Polynome p′(x) und
q(x) im Allgemeinen nicht u¨bereinstimmen. 
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Wir formulieren in den folgenden beiden Sa¨tzen 10.14 und 10.15 wichtige
Differentiationsregeln.
Satz 10.14. Sei A ⊆ R eine Teilmenge und a ∈ A ein Ha¨ufungspunkt. Seien
f : A → R und g : A → R Funktionen, die im Punkte a differenzierbar sind.
Seien α, β ∈ R Konstante. Dann gelten die folgenden Aussagen:
(1) (Betragsregel). Sei f(a) 6= 0. Dann gibt es ein δ > 0 mit f(x) 6= 0 fu¨r
alle x ∈ Uδ(a) ∩ A. Die Funktion |f | : Uδ(a) ∩ A → R ist in a ∈ A
differenzierbar mit
|f |′(a) = sgn(f(a)) · f ′(a) .
(2) (Additivita¨t). Die Funktion f + g : A→ R ist in a differenzierbar mit
(f + g)′(a) = f ′(a) + g′(a) .
(3) (Produktregel). Die Funktion fg : A→ R ist in a differenzierbar mit
(fg)′(a) = f ′(a)g(a) + f(a)g′(a) .
(4) (Linearita¨t). Die Funktion αf + βg : A→ R ist in a differenzierbar mit
(αf + βg)′(a) = αf ′(a) + βg′(a) .
Die Ableitung in a ist demnach eine lineare Operation.
(5) (Quotientenregel). Sei g(a) 6= 0. Dann gibt es ein δ > 0 mit g(x) 6= 0 fu¨r
alle x ∈ Uδ(a)∩A. Siehe Satz 1.13. Die Funktion f/g : Uδ(a)∩A→ R ist
in a differenzierbar mit
(f/g)′(a) =
(
f
g
)′
(a) =
f ′(a)g(a)− f(a)g′(a)
g2(a)
.
Beweis. Nachweis von (1). Nach Voraussetzung gilt f(a) 6= 0. Weil f in a stetig
ist, gibt es ein δ > 0 derart, dass f(x) 6= 0 fu¨r alle x ∈ Uδ(a) ∩ A gilt. Wir
nehmen eine Fallunterscheidung vor.
Sei f(x) > 0 fu¨r alle x ∈ Uδ(a) ∩A. Weil f in a differenzierbar ist, gilt
|f |′(a) = f ′(a) = (+1) · f ′(a) = sgn(f(a)) · f ′(a) .
Sei f(x) < 0 fu¨r alle x ∈ Uδ(a) ∩A. Weil f in a differenzierbar ist, existiert
der Grenzwert des Differenzenquotienten
|f |(x)− |f |(a)
x− a = −
f(x)− f(a)
x− a
→ −f ′(a) = (−1) · f ′(a) = sgn(f(a)) · f ′(a)
fu¨r x→ a mit x 6= a.
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Damit ist die Differenzierbarkeit im Punkte a in beiden Fa¨llen bewiesen. Die
Ableitung hat den in der Betragsregel angegebenen Wert.
Nachweis von (2). Fu¨r alle x ∈ A mit x 6= a gilt
(f(x) + g(x))− (f(a) + g(a))
x− a =
f(x)− f(a)
x− a +
g(x)− g(a)
x− a
Die Funktionen f und g in sind a differenzierbar. Also existiert der Grenzwert
des Differenzenquotienten fu¨r x → a. Er hat den in der Additionsregel angege-
benen Wert.
Nachweis von (3). Fu¨r alle x ∈ A mit x 6= a gilt
f(x)g(x)− f(a)g(a)
x− a =
f(x)− f(a)
x− a · g(a) + f(x) ·
g(x)− g(a)
x− a .
Die Funktionen f und g in sind a differenzierbar. Insbesondere ist f in a stetig.
Also existiert der Grenzwert des Differenzenquotienten fu¨r x → a. Er hat den
in der Produktregel angegebenen Wert.
Nachweis von (4). Die Linearita¨t folgt aus (2) und (3), weil die Ableitung
einer konstanten Funktion in jedem Punkt verschwindet.
Nachweis von (5). Fu¨r alle x ∈ Uδ(a) ∩A mit x 6= a gilt
1
x− a ·
(
f(x)
g(x)
− f(a)
g(a)
)
=
1
g(x)g(a)
·
{
f(x)− f(a)
x− a · g(a)− f(a) ·
g(x)− g(a)
x− a
}
.
Die Funktionen f und g in sind a differenzierbar. Insbesondere ist g in a stetig.
Außerdem gilt g(x) 6= 0 fu¨r alle x ∈ Uδ(a)∩A. Also existiert der Grenzwert des
Differenzenquotienten fu¨r x→ a. Er hat den in der Quotientenregel angegebenen
Wert. Damit ist der Beweis beendet.
Satz 10.15 (Kettenregel). Seien A, B ⊆ R Teilmengen. Seien f : A → R
und g : B → R Funktionen mit f(A) ⊆ B. Es seien a ∈ A und b ∈ B
Ha¨ufungspunkte. Es gelte f(a) = b. Die Funktion f sei in a differenzierbar.
Die Funktion g sei in b differenzierbar. Dann ist die Komposition g ◦ f : A→ R
in a differenzierbar mit
(g ◦ f)′(a) = g′(f(a)) · f ′(a) .
Dabei ist g′(f(a)) die a¨ußere und f ′(a) die innere Ableitung.
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Beweis. Weil f in a und g in b differenzierbar sind gibt es ϕ : A → R und
ψ : B → R, die in a respektive b stetig sind, und die Bedingungen
(∀x ∈ A) : f(x)− f(a) = (x− a) · ϕ(a) ,
(∀y ∈ B) : g(y)− g(b) = (y − b) · ψ(y) .
erfu¨llen. Einsetzen ergibt
(∀x ∈ A) : g(f(x))− g(f(a)) = (f(x)− f(a)) · ψ(f(x))
= (x− a) · (ψ(f(x)) · ϕ(x)) .
Weil f in a differenzierbar ist, ist f in a nach Satz 10.10 stetig. Nach Satz
6.15 und der Kettenregel 6.16 fu¨r stetige Funktionen ist die auf der Menge
A definierte Funktion x 7→ ψ(f(x)) · ϕ(x) in a stetig. Nach Satz 10.9 ist die
Komposition g ◦ f in a differenzierbar mit
(g ◦ f)′(a) = ψ(f(a)) · ϕ(a) = g′(f(a)) · f ′(a) .
Damit ist der Beweis der Kettenregel beendet.
Beispiel 10.16. Die Funktion f : R+ → R mit
f(x) =
log(x)
exp(x)
ist nach der Quotientenregel auf R+ differenzierbar mit
f ′(a) =
log′(a) exp(a)− log(a) exp′(a)
exp2(a)
=
1
exp(a)
{
1
a
− log(a)
}
fu¨r alle a ∈ R+. 
Beispiel 10.17 (Tangens, Fortsetzung von Beispiel 9.4). Der Tangens ist auf
R \N differenzierbar mit
tan′(x) = 1 + tan2(x) =
1
cos2(x)
> 0 .
Nach der Quotientenregel gilt na¨mlich
tan′(x) =
(
sin(x)
cos(x)
)′
=
sin′(x) cos(x)− sin(x) cos′(x)
cos2(x)
=
cos2(x) + sin2(x)
cos2(x
=
1
cos2(x)
= 1 + tan2(x) > 0 .
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Wir berechnen die Ableitung des Tangens ein zweites Mal. Seien x, a ∈ R mit
|x| < pi2 , |a| < pi2 und |x− a| < pi2 gegeben. Nach Definition gilt
1 + tan(x) tan(a) =
cos(x) cos(a) + sin(x) sin(a)
cos(x) cos(a)
.
Aus den Additionstheoremen fu¨r Cosinus und Sinus folgt
tan(x− a) = sin(x− a)
cos(x− a) =
sin(x) cos(a)− cos(x) sin(a)
cos(x) cos(a) + sin(x) sin(a)
.
Multiplikation ergibt
(1 + tan(x) tan(a)) · tan(x− a) = sin(x) cos(a)− cos(x) sin(a)
cos(x) cos(a)
= tan(x)− tan(a) .
Schließlich folgt
tan(x)− tan(a)
x− a = (1 + tan(x) tan(a)) ·
tan(x− a)
x− a
=
1 + tan(x) tan(a)
cos(x− a) ·
sin(a− x)
x− a
→ 1 + tan
2(a)
cos(0)
· 1 = 1 + tan2(a) .
Dabei haben wir die Stetigkeit der Funktionen tan, cos, sin ausgenutzt. Also
ist der Tangens in jedem Punkt a ∈ R mit |a| < pi2 differenzierbar. Wegen der
pi-Periodizita¨t gilt dies fu¨r jeden Punkt der Menge R \N . 
Beispiel 10.18. Sei a ∈ R+. Die Exponentialfunktion expa : R→ R+ zur Basis
a mit expa(x) = a
x = exp(x log(a)) ist auf R differenzierbar mit
exp′a(x) = expa(x) · log(a) .

Beispiel 10.19. Die Funktion f : R+ → R mit f(x) = xx = exp(x log(x)) ist
auf R+ differenzierbar mit
f ′(x) = exp(x log(x)) · (log(x) + 1) = xx(log(x) + 1) .

Wir verallgemeinern die beiden Beispiele 10.18 und 10.19. Gleichzeitig fu¨hren
wir eine neue Schreibweise ein, um die Variable, nach der differenziert wird, von
dem Punkt, in dem die Ableitung gebildet wird, zu unterscheiden.
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Beispiel 10.20. Sei A ⊆ R eine Teilmenge und ξ ∈ A ein Ha¨ufungspunkt.
Seien g : A → R+ und h : A → R Funktionen, die im Punkte ξ differenzierbar
sind. Dann ist die Funktion f : A→ R mit
f(x) = (g(x))h(x) = exp{h(x) log(g(x))}
in ξ differenzierbar mit
f ′(ξ) =
{
x 7→ (g(x))h(x)
}′
(ξ)
= (g(ξ))h(ξ) ·
{
h′(ξ) log(g(ξ)) + h(ξ)
g′(ξ)
g(ξ)
}
.

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11 Mittelwertsa¨tze der Differentialrechnung
In diesem Abschnitt formulieren wir die drei Mittelwertsa¨tze der Differential-
rechnung und besprechen einige Anwendungen. Aus dem zweiten Mittelwertsatz
folgen die Regeln von Bernoulli-de’Hospital. Wir formulieren zwei Varianten.
Wir betrachten eine differenzierbare Funktion f auf einem zula¨ssigen Inter-
vall I ⊆ R. Fu¨r einen Punkt y ∈ I gilt
f ′(y) = lim
x→y
f(x)− f(y)
x− y .
Fu¨r einen benachbarten Punkt x ∈ I des Punktes y gilt daher
f(x)− f(y) ≈ f ′(y) · (x− y) .
Nach dem ersten Mittelwertsatz 11.1 der Differentialrechnung gibt es einen
Punkt ξ ∈ I zwischen x und y mit
f(x)− f(y) = f ′(ξ) · (x− y) .
Daraus folgt insbesondere, dass f eine konstante Funktion ist, wenn f ′(x) = 0
fu¨r alle x ∈ I gilt.
Satz 11.1 (Erster Mittelwertsatz der Differentialrechnung). Seien a, b ∈ R mit
a < b gegeben. Sei f : [a, b] → R eine stetige reelle Funktion, die auf (a, b)
differenzierbar ist. Dann gilt
(∃ξ ∈ (a, b)) : f(b)− f(a) = f ′(ξ) · (b− a) .
Die Ableitung f ′(ξ) heißt der Mittelwert der Funktionswerte auf [a, b].
Beweis. Zuna¨chst beweisen wir den ersten Mittelwertsatz im Spezialfall
f(a) = f(b) .
Dieser Spezialfall ist als Satz von Rolle bekannt. Wenn f konstant ist, gilt
f ′(x) = 0 fu¨r alle x ∈ (a, b). Sei f nicht konstant. Nach dem Satz 8.6 von
Weierstraß nimmt die stetige Funktion f auf dem kompakten Intervall [a, b]
Maximum und Minimum an. Weil f nicht konstant ist und f(a) = f(b) gilt,
gibt es einen Punkt ξ ∈ (a, b), in dem f ein Extremum besitzt. Wenn f in ξ ein
Maximum annimmt, bestehen die beiden Ungleichungen
f ′(ξ) = lim
x→ξ
x>ξ
f(x)− f(ξ)
x− ξ ≤ 0 ,
f ′(ξ) = lim
x→ξ
x<ξ
f(x)− f(ξ)
x− ξ ≥ 0 .
Folglich gilt f ′(ξ) = 0. Ebenso folgt f ′(ξ) = 0, wenn f in ξ ein Minimum
annimmt. Damit ist der Satz von Rolle bewiesen.
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Nun betrachten wir den Fall f(a) 6= f(b). Die Funktion g : [a, b]→ R mit
g(x) = f(x)− f(b)− f(a)
b− a · (x− a)
erfu¨llt die Voraussetzungen des Satzes von Rolle. Also gibt es ein ξ ∈ (a, b) mit
0 = g′(ξ) = f ′(ξ)− f(b)− f(a)
b− a .
Damit ist der Beweis des ersten Mittelwertsatzes der Differentialrechnung be-
endet.
Aus dem ersten Mittelwertsatz folgt das Monotoniekriterium 11.2.
Satz 11.2 (Monotoniekriterium fu¨r differenzierbare Funktionen). Sei I ⊆ R ein
zula¨ssiges Intervall und f : I → R eine differenzierbare Funktion. Dann sind die
beiden Aussagen (1) und (2) a¨quivalent.
(1) f ist monoton wachsend.
(2) (∀x ∈ I) : f ′(x) ≥ 0.
Wenn zusa¨tzlich zu (2) gilt, dass kein nicht-leeres offenes Intervall J ⊆ I mit
f ′(x) = 0 fu¨r alle x ∈ J existiert, dann ist f streng monoton wachsend.
Beispiel 11.3. Der Logarithmus ist nach Satz 11.2 wegen
log′(x) =
1
x
> 0
fu¨r alle x ∈ R+ auf R+ streng monoton wachsend. 
Beispiel 11.4. Die Exponentialfunktion ist nach Satz 11.2 wegen
exp′(x) = exp(x) > 0
fu¨r alle x ∈ R auf R streng monoton wachsend. 
Beispiel 11.5. Die Funktion f : R → R mit f(x) = x3 ist streng monoton
wachsend, denn die Ableitung von f ist nicht-negativ und verschwindet nur im
Nullpunkt: f ′(x) = 3x2 ≥ 0. 
Beispiel 11.6. Die Schra¨nkungsfunktion h : R→ R mit
h(x) =
x
1 + |x| , h
′(x) =
1
(1 + |x|)2
ist auf R streng monoton wachsend. 
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Aus 10.4 und dem ersten Mittelwertsatz 11.1 ergibt sich eine Kennzeichung
konstanter differenzierbarer Funktionen.
Satz 11.7. Sei I ⊆ R ein zula¨ssiges Intervall und f : I → R eine differenzier-
bare Funktion. Dann sind die beiden folgenden Aussagen (1) und (2) a¨quivalent.
(1) f ist konstant.
(2) (∀x ∈ I) : f ′(x) = 0.
Aus den Sa¨tzen 10.6, 10.7 und 11.7 folgen Kennzeichungen von Logarithmus
und Exponentialfunktion durch Anfangswertprobleme.
Satz 11.8. Der Logarithmus log : R+ → R ist die einzige differenzierbare
Funktion f : R+ → R, die die beiden folgenden Bedingungen (1) und (2) erfu¨llt.
(1) f(1) = 0 .
(2) (∀x ∈ R+) : f ′(x) = 1/x .
Beweis. Der Logarithmus hat die genannten Eigenschaften. Wir betrachten die
differenzierbare Funktion g : R+ → R mit g(x) = f(x)− log(x). Dann gilt
g′(x) = f ′(x)− log′(x) = 1
x
− 1
x
= 0
fu¨r alle x ∈ R+. Nach Satz 11.7 gilt
(∃c ∈ R)(∀x ∈ R+) : g(x) = f(x)− log(x) = c .
Wegen f(1) = 0 gilt c = 0. Damit ist der Beweis beendet.
Satz 11.9. Die Exponentialfunktion exp : R→ R ist die einzige differenzierbare
Funktion f : R→ R, die die beiden folgenden Bedingungen (1) und (2) erfu¨llt.
(1) f(0) = 1 .
(2) (∀x ∈ R) : f ′(x) = f(x) .
Beweis. Die Exponentialfunktion hat die genannten Eigenschaften. Wir be-
trachten die differenzierbare Funktion g : R→ R mit g(x) = f(x) · exp(−x). Es
gilt
g′(x) = f ′(x) · exp(−x) + f(x) · exp′(−x) · (−1)
= f(x) · exp(−x)− f(x) · exp(−x) = 0
fu¨r alle x ∈ R. Nach Satz 11.7 gilt
(∃c ∈ R)(∀x ∈ R) : g(x) = f(x) · exp(−x) = c .
Wegen f(0) = 1 gilt c = 1. Damit ist der Beweis beendet.
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Cosinus und Sinus lassen sich durch zwei gekoppelte Anfangswertprobleme
kennzeichnen. Wir haben Cosinus und Sinus in Abschnitt 4 als Real- respektive
Imagina¨rteil der Funktion f : R→ C mit f(x) = exp(ix) definiert.
Satz 11.10. Die Funktion x 7→ exp(ix) ist die einzige differenzierbare Funktion
f : R→ C, die beiden folgenden Eigenschaften (1) und (2) erfu¨llt.
(1) f(0) = 1.
(2) (∀x ∈ R) : f ′(x) = if(x).
Satz 11.11. Die Funktionen cos : R → R und sin : R → R sind die einzigen
differenzierbaren Funktionen f, g : R → R, die die Eigenschaften (1) bis (4)
erfu¨llen.
(1) f(0) = 1.
(2) g(0) = 0.
(3) (∀x ∈ R) : f ′(x) = −g(x).
(4) (∀x ∈ R) : g′(x) = f(x).
Beweis. Cosinus und Sinus besitzen die genannten Eigenshaften. Die differen-
zierbare Funktion h : R→ Cmit h(x) = f(x)+ig(x) erfu¨llt die Voraussetzungen
des Satzes 11.10. Folglich gilt
exp(ix) = f(x) + ig(x) , f(x) ∈ R , g(x) ∈ R .
fu¨r alle x ∈ R. Damit ist der Beweis beendet.
Wir ziehen eine weitere Konsequenz aus Satz 11.7.
Satz und Definition 11.12. Seien I ⊆ R ein zula¨ssiges Intervall und f : I →
R eine beliebige Funktion.
(1) Eine differenzierbare Funktion F : I → R heißt eine Stammfunktion von
f auf I, wenn die Bedingung
(∀x ∈ I) : F ′(x) = f(x)
erfu¨llt ist.
(2) Mit F ist auch jede Funktion F + c, wobei c ∈ R eine beliebige reelle
Konstante ist, eine Stammfunktion von f . Dies sind die einzigen Stamm-
funktion von f auf I, wenn es welche gibt.
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Beispiele 11.13.
(1) log : R+ → R ist auf R+ ist eine Stammfunktion von f : R+ → R mit
f(x) = 1/x.
(2) F : R+ → R mit F (x) = x · (log(x) − 1) ist auf R+ eine Stammfunktion
von log : R+ → R.
(3) exp : R→ R ist auf R eine Stammfunktion von sich selber.
(4) sin : R→ R ist auf R eine Stammfunktion von cos : R→ R.
(5) Der negative Cosinus − cos : R → R ist auf R eine Stammfunktion von
sin : R→ R.
(6) Seien a0, . . . , an ∈ R. Sei f : R→ R die polynomiale Funktion mit
f(x) =
n∑
ν=0
aνx
ν = a0 + a1x+ . . .+ anx
n .
Dann ist die polynomiale Funktion F : R→ R mit
F (x) =
n∑
ν=0
aν
ν + 1
xν+1 = a0x+
a1
2
x2 + . . .+
an
n+ 1
xn+1 .
auf R eine Stammfunktion von f mit F (0) = 0.
(7) arctan : R→ R ist auf R eine Stammfunktion von f : R→ R mit f(x) =
1/(1 + x2).

Der erste Mittelwertsatz la¨sst sich in eine Form bringen, die fu¨r die Berech-
nung von Grenzwerten nu¨tzlich ist. Siehe die Sa¨tze 11.15 und 11.19.
Satz 11.14 (Zweiter Mittelwertsatz der Differentialrechnung). Seien a, b ∈ R
mit a < b gegeben. Seien f, g : [a, b] → R stetige Funktionen, die auf (a, b)
differenzierbar sind. Außerdem gelte g′(x) 6= 0 fu¨r alle x ∈ (a, b). Dann gelten
die Aussagen (1) und (2)
(1) g(a) 6= g(b).
(2) Es existiert ein Punkt ξ ∈ (a, b) mit
f(b)− f(a)
g(b)− g(a) =
f ′(ξ)
g′(ξ)
.
Beweis. Wir wenden den ersten Mittelwertsatz 11.1 auf g : [a, b] → R an und
erhalten g(a) 6= g(b), da g′(x) 6= 0 fu¨r alle x ∈ (a, b) gilt. Die Funktion h :
[a, b]→ R mit
h(x) = f(x)− f(b)− f(a)
g(b)− g(a) · g(x)
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ist auf [a, b] stetig und auf (a, b) differenzierbar. Offenbar gelten
h(a) = f(a)− f(b)− f(a)
g(b)− g(a) · g(a) =
f(a)g(b)− f(b)g(a)
g(b)− g(a) ,
h(b) = f(b)− f(b)− f(a)
g(b)− g(a) · g(b) =
f(a)g(b)− f(b)g(a)
g(b)− g(a) .
Also gilt h(a) = h(b). Nach dem ersten Mittelwert 11.1 gibt es daher einen
Punkt ξ ∈ (a, b) mit
0 = h′(ξ) = f ′(ξ)− f(b)− f(a)
g(b)− g(a) · g
′(ξ) .
Der Beweis ist damit beendet.
Aus dem zweiten Mittelwertsatz folgen die Regeln von Bernoulli-de’Hospital.
Wir formulieren zwei Varianten. Satz 11.15 ermo¨glicht es in vielen Fa¨llen, Grenz-
werte vom Typ 0/0 zu berechnen. Siehe die Beispiele 11.16, 11.17 und 11.18.
Die zweite Variante geben wir in Satz 11.19. Eventuell mu¨ssen die Regeln von
Bernoulli-de’Hospital mehrfach angewendet werden.
Satz 11.15 (Regel von Bernoulli-de’Hospital). Seien I ⊆ R ein zula¨ssiges Inter-
vall, a ∈ I und f , g : I → R stetige Funktionen, die auf I \ {a} differenzierbar
sind und die Bedingungen (1), (2), (3) erfu¨llen.
(1) f(a) = g(a) = 0 .
(2) (∀x ∈ I \ {a}) : g′(x) 6= 0 .
(3) Es existiert der Grenzwert
lim
x→a
x6=a
f ′(x)
g′(x)
.
Dann gelten die folgenden Aussagen (4) und (5).
(4) Es existiert der Grenzwert
lim
x→a
x6=a
f(x)
g(x)
.
(5) Es gilt
lim
x→a
x6=a
f(x)
g(x)
= lim
x→a
x6=a
f ′(x)
g′(x)
.
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Beweis. Nach dem zweiten Mittelwertsatz 11.14 gibt es zu jedem x ∈ I \ {a}
einen Punkt ξ(x) ∈ I \ {a}, der zwischen a und x liegt und
f(x)
g(x)
=
f(x)− f(a)
g(x)− g(a) =
f ′(ξ(x))
g′(ξ(x))
erfu¨llt. Sei (xn)n∈N ⊆ I \{a} eine beliebige Folge mit xn → a. Solche Folgen gibt
es, da a ∈ I nach Voraussetzung ein Ha¨ufungspunkt von I ist. Wir betrachten
die Folge (ξ(xn))n∈N ⊆ I \ {a}. Fu¨r alle n ∈ N liegt ξ(xn) zwischen a und xn
und erfu¨llt
f(xn)
g(xn)
=
f ′(ξ(xn))
g′(ξ(xn))
.
Offenbar gilt ξ(xn) → a. Nach Voraussetzung (2) existieren die Quotienten
auf der rechten Seite. Nach Voraussetzung (3) existiert der Grenzwert dieser
Quotienten fu¨r n → ∞. Also konvergieren die Quotienten auf der linken Seite
fu¨r n→∞. Weil die Folge (xn) ⊆ I \{a} mit xn → a beliebig gewa¨hlt war, folgt
die Gu¨ltigkeit der Aussagen (4) und (5). Der Beweis ist damit beendet.
Beispiel 11.16. Seien f , g : R→ R die Funktionen mit
f(x) = sin(x) , g(x) = x ,
f ′(x)
g′(x)
=
cos(x)
1
= cos(x) .
Der Satz 11.15 liefert die Grenzwertformel
lim
x→0
x6=0
sin(x)
x
= 1 .
Diese Grenzwertformel haben wir bereits in Beispiel 10.8 mit einer anderen
Methode bewiesen. Die Anwendung der Regel von Bernoulli-de’Hospital setzt
allerdings die Differenzierbarkeit des Sinus voraus. 
Beispiel 11.17. Seien f , g : R→ R die Funktionen mit
f(x) = 1− cos(x) , g(x) = x2 .
Zweimaliges Anwenden von Satz 11.15 liefert
lim
x→0
x6=0
1− cos(x)
x2
= lim
x→0
x6=0
sin(x)
2x
= lim
x→0
x6=0
cos(x)
2
=
1
2
.
Wir kommen mit einer einmaligen Anwendung aus, wenn wir die Grenzwert-
formel aus Beispiel 11.16 beachten. 
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Beispiel 11.18. Dreimaliges Anwenden von 11.15 ergibt
lim
x→0
x− sin(x)
x3
= lim
x→0
1− cos(x)
3x2
= lim
x→0
sin(x)
6x
= lim
x→0
cos(x)
6
=
1
6
.
Wir kommen mit einer einmaligen Anwendung aus, wenn wir die Grenzwert-
formel aus Beispiel 11.17 beachten. 
Die folgende Variante der Regel von Bernoulli-de’Hospital kann oft erfolg-
reich zur Berechnung von Grenzwerten des Types ∞/∞ herangezogen werden.
Siehe Beispiel 11.20. Eventuell muss Satz 11.19 mehrmals angewendet werden.
Ein analoger Satz gilt auch fu¨r rechtsseitige Grenzwerte.
Satz 11.19 (Variante der Regel von Bernoulli-de’Hospital). Seien a, b ∈ R
mit a < b gegeben. Seien f , g : (a, b) → R differenzierbare Funktionen, die die
Bedingungen (1), (2), (3) erfu¨llen.
(1) Es existiert der uneigentliche Grenzwert
lim
x→a
a<x
g(x) =∞ .
(2) (∀x ∈ (a, b)) : g′(x) 6= 0 .
(3) Es existiert der Grenzwert
lim
x→a
a<x
f ′(x)
g′(x)
.
Dann gelten die folgenden Aussagen (4) und (5).
(4) Es existiert der Grenzwert
lim
x→a
a<x
f(x)
g(x)
.
(5) Es gilt
lim
x→a
a<x
f(x)
g(x)
= lim
x→a
a<x
f ′(x)
g′(x)
.
Die Grenzwerte in (3), (4), (5) sind in dieser Variante der Regel von Bernoulli-
de’Hospital als eigentliche Grenzwerte in R gemeint.
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Beweis. Nach Voraussetzung (3) gibt es α ∈ R mit
α = lim
x→a
a<x
f ′(x)
g′(x)
.
Daher gibt es zu jedem  > 0 ein δ() > 0 mit a+ δ() < b derart, dass
(∀x ∈ (a, a+ δ()) :
∣∣∣∣f ′(x)g′(x) − α
∣∣∣∣ ≤ 
gilt. Wegen (1) und (2) kann es außerdem so eingerichtet werden, dass g auf
(a, a + δ()) positiv und streng monoton fallend ist. Nach dem zweiten Mittel-
wertsatz 11.14 gibt zu x ∈ (a, a + δ()) einen Punkt ξ(x), der zwischen den
Punkten a und x liegt und
f(x)− f(a+ δ())
g(x)− g(a+ δ()) =
f ′(ξ(x))
g′(ξ(x))
erfu¨llt. Daher gilt
(∀x ∈ (a, a+ δ()) :
∣∣∣∣f(x)− f(a+ δ())g(x)− g(a+ δ()) − α
∣∣∣∣ ≤  .
Umformen ergibt die Einschließung
(α− )
(
1− g(a+ δ())
g(x)
)
≤ f(x)
g(x)
− f(a+ δ())
g(x)
≤ (α+ )
(
1− g(a+ δ())
g(x)
)
.
Wegen (1) erhalten wir nach eventueller Verkleinerung von δ() zu jedem  > 0
ein δ∗() > 0 mit
(∀x ∈ (a, a+ δ∗()) : α− 2 ≤ f(x
g(x)
≤ α+ 2 .
Damit sind die Aussagen (4) und (5) bewiesen.
Beispiel 11.20. Seien f , g : R+ → R die Funktionen mit
f(x) = − log(x) = log
(
1
x
)
, g(x) = x−1 ,
f ′(x)
g′(x)
=
(−1) · x−1
(−1) · x−2 = x .
Mit Satz 11.19 erhalten wir
lim
x→0
0<x
x log(x) = lim
x→0
0<x
x log
(
1
x
)
= 0 .
Sei 0 < x. Wir setzen y = x−1. Dann sind die beiden Grenzu¨berga¨nge y → ∞
und x→ 0 a¨quivalent. Folglich gilt
lim
y→∞
log(y)
y
= lim
x→0
0<x
x log
(
1
x
)
= 0 .

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Sei I ⊆ R ein zula¨ssiges kompaktes Intervall. Wir betrachten eine differen-
zierbare Funktion f : I → R. Wenn die Ableitung von f in jedem Punkt aus I
stetig ist, dann kann der erste Mittelwertsatz in Form einer Ungleichung ausge-
sprochen werden. Dies folgt aus dem Satz 8.6 von Weierstraß. Diese Ungleichung
bedeutet insbesondere, dass f Lipschitz-stetig ist.
Definition 11.21. Sei A ⊆ R eine zula¨ssige Menge und f : A → R eine
differenzierbare Funktion. Die Funktion f ′ : A → R mit x 7→ f ′(x) heißt die
erste Ableitung oder die Ableitung von f . Wir schreiben
f (1) = f ′ , f (1)(a) = f ′(a)
fu¨r a ∈ A. Wenn f ′ auf A stetig ist, dann heißt f auf A stetig differenzierbar.
Siehe Definition 13.1.
Satz 11.22 (Dritter Mittelwertsatz der Differentialrechnung). Seien a, b ∈ R
mit a < b gegeben. Sei f : [a, b]→ R eine stetig differenzierbare Funktion. Dann
gilt
(∀x, y ∈ [a, b]) : |f(x)− f(y)| ≤ |x− y| · sup
ξ∈[a,b]
|f ′(ξ)| .
Das bedeutet insbesondere, dass f auf [a, b] Lipschitz-stetig ist.
Beispiele 11.23. Die Aussagen u¨ber die Lipschitz-Stetigkeit von log, exp, cos,
sin auf bestimmten unbeschra¨nkten Intervallen in den Sa¨tzen 3.6, 3.8 und 5.3
lassen sich aus Satz 11.22 zuru¨ckgewinnen. 
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12 Differenzierbarkeit der Umkehrfunktion
Sei f : A→ R eine injektive Funktion. Wenn die Funktion f in einem Ha¨ufungs-
punkt a ∈ differenzierbar ist, so ist ihre Umkehrfunktion in f(a) im Allgemeinen
weder stetig noch differenzierbar.
Satz 12.1 (Differenzierbarkeit der Umkehrfunktion in einem Punkt). Sei A ⊆
R eine Teilmenge und a ∈ A ein Ha¨ufungspunkt. Die Funktion f : A → R
sei injektiv und in a differenzierbar mit f ′(a) 6= 0. Die Umkehrfunktion f−1 :
f(A)→ R sei in b = f(a) stetig. Dann gelten:
(1) b ist ein Ha¨ufungspunkt von f(A).
(2) f−1 ist in b differenzierbar.
(3) (f−1)′(b) =
1
f ′(a)
.
Beweis. Nachweis von (1). Weil a ein Ha¨ufungspunkt von A ist, gibt es eine
Folge (xn) ⊆ A\{a}mit xn → a. Weil f injektiv und in a stetig ist, ist (f(xn)) ⊆
A \ {f(a)} eine Folge mit f(xn) → f(a) = b. Also ist b ein Ha¨ufungspunkt des
Definitionsbereiches f(A) der Umkehrfunktion f−1.
Nachweis von (2) und (3). Weil f in a differenzierbar ist, gibt es nach Satz
10.9 eine Funktion ϕ : A→ R mit
(∀x ∈ A) : f(x)− f(a) = (x− a) · ϕ(x) ,
die in a stetig ist. Außerdem gilt f ′(a) = ϕ(a). Weil f injektiv ist, folgt
(∀y ∈ f(A)) : y − b = (f−1(y)− f−1(b)) · ϕ(f−1(y)) . (*)
Nach Voraussetzung ist f−1 in b stetig. Weil außerdem ϕ in a stetig ist, ist die
Komposition ϕ ◦ f−1 in b stetig. Es gilt
ϕ(f−1(b)) = ϕ(f−1(f(a))) = ϕ(a) = f ′(a) 6= 0 .
Also existiert ein δ > 0 mit ϕ(f−1(y)) 6= 0 fu¨r alle y ∈ Uδ(b) ∩ f(A). Die
Funktion 1/(ϕ ◦ f−1) : Uδ(b)∩ f(A)→ R ist in b stetig. Aus (*) folgt, dass f−1
in b differenzierbar ist mit
(f−1)′(b) =
1
ϕ(f−1(b))
=
1
ϕ(a)
=
1
f ′(a)
.
Dabei haben wir Satz 10.9 angewendet. Damit ist der Beweis beendet.
Auf die Voraussetzung der Injektivita¨t kann in Satz 12.1 nicht verzichtet wer-
den. Aus dem Nichtverschwinden der Ableitung in einem Punkt kann nicht auf
die Umkehrbarkeit der Funktion in einer Umgebung dieses Punktes geschlossen
werden.
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Beispiel 12.2. Sei f : R→ R die differenzierbare Funktion mit
f(x) =
{
x+ x2 · cos(pi/x) , x 6= 0 ,
0 , x = 0 .
Es gilt
f ′(0) = lim
x→0
x+ x2 · cos(pi/x)
x
= lim
x→0
(1 + x · cos(pi/x)) = 1 .
Die Funktion f ist in keiner Umgebung des Nullpunktes injektiv. 
Mit Satz 9.3 kann Satz 12.1 verbessert werden, so dass die Stetigkeit der
Umkehrfunktion nicht mehr vorausgesetzt werden muss.
Satz 12.3 (Differenzierbarkeit der Umkehrfunktion). Sei I ⊆ R ein nicht-leeres
offenes Intervall. Sei f : I → R eine Funktion, die die drei Eigenschaften (1),
(2), (3) besitzt.
(1) f ist injektiv.
(2) f ist differenzierbar.
(3) (∀x ∈ I) : f ′(x) 6= 0.
Unter diesen Vorausetzungen existiert die Umkehrfunktion f−1 : f(I)→ R und
es gelten die Aussagen (4), (5), (6).
(4) f(I) ist ein nicht-leeres offenes Intervall.
(5) f−1 ist differenzierbar.
(6) (∀x ∈ I) : (f−1)′(f(x)) = 1
f ′(x)
.
Aus dem Monotoniekriterium 11.2 folgt, dass die Voraussetzung (1) wegen (3)
automatisch erfu¨llt ist.
Beispiel 12.4 (Fortsetzung in 13.8). Die Funktion arctan : R → R ist auf R
differenzierbar mit
arctan′(x) =
1
1 + x2
.
Siehe 9.2 und 10.17. 
Auf die Voraussetzung (3) kann in Satz 12.3 nicht verzichtet werden.
Beispiel 12.5. Die differenzierbare Funktion f : R→ R mit f(x) = sgn(x) · x2
ist injektiv, aber die Umkehrfunktion f−1 : R→ R mit f−1(x) = sgn(x) ·√|x|
ist nur fu¨r x 6= 0 differenzierbar. 
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13 Differenzierbarkeit von Potenzreihen
In diesem Abschnitt behandeln wir die Differenzierbarkeitseigenschaften von
Potenzreihen. Zuerst erga¨nzen wir die Definitionen 10.3 und 11.21. Wir fu¨hren
die ho¨heren Ableitungen induktiv ein. Aus Gru¨nden der Bequemlichkeit fassen
wir eine Funktion mit einer zula¨ssigen Definitionsmenge als nullte Ableitung
auf.
Definition 13.1. Sei A ⊆ R eine zula¨ssige Menge, a ∈ A ein beliebiger Punkt
und f : A→ R eine Funktion.
(0) Wir nennen f die nullte Ableitung von f und setzen f (0) = f .
(1) Sei n ∈ N0. Wenn die n-te Ableitung f (n) existiert und in a differenzierbar
ist, dann heißt f in a (n+ 1)-mal differenzierbar. Entsprechend heißt der
Grenzwert
f (n+1)(a) = lim
x→a
f (n)(x)− f (n)(a)
x− a
die (n + 1)-te Ableitung von f in a. Die Funktion f heißt (n + 1)-mal
differenzierbar, wenn der Grenzwert f (n+1)(ξ) fu¨r alle ξ ∈ A existiert. In
diesem Fall nennen wir f (n+1) : A→ R mit x 7→ f (n+1)(x) die (n+ 1)-te
Ableitung von f .
(2) Wenn f (n)(a) fu¨r alle n ∈ N existiert, dann heißt f in a unendlich oft
differenzierbar.
(3) Sei n ∈ N0. Wenn die n-te Ableitung f (n) existiert und stetig ist, dann
nennen wir f n-mal stetig differenzierbar. Demnach ist f genau dann
nullmal stetig differenzierbar, wenn f stetig ist.
(4) Wir nennen f unendlich oft stetig differenzierbar, wenn f fu¨r jedes n ∈ N0
n-mal stetig differenzierbar ist.
(5) Wir verwenden die Schreibweisen
f ′ = f (1) , f ′′ = f (2) , f ′′′ = f (3) , . . . ,
f ′(a) = f (1)(a) , f ′′(a) = f (2)(a) , f ′′′(a) = f (3)(a) , . . . .
Beispiel 13.2. Die Schra¨nkungsfunktion h : R→ R mit
h(x) =
x
1 + |x|
ist auf R stetig differenzierbar mit
h′(x) =
1
(1 + |x|)2
und auf R \ {0} zweimal stetig differenzierbar mit
h′′(x) = − 2sgn(x)
(1 + |x|)3 .
Auf R \ {0} ist h unendlich oft stetig differenzierbar. 
120
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
Nun erga¨nzen wir den Satz 7.2 von Cauchy-Hadamard um Differenzierbar-
keitsaussagen.
Satz 13.3 (Cauchy-Hadamard. Fortsetzung von 7.2). Sei (an)n∈N eine reelle
Folge und x0 ∈ R ein beliebiger Punkt. Die Potenzreihe
∞∑
n=0
an(x− x0)n
besitze einen von Null verschieden Konvergenzradius ρ. Es gilt also ρ ∈ (0,∞].
Außerdem gelten die folgenden Aussagen.
(1) Die Funktion f : Uρ(x0)→ R mit
f(x) =
∞∑
n=0
an(x− x0)n (13.1)
ist unendlich oft stetig differenzierbar. Es gilt f(x0) = a0.
(2) Die Ableitung f ′ : Uρ(x0)→ R besitzt die Reihendarstellung
f ′(x) =
∞∑
n=1
nan(x− x0)n−1 . (13.2)
Es gilt f ′(x0) = a1. Die Reihe (13.2) entsteht aus der Reihe (13.1) durch
gliedweises Differenzieren.
(3) Die Funktion F : Uρ(x0)→ R mit
F (x) =
∞∑
n=0
an
n+ 1
(x− x0)n+1 (13.3)
ist eine Stammfunktion von f mit F (x0) = 0. Die Reihe (13.1) entsteht aus
der Reihe (13.3) durch gliedweises Differenzieren. (In der Sprechweise des
Abschnittes 17 u¨ber das Riemann-Integral ko¨nnen wir auch sagen, dass die
Reihe (13.3) aus der Reihe (13.1) durch gliedweises Integrieren entsteht.)
(4) Die drei Reihen (13.1), (13.2) und (13.3) besitzen denselben von Null ver-
schiedenen Konvergenzradius ρ.
Beispiele 13.4 (Exponentialfunktion, Cosinus, Sinus). Wir verwenden die Rei-
hendarstellungen aus 4.25 und 5.1. Die Exponentialfunktion, der Cosinus und
der Sinus sind nach Satz 13.3 unendlich oft differenzierbar. Ihre Ableitungen
ergeben sich durch gliedweises Differenzieren. Wir betrachten zuerst die Expo-
nentialfunktion.
exp′(x) =
∞∑
n=1
n · x
n−1
n!
=
∞∑
n=0
xn
n!
= exp(x) .
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Nun berechnen wir die Ableitung des Cosinus.
cos′(x) =
∞∑
k=1
(−1)k · 2k
(2k)!
x2k−1 = −
∞∑
k=0
(−1)k
(2k + 1)!
x2k+1 = − sin(x) .
Wir berechnen abschließend die Ableitung des Sinus.
sin′(x) =
∞∑
l=0
(−1)l · (2l + 1)
(2l + 1)!
x2l =
∞∑
l=0
(−1)l
(2l)!
x2l = cos(x) .
Siehe 10.7 und 10.8. 
Satz 13.5 (Reihendarstellungen des Logarithmus). Die Funktion log : R+ → R
ist unendlich oft differenzierbar mit
log′(x) =
1
x
.
Außerdem gelten die folgenden Aussagen.
(1) Fu¨r alle x ∈ R+ mit |x− 1| < 1 gilt die Reihendarstellung
log′(x) =
1
x
=
1
1 + (x− 1) =
∞∑
n=0
(−1)n(x− 1)n . (13.4)
Der Konvergenzradius der Reihe (13.4) ist gleich 1.
(2) Fu¨r alle x ∈ R+ mit |x− 1| < 1 gilt
log(x) =
∞∑
n=1
(−1)n−1
n
(x− 1)n . (13.5)
Der Konvergenzradius der Reihe (13.5) ist gleich 1.
(3) Fu¨r alle ξ ∈ R+ und alle x ∈ R+ mit |x− ξ| < ξ gilt
log(x) = log(ξ) +
∞∑
n=1
(−1)n−1
nξn
(x− ξ)n . (13.6)
Der Konvergenzradius der Reihe (13.6) ist gleich ξ.
Beweis. Die Formel von Cauchy-Hadamard liefert die angegebenen Konvergenz-
radien. Siehe 7.1. Die Reihendarstellung (13.4) ergibt sich aus der Summen-
formel fu¨r die geometrische Reihe. Mit Satz 13.3 folgt aus (2) aus (1). Fu¨r alle
ξ, x ∈ R+ gilt ∣∣∣∣xξ − 1
∣∣∣∣ < 1⇔ |x− ξ| < ξ .
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Aus (2) folgt daher
log(x)− log(ξ) = log
(
x
ξ
)
=
∞∑
n=1
(−1)n−1
n
(
x
ξ
− 1
)n
=
∞∑
n=1
(−1)n−1
nξn
(x− ξ)n .
Damit ist der Beweis beendet.
Beispiel 13.6 (Mercator-Reihe. Fortsetzung von 7.6). Eine Umformung von
Reihe (13.5) ergibt die Mercator-Reihe
log(1 + x) =
∞∑
n=1
(−1)n+1
n
xn = x− x
2
2
+
x3
3
∓ . . . (13.7)
mit dem Entwickungspunkt x0 = 0 und dem Konvergenzradius ρ = 1. Die
Mercator-Reihe war bereits Issac Newton bekannt.
Fu¨r x = 1 liefert die Mercator-Reihe die alternierende harmonische Rei-
he. Nach dem Grenzwertsatz 7.5 von Abel kann log(2) durch die alternieren-
de harmonische Reihe dargestellt werden. Siehe Beispiel 7.6. Allerdings ist die
na¨herungsweise Berechnung von log(2) mit Hilfe der alternierenden harmoni-
schen Reihe außerordentlich unpraktisch. Wir behandeln in 13.7 eine Reihen-
darstellung, die log(2) mit erheblich weniger Aufwand zu berechnen gestattet.
Beispiel 13.7. Wir ersetzen in der Mercator-Reihe (13.7) die Variable x durch
−x und erhalten die Reihe
log(1− x) = −
∞∑
n=1
xn
n
= −x− x
2
2
− x
3
3
− . . . . (13.8)
Die Subtraktion beider Reihen ergibt
log
(
1 + x
1− x
)
= 2
∞∑
n=0
x2n+1
2n+ 1
. (13.9)
Die in Rede stehenden drei Reihen besitzen denselben Entwickungspunkt x0 = 0
und den denselben Konvergenzradius ρ = 1. Entwickeln der Reihe (13.9) bis
einschließlich n = 3 ergibt die Na¨herung
log(2) = log
(
1 + 13
1− 13
)
≈ 2
{
1
1 · 31 +
1
3 · 33 +
1
5 · 35 +
1
7 · 37
}
=
53056
76545
= 0.693134757343
mit vier gesicherten Nachkommastellen fu¨r log(2). Es gilt
log(2) = 0.693147180565
mit zehn gesicherten Nachkommastellen. 
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Satz 13.8 (Arcus-Tangens-Reihe. Fortsetzung von 12.4). Die Funktion arctan :
R→ R ist unendlich oft stetig differenzierbar mit
arctan′(x) =
1
1 + x2
.
Außerdem gelten die folgenden Aussagen:
(1) Fu¨r alle x ∈ R mit |x| < 1 gilt die Reihendarstellung
arctan′(x) =
1
1 + x2
=
∞∑
n=0
(−1)nx2n . (13.10)
(2) Fu¨r alle x ∈ R mit |x| < 1 gilt die Reihendarstellung
arctan(x) =
∞∑
n=0
(−1)n
2n+ 1
x2n+1 . (13.11)
(3) Die beiden Reihen (13.10) und (13.11) besitzen denselben Entwicklungs-
punkt x0 = 0 und denselben Konvergenzradis ρ = 1.
Aus der Reihenentwicklung 13.11 und dem Grenzwertsatz 7.5 von Abel folgt
die beru¨hmte Reihendarstellung von pi4 , die Leibniz gegeben hat.
Beispiel 13.9 (Leibniz-Reihe. Fortsetzung von 4.7). Es gilt
cos(pi4 ) = sin(
pi
4 ) =
1
2
√
2 , tan(pi4 ) = 1 .
Die Leibniz-Reihe ist konvergent mit
pi
4
= arctan(1) =
∞∑
k=0
(−1)k
2k + 1
= 1− 1
3
+
1
5
− 1
7
± . . . .

Wir formulieren den wichtigen Identita¨tssatz fu¨r Potenzreihen.
Satz 13.10 (Identita¨tssatz fu¨r Potenzreihen). Seien (an)n∈N0 , (bn)n∈N0 reelle
Folgen. Sei x0 ∈ R. Die Reihen
f(x) =
∞∑
n=0
an(x− x0)n , g(x) =
∞∑
n=0
bn(x− x0)n
mo¨gen Konvergenzradien in (0,∞] besitzen. Dann sind die folgenden beiden
Aussagen (1) und (2) a¨quivalent.
(1) Im Durchschnitt beider Konvergenzkreise existiert eine Folge (ξk)k∈N mit
(1.1) ξk → x0 ,
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(1.2) (∀k ∈ N) : ξk 6= x0 ,
(1.3) (∀k ∈ N) : f(ξk) = g(ξk) .
(2) (∀n ∈ N0) : an = bn .
Wir haben wichtige Funktionen entweder durch Potenzreihen definiert oder
aus ihren grundlegenden Eigenschaften Potenzreihendarstellungen gewonnen.
Der Satz von Taylor ero¨ffnet die Mo¨glichkeit einer systematischen Berechnung
von Potenzreihendarstellungen. Eine hinreichende Bedingung fu¨r die Darstel-
lung einer Funktion durch ihre Taylor-Reihe gibt der Darstellungssatz von Abel.
Der Satz von Taylor folgt aus dem ersten Mittelwertsatzes. Umgekehrt entha¨lt
der Satz von Taylor den ersten Mittelwertsatz als Spezialfall.
Satz 13.11 (Satz von Taylor). Sei I ⊆ R ein nicht-leeres offenes Interval. Sei
n ∈ N0. Die Funktion f : I → R sei n-mal stetig differenzierbar. Seien x, x0 ∈ I
mit x 6= x0 gegeben. Dann gibt es einen Punkt ξ ∈ (min{x, x0},max{x, x0}) mit
f(x) =
n−1∑
k=0
f (k)(x0)
k!
(x− x0)k + f
n(ξ)
(n+ 1)!
(x− x0)n . (13.12)
Die Formel (13.12) heißt die Formel von Taylor. Fu¨r n = 1 ergibt sich der erste
Mittelwertsatz 11.1 als Spezialfall.
Beweis. Es gibt genau ein c ∈ R mit
f(x) =
n−1∑
k=0
f (k)(x0)
k!
(x− x0)k + c (x− x0)
n
n!
.
Diese Gleichung kann na¨mlich nach c eindeutig aufgelo¨st werden. Zu zeigen
bleibt, dass es ξ ∈ (min{x, x0},max{x, x0}) mit
f (n)(ξ) = c
gibt. Dazu betrachten wir die Hilfsfunktion g : I → R mit
g(t) =
n−1∑
k=0
f (k)(x0)
k!
(t− x0)k + c (t− x0)
n
n!
+ f(t) .
Es gilt g(x) = 0. Außerdem gilt
g(k)(x0) = 0
fu¨r k = 0, . . . , n− 1. Wir wenden den Satz von Rolle mehrfach an. Siehe Beweis
von Satz 11.1. Wir setzen ξ0 = x. Wegen
g(ξ0) = g(x0) = 0
gibt es ξ1 zwischen ξ0 und x0 mit
g(1)(ξ1) = 0 .
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Wegen
g(1)(x0) = g
(1)(ξ1) = 0
gibt es ξ2 zwischen x0 und ξ1 mit
g(2)(ξ2) = 0 .
Wir setzen ξ0 = x. Wiederholung liefert Punkte ξ1, . . . ξn mit
min{ξk−1, x0} < ξk < max{ξk−1, x0} , g(k)(ξk) = 0
fu¨r k = 1, . . . , n. Nun setzen wir ξ = ξn. Nach Konstruktion liegt ξ zwischen x
und x0. Nach Konstruktion von g gilt
0 = g(n)(ξ) = 0 + c− f (n)(ξ) .
Damit ist der Beweis beendet.
Definition 13.12 (Taylor-Polynom, Taylor-Reihe). Sei n ∈ N0. Sei weiter
I ⊆ R ein zula¨ssiges Intervall, x0 ∈ I ein Punkt und f : I → R eine Funktion.
(1) Sei f in x0 n-mal differenzierbar. Fu¨r m ∈ N mit m ≤ n heißt
Tmf(x, x0) =
m∑
k=0
f (k)(x0)
k!
(x− x0)k
das m-te Taylor-Polynom von f mit dem Entwicklungspunkt x0.
(2) Sei f in x0 unendlich oft differenzierbar. Dann heißt
Tf(x, x0) =
∞∑
k=0
f (k)(x0)
k!
(x− x0)k
die Taylor-Reihe von f mit dem Entwicklungspunkt x0. Den Konvergenz-
radius von Tf(x, x0) bezeichnen wir mit ρ(f, x0).
Satz 13.13 (Darstellungssatz von Abel). Sei I ⊆ R ein zula¨ssiges Intervall,
x0 ∈ I und f : I → R eine unendlich oft stetig differenzierbare Funktion, die
die Bedingung
(∃δ > 0)(∃K > 0)(∀n ∈ N0)(∀x ∈ Uδ(x0) ∩ I) : |f
(n)(x)|
n!
δn ≤ K
erfu¨llt. Dann konvergiert die Taylor-Reihe Tf(x, x0) von f um x0 fu¨r alle
x ∈ Uδ(x0) ∩ I absolut gegen f(x). Das heißt, es besteht auf Uδ(x0) ∩ I die
Reihendarstellung
f(x) =
∞∑
k=0
f (k)(x0)
k!
(x− x0)k .
Fu¨r den Konvergenzradius ρ(f, x0) von Tf(x, x0) gilt δ ≤ ρ(f, x0).
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Beispiele 13.14. Die Reihendarstellungen fu¨r die Exponentialfunktion, den
Cosinus und den Sinus in 4.25 und 5.1 sind die Taylor-Reihen um x0 = 0. 
Es gibt aber unendlich oft differenzierbare Funktionen, die nicht durch ihre
Taylor-Reihe um einen gegebenen Entwicklungspunkt dargestellt werden.
Beispiel 13.15. Die Funktion f : R→ R mit
f(x) =

exp
(
− 1|x|
)
, x 6= 0 ,
0 , x = 0
ist unendlich oft stetig differenzierbar. Weil f (n)(0) = 0 fu¨r alle n ∈ N0 gilt,
stellt die Taylor-Reihe Tf(x, 0) die Nullfunktion dar. Es gilt ρ(f, 0) =∞. Aber
die Reihe Tf(x, 0) stellt die Funktion f nur in Nullpunkt dar. 
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14 Lokale und globale Extrema
Nach dem Satz von Weierstraß nimmt eine stetige reelle Funktion auf einer
nicht-leeren kompakten Menge Maximum und Minimum an. Dieser Satz ist ein
reiner Existenzsatz. Er macht keinerlei Aussage u¨ber die Lage der Extremal-
stellen. Hier ero¨ffnet die Differentialrechung neue Mo¨glichkeiten.
Bereits im Beweis des ersten Mittelwertsatzes haben wir ein notwendiges
Kriterium fu¨r lokale Extrema in inneren Punkten bewiesen. Der Mittelwertsatz
und der Satz von Taylor liefern hinreichende Kriterien. Die isolierte Punkte und
Randpunkte bedu¨rfen einer eigenen Untersuchung.
Die globalen Extrema haben wir bereits in Definition 8.4 eingefu¨hrt. In 14.1
definieren wir die lokalen Extrema. Weil lokale Vergleiche der Funktionswerte
vorgenommen werden, setzen wir voraus, dass Extremalstellen Ha¨ufungspunkte
sind.
Definition 14.1. Seien M ⊆ R eine nicht-leere Teilmenge und f : M → R
eine reelle Funktion.
(1) Ein Ha¨ufungspunkt x0 ∈M heißt eine lokale Maximalstelle von f , wenn
(∃δ > 0)(∀x ∈ Uδ(x0) ∩M) : f(x) ≤ f(x0)
gilt. Entsprechend heißt der Funktionswert f(x0) ein lokales Maximum
von f . Wir sagen dann, dass f in x0 ein globales Maximum besitzt oder
annimmt.
(2) Ein Ha¨ufungspunkt x0 ∈M heißt eine lokale Minimalstelle von f , wenn
(∃δ > 0)(∀x ∈ Uδ(x0) ∩M) : f(x) ≥ f(x0)
gilt. Entsprechend heißt der Funktionswert f(x0) ein lokales Minimum
von f . Wir sagen dann, dass f in x0 ein globales Minimum besitzt oder
annimmt.
Lokale Maxima und lokale Minima werden auch als lokale Extrema bezeichnet.
Globale Extrema in Ha¨ufungspunkten sind gleichzeitig lokale Extrema. Es gibt
Funktionen, die zwar lokale aber keine globalen Extrema besitzen. Lokale und
globale Extrema bezeichnen wir als Extrema.
Im Beweis des ersten Mittelwertsatzes 11.1 hat sich bereits ein notwendi-
ges Kriterium fu¨r lokale Extrema in inneren Punkten ergeben. Wir fu¨hren den
Beweis fu¨r eine etwas allgemeinere Situation.
Satz 14.2 (Fermat). Sei A ⊆ R eine nicht-leere Menge und a ∈ A ein innerer
Punkt. Die Funktion f : A→ R sei in a differenzierbar. Wenn f in a eine lokale
Extremalstelle besitzt, dann gilt f ′(a) = 0.
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Beweis. Nach eventuellem U¨bergang zu −f , ko¨nnen wir annehmen, dass f in
a ∈ A ein relatives Maximum annimmt. Es gibt daher δ > 0 derart, dass
f(x) ≤ f(a)
fu¨r alle x ∈ Uδ(a)∩A gilt. Weil a ein Ha¨ufungspunkt ist, wird diese Bedingung
von unendlich vielen Punkten erfu¨llt. Wir werten die Grenzwertdefinition der
Ableitung f ′(a) aus. Wir nehmen eine Fallunterscheidung vor. Fu¨r alle x > a
mit x ∈ Uδ(a) ∩A gilt
f(x)− f(a)
x− a ≤ 0 .
Weil a ein innerer Punkt von A ist, folgt erstens
f ′(a) = lim
x→a
f(x)− f(a)
x− a = limx→a
a<x
f(x)− f(a)
x− a ≤ 0 . (14.1)
Entsprechend gilt fu¨r alle x < a mit x ∈ Uδ(a) ∩A die Ungleichung
f(x)− f(a)
x− a ≥ 0 .
Weil a ein innerer Punkt von A ist, folgt zweitens
f ′(a) = lim
x→a
f(x)− f(a)
x− a = limx→a
a<x
f(x)− f(a)
x− a ≥ 0 . (14.2)
Aus (14.1) und (14.2) folgt
f ′(a) = 0 .
Damit ist der Beweis beendet. Wir weisen ausdru¨cklich darauf hin, dass in einem
Extremalpunkt am Rande im Allgemeinen nicht beide Ungleichungen (14.1) und
(14.2) gelten mu¨ssen. Siehe Beispiel 14.3.
Beispiel 14.3. Die Funktion f : [−1, 1] → R mit f(x) = x2 besitzt in den
beiden Randpunkten des Intervalles [−1, 1] ein globales Maximum mit
f ′(−1) = −2 , f ′(1) = 2 .
Die Ableitungen in diesen Extremalstellen sind negativ respektive positiv. Der
Nullpunkt ist ein innerer Punkt des Intervalles [−1, 1]. Der Nullpunkt ist eine
globale Minimalstelle von f mit
f ′(0) = 0 .
Randpunkte und isolierte Punkte der Definitionsmenge einer Funktion mu¨ssen
bei Extremwertuntersuchungen gesondert betrachtet werden. Im Falle der Dif-
ferenzierbarkeit gibt der Satz von Fermat lediglich ein notwendiges Kriterium
fu¨r innere Punkte. 
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Aus dem ersten Mittelwertsatz 11.1 ergibt sich das folgende hinreichende
Kriterium. Es bezieht sich auf das Monotonieverhalten in der Umgebung einer
lokalen Extremalstelle.
Satz 14.4. Sei I ⊆ R ein zula¨ssiges Intervall und a ∈ I ein beliebiger Punkt.
Die Funktion f : I → R sei differenzierbar. Dann gelten:
(1) f besitzt ein a ein lokales Maximum, wenn die Bedingung
(∃δ > 0) :
f
′(x) ≥ 0 , a > x ∈ Uδ(a) ∩ I ,
f ′(x) ≤ 0 , a < x ∈ Uδ(a) ∩ I
erfu¨llt ist.
(2) f besitzt ein a ein lokales Minimum, wenn die Bedingung
(∃δ > 0) :
f
′(x) ≤ 0 , a > x ∈ Uδ(a) ∩ I ,
f ′(x) ≥ 0 , a < x ∈ Uδ(a) ∩ I
erfu¨llt ist.
Beispiel 14.5. Sei f : [−2, 3]→ R die polynomiale Funktion mit
f(x) = x3 − 3x2 + 4 = (x+ 1)(x− 2)2 , f ′(x) = 3x(x− 2) .
Die Ableitung f ′ verschwindet in den beiden Punkten 0 und 2. Außerdem ist f in
den beiden Randpunkten −2 und 3 des Definitionsbereiches zu untersuchen. Die
folgende Tabellen beschreibt das Vorzeichenverhalten der Ableitung. Der Satz
14.4 liefert die Lage und den Typ der Extrema. Schließlich ergibt ein Vergleich
der Funktionswerte, dass die Funktion f in den beiden Randpunkten und im
Nullpunkt jeweils globale Extrema besitzt.
−2 (−2, 0) 0 (0, 2) 2 (2, 3) 3
f ′(x) 24 + 0 − 0 + 9
f(x) −16 wa¨chst 4 fa¨llt 0 wa¨chst 4
lokales lokales lokales lokales
Minimum Minimum Minimum Maximum
globales globales globales
Minimum Minimum Maximum
Siehe Beispiel 14.8. 
Beispiel 14.6 (Fortsetzung von 13.15). Die Funktion f : R→ R mit
f(x) =

exp
(
− 1|x|
)
, x 6= 0 ,
0 , x = 0
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ist unendlich oft stetig differenzierbar mit
f ′(x) =

sgn(x)
|x|2 · exp
(
− 1|x|
)
, x 6= 0 ,
0 x = 0 .
Folglich gilt  f
′(x) < 0 , x < 0 ,
f ′(x) > 0 , 0 < x .
Nach Satz 14.4 besitzt f im Nullpunkt ein lokales Minimum. Wegen f(x) > 0
fu¨r alle x 6= 0 und f(0) = 0 hat f im Nullpunkt ein globales Minimum. 
Der Satz 13.11 von Taylor liefert das folgende hinreichende Kriterium fu¨r
lokale Extrema in inneren Punkten.
Satz 14.7. Sei I ⊆ R ein zula¨ssiges Intervall und a ∈ I ein innerer Punkt. Sei
n ∈ N. Sei f : I → R eine n-mal stetig differenzierbare Funktion mit
(1) (∀k ∈ N, k < n) : f (k)(a) = 0 ,
(2) f (n)(a) 6= 0 .
Dann gelten die folgenden Aussagen:
(3) Ist n ungerade, dann besitzt f in a kein lokales Extremum.
(4) Ist n gerade und gilt f (n)(a) < 0, dann besitzt f in a ein lokales Maximum.
(5) Ist n gerade und gilt f (n)(a) > 0, dann besitzt f in a ein lokales Minimum.
Beispiel 14.8. (Fortsetzung von 14.5.) Sei f : [−2, 3]→ R die Funktion mit
f(x) = x3 − 3x2 + 4 , f ′(x) = 3x2 − 6x , f ′′(x) = 6x− 6 .
Die Funktion f besitzt folgende globale und lokales Extrema:
Lokale und globale Extrema
x f(x) f ′(x) f ′′(x) Typ des Extremums in x
−2 −16 Globales Minimum
0 4 0 −6 Globales Maximum
2 0 0 6 Lokales Minimum
3 4 Globales Maximum
Die Punkte x = −2 und x = 3 sind Randpunkte von [−2, 3]. Siehe 16.6. 
Beispiel 14.9. Sei f : R→ R die Funktion mit f(x) = x3 + 1. Es gilt
f ′(0) = 0 , f ′′(0) = 0 , f ′′′(0) = 6 6= 0 .
Nach Satz 14.7 hat f kein lokales Extremum im Nullpunkt. Die Funktion f hat
im Nullpunkt einen Wendepunkt. 
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15 Extremwertrechnung in mehreren Variablen
In der Theorie mehrerer Variablen treten Normen an die Stelle des Absolut-
betrages. Da wir allein den Fall endlicher Dimensionen betrachten, ko¨nnen wir
ohne Einschra¨nkung der Allgemeinheit die euklidische Norm ‖ . ‖ zugrunde le-
gen.
Aus typographischen Gru¨nden schreiben wir die Punkte des Rn oft als Zeilen-
vektoren, wenn keine Verwechslungen oder Rechenfehler zu befu¨rchten sind. Wir
machen von dieser Konvention in den folgenden Abschnitten stillschweigend Ge-
brauch. Der Gradient einer reell-wertigen Funktion an einer bestimmten Stelle
wird stets korrekt als Spaltenvektor geschrieben. Soweit mo¨glich, vermeiden wir
fette Buchstaben im Formelsatz. Es ist darauf zu achten, ob xi einen Punkt des
arithmetischen Vektorraumes oder die Komponente eines Punktes bezeichnet.
Fu¨r alle x = (xi)i=1,...,n = (x1, . . . , xn) ∈ Rn gilt
‖x‖ = ‖(x1, . . . , xn)‖ =
√
x21 + . . .+ x
2
n .
Mit E = {e1, . . . , en} bezeichnen wir die kanonische Basis des Rn.
Die Begriffe der vorherigen Abschnitte sind, soweit dies mo¨glich ist, auf die
allgemeinere Situation des euklidischen Raumes Rn zu u¨bertragen. Wir fu¨hren
dies fu¨r einige dieser Begriffe exemplarisch vor. Das Ziel des vorliegenden Ab-
schnittes ist es, die Sa¨tze 8.6, 14.2 und 14.7 u¨ber globale und lokale Extrema
auf mehrere Variable zu verallgemeinern.
Sei x0 ∈ Rn ein Punkt und  ∈ R+. Die offene -Umgebung U(x0) von x0
ist nach Definition die Menge
U(x0) = {x ∈ Rn | ‖x− x0‖ < } .
Wir nennen die Menge
U(x0) = {x ∈ Rn | ‖x− x0‖ ≤ }
die abgeschlossene -Umgebung von x0. Eine Teilmenge U ⊆ Rn heißt offen,
wenn die Bedingung
(∀x ∈ U)(∃ ∈ R+) : U(x) ⊆ U
erfu¨llt ist. Im Sinne dieser Definition ist U(x0) offen. Eine Menge A ⊆ Rn heißt
abgeschlossen, wenn ihr Komplement
{A = Rn \A = {x ∈ Rn | x /∈ A}
offen ist. Eine Teilmenge M ⊆ Rn heißt beschra¨nkt, wenn die Bedingung
(∃ ∈ R+) : M ⊆ U(0)
erfu¨llt ist. Schließlich heißt eine Teilmenge K ⊂ Rn kompakt, wenn sie abge-
schlossen und beschra¨nkt ist.
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Das -δ-Kriterium der Stetigkeit kann direkt u¨bernommen werden. Wir for-
mieren es mit Hilfe von - und δ-Umgebungen. Sei M ⊆ Rn eine Teilmenge,
ξ ∈ M ein Punkt und f : M → Rm eine Abbildung. Wir nennen f in ξ stetig,
wenn die Bedingung
(∀ ∈ R+)(∃δ ∈ R+) : f(Uδ(ξ) ∩M) ⊆ U(f(ξ))
erfu¨llt ist. Die Abbildung f heißt stetig, wenn sie in jedem Punkt von M stetig
ist. Der Existenzsatz 8.6 von Weierstraß la¨sst sich wo¨rtlich u¨bertragen.
Satz 15.1 (Existenzsatz von Weierstraß). Sei M ⊆ Rn eine nicht-leere kompak-
te Teilmenge und f : M → R eine stetige Funktion. Dann besitzt f Maximum
und Minimum.
Die Verallgemeinerung des notwendigen Kriteriums 14.2 fu¨r lokale Extrema
erfordert den Begriff der partiellen Ableitung.
Definition 15.2. Sei i ∈ {1, . . . , n}. Seien U ⊆ Rn eine nicht-leere offene
Teilmenge, ξ ∈ U ein Punkt und f : U → R eine Funktion.
(1) Die Funktion f heißt in ξ partiell nach der i-ten Koordinate differenzier-
bar, wenn der Grenzwert
∂if(ξ) = lim
→0
f(ξ + ei)− f(ξ)

existiert. Wir nennen ∂if(ξ) die i-te partielle Ableitung erster Ordnung
von f in ξ.
(2) Wenn ∂if(x) fu¨r alle x ∈ U existiert, dann nennen wir ∂if : U → R mit
x 7→ ∂if(x) die i-te partielle Ableitung erster Ordung von f . In diesem
Fall heißt f nach der i-ten Koordinate partiell differenzierbar.
(3) Die Funktion f heißt in ξ einmal partiell differenzierbar, wenn die Grenz-
werte ∂1f(ξ), . . . , ∂nf(ξ) existieren. Der Spaltenvektor
∇f(ξ) =
n∑
i=1
∂if(ξ) ei =

∂1f(ξ)
...
∂nf(ξ)
 ∈ Rn
heißt der Gradient von f in ξ.
(4) f heißt einmal partiell differenzierbar, wenn ∂1f, . . . , ∂nf existieren.
(5) Wenn f in ξ einmal partiell differenzierbar mit ∇f(ξ) = 0 ist, dann heißt
ξ ein kritischer Punkt von f .
(6) Wenn die partiellen Ableitungen ∂1f, . . . , ∂nf existieren, dann heißt die
Abbildung ∇f : U → Rn mit x 7→ ∇f(x) der Gradient von f .
(7) f heißt einmal stetig differenzierbar, wenn ∂1f, . . . , ∂nf existieren und
stetig sind.
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Satz 15.3 (Notwendiges Kriterium). Seien U ⊆ Rn eine nicht-leere offene
Teilmenge, ξ ∈ U ein Punkt und f : U → R eine Funktion, die in ξ einmal
partiell differenzierbar ist. Wenn f in ξ ein lokales Extremum besitzt, dann gilt
∇f(ξ) = 0.
Wir wenden uns nun der Verallgemeinerung des hinreichenden Kriteriums
14.7 zu.
Definition 15.4. Seien U ⊆ Rn eine nicht-leere offene Teilmenge, ξ ∈ U ein
Punkt und f : U → R eine einmal partiell differenzierbare Funktion.
(1) Wenn fu¨r alle i, j ∈ {1, . . . , n} die Grenzwerte
∂j∂if(ξ) = ∂j(∂if)(ξ) = lim
→0
∂if(ξ + ej)− ∂if(ξ)

existieren, dann heißt f in ξ zweimal partiell differenzierbar. Die Matrix
Hf(ξ) = (hij(ξ)) ∈ Rn×n mit
hij(ξ) = ∂j∂if(ξ)
heißt die Hesse-Matrix von f in ξ. Nach Definition ist der Zeilenvektor
(∇fi(ξ))t die i-te Zeile der Matrix Hf(ξ).
(2) f heißt zweimal partiell differenzierbar, wenn fu¨r alle i, j ∈ {1, . . . , n}
und alle x ∈ U die Grenzwerte ∂j(∂if(x)) existieren. Die Funktion ∂j∂if :
U → R mit x 7→ ∂j(∂if)(ξ) ist die j-te partielle Ableitung von ∂if .
(3) f heißt zweimal stetig differenzierbar, wenn fu¨r alle i, j ∈ {1, . . . , n} die
Funktionen ∂j∂if : U → R existieren und stetig sind.
Satz 15.5 (Satz von H. A. Schwarz). Seien U ⊆ Rn eine offene Teilmenge
und f : U → R eine zweimal stetig differenzierbare Funktion. Dann ist die
Hesse-Matrix Hf(x) fu¨r alle x ∈ U symmetrisch.
Wenn eine differenzierbare Funktion f : U → R in einem kritischen Punkt
ξ ∈ U kein lokales Extremum besitzt, dann sagen wir, dass f in ξ einen Sattel-
punkt besitzt.
Satz 15.6 (Hinreichendes Kriterium). Seien U ⊆ Rn eine nicht-leere offene
Teilmenge, f : U → R eine zweimal stetig differenzierbare Funktion und ξ ∈ U
ein kritischer Punkt von f . Dann gelten die Aussagen (1) bis (4).
(1) Wenn alle Eigenwerte der Hesse-Matrix Hf(ξ) positiv sind, dann besitzt
f in ξ ein lokales Minimum.
(2) Wenn alle Eigenwerte der Hesse-Matrix Hf(ξ) negativ sind, dann besitzt
f in ξ ein lokales Maximum.
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(3) Wenn Hf(ξ) positive und negative Eigenwerte besitzt, dann besitzt f in ξ
einen Sattelpunkt.
(4) Wenn 0 ein Eigenwert von Hf(ξ) ist, dann wird keine Aussage u¨ber den
kritischen Punkt ξ gemacht.
Wir untersuchen nun Extrema mit Nebenbedingungen. Dabei wird nach den
Extrema der Einschra¨nkung f | N einer gegebenen Funktion f : U → R auf
eine bestimmte Teilmenge N ⊆ U der Definitionsmenge gefragt. Wir betrachten
hier lediglich den Fall, dass N die Nullstellenmenge einer einzigen Funktion
g : U → R ist. Die U¨bertragung auf den Fall mehrerer Funktionen verla¨uft
analog. Wenn die Nebenbedingung
g(x1, . . . , xn) = 0
nach einer der Variablen xν eine explizite Auflo¨sung durch elementare Funktio-
nen zula¨sst, kann wie im Beispiel 15.7 verfahren werden. Die beiden Sa¨tze 15.10
und 15.11 beschreiben die Methode der Lagrange-Multiplikatoren.
Beispiel 15.7 (Entropiefunktion). Die Funktion η : [0, 1]→ [0, 1] mit
η(x) =
 −x log(x) , x ∈ (0, 1] ,0 , x = 0
ist auf [0, 1] stetig und auf (0, 1) unendlich oft stetig differenzierbar. Die Stetig-
keit von η im Punkt x = 0 folgt aus der Grenzwertformel
lim
x→0
0<x
x log(x) = lim
x→0
0<x
x log
(
1
x
)
= 0 .
Siehe Beispiel 11.20. Wir betrachten die Funktion H : [0, 1]× [0, 1]→ R mit
H(x1, x2) = η(x1) + η(x2) ≥ 0 .
Wir untersuchen, in welchen Punkten (x1, x2) ∈ [0, 1] × [0, 1] die Funktion H
unter der Nebenbedingung
x1 + x2 = 1
ihr Maximum annimmt. Offenbar kann die Nebenbedingung nach x2 aufgelo¨st
werden. Daher genu¨gt es, zu untersuchen, in welchen Punkten die Funktion
H∗ : [0, 1]→ R mit
H∗(x) = H(x, 1− x) = η(x) + η(1− x) ≥ 0
ihr Maximum annimmt. Die Funktion H∗ ist auf [0, 1] stetig und auf (0, 1)
unendlich oft stetig differenzierbar. Nach dem Satz von Weierstraß nimmt H∗
auf [0, 1] Maximum und Minimum an. Offenbar verschwindet H∗ in den beiden
Randpunkten. Auf (0, 1) ist H∗ positiv. Daher nimmt H∗ das Maximum nur in
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Punkten aus (0, 1) an. Diese Punkte ko¨nnen mit Hilfe der Differentialrechnung
berechnet werden. Fu¨r alle x ∈ (0, 1) gilt
(H∗)′(x) = − log(x) + log(1− x) .
In einem lokalen Extremalpunkt von H∗, der in (0, 1) liegt, verschwindet die
erste Ableitung von H∗. Daher gilt
x = 1− x .
Diese Gleichung besitzt genau eine Lo¨sung. Daher nimmt die Funktion H∗ ihr
Maximum nur im Punkt ξ∗ = 12 an. Also nimmt die Funktion H auf [0, 1]× [0, 1]
unter der Nebenbedingung
x1 + x2 = 1
ihr Maximum nur im Punkt ξ = ( 12 ,
1
2 ) an. Es gilt
H( 12 ,
1
2 ) = max0≤x1, x2≤1
x1+x2=1
H(x1, x2) = log(2) .
Das hinreichende Kriterium 14.7 zeigt, dass H∗ in ξ∗ = 12 ein lokales Maximum
besitzt. Fu¨r alle x ∈ (0, 1) gilt
(H∗)′′(x) = − 1
x
− 1
1− x .
Also gilt (H∗)′′( 12 ) = −4 < 0. 
Wir verallgemeinern das Ergebnis von Beispiel 15.7. Zuerst definieren wir
die n-ten Entropiefunktionen Hn.
Definition 15.8. Sei n ∈ N mit n ≥ 2.
(1) Die Elemente x = (x1, . . . , xn) der kompakten Menge Γn ⊆ Rn mit
Γn = {(x1, . . . , xn) ∈ Rn | 0 ≤ x1, . . . , xn ≤ x1 + . . .+ xn = 1}
heißen n-stellige vollsta¨ndige Wahrscheinlichkeitsverteilungen.
(2) Die stetige Funktion Hn : Γn → R mit
Hn(x1, . . . , xn) = η(x1) + . . .+ η(xn)
heißt n-te Entropiefunktion.
(3) Fu¨r (x1, . . . , xn) ∈ Γn heißt der Funktionswert
Hn(x1, . . . , xn)
die Entropie der Wahrscheinlichkeitsverteilung (x1, . . . , xn).
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Satz 15.9 (Shannon). Sei n ∈ N mit n ≥ 2 gegeben.
(1) Fu¨r alle (p1, . . . , pn) ∈ Γn gilt
Hn(p1, . . . , pn) =
n∑
k=1
η(pk) ≤ log(n) .
(2) In (1) gilt das Gleichheitszeichen genau dann, wenn
(p1, . . . , pn) = (
1
n , . . .
1
n )
gilt.
Beweis. Die folgende Rechnung zeigt, dass Hn(p1, . . . , pn) ≤ log(n) gilt.
log(n)−
n∑
k=1
η(pk) =
∑
pk 6=0
pk log(n) +
∑
pk 6=0
pk log(pk)
=
∑
pk 6=0
pk log(npk)
≥
∑
pk 6=0
pk
(
1− 1
npk
)
= 1− 1
n
∑
pk 6=0
pk
pk
≥ 0 .
Das Gleichheitszeichen in der dritten Zeile gilt genau dann, wenn npk = 1 fu¨r
alle k = 1, . . . , n gilt. Siehe Satz 4.25, Aussage (4).
Die beiden Sa¨tze 15.10 und 15.11 beschreiben die Methode der Lagrange-
Multiplikatoren in bestimmten Spezialfa¨llen. Wir beginnen mit dem notwendi-
gen Kriterium.
Satz 15.10 (Lagrange-Multiplikator. Notwendiges Kriterium). Sei n ∈ N mit
n ≥ 2. Sei U ⊆ Rn eine nicht-leere offene Teilmenge. Sei f : U → R eine
differenzierbare Funktion. Sei g : U → R eine einmal stetig differenzierbare
Funktion. Die Nullstellenmenge
N = {x ∈ U | g(x) = 0}
sei nicht-leer. Es sei ξ ∈ N ein Punkt mit ∇g(ξ) 6= 0. Wenn die Einschra¨nkung
f | N im Punkt ξ ∈ N ein lokales Extremum besitzt, dann gibt es eine reelle
Zahl λ ∈ R mit
∇f(ξ) = λ · ∇g(ξ) .
Die reelle Zahl λ heißt Lagrange-Multiplikator.
137
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
Das hinreichende Kriterium sprechen wir nur im Fall n = 2 aus. Eine sinn-
gema¨ße U¨bertragung auf den Fall mit mehr als zwei Variablen ist mo¨glich. Fu¨r
n ≥ 2 sind die Vorzeichen aller Hauptminoren der Ordnung 2 ≤ k ≤ n der
erweiterten Hesse-Matrix zu untersuchen.
Satz 15.11 (Lagrange-Multiplikator. Erweiterte Hesse-Determinante. Hinrei-
chendes Kriterium). Seien U ⊆ R2 eine nicht-leere offene Teilmenge und f, g :
U → R zweimal stetig differenzierbare Funktionen. Sei h : U × R → R die
Hilfsfunktion mit
h(x, y, λ) = f(x, y)− λg(x, y) .
Fu¨r jeden Punkt (x, y, λ) ∈ U × R sei die erweiterte Hesse-Matrix durch
H(f, g)(x, y, λ) =
 0 −∂1g(x, y) −∂2g(x, y)−∂1g(x, y) ∂1∂1h(x, y, λ) ∂2∂1h(x, y, λ)
−∂2g(x, y) ∂1∂2h(x, y, λ) ∂2∂2h(x, y, λ)

definiert. Die zusa¨tzliche reelle Variable λ wird ebenfalls Lagrange-Multiplikator
genannt. Die Nullstellenmenge
N = {(x, y) ∈ U | g(x, y) = 0}
sei nicht-leer. Sei (x0, y0, λ0) ∈ N × R ein Punkt mit
∇g(x0, y0) 6= 0 , ∇f(x0, y0) = λ0 · ∇g(x0, y0) .
Dann gelten die Aussagen (1), (2), (3).
(1) Wenn det(H(f, g)(x0, y0, λ0)) > 0 gilt, dann besitzt die Einschra¨nkung
f | N in (x0, y0) ein lokales Maximum.
(2) Wenn det(H(f, g)(x0, y0, λ0)) < 0 gilt, dann besitzt die Einschra¨nkung
f | N in (x0, y0) ein lokales Minimum.
(3) Wenn det(H(f, g)(x0, y0, λ0)) = 0 gilt, dann wird keine Aussage gemacht,
ob die Einschra¨nkung f | N in (x0, y0) ein lokales Extremum besitzt.
Beweis. Wir verwenden den Satz u¨ber implizite Funktionen, den wir aus Zeit-
gru¨nden weder formulieren noch beweisen, und den Spezialfall 15.12 der Ket-
tenregel fu¨r die Differentiation von Funktionen mehrerer Vera¨nderlicher.
Erster Schritt. Nach dem Satz u¨ber implizite Funktionen gibt es gibt  > 0
und eine zweimal stetig differenzierbare Kurve γ : (−, ) ⊆ R2 mit
γ(t) =
(
γ1(t)
γ2(t)
)
∈ U , γ(0) =
(
x0
y0
)
und
g(γ(t)) = 0 , γ′(t) =
(
γ′1(t)
γ′2(t)
)
=
(
∂2g(γ(t))
−∂1g(γ(t))
)
6=
(
0
0
)
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fu¨r alle t ∈ (−, ). Siehe Definition 19.12. Nach Voraussetzung sind die beiden
Koordinatenfunktionen γ1 und γ2 zweimal stetig differenzierbar. Aus der ersten
Gleichung folgt nach der Kettenregel 15.12 die Orthogonalita¨tsbeziehung
〈∇g(γ(t)) , γ′(t) 〉 = (g ◦ γ)′(t) = 0
fu¨r alle t ∈ (−, ). Die zweite Gleichung legt die Richtung des Geschwindig-
keitsvektors γ′(t) fest. Fu¨r t = 0 folgt
(f ◦ γ)′(0) = 〈∇f(γ(0)) , γ′(0) 〉 = λ0〈∇g(γ(0)) , γ′(0) 〉 = 0 .
Damit ist Satz 15.10 im Fall n = 2 bewiesen.
Zweiter Schritt. Sei t ∈ (−, ). Aus (g ◦ γ)′(t) = 0 folgt
0 = (g ◦ γ)′′(t) = 〈Hg(γ(t)) γ′(t) , γ′(t) 〉+ 〈∇g(γ(t)) , γ′′(t) 〉 .
Fu¨r t = 0 folgt
〈∇f(γ(0)) , γ′′(0) 〉 = −λ0〈Hg(γ(0) γ′(0) , γ′(0) 〉 .
Dritter Schritt. Fu¨r alle a1, a2, b11, b12, b21, b22 ∈ R gilt
det
 0 −a1 −a2−a1 b11 b12
−a2 b21 b22
 = −〈(b11 b12
b21 b22
)(
a2
−a1
)
,
(
a2
−a1
)〉
.
Vierter Schritt. Die Kettenregel 15.12 liefert
(f ◦ γ)′′(γ(0)) = 〈Hf(γ(0)) γ′(0) , γ′(0) 〉+ 〈∇f(γ(0)) , γ′′(0) 〉
= 〈Hf(γ(0)) γ′(0)− λ0Hg(γ(0)) γ′(0) , γ′(0) 〉
= −det(H(f, g)(x0, y0, λ0)) .
Damit ist Satz 15.11 bewiesen.
Im Beweis des Satz 15.11 haben wir den folgenden Spezialfall der Kettenregel
fu¨r die Differentiation von Funktionen mehrerer Vera¨nderlicher verwendet.
Satz 15.12 (Spezialfall der Kettenregel). Seien U ⊆ R2 eine nicht-leere offene
Teilmenge und g : U → R stetig differenzierbare Funktion. Seien I ⊆ R ein
nicht-leeres offenes Intervall und γ : I → R2 eine stetig differenzierbare Kurve
mit g(I) ⊆ U .
(1) Fu¨r alle t ∈ I gilt
(g ◦ γ)′(t) = 〈∇g(γ(t)) , γ′(t) 〉 .
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(2) Wenn g und γ zweimal stetig differenzierbar sind, dann gilt
(g ◦ γ)′′(t) = 〈Hg(γ(t)) γ′(t) , γ′(t) 〉+ 〈∇g(γ(t)) , γ′′(t) 〉
fu¨r alle t ∈ I.
Beweis. Nachweis von (1). Sei t0 ∈ I beliebig gewa¨hlt. Sei h : I → R die
Funktion mit
h(t) = g(γ(t)) = g(γ1(t), γ2(t)) .
Fu¨r alle t ∈ I \ {t0} gilt
h(t)− h(t0)
t− t0 =
g(γ(t))− g(γ1(t0), γ2(t))
t− t0 +
g(γ1(t0), γ2(t))− g(γ(t0))
t− t0
Nach dem Mittelwertsatz 11.1 gibt es ξk(t) zwischen γk(t) und γk(t0) mit
g(γ(t))− g(γ1(t0), γ2(t)) = ∂1g(ξ1(t), γ2(t)) · (γ1(t)− γ1(t0)) ,
g(γ1(t0), γ2(t))− g(γ(t0)) = ∂2g(γ1(t), ξ2(t)) · (γ2(t)− γ2(t0))
fu¨r alle t ∈ I und k = 1, 2. Fu¨r t→ t0 gilt
ξk(t)→ γk(t0) .
Weil g stetig differenzierbar und γ differenzierbar ist, ist die zusammengesetzte
Funktion h in t0 differenzierbar mit
h′(t0) = ∂1g(γ(t0)) · γ′1(t0) + ∂2g(γ(t0)) · γ′2(t0)
=
2∑
k=1
∂kg(γ(t0)) · γ′k(t0)
= 〈∇g(γ(t0)) , γ′(t0) 〉 .
Aus der stetigen Differenzierbarkeit der Funktion g und der Kurve γ folgt
schließlich die stetige Differenzierbarkeit von h.
Nachweis von (2). Wir differenzieren die Funktion h′ : I → R. Dabei wenden
wir Teil (1) auf den ersten Faktor der Produktfunktionen
∂1g(γ(t)) · γ′1(t) , ∂2g(γ(t)) · γ′2(t)
an. Die Produktregel (3) aus Satz 10.14 liefert
h′′(t) =
2∑
k=1
(∂kg ◦ γ)′(t) · γ′k(t) +
2∑
k=1
∂kg(γ(t)) · γ′′k (t)
=
2∑
k,l=1
∂l∂kg(γ(t) · γ′k(t) · γ′l(t) + 〈∇g(γ(t)) , γ′′(t) 〉
= 〈Hg(γ(t)) γ′(t) , γ′(t) 〉+ 〈∇g(γ(t)) , γ′′(t) 〉
fu¨r alle t ∈ I. Der Beweis ist damit beendet.
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Beispiel 15.13 (Maximale Entropie). Auf dem oberen rechten Quadranten
U = {(x, y) ∈ R2 | x > 0, y > 0} .
seien die Funktionen f , g : U → R mit
f(x, y) = −x log(x)− y log(y) , g(x, y) = x+ y − 1
gegeben. Es gilt
N = {(x, y) ∈ R2 | g(x, y) = 0} = {(x, 1− x) ∈ R2 | x ∈ (0, 1)} .
Die Einschra¨nkung f | N nimmt nur positive Werte an. Das Gleichungssystem(
− log(x)− 1
− log(y)− 1
)
= λ ·
(
1
1
)
, x+ y = 1
wird nur durch
x = y = 12 , λ = log(2)− 1
gelo¨st. Wir werten die erweiterte Hesse-Matrix aus. Wegen
det(H(f, g)( 12 ,
1
2 , log(2)− 1)) = 4 > 0
besitzt die positive Funktion f | N im Punkte (12 , 12 ) ein lokales Maximum. Es
gilt f( 12 ,
1
2 ) = log(2). Eine einfache U¨berlegung zeigt, dass log(2) das globale
Maximum von f | N ist. Siehe Beispiel 15.7. Aus Gru¨nden der Normierung
ist es u¨blich, den natu¨rlichen Logarithmus in der Definition von f durch den
Logarithmus zur Basis 2 zu ersetzen. Siehe Satz und Definition 3.9. 
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16 Das Newton-Verfahren
Ein wichtiges Problem ist die Nullstellenberechnung nicht-linearer Funktionen.
Wir motivieren das Newton-Verfahren. Der Satz 16.2 beschreibt die Einzel-
heiten. Die Berechnung einer Nullstelle wird in die Berechnung eines Fixpunktes
u¨bersetzt. Ein hinreichendes Kriterum fu¨r attraktive Fixpunkte gibt Satz 16.5.
Sei ∅ 6= I ⊆ R ein offenes Intervall und f : I → R eine stetig differenzierbare
Funktion, die in ξ ∈ I eine Nullstelle mit f ′(ξ) 6= 0 besitzt. Sei x0 ∈ I eine
Approximation von ξ. In einem benachbarten Punkt x ∈ I von x0 gilt nach
Definition der Ableitung
f(x) ≈ f(x0) + f ′(x0) · (x− x0) = T1f(x, x0) .
Dabei ist T1f(x, x0) das erste Taylor-Polynom von f mit dem Entwicklungs-
punkt x0. Die Nullstelle
x1 = x0 − f(x0)
f ′(x0)
≈ ξ
des Polynoms T1f(x, x0) betrachten wir als neue Approximation der betrachten
Nullstelle ξ von f . Die Funktion x 7→ T1f(x, x0) beschreibt die Tangente durch
den Punkt (x0, f(x0)) an den Graphen von f . Diese Tangente schneidet die x-
Achse in x1. Wir wiederholen das Verfahren mit x1 anstelle von x0 und erhalten
die Approximation
x2 = x1 − f(x1)
f ′(x1)
≈ ξ .
Induktiv erhalten wir die Newton-Folge (xn)n∈N0 mit
xn+1 = N (f)(xn) , N (f)(x) = x− f(x)
f ′(x)
.
Dabei ist x0 ∈ I der Startwert. Zu untersuchen ist, fu¨r welche Startwerte die
Newton-Folge (xn)n∈N wohldefiniert ist und gegen die Nullstelle ξ konvergiert.
Die Nullstelle ξ der gegebenen Funktion f ist ein Fixpunkt der zugeho¨rigen
Newton-Funktion N (f). Das heißt, es gilt
N (f)(ξ) = ξ .
Die Newton-Funktion N (f) der Funktion f : I → R ist zuna¨chst fu¨r alle x ∈ I
mit f ′(x) 6= 0 definiert. Unter Umsta¨nden besitzt die Newton-Funktion eine
stetige differenzierbare Fortsetzung auf eine umfangreichere Menge. Diese Fort-
setzung ermo¨glicht eventuell eine Fixpunktapproximation einer Nullstelle, in der
die Ableitung f ′ verschwindet. Ob ein Fixpunkt von N (f) attraktiv ist, kann
am der Verhalten der Ableitung
N (f)′ = f(x)f
′′(x)
f ′(x)f ′(x)
abgelesen werden. Siehe Satz 16.5 und Beispiel 16.6.
142
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
Beispiel 16.1 (Fortsetzung von Beispiel 2.17). Sei a > 0. Wir betrachten f :
R+ → R mit f(x) = x2 − a. Die zugeho¨rige Newton-Folge (xn)n∈N0 mit
xn+1 = xn − f(xn)
f ′(xn)
= xn − x
2
n − a
2xn
=
1
2
(
xn +
a
xn
)
konvergiert fu¨r jeden Startwert x0 > 0 gegen
√
a. Die zugeho¨rige Newton-
Funktion N (f) : R+ → R mit
N (f) = 1
2
(
x+
a
x
)
, N (f)(√a ) = √a
ist unendlich oft differenzierbar. Es ist
√
a der einzige Fixpunkt von N (f). Fu¨r
x0 = 1 und a = 2 erhalten wir
x0 1.00000000000000000000
x1 1.50000000000000000000 . . .
x2 1.41666666666666666666 . . .
x3 1.41421568627450980392 . . .
x4 1.41421356237468991062 . . .
x5 1.41421356237309504880 . . .√
2 1.4142135623730950488021
Dabei sind die ersten zwanzig Nachkommastellen korrekt. 
Satz 16.2 (Newton-Verfahren). Sei I ⊆ R ein nicht-leeres offenes Intervall
und x0 ∈ I ein Punkt. Die stetig differenzierbare Funktion f : I → R erfu¨lle die
Bedingungen (1) bis (4).
(1) (∃γ > 0)(∀x, y ∈ I) : |f ′(x)− f ′(y)| ≤ γ |x− y| .
(2) (∃β > 0)(∀x ∈ I) : 1
β
≤ |f ′(x)| .
(3) α =
∣∣∣∣ f(x0)f ′(x0)
∣∣∣∣ < 12βγ .
(4) U2α(x0) ⊆ I .
Dann gelten die folgenden Aussagen (5) bis (8).
(5) Die Newton-Folge (xn)n∈N0 der Funktion f mit
xn+1 = xn − f(xn)
f ′(xn)
und dem Startwert x0 ist wohldefiniert.
(6) (∃!ξ ∈ U2α(x0)) : f(ξ) = 0 .
(7) Es gilt xn → ξ.
(8) (∀n ∈ N0) : |xn − ξ| ≤ 2α(αβγ)2n−1 .
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Beispiel 16.3. Wir berechnen die Nullstelle ξ = pi2 von f : (1, 2) → R mit
f(x) = cos(x) na¨herungsweise. Die zugeho¨rige Newton-Folge mit x0 = 1.4 liefert
x0 1.40000000000000000000
x1 1.57247672583179995277 . . .
x2 1.57079632521322432345 . . .
x3 1.57079632679489661923 . . .
x4 1.57079632679489661923 . . .
x5 1.57079632679489661923 . . .
x6 1.57079632679489661923 . . .
pi
2 1.57079632679489661923
2
1
Dabei sind die ersten zwanzig Nachkommastellen korrekt. Mit
γ = 1 , β = 1.2 , 0.17 < α =
∣∣∣∣ f(x0)f ′(x0)
∣∣∣∣ < 0.18
erhalten wir nach Satz 16.2 die Fehlerabscha¨tzung
|xn − ξ| ≤ 0.36 · 0.222n−1 .
Speziell fu¨r n = 4, 5, 6 ergibt sich
|x4 − ξ| ≤ 0.36 · 0.2215 ≤ 5.0 · 10−11 ,
|x5 − ξ| ≤ 0.36 · 0.2231 ≤ 1.5 · 10−21 ,
|x6 − ξ| ≤ 0.36 · 0.2263 ≤ 1.4 · 10−42 .

Definition 16.4. Seien U ⊆ R und f : U → R gegeben.
(1) Ein Punkt ξ ∈ U heißt ein Fixpunkt von f , wenn f(ξ) = ξ gilt.
(2) Ein Fixpunkt ξ ∈ U von f heißt attraktiv, wenn es eine offene -Umgebung
U(ξ) von ξ gibt, die die folgenden Eigenschaften (i) und (ii) besitzt.
(i) U(ξ) ⊆ U .
(ii) Sei x0 ∈ U(ξ) irgendein Startwert. Dann gilt
xn = f(xn−1) ∈ U(ξ)
fu¨r alle n ∈ N und die Iterationsfolge (xn)n∈N konvergiert gegen den
Fixpunkt ξ.
Satz 16.5. Seien U ⊆ R eine nicht-leere offene Teilmenge und f : U → R eine
stetig differenzierbare Funktion mit f(U) ⊆ U . Ein Fixpunkt ξ ∈ U von f mit
|f ′(ξ)| < 1
ist attraktiv.
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Beispiel 16.6 (Fortsetzung von Beispiel 14.8). Die polynomiale Funktion f :
[−2, 3]→ R mit
f(x) = x3 − 3x2 + 4 = (x+ 1)(x− 2)2 .
besitzt eine einfache Nullstelle in ξ1 = −1 und eine zweifache Nullstelle in ξ2 = 2.
Es gelten
f ′(x) = 3x2 − 6x = 3x(x− 2) , f ′(−1) = 9 , f ′(2) = 0 .
Der Satz 16.2 garantiert die Konvergenz geeigneter Newton-Folgen lediglich fu¨r
die Berechnung des ersten Fixpunktes ξ1. Der Satz 16.5 garantiert dagegen die
Konvergenz geeigneter Newton-Folgen in beiden Fa¨llen.
Die zu f geho¨rige Newton-Funktion besitzt eine unendlich oft stetig differen-
zierbare Fortsetzung auf [−2, 3]\{0}. Diese Fortsetzung bezeichnen wir ebenfalls
mit N (f). Wir betrachten die Funktion N (f) : [−2, 3] \ {0} → R mit
N (f)(x) = 2x
2 + x+ 2
3x
.
Diese Funktion N (f) besitzt die beiden Fixpunkte ξ1 = −1 und ξ2 = 2. Wir
berechnen die Ableitung. Die Quotientenregel liefert
N (f)′(x) = 3x · (4x+ 1)− 3 · (2x
2 + x+ 2)
9x2
=
2(x2 − 1)
3x2
.
Wir erhalten
N (f)′(−1) = 0 , N (f)′(2) = 12 .
Nach Satz 16.5 sind beide Fixpunkte attraktiv. 
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17 Das Riemann-Integral
In diesem Abschnitt betrachten wir das Riemann-Integral. Den Zusammenhang
zwischen Integration und Differentiation stellt der Hauptsatz her. Wir formu-
lieren drei Versionen. Der Satz 18.2 von Lebesgue charakterisiert die Riemann-
integrierbaren Funktionen.
Wir heben ausdru¨cklich hervor, dass die Existenz von Stammfunktionen und
die Existenz von Integralen begriﬄich zu unterscheiden sind. Integrale werden
ebenso wie die Ableitungen als Grenzwerte definiert. Ein sorgfa¨ltiger Aufbau
des archimedisch geordneten Ko¨rpers der reellen Zahlen ist daher unabdingbar.
Der erste Mittelwertsatz liefert eine Motivation fu¨r die Integralkonstruktion.
Dabei lassen wir uns von den beiden folgenden Fragen leiten:
(1) Kann eine Funktion aus ihrer Ableitung rekonstruiert werden?
(2) Kann einer Funktion angesehen werden, ob sie eine Stammfunktion be-
sitzt?
Geometrische Deutungen des Integrales geben wir in eigenen Abschnitten.
In Abschnitt 19 definieren wir das Fla¨chenmaß fu¨r ebene Bereiche erster Art
und die Kurvenla¨nge stu¨ckweise stetig differenzierbarer ebener Wege.
In Abschnitt 20 definieren wir das Fla¨chenmaß allgemeiner fu¨r ebene Normal-
bereiche. Die elementare Version Integralformel 21.1 von Gauß-Green ist eine
U¨bertragung des Hauptsatzes fu¨r Funktionen mit zwei Variablen. Der Satz von
Gauß-Green ermo¨glicht es, das Fla¨chenmaß eines ebenen Normalbereiches mit
einem hinreichend regula¨ren Rand durch ein Randintegral auszudru¨cken.
Wir betrachten eine differenzierbare Funktion F : [a, b]→ R. Wie la¨sst sich
der Funktionswert F (b) aus dem Anfangswert F (a) und der Ableitung f = F ′
rekonstruieren? Nach dem dem Mittelwertsatz 11.1 gibt es ein η ∈ (a, b) mit
F (b) = F (a) + f(η) · (b− a) .
Wenn wir den unbekannten Punkt η durch irgendeinen Punkt ξ ∈ [a, b] ersetzen,
erhalten wir
F (b) ≈ F (a) + f(ξ) · (b− a) ,
Dies ist im Allgemeinen eine grobe Na¨herung. Wir fu¨hren deshalb weitere Tei-
lungspunkte xk und Zwischenpunkte ξk mit
a = x0 < x1 < . . . < xn−1 < xn = b , ξk ∈ [xk−1, xk]
ein und betrachten die Na¨herung
F (b)− F (a) =
n∑
k=1
F (xk)− F (xk−1) ≈
n∑
k=1
f(ξk) · (xk − xk−1) .
Die Idee ist, dass im Fall
max
1≤k≤n
|xk − xk−1| → 0
sogar Gleichheit gilt. Zur bequemeren Ausdrucksweise und Pra¨zisierung treffen
wir die Definitionen 17.1 und 17.2.
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Definition 17.1. Seien a, b ∈ R mit a < b und f : [a, b]→ R gegeben.
(1) Die Teilungspunkte x0, . . . , xn ∈ R mit
a = x0 < x1 < . . . < xn−1 < xn = b
bilden eine Zerlegung Z des Intervalles [a, b] mit der Feinheit
|Z| = max
1≤k≤n
|xk − xk−1| .
Die Vektoren Ξ = (ξ1, . . . , ξn) ∈ Rn mit ξk ∈ [xk−1, xk] heißen Zwischen-
vektoren der Zerlegung Z mit den Zwischenpunkten ξ1, . . . , ξn ∈ R.
(2) Sei Z(a, b) die Menge der Zerlegungen von [a, b]. Fu¨r eine Zerlegung Z ∈
Z(a, b) sei V(Z) die Menge der Zwischenvektoren von Z.
(3) Sei δ > 0. Dann sei Zδ(a, b) die Menge der Zerlegungen Z ∈ Z(a, b) mit
der Feinheit |Z| ≤ δ.
(4) Sei Z ∈ Z(a, b). Eine Zerlegung Z ′ ∈ Z(a, b) heißt eine Verfeinerung von
Z, wenn die Teilungspunkte von Z auch Teilungspunkte von Z ′ sind. Wir
schreiben dafu¨r Z ′ ≤ Z.
(5) Seien Z, Z1, Z2 ∈ Z(a, b). Wenn Z ≤ Z1 und Z ≤ Z2 gelten, dann heißt
Z eine gemeinsame Verfeinerung von Z1 und Z2.
(6) Seien Z ∈ Z(a, b) und Ξ ∈ V(Z) gegeben. Dann heißt
S(f, Z,Ξ) =
n∑
k=1
f(ξk) · (xk − xk−1)
die Riemann-Summe von f bezu¨glich Z und Ξ.
Nach dieser Pra¨zisierung kehren wir zu unserer Rekonstruktionsaufgabe (1)
zuru¨ck. Die Idee ist, die Differenz F (b)− F (a) als Grenzwert
lim
|Z|→0
S(f, Z,Ξ)
von Riemann-Summen darzustellen. Dieser Grenzwert ist das Riemann-Integral.
Es wird mit einem stilisierten Zeichen
∫
fu¨r den Buchstaben S bezeichnet.
Definition 17.2. Seien a, b ∈ R mit a < b und f : [a, b]→ R gegeben.
(1) Die Funktion f heißt Riemann-integrierbar oder integrierbar auf [a, b],
wenn es eine reelle Zahl S ∈ R derart gibt, dass
(∀ > 0)(∃δ > 0)(∀Z ∈ Zδ(a, b))(∀Ξ ∈ V(Z)) : |S(f, Z,Ξ)− S| ≤ 
erfu¨llt ist.
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(2) Im Falle der Existenz heißt die reelle Zahl S das Riemann-Integral oder
Integral von f u¨ber [a, b] und wird mit
S =
∫ b
a
f =
∫ b
a
f(x) dx
bezeichnet. Dabei ist a die untere und b die obere Grenze des Integrals.
Das Intervall [a, b] heißt das Integrationsintervall. Wir nennen x die In-
tegrationsvariable und die Funktion f den Integranden.
(3) Zusa¨tzlich definieren wir∫ a
a
f(x)dx = 0 ,
∫ a
b
f(x) dx = −
∫ b
a
f(x) dx .
Fu¨r den Fall, dass f nicht in allen Punkten des Intervalles [a, b] definiert ist,
siehe Definition 19.8.
Konstante Funktionen sind auf kompakten Intervallen trivialerweis integrier-
bar, weil in diesem Fall die Riemann-Summen fu¨r alle Zerlegungen und alle
Wahlen von Zwischenpunkten denselben Wert besitzen.
Beispiel 17.3 (Konstante Funktionen). Seien a, b ∈ R mit a < b gegeben.
Sei c ∈ R. Die konstante Funktion f : [a, b] → R mit f(x) = c ist Riemann-
integrierbar mit ∫ b
a
f(x) dx =
∫ b
a
c dx = c(b− a) .
Seien eine Zerlegung Z ∈ Zδ(a, b) mit den Teilungspunkten
a = x0 < x1 < . . . < xn−1 < xn = b .
und Ξ ∈ V(Z) ein Zwischenvektor mit den Zwischenpunkten ξ1, . . . , ξn gegeben.
Dann gilt
S(f, Z,Ξ) =
n∑
k=1
f(ξk) · (xk − xk−1) =
n∑
k=1
c · (xk − xk−1) = c(b− a) .
Siehe die Normierung (3) des Riemann-Integrals in Satz 17.14. 
Beispiel 17.4 (Die charakteristische Funktion eines Punktes). Seien a, b ∈ R
mit a < b und ξ ∈ [a, b] gegeben. Die Funktion χξ : [a, b]→ R mit
χξ(x) =
 1 , x = ξ ,0 , x ∈ [a, b] \ {ξ}
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ist in ξ unstetig. Wir zeigen, dass die charakteristische Funktion χξ des Punktes
ξ ∈ [a, b] Riemann-integrierbar ist. Sei δ > 0 beliebig gegeben. Seien Z ∈ Zδ(a, b)
eine Zerlegung mit den Teilungspunkten
a = x0 < x1 < . . . < xn−1 < xn = b
und Ξ ∈ V(Z) ein Zwischenvektor. Dann gilt
|S(χξ, Z,Ξ)− 0| ≤ δ .
Folglich ist χξ Riemann-integrierbar mit∫ b
a
χξ(x) dx = 0 .
Eine typische Anwendung machen wir in Beispiel 17.16. Nach Satz 17.14 ist das
Riemann-Integral ein lineares Funktional. Daher kann eine Riemann-integrier-
bare Funktion in endlichen vielen Punkten abgea¨ndert werden, ohne dass sich
die Integrierbarkeit oder der Wert des Integrales a¨ndern. 
Die eingangs gestellten Fragen lassen sich mit Hilfe des Riemann-Integrales
beantworten. Dies ist der Inhalt des Hauptsatzes der Differential- und Integral-
rechnung. Wir formulieren drei Versionen. Das Integrabilita¨tskriterium 18.2 von
Lebesgue charakterisiert die Riemann-integrierbaren Funktionen.
Wir beginnen die Ero¨rterung des Riemann-Integrales mit einem Kriterium
vom Cauchy-Typ. Wie bei den Cauchy-Kriterien fu¨r die Konvergenz von Folgen
und Reihen tritt der Grenzwert nicht explizit auf.
Das Integrabilita¨tskriterium 17.12 von Riemann ist ebenfalls ein Kriterium
vom Cauchy-Typ. Die Kriterien 17.5 respektive 17.12 werden oft als Ausgangs-
punkt der Theorie des Riemann-Integrals gewa¨hlt.
Satz 17.5 (Integrabilita¨tskriterium vom Cauchy-Typ). Seien a, b ∈ R mit a < b
gegeben. Eine Funktion f : [a, b]→ R ist genau dann auf [a, b] integrierbar, wenn
die Bedingung
(∀ > 0)(∃δ > 0)(∀Z1, Z2 ∈ Zδ(a, b))(∀Ξ1 ∈ V(Z1))(∀Ξ2 ∈ V(Z2)) :
|S(f, Z1,Ξ1)− S(f, Z2,Ξ2)| ≤ 
erfu¨llt ist.
Beispiel 17.6 (Dirichlet-Funktion. Fortsetzung von Beispiel 6.10). Die Dirichlet-
Funktion f : R→ R mit
f(x) =
{
1 , x ∈ Q ,
0 , x ∈ R \Q
ist auf keinem kompakten Intervall [a, b] mit a, b ∈ R und a < b integrierbar.
Sei δ > 0. Sei eine Zerlegung Z ∈ Zδ(a, b) mit den Teilungspunkten
a = x0 < x1 < . . . < xn−1 < xn = b .
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Sei Ξ ∈ V(Z) ein Zwischenvektor mit rationalen Zwischenpunkten ξ1, . . . , ξn.
Dann gilt
S(f | [a, b], Z,Ξ) =
n∑
k=1
f(ξk) · (xk − xk−1)
=
n∑
k=1
1 · (xk − xk−1) = b− a 6= 0 .
Sei Ψ ∈ V(Z) ein Zwischenvektor mit irrationalen Zwischenpunkten ψ1, . . . , ψn.
Dann gilt
S(f | [a, b], Z,Ψ) =
n∑
k=1
f(ψk) · (xk − xk−1)
=
n∑
k=1
0 · (xk − xk−1) = 0 .
Nach Kriterium 17.5 ist die Einschra¨nkung f | [a, b] nicht Riemann-integrierbar.
In Beispiel 6.10 haben wir gesehen, dass die Dirichlet-Funktion nirgends stetig
ist. 
Satz 17.7. Seien a, b ∈ R mit a < b gegeben. Sei f : [a, b] → R eine stetige
Funktion. Dann ist f Riemann-integrierbar.
Beweis. Erster Schritt. Sei g : [a, b] → R. Sei Z ∈ Z(a, b) eine Zerlegung des
Intervalles [a, b] mit den Teilungspunkten
a = x0 < x1 < . . . < xn−1 < xn = b .
Wir nehmen an, dass eine reelle Konstante Ω ≥ 0 mit
(∀k = 1, . . . , n) : sup
xk−1≤x,y≤xk
|g(x)− g(y)| ≤ Ω
existiert. Das Supremum
Ω[xk−1,xk](g) = sup
xk−1≤x,y≤xk
|g(x)− g(y)|
heißt die Schwankung von g auf [xk−1, xk]. Sei Z ′ ∈ Z(a, b) eine Verfeinerung
von Z. Dann gilt
|S(g, Z,Ξ)− S(g, Z ′,Ξ′)| ≤ Ω · |b− a| .
fu¨r alle Zwischenvektoren Ξ ∈ V(Z) der Zerlegung Z und alle Zwischenvektoren
Ξ′ ∈ V(Z ′) der Verfeinerung Z ′.
Zweiter Schritt. Sei  > 0 beliebig gegeben. Nach Satz 8.11 ist f gleichma¨ßig
stetig. Daher gibt es δ > 0 mit
|f(x)− f(y)| ≤ 
2 · |b− a|
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fu¨r alle x, y ∈ [a, b] mit |x− y| ≤ δ. Also gibt es ein δ > 0 derart, dass
Ω[α,β](f) ≤ 
2 · |b− a|
fu¨r alle a ≤ α < β ≤ b mit |β − α| ≤ δ gilt.
Dritter Schritt. Seien Z1, Z2 ∈ Zδ(a, b) beliebig gegeben. Es sei Z ′ ∈ Zδ(a, b)
die gemeinsame Verfeinerung von Z1 und Z2. Fu¨r alle Zwischenvektoren Ξ1 ∈
V(Z1), Ξ2 ∈ V(Z2) und Ξ′ ∈ V(Z ′) gilt nach den ersten beiden Schritten
|S(f, Z1,Ξ1)− S(f, Z2,Ξ2)|
≤ |S(f, Z1,Ξ1)− S(f, Z ′,Ξ′)|+ |S(f, Z ′,Ξ′)− S(f, Z2,Ξ2)|
≤ 
2 · |b− a| · |b− a|+

2 · |b− a| · |b− a| ≤  .
Aus dem Kriterium 17.5 folgt, dass f integrierbar ist. Damit ist der Beweis
beendet.
Wenn die Riemann-Integrierbarkeit einer Funktion gesichert ist, dann kann
das Integral als Limes von Riemann-Summen einer geschickt gewa¨hlten Folge
von Zerlegungen und Zwischenvektoren berechnet werden.
Beispiel 17.8 (Erste Winkelhalbierende, Normalparabel). Sei 0 < b <∞. Die
polynomialen Funktion fk : [0, b]→ R mit
f1(x) = x , f2(x) = x
2
sind stetig und daher Riemann-integrierbar. Fu¨r n ∈ N sei
Zn ∈ Zδn(0, b) , δn =
1
n
die a¨quidistante Zerlegung mit den Teilungspunkten
0 = 0 · b
n
< 1 · b
n
< 2 · b
n
< . . . < (n− 1) · b
n
< n · b
n
= b .
Entsprechend sei Ξn ∈ V(Zn) der Zwischenvektor mit den Zwischenpunkten
1 · b
n
< 2 · b
n
< . . . < (n− 1) · b
n
< n · n
b
.
Als Zwischenpunkte werden jeweils die rechten Intervallgrenzen der Teilinter-
valle der Zerlegungen Zn gewa¨hlt.
(1) Fu¨r f1 erhalten wir
S(f1, Zn,Ξn) = b
2 ·
n∑
k=1
k
n2
= b2 · n+ 1
2n
.
Der Grenzu¨bergang n→∞ liefert∫ b
0
x dx = lim
n→∞S(f1, Zn,Ξn) =
b2
2
.
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(2) Fu¨r f2 erhalten wir
S(f2, Zn,Ξn) = b
3 ·
n∑
k=1
k2
n3
= b3 · 2n
2 + 3n+ 1
6n2
.
Der Grenzu¨bergang n→∞ liefert∫ b
0
x2 dx = lim
n→∞S(f2, Zn,Ξn) =
b3
3
.
Diese Methode zur Berechnung der Integrale beruht auf der Wahl geschickter
Zerlegungen und Zwischenpunkte sowie auf der Kenntnis bestimmter Summen-
formeln. 
Beispiel 17.9 (Hyperbel). Sei 1 < b <∞. Die Funktion f : [1, b]→ R mit
f(x) =
1
x
ist stetig und daher Riemann-integrierbar. Fu¨r n ∈ N sei
Zn ∈ Zδn(1, b) , δn = qn − 1 = n
√
b− 1 > 0
die Zerlegung mit den geometrisch wachsenden Teilungspunkten
1 = q0n < qn < q
2
n . . . < q
n
n = b , qn =
n
√
b .
Entsprechend sei Ξn ∈ V(Zn) der Zwischenvektor mit den Zwischenpunkten
qn < q
2
n < . . . < q
n
n = b .
Als Zwischenpunkte werden jeweils die rechten Intervallgrenzen der Teilinter-
valle der Zerlegungen Zn gewa¨hlt. Dann gilt
S(f, Zn,Ξn) =
n∑
k=1
qkn − qk−1n
qkn
=
n( n
√
b− 1)
n
√
b
.
Der Grenzu¨bergang n→∞ liefert∫ b
1
dx
x
= lim
n→∞S(f, Zn,Ξn) = limn→∞
n( n
√
b− 1)
n
√
b
= lim
n→∞n(
n
√
b− 1) = log(b) .
Diese Formel zeigt, dass der Logarithmus durch das Integral einer rationalen
Funktion definiert werden kann. Siehe Beispiel 17.32. 
Satz 17.10 (Beschra¨nktheit. Fundamentale Ungleichungen). Seien a, b ∈ R
mit a ≤ b und f : [a, b]→ R eine integrierbare Funktion. Dann ist f beschra¨nkt
und es gelten die Ungleichungen∣∣∣∣∣
∫ b
a
f(x) dx
∣∣∣∣∣ ≤
∫ b
a
|f(x)| dx ≤
(
sup
a≤x≤b
|f(x)|
)
· (b− a) .
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Wir kehren zur Integraldefinition zuru¨ck und formulieren das Integrabilita¨ts-
kriterium von Riemann. Dieses Kriterium setzt die Beschra¨nktheit der betrach-
teten Funktion voraus. Nach Satz 17.10 ist diese Voraussetzung keine wirkliche
Einschra¨nkung. Das Kriterium von Riemann ist ebenso wie Satz 17.5 ein Krite-
rium vom Cauchy-Typ.
Definition 17.11 (Ober- und Untersumme). Seien a, b ∈ R mit a < b gegeben.
Sei Z die Zerlegung mit den Teilungspunkten
a = x0 < x1 < . . . < xn−1 < xn = b .
Sei f : [a, b]→ R eine beschra¨nkte Funktion. Die Summen
S(f, Z) =
n∑
k=1
Mk · (xk − xk−1) , Mk = sup
xk−1≤ξ≤xk
f(ξ) ,
s(f, Z) =
n∑
k=1
mk · (xk − xk−1) , mk = inf
xk−1≤ξ≤xk
f(ξ)
heißen die Untersumme respektive die Obersumme von f bezu¨glich Z. Es sei
Z(a, b) die Menge der Zerlegungen von [a, b]. Es gilt
s(f, Z) ≤ S(f, Z)
fu¨r alle Zerlegungen Z ∈ Z(a, b).
Ober- und Untersumme einer Funktion, die monoton oder stetig ist, sind
spezielle Riemann-Summen.
Satz 17.12 (Integrabilita¨tskriterium von Riemann). Seien a, b ∈ R mit a < b
gegeben. Eine beschra¨nkte Funktion f : [a, b] → R ist genau dann integrierbar,
wenn die Bedingung
(∀ ∈ R+)(∃Z ∈ Z(a, b)) : S(f, Z)− s(f, Z) ≤ 
erfu¨llt ist.
Beispiel 17.13 (Dirichlet-Funktion. Fortsetzung von 6.10 und 17.6). Die Dirichlet-
Funktion f : R→ R mit
f(x) =
{
1 , x ∈ Q ,
0 , x ∈ R \Q
ist auf keinem kompakten Intervall [a, b] mit a, b ∈ R und a < b integrierbar.
Es gilt na¨mlich
S(f, Z) = 1 · (b− a) , s(f, Z) = 0
fu¨r alle Zerlegungen Z des Intervalles [a, b]. In Beispiel 6.10 haben wir gesehen,
dass die Dirichlet-Funktion nirgends stetig ist. 
153
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
Satz 17.14. Seien a, b ∈ R mit a ≤ b. Sei c ∈ [a, b]. Dann gelten die folgenden
Aussagen:
(1) (Linearita¨t). Seien α, β ∈ R reelle Konstanten und f , g : [a, b] → R
integrierbare Funktionen. Dann ist die Funktion αf + βg : [a, b] → R mit
x 7→ αf(x) + βg(x) integrierbar. Es gilt∫ b
a
(αf(x) + βg(x)) dx = α
∫ b
a
f(x) dx+ β
∫ b
a
g(x) dx .
(2) (Positivita¨t). Sei f : [a, b] → R eine integrierbare Funktion mit f(x) ≥ 0
fu¨r alle x ∈ [a, b]. Dann gilt ∫ b
a
f(x) dx ≥ 0 .
(3) (Normierung). Sei f : [a, b]→ R die konstante Funktion mit f(x) = 1 fu¨r
alle x ∈ [a, b] ist integrierbar. Es gilt∫ b
a
dx =
∫ b
a
f(x) dx = b− a .
(4) (Intervall-Additivita¨t). Eine Funktion f : [a, b] → R ist genau dann inte-
grierbar, wenn ihre Einschra¨nkungen auf die Teilintervalle [a, c] und [c, b]
integrierbar sind. Wenn f integrierbar ist, gilt∫ b
a
f(x) dx =
∫ c
a
f(x) dx+
∫ b
c
f(x) dx .
Satz 17.15. Seien a, b ∈ R mit a < b. Sei M ⊆ [a, b] eine endliche Teilmenge.
Sei f : [a, b]→ R eine beschra¨nkte Funktion, die in allen Punkten von [a, b] \M
stetig ist. Dann ist f auf [a, b] Riemann-integrierbar.
Beweis. Wegen der Intervalladditivita¨t nach Satz 17.14 genu¨gt es, den Beweis
fu¨r Funktionen, die ho¨chstens in einem beiden Randpunkte unstetig sind, zu
beweisen. Ohne Einschra¨nkung nehmen wir an, dass die beschra¨nkte Funktion
f : [a, b]→ R auf (a, b] stetig ist.
Da f beschra¨nkt ist, gibt es eine Schranke L > 0 mit |f(x)| ≤ L fu¨r alle
x ∈ [a, b]. Sei  > 0 mit
a < a+

4L
< b
gegeben. Nach Satz 8.11 ist die Funktion f auf dem kompakten Teilintervall
I =
[
a+

4L
, b
]
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gleichma¨ssig stetig, weil f dort stetig ist. Folglich gibt es ein δ > 0 mit
(∀y1, y2 ∈ I) : |y1 − y2| ≤ δ ⇒ |f(y1)− f(y2)| ≤ 
2(b− a) .
Nun sei Z ∈ Z(a, b) eine Zerlegung mit den Teilungspunkten
a = x0 < x1 = a+

4L
< x2 < . . . < xn = b ,
die die Bedingung
|xk − xk−1| ≤ δ
fu¨r alle k = 2, . . . , n erfu¨llen. Damit erhalten wir
|S(f, Z)− s(f, Z)| ≤ 2L · 
4L
+

2(b− a) · (b− x1) ≤  .
Nach dem Kriterium 17.12 von Riemann ist f auf [a, b] Riemann-integrierbar.
Beispiel 17.16 (Sa¨gezahnfunktion mit zwei Za¨hnen. Fortsetzung von 6.9). Die
beschra¨nkte Funktion f : [0, 2]→ R mit
f(x) =

x , x ∈ [0, 1) ,
x− 1 , x ∈ [1, 2) ,
0 , x = 2
ist auf [0, 2]\{1, 2} stetig. Nach Satz 17.15 ist f auf dem Intervall [0, 2] Riemann-
integrierbar. Das Integral einer charakteristischen Funktion eines Punktes des
Intervalles [0, 2] ist gleich Null. Siehe Beispiel 17.4. Also gilt∫ 2
0
f(x) dx =
∫ 1
0
x dx+
∫ 2
1
(x− 1) dx
=
∫ 2
0
x dx−
∫ 2
1
dx
=
[
1
2 x
2
]2
0
− 1
= 2− 1 = 1 .
Zur Berechnung des Integrales haben wir ausgenutzt, dass die Einschra¨nkungen
von f auf die Teilintervalle [0, 1] und [1, 2] durch Aba¨nderung in den Rand-
punkten x = 1 respektive x = 2 stetig gemacht werden ko¨nnen. Der Wert der
Teilintegrale a¨ndert sich dabei nicht. Siehe Beispiel 17.28. 
Satz 17.17. Seien a, b ∈ R mit a < b gegeben. Eine monotone Funktion f :
[a, b]→ R ist integrierbar.
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Beweis. Wir nehmen an, dass f : [a, b]→ R monoton wachsend ist. Dann gilt
f(a) ≤ f(x) ≤ f(y) ≤ f(b)
fu¨r alle a ≤ x ≤ y ≤ b. Fu¨r n ∈ N sei Zn ∈ Z(a, b) die a¨quidistante Zerlegung
mit den Teilungspunkten
a = a+ 0 · q < a+ 1 · q . . . < a+ (n+ 2) · qn = b , qn = b− a
n+ 2
.
Wel f monoton wachsend ist, gilt
0 ≤ S(f, Zn)− s(f, Zn) ≤
n+2∑
k=1
(f(a+ kqn)− f(a+ (k − 1)qn)) · qn
= qn ·
n+2∑
k=1
(f(a+ kqn)− f(a+ (k − 1)qn))
=
b− a
n+ 2
· (f(b)− f(a)) .
Nach dem Riemann-Kriterium 17.12 ist f integrierbar.
Wir kehren zu unserer Rekonstruktionsaufgabe (1) zuru¨ck. Nach dem Haupt-
satz der Differential- und Integralrechnung kann F (b) aus dem Anfangswert F (a)
und dem Integral der Ableitung F ′ von F : [a, b] → R rekonstruiert werden,
wenn F stetig differenzierbar ist.
Satz 17.18 (Hauptsatz. Erste Version). Seien a, b ∈ R mit a < b gegeben.
Sei F : [a, b] → R eine differenzierbare Funktion. Dann gelten die folgenden
Aussagen:
(1) Wenn F ′ integrierbar ist, dann gilt
F (b)− F (a) =
∫ b
a
F ′(x) dx .
(2) Wenn F ′ stetig ist, dann ist F ′ integrierbar.
Beweis. Wir beginnen mit dem Beweis von (1). Wir setzen also voraus, dass F ′
integrierbar ist. Fu¨r jede Zerlegung a = x0 < x1 < . . . < xn = b gilt
F (b)− F (a) =
n∑
k=1
(F (xk)− F (xk−1)) .
Nach dem Mittelwertsatz 11.1 gibt es Zwischenpunkte ψk mit
F (xk)− F (xk−1) = F ′(ψk) (xk − xk−1) .
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Sei nun (Zν)ν∈N ⊆ Z(a, b) eine Zerlegungsfolge mit |Zν | → 0. Nach dem Mittel-
wertsatz gibt es Zwischenvektoren Ψν ∈ Rn(ν) mit
F (b)− F (a) = S(F ′, Zν ,Ψν) .
Nach Konstruktion ist (S(F ′, Zν ,Ψν))ν∈N eine Riemann-Folge der integrier-
baren Funktion F ′ : [a, b]→ R. Daher gilt
F (b)− F (a) = S(F ′, Zν ,Ψν)→
∫ b
a
F ′(x) dx .
Nun beweisen wir Aussage (2). Wenn F ′ stetig ist, dann ist F ′ nach Satz
17.7 integrierbar. Damit ist der Beweis des Hautsatzes 17.18 beendet.
Beispiel 17.19. Seien a, b ∈ R+ mit a < b. Die Funktion log : R+ → R ist
stetig differenzierbar mit log′(x) = 1/x. Nach dem Hauptsatz 17.18 gilt
log(b)− log(a) =
∫ b
a
dx
x
.
Folglich gilt
log(ξ) =
∫ ξ
1
dx
x
fu¨r alle ξ > 0. Siehe Beispiel 17.9. 
Die Ableitung einer differenzierbaren Funktionen F : [a, b]→ R muss weder
stetig noch Riemann-integrierbar sein.
Beispiel 17.20 (Eine unstetige integrierbare Funktion mit Stammfunktionen).
Die Funktion f : [−1, 1]→ R mit
f(x) =
 2x cos(x
−1) + sin(x−1) , x ∈ [−1, 1] \ {0} ,
0 , x = 0
ist auf [−1, 1] beschra¨nkt und in allen Punkten der Menge [−1, 1] \ {0} stetig.
Im Punkt x = 0 ist f unstetig. Nach Satz 17.15 ist f integrierbar. Es gilt∫ 1
−1
f(x) dx = 0 ,
weil f ungerade ist. Die Funktion F : [−1, 1]→ R mit
F (x) =
 x
2 cos(x−1) , x ∈ [−1, 1] \ {0} ,
0 , x = 0
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eine Stammfunktion von f mit F (0) = 0. Die Differenzierbarkeit von F mit
F ′(x) = f(x) ist in den Punkten x ∈ [−1, 1]\{0} nach den Differentiationsregeln
klar. Im Punkt x = 0 gilt
F ′(0) = lim
→0
06=
F ()− F (0)
− 0 = lim→0
06=
 cos(−1) = 0 .
Also gilt F ′(0) = f(0). Die differenzierbare Funktion F ist eine Stammfunktion
der integrierbaren Funktion f . Mit Aussage (1) des Satzes 17.18 erhalten wir
0 = F (1)− F (−1) =
∫ 1
−1
F ′(x) dx =
∫ 1
−1
f(x) dx .
Diesmal verwenden wir, dass die Funktion F gerade ist. 
Es gibt differenzierbare Funktionen F : [a, b] → R, deren erste Ableitungen
nicht Riemann-integrierbar sind. Mit anderen Worten gibt es Funktionen f :
[a, b]→ R, die nicht Riemann-integrierbar sind aber trotzdem Stammfunktionen
besitzen.
Beispiel 17.21 (Eine nicht-integrierbare Funktion mit Stammfunktionen). Die
Funktion F : [0, 1]→ R mit
F (x) =
x
3
2 sin(x−1) , x > 0 ,
0 , x = 0
ist differenzierbar mit
F ′(x) =

3
2 x
1
2 sin(x−1)− x− 12 cos(x−1) , x > 0 ,
0 , x = 0 .
Die Differenzierbarkeit in Punkten aus (0, 1] ist nach der Produktregel klar. Die
Differenzierbarkeit in x = 0 folgt aus
F ′(0) = lim
→0
0<
F ()− F (0)
− 0 = lim→0
0<

1
2 sin(−1) = 0
Die Funktion f = F ′ ist in x = 0 unstetig und in (0, 1] unendlich oft stetig
differenzierbar. Weil x 7→ x− 12 cos(x−1) auf (0, 1] eine unbeschra¨nkte Funktion
definiert, ist f auf [0, 1] unbeschra¨nkt. Also ist f nach Satz 17.10 keine inte-
grierbare Funktion. Nach Konstruktion ist F eine Stammfunktion von f . 
Leibniz-Schreibweise 17.22. In der Leibniz-Schreibweise werden Ableitungen
als Differentialquotient
F ′(x) =
dF
dx
(x)
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notiert. Nach dem ersten Hauptsatz gilt
[F (x)]ba = F (b)− F (a) =
∫ b
a
dF
dx
(x) dx .
Allerdings setzt diese Formel voraus, dass F differenzierbar und F ′ integrierbar
ist. Das Beispiel 17.21 zeigt, dass die zweite Voraussetzung nicht erfu¨llt zu sein
braucht, wenn die erste Voraussetzung erfu¨llt ist.
Der erste Version des Hauptsatzes gibt eine Antwort auf die eingangs ge-
stellte Rekonstruktionsfrage (1). Der zweite Version beantwortet die Frage (2)
nach der Existenz von Stammfunktionen.
Satz 17.23 (Hauptsatz. Zweite Version). Seien a, b ∈ R mit a < b gegeben. Sei
f : [a, b]→ R eine stetige Funktion. Dann gelten:
(1) f ist integrierbar.
(2) Die Funktion F : [a, b]→ R mit
F (ξ) =
∫ ξ
a
f(x) dx
ist eine Stammfunktion von f mit F (a) = 0.
Beweis. Sei f : [a, b] → R stetig. Dann sind alle Einschra¨nkungen f | [a, ξ] mit
ξ ∈ [a, b] integrierbar. Also existieren sa¨mtliche Integrale, die die Funktion F
definieren. Sei ξ ∈ [a, b]. Wir zeigen, dass F in ξ differenzierbar ist. Fu¨r alle
x ∈ [a, b] mit x 6= ξ gilt
F (x)− F (ξ)
x− ξ − f(ξ) =
1
x− ξ
∫ x
ξ
(f(t)− f(ξ)) dt .
Sei  > 0. Weil f in ξ stetig ist, gibt es δ > 0 mit
|f(t)− f(ξ)| ≤ 
fu¨r t ∈ [a, b] mit |t− ξ| ≤ δ. Aus den fundamentalen Ungleichungen folgt∣∣∣∣F (x)− F (ξ)x− ξ − f(ξ)
∣∣∣∣ ≤ 1|x− ξ| ·  · |x− ξ| = 
fu¨r x, ξ ∈ [a, b] mit x 6= ξ und |x− ξ| ≤ δ. Folglich ist F in ξ differenzierbar mit
F ′(ξ) = f(ξ) .
Außerdem gilt F (ξ) = 0. Damit ist der Beweis beendet.
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Beispiel 17.24. Die Funktion f : R+ → R mit f(t) = 1/t ist stetig. Nach dem
zweiten Hauptsatz 17.23 ist F : R+ → R mit
F (ξ) =
∫ ξ
1
dx
x
fu¨r alle ξ > 0 eine Stammfunktion von f mit F (1) = 0. Siehe Beispiel 17.32. 
Es gibt integrierbare Funktionen, die keine Stammfunktionen besitzen. Wie
Beispiel 17.26 zeigt, reicht ein einziger Unstetigkeitspunkt aus, um die Existenz
von Stammfunktionen auszuschließen. Wir beno¨tigen fu¨r dieses Beispiel den
Zwischenwertsatz 17.25 fu¨r Ableitungen.
Satz 17.25 (Zwischenwertsatz fu¨r Ableitungen). Seien a, b ∈ R mit a < b
gegeben. Sei F : [a, b] → R eine differenzierbare Funktion mit F ′(a) 6= F ′(b).
Dann gibt es zu jeder reellen Zahl η ∈ R mit
min{F ′(a), F ′(b)} < η < max{F ′(a), F ′(b)}
eine reelle Zahl ξ ∈ (a, b) mit η = F ′(ξ).
Wir heben ausdru¨cklich hervor, dass in Satz 17.25 die Stetigkeit der ersten
Ableitung nicht vorausgesetzt wird.
Beispiel 17.26 (Eine integrierbare Funktion ohne Stammfunktionen). Sei f :
[−1, 1]→ R die integrierbare Funktion mit
f(x) =
 0 , x ∈ [−1, 0) ,1 , x ∈ [0, 1] .
Die Funktion F : [−1, 1]→ R mit
F (x) =
∫ x
−1
f(t) dt =
 0 , x ∈ [−1.0) ,x , x ∈ [0, 1]
ist im Nullpunkt nicht differenzierbar. Also ist F keine Stammfunktion von f .
Die Funktion f kann nach 17.25 keine Stammfunktion besitzen. Andernfalls
mu¨sste f jeden Wert zwischen f(−1) = 0 und f(1) = 1 annehmen. Aber es gilt
(∀x ∈ [−1, 1] \ {0}) : F ′(x) = f(x) .
Das heißt, in allen Punkten, in denen f stetig ist, ist F differenzierbar und die
Ableitung von F stimmt mit dem Funktionswert von f u¨berein. Siehe Haupt-
satzvariante 17.27 und Beispiel 17.28. 
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Satz 17.27 (Hauptsatz. Dritte Version). Seien a, b ∈ R mit a < b gegeben.
Sei ξ ∈ [a, b] ein beliebiger Punkt. Sei dann f : [a, b] → R eine integrierbare
Funktion und F : [a, b]→ R die wohldefinierte Funktion mit
F (x) =
∫ x
a
f(t) dt .
Dann gelten die folgenden Aussagen (1), (2), (3), (4), (5).
(1) f ist beschra¨nkt.
(2) Fu¨r alle x, y ∈ [a, b] gilt
|F (x)− F (y)| ≤
(
sup
a≤ξ≤b
|f(ξ)|
)
· |x− y| .
(3) F ist Lipschitz-stetig.
(4) Wenn f in ξ stetig ist, dann ist F in ξ differenzierbar mit
F ′(ξ) = f(ξ) .
(5) Wenn f stetig ist, dann ist F eine Stammfunktion von f .
Beispiel 17.28 (Sa¨gezahnfunktion mit zwei Za¨hnen. Fortsetzung von 17.16).
Die Funktion f : [0, 2]→ R mit
f(x) =

x , x ∈ [0, 1) ,
x− 1 , x ∈ [1, 2) ,
0 , x = 2
ist Riemann-integrierbar. Die Funktion
F (x) =
∫ x
0
f(t) dt =

1
2 x
2 , x ∈ [0, 1]
1
2 x
2 − x+ 1 , x ∈ [1, 2]
ist stetig. Außerhalb der beiden Unstetigkeitsstellen x = 1 und x = 2 der
Sa¨gezahnfunktion f ist F differenzierbar mit
(∀x ∈ [0, 2] \ {1, 2}) : F ′(x) = f(x) .
Siehe Satz 17.27. 
Eine Tafel mit den ersten Ableitungen stetig differenzierbarer Funktionen
kann als Integraltafel gelesen werden. Dies folgt aus der zweiten Version 17.23
des Hauptsatzes. Partielle Integration und Substitutionregel ergeben weitere
Mo¨glichkeiten, Integrale zu bestimmen.
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Satz 17.29 (Partielle Integration). Seien a, b ∈ R mit a < b und f , g : [a, b]→
R stetig differenzierbare Funktionen. Dann gelten:
(1) Die Funktionen f ′g : [a, b]→ R und fg′ : [a, b]→ R sind stetig und daher
integrierbar.
(2) Es gilt ∫ b
a
f ′(x)g(x) dx = [f(x)g(x)]ba −
∫ b
a
f(x)g′(x) dx .
Beweis. Aussage (1) ist klar. Die Stetigkeitsaussagen folgen aus der Regel (3) in
Satz 6.15. Die Integrierbarkeit von f ′g und fg′ Satz folgen dann aus 17.7. Mit
dem Hauptsatz 17.18 und der Produktregel (3) fu¨r differenzierbare Funktionen
in Satz 10.14 folgt
f(b)g(b)− f(a)g(a) =
∫ b
a
(fg)′(x) dx =
∫ b
a
(f ′(x)g(x) + f(x)g′(x)) dx .
Damit ist auch (2) bewiesen.
Beispiel 17.30. Fu¨r x ∈ R+ gilt∫ x
1
log(t) dt =
∫ x
1
1 · log(t) dt
=
∫ x
1
t′ · log(t) dt
= [t log(t)]x1 −
∫ x
1
t · log′(t) dt
= [t log(t)]x1 −
∫ x
1
1 dt
= x log(x)− x+ 1 .
Die Funktion F : R+ → R mit
F (x) = x log(x)− x+ 1
ist eine Stammfunktion des Logarithmus mit F (1) = 0. 
Satz 17.31 (Substitutionsregel). Seien a, b ∈ R mit a < b und α, β ∈ R mit
α < β gegeben. Es seien die Voraussetzungen (1), (2), (3) erfu¨llt.
(1) f : [a, b]→ R sei stetig.
(2) ϕ : [α, β]→ R sei stetig differenzierbar.
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(3) ϕ([α, β]) ⊆ [a, b].
Dann gelten die folgenden Aussagen (4) und (5).
(4) Die Funktionen x 7→ f(x) und t 7→ f(ϕ(t))ϕ′(t) sind auf den Intervallen
ϕ([α, β]) respektive [α, β] stetig und daher integrierbar.
(5) Es gilt ∫ ϕ(β)
ϕ(α)
f(x) dx =
∫ β
α
f(ϕ(t))ϕ′(t) dt .
Beweis. Aussage (4) ist klar. Dabei verwenden wir die Sa¨tze 6.15, 6.16 und 17.7.
Nachweis von (5). Nach dem Hauptsatz 17.23 besitzt die Funktion f Stamm-
funktionen. Sei F eine Stammfunktion von f . Mit der Kettenregel 10.15 fu¨r
differenzierbare Funktionen und dem Hauptsatz 17.18 erhalten wir∫ β
α
f(ϕ(t))ϕ′(t) dt =
∫ β
α
F ′(ϕ(t))ϕ′(t) dt
=
∫ β
α
(F ◦ ϕ)′(t)) dt
= F (ϕ(β))− F (ϕ(α))
=
∫ ϕ(β)
ϕ(α)
F ′(x) dx =
∫ ϕ(β)
ϕ(α)
f(x) dx .
Damit ist (5) bewiesen. Im Beweis der Substitutionsregel verwenden wir bei-
de Versionen des Hauptsatzes der Differential- und Integralrechnung sowie die
Kettenregel fu¨r die Ableitung.
Als erste Anwendung der Substitutionsregel zeigen wir die Existenz einer
Funktion auf [0,∞), die die Wachstumsbedingung und das Logarithmengesetz
aus Satz 3.1 erfu¨llt. Der Logarithmus kann demnach mit Hilfe der Integralrech-
nung definiert werden. Die alte Definition des Funktionswertes log(x) einer Stelle
x > 0 la¨sst sich nach den Ausfu¨hrungen in 17.9 als Grenzwert einer geeigneten
Riemann-Folge deuten.
Beispiel 17.32 (Logarithmus). Wir definieren f : (0,∞)→ R durch
(∀ξ ∈ R+) : f(ξ) =
∫ ξ
1
du
u
.
Es gilt f(1) = 0. Nach dem Hauptsatz 17.23 ist f auf (0,∞) differenzierbar mit
(∀ξ ∈ R+) : f ′(ξ) = 1
ξ
.
Die Integralrechung zeigt außerdem, dass die Funktion f das Logarithmengesetz,
die Wachstumsbedingung und die Grenzwertdarstellung aus Satz 3.1 erfu¨llt.
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(1) Seien x, y ∈ (0,∞) beliebig gewa¨hlt. Sei ϕ : (0,∞)→ R die Funktion mit
ϕ(t) = ty , ϕ′(t) = y , ϕ(1) = y , ϕ(x) = xy .
Die Intervalladditivita¨t des Integrales und Substitutionsregel liefern das
Logarithmengesetz
f(xy) =
∫ xy
x
du
u
=
∫ xy
y
du
u
+
∫ y
1
du
u
=
∫ x
1
y dt
ty
+
∫ y
1
du
u
= f(x) + f(y) .
(2) Zuerst betrachten wir den Fall x ∈ [1,∞). Aus der Definition von f ,
der Positivita¨t der Integrale und den fundamentalen Ungleichungen fu¨r
Integrale folgt
(∀x ∈ [1,∞)) : 0 ≤ f(x) =
∫ x
1
du
u
≤ 1 · |x− 1| = x− 1 .
Nun betrachten wir x ∈ (0, 1]. Die Positivita¨t des Integrals liefert
0 ≤ 1− x =
∫ 1
x
1 du ≤
∫ 1
x
du
u
= −f(x) .
Damit erhalten wir
(∀x ∈ (0, 1]) : f(x) ≤ x− 1 ≤ 0 .
(3) In Beispiel 17.9 haben wir das definierende Integral mit Hilfe einer passend
gewa¨hlten Riemann-Folge ausgewertet und gezeigt, dass
(∀x ∈ R+) : f(x) = lim
n→∞n(
n
√
x− 1)
gilt. Siehe Satz 3.1. 
Leibniz-Schreibweise 17.33. In der Leibniz-Schreibweise nimmt die Substi-
tutionsregel die sugestive Form∫ x2
x1
f(x) dx =
∫ x(t2)
x(t1)
f(x) dx =
∫ t2
t1
f(x(t))
dx
dt
dt
an. Dabei gehen die Integrale und ihre Grenzen durch die formalen Ersetzungen
x = x(t) , x1 = x(t1) , x2 = x(t2) , dx =
dx
dt
dt
auseinander hervor. Außerdem werden gewisse Ausdru¨cke formal durch Ku¨rzen
eliminiert. Das Ergebnis dieser Manipulationen ist sorgfa¨ltig zu begru¨nden.
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Jetzt wird auch klar, warum die Integrationsvariable x als Differential dx am
Ende des Integralsymbols wiederholt wird.
Die Leibniz-Schreibweise ist von großem heuristischen Wert. Allerdings ist
manchmal einige Umsicht erforderlich, wie die Ero¨rterung des Integralsatzes
von Gauß-Green in 21.3 zeigt.
Integranden, die rationale Funktionen in x und
√
1− x2 sind, ko¨nnen durch
die vier Standard-Substitutionen
x = ϕ1(t) = ± cos(t) , x = ϕ2(t) = ± sin(t)
in Integranden umgeformt werden, die rationale Funktionen in cos(t) und sin(t)
sind.
Beispiel 17.34 (Substitution und partielle Integration). Es gilt∫ 1
−1
√
1− x2 dx =
∫ pi
0
sin2(t) dt =
∫ pi
0
cos2(t) = pi2 .
Die Substitution x = ϕ(t) mit
x = ϕ(t) = − cos(t) , ϕ(0) = −1 , ϕ(pi) = 1 , ϕ′(t) = sin(t)
liefert ∫ 1
−1
√
1− x2 dx =
∫ − cos(pi)
− cos(0)
√
1− x2 dx
=
∫ pi
0
√
1− cos2(t) sin(t) dt
=
∫ pi
0
sin2(t) dt .
Die Funktion t 7→ − cos(t) ist auf dem Intervall [0, pi] streng monoton wachsend.
Partielle Integration ergibt∫ pi
0
sin2(t) dt = −
∫ pi
0
cos′(t) sin(t) dt
= −[cos(t) sin(t)]pi0 +
∫ pi
0
cos(t) sin′(t) dt
=
∫ pi
0
cos2(t) dt .
Aus dem Satz des Pythagoras und der Normierung des Integrals folgt∫ pi
0
cos2(t) dt+
∫ pi
0
sin2(t) dt =
∫ pi
0
1 dt =
∫ pi
0
dt = pi .
Siehe Beispiel 19.3. Nun folgt die Behauptung. 
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Integranden, die rationale Funktionen in cos(x) und sin(x) sind, ko¨nnen
durch die Standard-Substitution
t = tan
(x
2
)
, x = ϕ(t) = 2 arctan(x)
in Integranden umgeformt werden, die rationale Funktionen in t sind. Dabei
gelten die Beziehungen
cos(x) =
1− t2
1 + t2
, sin(x) =
2t
1 + t2
, ϕ′(t) =
2
1 + t2
.
Beispiel 17.35. Es gilt∫ pi
2
0
1
1 + cos(x) + sin(x)
dx = log(2) .
Der Nennner des Integranden hat im Intervall [0, pi2 ] keine Nullstelle. Es gilt
2 ≤ 1 + cos(x) + sin(x) ≤ 1 +
√
2
fu¨r alle x ∈ [0, pi2 ]. Die Standard-Substitution liefert∫
1
1 + cos(x) + sin(x)
dx =
∫
1
1 +
1− t2
1 + t2
+
2t
1 + t2
· 2
1 + t2
dt
=
∫
2(
1 +
1− t2
1 + t2
+
2t
1 + t2
)
· (1 + t2)
dt
=
∫
1
1 + t
dt
= log |1 + t|+ c1
= log
∣∣∣1 + tan(x
2
)∣∣∣+ c2 .
Hier haben wir die Substitutionsregel zur Berechnung des unbestimmten Inte-
grals verwendet. Bei dieser Vorgehensweise ist vor dem Einsetzen der gegebenen
Grenzen 0 und pi2 noch die Ru¨cksubstitution vorzunehmen. Einsetzen der Gren-
zen ergibt∫ pi
2
0
1
1 + cos(x) + sin(x)
dx =
[
log
∣∣∣1 + tan(x
2
)∣∣∣]pi2
0
= log
∣∣∣1 + tan(pi
4
)∣∣∣− log |1 + tan(0)|
= log |1 + 1| − log |1| = log(2) .

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Treten Wurzeln im Integranden auf, dann ist es manchmal erfolgreich, den
Radikanden zu substituieren.
Beispiel 17.36. Es gilt ∫ 2
0
3x7 − 21x3√
x4 + 9
dx = 1 .
Die Substitution
x4 + 9 = t , x = ϕ(t) , t = t(x) ,
dt
dx
= 4x3 , ϕ′(t) =
dx
dt
=
1
4x3
des Integranden ergibt∫ 2
0
3x7 − 21x3√
x4 + 9
dx = 34
∫ 25
9
(t− 16)√
t
dt
= 34
[
2
3 t
√
t− 32√t
]25
9
=
[√
x4 + 9
{
1
2x
4 − 392
}]2
0
= 1 .

Wir lassen nun zu, dass sich die Grenzen stetig differenzierbar vera¨ndern.
Dabei setzen wir voraus, dass der Integrand stetig ist.
Satz 17.37 (Variable Grenzen). Seien a, b ∈ R mit a < b gegeben. Es seien die
Voraussetzungen (1), (2), (3) erfu¨llt.
(1) f : [a, b]→ R sei stetig.
(2) ϕ, ψ : [a, b]→ R seien stetig differenzierbar.
(3) ϕ([a, b]) ⊆ [a, b], ψ([a, b]) ⊆ [a, b].
Dann ist die Funktion F : [a, b]→ R mit
F (x) =
∫ ψ(x)
ϕ(x)
f(t) dt
differenzierbar. Es gilt
F ′(x) = f(ψ(x))ψ′(x)− f(ϕ(x))ϕ′(x)
fu¨r alle x, y ∈ [a, b].
Abschließend behandeln wir die Differentiation unter dem Integral. Dabei
handelt des sich um die Vertauschung der beiden Grenzprozesse Differentiation
und Integration.
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Satz 17.38 (Differentiation unter dem Integral). Seien a, b ∈ R mit a < b und
α, β ∈ R mit α < β gegeben. Es seien die Voraussetzungen (1), (2) erfu¨llt.
(1) f : [a, b]× [α, β]→ R sei stetig.
(2) Die partielle Ableitung ∂2f : [a, b]× [α, β]→ R mit
(∂2f)(t, x) = lim
ξ→x
f(t, ξ)− f(t, x)
ξ − x
existiere und sei stetig.
Dann ist die Funktion F : [α, β]→ R mit
F (x) =
∫ b
a
f(t, x) dt
differenzierbar. Es gilt
F ′(x) =
∫ b
a
(∂2f)(t, x) dt .
fu¨r alle x ∈ [α, β].
Leibniz-Schreibweise 17.39. Wir schreiben Satz 17.38 in der suggestiven
Form
d
dx
∫ b
a
f(t, x) dt =
∫ b
a
∂f
∂x
(t, x) dt .
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18 Erga¨nzung: Das Integrabilita¨tskriterium von
Lebesgue
Satz und Definition 18.1 (Nullmengen).
(1) Eine Menge A heißt endlich, wenn eine der beiden folgenden Alternativen
(i) oder (ii) erfu¨llt ist.
(i) A = ∅.
(ii) Es gibt n ∈ N und eine bijektive Abbildung ϕ : {1, . . . , n} → A.
(2) Eine Menge A heißt abza¨hlbar unendlich, wenn es eine bijektive Abbildung
ϕ : N→ A gibt.
(3) Eine Menge heißt abza¨hlbar, wenn sie entweder endlich oder abza¨hlbar
unendlich ist.
(4) Eine Menge A ist genau abza¨hlbar, wenn es eine Teilmenge N ⊆ N und
eine bijektive Abbildung ϕ : N → A gibt. Die Abbildung ϕ heißt dann eine
Abza¨hlung der Menge A.
(5) Eine Teilmenge A ⊆ R heißt eine Nullmenge, wenn es zu jeder positiven
reellen Zahl  ∈ R+ eine Teilmenge N ⊆ N und reelle Zahlen aν , bν ∈ R
fu¨r alle ν ∈ N derart gibt, dass die beiden folgenden Bedingungen (i) und
(ii) erfu¨llt sind.
(i) A ⊆
⋃
ν∈N
[aν , bν ] .
(ii)
∑
ν∈N
|bν − aν | ≤  .
Im Fall N = ∅ ist die Vereinigungsmenge in (i) die leere Menge und die
Summe in (ii) gleich 0.
(6) Alle abza¨hlbaren Teilmengen von R sind Nullmengen.
(7) Die Vereinigung von abza¨hlbar vielen Nullmengen ist eine Nullmenge.
(8) Die Cantor-Menge C ist eine u¨berabza¨hlbare Nullmenge. Siehe 8.1.
Satz 18.2 (Integrabilita¨tskriterium von Lebesgue). Seien a, b ∈ R mit a < b
gegeben. Eine beschra¨nkte Funktion f : [a, b] → R ist genau dann Riemann-
integrierbar, wenn es eine Nullmenge A ⊆ R derart gibt, dass f in allen Punkten
der Menge [a, b] \A stetig ist.
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19 Geometrische Anwendungen des Integrals
Wir beginnen diesen Abschnitt mit einer geometrischen Deutung des Riemann-
Integrals. Aus der geometrischen Deutung der Riemann-Summen ergibt sich eine
Deutung als Fa¨cheninhalt. Wir betrachten in diesem Abschnitt ebener Bereiche
erster Art. Im Abschnitt u¨ber das Doppelintegral fu¨hren wir diese U¨berlegungen
weiter. Als zweite Anwendung berechnen wir die La¨nge stetig differenzierbarer
ebener Wege.
Sei f : [a, b] → R eine integrierbare nicht-negative Funktion. Die Riemann-
Summen S(f, Z, ξ) und die Ober- und Untersummen S(f, Z) respektive s(f, Z)
lassen sich als Summen von Fla¨cheninhalten achsenparalleler Rechtecke deuten.
Diese Summen approximieren den Fla¨cheninhalt der Fla¨che unter dem Graphen
von f . Das bestimmte Integral ∫ b
a
f(x) dx
betrachten wir als Fla¨cheninhalt der Fla¨che unter dem Graphen von f .
Definition 19.1. Seien a, b ∈ R mit a ≤ b. Seien ϕ, ψ : [a, b]→ R integrierbare
Funktionen mit ϕ(x) ≤ ψ(x) fu¨r alle x ∈ [a, b]. Die Menge
B = {(x, y) ∈ R2 | ϕ(x) ≤ y ≤ ψ(x) , a ≤ x ≤ b}
heißt die Fla¨che zwischen den Graphen von ϕ und ψ. Wir nennen
A(B) =
∫ b
a
((ψ(x)− ϕ(x)) dx
den Fla¨cheninhalt von B. Im Fall, dass ϕ die Nullfunktion ist, heißt die Menge
B die Fla¨che unterhalb des Graphen von ψ. Wenn die Funktionen ϕ und ψ
stetig sind, dann nennen wir die Menge B einen ebenen Bereich erster Art.
Ebene Bereiche erster Art sind kompakte Teilmengen von R2.
Beispiel 19.2 (Ebenes Dreieck). Seien b, h ∈ R+ und ξ ∈ (0, b) gegeben. Sei
f : [0, b]→ R durch
f(x) =

hx
ξ
, x ∈ [0, ξ] ,
h− h(x− ξ)
b− ξ , x ∈ [ξ, b]
definiert. Die Fla¨che B unter dem Graphen von f ist das ebene Dreiecks mit
den Eckpunkten (0, 0)t, (b, 0)t und (ξ, h)t. Es gilt
A(B) =
∫ b
0
f(x) dx
=
∫ ξ
0
hx
ξ
dx+
∫ b
ξ
(
h− h(x− ξ)
b− ξ
)
dx
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=
hξ
2
+ h(b− ξ)− h(b
2 − ξ2)
2(b− ξ) + hξ =
hb
2
in U¨bereinstimmung mit der Formel fu¨r den elementargeometrischen Fla¨chen-
inhalt ebener Dreiecke. 
Beispiel 19.3 (Die Kreiszahl pi). Seien ϕ, ψ : [−1, 1]→ R durch
ϕ(x) = −
√
1− x2 , ψ(x) =
√
1− x2
definiert. Die Fla¨che B zwischen den Graphen der Funktionen ϕ und ψ ist
die abgeschlossene Kreisscheibe um den Nullpunkt vom Radius Eins. Mit dem
Ergebnis aus Beispiel 17.34 ergibt sich
A(B) = 2
∫ 1
−1
√
1− x2 dx = pi .
Das Ergebnis von Archimedes wird von der Differential- und Integralrechnung
reproduziert. Nach den Aussagen (9) und (10) des Satzes 5.3 ist pi2 die kleinste
positive Nullstelle des Cosinus. Siehe Beispiel 19.11. 
Wir wenden uns nun den ebenen Wegen zu. Der R2 sei mit der euklidischen
Norm ‖ . ‖ versehen.
Definition 19.4. Seien a, b ∈ R mit a < b. Eine Funktion f : [a, b]→ R heißt
stu¨ckweise stetig differenzierbar, wenn es eine Zerlegung
a = t0 < t1 < . . . < tn = b
von [a, b] derart gibt, dass sich die Einschra¨nkungen f | (tk−1, tk) auf [tk−1, tk]
stetig differenzierbar fortsetzen lassen. Wir nennen eine solche Zerlegung eine
ausgezeichnete Zerlegung der Funktion f . Wenn f stetig differenzierbar ist, dann
ist f stu¨ckweise stetig differenzierbar.
Definition 19.5 (Ebene Wege). Seien a, b ∈ R mit a < b gegeben.
(1) Ein ebener Weg ist eine stetige Abbildung
γ : [a, b]→ R2 , γ(t) =
(
γ1(t)
γ2(t)
)
.
Die Komponentenfunktionen γi : [a, b] → R2 von γ sind folglich stetig.
Das Intervall [a, b] ist das Parameterintervall von γ.
(2) Ein ebener Weg γ : [a, b] → R2 heißt einfach geschlossen, wenn γ(a) =
γ(b) gilt und die Einschra¨nkung γ | (a, b) injektiv ist.
(3) Ein ebener Weg γ : [a, b]→ R2 heißt differenzierbar, stetig differenzierbar
respektive stu¨ckweise stetig differenzierbar, wenn die beiden Komponenten-
funktionen γ1 und γ2 diese Eigenschaften besitzen.
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Definition 19.6 (Geschwindigkeit). Seien a, b ∈ R mit a < b. Sei
γ : [a, b]→ R2 , γ(t) =
(
γ1(t)
γ2(t)
)
ein differenzierbarer ebener Weg. Die Abbildung
γ′ : [a, b]→ R2 , γ′(t) =
(
γ′1(t)
γ′2(t)
)
heißt das Geschwindigkeitsfeld des Weges γ. Entsprechend heißen γ′(t) und
‖γ′(t)‖ der Geschwindigkeitsvektor respektive die Geschwindigkeit zum Para-
meterwert t ∈ [a, b].
Die Definition 19.6 kann auf stu¨ckweise stetig differenzierbare Wege sinn-
gema¨ß u¨bertragen werden.
Definition 19.7 (La¨nge eines Weges). Seien a, b ∈ R mit a < b. Sei
γ : [a, b]→ R2 , γ(t) =
(
γ1(t)
γ2(t)
)
ein ebener Weg. Sei Z ∈ Z(a, b) eine Zerlegung mit den Teilungspunkten
a = t0 < t1 < . . . < tn = b .
Wir nennen die Summe
sγ(Z) =
n∑
k=1
‖γ(tk)− γ(tk−1)‖
die La¨nge des Polygonzuges, der dem Weg γ mittels Z einbeschrieben ist. Wenn
die Bedingung
(∃s ∈ R≥0) : s = sup
Z∈Z(a,b)
sγ(Z)
erfu¨llt ist, dann heißt der ebene Weg γ rektifizierbar. In diesem Fall wird die
reelle Zahl s die La¨nge des ebenen Weges γ genannt und mit L(γ) bezeichnet.
Nach diesen Vorbereitungen ko¨nnen wir die folgenden beiden Fragen unter-
suchen:
(1) Welche ebenen Wege sind rektifizierbar?
(2) Wie la¨sst sich ihre La¨nge berechnen?
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Wieder lassen wir uns vom ersten Mittelwertsatz leiten. Wir nehmen an,
dass der ebene Weg stetig differenzierbar ist. Fu¨r die Komponenten gilt
|γi(tk)− γi(tk−1)| ≈ |γ′i(ξk)| · (tk − tk−1) ,
wobei die ξk ∈ [tk−1, t − k] irgendwelche Zwischenpunkte sind. Es gibt im All-
gemeinen keine Zwischenpunkte derart, dass in beiden Na¨herungen simultan
Gleichheit gilt. Wir erhalten
sγ(Z) =
n∑
k=1
‖γ(tk)− γ(tk−1)‖ ≈
n∑
k=1
‖γ′(ξk)‖ · (tk − tk−1)
und vermuten, dass dem Grenzwert rechter Hand beim Grenzu¨bergang |Z| → 0
die Supremumsbildung linker Hand entspricht. Eine sorgfa¨ltige Beweisfu¨hrung
besta¨tigt diese Vermutung.
Bevor wir den Satz u¨ber die Rektifizierbarkeit von Wegen formulieren, erwei-
tern wir die Definition des Riemann-Integrals. Offenbar kann eine integrierbare
Funktion an endlich vielen Stellen abgea¨ndert werden, ohne dass sich der Wert
des Integrales a¨ndert. Daher kann zugelassen werden, dass der Integrand an
endlich vielen Stellen nicht definiert ist.
Definition 19.8 (Erga¨nzung von Definition 17.2). Seien a, b ∈ R mit a < b
gegeben. Sei
a = t0 < t1 < . . . < tn = b
eine Zerlegung des Intervalles [a, b] und D ⊆ R eine Teilmenge mit
[a, b] \ {t0, . . . , tn} ⊆ D ⊆ [a, b] .
Eine Funktion f : D → R heißt integrierbar u¨ber [a, b], wenn die Einschra¨n-
kungen f | (tk−1, tk) integrierbare Fortsetzungen fk : [tk−1, tk]→ R besitzen. Im
Falle der Integrierbarkeit setzen wir∫ b
a
f(t) dt =
n∑
k=1
∫ tk
tk−1
fk(t) dt .
Satz 19.9. Seien a, b ∈ R mit a < b gegeben. Sei
γ : I → R2 , t 7→ γ(t) =
(
γ1(t)
γ2(t)
)
ein stu¨ckweise stetig differenzierbarer ebener Weg. Dann ist γ rektifizierbar mit
L(γ) =
∫ b
a
‖γ′(t)‖ dt .
Das Integral ist dabei im Sinne von Definition 19.8 aufzufassen.
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Beispiel 19.10 (Geradenstu¨ck). Seien x, y ∈ R2 beliebige Punkte. Der diffe-
renzierbare Weg
γ : [0, 1]→ R2 , γ(t) = x+ t(y − x)
verbindet x und y la¨ngs eines Geradenstu¨cks. Es gilt
L(γ) =
∫ 1
0
‖γ′(t)‖ dt =
∫ 1
0
‖y − x‖ dt = ‖y − x‖ .
Die La¨nge eines geraden Weges ist gleich dem euklidischen Abstand der End-
punkte. Vergleiche Definition 19.7. 
Beispiel 19.11 (Umfang des Einheitskreises). Der stetig differenzierbare Weg
γ : [0, 2pi]→ R2 , γ(t) =
(
cos(t)
sin(t)
)
durchla¨uft jeden Punkt x 6= (1, 0) des Einheitskreises um den Nullpunkt genau
einmal. Es gilt
L(γ) =
∫ 2pi
0
‖γ′(t)‖ dt =
∫ 2pi
0
dt = 2pi .
Das Ergebnis von Archimedes wird von der Differential- und Integralrechnung
reproduziert. Siehe Beispiel 19.3. 
Der Parameterbereich eines ebenen Weges ist nach Definiton ein kompaktes
Intervall. Oft ist sinnvoll beliebige Intervalle als Parameterbereiche zuzulassen.
Wir sprechen dann von ebenen Kurven. Als Beispiel behandeln wir in 19.13 die
logarithmischen Spiralen.
Definition 19.12 (Ebene Kurven). Sei I ⊆ R ein zula¨ssiges Intervall.
(1) Eine stetige Abbildung γ : I → R2 heißt eine ebene Kurve.
(2) Sei k ∈ N. Eine ebene Kurve
γ : I → R2 , t 7→ γ(t) =
(
γ1(t)
γ2(t)
)
heißt k-mal differenzierbar, k-mal stetig differenzierbar oder unendlich oft
stetig differenzierbar, wenn die beiden Komponentenfunktionen γi : I → R
mit i = 1, 2 diese Eigenschaft besitzen.
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Beispiel 19.13 (Logarithmische Spiralen). Sei E2 = {e1, e2} die kanonische
Basis des R2. Seien α, β ∈ R mit α > 0 und β 6= 0 gegeben. Die Funktion
r : R→ R mit
r(θ) = αeβθ > 0
ist unendlich oft stetig differenzierbar und streng monoton. Die unendlich oft
differenzierbare Kurve γ : R→ R2 mit
γ(θ) =
(
r(θ) cos(θ)
r(θ) sin(θ)
)
ist die logarithmische Spirale mit den Parametern α und β.
Den Fall β = 0 lassen wir hier fort. In diesem Fall wird die Kreislinie vom
Radius α um den Nullpunkt unendlich oft durchlaufen. Siehe Beispiel 19.11.
Außerdem ko¨nnen wir uns auf den Fall β > 0 beschra¨nken, indem wir gegebe-
nenfalls θ durch −θ ersetzen.
Eine geometrische Interpretation der Parameter α und β wird in den Unter-
abschnitten (3), (6), (7) gegeben. Fu¨r alle θ ∈ R gelten
‖γ(θ)‖ = r(θ) > 0 , cos(](γ(θ), e1)) = cos(θ) , ](γ(θ), e1) ∈ [0, pi] .
Der reelle Parameter θ wird als orientierter Winkel gedeutet. Das Paar (r(θ), θ)
die Darstellung des Kurvenpunktes γ(θ) in ebenen Polarkoordinaten. Die Polar-
achse θ = 0 ist die erste Koordinatenachse Re1. Der Strahl
Γ(θ) = {tγ(θ) ∈ R2 | t ≥ 0}
mit dem Nullpunkt als Anfangspunkt heißt Polstrahl durch den Punkt γ(θ).
Wir betrachten nur den Fall β > 0.
(1) Die Funktion r : R→ R ist streng monoton wachsend. Es gelten
r(0) = α , lim
θ→−∞
r(θ) = 0 , lim
θ→∞
r(θ) =∞ .
(2) Fu¨r alle θ ∈ R gilt γ(θ) 6= 0. Es gilt
lim
θ→−∞
γ(θ) = 0 .
Die Kurve γ zieht sich fu¨r θ → −∞ spiralig auf den Nullpunkt zusammen,
ohne diesen Punkt zu erreichen. Der Nullpunkt ist ein asymptotischer
Punkt. Der Nullpunkt heißt Pol der Spirale.
(3) Die Kurve γ schneidet die Polachse genau dann, wenn θ = kpi mit k ∈ Z
gilt. Insbesondere fu¨r θ = 0 gilt
γ(0) = αe1 .
(4) Die Kurve γ umla¨uft den Nullpunkt spiralfo¨rmig mit unbeschra¨nkt wach-
sendem Radius r(θ) fu¨r θ → ∞. Dabei wird der Nullpunkt unendlich oft
im positiven Sinn umlaufen.
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(5) Sei θ ∈ R. Wir berechnen den Geschwindigkeitsvektor γ′(θ) und seine
euklidische Norm ‖γ′(θ)‖. Komponentenweises Differenzieren ergibt
γ′(θ) =
(
r′(θ) cos(θ)− r(θ) sin(θ)
r′(θ) sin(θ) + r(θ) cos(θ)
)
=
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)(
r′(θ)
r(θ)
)
.
Weil die ebenen Drehmatrizen
D(θ) =
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
die euklidische Norm erhalten, folgt
‖γ′(θ)‖ =
√
(r′(θ))2 + (r(θ))2 .
(6) Sei θ ∈ R. Wir berechnen den Winkel
](γ′(θ), γ(θ)) ∈ [0, pi]
unter dem die Spirale γ im Punkt γ(θ) den Polstrahl Γ(θ) schneidet. Es
zeigt sich, dass dieser Winkel nicht von θ abha¨ngt. Mit (5) folgt
γ′(θ) · γ(θ) = r′(θ) · r(θ) .
Eine weitere Anwendung von (5) ergibt
cos(](γ′(θ), γ(θ))) = γ
′(θ) · γ(θ)
‖γ′(θ)‖ · ‖γ(θ)‖
=
r′(θ) · r(θ)√
(r′(θ))2 + (r(θ))2 · r(θ)
=
r′(θ)√
(r′(θ))2 + (r(θ))2
=
αβeβθ√
α2β2e2βθ + α2e2βθ
=
β√
β2 + 1
∈ (0, 1) .
Die Spirale γ schneidet im Punkt γ(θ) den entsprechenden Polstrahl Γ(θ)
unter dem Winkel τ ∈ (0, pi2 ) mit
cot(τ) =
cos(τ)
sin(τ)
=
β√
β2 + 1
·
√
β2 + 1
1
= β > 0 .
Der Winkel τ ha¨ngt nicht von θ ab. Dieses Ergebnis hat R. Descartes 1638
gefunden.
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(7) Seien θ1, θ2 ∈ R mit θ1 < θ2 gegeben. Mit L(θ1, θ2) bezeichnen wir die
La¨nge des ebenen Weges, der durch Einschra¨nkung der logarithmischen
Spirale γ auf das kompakte Intervall [θ1, θ2] entsteht. Nach Satz 19.9 gilt
L(θ1, θ2) =
∫ θ2
θ1
‖γ′(θ)‖ dθ
=
∫ θ2
θ1
√
α2β2e2βθ + α2e2βθ dθ
= α
√
β2 + 1
∫ θ2
θ1
eβθ dθ
= α ·
√
β2 + 1
β
· (eβθ2 − eβθ1) .
Fu¨r alle θ2 ∈ R gilt die asymptotische Formel
lim
θ1→−∞
L(θ1, θ2) = α ·
√
β2 + 1
β
· eβθ2 = r(θ2)
cos(τ)
.
Insbesondere fu¨r θ2 = 0 gilt
lim
θ1→−∞
L(θ1, 0) = α ·
√
β2 + 1
β
=
α
cos(τ)
.
Diese Formeln hat E. Torricelli 1645 gefunden.

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20 Das Doppelintegral
In diesem Abschnitt betrachten wir Integrale von Funktionen in zwei Variablen.
Der Einfachheit halber beschra¨nken wir uns auf achsenparallele Rechtecke und
Elementarbereiche als Integrationsbereiche.
Die Ebene R2 sei mit der euklidischen Norm ‖ . ‖ versehen.
Definition 20.1. Seien ai, bi ∈ R mit ai < bi und i = 1, 2 gegeben. Die
Zerlegungen Z1 und Z2 mit den Teilungspunkten
a1 = x0 < x1 < . . . < xn1 = b1 , a2 = y0 < y1 < . . . < yn2 = b2
bilden eine Zerlegung Z = (Z1, Z2) des Rechtecks R = [a1, b1]× [a2, b2] mit der
Feinheit
|Z| = max{|Z1|, |Z2|} .
Die Zwischenpunkte ξk ∈ [xk−1, xk] und ηl ∈ [yl−1, yl] bilden die beiden Zwi-
schenvektoren
Ξ = (ξ1, . . . , ξn1) ∈ Rn1 H = (η1, . . . , ηn2) ∈ Rn2 .
Sei f : R→ R eine reelle Funktion. Die Summe
S(f, Z,Ξ,H) =
n1∑
k=1
n2∑
l=1
f(ξk, ηl) · (xk − xk−1) · (yl − yl−1)
heißt Riemann-Summe von f bezu¨glich Z = (Z1, Z2) und Ξ und H. Sei Z(R)
die Menge der Zerlegungen von R und RS(f) die Menge der Riemann-Summen
von f .
Definition 20.2. Eine Folge (S(f, Zν ,Ξν ,Hν))ν∈N von Riemann-Summen heißt
eine Riemann-Folge von f , wenn die Feinheiten |Zν | eine Nullfolge bilden. Es
sei RF(f) die Menge der Riemann-Folgen von f .
Definition 20.3. Seien ai, bi ∈ R mit ai < bi und i = 1, 2 gegeben. Eine Funk-
tion f : R = [a1, b1]× [a2, b2]→ R heißt Riemann-integrierbar oder integrierbar
u¨ber R, wenn die Bedingung
(∃S ∈ R)(∀(Sν)ν∈N ∈ RF(f)) : Sν → S .
erfu¨llt ist. Im Falle der Existenz heißt die reelle Zahl S das Doppelintegral oder
Integral von f u¨ber R und wird mit
S =
∫∫
R
f =
∫∫
R
f(x, y) d(x, y) =
∫∫
R
f(x, y) dxdy
bezeichnet. Wenn a1 = b1 oder a2 = b2 gilt, dann wird zusa¨tzlich definiert, dass
f integrierbar ist mit ∫∫
R
f(x, y) dxdy = 0 .
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Satz 20.4. Seien ai, bi ∈ R mit ai ≤ bi und i = 1, 2. Sei R = [a1, b1]× [a2, b2].
Dann gelten die folgenden Aussagen:
(1) (Linearita¨t). Seien α, β ∈ R reelle Konstante und f , g : R → R inte-
grierbare Funktionen. Dann ist die Funktion αf+βg : R→ R mit (x, y) 7→
αf(x, y) + βg(x, y) integrierbar. Es gilt∫∫
R
(αf(x, y) + βg(x, y)) dxdy
= α
∫∫
R
f(x, y) dxdy + β
∫∫
R
g(x, y) dxdy .
(2) (Positivita¨t). Sei f : R→ R eine integrierbare Funktion mit f(x, y) ≥ 0
fu¨r alle (x, y) ∈ R. Dann gilt∫∫
R
f(x, y) dxdy ≥ 0 .
(3) (Normierung). Sei f : R → R die konstante Funktion mit f(x, y) = 1
fu¨r alle (x, y) ∈ R ist integrierbar. Es gilt∫∫
R
dxdy =
∫∫
R
1 dxdy =
∫∫
R
f(x, y) dxdy = (b1 − a1) · (b2 − a2) .
(4) (Rechtecks-Additivita¨t). Seien R1, . . . , Rn ⊆ R2 endlich viele kompak-
te achsenparallele Rechtecke mit
R =
n⋃
k=1
Rk ,
die paarweise lediglich Randpunkte gemeinsam haben. Eine Funktion f :
R → R ist genau dann integrierbar, wenn ihre Einschra¨nkungen auf die
Rechtecke Rk integrierbar sind. Wenn f integrierbar ist, gilt∫∫
R
f(x, y) dxdy =
n∑
k=1
∫∫
Rk
f(x, y) dxdy .
Satz 20.5 (Fundamentale Ungleichungen). Seien ai, bi ∈ R mit ai ≤ bi und
i = 1, 2. Sei R = [a1, b1] × [a2, b2]. Sei f : R → R eine integrierbare Funktion.
Dann gelten:
(1) f ist beschra¨nkt. Folglich existiert
‖f‖∞ ≡ sup
(x,y)∈R
|f(x, y)|
in der Menge R der reellen Zahlen.
(2) Es gelten die fundamentalen Ungleichungen∣∣∣∣∫∫
R
f(x, y) dxdy
∣∣∣∣ ≤ ∫∫
R
|f(x, y)| dxdy ≤ (b1 − a1) · (b2 − a2) · ‖f‖∞ .
179
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
Satz 20.6. Seien ai, bi ∈ R mit ai ≤ bi und i = 1, 2 gegeben. Jede stetige
Funktion f : R = [a1, b1]× [a2, b2]→ R ist integrierbar.
Satz 20.7 (Satz von Fubini fu¨r achsenparallele Rechtecke). Seien ai, bi ∈ R
mit ai ≤ bi und i = 1, 2 gegeben. Sei f : R = [a1, b1]× [a2, b2] → R eine stetige
Funktion. Dann gelten die folgenden Aussagen (1), (2) und (3).
(1) Die Funktion F1 : [a1, b1]→ R mit
F1(x) =
∫ b2
a2
f(x, y) dy
ist stetig und damit integrierbar.
(2) Die Funktion F2 : [a2, b2]→ R mit
F2(y) =
∫ b1
a1
f(x, y) dx
ist stetig und damit integrierbar.
(3) Als stetige Funktion ist f integrierbar. Es gilt∫∫
R
f(x, y) dxdy =
∫ b1
a1
F1(x) dx =
∫ b2
a2
F2(y) dy .
In der Leibniz-Schreibweise nimmt Formel (3) des Satzes von Fubini die Form∫∫
R
f(x, y) dxdy =
∫ b1
a1
(∫ b2
a2
f(x, y) dy
)
dx
=
∫ b2
a2
(∫ b1
a1
f(x, y) dx
)
dy
an. Wir sagen, dass die iterierten Integrale rechter Hand durch Vertauschung
der Integrationsreihenfolge auseinander hervorgegangen sind.
Beispiel 20.8. Auf dem kompakten Rechteck R = [0, 2]× [0, 3] betrachten wir
die Funktion f : R→ R mit f(x, y) = x2y2 + y.∫∫
R
f(x, y) dxdy =
∫ 2
0
(∫ 3
0
(x2y2 + y) dy
)
dx =
∫ 2
0
[
1
3x
2y3 + 12y
2
]y=3
y=0
dx
=
∫ 2
0
(9x2 + 92 ) dx =
[
3x3 + 92x
]2
0
= 33 .
Wir vertauschen die Integrationsreihenfolge und erhalten∫∫
R
f(x, y) dxdy =
∫ 3
0
(∫ 2
0
(x2y2 + y) dx
)
dy =
∫ 3
0
[
1
3x
3y2 + xy
]x=2
x=0
dy
=
∫ 3
0
( 83y
2 + 2y) dy =
[
8
9y
3 + y2
]3
0
= 33 .

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Bisher haben wir nur kompakte achsenparallele Rechtecke als Integrations-
bereiche zugelassen. Wenn wir stetige Funktionen auf Elementargebieten inte-
grieren wollen, mu¨ssen wir zuna¨chst Satz 20.6 verallgemeinern, indem wir zu-
lassen, dass die Integranden auf gewissen Ausnahmemenge unstetig sind. Zur
bequemen Ausdrucksweise fu¨hren wir den folgenden Begriff ein.
Definition 20.9. Sei A ⊆ R2 eine Teilmenge. Eine Funktion f : A→ R heißt
ho¨chstens wegweise unstetig, wenn es endlich viele ebene Wege γk : [ak, bk] →
R2 mit ak, bk ∈ R und ak ≤ bk derart gibt, dass f in allen Punkten der Menge
A \ (γ1([a1, b1]) ∪ . . . ∪ γn([an, bn]))
stetig ist. Nach Definition 19.5 sind die Abbildungen γ1, . . . , γn stetig. Nach
Satz 8.5 sind die Bilder γk([ak, bk]) daher kompakt. Wenn f stetig ist, dann ist
f ho¨chstens wegweise unstetig.
Satz 20.10. Seien ai, bi ∈ R mit ai ≤ bi und i = 1, 2 gegeben. Die Funktion
f : R = [a1, b1] × [a2, b2] → R sei beschra¨nkt und ho¨chstens wegweise unstetig.
Dann ist f integrierbar auf R.
Satz und Definition 20.11. Sei B ⊆ R2 eine Teilmenge.
(1) B heißt ein ebener Bereich erster Art, wenn es a1, b1 ∈ R mit a1 ≤ b1
und stetige Funktionen ϕ1, ψ1 : [a1, b1] → R mit ϕ1(x) ≤ ψ2(x) fu¨r alle
x ∈ [a1, b1] derart gibt, dass
B = {(x, y) | (∀x ∈ [a1, b1]) : ϕ1(x) ≤ y ≤ ψ2(x)}
gilt. Ebene Bereiche erster Art sind kompakt.
(2) B heißt ein ebener Bereich zweiter Art, wenn es a2, b2 ∈ R mit a2 ≤ b2
und stetige Funktionen ϕ2, ψ2 : [a2, b2] → R mit ϕ2(y) ≤ ψ2(y) fu¨r alle
y ∈ [a2, b2] derart gibt, dass
B = {(x, y) | (∀y ∈ [a2, b2]) : ϕ2(y) ≤ x ≤ ψ2(y)}
gilt. Ebene Bereiche zweiter Art sind kompakt.
(3) B heißt ein ebener Bereich dritter Art, wenn B ein ebener Bereich erster
und zweiter Art ist.
(4) B heißt ein ebener Elementarbereich, wenn B ein ebener Bereiche erster
oder zweiter Art ist. Ebene Elementarbereiche sind kompakt.
(5) B heißt ein ebener Normalbereich, wenn es eine endliche Menge K ⊆ N
und ebene Elementarbereiche Bk ⊆ R fu¨r alle k ∈ K mit den folgenden
Eigenschaften (i) und (ii) gibt.
(i) B =
⋃
k∈KBk.
(ii) Fu¨r k, l ∈ K mit k 6= l gilt Bk ∩Bl ⊆ Rd(Bk) ∩ Rd(Bl).
Dann heißt {Bk ⊆ R | k ∈ K} eine ausgezeichnete Zerlegung des ebenen
Normalbereiches B.
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(6) Endliche Teilmengen von R sind Normalbereiche. Insbesondere ist die leere
Menge ein ebener Normalbereich.
(7) Ebene Elementarbereiche sind ebene Normalbereiche.
(8) Ebene Normalbereiche sind kompakte Mengen.
Beispiel 20.12. Die abgeschlossene Kreisscheibe
B = {(x, y) ∈ R2 | x2 + y2 ≤ 1}
ist ein ebener Bereich dritter Art. 
Beispiel 20.13. Die Menge
{(x, y) ∈ R2 | 1 ≤ x ≤ 2 , 0 ≤ y ≤ log(x)}
ist ein ebener Bereich dritter Art. 
Satz und Definition 20.14. Sei B ⊆ R2 ein ebener Normalbereich. Weiter
sei f : B → R eine stetige Funktion. Weil B kompakt ist, existieren ai, bi ∈ R
mit ai ≤ bi und i = 1, 2 derart, dass
B ⊆ R = [a1, b1]× [a2, b2]
gilt. Dann gelten (1) bis (7).
(1) Die triviale Fortsetzung fR : R→ R mit
fR(x, y) =
f(x, y) , (x, y) ∈ B ,0 , (x, y) ∈ R \B
ist beschra¨nkt und ho¨chstens wegweise unstetig.
(2) Wegen (1) ist fR nach Satz 20.10 auf R integrierbar.
(3) Das Integral ∫∫
R
fR(x, y) dxdy
ha¨ngt nicht von der Wahl des kompakten achsenparallelen Rechtecks R mit
B ⊆ R ab.
(4) Das Integral ∫∫
R
fR(x, y) dxdy
ha¨ngt nicht von der Wahl der ausgezeichneten Zerlegung des ebenen Normal-
bereiches B in ebene Elementarbereiche ab.
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(5) Wir definieren∫∫
B
f =
∫∫
B
f(x, y) dxdy =
∫∫
R
f(x, y) dxdy .
(6) Das in (5) erkla¨rte Integral der Funktion f : B → R ha¨ngt nur von der
stetigen Funktion f und dem ebenen Normalbereich B ab.
(7) Sei {B1, . . . Bn} mit n ∈ N eine ausgezeichnete Zerlegung von B. Dann
gilt ∫∫
B
f(x, y) dxdy =
n∑
k=1
∫∫
Bk
fk(x, y) dxdy .
Dabei setzen wir fk = f | Bk fu¨r alle k = 1, . . . , n. Nach den Sa¨tzen 20.16
und 20.17 lassen sich dies Integrale der Einschra¨nkungen fk als iterierte
Integrale berechnen.
Definition 20.15. Wir definieren den Fla¨cheninhalt A(B) eines beliebigen ebe-
nen Normalbereiches B ⊆ R2 durch
A(B) =
∫∫
B
dxdy =
∫∫
B
f(x, y) dxdy .
Dabei ist f : B → R die konstante Funktion (x, y) 7→ 1. Der Fa¨cheninhalt A(B)
ha¨ngt nicht von der gewa¨hlten ausgezeichneten Zerlegung in ebene Elementar-
bereiche ab.
Der Satz von Fubini la¨sst sich auf ebene Bereiche dritter Art u¨bertragen.
Zuna¨chst schreiben wir die Doppelintegrale u¨ber ebene Bereiche erster und zwei-
ter Art als iterierte Integrale.
Satz 20.16. Seien a, b ∈ R mit a ≤ b gegeben. Seien ϕ, ψ : [a, b] → R stetige
Funktionen mit ϕ(x) ≤ ψ(x) fu¨r alle x ∈ [a, b]. Sei B ⊆ R2 der ebene Bereich
erster Art mit
B = {(x, y) ∈ R2 | ϕ(x) ≤ y ≤ ψ(x) , a ≤ x ≤ b} .
Sei schließlich f : B → R eine stetige Funktion. Dann gelten die folgenden
Aussagen (1), (2) und (3).
(1) Die Funktion F : [a, b]→ R mit
F (x) =
∫ ψ(x)
ϕ(x)
f(x, y) dy
ist stetig und damit integrierbar.
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(2) Es gilt∫∫
B
f(x, y) dxdy =
∫ b
a
F (x) dx =
∫ b
a
(∫ ψ(x)
ϕ(x)
f(x, y) dy
)
dx .
Wir sagen daher, dass sich das Doppelintegral als iteriertes Integral schrei-
ben la¨sst.
(3) Wenn f die konstante Funktion mit f(x, y) = 1 fu¨r alle (x, y) ∈ B ist,
dann gilt
A(B) =
∫∫
B
dxdy =
∫∫
B
f(x, y) dxdy =
∫ b
a
(ψ(x)− ϕ(x)) dx .
Ein analoger Satz gilt fu¨r ebene Bereiche zweiter Art.
Satz 20.17. Seien a, b ∈ R mit a ≤ b gegeben. Seien ϕ, ψ : [a, b] → R stetige
Funktionen mit ϕ(y) ≤ ψ(y) fu¨r alle y ∈ [a, b]. Sei B ⊆ R2 der ebene Bereich
zweiter Art mit
B = {(x, y) ∈ R2 | ϕ(y) ≤ x ≤ ψ(y) , a ≤ y ≤ b} .
Sei schließlich f : B → R eine stetige Funktion. Dann gelten die folgenden
Aussagen (1), (2) und (3).
(1) Die Funktion F : [a, b]→ R mit
F (y) =
∫ ψ(y)
ϕ(y)
f(x, y) dx
ist stetig und damit integrierbar.
(2) Es gilt∫∫
B
f(x, y) dxdy =
∫ b
a
F (y) dy =
∫ b
a
(∫ ψ(y)
ϕ(y)
f(x, y) dx
)
dy .
Wir sagen daher, dass sich das Doppelintegral als iteriertes Integral schrei-
ben la¨sst.
(3) Wenn f die konstante Funktion mit f(x, y) = 1 fu¨r alle (x, y) ∈ B ist,
dann gilt
A(B) =
∫∫
B
dxdy =
∫∫
B
f(x, y) dxdy =
∫ b
a
(ψ(y)− ϕ(y)) dy .
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Satz 20.18 (Satz von Fubini fu¨r ebene Bereiche dritter Art). Sei B ⊆ R2 ein
ebener Bereich dritter Art. Dann besitzt B Darstellungen der Form
B = {(x, y) ∈ R2 | ϕ1(x) ≤ y ≤ ψ1(x) , a1 ≤ x ≤ b1}
= {(x, y) ∈ R2 | ϕ2(y) ≤ x ≤ ψ2(y) , a2 ≤ y ≤ b2}
mit stetigen Funktionen ϕi, ψi : [ai, bi]→ R, die die entsprechenden Bedingun-
gen aus Definition 20.11 erfu¨llen. Das Doppelintegral einer stetigen Funktion
f : B → R la¨sst sich dementsprechend auf zwei Weisen als ein iteriertes Inte-
gral schrieben: ∫∫
B
f(x, y) dxdy =
∫ b1
a1
(∫ ψ1(x)
ϕ1(x)
f(x, y) dy
)
dx
=
∫ b2
a2
(∫ ψ2(y)
ϕ2(y)
f(x, y) dx
)
dy .
Wir sagen in dieser Situation, dass die beiden iterierten Integrale durch Ver-
tauschung der Integrationreihenfolge auseinander hervorgegangen sind.
Unter Umsta¨nden vereinfacht eine Vertauschung der Integrationsreihenfolge
die Rechnung ganz erheblich. Bei Anwendung dieser Methode ist darauf zu ach-
ten, dass die Integrationsgrenzen entsprechend der Darstellung von B gea¨ndert
werden mu¨ssen.
Beispiel 20.19. Sei B ⊆ R2 der ebene Bereich dritter Art mit
B = {(x, y) ∈ R2 | 0 ≤ y ≤ x2 , 0 ≤ x ≤ 1}
= {(x, y) ∈ R2 | 0 ≤ y ≤ 1 , √y ≤ x ≤ 1} .
Sei f : B → R die Funktion mit f(x, y) = xy.∫∫
R
f(x, y) dxdy =
∫ 1
0
(∫ x2
0
xy dy
)
dx =
∫ 1
0
[
1
2xy
2
]y=x2
y=0
dx
=
∫ 1
0
1
2x
5 dx =
[
1
12x
6
]1
0
= 112 .
Vertauschen der Integrationsreihenfolge ergibt∫∫
R
f(x, y) dxdy =
∫ 1
0
(∫ 1
√
y
xy dx
)
dy =
∫ 1
0
[
1
2x
2y
]x=1
x=
√
y
dy
=
∫ 1
0
( 12y − 12y2) dy =
[
1
4y
2 − 16y3
]1
0
= 112 .

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Definition 20.20. Der Fla¨cheninhalt A(B) eines ebenen Elementarbereiches
B ⊆ R2 wird durch
A(B) =
∫∫
B
dxdy
definiert. Fu¨r einen ebenen Bereich erster Art erhalten wir nach Satz 20.16 die
fru¨here Definition 19.1 zuru¨ck.
Beispiel 20.21. Sei B ⊆ R2 der ebene Elementarbereich aus Beispiel 20.19.
A(B) =
∫ 1
0
(∫ x2
0
dy
)
dx =
∫ 1
0
x2 dx =
[
1
3x
3
]x=1
x=0
= 13 .
Vertauschen der Integrationsreihenfolge ergibt
A(B) =
∫ 1
0
(∫ 1
√
y
dx
)
dy =
∫ 1
0
(1−√y) dy =
[
y − 23y
3
2
]y=1
y=0
= 13 .

Abschließend u¨bertragen wir die fundamentale Ungleichungen auf den Fall
ebener Normalbereiche.
Satz 20.22 (Fundamentale Ungleichungen). Sei B ⊆ R2 ein ebener Normal-
bereich und f : B → R eine integrierbare Funktion. Dann gelten die folgenden
Aussagen:
(1) f ist beschra¨nkt. Folglich existiert
‖f‖∞ = sup
(x,y)∈B
|f(x, y)|
in der Menge R der reellen Zahlen.
(2) Es gelten die fundamentalen Ungleichungen∣∣∣∣∫∫
B
f(x, y) dxdy
∣∣∣∣ ≤ ∫∫
B
|f(x, y)| dxdy ≤ A(B) · ‖f‖∞ .
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21 Integralsatz von Gauß-Green in der Ebene
In diesem Abschnitt u¨bertragen wir den Hauptsatz 17.18 der Differential- und
Integralrechnung auf stetig differenzierbare Funktionen in zwei Variablen. Die
Formel ∫ b
a
g′(x) dx = g(b)− g(a)
nehmen wir zum Vorbild und berechnen die Doppelintegrale∫∫
B
∂1f(x, y) dxdy ,
∫∫
B
∂2f(x, y) dxdy
mit Hilfe der Funktionswerte von f auf dem Rand eines ebenen Normalbereiches
B. Die Auswertung der Randdaten erfolgt durch ein Einfachintegral. Dazu muss
der Rand durch einen orientierten Weg parametrisiert werden.
Die Ebene R2 sei mit dem euklidischen inneren Produkt 〈 , . , 〉, der euklidi-
schen Norm ‖ . ‖ und der Standard-Orientierung versehen. Eine Basis {v, w} ⊆
R2 mit
v =
(
v1
v2
)
, w =
(
w1
w2
)
ist nach Definition positiv orientiert, wenn
det(v, w) = det
(
v1 w2
v2 w2
)
> 0
gilt. Die kanonische Basis {e1, e2} ⊆ R2 ist positiv orientiert.
Satz 21.1 (Integralsatz von Gauß-Green in der Ebene. Elementare Version).
Sei B ⊆ R2 ein ebener Normalbereich, der die folgenden Voraussetzungen (1),
(2), (3) erfu¨llt.
(1) Der Rand Rd(B) von B sei das Bild γ([a, b]) eines einfach geschlossenen
stu¨ckweise stetig differenzierbaren ebenen Weges
γ : [a, b]→ R2 , t 7→ γ(t) =
(
γ1(t)
γ2(t)
)
,
wobei a, b ∈ R mit a < b.
(2) Es gibt eine ausgezeichnete Zerlegung
a = t0 < t1 < . . . < tn = b
fu¨r γ1 und γ2 von [a, b] mit
γ′(t) =
(
γ′1(t)
γ′2(t)
)
6=
(
0
0
)
,
fu¨r alle t ∈ J = [a, b] \ {t0, . . . , tn}.
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(3) Fu¨r alle t ∈ J existiere ein t ∈ R+ mit(
γ1(t)
γ2(t)
)
+ δ
(
γ′2(t)
−γ′1(t)
)
/∈ B . (*)
fu¨r alle δ ∈ (0, t).
Sei U ⊆ R2 eine offene Teilmenge mit B ⊆ U . Dann gilt fu¨r alle stetig differen-
zierbaren Funktionen f1, f2 : U → R die Integralformel∫∫
B
(∂1f1(x, y) + ∂2f2(x, y)) dxdy =
∫ b
a
det
(
f1(γ1(t), γ2(t)) γ
′
1(t)
f2(γ1(t), γ2(t)) γ
′
2(t)
)
dt .
Das Integral rechter Hand heißt Normalintegral. Die obige Integralformel heißt
Integralformel von Gauß-Green. Fu¨r eine alternative Formulierung siehe Aus-
sage (9) in 21.2.
Wir betrachten die Integrale in der Integralformel von Gauß-Green. Das
Doppelintegral u¨ber den ebenen Normalbereich B existiert, weil die Funktionen
f1 und f2 stetig differenzierbar sind. Das Normalintegral rechter Hand existiert,
weil die Funktion ϕ : J → R mit
ϕ(t) = det
(
f1(γ1(t), γ2(t)) γ
′
1(t)
f2(γ1(t), γ2(t)) γ
′
2(t)
)
auf [a, b] im Sinne von Definition 19.8 integrierbar ist. Die Einschra¨nkungen
ϕ | (tk−1, tk) besitzen na¨mlich stetige Fortsetzungen auf [tk−1, tk].
Wir ero¨rtern die geometrische Bedeutung der Voraussetzungen des Integral-
satzes 21.1.
Satz und Definition 21.2 (Regula¨rer Rand, a¨ußerer Normaleneinheitsvektor,
Orientierbarkeit des Randes). Wir beziehen uns auf die Voraussetzungen und
die Bezeichnungen des Integralsatzes 21.1.
(1) Wir nennen die Teilmenge
Rdγ(B) = γ(J) ⊆ Rd(B)
den regula¨ren Rand von B bezu¨glich der Parametrisierung γ.
(2) Nach Voraussetzung (2) von 21.1 geho¨ren ho¨chstens endlich viele Rand-
punkte von B nicht zum regula¨ren Rand Rdγ(B).
(3) Die Bedingung (*) in Voraussetzung (3) von 21.1 ist nur fu¨r hinreichend
kleine positive δ zu erfu¨llen. Außerdem ist auf das negative Vorzeichen in
der zweiten Komponente zu achten. Siehe (4), (5), (6).
(4) Das a¨ußere Normaleneinheitsfeld n : Rdγ(B)→ R2 mit
n(γ(t)) =
(
n1(γ(t))
n2(γ(t))
)
=
1√
(γ′1(t))2 + γ
′
2(t))
2
(
γ′2(t)
−γ′1(t)
)
ist stetig. Fu¨r alle t ∈ J gilt ‖n(γ(t))‖ = 1. Wir sagen in dieser Situation,
dass der Rand Rd(B) orientierbar ist. Siehe (7).
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(5) Die Vektoren n(γ(t)) und −n(γ(t)) sind der a¨ußere respektive −n(γ(t))
der innere Normaleneinheitsvektor von B im Randpunkt γ(t) mit t ∈ J .
(6) Die Vektoren n(γ(t)) und γ′(t) sind orthogonal. Weiter gilt
det(n(γ(t)), γ′(t)) =
√
(γ′1(t))2 + γ
′
2(t))
2 = ‖γ′(t)‖ > 0 .
Daher bilden die Vektoren n(γ(t)) und γ′(t) fu¨r jedes t ∈ J eine positiv
orientierte Orthogonalbasis der Ebene R2.
(7) Das Innere von B liegt links des Weges γ. Das A¨ußere von B liegt rechts
des Weges γ. Wir sagen dann, dass γ und die Teilwege γ | [tk, tk+1] die
Standardorientierung des Randes von B repra¨sentieren. Diese Redeweise
halten wir bei, wenn die Teilwege durch a¨quivalente Wege ersetzt werden.
(8) Sei f : U → R2 die Abbildung mit
f(x, y) =
(
f1(x, y)
f2(x, y)
)
.
Dann gilt
det
(
f1(γ1(t), γ2(t)) γ
′
1(t)
f2(γ1(t), γ2(t)) γ
′
2(t)
)
= 〈f(γ(t)), n(γ(t))〉 · ‖γ′(t)‖
fu¨r alle t ∈ J .
(9) Sei g : U → R eine stetig differenzierbare Funktion. Dann gilt∫∫
B
∂ig(x, y) dxdy =
∫ b
a
g(γ(t))ni(γ(t))‖γ′(t)‖ dt
fu¨r i = 1, 2. Dabei sind n1, n2 : Rdγ(B) → R die beiden Kompoenten-
funktionen des a¨ußeren Normalenfeldes n. Siehe (4).
Leibniz-Schreibweise 21.3. Die Formeln der Aussage (9) in 21.2 lauten in
der Leibniz-Schreibweise∫∫
B
∂g
∂x
dxdy = +
∫ b
a
g(x(t), y(t)) y′(t) dt = +
∫
γ
g(x, y) dy ,
∫∫
B
∂g
∂y
dxdy = −
∫ b
a
g(x(t), y(t))x′(t) dt = −
∫
γ
g(x, y) dx .
Auf das negative Vorzeichen in der zweiten Formel ist zu achten. Siehe Ab-
schnitt (4) in 21.2. Der berandende Weg ist so zu orientieren, dass der berandete
Normalbereich links liegt. Das richtige Vorzeichen ist in der Determinante im
Normalintegral enthalten.
Nach diesen Vorbereitungen beweisen wir Integralsatz 21.1.
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Beweis. Es genu¨gt, den Integralsatz fu¨r Dreiecksbereiche zu beweisen. Diese Be-
reiche besitzen zwei achsenparallele Seiten und eine stetig diffenzierbare Seite.
Der allgemeine Fall wird durch Zerlegung in endlich viele Dreiecksbereiche be-
wiesen. Dabei haben zwei Dreiecksbereiche ho¨chstens Randpunkte gemeinsam.
Erster Schritt. Es sei B ⊆ R2 ein ebener Normalbereich, der die Voraus-
setzungen (1), (2), (3) erfu¨llt. Sei α > 0. Sei r : [0, α]→ R eine streng monoton
fallende Funktion mit r(α) = 0, die auf dem halboffenen Intervall (0, α] stetig
differenzierbar ist. Dabei gelte r′(x) < 0 fu¨r alle x ∈ (0, α]. Außerdem gelte
B = {(x, y) ∈ R2 | 0 ≤ y ≤ r(x) , 0 ≤ x ≤ α} .
Dann ist β = r(0) > 0. Die Umkehrfunktion s : [0, β] → [0, α] von r ist streng
monoton fallend und auf [0, β) stetig differenzierbar. Es gelten
s(0) = α , s(β) = 0 .
Außerdem nehmen wir an, dass wenigstens eine der beiden Bedingungen (i) oder
(ii) erfu¨llt ist.
(i) r′ kann auf [0, α] stetig fortgesetzt werden. (Dann liefert x 7→ (x, r(x))
einen stetig differenzierbaren Weg von (0, β) nach (α, 0), der zu dem ent-
sprechenden Teilstu¨ck von γ entgegengesetzt orientiert ist. Dabei kann
r′(0) = 0 auftreten.)
(ii) s′ kann auf [0, β] stetig fortgesetzt werden. (Dann liefert y 7→ (s(y), y)
einen stetig differenzierbaren Weg von (α, 0) nach (0, β), der ebenso wie
das entsprechende Teilstu¨ck von γ orientiert ist. Dabei kann s′(β) = 0
auftreten.)
Damit ist die Beschreibung des Dreiecksbereiches B abgeschlossen.
Den U¨bergang zu einer geeigneten Parametrisierung des zweiten Randstu¨ckes
bewerkstelligen wir mit Hilfe der Substitutionsregel. Dazu mu¨ssen wir den Punkt
(0, β) voru¨bergehend umgehen. Wenigstens eine der Ableitungen r′ oder s′ muss
bei Anna¨herung an den Punkt (0, β) stetig erga¨nzbar sein. Siehe Satz 17.31.
Sei 0 <  < α beliebig gewa¨hlt. Wir ersetzen den Punkt (0, β) durch den
Punkt (, r()) und betrachten das Dreiecksgebiet
B = {(x, y) ∈ R2 | 0 ≤ y ≤ r(x) ,  ≤ x ≤ α} .
Der Grenzu¨bergang → 0 liefert den U¨bergang B → B.
(iii) Zuerst berechnen wir das Fla¨chenintegral der Funktion ∂1f1 u¨ber B und
B. In den Bezeichnungen von 20.1 gilt n = 3. Weil die erste Seite auf der
x-Achse verla¨uft, gilt ∫ t1
t0
f1(γ(t)) · γ′2(t) dt = 0 .
Mit der Substitutionsregel erhalten wir∫∫
B
∂1f1(x, y) dxdy =
∫ α

(∫ r(x)
0
∂1f1(x, y) dy
)
dx
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=∫ r()
0
(∫ s(y)

∂1f1(x, y) dx
)
dy
=
∫ r()
0
{ f1(s(y), y)− f1(, y) } dy
= −
∫ α

{ f1(x, r(x))− f1(, r(x)) } · r′(x) dx
Der Grenzu¨bergang  → 0 liefert unter Beachtung von (i) respektive (ii)
die Integralformel∫∫
B
∂1f1(x, y) dxdy =
∫ t2
t1
f1(γ(t)) · γ′2(t) dt+
∫ t3
t2
f1(γ(t)) · γ′2(t) dt
=
∫ b
a
f1(γ(t)) · γ′2(t) dt .
Dabei verwenden wir die vorletzte Zeile, wenn (ii) gilt, und die letzte Zeile,
wenn (i) gilt.
(iv) Wir berechnen das Fla¨chenintegral der Funktion ∂2f2 u¨ber B und B.
Weil die dritte Seite auf der y-Achse verla¨uft, gilt∫ t3
t2
f2(γ(t)) · γ′1(t) dt = 0 .
Mit der Substitutionsregel erhalten wir∫∫
B
∂2f2(x, y) dxdy =
∫ α

(∫ r(x)
0
∂2f2(x, y) dy
)
dx
=
∫ α

{ f2(x, r(x))− f2(x, 0) } dx
= −
∫ r()
0
{ f2(s(y), y)− f2(s(y), 0) } · s′(x) dy
Der Grenzu¨bergang  → 0 liefert unter Beachtung von (i) respektive (ii)
die Integralformel∫∫
B
∂2f2(x, y) dxdy = −
∫ t2
t1
f2(γ(t)) · γ′1(t) dt−
∫ t1
t0
f2(γ(t)) · γ′1(t) dt
= −
∫ b
a
f2(γ(t)) · γ′1(t) dt .
Dabei verwenden wir die vorletzte Zeile, wenn (i) gilt, und die letzte Zeile,
wenn (ii) gilt.
Zweiter Schritt. Wir modifizieren die Situation des ersten Schrittes. Es sei
B ⊆ R2 ein ebener Normalbereich, der die Voraussetzungen (1), (2), (3) erfu¨llt.
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Sei α > 0. Sei r : [0, α]→ R eine streng monoton fallende Funktion mit r(α) = 0,
die auf dem halboffenen Intervall [0, α) stetig differenzierbar ist. Dabei gelte
r′(x) < 0 fu¨r alle x ∈ [0, α). Außerdem gelte
B = {(x, y) ∈ R2 | 0 ≤ y ≤ r(x) , 0 ≤ x ≤ α} .
Dann ist β = r(0) > 0. Die Umkehrfunktion s : [0, β] → [0, α] von r ist streng
monoton fallend und auf (0, β] stetig differenzierbar. Es gelten
s(0) = α , s(β) = 0 .
Außerdem nehmen wir an, dass wenigstens eine der beiden Bedingungen (i′)
oder (ii′) erfu¨llt ist.
(i′) r′ kann auf [0, α] stetig fortgesetzt werden.
(ii′) s′ kann auf [0, β] stetig fortgesetzt werden.
Analog zu den U¨berlegungen des ersten Schrittes ergibt sich die Gu¨ltigkeit des
Integralsates fu¨r die modifizeirte Situation.
Dritter Schritt. Analog zu den ersten beiden Schritten ergibt sich die Gu¨ltig-
keit des Integralsatzes fu¨r ebenen Normalbereiche, die aus den bisher behandel-
ten Dreiecksgebieten durch achsenparallele Verschiebungen und Spiegelungen
an den Achsen hervorgehen. Jeder ebene Normalbereich, der auf diese Weise
entsteht heißt normaler Dreiecksbereich. Jeder ebene Normalbereich, das die
Voraussetungen des Satzes 21.1 erfu¨llt, la¨sst sich in endlich viele normale Drei-
ecksbereiche zerlegen.
Beispiel 21.4. Sei B ⊆ R2 der ebene Elementarbereich mit
B = {(x, y) ∈ R2 | x2 ≤ y ≤ x , 0 ≤ x ≤ 1}
Seien f1, f2 : R2 → R die stetig differenzierbaren Funktionen mit
f1(x, y) = x
2y , f2(x, y) = y .
Zuerst rechnen wir das Doppelintegral mit Hilfe eines iterierten Integrales aus.∫∫
B
(∂1f1(x, y) + ∂2f2(x, y)) dxdy =
∫∫
B
(2xy + 1) dxdy
=
∫ 1
0
(∫ x
x2
(2xy + 1)dy
)
dx =
∫ 1
0
[
xy2 + y
]y=x
y=x2
dx
=
∫ 1
0
(x− x2 + x3 − x5) dx = 14 .
Wir berechnen das Randintegral bezu¨glich des Weges γ : [0, 2] → R2 mit den
beiden stetig differenzierbaren Teilwegen
γI(t) =
(
t
t2
)
, γ′I(t) =
(
1
2t
)
, t ∈ [0, 1]
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und
γII(t) =
(
2− t
2− t
)
, γ′II(t) =
(
−1
−1
)
, t ∈ [1, 2] .
Die Teilwege γI und γII repra¨sentieren die Standardorientierung des Randes des
Elementarbereiches B. Wir erhalten∫ 2
0
det
(
f1(γ1(t), γ2(t)) γ
′
1(t)
f2(γ1(t), γ2(t)) γ
′
2(t)
)
dt
=
∫ 1
0
det
(
t4 1
t2 2t
)
dt+
∫ 2
1
det
(
(2− t)3 −1
2− t −1
)
dt
=
∫ 1
0
(2t5 − t2) dt+
∫ 2
1
(t3 − 6t2 + 11t− 6) dt
=
[
1
3 t
6 − 13 t3
]1
0
+
[
1
4 t
4 − 2t3 + 112 t2 − 6t
]2
1
= (0− 0) + (−2− (− 94 )) = 14 .

Werden in der Integralformel von Gauß-Green die Funktionen f1 und f2
geeignet gewa¨hlt, so ergeben sich die folgenden Formeln fu¨r den Fla¨cheninhalt.
Satz 21.5 (Der Fla¨cheninhalt als Randintegral). Sei B ⊆ R2 ein ebener Ele-
mentarbereich, der die Voraussetzungen (1), (2), (3) des Integralsatzes 21.1 von
Gauss erfu¨llt. Dann gelten die Formeln
A(B) = 12
∫ b
a
det
(
γ1(t) γ
′
1(t)
γ2(t) γ
′
2(t)
)
dt
= +
∫ b
a
γ1(t) γ
′
2(t) dt
= −
∫ b
a
γ2(t) γ
′
1(t) dt .
Dabei ist auf den Vorfaktor 12 in der ersten Formel und auf das negative Vor-
zeichen in der dritten Formel zu achten.
In der Leibniz-Schreibweise nehmen die Fla¨chenformeln die Gestalt
A(B) = 12
∫
γ
(x dy − y dx) =
∫
γ
x dy = −
∫
γ
y dx
an.
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Beispiel 21.6. Sei K ⊆ R2 der Kreisabschnitt, der von den stetig differenzier-
baren Teilwegen
γI(t) =
(
t
1− t
)
, γ′I(t) =
(
1
−1
)
, t ∈ [0, 1]
und
γII(t) =
(
cos(t)
sin(t)
)
, γ′II(t) =
(
− sin(t)
cos(t)
)
, t ∈ [0, pi2 ]
berandet wird. Die Teilwege γI und γII repra¨sentieren die Standardorientierung
des Randes des Kreisabschnittes K. Die zweite Formel aus Satz 21.5 liefert
A(K) =
∫ 1
0
t · (−1) dt+
∫ pi
2
0
cos(t) · cos(t) dt = − 12 + pi4 .
Diese Formel ist aus der Elementargeometrie bekannt. Die dritte Formel aus
Satz 21.5 liefert
A(K) = −
∫ 1
0
(1− t) · 1 dt−
∫ pi
2
0
sin(t) · (− sin(t)) dt = − 12 + pi4 .
Im Hinblick auf den Beweis des Integralsatzes 21.1 bemerken wir, das der Kreis-
abschnitt K in zwei elementare Dreiecksbereiche zerlegt werden kann. 
Beispiel 21.7 (Cartesisches Blatt). Es sei a > 0. Sei C(a) ⊆ R2 der ebene
Normalbereich, der von γ : [0,∞)→ R2 mit
γ(t) =
(
γ1(t)
γ2(t)
)
=
3a
1 + t3
(
t
t2
)
, γ′(t) =
3a
(1 + t3)2
(
1− 2t3
2t− t4
)
berandet wird. Jeder Teilweg γ | [0, τ ] mit τ ∈ R+ repra¨sentiert die Standard-
orientierung. Der Rand von C(a) besteht aus den Punkten (x, y) ∈ R2 mit
p(x, y) = x3 − 3axy + y3 = 0 , x ≥ 0 , y ≥ 0 .
Die Nullstellenmenge des Polynoms p(x, y) heißt das cartesische Blatt. In den
Randpunkten des Parameterbereiches gelten
lim
t→0
γ′(t)
‖γ′(t)‖ =
γ′(0)
‖γ′(0)‖ =
(
1
0
)
, lim
t→∞
γ′(t)
‖γ′(t)‖ = −
(
0
1
)
.
Wir berechnen den Fla¨cheninhalt A(C(a)) der Schleife des cartesischen Blattes.
Dazu verwenden wir die erste Formel aus Satz 21.5. Fu¨r alle t ∈ [0,∞) gilt
γ1(t)γ
′
2(t)− γ′1(t)γ2(t) =
9a2t2
(1 + t3)2
.
Eine leichte U¨berlegung zeigt, dass
A(C(a)) = lim
τ→∞
∫ τ
0
γ1(t)γ
′
2(t)− γ′1(t)γ2(t)
2
dt = lim
τ→∞
[
− 3a
2
2(1 + τ3)
]τ
0
= 32 a
2
gilt. Zuerst betrachten wir fu¨r hinreichend kleine  > 0 den nicht-leeren Durch-
schnitt von C(a) mit der abgeschlossenen Halbebene x ≥ . Der Grenzu¨bergang
→ 0 liefert die behauptete Fla¨chenformel. 
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22 Erga¨nzung: Abza¨hlbare und u¨berabza¨hlbare
Mengen
In diesem Abschnitt vertiefen wir die U¨berlegungen zum Aufbau der reellen
Zahlen.
Definition 22.1. Seien A, B Mengen und ϕ : A→ B eine Abbildung.
(1) ϕ heißt injektiv oder eineindeutig, wenn fu¨r alle x, y ∈ A aus ϕ(x) = ϕ(y)
stets x = y folgt. Wir schreiben dann A 4ϕ B.
(2) ϕ heißt surjektiv, wenn es zu jedem b ∈ B ein a ∈ A mit ϕ(a) = b gibt.
Wir sagen dann auch, dass ϕ eine Abbildung von A auf B ist.
(3) ϕ heißt bijektiv, wenn ϕ injektiv und surjektiv ist. Wir schreiben dann
A ∼ϕ B und sagen, dass ϕ eine bijektive Abbildung von A auf B ist.
(4) Wir schreiben A 4 B, wenn es eine injektive Abbildung f : A → B gibt.
In diesem Fall sagen wir, dass A von kleinerer oder gleicher Ma¨chtigkeit
wie B ist.
(5) Wir schreiben A ∼ B, wenn es eine bijektive Abbildung f : A → B gibt.
In diesem Fall sagen wir, dass A von gleicher Ma¨chtigkeit wie B ist. Wir
sagen dann auch, dass A und B gleichma¨chtig sind.
(6) Wir schreiben A ≺ B, wenn A 4 B gilt und A ∼ B nicht gilt. In diesem
Fall sagen wir, dass A von kleinerer Ma¨chtigkeit als B ist.
Nach Satz 22.6 dru¨cken Aussagen wie A 4 B, A ≺ B, A ∼ B einen
Gro¨ßenvergleich zwischen den Mengen A und B aus. Die Kardinalzahlen sind
die entsprechenden ausgezeichneten Vergleichsmengen. Die subtile Konstruktion
der Kardinalzahlen u¨bergehen wir aus Zeitgru¨nden. Fu¨r die endlichen Mengen
u¨bernehmen die nicht-negativen ganzen Zahlen die Rolle von Vergleichszahlen.
Beispiele 22.2.
(1) qN : N→ N mit qN(n) = n2 ist injektiv aber nicht surjektiv.
(2) qZ : Z→ N mit qZ(k) = k2 ist weder injektiv noch surjektiv.
(3) bZ : Z→ N0 mit bZ(k) = |k| ist surjektiv aber nicht injektiv.
(4) Sei n0 ∈ Z. Dann ist tn0 : Zn0 → N mit tn0(k) = k−n0+1 streng monoton
wachsend und bijektiv. Also gilt Zn0 ∼ N.
(5) Aus (4) folgt insbesondere N0 ∼ N.
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(6) (Galileo Galilei). Die Menge 2N = {2, 4, 6, 8, . . .} der geraden natu¨rlichen
Zahlen ist eine echte Teilmenge der Menge N = {1, 2, 3, 4, . . .} der natu¨r-
lichen Zahlen. Die Abbildung gN : N → 2N mit gN(n) = 2n ist streng
monoton wachsend und bijektiv.
(i) N ⊃ 2N .
(ii) N ∼ 2N .
Siehe Satz von Dedekind in 22.8.
(7) Die Abbildung f : Z→ N0 mit
f(k) =

2k , k ∈ N ,
0 , k = 0 ,
−2k − 1 , −k ∈ N
ist bijektiv. Also gilt Z ∼ N0.
(8) Aus (5) und (7) folgt Z ∼ N.
(9) Sei n ∈ N. Es gibt keine injektive Abbildung von N in {1, 2, . . . , n}.
(10 Die Schra¨nkungsfunktion hR : R→ (−1, 1) mit
hR(x) =
x
1 + |x|
ist streng monoton wachsend und bijektiv. Also gilt R ∼ (−1, 1).
(11) Seien a, b ∈ R mit a < b gegeben. Dann ist νa,b : (a, b)→ (0, 1) mit
νa,b(x) =
x− a
b− a
streng monoton wachsend und bijektiv. Also gilt (a, b) ∼ (0, 1).
(12) Aus (10) und (11) folgt R ∼ (0, 1).
(13) Sei A eine Menge. Die Menge
P(A) = {X | (∃B ⊆ A) : X = B}
heißt die Potenzmenge von A.
(i) P(∅) = {∅} 6= ∅.
(ii) Fu¨r alle n ∈ N0 gilt n < 2n.
(iii) Sei n ∈ N0. Wenn A aus n Elementen besteht, dann besteht P(A)
aus 2n Elementen.
(iv) Es gibt es keine surjektive Abbildung einer endlichen Menge auf ihre
Potenzmenge. Der Satz von Cantor verallgemeinert diese Beobach-
tung. Siehe Satz 22.3.
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(14) Sei A eine Menge und B ⊆ A eine Teilmenge. Die Funktion χB : A →
{0, 1} mit
χB(a) =
 1 , a ∈ B ,0 , a /∈ B
fu¨r alle a ∈ A heißt die charakteristische Funktion von B. Sei {0, 1}A die
Menge aller Abbildungen von A in {0, 1}. Dann ist piA : P(A) → {0, 1}A
mit
piA(B) = χB
eine bijektive Abbildung. Also gilt P(A) ∼ {0, 1}A.
(15) Aus (14) folgt insbesondere P(N) ∼ {0, 1}N.

Satz 22.3 (Georg Cantor). Seien A eine nicht-leere Menge und iA : A→ P(A)
die Abbildung mit
iA(a) = {a}
fu¨r alle a ∈ A. Dann gelten die Aussagen (1) bis (6).
(1) iA ist injektiv.
(2) iA ist nicht surjektiv.
(3) Es gibt keine surjektive Abbildung von A auf P(A).
(4) A ≺ P(A) .
(5) P(A) ≺ P(P(A)) .
(6) N ≺ P(N) .
Beweis. Fu¨r alle x, y ∈ A sind die Aussagen {x} = {y} und x = y a¨quivalent.
Damit ist (1) bewiesen. Offenbar folgt (2) aus (3). Wir beweisen (3). Sei ϕ :
A→ P(A) eine beliebige Abbildung von A in P(A). Wir betrachten
X = {a ∈ A | a /∈ ϕ(a)} ∈ P(A) .
Angenommen, es gibt x ∈ A mit ϕ(x) = X. Wir nehmen eine Fallunterscheidung
vor.
(1) Sei x ∈ X. Nach Definition der Menge X gilt in diesem Fall x /∈ ϕ(x). Aus
der Annahme ϕ(x) = X folgt dann x /∈ X. Dies ist ein Widerspruch.
(2) Sei x /∈ X. Nach Definition der Menge X gilt in diesem Fall x ∈ ϕ(x). Aus
der Annahme ϕ(x) = X folgt dann x ∈ X. Dies ist ein Widerspruch.
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Folglich gibt es kein x ∈ X mit ϕ(x) = X. Damit ist (3) bewiesen. Aussage (4)
folgt aus (1) und (3). Aus (4) folgen (5) und (6).
Satz 22.4. Seien A, B Mengen und ϕ : A→ B eine Abbildung.
(1) Sei ϕ bijektiv. Dann gibt es eine eindeutig bestimmte Abbilding ψ : B → A
mit (i) und (ii).
(i) (∀a ∈ A) : ψ(ϕ(a)) = a .
(ii) (∀b ∈ b) : ϕ(ψ(b)) = b .
Die Abbildung ψ heißt die Umkehrabbildung von ϕ und wird mit ϕ−1
bezeichnet. Es gelten (iii) bis (vi).
(iii) ϕ−1 ist bijektiv.
(iv) (ϕ−1)−1 = ϕ .
(v) A ∼ϕ B .
(vi) B ∼ϕ−1 A .
(2) ϕ ist genau dann bijektiv, wenn es eine Abbildung ψ : B → A mit (i)
und (ii) aus (1) gibt. In diesem Fall sind ϕ und ψ die Umkehrabbildungen
voneinander.
Beispiele 22.5.
(1) Sei n ∈ N. Eine bijektive Abbildung pi : {1, . . . , n} → {1, . . . , n} heißt
eine Permutation oder eine Vertauschung der Zahlen 1, . . . , n. Sei Sn die
Menge der Permutationen der Zahlen 1, . . . , n. Wir notieren ein Element
pi ∈ Sn als (2× n)-Matrix in der Form
pi =
(
1 . . . n
pi(1) . . . pi(n)
)
.
Wir betrachten die Permutation pi : {1, 2, 3} → {1, 2, 3} mit
pi =
(
1 2 3
pi(1) pi(2) pi(3)
)
=
(
1 2 3
3 1 2
)
.
Die Umkehrabbildung pi−1 : {1, 2, 3} → {1, 2, 3} ist die Permutation
pi−1 =
(
1 2 3
pi−1(1) pi−1(2) pi−1(3)
)
=
(
1 2 3
2 3 1
)
.
(2) Die Funktion q : [0,∞)→ [0,∞) mit q(x) = x2 ist bijektiv. Die Umkehr-
funktion ist die Wurzelfunktion w : [0,∞)→ [0,∞) mit w(x) = √x.
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(3) (Fortsetzung von Beispiel (10) in 22.2). Sei h−1R : (−1, 1) → R die Um-
kehrfunktion der Schra¨nkungsfunktion hR : R→ (−1, 1). Dann gilt
h−1R (y) =
y
1− |y|
fu¨r alle y ∈ (−1, 1).

Satz 22.6. Seien A, B, C beliebige Mengen. Dann gelten (1) bis (7).
(1) A ∼ A .
(2) A ∼ B genau dann, wenn B ∼ A.
(3) Aus A ∼ B und B ∼ C folgt A ∼ C.
(4) (Satz von Cantor-Bernstein-Schro¨der). A ∼ B gilt genau dann, wenn A 4
B und B 4 A gelten.
(5) Es gilt A 4 B oder B 4 A.
(6) (Trichotomie). Es gilt A ≺ B oder A ∼ B oder B ≺ A.
(7) Es gibt genau dann eine surjektive Abbildung von A auf B, wenn es eine
injektive Abbildung von B in A gibt.
Definition 22.7. Sei A eine Menge.
(1) A heißt endlich, wenn eine der beiden Alternativen (i) oder (ii) erfu¨llt ist.
Anderfalls heißt A unendlich.
(i) A = ∅.
(ii) Es gibt n ∈ N und eine bijektive Abbildung ϕ : {1, . . . , n} → A.
Im Fall (ii) heißt die bijektive Abbildung ϕ eine Abza¨hlung von A. Wir
setzen dann ak = ϕ(k) fu¨r alle k ∈ {1, . . . , n} und schreiben
A = {a1, . . . , an} .
Eine solche Darstellung heißt eine Abza¨hlung der Menge A. Dabei sind
die ak paarweise verschieden.
(2) A heißt abza¨hlbar unendlich, wenn es eine bijektive Abbildung ϕ : N→ A
gibt. Wir setzen in diesem Fall an = ϕ(n) fu¨r alle n ∈ N und schreiben
A = {a1, a2, a3, . . .} = {an | n ∈ N} .
Eine solche Darstellung heißt eine Abza¨hlung der Menge A. Dabei gilt
an 6= am fu¨r alle n, m ∈ N mit n 6= m.
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(3) A heißt abza¨hlbar, wenn A entweder endlich oder abza¨hlbar unendlich ist.
(4) A heißt u¨berabza¨hlbar, wenn A unendlich ist und keine bijektive Abbil-
dung von N auf A existiert.
Satz 22.8. Sei A eine Menge.
(1) (Satz von Tarski). A ist genau dann endlich, wenn zu jedem ∅ 6= F ⊆ P(A)
ein u ∈ F derart gibt, dass kein v ∈ F die echte Inklusion u ⊂ v erfu¨llt.
(2) (Satz von Dedekind). A ist genau dann unendlich, wenn es eine echte
Teilmenge B von A und eine bijektive Abbildung ϕ : B → A gibt.
(3) A ist genau abza¨hlbar, wenn es eine Teilmenge N ⊆ N und eine bijektive
Abbildung ϕ : N → A gibt. In diesem Fall heißt ϕ eine Abza¨hlung von A.
Wenn ∅ 6= N gilt, setzen wir ak = ϕ(k) fu¨r alle k ∈ N und schreiben
A = {ak | k ∈ N} .
Eine solche Darstellung heißt eine Abza¨hlung der Menge A. Dabei gilt
an 6= am fu¨r alle n, m ∈ N mit n 6= m.
Satz 22.9.
(1) Jede abza¨hlbar unendliche Menge ist unendlich.
(2) Eine Menge A ist genau dann unendlich, wenn N 4 A gilt.
(3) Eine Menge ist genau dann unendlich, wenn sie eine abza¨hlbar unendliche
Teilmenge besitzt.
(4) Jede Teilmenge einer abza¨hlbaren Menge ist abza¨hlbar.
(5) Eine Menge ist genau dann u¨berabza¨hlbar, wenn sie eine u¨berabza¨hlbare
Teilmenge besitzt.
Beweis. Nachweis von (1). Sei A abza¨hlbar unendlich. Dann gibt es eine bijek-
tive Abbildung ϕ : N → A. Daher gilt A 6= ∅. Angenommen, A ist endlich.
Dann gibt es n ∈ N und eine bijektive Abbildung ψ : A→ {1, . . . , n}. Dann ist
ψ ◦ ϕ : N→ {1, . . . , n} injektiv. Dies ist Widerspruch. Siehe (9) in 22.2.
Nachweis von (2). Sei A eine unendliche Menge. Dann gibt es zu jedem n ∈ N
eine echte Teilmenge An ⊂ A, die aus genau n Elementen besteht. Die Mengen
Bn ⊆ A mit
Bn = A2n \
(
n−1⋃
k=0
A2k
)
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sind nicht-leer. Sei na¨mlich Kn die Anzahl der Elemente von Bn. Dann gilt
Kn ≥ 2n −
n−1∑
k=0
2k = 2n − (2n − 1) = 1 .
Nach dem Auswahlaxiom gibt es eine Abbildung ϕ : N→ A mit
ϕ(n) ∈ Bn
fu¨r alle n ∈ N. Da die Mengen Bn paarweise disjunkt sind, ist ϕ injektiv. Also
gilt N 4 A.
Wir setzen umgekehrt N 4 A voraus. Dann gibt es eine injektive Abbildung
ϕ : N → A. Also gilt A 6= ∅. Angenommen, es gibt n ∈ N und eine bijektive
Abbildung ψ : A → {1, . . . , n}. Dann ist ψ ◦ ϕ : N → {1, . . . , n} injektiv. Dies
ist ein Widerspruch. Siehe (9) in 22.2. Also ist A unendlich.
Die Aussagen (2) und (3) sind a¨quivalent.
Nachweis von (4). Sei A eine abza¨hlbare Menge. Jede endliche Teilmenge von
A ist abza¨hlbar. Sei eine B ⊆ A eine unendliche Teilmenge. Sei A = {an | n ∈ N}
eine Abza¨hlung von A. Wir schreiben die Elemente von A in einer Folge
a1, a2, a3, a4, . . .
und streichen alle an, die nicht in der Teilmenge B vorkommen. Die neue Folge,
die auf diese Weise entsteht, bricht nicht ab, weil B eine unendliche Menge ist.
Nun numerieren wir die neue Folge mit den natu¨rlichen Zahlen in der u¨blichen
Reihenfolge von links nach rechts. Auf diese Weise erhalten wir eine bijektive
Abbildung ϕ : N→ B. Dabei gelten
(i) n1 = min{n ∈ N | an ∈ B},
(ii) ϕ(1) = an1 ,
(iii) nk+1 = min{n ∈ N | an ∈ B \ {a1, . . . , ak}} ,
(iv) ϕ(k + 1) = ank+1
fu¨r alle k ∈ N. Also ist B abza¨hlbar.
Nachweis von (5). Wegen (4) entha¨lt keine abza¨hlbare Menge eine u¨berabza¨hl-
bare Teilmenge. Wenn A eine u¨berabza¨hlbare Menge ist, dann ist beispielsweise
A selber eine u¨berabza¨hlbare Teilmenge von A.
Satz 22.10 (Cantor).
(1) N× N ∼ N .
(2) Jede abza¨hlbare Familie aus abza¨hlbaren Mengen besitzt eine abza¨hlbare
Vereinigung.
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(3) Q ∼ N .
(4) Q ist abza¨hlbar unendlich.
(5) N ≺ R .
(6) N ≺ P(N) ∼ R .
(7) R ist u¨berabza¨hlbar.
Beweis. Zum Nachweis von (1) verwenden wir wie Cantor das Diagonalverfah-
ren von Cauchy. Dazu ordnen wir die Paare (m,n) ∈ N × N als unendliches
Rechtecksschema an.
(1, 1) (1, 2) (1, 3) (1, 4) . . .
(2, 1) (2, 2) (2, 3) . . .
(3, 1) (3, 2) . . .
(4, 1) . . .
...
Dann durchlaufen wir die nacheinander von oben die Diagonalen, die von den
Eintra¨gen der ersten Zeile eingeleitet werden.
ϕ(1) = (1, 1) ,
ϕ(2) = (1, 2) , ϕ(3) = (2, 1) ,
ϕ(4) = (1, 3) , ϕ(5) = (2, 2) , ϕ(6) = (3, 1) ,
...
Auf diese Weise erhalten wir eine bijektive Abbildung ϕ : N→ N× N.
Nachweis von (2). Es genu¨gt, eine beliebige abza¨hlbar unendliche Familie
F = (An)n∈N
von paarweise disjunkten Mengen An mit An ∼ N fu¨r alle n ∈ N zu betrachten.
Dabei besteht An aus Elementen an1, an2, an3, . . . . Sei ϕ : N → N × N eine
bijektive Abbildung. Wir setzen an = aϕ(n). Dann gilt⋃
F =
⋃
n∈N
An = {an | n ∈ N} .
Also gilt (2). Die Aussagen (3) und (4) sind a¨quivalent. Sie folgen aus (2).
Zum Nachweis von (5) beweisen wir mit dem Diagonalargument von Cantor,
dass das Interval [0, 1) u¨berabza¨hlbar ist.
Jede reelle Zahl x ∈ [0, 1) besitzt eine Dezimalentwickung
x =
∞∑
m=1
xm
10m
= 0.x1x2x3 . . .
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mit Ziffern xm ∈ {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}. Eine Dezimalentwicklung heißt nor-
mal, wenn
xm 6= 9
fu¨r unendliche viele m ∈ N gilt. Jede reelle Zahl x ∈ [0, 1) besitzt genau eine nor-
male Dezimalentwicklung. Umgekehrt liefert jede normale Dezimalentwicklung
0.x1x2x3 . . . eine eindeutig bestimmte reelle Zahl x ∈ [0, 1).
Angenommen, es gibt eine Abza¨hlung
{an | n ∈ N} = [0, 1) .
Dann besitzt jedes an eine eindeutig bestimmte normale Dezimalentwicklung
an =
∞∑
m=1
anm
10m
= 0.an1an2an3 . . . .
Wir betrachten die reelle Zahl b = 0, b1b2b3 . . . ∈ [0, 1) mit den Ziffern
bm =
{
1 , amm = 0 ,
0 , amm 6= 0 .
Wegen b ∈ [0, 1) = {an | n ∈ N} gibt es einen Index k ∈ N mit b = ak. Nach
Konstruktion von b gilt
bk 6= akk .
Dies ist ein Widerspruch. Damit ist (5) bewiesen. Aussage (7) folgt aus (5).
Nachweis von (6). Die Aussage N ≺ P(N) folgt aus dem Satz von Cantor.
Siehe Satz 22.3. Der Satz von Cantor-Bernstein-Schro¨der liefert
R ∼ [0, 1) .
Siehe Satz 22.6. Es gilt
P(N) ∼ {0, 1}N .
Siehe Beispiel (15) in 22.2. Zum Nachweis von (6) zeigen wir {0, 1}N ∼ [0, 1).
Dabei verwenden wir den Satz von Cantor-Bernstein-Schro¨der ein weiteres Mal.
Die Abbildung f : {0, 1}N → [0, 1) mit
f(ϕ) =
∞∑
m=1
ϕ(m)
3m
ist injektiv. Siehe Beweis von (5). Also gilt {0, 1}N 4 [0, 1).
Jedes x ∈ [0, 1) besitzt eine eindeutig bestimmte Darstellung
x =
∞∑
m=1
xm
2m
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mit xm ∈ {0, 1}, wobei xm = 0 fu¨r unendlich viele m ∈ N gilt. Siehe Beweis von
(5). Die Abbildung g : [0, 1)→ {0, 1}N mit
(g(x))(m) = xm
fu¨r alle m ∈ N ist injektiv. Also gilt [0, 1) 4 {0, 1}N.
Aus dem Satz von Cantor-Bernstein-Schro¨der folgt nun {0, 1}N ∼ [0, 1).
Damit ist auch (6) bewiesen. Ausage (6) pra¨zisiert Aussage (5). Aussage (7)
folgt aus (6).
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23 Erga¨nzung: Horner-Schema
Wir betrachten ein Polynom p(x), das in absteigender Form geschrieben ist.
p(x) = 5x6 − 10x5 + 25x4 − 45x3 + 10x2 − 20x− 40 .
Die Monome von p(x) werden dabei nach absteigendem Grad angeordnet. Wir
beginnen mit dem Monom ho¨chsten Grades.
In der absteigenden Form des Polynoms klammern wir nach und nach einen
Faktor x aus. Dabei lassen wir den jeweiligen Rest stehen. Auf diese Weise
entsteht die Horner-Form des Polynoms p(x).
p(x) = 5x6 − 10x5 + 25x4 − 45x3 + 10x2 − 20x− 40
= (5x5 − 10x4 + 25x3 − 45x2 + 10x− 20)x− 40
= ((5x4 − 10x3 + 25x2 − 45x+ 10)x− 20)x− 40
= (((5x3 − 10x2 + 25x− 45)x+ 10)x− 20)x− 40
= ((((5x2 − 10x+ 25)x− 45)x+ 10)x− 20)x− 40
= (((((5x− 10)x+ 25)x− 45)x+ 10)x− 20)x− 40 .
Die Horner-Form entha¨lt dieselben Koeffizienten in derselben Reihenfolge wie
die absteigende Form. Die Horner-Form gestattet eine effiziente Methode der
Polynomauswertung. Wir werten das Polynom
p(x) = 5x6 − 10x5 + 25x4 − 45x3 + 10x2 − 20x− 40
an der Stelle x = −3 aus. Dazu verwenden wir die Horner-Form
p(x) = (((((5x− 10)x+ 25)x− 45)x+ 10)x− 20)x− 40 .
Zuna¨chst schreiben wir die einzelnen Rechenschritte ausfu¨hrlich nieder. Wir be-
ginnen mit der innersten Klammer und verwenden jedes vorher erzielte Resutat.
5x− 10 = 5 · (−3)− 10 = −25 ,
(5x− 10)x + 25 = (−25) · (−3) + 25 = 100 ,
((5x− 10)x + 25)x− 45 = 100 · (−3)− 45 = −345 ,
(((5x− 10)x + 25)x− 45)x + 10 = (−345) · (−3) + 10 = 1045 ,
((((5x− 10)x + 25)x− 45)x + 10)x− 20 = 1045 · (−3)− 20 = −3155 ,
(((((5x− 10)x + 25)x− 45)x + 10)x− 20)x− 40 = (−3155) · (−3)− 40 = 9425 .
Wir erhalten
p(−3) = 9425 .
Diese Rechenschritte fassen wir in dem folgenden Horner-Schema zusammen.
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5 −10 25 −45 10 −20 −40
−3 0 −15 75 −300 1035 −3135 9465
5 −25 100 −345 1045 −3155 9425
Oberhalb der ersten waagerechten Linie und rechts von der ersten linken senk-
rechten Linie tragen wir die Koeffizienten des Polynoms p(x) ein. Unterhalb
des Leitkoeffizienten tragen wir 0 ein. Links von der ersten senkrechten Linie
notieren wir die Stelle x = −3, an der wir das Polynom p(x) auswerten. Wir
beginnen also mit dem folgenden Schema.
5 −10 25 −45 10 −20 −40
−3 0
Dann fu¨llen wir die Spalten unterhalb der Koeffizienten des Polynoms aus. Am
Ende dieser Spalten tragen wir die Summe der Eintra¨ge ein, die oberhalb der
zweiten waagerechten Linie stehen. Wir arbeiten diese Spalten von links nach
rechts ab. Solange wir nicht die letzte Spalte erreicht haben, multiplizieren den
untersten Eintrag einer kompletten Spalte mit x = −3 und tragen das Produkt
in der folgenden Spalte unterhalb der ersten waagerechten Linie ein.
Wir wollen die letzte Zeile des Horner-Schemas
5 −10 25 −45 10 −20 −40
−3 0 −15 75 −300 1035 −3135 9465
5 −25 100 −345 1045 −3155 9425
deuten. Dazu betrachten wir die Horner-Schemata, die zu Polynomen vom Grad
n = 1, n = 2 und n ≥ 3 geho¨ren.
a1x+ a0 = (x− b) c0 + r .
a1 a0
b 0 bc0
c0 r
a2x
2 + a1x+ a0 = (x− b)(c1x+ c0) + r .
a2 a1 a0
b 0 bc1 bc0
c1 c0 r
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anx
n + . . .+ a1x+ a0 = (x− b)(cn−1xn−1 + . . .+ c1x+ c0) + r , n ≥ 3 .
an an−1 an−2 . . . a1 a0
b 0 bcn−1 bcn−2 . . . bc1 bc0
cn−1 cn−2 cn−3 . . . c0 r
Satz 23.1. Seien cn−1, . . . , c0 die Eintra¨ge eines Horner-Schemas, das zu
einem Polynom p(x) vom Grad n ≥ 2 und einer Stelle x = b geho¨rt.
(1) Der letzte Eintrag c0 ganz rechts ist der Wert, den das Polynom an der
Stelle x = b annimmt. Es gilt
p(b) = c0 .
(2) Die u¨brigen Eintra¨ge cn−1, . . . , c1 liefern die Koeffizienten des eindeutig
bestimmten Polynoms q(x) mit
p(x)− p(b) = (x− b)q(x) .
Dabei ist q(x) ein Polynom vom Grad n− 1. Der Leitkoeffizient von q(x)
ist der erste Eintrag cn−1, der ganz links steht. Es gilt
q(x) =
n−1∑
k=1
cn−kxn−k = cn−1xn−1 + . . .+ c1 .
(3) Die Auswertung des Polynoms q(x) an der Stelle x = b ist gleich der
ersten Ableitung p′(b) des gegebenen Polynoms p(x) an der Stelle x = b.
Es gilt
p′(b) = lim
x→b
p(x)− p(b)
x− b = q(b) .
(4) Der letzte Eintrag des Horner-Schemas, das zu q(x) und x = b geho¨rt, ist
gleich der ersten Ableitung p′(b) von p(x) an der Stelle x = b.
Wir kehren zu unserem Beispiel zuru¨ck. Die letzte Zeile des Horner-Schemas
5 −10 25 −45 10 −20 −40
−3 0 −15 75 −300 1035 −3135 9465
5 −25 100 −345 1045 −3155 9425
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beschreibt die Zerlegung
5x6 − 10x5 + 25x4 − 45x3 + 10x2 − 20x− 40
= (x+ 3)(5x5 − 25x4 + 100x3 − 345x2 + 1045x− 3155) + 9425 .
Der letzte Eintrag des Horner-Schemas
5 −25 100 −345 1045 −3155
−3 0 −15 120 −660 3015 −12180
5 −40 220 −1005 4060 −15335
liefert die erste Ableitung
p′(−3) = −15335
von p(x) an der Stelle b = −3.
Beispiele 23.2.
(1) Das Horner-Schema
5 −10 25 −45 10 −20 −40
−2 −10 40 −130 350 −720 1480
5 −20 65 −175 360 −740 1440
liefert p(−2) = 1440 und die Zerlegung
p(x) = (x+ 2)(5x5 − 20x4 + 65x3 − 175x2 + 360x− 740) + 1440 .
(2) Das Horner-Schema
5 −10 25 −45 10 −20 −40
2 10 0 50 10 40 40
5 0 25 5 20 20 0
liefert p(2) = 0 und die Zerlegung
p(x) = (x− 2)(5x5 + 25x3 + 5x2 + 20x+ 20) .
(3) Das Horner-Schema
5 −10 25 −45 10 −20 −40
3 15 15 120 225 705 2055
5 5 40 75 235 685 2015
liefert p(3) = 2015 und die Zerlegung
p(x) = (x− 3)(5x5 + 5x4 + 40x3 + 75x2 + 235x+ 685) + 2015 .
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(4) Aus der Analysis-Klausur vom 19.7.2010.
18x2 − 6x+ 36
(x+ 3)(x2 + 9)
=
α
x+ 3
+
βx+ γ
x2 + 9
.
α =
18x2 − 6x+ 36
x2 + 9
∣∣∣∣
x=−3
=
216
18
= 12 .
18 −6 36
−3 −54 180
18 −60 216
βx+ γ
x2 + 9
=
18x2 − 6x+ 36
(x+ 3)(x2 + 9)
− 12
x+ 3
=
6x2 − 6x− 72
(x+ 3)(x2 + 9)
=
6x− 24
x2 + 9
.
6 −6 −72
−3 −18 72
6 −24 0
18x2 − 6x+ 36
(x+ 3)(x2 + 9)
=
12
x+ 3
+
6x− 24
x2 + 9
.
(5) Aus der Analysis-Klausur vom 24.3.2011.
4x2 − 12x
(x+ 2)(x2 + 16)
=
α
x+ 2
+
βx+ γ
x2 + 16
.
α =
4x2 − 12x
x2 + 16
∣∣∣∣
x=−2
=
16 + 24
20
=
40
20
= 2 .
4 −12 0
−2 −8 40
4 −20 40
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βx+ γ
x2 + 16
=
4x2 − 12x
(x+ 2)(x2 + 16)
− 2
x+ 2
=
2x2 − 12x− 32
(x+ 2)(x2 + 16)
=
2x− 16
x2 + 16
.
2 −12 −32
−2 −4 32
2 −16 0
4x2 − 12x
(x+ 2)(x2 + 16)
=
2
x+ 2
+
2x− 16
x2 + 16
.

Beispiel 23.3 (Erga¨nzung zu 10.13). Wir betrachten das Polynom
p(x) = x3 − x2 + 1 .
Das Horner-Schema
1 −1 0 1
2 0 2 2 4
1 1 2 5
liefert
p(2) = 5 , p(x)− p(2) = (x− 2) · q(x) , q(x) = x2 + x+ 2 .
Das Horner-Schema
1 1 2
2 0 2 6
1 3 8
liefert
p′(2) = q(2) = 8 .
Siehe Satz 23.1. 
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24 U¨bungsbla¨tter vom SoSe 14
• Ko¨nigsweg, der [unbekannte Herkunft, vielleicht nach U¨berlieferung
antiker Autoren, wonach Herrscher beru¨hmte Mathematiker befragten, ob
es nicht fu¨r sie einen leichten und schnellen Zugang zu den Geheimnissen
der Mathematik gebe und zur Antwort erhielten, dass auch Ko¨nige nur
wie gewo¨hnliche Sterbliche durch eifriges Lernen hier zum Ziel kommen
ko¨nnten, es also keinen Ko¨nigsweg gebe]: idealer Weg zu einem hohen
Ziel. Siehe [26], p. 934. Duden. Deutsches Universalwo¨rterbuch.
• Siehe Eintrag Life from Euclid in [30]. Encyclopædia Britannica.
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TECHNISCHE UNIVERSITA¨T BRAUNSCHWEIG
Carl-Friedrich-Gauß-Fakulta¨t
Institut Computational Mathematics
AG Partielle Differentialgleichungen
Dr. Wolfgang Marten
Sommersemester 2014
25.4.2014, Blatt 1
U¨bungen zur Vorlesung
”
Analysis fu¨r Studierende
der Informatik und Wirtschaftsinformatik“
1.K. Berechnen Sie:
1.1.
1
2
+
1
3
+
1
4
+
1
6
.
1.2. 23
4
.
1.3. ln(e5
2
) .
1.4. log3 6561− log3 177147 .
1.5. (log3 5)(log5 3) .
2.K. Seien x, y > 0 reelle Zahlen. Schreiben Sie die folgenden Ausdru¨cke in
der Form cxrys mit c ∈ R und r, s ∈ Q.
2.1.
3
√
x5y4
4
√
16x2y−6
.
2.2.
5
√
x3
√
32y5 3
√
x .
3.K. Stellen Sie die beiden folgenden rationalen Funktionen als Quotienten
teilerfremder reeller Polynome dar.
3.1. − 2
x
− 1
x+ 1
− 1
x− 1 .
3.2. − 1
x2
− 1
2(x+ 1)
+
1
2(x− 1) .
4.K. Vereinfachen Sie die beiden folgenden Quotienten.
4.1.
(3x2y3 + 16xy4)− (12x2y3 + 40xy4)
3x2y4 + 8xy5
.
4.2.
(1 + 3x2)− (1 + 3y2)
2(y2 + y4)− 2(x2 + x4) .
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5.G. Zeigen Sie, dass die Abbildung f : R→ (−1, 1) mit
f(x) =
x
1 + |x|
bijektiv ist. Konstruieren Sie die Umkehrabbildung zu f .
6.K. Die Funktion f : R→ R sei durch
f(x) = |2− |1− x|| − |x|
definiert. Zeigen Sie, dass f beschra¨nkt ist. Bestimmen Sie den maximalen und
den minimalen Wert, den die Funktion f annimmt.
7.K. Bestimmen Sie alle x ∈ R \ {2}, die die strikte Ungleichung
1
|x− 2| >
1
1 + |x− 1|
erfu¨llen.
8.G. Bestimmen Sie alle n ∈ N mit n2 < 2n−1.
9.G. Beweisen Sie die Gu¨ltigkeit der Summenformel
n∑
k=1
1
(k + 2)(k + 3)(k + 4)
=
n(n+ 7)
24(n+ 3)(n+ 4)
fu¨r alle n ∈ N mittels vollsta¨ndiger Induktion. Ku¨rzen Sie im Induktionsschluss
einen Faktor n+ 3 mit Hilfe des Horner-Schemas.
10.K. Zeigen Sie mit vollsta¨ndiger Induktion, dass
(1− x)n < 1
(1 + nx)
fu¨r alle x ∈ (0, 1) und alle n ∈ N mit n ≥ 2 gilt.
11.G. Beweisen Sie die folgenden Aussagen.
11.1. 2 + 2 = 4 .
11.2. (∀x ∈ R) : 0 · x = x · 0 = 0 .
11.3. (∀x ∈ R) : (−1) · x = x · (−1) = −x .
11.4. (∀x ∈ R) : x = −(−x) .
11.5. (−1) · (−1) = 1 .
11.6. −1 < 0 < 1 .
11.7. (∀x, y ∈ R−) : xy ∈ R+ .
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TECHNISCHE UNIVERSITA¨T BRAUNSCHWEIG
Carl-Friedrich-Gauß-Fakulta¨t
Institut Computational Mathematics
AG Partielle Differentialgleichungen
Dr. Wolfgang Marten
Sommersemester 2014
2.5.2014, Blatt 2
U¨bungen zur Vorlesung
”
Analysis fu¨r Studierende
der Informatik und Wirtschaftsinformatik“
12.K. Beweisen Sie, dass 3 + 3 = 6 gilt.
13.K. Betrachten Sie das folgende Rechenschema.
12 · 17 = ?
12 + 7 = 19
2 · 7 = 14
190 + 14 = 204
12 · 17 = 204
Finden Sie eine einfache Methode, das Produkt xy zweier natu¨rlicher Zahlen
x und y mit 11 ≤ x, y ≤ 19 ohne Taschenrechner im Kopf zu berechnen. Be-
gru¨nden Sie diese Methode mit den Rechengesetzen fu¨r die Addition und die
Multiplikation aus Axiom 1.1. Berechnen Sie die Quadrate der neun ganzen
Zahlen 11 bis 19.
14.G. Beweisen Sie die Gu¨ltigkeit der Produktformel
n∏
k=2
(
1− 1
k2
)
=
1
2
(
1 +
1
n
)
fu¨r alle n ∈ N mit n ≥ 2.
15.K. Beweisen Sie die Gu¨ltigkeit der Produktformel
n∏
k=2
(
1− 2
k(k + 1)
)
=
1
3
(
1 +
2
n
)
fu¨r alle n ∈ N mit n ≥ 2 mittels vollsta¨ndiger Induktion.
16.K. Beweisen Sie die Gu¨ltigkeit der Summenformel
n∑
k=1
(−1)kk3 = 1
8
+
(−1)n
8
(4n3 + 6n2 − 1)
fu¨r alle n ∈ N mittels vollsta¨ndiger Induktion.
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-Kontrollfragen -
• Was ist ein Ko¨rper?
• Wie ist die Positivita¨t von reellen Zahlen definiert?
• Wie ist die Betragsfunktion erkla¨rt?
• Welche Axiome werden bei der Definition der Betragsfunktion verwendet?
• Was ist ein offenes Intervall?
• Was ist die vollsta¨ndige Induktion?
• Ist 2 im Ko¨rper Q ein Quadrat? Begru¨ndung?
• Welcher Zusammenhang besteht zwischen der Betrags- und der Signum-
funktion?
• Was ist Monotonie?
• Gibt es Funktionen, die zugleich monoton wachsend und monoton fallend
sind?
• Definieren Sie Injektivita¨t, Surjektivita¨t und Bijektivita¨t. Geben Sie Bei-
spiele.
• Geben Sie eine notwendige und hinreichende Bedingung fu¨r die Injektivita¨t
einer linearen Abbildung.
• Geben Sie eine notwendige und hinreichende Bedingung fu¨r die Surjekti-
vita¨t einer linearen Abbildung.
• Besitzt das Intervall (0, 1] ein Minimum?
• Besitzt das Intervall (0, 1] ein Infimum?
• Was ist eine induktive Menge?
• Definieren Sie N.
• Was ist die Aussage des Wohlordnungssatzes fu¨r die Menge der natu¨rlichen
Zahlen?
• Wie ist R definiert?
• Gibt es eine reelle Zahl, die gro¨ßer als alle natu¨rlichen Zahlen ist?
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U¨bungen zur Vorlesung
”
Analysis fu¨r Studierende
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17.G. Sei w ∈ C beliebig gegeben. Dann gilt |w| ± Re(w) ≥ 0. Die Formeln
ζ =

±
√|w|+ Re(w) + i√|w| − Re(w)√
2
, Im(w) ≥ 0 ,
±
√|w|+ Re(w)− i√|w| − Re(w)√
2
, Im(w) < 0
liefern alle Lo¨sungen ζ ∈ C der quadratischen Gleichung z2 = w.
18.K. Berechnen Sie alle z ∈ C mit
z2 − (1 + 2i)z − (3− 4i) = 0 .
Verwenden Sie die komplexe Version der pq-Formel und die Formeln aus 17.G.
19.K. Werten Sie das Polynom
p(x) = 5x6 − 10x5 + 25x4 − 45x3 + 10x2 − 20x− 40
an den Stellen x1 = −3, x2 = −2, x3 = 2, x4 = 3 aus. Verwenden Sie dazu das
Horner-Schema.
20.G. Beweisen Sie die fogenden Einschließungen.
(1) (∀n ∈ N) : 2(√n+ 1−√n) < 1√
n
< 2(
√
n−√n− 1) .
(2) (∀m ∈ N,m ≥ 2) : 2√m− 2 <
m∑
n=1
1√
n
< 2
√
m− 1 .
(3) 1998 <
106∑
n=1
1√
n
< 1999 .
21.G. Sei A eine Menge. Die Menge
P(A) = {X | (∃B ⊆ A) : X = B }
heißt die Potenzmenge von A. Dann gelten:
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(1) P(∅) = {∅} 6= ∅.
(2) Fu¨r alle n ∈ N0 gilt n < 2n.
(3) Sei n ∈ N0. Wenn A aus n Elementen besteht, dann besteht P(A) aus 2n
Elementen.
22.G. Sei A eine nicht-leere Menge. Sei iA : A→ P(A) die Abbildung mit
iA(a) = {a}
fu¨r alle a ∈ A. Es gelten:
(1) iA ist injektiv.
(2) iA ist nicht surjektiv.
(3) Es gibt keine surjektive Abbildung von A auf P(A).
23.G. Wir betten die reelle Zahlengerade R vermittels der injektiven Abbil-
dung iR : R→ P(R) in die Potenzmenge P(R) ein. In P(R) sind R− und R+ als
Elemente enthalten. Die Teilmenge
R = {R−} ∪ iR(R) ∪ {R+}
von P(R) heißt die erweiterte Zahlengerade. Wir setzen
−∞ = R− , +∞ = R+
und identifizieren jede reelle Zahl a mit ihrem Bild iR(a). Fu¨hren Sie auf R eine
Ordungsrelation derart ein, dass f : R→ (−1, 1) mit
f(a) =
a
1 + |a|
zu einer Funktion f : R → [−1, 1] fortgesetzt werden kann, die bijektiv und
streng monoton wachsend ist. Kann R zu einem Ko¨rper gemacht werden?
- Kontrollfragen -
• Welches Axiom sichert zusammen mit den Ko¨rperaxiomen und den An-
ordnungsaxiomen die Existenz der positiven Quadratwurzel einer positiven
reellen Zahl?
• Wie ist der Ko¨rper C definiert?
• Deuten Sie die komplexen Zahlen geometrisch.
• Wie lautet der Fundamentalsatz der Algebra?
• Erla¨utern Sie die Formel C = R+ Ri.
• Erla¨utern Sie die Formeln A ⊆ B und A ⊂ B.
• Erla¨utern Sie die folgenden echten Inklusionen: N ⊂ Z ⊂ Q ⊂ R ⊂ C.
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24.G. Wir erga¨nzen die Gauß’sche Zahlenebene C um einen unendlich fernen
Punkt ∞. Die Menge C = C ∪ {∞} heißt erweiterte Zahlenebene. Wir setzen
a+∞ =∞+ a =∞ , b · ∞ =∞ · b =∞ , b∞ = 0 ,
b
0
=∞
fu¨r a ∈ C und b ∈ C \ {0}. Es sei
S2 = { (x1, x2, x3) ∈ R3 | x21 + x22 + x23 = 1 }
die reelle Einheitsspha¨re um (0, 0, 0). Der Punkt N = (0, 0, 1) heißt Nordpol.
Sei P = (x1, x2, x3) ∈ S2 \ {N}. Die Gerade durch den N und P schneidet die
A¨quatorebene z = 0 in einem Punkt (x, y, 0). Die bijektive Abbildung pi : S2 → C
mit
pi(x1, x2, x3) =
 x+ iy , (x1, x2, x3) 6= (0, 0, 1) ,∞ , (x1, x2, x3) = (0, 0, 1)
heißt stereographische Projektion. Weil S2 vermittels pi mit C identifiziert wer-
den kann, heißt S2 Riemann’sche Zahlenkugel. Der Punkt ∞ der erweiterten
Zahlenebene C ist von den beiden unendlich fernen Punkten −∞ und +∞ der
erweiterten Zahlengerade R zu unterscheiden. Zeigen Sie, dass
pi(x1, x2, x3) =
x1
1− x3 +
x2
1− x3 i
fu¨r alle (x1, x2, x3) ∈ S2 \ {N} gilt. Berechnen Sie die Umkehrfunktion σ zu pi.
Bilden Sie die Ursprungsgeraden von C vermittels σ in die Spha¨re S2 ab. Welche
geometrische Bedeutung besitzen diese Bilder?
25.G. Berechnen Sie die folgenden Grenzwerte.
(1) lim
n→∞
(
n√
n+ 2
− n√
n+ 4
)
.
(2) lim
n→∞
(√
n+
√
n−
√
n−√n
)
.
(3) lim
n→∞
n≥|a|
√
n (
√
n+ a−√n) , a ∈ R .
(4) lim
n→∞
n
√
ns , s ∈ Q+ .
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26.K. Berechnen Sie die folgenden Grenzwerte.
(1) lim
n→∞
n−√n
n+
√
n+ 1
.
(2) lim
n→∞
√
n+ 1
n+ 1
.
(3) lim
n→∞n
(√
1 +
1
n
− 1
)
.
27.G. Beweisen Sie die folgenden asymptotischen Gleichheiten.
(1)
n
√
n! ∼ n
e
(n→∞) .
(2)
∣∣∣∣( 12n
)∣∣∣∣ ∼ 12n√pin (n→∞) .
28.K. Beweisen Sie die folgenden asymptotischen Gleichheiten.
(1)
1
n
− 1
n+ 1
∼ 1
n2
(n→∞) .
(2)
√
1 +
1
n
∼ 1 (n→∞) .
(3)
√
n+ 1−√n ∼ 1
2
√
n
(n→∞) .
(4)
n∑
k=1
k3 ∼ n
4
4
(n→∞) .
(5)
(
2n
n
)
∼ 2
2n
√
pin
(n→∞) .
- Kontrollfragen -
• Was ist ein Grenzwert?
• Was a¨ndert sich am Konvergenzverhalten einer Folge, wenn die ersten zehn
Milliarden Folgeglieder abgea¨ndert werden?
• Was ist eine Teilfolge?
• Was a¨ndert sich am Konvergenzverhalten einer reellen Folge, wenn jedes
Folgeglied quadriert wird?
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29.K. Fu¨r alle n ∈ N mit n ≥ 2 gilt
enne−n < n! < enn+1e−n .
Berechnen Sie die folgenden Grenzwerte.
(1) lim
n→∞
(
n!
nne−n
) 1
n
.
(2) lim
n→∞
(
(n!)2
n2n
) 1
n
.
(3) lim
n→∞
(
n3n
(n!)3
) 1
n
.
30.K. Die Ebene R2 sei mit dem euklidischen inneren Produkt 〈 . , . 〉 und
der euklidischen Norm ‖ . ‖ versehen. Gegeben sei in der Ebene R2 eine Strecke
der La¨nge a > 0. Konstruieren Sie mit Zirkel und Lineal eine Strecke der La¨nge√
a. Verwenden Sie den Ho¨hensatz des Euklid.
31.G. Heron-Verfahren. Sei a > 0 gegeben. Zeigen Sie, dass fu¨r jeden
Startwert x0 > 0 die induktiv definierte Folge (xn)n∈N mit
xn+1 =
1
2
(
xn +
a
xn
)
, n ∈ N0
monoton fallend gegen
√
a konvergiert. Zeigen Sie, dass
0 ≤ xn+1 −
√
a ≤ (xn −
√
a)2
2
√
a
fu¨r alle n ∈ N gilt. Wenn der Startwert x0 eine positive rationale Zahl ist, dann
besteht die approximierende Folge (xn)n∈N ebenfalls aus positiven rationalen
Zahlen.
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32.G. Verwenden Sie das Heron-Verfahren zur na¨herungsweisen Berechnung
von
√
3. Berechnen Sie fu¨r die Startwerte x0 = 1 und x0 = 2 jeweils x1, . . . , x5.
Verwenden Sie ein Computeralgebrasystem. Bestimmen Sie die ersten neun
Nachkommastellen der Dezimalentwicklung von x1, . . . , x6.
33.K. Sei a > 0 gegeben. Zeigen Sie, dass fu¨r jeden Startwert x0 > 0 die
induktiv definierte Folge (xn)n∈N mit
xn+1 =
1
3
(
2xn +
a
x2n
)
, n ∈ N0
monoton fallend gegen 3
√
a konvergiert. Zeigen Sie, dass die Fehlerabscha¨tzung
0 ≤ xn − 3
√
a ≤ x
3
n − a
3( 3
√
a)2
fu¨r alle n ∈ N gilt. Berechnen Sie fu¨r a = 2 und x0 = 54 die rationalen Approxi-
mationen x1, . . . , x6. Verwenden Sie ein Computeralgebrasystem. Bestimmen
Sie die ersten neun Nachkommastellen der Dezimalentwicklung von x1, . . . , x6.
- Kontrollfragen -
• Wie ha¨ngen die Begriffe Beschra¨nktheit, Monotonie und Konvergenz von
reelle Folgen zusammen? Geben Sie Beispiele.
• Erla¨utern Sie die Einschließungsregel.
• Formulieren Sie den Satz von Bolzano-Weierstraß.
• Erla¨utern Sie das Konvergenzkriterium von Cauchy.
• Was bedeutet die asymptotische Gleichung zweier Folgen?
• Was ist ein Ha¨ufungspunkt einer reellen Folge? Kann es mehrere Ha¨ufungs-
punkte geben? Kann es unendlich viele Ha¨ufungspunkte geben?
• Wie wird der Limes Superior einer beschra¨nkten reellen Folge erkla¨rt?
• Wie ist die Euler’sche Zahl e definiert?
• Ist e rational oder irrational?
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34.G. Fu¨r alle n ∈ N mit n ≥ 2 gilt(
1 +
1
n
)n
< e <
(
1 +
1
n− 1
)n
.
(1) Zeigen Sie, dass
log
(
1 +
1
n
)
<
1
n
< log
(
1 +
1
n− 1
)
fu¨r alle n ∈ N mit n ≥ 2 gilt.
(2) Folgern Sie, dass der Grenzwert
γ = lim
n→∞
((
n∑
k=1
1
k
)
− log(n)
)
≈ 0.5772156649 . . .
existiert. Die reelle Zahl γ heißt Euler’sche Konstante.
(3) Beweisen Sie die asymptotische Gleichheit
n∑
k=1
1
k
∼ log(n) (n→∞) .
Also divergiert die harmonische Reihe logarithmisch.
35.K. Fu¨r alle x ∈ (−∞, 1) gilt
1 + x ≤ exp(x) ≤ 1
1− x .
(1) Sei s > 0. Folgern Sie, dass
s ≤ exp(sx)− 1
x
≤ s
1− sx .
fu¨r alle x ∈ (0, s−1) gilt.
(2) Beweisen Sie, dass
lim
n→∞
(
1− n−1)s − 1
log (1− n−1) = s
fu¨r alle s > 0 gilt.
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36.G. Berechnen Sie die folgenden Reihensummen.
(1)
∞∑
n=0
(
−3
8
)n
.
(2)
∞∑
n=0
n+ 1
2n
.
(3)
∞∑
n=1
1
25n2 − 5n− 6 .
(4)
∞∑
n=1
n
n3 + 6n2 + 11n+ 6
.
37.K. Berechnen Sie die folgenden Reihensummen.
(1)
∞∑
n=0
(
−5
9
)n
.
(2)
∞∑
n=0
n2 − 2
2n
.
(3)
∞∑
n=1
1
36n2 + 12n− 8 .
- Kontrollfragen -
• Was ist die Lipschitz-Stetigkeit?
• Was ist eine Reihensumme?
• Was ist der Logarithmus?
• Definieren Sie die Exponentialfunktion.
• Definieren Sie 23.
• Definieren Sie √2 und √3.
• Definieren Sie √2
√
3
.
• Definieren Sie pie.
• Welche Lehrbu¨cher der Analysis sind in der Vorlesung genannt worden.
Warum wohl? (Nachtrag April 2015. Welche Ratscha¨ge sind im Sommer-
semester 2014 leider missachtet worden?)
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38.G. Sei η : [0, 1]→ R die Funktion mit
η(x) =
 −x log(x) , x ∈ (0, 1] ,0 , x = 0 .
Dann gelten:
(1) (∀x ∈ [0, 1]) : 0 ≤ η(x) ≤ 2(√x− x) ≤ 2√x .
(2) (∀x ∈ [0, 1]) : 0 ≤ η(x) ≤ 2(√x− x) ≤ 1− x .
(3) η ist auf keinem Intervall [0, β] mit β ∈ (0, 1] Lipschitz-stetig.
(4) η ist auf jedem Intervall [α, 1] mit α ∈ (0, 1] Lipschitz-stetig.
(5) η ist auf dem Intervall [0, 1] stetig.
39.G. (Shannon). Sei n ∈ N mit n ≥ 2 gegeben.
(1) Die Elemente (p1, . . . , pn) der Menge Γn ⊆ Rn mit
Γn = {(p1, . . . , pn) ∈ Rn | 0 ≤ p1, . . . , pn ≤ p1 + . . .+ pn = 1}
heißen n-stellige vollsta¨ndige Wahrscheinlichkeitsverteilungen.
(2) Die Funktion Hn : Γn → R mit
Hn(p1, . . . , pn) = η(p1) + . . .+ η(pn)
heißt die n-te Entropiefunktion.
(3) Fu¨r (p1, . . . , pn) ∈ Γn heißt der Funktionswert
Hn(p1, . . . , pn)
die Entropie der Wahrscheinlichkeitsverteilung (p1, . . . , pn).
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(4) Fu¨r alle (p1, . . . , pn) ∈ Γn gilt
Hn(p1, . . . , pn) =
n∑
k=1
η(pk) ≤ log(n) .
Dabei gilt das Gleichheitszeichen genau dann, wenn
(p1, . . . , pn) = (
1
n , . . .
1
n )
gilt.
40.K. Seien A, X Mengen. Beweisen Sie fu¨r die Mengen
B(A,X) = {f : A→ X | f bijektiv } ,
I(A,X) = {f : A→ X | f injektiv }
die folgenden Aussagen:
(1) Fu¨r #(A) = #(X) = n ∈ N gilt
#(B(A,X)) = n! .
(2) Fu¨r #(A) = k ∈ N und #(X) = n ∈ N mit k ≤ n gilt
#(I(A,X)) = n!
(n− k)! .
41.K. Sei X eine Menge mit #(X) = n ∈ N. Sei k ∈ N mit k ≤ n. Wieviele
Teilmengen A ⊆ X mit #(A) = k gibt es?
42.K. Beweisen Sie die Gu¨ltigkeit der Summenformel
n∑
k=3
4
(k − 2)(k − 1)k =
n2 − n− 2
n(n− 1)
fu¨r alle n ∈ N mit n ≥ 3 mittels vollsta¨ndiger Induktion. Ku¨rzen Sie im Induk-
tionsschritt einen Faktor n− 1. Verwenden Sie dabei das Horner-Schema.
43.K. Berechnen Sie die Reihensumme
∞∑
n=1
12
36n2 − 24n− 5 .
Verwenden Sie die Teleskop-Methode.
226
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
TECHNISCHE UNIVERSITA¨T BRAUNSCHWEIG
Carl-Friedrich-Gauß-Fakulta¨t
Institut Computational Mathematics
AG Partielle Differentialgleichungen Sommersemester 2014
Dr. Wolfgang Marten 20.6.2014, Blatt 8
U¨bungen zur Vorlesung
”
Analysis fu¨r Studierende
der Informatik und Wirtschaftsinformatik“
44.G (Banach’scher Fixpunktsatz, Kontraktionssatz). Seien a, b ∈ R
mit a < b und q ∈ (0, 1) gegeben. Sei ferner f : [a, b]→ [a, b] eine Funktion, die
die Bedingung
(∀x, y ∈ [a, b]) : |f(x)− f(y)| ≤ q |x− y|
erfu¨llt. Wir sagen in dieser Situation, dass f eine kontrahierende Selbstabbildung
des Intervalles [a, b] ist. Es gelten die folgenden Aussagen:
(1) Die Funktion f ist Lipschitz-stetig.
(2) Die Funktion f besitzt einen einzigen Fixpunkt in [a, b]. Es existiert also
genau ein ξ ∈ [a, b] mit f(ξ) = ξ.
(3) Sei x ∈ [a, b] ein beliebiger Startpunkt. Dann konvergiert die induktiv
definierte Folge (xn)n∈N mit
x1 = f(x) , xn+1 = f(xn)
gegen den Fixpunkt ξ.
(4) Es gilt die Fehlerabscha¨tzung
(∀n ∈ N) : |xn − ξ| ≤ qn |b− a| .
Die Konvergenz der in (3) definierten Folge folgt aus dem Cauchy-Konvergenz-
kriterium vermittels vollsta¨ndiger Induktion. Dabei wird die Konvergenz der
geometrische Reihe
∑∞
k=0 q
k ausgenutzt. Die Fehlerabscha¨tzung (4) erfolgt ver-
mittels vollsta¨ndiger Induktion.
45.G. Sei f : [2, 4]→ [2, 4] die Funktion mit
f(x) = 2 + log(x) .
(1) Zeigen Sie, dass f eine kontrahierende Selbstabbildung mit q = 12 ist.
(2) Die Funktion f ist auf [2, 4] streng monoton wachsend.
(3) Nach dem Banach’schen Fixpunktsatz besitzt f einen eindeutig bestimm-
ten Fixpunkt ξ ∈ [2, 4].
(4) Berechnen Sie fu¨r den Startwert x = 2.0 die Approximationen x21 und x22
auf zehn Stellen nach dem Komma.
(5) Scha¨tzen Sie den Fehler |ξ − x22| ab.
(6) Wiederholen Sie (4) und (5) fu¨r den Startwert x = 4.0.
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46.K. Sei f : [1, 2]→ [1, 2] die Funktion mit
f(x) =
x+ 2
x+ 1
.
(1) Zeigen Sie, dass f eine kontrahierende Selbstabbildung mit q = 14 ist.
(2) Die Funktion f ist streng monoton fallend auf [1, 2].
(3) Nach dem Banach’schen Fixpunktsatz besitzt f einen eindeutig bestimm-
ten Fixpunkt ξ ∈ [1, 2].
(4) Rechnen Sie nach, dass ξ =
√
2 gilt.
(5) Berechnen Sie fu¨r den Startwert x = 1.0 die Approximation x12 auf neun
Stellen nach dem Komma.
(6) Scha¨tzen Sie den Fehler |√2− x12| ab.
47.K. Sei f : R→ R die polynomiale Funktion x 7→ x2. Zeigen Sie mit Hilfe
des -δ-Kriteriums, dass f in jedem Punkt a ∈ R stetig ist.
48.K. Sei f : R→ R die Funktion mit
f(x) =
1
1 + x2
, x ∈ R .
Zeigen Sie mit Hilfe des -δ-Kriteriums, dass f in jedem Punkt a ∈ R stetig ist.
- Kontrollfragen -
• Rekapitulieren Sie alle Konvergenzkriterien aus der Vorlesung.
• Was ist Stetigkeit?
• Formulieren Sie das Folgenkriterium der Stetigkeit.
• Erla¨utern Sie den Zwischenwertsatz fu¨r stetige Funktionen.
• Was ist Lipschitz-Stetigkeit?
• Erla¨utern Sie den Unterschied von Stetigkeit und Lipschitz-Stetigkeit.
• Erla¨utern Sie den Banach’schen Fixpunktsatz. Auf welchen Konvergenz-
kriterien beruht der Beweis dieses Satzes?
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49.K. Sei f : [0, 1]→ [0, 1] die Funktion mit f(x) = cos(x).
(1) Zeigen Sie, dass die Funktion f eine kontrahierende Selbstabbildung des
Intervalles [0, 1] ist. Nach dem Banach’schen Fixpunktsatz besitzt f in
[0, 1] einen eindeutig bestimmten Fixpunkt ξ. Fertigen Sie eine Skizze an.
(2) Sei x ∈ [0, 1] ein beliebiger Startwert. Die Folge (xn)n∈N mit
x1 = f(x) , xn+1 = f(xn)
konvergiert gegen den Fixpunkt ξ von f .
(3) Berechnen Sie fu¨r den Startwert x = 1.0 die ersten zehn Nachkommastellen
der Dezimalentwicklung der Approximation x60. Scha¨tzen Sie den Fehler
|ξ − x60| ab.
50.G. Das Polynom p(x) = x3 + 4x− 1 besitzt eine einzige reelle Nullstelle
ξ. Nach dem Zwischenwertsatz liegt ξ im Intervall (0, 1), denn es gilt p(0) = −1
und p(1) = 4. Berechnen Sie die Nullstelle ξ auf 10 Nachkommastellen. Wenden
Sie den Banach’schen Fixpunktsatz an.
51.K. Sei f : R+ → R die Funktion mit f(x) = x−1. Zeigen Sie mit Hilfe
des -δ-Kriteriums, dass f in jedem Punkt a ∈ R+ stetig ist.
52.G. Die gerade Funktion f : R→ R mit
f(x) =

0 , x = 0 ,
x sin
(
1
x
)
, x 6= 0
ist in jedem Punkt a ∈ R stetig. Es gelten (1) bis (5).
(1) (∀x ∈ R) : |f(x)| ≤ |x| .
(2) (∀x ∈ R) : |f(x)| ≤ 1 .
(3) (∀x ∈ R, 0 < |x| ≤ 1) :
∣∣∣∣ sin(x)x − 1
∣∣∣∣ ≤ 3x2 .
(4) lim
x→0
sin(x)
x
= 1 .
(5) limx→±∞ f(x) = 1 .
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53.K. Seien f , g : R→ R die differenzierbaren Funktionen mit
f(x) = sin(arctan(x)) , g(x) = cos(arctan(x)) .
(1) Zeigen Sie, dass die Identita¨ten
f(x)
g(x)
= x , f2(x) + g2(x) = 1 .
fu¨r alle x ∈ R gelten.
(2) Zeigen Sie, dass die Identita¨ten
f(x) =
x√
1 + x2
, g(x) =
1√
1 + x2
.
fu¨r alle x ∈ R gelten.
54.K. Gegeben sei die Potenzreihe
∞∑
n=0
(−1)n5−4n+3 21n
6 25n
8n
(x− 12 )n .
(1) Bestimmen Sie den Konvergenzradius ρ der Reihe.
(2) Untersuchen Sie, ob die Reihe in x1 = 1 konvergiert.
(3) Untersuchen Sie, ob die Reihe in x2 =
3
8 konvergiert.
- Kontrollfragen -
• Was liefert die Formel von Cauchy-Hadamard?
• Formulieren Sie den Grenzwertsatz von Abel.
• Definieren Sie die Kompaktheit einer Teilmenge der reellen Zahlengerade.
• Wie lautet das Folgenkriterium fu¨r die Kompaktheit?
• Existenzsatz von Weierstraß. Geben Sie hinreichende Bedingungen dafu¨r
an, dass eine Funktion f : A → R auf einer nicht-leeren Menge A ⊆ R
sowohl Minimum als auch Maximum besitzt.
• Erla¨utern Sie den Unterschied zwischen den Begriffen Stetigkeit und gleich-
ma¨ßige Stetigkeit.
• Unter welchen Bedingungen besitzt eine stetige Funktion f : A → R eine
stetige Umkehrfunktion?
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55.G. Die Funktion f : R→ R mit
f(x) =
 x , x ∈ Q ,x+ x2 , x ∈ R \Q
ist lediglich im Punkte x = 0 differenzierbar. Es gilt f ′(0) = 1. In allen Punkten
x 6= 0 ist die Funktion f unstetig.
56.G. Berechnen Sie die Ableitung f ′(x) fu¨r alle x ∈ R, fu¨r die dies sinnvoll
ist. Diese x ∈ R mu¨ssen nicht bestimmt werden.
(1) f(x) =
tan(x)
cos(x)
.
(2) f(x) =
tan(x)− cot(x)
tan(x) + cot(x)
.
(3) f(x) = arctan
(
x6 − 1
x6 + 1
)
.
(4) f(x) = (log(x))x .
(5) f(x) = log(xcos(x) cos(xx)) .
(6) f(x) = log
(
x2x sin(x)
x2
)
.
57.K. Sei f : [0,∞)→ R die Funktion mit f(x) = √x. Zeigen Sie, dass f in
allen Punkten x > 0 differenzierbar ist. Es gilt
f ′(x) =
1
2
√
x
fu¨r alle x > 0. Im Punkt x = 0 ist f dagegen nicht differenzierbar. Warum?
58.K. Berechnen Sie die Ableitung f ′(x) fu¨r alle x ∈ R, fu¨r die dies sinnvoll
ist. Diese x ∈ R mu¨ssen nicht bestimmt werden.
(1) f(x) =
x2 − 1
x3 − 2x− 1 .
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(2) f(x) =
sin(x)− cos(x)
sin(x) + cos(x)
.
(3) f(x) = log(log(x2)) .
(4) f(x) =
1
4
log
(
x2 − 1
x2 + 1
)
.
(5) f(x) = log(cos(xx) sin(x)) .
(6) f(x) = (sin(x))cos(x) + (cos(x))sin(x) .
Notieren Sie bei jedem Rechenschritt, welche Differentiationsregel Sie verwendet
haben.
59.G. Seien A ⊆ R eine nicht-leere Teilmenge und a ∈ A ein Ha¨ufungspunkt
von A. Seien f : A→ R und g : A→ R im Punkte a differenzierbare Funktionen
mit f(a) = g(a) = 0 und g′(a) 6= 0. Zeigen Sie, dass
lim
x→a
f(x)
g(x)
=
f ′(a)
g′(a)
gilt. Dies ist eine schwache Version der Regeln von Bernoulli-de l’Hospital.
60.K. Berechnen Sie die folgenden Grenzwerte.
(1) lim
x→0
cos(x)− 1
x
.
(2) lim
x→0
exp(x)− 1
x
.
(3) lim
x→1
log(x)
x− 1 .
(4) lim
x→1
x2 − 1
log(x)
.
(5) lim
x→4
√
x− 2
x− 4 .
(6) lim
x→0
tan(x)
x
.
- Kontrollfragen -
• Was sind Ha¨ufungspunkt einer reellen Folge?
• Was sind Ha¨ufungspunkte einer Teilmenge M der reellen Zahlengerade?
• Formulieren Sie ein Folgenkriterium fu¨r die Ha¨ufungspunkte von M .
• Erkla¨ren Sie, warum Ha¨ufungspunkte einer Menge M auch Limespunkte heißen.
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61.K. Gegeben sei f : R→ R mit
f(x) = cos(x) exp(x) .
Berechnen Sie das dritte Taylor-Polynom T3f(x, 0) von f mit dem Entwick-
lungspunkt x0 = 0.
62.K. Sei f : (−1, 2)→ R die rationale Funktion mit
f(x) =
x+ 4
x2 − x− 2 .
(1) Berechnen Sie die Partialbruchzerlegung von f . Verwenden Sie dazu die
Zuhaltemethode.
(2) Berechnen Sie die ersten beiden Ableitungen f ′ und f ′′ der Funktion f .
Verwenden Sie Teil (1).
(3) Berechnen Sie das zweite Taylor-Polynom T2f(x, 0) von f mit dem Ent-
wicklungspunkt x0 = 0. Verwenden Sie Teil (2).
(4) Berechnen Sie die Taylor-Reihe Tf(x, 0) von f mit dem Entwicklungs-
punkt x0 = 0. Verwenden Sie dazu Teil (1).
(5) Berechnen Sie die Stelle ξ ∈ (−1, 2), an der die streng konkave Funktion
f ihr Maximum annimmt.
63.G. Sei I ⊆ R ein zula¨ssiges Intervall. Seien a, b ∈ I mit a ≤ b gegeben.
Die Funktion f : I → R besitze eine Stammfunktion F : I → R. Die Differenz
[F (x)]ba = [F (x)]
x=b
x=a = F (b)− F (a)
ha¨ngt nicht von der Wahl der Stammfunktion ab. Dabei heißt a die untere und
b die obere Grenze. Berechnen Sie [F (x)]ba fu¨r die folgenden Funktionen f in den
angegebenen Grenzen a und b.
(1) f(x) =
8x+ 1
x2 + x− 2 , a = 2 , b = 3 .
(2) f(x) =
2x+ 3
x2 + 4x+ 5
, a = 0 , b = 2 .
(3) f(x) =
2x3 + 12x2 + 12x+ 7
(x+ 2)2(x2 + 1)
, a = 0 , b = 1 .
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64.K. Berechnen Sie [F (x)]ba fu¨r die folgenden Funktionen f in den angege-
benen Grenzen a und b, wobei F eine Stammfunktion von f ist.
(1) f(x) =
3x+ 1
x2 − 4x+ 4 , a = 3 , b = 4 .
(2) f(x) =
24
x2 − 6x+ 45 , a = 3 , b = 9 .
(3) f(x) =
x2 − 2x− 1
(x+ 1)(x2 + 1)
, a = 0 , b = 2 .
65.G. Seien f , g : R2 → R die Funktionen mit
f(x, y) = 2xy − 13 (x+ y)3 , g(x, y) = (x+ y)2 − 1 .
(1) Bestimmen Sie die kritischen Punkte von f .
(2) Berechnen Sie die Hesse-Matrix Hf(ξ) in den kritischen Punkten ξ der
Funktion f .
(3) Untersuchen Sie den Typ der kritischen Punkte von f .
(4) Bestimmen Sie die lokalen Extrema von f unter der Nebenbedingung
g(x, y) = 0. Verwenden Sie die Methode der Lagrange-Multiplikatoren.
Bestimmen Sie den Typ der lokalen Extrema mit Hilfe der erweiterten
Hesse-Determinante.
66.K. Seien f , g : R2 → R die Funktionen mit
f(x, y) = 4xy − 2(x+ y)2 + 22 , g(x, y) = 4x2 + y2 − 16 .
Wiederholen Sie die Aufgabenstellung von 65.G.
67.G. Newton-Verfahren. Die Funktion f : R→ R mit
f(x) = x3 − 2x2 + 1 = (x− 1)(x2 − x− 1)
besitzt drei reelle Nullstellen. Die kleinste Nullstelle ξ liegt im offenen Intervall
(−1, 0) in der Na¨he von x0 = − 12 . Die Nullstelle
x1 = x0 − f(x0)
f ′(x0)
des ersten Taylor-Polynoms T1f(x, x0) von f mit dem Entwicklungspunkt x0
liegt na¨her an der gesuchten Nullstelle ξ als der Punkt x0. Wiederholung dieses
Schrittes fu¨hrt auf die Newton-Folge (xn)n∈N0 mit
xn+1 = xn − f(xn)
f ′(xn)
.
Im vorliegenden Fall konvergiert die Newton-Folge (xn)n∈N0 mit dem Startwert
x0 = − 12 gegen die Nullstelle ξ = 12 − 12
√
5 der Funktion f . U¨berlegen Sie sich
ein hinreichendes Kriterium fu¨r die Konvergenz von Newton-Folgen.
234
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
TECHNISCHE UNIVERSITA¨T BRAUNSCHWEIG
Carl-Friedrich-Gauß-Fakulta¨t
Institut Computational Mathematics
AG Partielle Differentialgleichungen Sommersemester 2014
Dr. Wolfgang Marten 18.7.2014, Blatt 12
U¨bungen zur Vorlesung
”
Analysis fu¨r Studierende
der Informatik und Wirtschaftsinformatik“
68.G. Sei f : R→ R die Funktion mit f(x) = arctan(x).
(1) Zeigen Sie, dass f Lipschitz-stetig ist.
(2) Berechnen Sie die Taylor-Reihe Tf(x, 0).
(3) Berechnen Sie den Konvergenzradius ρ von Tf(x, 0).
(4) Zeigen Sie, dass Tf(x, 0) fu¨r x = 1 konvergiert und den Funktionswert
arctan(1) darstellt.
69.G. Berechnen Sie die folgenden bestimmten Integrale.
(1)
∫ 2
1
log(x) dx .
(2)
∫ 1
0
18x3√
6x2 + 3
dx .
(3)
∫ pi
2
0
1
1 + cos(x)
dx .
(4)
∫ 3
1
x2 − 4x+ 13
x(x2 − 6x+ 13) dx .
Hinweise. Integrieren Sie in (1) partiell. Substituieren Sie in (2) den Radikanden.
Verwenden Sie in (3) die Substitution u = tan(x2 ). Nehmen Sie in (4) eine
Partialbruchzerlegung des Integranden vor.
70.K. Berechnen Sie die folgenden bestimmten Integrale.
(1)
∫ pi
2
0
x sin(x) dx .
(2)
∫ 1
0
90x5 + 18x11√
x6 + 3
dx .
(3)
∫ pi
2
0
1
3 + 3 cos(x)− sin(x) dx .
(4)
∫ 2
0
4x2 − x+ 46
(x+ 1)(x2 + 16)
dx .
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71.K. Seien f , g : R2 → R die Funktionen mit
f(x, y) = x3 − 12x2 + 4x+ 4xy2 − 4y + 25 ,
g(x, y) = 2x2 − xy2 + y − 7 .
Sei Ng = {(x, y) ∈ R2 | g(x, y) = 0} die Nullstellenmenge von g. Die Ein-
schra¨nkung f | Ng besitzt in (x0, y0) = (2, 1) ∈ Ng ein lokales Extremum.
(1) Berechnen Sie den Gradienten ∇f(x, y) und die Hesse-Matrix Hf(x, y)
von f fu¨r alle (x, y) ∈ R2.
(2) Berechnen Sie den Gradienten ∇g(x, y) und die Hesse-Matrix Hg(x, y)
von g fu¨r alle (x, y) ∈ R2.
(3) Berechnen Sie f(x0, y0). Verwenden Sie das Horner-Schema.
(4) Berechnen Sie fu¨r die Einschra¨nkung f | Ng den Lagrange-Multiplikator
λ0 ∈ R der Extremalstelle (x0, y0) ∈ Ng.
(5) Berechnen Sie das Vorzeichen der erweiterten Hesse-Determinante
det(H(f, g)(x0, y0, λ0)) .
Entwickeln Sie die Determinante nach der ersten Spalte.
(6) Bestimmen Sie den Typ des lokalen Extremums von f | Ng im Punkt
(x0, y0) ∈ Ng. Verwenden Sie dazu Teil (5).
- Kontrollfragen -
• Ableitungen sind Grenzwerte von Differenzenquotienten. Erla¨utern Sie die Ein-
zelheiten der Definition. Verwenden Sie dabei die einschla¨gigen Fachausdru¨cke.
• Riemann-Integrale sind Grenzwerte von Riemann-Summen. Erla¨utern Sie die
mathematischen Einzelheiten. Deuten Sie die Riemann-Summen geometrisch.
• Welche Aussagen macht der Fundamentalsatz der Differential- und Integralrech-
nung?
• Erla¨utern Sie die Charakterisierung der Riemann-integrierbaren Funktionen, die
der Satz von Lebesgue formuliert.
- Klausuren -
• Analysis am Montag, den 18.08.2014, 08.30 bis 11.30 Uhr, ZI 24.1, ZI 24.2, SN
19.1, PK 4.3.
• Lineare Algebra am Donnerstag, den 11.09.2014, 12.00 bis 15.00 Uhr, ZI 24.2.
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72.G Berechnen Sie die folgenden bestimmten Integrale.
(1)
∫ 1
0
180x4 + 30x9√
x5 + 8
dx .
(2)
∫ pi
2
0
1
3− 2 cos(x)− 2 sin(x) dx .
(3)
∫ 0
−2
3x2 − 4x+ 132
(x− 2)(x2 + 64) dx .
Substituieren Sie in (1) den Radikanden. Verwenden Sie in (2) die Substitution
u = tan(x2 ). Nehmen Sie in (3) eine Partialbruchzerlegung des Integranden vor.
73.G. Seien f , g : R2 → R die Funktionen mit
f(x, y) = 12x2 + x+ 2xy + 12y − 2xy2 + 8 , g(x, y) = 4x2 − xy2 + 4y + 1 .
Sei Ng = {(x, y) ∈ R2 | g(x, y) = 0} die Nullstellenmenge von g. Die Ein-
schra¨nkung f | Ng besitzt in (x0, y0) = (1,−1) ∈ Ng ein lokales Extremum.
(1) Berechnen Sie den Gradienten ∇f(x, y) und die Hesse-Matrix Hf(x, y)
von f fu¨r alle (x, y) ∈ R2.
(2) Berechnen Sie den Gradienten ∇g(x, y) und die Hesse-Matrix Hg(x, y)
von g fu¨r alle (x, y) ∈ R2.
(3) Berechnen Sie f(x0, y0).
(4) Berechnen Sie fu¨r die Einschra¨nkung f | Ng den Lagrange-Multiplikator
λ0 ∈ R der Extremalstelle (x0, y0) ∈ Ng.
(5) Berechnen Sie das Vorzeichen der erweiterten Hesse-Determinante
det(H(f, g)(x0, y0, λ0)) .
Entwickeln Sie die Determinante nach der ersten Spalte.
(6) Bestimmen Sie den Typ des lokalen Extremums von f | Ng im Punkt
(x0, y0) ∈ Ng. Verwenden Sie dazu Teil (5).
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74.G. Sei B ⊆ R2 der ebene Elementarbereich mit
B = {(x, y) ∈ R2 | x2 ≤ y ≤ x , 0 ≤ x ≤ 1}
Seien f1, f2 : R2 → R die stetig differenzierbaren Funktionen mit
f1(x, y) = x
2y , f2(x, y) = y .
Pru¨fen Sie fu¨r B, f1, f2 die Gu¨ltigkeit des Integralsatzes von Gauß-Green nach.
75.G. Es sei a > 0. Es sei pa ∈ R[x, y] das Polynom mit
pa(x, y) = x
3 − 3axy + y3 .
(1) Die Nullstellenmenge Na ⊆ R2 von pa heißt cartesisches Blatt.
(2) Sei C(a) ⊆ R2 der ebene Normalbereich, dessen Rand aus den Punkten
(x, y) ∈ R2 mit
p(x, y) = x3 − 3axy + y3 = 0 , x ≥ 0 , y ≥ 0
besteht. Skizzieren Sie die Menge C(a) fu¨r a = 1.
(3) Die Menge C(a) ⊆ R2 wird von der Kurve γ : [0,∞)→ R2 mit
γ(t) =
(
γ1(t)
γ2(t)
)
=
3a
1 + t3
(
t
t2
)
, γ′(t) =
3a
(1 + t3)2
(
1− 2t3
2t− t4
)
berandet. Jeder Teilweg γ | [0, τ ] mit τ ∈ R+ repra¨sentiert die Standard-
orientierung.
(4) In den Randpunkten des Parameterbereiches der Kurve γ gelten
lim
t→0
γ′(t)
‖γ′(t)‖ =
γ′(0)
‖γ′(0)‖ =
(
1
0
)
, lim
t→∞
γ′(t)
‖γ′(t)‖ = −
(
0
1
)
.
(5) Berechnen Sie den Fla¨cheninhalt A(C(a)) der Schleife des cartesischen
Blattes.
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25 Klausuren vom SoSe 14 und WiSe 14/15
• Gegenstand der Klausuren ist der gesamte Stoff der Vorlesung.
• Ein bloßes Abnicken der Korrekturvorlagen ersetzt keinesfalls die gru¨nd-
liche Erarbeitung des Vorlesungsteiles des Skriptes.
• Die Wiedergabe alter Klausuraufgaben bedeutet nicht, dass diese Auf-
gaben in der alten Form erneut gestellt werden.
• Die zugrunde liegenden Methoden mu¨ssen in spa¨teren Klausuren ohne
expliziten Hinweis selbsta¨ndig angewendet werden.
• Auf das Wiederkennen mathematischer Grundstrukturen kommt es an.
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Notenschlu¨ssel
30 - 32 4.0
33 - 35 3.7
36 - 38 3.3
39 - 41 3.0
42 - 44 2.7
45 - 47 2.3
48 - 50 2.0
51 - 53 1.7
54 - 56 1.3
57 - 60 1.0
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Aufgabe 1. Sei f : R→ R die Funktion mit
f(x) =
1
2 + cos(x)
.
(1) Bestimmen Sie den Bildbereich von f . 1.0
(2) Warum ist f auf kompakten Intervallen I ⊆ R Riemann-integrierbar? 1.0
(3) Berechnen Sie mit dem Hauptsatz die Stammfunktion F : R → R der
Funktion f mit F (0) = 0. Substituieren Sie u = tan(x2 ) fu¨r x ∈ (−pi, pi). 5.0
(4) Berechnen Sie das Integral ∫ 7pi
0
f(x) dx . 1.0
(5) Zeigen Sie, dass f Lipschitz-stetig ist. Wenden Sie den ersten Mittelwert-
satz an. Verwenden Sie die Abscha¨tzung
|2 sin(x)| ≤ (2 + cos(x))2 .
(Diese Abscha¨tzung kann ohne Beweis verwendet werden.) 3.0
(6) Zeigen Sie, dass f genau einen Fixpunkt ξ besitzt. Konstruieren Sie mit
Hilfe des Fixpunktsatzes von Banach eine Folge (xn)n∈N0 , die gegen ξ kon-
vergiert. Warum kann der Startwert x0 =
pi
4 gewa¨hlt werden? Berechnen
Sie fu¨r x0 =
pi
4 die erste Iteration x1. 4.0
(7) Berechnen Sie das Taylor-Polynom T2f(x, 0) von f . 2.0
(8) Seien ξ1, ξ2 ∈ R mit ξ1 < ξ2 die beiden Fixpunkte des Taylor-Polynoms
T2f(x, 0). Begru¨nden Sie, dass einer der beiden Punkte ξ1, ξ2 als Na¨herung
von ξ betrachtet werden kann. 2.0
Aufgabe 2. Berechnen Sie das Integral∫ 4
0
5x2 − 11x+ 53
(x− 5)(x2 + 16) dx . 4.0
Nehmen Sie zuerst eine reelle Partialbruchzerlegung des Integranden vor.
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Aufgabe 3. Sei x ∈ R.
(1) Zeigen Sie mit vollsta¨ndiger Induktion, dass die Produktformel
sin(x) = 2n sin
( x
2n
) n∏
k=1
cos
( x
2k
)
fu¨r alle n ∈ N gilt. Verwenden Sie die Additionstheoreme. 5.0
(2) Berechnen Sie fu¨r x 6= 0 den Grenzwert
lim
n→∞
2n
x
sin
( x
2n
)
. 1.0
Verwenden Sie dazu einen bekannten Grenzwert aus der Vorlesung.
(3) Sei x 6= 0. Berechnen Sie den Grenzwert
lim
n→∞
n∏
k=1
cos
( x
2k
)
. 1.0
Verwenden Sie (1) und (2).
Aufgabe 4. Gegeben sei die Funktion f : R→ R mit
f(x) = arctan
(
x4 − 8
x4 + 8
)
.
(1) Untersuchen Sie das Monotonieverhalten von f . 4.0
(2) Bestimmen Sie Lage und Typ aller Extremalstellen von f . 1.0
(3) Bestimmen Sie den Bildbereich der Funktion f . 1.0
(4) Bestimmen Sie die Asymptote an den Graphen von f . 1.0
(5) Zeigen Sie, dass die Einschra¨nkung der Funktion f auf die offene Menge
(0,∞) eine differenzierbare Umkehrfunktion g besitzt. 1.0
(6) Berechnen Sie g′ an der Stelle arctan(13 ). 1.0
Aufgabe 5. Berechnen Sie den Grenzwert
lim
x→0
exp(2x2)− exp(−2x2) + 4x2
x2 cos(x2)
. 3.0
Verwenden Sie die Regeln von d’Hospital an.
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Aufgabe 6. Seien f , g : R2 → R die Funktionen mit
f(x, y) = 20x2 + x2y − 4xy − 10xy2 + 22y + y2 − 75 ,
g(x, y) = 4x2 − 2xy2 + 4y − 16 .
Sei Ng ⊆ R2 die Nullstellenmenge von g. Die Einschra¨nkung f | Ng besitzt in
(x0, y0) = (2, 1) ∈ Ng ein lokales Extremum.
(1) Berechnen Sie den zugeho¨rigen Lagrange-Multiplikator λ0. 3.0
(2) Bestimmen Sie mit Hilfe der erweiterten Hesse-Matrix H(f, g)(x0, y0, λ0)
den Typ des Extrempunktes (x0, y0). 3.0
Aufgabe 7. Gegeben seien der ebene Elementarbereich B ⊆ R2 mit
B = {(x, y) ∈ R2 | x ≤ y ≤ 1 , 0 ≤ x ≤ 1}
und die Funktionen f1, f2 : B → R mit
f1(x, y) = 1 + xy , f2(x, y) = x+ y .
(1) Berechnen Sie ∫
B
(∂1f1(x, y) + ∂2f2(x, y)) d(x, y) . 3.0
(2) Machen Sie mit Hilfe des Satzes von Gauß-Green die Probe von (1). Para-
metrisieren Sie dazu den Rand von B mit einem stu¨ckweise stetig diffe-
renzierbaren einfach geschlossenen Weg γ : [a, b]→ R2. Berechnen Sie∫ b
a
det
(
f1(γ1(t), γ2(t)) γ
′
1(t)
f2(γ1(t), γ2(t)) γ
′
2(t)
)
dt .
Dabei sind γ1, γ2 : [a, b]→ R die Komponenten von γ. Achten Sie darauf,
dass das Innere von B links vom Weg γ liegt. U¨berpru¨fen Sie, dass diese
Bedingung erfu¨llt ist. 9.0
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Aufgabe 1. Maximal 19 Punkte.
(1)
f ∈ C2pi(R) .
min(f) = min(f | [0, 2pi]) = 1
2 + 1
= 13 ,
max(f) = max(f | [0, 2pi]) = 1
2− 1 = 1 .
f ∈ C(R) , ZWS .
f(R) = [ min(f),max(f) ] = [ 13 , 1] . 1.0
(2)
f ∈ C(R) , f ∈ C(R)⇒ f ∈ C(I) , f ∈ C(I)⇒ f ∈ R(I) . 1.0
(3)
u = tan
(x
2
)
, cos(x) =
1− u2
1 + u2
, sin(x) =
2u
1 + u2
, dx =
2
1 + u2
du .
∫
dx
2 + cos(x)
=
∫
2 du
2(1 + u2) + (1− u2) 1.0
= 2
∫
du
u2 + 3
=
2√
3
arctan
(
u√
3
)
+ C1 1.0
=
2√
3
arctan
(
1√
3
tan
(x
2
))
+ C2 . 1.0
f ∈ C2pi(R) , F ∈ C1(R) , F (x) =
∫ x
0
f(t) dx .
F (−pi) = lim
x↓−pi
F (x) = − 2√
3
· pi
2
= − pi√
3
, F (pi) = lim
x↑pi
F (x) =
2√
3
· pi
2
=
pi√
3
.
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(∀x ∈ R) :
∫ x+2pi
x
f(t) dt = F (pi)− F (−pi) = 2pi√
3
.
F (x) =

− pi√
3
, x = −pi ,
2√
3
arctan
(
1√
3
tan
(
x
2
))
, x ∈ (−pi, pi) ,
pi√
3
, x = pi .
1.0
• Sei x ∈ 2kpi + (−pi, pi] mit k ∈ Z gegeben. Dann gilt
F (x) = F (x− 2kpi) + 2kpi√
3
, 1.0
weil f die Periode 2pi besitzt. Damit ist F in allen Punkten von R be-
schrieben.
(4)
7pi = 6pi + pi ∈ 2kpi + (−pi, pi] , k = 3 .
∫ 7pi
0
f(x) dx = F (pi) +
6pi√
3
=
pi√
3
+
6pi√
3
=
7pi√
3
. 1.0
(5)
f ′(x) =
sin(x)
(2 + cos(x))2
. 1.0
(∀x ∈ R) : |f ′(x)| = | sin(x)|
(2 + cos(x))2
≤ 1
2
. 1.0
(∀x, y ∈ R) : |f(x)− f(y)| ≤ ( sup
ξ∈R
|f ′(ξ)|) · |x− y| ≤ 12 |x− y| . 1.0
(6)
• Nach (5) und (1) ist f | [ 13 , 1] ist eine kontrahierende Selbstabbildung.
Daher besitzt f nach dem Fixpunktsatz von Banach in [13 , 1] genau einen
Fixpunkt ξ. 1.0
• Sei x /∈ [ 13 , 1] beliebig . Dann gilt f(x) ∈ [ 13 , 1]. Wegen (1) gilt f(x) 6= x.
Also ist ξ der einzige Fixpunkt von f . 1.0
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• Nach dem Fixpunktsatz von Banach konvergiert die Folge (xn)n∈N0 mit
xn+1 = f(xn) , n ∈ N0
fu¨r jeden Startwert x0 ∈ [ 13 , 1] gegen ξ. Weil 14pi in diesem Intervall liegt,
ist x0 =
1
4pi ein mo¨glicher Startwert. 1.0
• Fu¨r x0 = 14pi gilt
x1 = f(
1
4pi) =
1
2 + 12
√
2
=
√
2
2
√
2 + 1
. 1.0
(7)
f(x) =
1
2 + cos(x)
,
f ′(x) =
sin(x)
(2 + cos(x))2
,
f ′′(x) =
cos(x)(2 + cos(x))2 + 2 sin2(x)(2 + cos(x))
(2 + cos(x))4
.
f(0) =
1
3
, f ′(0) = 0 , f ′′(0) =
1 · 9 + 2 · 0 · 3
81
=
1
9
.
T2f(x, 0) =
2∑
k=1
f (k)(0)
k!
(x− 0)k = 1
3
+
1
18
x2 . 2.0
(8)
T2f(x, 0) = x⇔ 13 + 118 x2 = x⇔ x2 − 18x+ 6 = 0⇔ x = 9± 5
√
3 .
ξ1 = 9− 5
√
3 ∈ [ 13 , 1] , ξ2 = 9 + 5
√
3 /∈ [ 13 , 1] .
• Der Punkt ξ2 liegt nicht im Bild von f . Daher kommt ξ2 nicht als Na¨herung
von ξ in Frage. 1.0
• Der Punkt ξ1 liegt im Bild von f . Daher kann ξ1 = 9− 5
√
3 von T2f(x, 0)
als Na¨herung fu¨r den Fixpunkt ξ von f betrachtet werden. 1.0
Zusatz fu¨r die kleinen U¨bungen.
1
3 < ξ1 < ξ < x1 <
1
4 pi < 1 .
ξ1 ≈ 0.339745960 , ξ ≈ 0.3398103575 , x1 ≈ 0.3693980625 .
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Zusatz fu¨r die kleinen U¨bungen.
T : R→ R , T (x) = 12
(
1 + bxc+ dxe) .
• Fu¨r alle k ∈ Z und x ∈ [k, k + 1] gilt
T(x) =

k + 12 , x = k ,
k + 1 , x ∈ (k, k + 1) ,
k + 32 , x = k + 1 .
Tan: R→ R , Tan(x) =
 tan(x) , cos(x) 6= 0 ,0 , cos(x) = 0 .
• Die Funktion F : R→ R mit
F (x) =
2pi√
3
T
(
x− pi
2pi
)
+
2√
3
arctan
(
1√
3
Tan
(x
2
))
ist eine Stammfunktion von f mit F (0) = 0.
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Aufgabe 2. Maximal 4 Punkte.
R(x) =
5x2 − 11x+ 53
(x− 5)(x2 + 16) =
α
x− 5 +
βx+ γ
x2 + 16
.
α =
5x2 − 11x+ 53
x2 + 16
∣∣∣∣
x=5
=
123
41
= 3 . 1.0
5 −11 53
5 25 70
5 14 123
βx+ γ
x2 + 16
=
(5x2 − 11x+ 53)− 3(x2 + 16)
(x− 5)(x2 + 16)
=
2x2 − 11x+ 5
(x− 5)(x2 + 16)
=
2x− 1
x2 + 16
. 1.0
2 −11 5
5 10 −5
2 −1 0
R(x) =
3
x− 5 +
2x
x2 + 16
− 1
x2 + 42
.
∫
R(x) dx = 3 log |x− 5|+ log |x2 + 16| − 14 arctan( 14 x) + C . 1.0
∫ 4
0
R(x) dx =
(
0 + 5 log 2− 14 · 14 pi
)− (3 log 5 + 4 log 2− 0)
= log 2− 3 log 5− 116 pi . 1.0
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Aufgabe 3. Maximal 7 Punkte.
(1)
Induktionsanfang.
sin(x) = sin
(x
2
+
x
2
)
= 2 sin
(x
2
)
cos
(x
2
)
. 1.0
Induktionsschluss.
2n+1 sin
( x
2n+1
) n+1∏
k=1
cos
( x
2k
)
= 2n · 2 sin
( x
2n+1
)
cos
( x
2n+1
)
·
n∏
k=1
cos
( x
2k
)
1.0
= 2n · sin
( x
2n+1
+
x
2n+1
)
·
n∏
k=1
cos
( x
2k
)
1.0
= 2n sin
( x
2n
) n∏
k=1
cos
( x
2k
)
1.0
= sin(x) . 1.0
(2)
x 6= 0 : yn = x
2n
6= 0 , yn → 0 .
lim
n→∞
2n
x
sin
( x
2n
)
= lim
n→∞
sin(yn)
yn
= 1 . 1.0
lim
n→∞ 2
n sin
( x
2n
)
= x .
(3)
x 6= 0 :
n∏
k=1
cos
( x
2k
)
=
sin(x)
2n sin
( x
2n
) → sin(x)
x
, n→∞ . 1.0
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Aufgabe 4. Maximal 9 Punkte.
f(x) = arctan
(
x4 − 8
x4 + 8
)
.
(1)
f ′(x) =
1
1 +
(
x4−8
x4+8
)2 · 4x3(x4 + 8)− 4x3(x4 − 8)(x4 + 8)2
=
64x3
(x4 + 8)2 + (x4 − 8)2
=
32x3
x8 + 64
. 2.0
• Fu¨r alle x ∈ R gilt sgn(f ′(x)) = sgn(x).
• f ist auf (−∞, 0] streng monoton fallend. 1.0
• f ist auf [0,∞) streng monoton wachsend. 1.0
(2)
• f ist auf (−∞, 0] streng monoton fallend.
• f ist auf [0,∞) streng monoton wachsend.
• Also besitzt f in x = 0 ein globales Minimum. 1.0
(3)
min
x∈R
f(x) ∈ f(R) , min
x∈R
f(x) = f(0) = arctan(−1) = − 14 pi .
(∀x ∈ R) : f(x) = f(−x) .
sup
x∈R
f(x) /∈ f(R) , sup
x∈R
f(x) = lim
x→±∞ f(x) = arctan(1) =
1
4 pi .
f ∈ C(R) , ZWS .
f(R) = [− 14 pi, 14 pi) . 1.0
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(4)
• Die Gerade y = 14 pi ist die Asymptote an den Graphen von f . 1.0
(5)
• f ist injektiv und differenzierbar auf der offenen Menge (0,∞).
• (∀x ∈ (0,∞)) : f ′(x) 6= 0 .
• Also ist g nach Satz 9.3 stetig und nach Satz 12.2 differenzierbar. 1.0
(6)
x > 0 :
x4 − 8
x4 + 8
=
1
3
⇔ x4 = 16⇔ x = 2 .
g′(arctan( 13 )) =
1
f ′(2)
=
x8 + 64
32x3
∣∣∣∣
x=2
=
256 + 64
256
=
4 · 64 + 64
4 · 64 =
5
4
. 1.0
Aufgabe 5. Maximal 3 Punkte.
lim
x→0
exp(2x2)− exp(−2x2) + 4x2
x2 cos(x2)
= lim
x→0
4x exp(2x2) + 4x exp(−2x2) + 8x
2x cos(x2)− 2x3 sin(x2) 1.0
= lim
x→0
4 exp(2x2) + 4 exp(−2x2) + 8
2 cos(x2)− 2x2 sin(x2) 1.0
=
4 + 4 + 8
2− 0
= 8 . 1.0
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Aufgabe 6. Maximal 6 Punkte.
f(x, y) = 20x2 + x2y − 4xy − 10xy2 + 22y + y2 − 75 ,
g(x, y) = 4x2 − 2xy2 + 4y − 16 .
(1)
∇f(x, y) =
(
40x+ 2xy − 4y − 10y2
x2 − 4x− 20xy + 22 + 2y
)
. 1.0
∇g(x, y) =
(
8x− 2y2
−4xy + 4
)
. 1.0
(
70
−20
)
= ∇f(2, 1) = λ0 · ∇g(2, 1) = λ0 ·
(
14
−4
)
, λ0 = 5 . 1.0
(2)
Hf(x, y) =
(
40 + 2y 2x− 4− 20y
2x− 4− 20y −20x+ 2
)
. 1.0
Hg(x, y) =
(
8 −4y
−4y −4x
)
. 1.0
H(f, g)(x0, y0, λ0) =
(
0 −(∇g(x0, y0))t
−∇g(x0, y0) Hf(x0, y0)− λ0 ·Hg(x0, y0)
)
.
Hf(2, 1) =
(
42 −20
−20 −38
)
, Hg(2, 1) =
(
8 −4
−4 −8
)
.
Hf(2, 1)− 5 ·Hg(2, 1) =
(
42 −20
−20 −38
)
−
(
40 −20
−20 −40
)
=
(
2 0
0 2
)
.
H(f, g)(2, 1, 5) =
 0 −14 4−14 2 0
4 0 2
 .
det(H(f, g)(2, 1, 5)) = 0 + 14 · (−28) + 4 · (−8) = −(392 + 32) = −424 < 0 .
• Wegen det(H(f, g)(2, 1, 5)) < 0 besitzt die Einschra¨nkung f | Ng in
(2, 1) ∈ Ng ein lokales Minimum. 1.0
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Aufgabe 7. Maximal 12 Punkte.
(1)
∫
B
(∂1f1(x, y) + ∂2f2(x, y)) d(x, y)
=
∫ 1
0
(∫ 1
x
(y + 1) dy
)
dx 1.0
=
∫ 1
0
[
1
2y
2 + y
]1
x
dx
=
∫ 1
0
(
3
2 − 12x2 − x
)
dx 1.0
=
[
3
2x− 16x3 − 12x2
]1
0
= 96 − 16 − 36
= 56 . 1.0
(2)
∫
B
(∂1f1(x, y) + ∂2f2(x, y)) d(x, y)
!
=
∫ b
a
det
(
f1(γ1(t), γ2(t)) γ
′
1(t)
f2(γ1(t), γ2(t)) γ
′
2(t)
)
dt .
• Der Elementarbereich B ist ein Dreieck mit den Eckpunkten (0, 0), (1, 1),
(0, 1). Die drei Seiten sind zu parametrisieren.
Z ∈ Z(0, 3) : t0 = a = 0 , t1 = 1 , t2 = 2 , t3 = b = 3 .
γ | (tk−1, tk)(t) =
(
γk1(t)
γk2(t)
)
, t ∈ [tk−1, tk] , k = 1, 2, 3 .
(
γ11(t)
γ12(t)
)
=
(
t
t
)
,
(
γ′11(t)
γ′12(t)
)
=
(
1
1
)
, t ∈ [0, 1] .
(
γ21(t)
γ22(t)
)
=
(
2− t
1
)
,
(
γ′21(t)
γ′22(t)
)
=
(
−1
0
)
, t ∈ [1, 2] .
(
γ31(t)
γ32(t)
)
=
(
0
3− t
)
,
(
γ′31(t)
γ′32(t)
)
=
(
0
−1
)
, t ∈ [2, 3] .
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∫ b
a
det
(
f1(γ1(t), γ2(t)) γ
′
1(t)
f2(γ1(t), γ2(t)) γ
′
2(t)
)
dt
=
3∑
k=1
∫ tk
tk−1
det
(
f1(γk1(t), γk2(t)) γ
′
k1(t)
f2(γk1(t), γk2(t)) γ
′
k2(t)
)
dt
=
∫ 1
0
det
(
1 + t2 1
2t 1
)
dt+
∫ 2
1
det
(
3− t −1
3− t 0
)
dt+
∫ 3
2
det
(
1 0
3− t −1
)
dt 3.0
=
∫ 1
0
(
t2 − 2t+ 1) dt− ∫ 2
1
(
t− 3) dt− ∫ 3
2
dt
=
[
1
3 t
3 − t2 + t ]1
0
− [ 12 t2 − 3t ]21 − [ t ]32 3.0
=
(
1
3 − 0
)− ( − 4 + 52 )− (3− 2 )
= 26 − (− 96 )− 66
= 56 . 1.0
• Das Fla¨chenintegral und das Randintegral haben beide den Wert 56 , wie
es nach dem Satz von Gauß-Green sein muss. 1.0
n(γ(t))
!
=
1
‖γ′(t)‖
(
γ′2(t)
−γ′1(t)
)
, t ∈ (0, 1) ∪ (1, 2) ∪ (2, 3) .
n(γ(t)) =
1√
2
(
1
−1
)
=
1√
(γ′11(t))2 + (γ
′
12)(t))
2
(
γ′12(t)
−γ′11(t)
)
, t ∈ (0, 1) .
n(γ(t)) =
(
0
1
)
=
1√
(γ′21(t))2 + (γ
′
22(t))
2
(
γ′22(t)
−γ′21(t)
)
, t ∈ (1, 2) .
n(γ(t)) =
(
−1
0
)
=
1√
(γ′31(t))2 + (γ
′
32(t))
2
(
γ′32(t)
−γ′31(t)
)
, t ∈ (2, 3) .
• Also liegt das Innere des Elementarbereiches B links von γ. 1.0
Braunschweig, den 8.8.2014 WM
254
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
TECHNISCHE UNIVERSITA¨T BRAUNSCHWEIG
Carl-Friedrich-Gauß-Fakulta¨t
Institut Computational Mathematics
AG Partielle Differentialgleichungen
Am Fallersleber Tore 1
38100 Braunschweig Wintersemester 2014/2015
Dr. Wolfgang Marten 23.3.2015, Klausurblatt 1/2
Klausur zum Modul
”
Analysis fu¨r Studierende
der Informatik und Wirtschaftsinformatik“
Aufgabe 1. Gegeben sei die Funktion f : [0, 4]→ R mit
f(x) =
√
x+ b√xc .
Dabei ist b . c : R→ R die Floor-Funktion.
(1) Bestimmen Sie die Unstetigkeitsstellen und das Bild der Funktion f . 2.0
(2) Warum ist die Funktion f auf jedem kompakten Teilintervall von [0, 4]
Riemann-integrierbar? 1.0
(3) Berechnen Sie die Funktion F : [0, 4]→ R mit
F (x) =
∫ x
0
f(ξ) dξ . 2.0
(4) In welchen Punkten x ∈ [0, 4] ist F stetig? 1.0
(5) In welchen Punkten x ∈ [0, 4] ist F differenzierbar? Berechnen Sie in diesen
Punkten die Ableitung F ′(x). 2.0
Aufgabe 2. Sei f : (−2, 3)→ R die rationale Funktion mit
f(x) = − 6x+ 102
x2 − x− 6 .
(1) Berechnen Sie die Taylor-Reihe Tf(x, x0) von f mit dem Entwicklungs-
punkt x0 = 0. Fu¨hren Sie dazu eine Partialbruchzerlegung von f durch.
Verwenden Sie die Summenformel fu¨r geometrische Reihen. 5.0
(2) Berechnen Sie den Konvergenzradius ρ der Reihe Tf(x, x0). Verwenden
Sie die Formel von Cauchy-Hadamard. 2.0
(3) Berechnen Sie Lage und Typ der lokalen Extremalstelle ξ ∈ (−2, 3) der
Funktion f . 2.0
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Aufgabe 3. Fu¨r n ∈ N0 = N ∪ {0} sei Dn : R→ R die Funktion mit
Dn(x) =
n∑
k=−n
cos(kx) .
(1) Sei x ∈ R \ 2piZ. Beweisen Sie die Summenformel
Dn(x) =
sin
(
(n+ 12 )x
)
sin
(
1
2x
)
vermittels vollsta¨ndiger Induktion nach n ∈ N0. Im Induktionsschritt ist
es gu¨nstig, beide Seiten der Gleichung mit dem Nenner der rechten Seite
zu multiplizieren. Beachten Sie das Additionstheorem fu¨r den Sinus. 4.0
(2) Berechnen Sie Dn(x) fu¨r alle x ∈ 2piZ. 1.0
Aufgabe 4. Gegeben Sei die Funktion f : (0,∞)→ R mit
f(x) = x+ log(x) .
(1) Zeigen Sie, dass f eine einzige Nullstelle ξ ∈ (0,∞) besitzt. Beweisen Sie,
dass ξ ∈ [e−1, 1] gilt. 2.0
(2) Berechnen Sie die zugeho¨rige Newton-Funktion N : (0,∞)→ R mit
N(x) = x− f(x)
f ′(x)
. 1.0
(3) Berechnen Sie den Grenzwert
lim
x→0
0<x
N(x) .
Verwenden Sie die Regeln von d’Hospital. 2.0
(4) Berechnen Sie N ′(x) fu¨r alle x ∈ (0,∞). 1.0
(5) Beweisen Sie, dass die Einschra¨nkung N | [e−1, 1] eine Kontraktion ist.
Verwenden Sie dabei, dass x 7→ x− x log(x) und x 7→ x+ log(x) auf (0, 1]
streng monoton wachsend sind. 2.0
(6) Begru¨nden Sie, warum die Newton-Folge (xn)n∈N0 mit
xn+1 = N(xn)
fu¨r n ∈ N0 und einem Startwert x0 ∈ [e−1, 1] gegen die Nullstelle ξ der
Funktion f konvergiert. 2.0
(7) Berechnen Sie x2 fu¨r die Startwert x0 = 1 als Approximation fu¨r ξ. 1.0
Hinweis. Die Aufgaben 5 bis 7 finden Sie auf dem Klausurblatt 2/2.
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TECHNISCHE UNIVERSITA¨T BRAUNSCHWEIG
Carl-Friedrich-Gauß-Fakulta¨t
Institut Computational Mathematics
AG Partielle Differentialgleichungen
Am Fallersleber Tore 1
38100 Braunschweig Wintersemester 2014/2015
Dr. Wolfgang Marten 23.3.2015, Klausurblatt 2/2
Klausur zum Modul
”
Analysis fu¨r Studierende
der Informatik und Wirtschaftsinformatik“
Aufgabe 5. Berechnen Sie die folgenden bestimmten Integrale.
(1)
∫ 5
2pi
0
1
2− cos(x) + sin(x) dx . 5.0
(2)
∫ 1
−1
3x2 − 2x
(x+ 2)(x2 + 4)
dx . 5.0
Verwenden Sie in (1) die Substitution u = tan(x2 ). Der Integrand von (1) ist die
Einschra¨nkung einer 2pi-periodischen stetigen Funktion auf das Intervall [0, 52pi].
Nehmen Sie in (2) eine Partialbruchzerlegung des Integranden vor.
Aufgabe 6. Seien f , g : R2 → R die Funktionen mit
f(x, y) = x3 + 4xy2 − 14x2 − 4y2 + 25x+ 2 ,
g(x, y) = −2xy2 + 4x2 + 2y2 − 8x− 8 .
Sei Ng = {(x, y) ∈ R2 | g(x, y) = 0} die Nullstellenmenge von g. Die Ein-
schra¨nkung f | Ng besitzt in (x0, y0) = (3, 1) ∈ Ng ein lokales Extremum.
(1) Berechnen Sie den Gradienten ∇f(x, y) und die Hesse-Matrix Hf(x, y)
von f fu¨r alle (x, y) ∈ R2. 2.0
(2) Berechnen Sie den Gradienten ∇g(x, y) und die Hesse-Matrix Hg(x, y)
von g fu¨r alle (x, y) ∈ R2. 2.0
(3) Berechnen Sie fu¨r die Einschra¨nkung f | Ng den Lagrange-Multiplikator
λ0 ∈ R der Extremalstelle (x0, y0) ∈ Ng. 1.0
(4) Bestimmen Sie den Typ des lokalen Extremums von f | Ng im Punkt
(x0, y0) ∈ Ng mit Hilfe der erweiterten Hesse-Determinante
det(H(f, g)(x0, y0, λ0)) .
Entwickeln Sie die Determinante nach der ersten Spalte. 1.0
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Aufgabe 7. Gegeben seien der ebene Elementarbereich B ⊆ R2 mit
B = {(x, y) ∈ R2 | 0 ≤ x ≤ 1 , x2 ≤ y ≤ x}
und die Funktionen f1, f2 : B → R mit
f1(x, y) = xy +
√
y , f2(x, y) = x+ 2y .
(1) Berechnen Sie ∫
B
(
∂1f1(x, y) + ∂2f2(x, y)
)
d(x, y) . 3.0
(2) Machen Sie mit Hilfe des Satzes von Gauß-Green die Probe von (1). Para-
metrisieren Sie dazu den Rand von B mit einem stu¨ckweise stetig diffe-
renzierbaren einfach geschlossenen Weg γ : [a, b]→ R2. Berechnen Sie∫ b
a
det
(
f1(γ1(t), γ2(t)) γ
′
1(t)
f2(γ1(t), γ2(t)) γ
′
2(t)
)
dt .
Dabei sind γ1, γ2 : [a, b]→ R die Komponenten von γ. Achten Sie darauf,
dass das Innere von B links vom Weg γ liegt. 8.0
Hinweis. Die Aufgaben 1 bis 4 finden Sie auf dem Klausurblatt 1/2.
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Aufgabe 1. Maximal 8 Punkte.
f : [0, 4]→ R , f(x) = √x+ b√xc .
(1)
• Fu¨r alle x ∈ [0, 4] gilt
f(x) =

√
x , x ∈ [0, 1) ,
√
x+ 1 x ∈ [1, 4) ,
4 , x = 4 .
• Die Menge der Unstetigkeitsstellen von f ist {1, 4}. 1.0
• f([0, 4]) = [0, 1) ∪ [2, 3) ∪ {4}. 1.0
(2), (3), (4)
• Weil f monoton wa¨chst, ist f auf jeder kompakten Teilmenge von [0, 4]
Riemann-integrierbar. 1.0
• Daher existieren die Integrale, die die Funktion F definieren.
• Nach dem Hauptsatz ist F in allen x ∈ [0, 4] stetig. 1.0
• Fu¨r alle x ∈ [0, 4] gilt
F (x) =
∫ x
0
(
√
ξ + b
√
ξc) dξ
=

∫ x
0
√
ξ dξ , x ∈ [0, 1] ,∫ x
0
√
ξ dξ +
∫ x
1
dξ , x ∈ [1, 4]
1.0
=

2
3x
3
2 , x ∈ [0, 1] ,
2
3x
3
2 + (x− 1) , x ∈ [1, 4] .
1.0
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(5)
• F ist in allen x ∈ [0, 1) ∪ (1, 4] differenzierbar. 1.0
• Fu¨r alle x ∈ [0, 1) ∪ (1, 4] gilt
F ′(x) =

√
x , x ∈ [0, 1) ,
√
x+ 1 x ∈ (1, 4] .
1.0
• Bemerkung. Es gelten F ′(4) = 3 und f(4) = 4. Auf [0, 1)∪(1, 4) stimmen
F ′ und f u¨berein.
Aufgabe 2. Maximal 9 Punkte.
f : (−2, 3)→ R , f(x) = − 6x+ 102
x2 − x− 6 .
(1)
f(x) = − 6x+ 102
x2 − x− 6 = −
6x+ 102
(x+ 2)(x− 3) =
α
x+ 2
+
β
x− 3 .
α = −6x+ 102
x− 3
∣∣∣
x=−2
= − (−12) + 102
(−5) =
90
5
= 18 . 1.0
β = −6x+ 102
x+ 2
∣∣∣
x=3
= −18 + 102
5
= −120
5
= −24 . 1.0
f(x) = − 6x+ 102
x2 − x− 6 =
18
x+ 2
− 24
x− 3 .
18
x+ 2
=
18
2
· 1
1− (−x2 )
= 9 ·
∞∑
k=0
(−1)k
2k
xk . 1.0
− 24
x− 3 =
24
3
· 1
1− x3
= 8 ·
∞∑
k=0
1
3k
xk . 1.0
Tf(x, 0) =
∞∑
k=0
f (k)(0)
k!
xk =
∞∑
k=0
(
(−1)k · 9
2k
+
8
3k
)
xk . 1.0
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(2)
Tf(x, 0) =
∞∑
k=0
akx
k , ak =
(−1)k · 9
2k
+
8
3k
.
lim sup
k→∞
|ak| 1k = lim sup
k→∞
∣∣∣∣ (−1)k · 92k + 83k
∣∣∣∣
1
k
= lim sup
k→∞
∣∣∣∣ 92k + 83k
∣∣∣∣ 1k
= lim
k→∞
∣∣∣∣ 92k + 83k
∣∣∣∣ 1k
= lim
k→∞
∣∣∣∣ 92k
∣∣∣∣ 1k
=
1
2
. 1.0
ρ =
1
lim sup
k→∞
|ak| 1k
= 2 . 1.0
(3)
• Kritischer Punkt von f . Fu¨r alle x ∈ (−2, 3) gilt
f ′(x) = 0 ⇔ − 18
(x+ 2)2
+
24
(x− 3)2 = 0
⇔ x2 + 34x− 11 = 0
⇔ x = −17 + 10
√
3 . 1.0
• Typ des kritschen Punktes. Fu¨r alle x ∈ (−2, 3) gilt
f ′′(x) =
36
(x+ 2)3
− 48
(x− 3)3 .
Damit folgen
ξ − 3 = −20 + 10
√
3 < 0 , f ′′(ξ) = f ′′(−17 + 10
√
3) > 0 .
Also besitzt f in ξ = −17 + 10√3 ein lokales Minimum. 1.0
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Aufgabe 3. Maximal 5 Punkte.
(0) Additionstheoreme.
• Fu¨r alle x, y ∈ R gelten
sin(x+ y) = sin(x) cos(y) + cos(x) sin(y) ,
cos(x+ y) = cos(x) cos(y)− sin(x) sin(y) .
(1) Sei x ∈ R \ 2piZ.
Induktionsanfang.
D0(x) = 1 ,
sin
(
(0 + 12 )x
)
sin
(
1
2x
) = 1 . 1.0
Induktionsschluss.
sin
(
1
2x
)
Dn+1(x)
= sin
(
1
2x
) · (Dn(x) + cos ((n+ 1)x)+ cos ((−1)(n+ 1)x))
= sin
(
(n+ 12 )x
)
+
{
sin
(
1
2x
) · cos ((n+ 1)x)+ cos ( 12x) · sin ((n+ 1)x)}
+
{
cos
(
1
2x
) · sin ((−1)(n+ 1)x)+ sin ( 12x) · cos ((−1)(n+ 1)x)}1.0
= sin
(
(n+ 12 )x
)
+ sin
(
(n+ 32 )x
)
+ sin
(
(−1)(n+ 12 )x
)
1.0
= sin
(
(n+ 32 )x
)
. 1.0
(2) Sei x ∈ 2piZ.
Dn(x) =
n∑
k=−n
cos(kx) = (2n+ 1) · 1 = 2n+ 1 . 1.0
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Aufgabe 4. Maximal 11 Punkte.
f : (0,∞)→ R , f(x) = x+ log(x) .
(1)
• Fu¨r alle x > 0 gilt
f ′(x) = 1 + x−1 > 0 .
Also ist f injektiv. Also kann f ho¨chstens eine Nullstelle besitzen. 1.0
• f ist stetig mit
f(e−1) = e−1 − 1 < 0 , f(1) = 1 + 0 > 0 .
Nach dem Zwischenwertsatz besitzt f im Interval (e−1, 1) eine Nullstel-
le. Also gilt ξ ∈ [e−1, 1]. 1.0
(2)
N(x) = x− x+ log(x)
1 + x−1
=
x− x log(x)
x+ 1
, x > 0 . 1.0
(3)
lim
x→0
0<x
(
x log(x)
)
= lim
x→0
0<x
log(x)
x−1
= − lim
x→0
0<x
x−1
x−2
= − lim
x→0
0<x
x = 0 . 1.0
lim
x→0
0<x
N(x) = lim
x→0
0<x
x
x+ 1
−
(
lim
x→0
0<x
1
x+ 1
)
·
(
lim
x→0
0<x
(
x log(x)
))
= 0− 1 · 0 = 0 . 1.0
(4)
N ′(x) =
(x+ 1)(1− log(x)− 1)− (x− x log(x))
(x+ 1)2
= −x+ log(x)
(x+ 1)2
, x > 0 . 1.0
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(5)
• Die Funktion x 7→ x− x log(x) ist auf (0, 1] streng monoton wachsend.
• Fu¨r alle x ∈ (0, 1] gilt die Einschließung
1
2
(
x− x log(x)) ≤ N(x) ≤ x− x log(x) .
• Fu¨r alle x ∈ [e−1, 1] gilt
e−1 = 12
(
x− x log(x))|x=e−1 ≤ N(x) ≤ (x− x log(x))|x=1 = 1 .
Also bildet N das Intervall [e−1, 1] in sich ab. 1.0
• x 7→ x+ log(x) ist auf (0, 1] streng monoton wachsend.
• N ′ ist auf (0, 1] streng monoton fallend.
• Fu¨r alle x ∈ [e−1, 1] gilt
−1
4
= N ′(1) ≤ N ′(x) ≤ N ′(e−1) = 1− e
−1
(e−1 + 1)2
< 1− e−1 < 1− 1
2
=
1
2
.
• Fu¨r alle x ∈ [e−1, 1] gilt
|N ′(x)| ≤ 12 .
• Nach dem Mittelwertsatz gilt
|N(x)−N(y)| ≤ 12 |x− y|
fu¨r alle x, y ∈ [e−1, 1]. Also ist N auf [e−1, 1] eine Kontraktion. 1.0
(6)
• Nach dem Fixpunktsatz von Banach konvergiert die Newton-Folge
(xn)n∈N0 fu¨r jeden Startwert x0 ∈ [e−1, 1] gegen den einzigen Fixpunkt
der Kontraktion N | [e−1, 1]. 1.0
• Fu¨r alle x ∈ (0,∞) gilt
N(x) = x ⇔ x− f(x)
f ′(x)
= x ⇔ f(x) = 0 .
Also konvergiert die Newton-Folge (xn)n∈N0 fu¨r jeden Startwert x0 ∈
[e−1, 1] gegen die einzige Nullstelle ξ von f . 1.0
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(7)
x0 = 1 ,
x1 = N(1) =
1− 1 · 0
1 + 1
= 12 ,
x2 = N(
1
2 ) =
1
2 − 12 log( 12 )
1 + 12
= 13 +
1
3 log(2) . 1.0
Zusatz.
x0 1.0000000000
x1 0.5000000000
x2 0.5643823935
x3 0.5671389877
x4 0.5671432904
x5 0.5671432904
ξ 0.5671432904
265
http://www.digibib.tu-bs.de/?docid=00060037 20/05/2015
Aufgabe 5. Maximal 10 Punkte.
(1)
• Die Funktion f : R→ R mit
f(x) =
1
2− cos(x) + sin(x)
ist stetig und 2pi-periodisch. Nach dem Hauptsatz ist f auf jedem kom-
pakten Teilintervall von R Riemann-integrierbar.
u = tan
(x
2
)
, cos(x) =
1− u2
1 + u2
, sin(x) =
2u
1 + u2
, dx =
2
1 + u2
du .
∫
1
2− cos(x) + sin(x) dx =
∫
2
2(1 + u2)− (1− u2) + 2u du
=
∫
2
3u2 + 2u+ 1
du 1.0
= 23
∫
1
u2 + 23u+
1
3
du
= 23
∫
1
(u+ 13 )
2 + (
√
2
3 )
2
du
= 23 · 3√2 · arctan
(
3√
2
(u+ 13 )
)
+ C1 1.0
=
√
2 arctan
(
3
2
√
2 tan
(
1
2x
)
+ 12
√
2
)
+ C . 1.0
• Nach dem Hauptsatz gibt es eine Stammfunktion F : R→ R von f mit
F (x) =
√
2 arctan
(
3
2
√
2 tan
(
1
2x
)
+ 12
√
2
)
fu¨r alle x ∈ (−pi, pi). Die Funktion f ist 2pi-periodisch. Die Funktion F ist
stetig. Also gilt∫ 5
2pi
0
f(x) dx = lim
x→pi
x<pi
F (x)− lim
x→−pi
−pi<x
F (x) + F ( 12pi)− F (0) 1.0
= 12
√
2pi − (− 12
√
2pi) +
√
2 arctan(2
√
2)−
√
2 arctan( 12
√
2) 1.0
=
√
2pi +
√
2 arctan
(
2
√
2− 12
√
2
1 + 2
√
2 · 12
√
2
)
=
√
2pi +
√
2 arctan( 12
√
2) .
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(2)
∫ 1
−1
3x2 − 2x
(x+ 2)(x2 + 4)
dx .
R(x) =
3x2 − 2x
(x+ 2)(x2 + 4)
=
α
x+ 2
+
βx+ γ
x2 + 4
.
α =
3x2 − 2x
x2 + 4
∣∣∣
x=−2
=
12 + 4
4 + 4
= 2 . 1.0
3x2 − 2x
(x+ 2)(x2 + 4)
− 2
x+ 2
=
(3x2 − 2x)− 2(x2 + 4)
(x+ 2)(x2 + 4)
=
x2 − 2x− 8
(x+ 2)(x2 + 4)
=
(x+ 2)(x− 4)
(x+ 2)(x2 + 4)
=
x− 4
x2 + 4
. 1.0
1 −2 −8
−2 −2 8
1 −4 0
R(x) =
2
x+ 2
+
x− 4
x2 + 4
= 2 · 1
x+ 2
+ 12 ·
2x
x2 + 4
− 4 · 1
x2 + 22
. 1.0
∫
R(x) dx = 2 log |x+ 2|+ 12 log |x2 + 4| − 2 arctan(12x) + C . 1.0
∫ 1
−1
R(x) dx =
{
2 log(3) + 12 log(5)− 2 arctan(12 )
}
−
{
2 log(1) + 12 log(5) + 2 arctan(
1
2 )
}
= 2 log(3)− 4 log(12 ) 1.0
= 2 log(3) + 4 log(2) .
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Aufgabe 6. Maximal 6 Punkte.
f : R2 → R , f(x, y) = x3 + 4xy2 − 14x2 − 4y2 + 25x+ 2 ,
g : R2 → R , g(x, y) = −2xy2 + 4x2 + 2y2 − 8x− 8 .
(x0, y0) = (3, 1) ∈ Ng = {(x, y) ∈ R2 | g(x, y) = 0} .
∇f(x, y) =
(
3x2 + 4y2 − 28x+ 25
8xy − 8y
)
, Hf(x, y) =
(
6x− 28 8y
8y 8x− 8
)
. 2.0
∇g(x, y) =
(
−2y2 + 8x− 8
−4xy + 4y
)
, Hg(x, y) =
(
8 −4y
−4y −4x+ 4
)
. 2.0
(
−28
16
)
= ∇f(x0, y0) != λ0∇g(x0, y0) = λ0
(
14
−8
)
, λ0 = −2 . 1.0
Hf(x0, y0)− λ0 ·Hg(x0, y0) =
(
−10 8
8 16
)
− (−2)
(
8 −4
−4 −8
)
=
(
6 0
0 0
)
.
H(f, g)(x0, y0, λ0) =
(
0 −(∇g(x0, y0))t
−∇g(x0, y0) Hf(x0, y0)− λ0 ·Hg(x0, y0)
)
=
 0 −14 8−14 6 0
8 0 0
 .
det(H(f, g)(x0, y0, λ0)) = 0 + 14 · 0 + 8 · (−48) = −384 .
• Wegen det(H(f, g)(3, 1,−2)) < 0 besitzt die Einschra¨nkung f | Ng in
(3, 1) ∈ Ng ein lokales Minimum. 1.0
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Aufgabe 7. Maximal 11 Punkte.
B = {(x, y) ∈ R2 | 0 ≤ x ≤ 1 , x2 ≤ y ≤ x} .
f1, f2 : B → R , f1(x, y) = xy +√y , f2(x, y) = x+ 2y .
(1)
• B ist das kompakte Fla¨chenstu¨ck zwischen der Normalparabel und der
ersten Winkelhalbierenden mit den beiden Eckpunkten (0, 0) und (1, 1).
∫
B
(∂1f1(x, y) + ∂2f2(x, y)) d(x, y) =
∫ 1
0
(∫ x
x2
(y + 2) dy
)
dx 1.0
=
∫ 1
0
[
1
2y
2 + 2y
]x
x2
dx
=
∫ 1
0
(− 12x4 − 32x2 + 2x) dx 1.0
=
[ − 110x5 − 12x3 + x2 ]10
= − 110 − 510 + 1010
= 25 . 1.0
(2)
• Der untere Rand von B ist ein Parabelbogen. Der obere Rand von B ist
ein Stu¨ck der ersten Winkelhalbierenden.
Der Rand von B wird durch einen stu¨ckweise stetig differenzierbaren ein-
fach geschlossenen Weg γ parametrisiert. Dabei liegt das Innere von B
links von γ.
γ : [0, 2]→ R2 .
Z ∈ Z(0, 2) : t0 = a = 0 , t1 = 1 , b = t2 = 2 .
γ | (tk−1, tk)(t) =
(
γk1(t)
γk2(t)
)
, t ∈ [tk−1, tk] , k = 1, 2 .
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(
γ11(t)
γ12(t)
)
=
(
t
t2
)
,
(
γ′11(t)
γ′12(t)
)
=
(
1
2t
)
, t ∈ [0, 1] . 1.0
(
γ21(t)
γ22(t)
)
=
(
2− t
2− t
)
,
(
γ′21(t)
γ′22(t)
)
=
(
−1
−1
)
, t ∈ [1, 2] . 1.0
∫ b
a
det
(
f1(γ1(t), γ2(t)) γ
′
1(t)
f2(γ1(t), γ2(t)) γ
′
2(t)
)
dt
=
2∑
k=1
∫ tk
tk−1
det
(
f1(γk1(t), γk2(t)) γ
′
k1(t)
f2(γk1(t), γk2(t)) γ
′
k2(t)
)
dt
=
∫ 1
0
det
(
t3 + t 1
2t2 + t 2t
)
dt+
∫ 2
1
det
(
(2− t)2 +√2− t −1
3(2− t) −1
)
dt 1.0
=
∫ 1
0
(
2t4 − t) dt+ ∫ 2
1
(− t2 + t−√2− t+ 2 ) dt 1.0
=
[
2
5 t
5 − 12 t2
]1
0
+
[− 13 t3 + 12 t2 + 23 (2− t) 32 + 2t ]21 2.0
=
(
4
10 − 510
)
+
(
20
6 − 176
)
= 25 . 1.0
• Das Fla¨chenintegral und das Randintegral haben beide denselben Wert,
wie es nach dem Satz von Gauß-Green sein muss. 1.0
Braunschweig, den 13.3.2015 WM
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