In this paper, we establish a coupling lemma for standard families in the setting of piecewise expanding interval maps with countably many branches. Our method merely requires that the expanding map satisfies Chernov's one-step expansion at q-scale and eventually covers a magnet interval. Therefore, our approach is particularly powerful for maps whose inverse Jacobian has low regularity and those who does not satisfy the big image property. The main ingredients of our coupling method are two crucial lemmas: the growth lemma in terms of the characteristic Z function and the covering ratio lemma over the magnet interval. We first prove the existence of an absolutely continuous invariant measure. What is more important, we further show that the growth lemma enables the liftablity of the Lebesgue measure to the associated Hofbauer tower, and the resulting invariant measure on the tower admits a decomposition of Pesin-Sinai type. Furthermore, we obtain the exponential decay of correlations and the almost sure invariance principle (which is a functional version of the central limit theorem). For the first time, we are able to make a direct relation between the mixing rates and the Z function, see (2.7). The novelty of our results relies on establishing the regularity of invariant density, as well as verifying the stochastic properties for a large class of unbounded observables.
Introduction
The probabilistic coupling method is a flexible technique to compare random processes with two different initial distributions. This method has been applied in a broad variety of contexts in modern probability theory, e.g., to prove limit theorems, to derive inequalities, or to obtain approximations. For a comprehensive introduction on the developments of this topic, we refer the readers to the books by Lindvall [35] and Thorisson [44] . In the field of dynamical systems, the coupling method is also powerful and has been developed since the celebrated work by Young [46] for Young towers, and later the systematic works by Chernov and Dolgopyat [14, 15, 24] for introducing standard pairs for chaotic billiards and partially hyperbolic systems. These two schemes have been adapted afterwards in various settings, e.g., [2, 3, 18, 36, 45, 47] .
In this paper, we are aiming to adapt the works in [18, 45] , and to establish a widely applicable version of coupling lemma for standard pairs in the setting of piecewise expanding interval maps with countably many inverse branches. Roughly speaking, our coupling lemma indicates if the dynamical system satisfies Chernov's one-step expansion condition and eventually covers a magnet interval, then every two proper standard families can be coupled after iterations with an exponential decay for the tail of difference (see Theorem 2) . The assumptions of our coupling lemma are purely geometrical and simple to check (see Assumption (H1)-(H3) in Section 2 for the precise statements). Moreover, these assumptions allow the systems under considerations to have lower regularity of the inverse Jacobian (see Assumption (H2)) and to merely satisfy a non-uniform version of "big image property", which is beyond a large part of the current theory of Markov maps with infinitely many branches (see Assumption (H3)). Based on this coupling lemma, several statistical properties are further investigated, including the existence of an absolutely continuous invariant probability measure (see Theorem 3) , the regularity of the invariant density (see Theorem 4) , the exponential decay of correlations (see Theorem 5) and the almost sure invariance principle (see Theorem 6) , etc.
As the readers shall see later, our coupling lemma turns out to be completely independent of functional analysis for the transfer operator, and thus is effective on bypassing the difficulties on the construction of suitable Banach spaces. Note that functional analytic method is extremely powerful on proving the spectral properties of the transfer operators, and in particular, on establishing the regularity of the invariant density (See e.g. [1, 20, 33] ). We stress that despite such analytic tool is in absence, we still manage to establish the regularity of the invariant density by a completely new approach. Another novelty that we would like to emphasize is that the observables include a large class of unbounded functions, for which the exponential decay of correlations and the almost sure invariance principle hold.
The main ingredients in our proof are described as follows. In order to obtain delicate estimates in our coupling algorithm, we adopt the notion of characteristic Z function, which was first introduced in [18] (see also §7.4 in [16] for an alternative form of the characteristic Z function), to measure the average length of standard families under the operations of cutting, iterates and splitting over the magnet. In particular, for the second operation, we establish the so-called growth lemma with exponential rate (see Lemma 3.6) . This key lemma is due to our assumption (H1), and it guarantees that most of intervals in standard families will grow after sufficient many iterates. The other key lemma is the covering ratio lemma (see Lemma 4.2) over a given magnet by standard families, which results from our assumption (H3). It follows that a fixed portion of standard families is coupled at times with bounded gap.
To the best of our knowledge, it is also the first time to introduce the crucial assumption (H1) -Chernov's one-step expansion at q-scale with the constant q is allowed to be less than 1 in the setting of interval dynamics. The advantages of this assumption are two-fold. On the one hand, the coupling technique still works out, even though the inverse Jacobian of the expanding map may not be summable (see Section 8.1). On the other hand, we are able to introduce the space H W,γ,t of dynamically Hölder series (see Definition 6) , which contains a large class of unbounded functions when t > 0.
We stress that the Hofbauer tower construction is used in the proof of Theorem 4, which shows that the invariant density is a dynamically Hölder series. A important by-product is that we prove the Lebesgue measure is liftable to the Hofbauer tower, due to the second growth lemma (see Lemma 5.1) . Inspired by the work [40] of Pesin and Sinai, we show that the limiting invariant measure on the Hofbauer tower has a decomposition of Pesin-Sinai type, and we further prove that the invariant measure on the unit interval is in fact carried by a standard family.
In the last section of this paper, we apply our results in the following two aspects. Firstly, by revisiting several well known piecewise linear expanding maps in the literature, e.g., [8, 42] , we provide a unified mechanism on the existence of absolutely continuous invariant probability measure, the regularity of the invariant density and some statistical properties for these examples (see Proposition 8.1). Indeed, compared to Theorem 1 in [8] , our Assumption (H1) -Chernov's one-step expansion at q-scale turns out to be rather sharp on guaranteeing the existence of an absolutely continuous invariant probability measure. Secondly, we investigate the function space of dynamically Hölder series for which the almost sure invariant principle (ASIP) holds. In particular, we are able to show the ASIP for the random process generated by certain unbounded observables over the doubling map, which gives a functional improvement of the central limit theorem in the previous studies (See e.g. [19] ).
The paper is organized as follows. In Section 2, we introduce the general assumptions (H1) -(H3), as well as the notions of standard pairs and standard families, and then state the results on the coupling lemma and the consequent stochastic properties. In Section 3, we make some preparations on the quantitative behavior of the standard families under the dynamics. We then complete proofs of all the theorems in Section 4 -7. Finally, in Section 8, we provide some examples and remarks, for which our assumptions and results apply.
Assumptions and Main Results
Let M = [0, 1] be the unit interval endowed with the standard Euclidean metric, and let m be the Lebesgue measure on M . Given a sub-interval W ⊂ M , we denote its length by |W | = m(W ), and the conditional measure of m on W by m W (·) = m(· |W ).
We consider a one-dimensional map T : M with countably many inverse branches, that is, there is a countable partition ξ 1 of M into sub-intervals, on each interior of which T is strictly monotonic and C 1 -smooth. Note that we do not require W ∈ ξ 1 to be a maximal inverse branch.
Assumptions.
In the following we list and briefly explain the assumptions.
Set ξ n = ξ 1 ∨ T −1 ξ 1 ∨ · · · ∨ T −(n−1) ξ 1 for any n ≥ 1. Given an interval W ⊂ M , we let {W α } α∈W/ξn be the collection of sub-intervals of W after being cut by S n . In other words, {W α } α∈W/ξn is the relative partition of W given by ξ n . For each α ∈ W/ξ n , we call the interval T n W α a component of T n W . We further denote the collection of components of T n W by {T n W α } α∈W/ξn .
Although some intervals in ξ n may be relatively short, the following expansion condition ensures that a large portion of intervals in {T n W α } α∈W/ξn are relatively long.
(H1) Chernov's one-step expansion. There exists q ∈ (0, 1] such that
where the supremum is taken over all sub-intervals W ⊂ M .
Remark 1. Assumption (H1) was brought up by Chernov and Zhang in [17] for chaotic billiards with polynomial mixing rates (with q = 1), and later in [18, [21] [22] [23] for two-dimensional general hyperbolic systems with singularities.
To emphasize the choice of q, we shall call (2.1) the (Chernov's) one-step expansion (condition) at q-scale. Note that by Jensen's inequality, the one-step expansion at q ′ -scale implies the one-step expansion at q-scale for any 0 < q ≤ q ′ ≤ 1. In particular, the one-step expansion at 1-scale, i.e.,
implies the one-step expansion at q-scale for any q ∈ (0, 1). In Section 8.1, we shall provide a class of piecewise linear maps with infinitely many branches, for which the one-step expansion fails at 1-scale but holds at q-scale for some q < 1. Another advantage of Chernov's one-step expansion at q-scale with q < 1 is that the observables that we consider can be unbounded (see Definition 6 and Remark 4). Let S n be the set of endpoints of intervals in ξ n , and set S ∞ = ∪ n≥1 S n . It directly follows from Assumption (H1) that the map T is uniformly expanding on M \S 1 . Therefore, {ξ 1 } is a generating partition under iterations of T −n , or equivalently, ξ ∞ := ∞ k=0 T −k ξ 1 is the partition into individual points (mod m), which makes the separation time given below well-defined on M \S ∞ . Definition 1. Given a pair of points x and y in M \S ∞ , the separation time s(x, y) is defined to be the smallest integer n ≥ 1 such that x and y belong to distinct elements of ξ n .
To make assumptions on the regularity of Jacobian, we first introduce the dynamically Hölder continuous functions. Denote by T ′ the derivative of T , which is well defined on M \S 1 . We assume the following.
(H2) Regularity of log Jacobian (with respect to ξ 1 ). There exist C J > 0 and γ J ∈ (0, 1) such that for any interval W ∈ ξ 1 , the function 1 W · log |T ′ | belongs to H W,γJ and
Finally, since we do not have an invariant measure to begin with, we impose the following topological condition in order to establish the coupling lemma.
(H3) Eventual covering. There exists an interval U , which is called a magnet, such that any interval W ⊂ M will eventually covers U in the following sense: there is an integer n W ≥ 1 such that for any n ≥ n W , at least one component of T n W contains U .
Remark 2. Our magnet interval is a topological analogy of the magnet rectangle in two-dimensional hyperbolic systems, see e.g. §7.12 in [16] .
Assumption (H3) is easy to check when the map T admits a Markov partition, of which U is an element. In general, this assumption may be verified by studying the combinatorial structure of one-dimensional maps (see Section 8.1).
Standard pairs and standard families
To establish the coupling lemma for the one-dimensional maps, we introduce the concepts of standard pairs and standard families.
Let C J > 0 and γ J ∈ (0, 1) be constants given in Assumption (H2). In the coupling process, forward iterates of standard pairs require the definition of standard families, which can be viewed as a convex sum of standard pairs. Definition 4 (Family and standard family). Let G = {(W α , ν α ), α ∈ A, λ α } be a countable family of pairs, endowed with non-negative weights λ α on the index set A.
The total measure of a family G is given by
for any Borel set A ⊂ M . For simplicity, we also denote
A family G is called a standard family if each (W α , ν α ) is a standard pair and α∈A λ α = 1.
We denote q the supremum of scales for which Assumption (H1) holds, i.e., q := sup {q ∈ (0, 1] : the one-step expansion (2.1) holds at q-scale} .
From now on, we fix a scale q 0 ∈ (0, q). Then there exists δ 0 > 0 such that
where the supremum is taken over all sub-intervals W ⊂ M . The average length of intervals in a family G = α∈A λ α (W α , ν α ) is measured by the following charac-
Note that Z(G) ≥ 1 for any standard family G. Let F be the collection of all families G with Z(G) < ∞.
We fix constants
We say that two families G 1 and
Statement of results
In this paper, we always assume that the map T : M satisfies Assumptions (H1)-(H3) given in Section 2.1.
Coupling lemma
With the preparations in Section 2.2, we are now ready to state our first main result -the coupling lemma over magnets.
Theorem 1. Given a magnet U , there exist N c ≥ 1 and Θ c ∈ (0, 1) such that the total measure of any proper standard family G can be decomposed as
where each ν n is a non-negative finite measure on M . Moreover, (1) Coupling: If n is an integer multiple of N c , then T n * ν n = Θ c m U ; otherwise, ν n is null.
(2) Exponential tail:
Absolutely continuous invariant measure
The equidistribution property immediately follows from Theorem 1.
Theorem 2. For any two proper standard families G 1 and G 2 and any n ≥ 0,
where · T V denotes the total variation norm, and Θ c , N c are given by Theorem 1.
The existence of an absolutely continuous invariant measure is a direct consequence of Theorem 2. Furthermore, iterates of any standard family converge exponentially to such measure. Theorem 3. There exists an absolutely continuous T -invariant probability measure µ on M . Moreover, there exist constants C c > 0 and ϑ c ∈ (0, 1), such that for any standard family G ∈ F and any n ≥ 0,
The above Theorem establish a new relationship between the Z function and the rates of mixing for initial measures associated to standard families. Equation (2.7) makes it a much clearer picture to understand that Z function is the only factor that dominates the mixing rates for expanding maps.
In general, the invariant density h = dµ/dm ∈ L 1 (m) could be unbounded when T has infinitely many inverse branches. To describe such function, we introduce the space of dynamically Hölder series. We denote by H W,γ,t the space of such functions.
Remark 4. It is easy to see that H W,γ,t ⊂ H W,γ,t ′ ⊂ L 1 (m) for any 0 ≤ t ≤ t ′ ≤ 1, and H W,γ,0 ⊂ L ∞ (m). In particular, if the collection W = {W }, then the space H W,γ,0 coincides with the space HW,γ , which consists of dynamically Hölder continuous functions supported on W with parameter γ. Also, the space H W,γ,t contains unbounded functions if t > 0 and the collection W has intervals of arbitrary short length.
Let γ be the constant given in (2.2), and let q be given in (2.3).
Theorem 4. There exists a collection W h of countably many intervals such that the invariant density h = dµ/dm ∈ H W h ,γ,s for any s ∈ (1 − q, 1].
Stochastic properties
In the rest of this subsection, we let γ and q be given by (2.2) and (2.3) respectively. Also, let µ be the absolutely continuous invariant measure obtained in Theorem 3. We first show the system (T, µ) enjoys exponential decay of correlations for dynamically Hölder series against bounded observables.
Theorem 5. For any t ∈ [0, q), there are constants C t > 0 and ϑ t ∈ (0, 1) such that for any f ∈ H W,γ,t on some collection W of countably many intervals and for any g ∈ L ∞ (m), we have
Note that (2.8) is automatic for any bounded dynamically Hölder continuous function f ∈ H M,γ . In fact, for such bounded observables, we can show the exponential multiple decay of correlations, and thus prove the central limit theorem (CLT) by the "big small block technique" (see §7. 6-7.8 in [16] for more details). Moreover, we can further establish a functional generalization of the CLT -the almost sure invariance principle (ASIP), which asserts that the stationary random process {f • T n } n≥0 can be well approximated by a Brownian motion with an almost sure error. We refer the readers to the papers [14, 26, 27, 34, 37, 38, 43] for the ASIP of stationary process generated by bounded observables in various smooth dynamics.
However, when f is an unbounded observable, the CLT and ASIP may fail for some obvious reasons, for instance, f ∈ L 2 (µ) and thus the corresponding process {f • T n } n≥0 has no finite variance. In order to establish the limiting theorems for such process, we need some to add some extra conditions, such as moment controls in [11, 12] . In this paper, we impose the following conditions on the dynamically Hölder series f ∈ H W,γ,t .
Definition 7. Recall that S n is the set of endpoints of intervals in the partition ξ n .
We denote by H ad W,γ,t the space of functions satisfying (2.9). Assume that t ∈ [0, 1 2 ). We further say that f ∈ H ad W,γ,t has fast tail if there is a > max 11 2 , 2+3t 1 2 ). Also, it is automatic that a dynamically Hölder function f ∈ HW,γ is adapted and has fast tail if W = M or W ∈ ξn for some n ≥ 1. As we shall see in the proof of Theorem 6 below, an adapted function f ∈ H ad W,γ,t with fast tail can be well approximated by its conditional expectations with respect to the partition ξn.
We denote E(f ) = f dµ for any f ∈ L 1 (µ), and denote the covariance for f, g ∈ L 2 (µ) by Cov(f, g) := E(f g) − E(f )E(g). Then the variance of f ∈ L 2 (µ) is given by Var(f ) = Cov(f, f ).
We now state the ASIP (and thus CLT) for the stationary process generated by an adapted observable. Theorem 6. Fix any t ∈ 0, 1 2 . Let f ∈ H ad W,γ,t be of fast tail, such that its auto-correlations satisfy that
Then the stationary process {f • T n } n≥0 satisfies the ASIP, that is, there exist a constant λ ∈ 0, 1 2 and a Wiener process W (·) such that
where σ 2 f is given by the Green-Kubo formula, i.e.,
(2.12) Remark 6. Condition (2.11) implies that the ASIP might hold for unbounded functions with fairly slow decay rates (in fact, polynomial decay) of auto-correlations. We remark that the exponent − 16 15 in (2.11) is due to a classical result on invariance principle by Philipp and Stout in [41] (see Proposition 7.1 in Section 7). Of course, we may improve this exponent by using some recent results on ASIP in probability theory, but we shall not pursue it in this paper. We shall provide an example in Section 8.2 on how to check Condition (2.11).
By Theorem 5, Condition (2.11) is automatic for any function f ∈ H ad W,γ,0 ⊂ L ∞ (m).
Quantitative Estimates on Standard Families
In this section, we establish quantitative estimates on the density function and the average length (in terms of growth lemmas for the Characteristic Z functions) for a standard family under iterates. These estimates will be the basis for understanding our coupling algorithm afterwards.
Estimates for the density function on standard pairs
We first provide the bounds for the density function of a standard pair, that is:
is a standard pair with the density function ρ, then
Moreover, for any x, y ∈ W ,
Proof. By Definition 3 of a standard pair (W, ν), we have that for any x, y ∈ W ,
Taking integral over W with respect to dm(y) on both sides, we obtain that |W |ρ(x) ≤ e Cr . The proof for the other direction is similar. Regarding the second assertion, for any z, w ∈ R with |z|, |w| ≤ C r − log |W |,
and hence
This completes the proof of the lemma.
The next lemma concerns the mergence of standard pairs over the same interval. Proof. Let ρ α be the density of ν α , then the density of mergence pair is given by ρ = α∈A λ α ρ α . By Definition of standard pairs, for any x, y ∈ W , we have
and thus
which immediately implies that |log ρ| W,γ ≤ C r . So the mergence pair (W, ν) is a standard pair.
Iterates of standard families
Definition 8 (Iterates of families). For any integer n ≥ 0 and any pair (W, ν), let {W α } α∈W/ξn be the relative partition of W given by ξ n , and set ν α (·) := ν(T −n (·)|W α ). We define
In general, for a family G = β∈A λ β (W β , ν β ), we define
If G is a standard family, then T n G is also a standard family for any n ≥ 1.
Proof. It suffices to show that for any standard pair G = (W, ν) with density ρ = dν dm , the first iterate
is a standard family, where {W α } α∈W/ξ1 is the relative partition of W given by ξ 1 , and ν α (·) = ν(T −1 (·)|W α ). It is clear that α∈W/ξ1 ν(W α ) = ν(W ) = 1, and it remains to show that each (T W α , ν α ) is a standard pair. Indeed, for any Borel subset A ⊂ T W α ,
Then the density function ρ α := dνα dm is given by
For any x, y ∈ T W α , by Assumption (H2) and the choice of γ and C r given by (2.2),
Hence the density ρ α is regular on T W α . This completes the proof of the lemma.
Remark 7. Along the same lines in the proof of Lemma 3.3, we can show that T G is a standard family if the family G = β∈B λ β (W β , ν β ) is a convex sum of pairs with densities ρ β = dν β /dm satisfies that
Cuttings of standard families
Definition 9 (Cut family). Let (W, ν) be a pair, and W is cut into countable sub-intervals {W i } i≥1 . The cut family of (W, ν) is defined as
In general, let G = α∈A λ α (W α , ν α ) be a family. Given an index subset A ′ ⊂ A and a set C of countable points in M , we define the cut family G ′ from G with only pairs in A ′ being cut by points in C, that is,
We shall simply say G ′ is a cut family from G if there is no need to mention A ′ and C.
It is easy to see that if G is a standard family, then any cut family G ′ from G is also a standard family. Also, the cutting operation preserves the total measure, while it does decrease the average length but not that much. We recall that the average length of a family is represented by the characteristic function Z(·) given by (2.5).
Lemma 3.4. Let G ′ be a cut family from a standard family G by k points,
On the other hand, by Lemma 3.1,
and thus,
This completes the proof of this lemma.
Remark 8. It is not hard to check that if a family G is a convex sum of countably many families, say,
This together with Lemma 3.4 implies that if G ′ is a cut family from a standard family G, then
Growth lemmas
We establish the growth lemma in this section. Roughly speaking, it means the value of Z(T n G) decreases exponentially in n until it becomes small enough, providing that the initial standard family G belongs to F, i.e., Z(G) < ∞. This fundamental property was first introduced and proved by Chernov for dispersing billiards in [13] , and later generalized by Chernov and Zhang in [18] .
To begin with, we first state the growth lemma for the Lebesgue standard pairs. Lemma 3.5. Let θ 0 , δ 0 and q 0 be the constants given in (2.4) . For any Lebesgue standard pair (W, m W ) and any n ≥ 1, we have
Proof. For any n ≥ 0, we denote {W α } α∈W/ξn the relative partition of W given by ξ n , then
We now prove (3.5) by making induction on n. When n = 1, if |W | < δ 0 , then by (2.4), 
In either case, we obtain (3.5) for n = 1.
Suppose now (3.5) holds for some n. By (3.6),
Therefore, (3.5) also holds for (n + 1). Thus, we complete the proof of this lemma by induction.
Next, we present the growth lemma for all standard families in F. Lemma 3.6. Let c 0 be given in (2.6) . For any standard family G ∈ F and any n ≥ 0, 
which implies that Proof. By Lemma 3.6 and the definition of C p in (2.6), for any n ≥ n p (G),
and thus T n G is proper for any n ≥ n p (G).
We set
If G is a proper standard family, then n p (G) ≤ n p , and hence T n G is proper for all n ≥ n p .
4 Proof of Theorem 1 -3
Proof of Theorem 1
Throughout the section, let us fix a magnet U given by Assumption (H3). Theorem 1 will be proven by a coupling algorithm over U . Before we describe the algorithm, let us first introduce two crucial lemmas (Lemma 4.1 and 4.2) whose proofs are postponed to Appendix A.
Lemmas for standard families over the magnet
We first apply a special splitting of a standard family into two parts, one of which is Lebesgue over the magnet U . To be more precise, let G = α∈A λ α (W α , ν α ) be a standard family. The split family from G over the magnet U with Lebesgue ratio ρ ∈ (0, e −Cr ) is defined as
the Lebesgue part G and the split part G are families 1 given by
With this convention, we have Next, We define the covering ratio of a family G = α∈A λ α (W α , ν α ) over the magnet U by
where A(U ) := {α ∈ A : W α contains U }. Note that following properties of δ(·) are straightforward from the definition.
(1) If a family G is a sum of countably many families, say, G = i λ i G i , then for any n ≥ 0,
(2) By (3.9), for any standard pair (W, ν) and any n ≥ 0, δ(T n (W, ν)) ≥ e −Cr δ(T n (W, m W )). (3) If G ′ is a cut family from a family G, then for any n ≥ 0.
(4) If G is a standard family, and G ′ is the cut family from G with pairs in A(U ) being cut by the two endpoints of U , then by Lemma 3.1,
Based on these properties, we have the following quantitative estimation on δ(·). We are now ready to describe our coupling algorithm. Fix a magnet U given by Assumption (H3). Let ρ c ∈ (0, e −Cr ) be given by Lemma 4.1, and let n c ≥ n p , d c ∈ (0, 1) be given by Lemma 4.2. Set
Given a proper standard family G, we set G 0 = G and G 0 = T 1+np G 0 . By (3.12), G 0 is still a proper standard family. Starting from G 0 , we apply the following inductive procedure. Assume that a proper standard family G k is defined, we shall obtain G k+1 and G k+1 as follows:
(1) Iteration: By Lemma 4.2, δ(T nc G k ) ≥ d c . Also, by (3.12), T nc G k is a proper standard family.
(2) Cutting: Let G ′ k+1 be the cut family from T nc G k with pairs that contains U being cut by the two endpoints of U . By Inequality (4.5),
(3) Splitting: Set ρ k+1 := Θ c /δ(G ′ k+1 ). We split G ′ k+1 over the magnet U with Lebesgue ratio ρ k+1 , and obtain
where G k+1 is the Lebesgue part and G k+1 is the split part. By Lemma 4.1, T G k+1 is a standard family, and Z(T G k+1 ) ≤ e 4Cr (Z(G ′ k+1 ) + c 0 ) ≤ 3e 5Cr (C p + c 0 ). By Lemma 3.6, Equations (2.6) and (3.12) ,
Therefore, G k+1 := T 1+np G k+1 is a proper standard family.
Set N c := (1 + n p + n c ). At the k-th step of the above coupling construction, the Lebesgue part G k = α∈A k λ α (U, m U ) has the following property: the index set A k ⊂ M/ξ kNc , and there is an interval W α inside some element of ξ kNc such that T kNc W α = U . In particular, T kNc is invertible on W α . Then we can define the family
For any n ≥ 1, we define
otherwise.
It is easy to see that Statement (1) of Theorem 1 holds with ν n := ν Gn . By (4.6), we have for any k ≥ 1,
ν GiN c is a non-negative measure, and thus,
which implies that
This provides the decomposition of ν G in Theorem 1. Moreover, the exponential tail bound in Statement (2) directly follows from (4.7). Therefore, the proof of Theorem 1 is complete.
Proof of Theorem 2
Let G 1 and G 2 be two proper standard families. By Theorem 1, we decompose their total measures as
This completes the proof of Theorem 2.
Proof of Theorem 3
Let θ 0 be given in (2.4) , and set
.
We first show that there is a probability measure µ on M such that T n * ν G = ν T n G converges to µ in the total variation norm for any standard family G ∈ F. By Lemma 3.7, T n G is a proper standard family for any n ≥ n p (G), and note that θ 0 ≤ Z(G)θ np(G) 0 ≤ 1. Apply Theorem 2 to the proper standard families
It follows that T n * ν G is a Cauchy sequence in the total variation norm, and hence it converges to some probability measure µ, such that
Given another standard family G ′ ∈ F, and applying Theorem 2 to
for any n ≥ max{n p (G), n p (G ′ )}. Therefore, T n * ν ′ G converges to the same measure µ. It is obvious that µ is T -invariant. It remains to show that µ is absolutely continuous, that is, m(A) > 0 for any Borel subset A ⊂ M with µ(A) > 0. To see this, we consider the Lebesgue standard pair G 0 = (M, m), then there is a large n ≥ 1 such that T n * m − µ T V ≤ 0.5µ(A), and thus m(T −n A) ≥ 0.5µ(A) > 0. Since T is non-singular with respect to m, we must have m(A) > 0.
Proof of Theorem 4
To prove Theorem 4, we need the following preparations.
Second growth lemma
We recall an alternative definition of the characteristic Z function (see Section 5 in [18] or §7.4 in [16] with q 0 = 1). Given an interval W ⊂ M and a point x ∈ W , we denote r W (x) := dist(x, ∂W ), that is, the Euclidean distance from x to the closest endpoint of W . Further, given a family G = α∈A λ α (W α , ν α ) and a point x ∈ W α , we shall denote r G (x) = r Wα (x) if the choice of α is clear. We then denote
Using the fact that m(r W < ε) = min{2ε, |W |} and Lemma 3.1, it is easy to show that Z(G) ≤ 2e 2Cr Z(G) for any standard family G.
The growth lemma that we establish in Lemma 3.6 is usually called the first growth lemma, which immediately implies the following second growth lemma. for all n > q 0 log θ0 |W |, where q 0 , θ 0 are given in (2.4) and C p is given in (2.6).
Proof. By Lemma 3.6 and the choice of constants in (2.6), for any ε > 0, any standard pair G = (W, ν) and any n > q 0 log θ0 |W |, we have
In other words, (5.1) holds for any ε > 0.
Lemma 5.1 is a slight generalization of the second growth lemma in §5.9 of [16] , in which q 0 = 1 and G is restricted to a normalized Lebesgue standard pair. To avoid confusion, we point out that we use the notation m W (·) to represent the normalized Lebesgue measure on W in this paper, while m W (·) is the unnormalized one in [16] .
Hofbauer tower and liftability
In order to show that the invariant density h = dµ/dm is a dynamically Hölder series, we first need to construct the corresponding collection W h of supporting intervals. To this end, we introduce a Markov extension over the system (M, T, ξ 1 ) which is nowadays called Hofbauer tower. For references on this subject, see [4, 5, 7, 9, 10, 28, 29, 32, 39] , etc.
For our purpose, we construct the Hofbauer tower as follows: we set D 0 := {M } and for n ≥ 1,
It is not hard to see that D n = {T n W α : α ∈ M/ξ n }, that is, D n is the collection of components of T n M . We further set D = ∪ n≥0 D n , which is a collection of countably many intervals. The (2) the map T : M \π −1 (S 1 ) → M is given by T (x, D) = (T (x), T (D ∩W (x))), where W (x) is the interval in ξ 1 containing x and π : M → M is the canonical projection, i.e., π(x, D) = x;
(3) the partition of M is given by ξ := { D} D∈D , where for any interval D ∈ D, we set D := (x, D) : x ∈ D , which is an identical copy of D.
It is easy to see that ξ is a Markov partition for T . Also, T is an extension of T via the projection π, i.e., π • T = T • π. By extending the Euclidean metric of the unit interval M to the tower M in a natural way, we have that M is a complete separable metric space, which is not necessarily to be compact unless the map T is already Markov. For any D ∈ D, we define the level of D as Note that m n are all probability measures and π * m n = T n * m, that is, m n projects to T n * m, or equivalently, we say that T n * m is lifted to m n . Similarly, we denote the Cesaro means of m n by m n , that is,
m k , for any n ≥ 1.
Note that m n projects to 1 n n−1 k=0 T k * m. We say that { m n } n≥0 is liftable if m n has a subsequence which converges weak star to a non-vanishing, in fact, probability measure on M . To show the liftability, we will prove that Lemma 5.2. The sequence of measures m n is tight, i.e., for any δ > 0, there exists a compact subset F ⊂ M such that m n ( M \F ) < δ for all n.
Proof. It suffices to show that m n is tight. Choose ε 0 > 0 such that C p ε q0 0 < δ/2, where q 0 and C p are given by (2.4) and (2.6) respectively. Since ξ 1 is a generating partition, we can choose L ∈ N such that
T −k ξ 1 has diameter smaller than ε 0 . Furthermore, we may assume C c ϑ L c < δ/4, where C c and ϑ c are the constants given by Theorem 3. We then set
By the definition of m n in (5.2), it is easy to see that when n ≤ L, the measure m n is supported on E and thus m n ( M \E) = 0. When n > L, we consider the Lebesgue standard pair G 0 = (M, m), and we denote r M,k (x) := r T k G0 (T k x) for any k ≥ 0. For any x = (x, M ) ∈ M 0 , if r M,n−L (x) ≥ ε 0 , i.e., dist(T n−L x, ∂D n−L ) ≥ ε 0 , where we denote T n−L ( x) = (T n−L x, D n−L ), then there is α ∈ ξ L such that T n−L x ∈ W α and D n−L fully contains W α . It follows that T n ( x) ∈ E. By Lemma 5.1, and note that log θ0 |M | = 0, we have
Now we construct a compact subset F of E as follows. Note that E can be rewritten as the following
consists of countably many intervals. For each k ∈ [0, L], we can pick a subset F k ⊂ E k such that F k is a union of finitely many intervals and
, for measures σ = µ, m, T * m, . . . , T L * m.
Here µ is the invariant measure that we obtain in Theorem 3. It is clear that F = L k=0 F k is a compact subset of E. Moreover, by Theorem 3,
Recall that µ is the invariant measure that we obtain in Theorem 3. The following is a direct consequence of Lemma 5.2.
Lemma 5.3. m n has a subsequence converging weak star to a probability measure µ on M such that π * µ = µ.
Proof. By Helly-Prohorov theorem, Lemma 5.2 implies that there is an increasing sequence of natural numbers {n j } j≥1 such that m nj converges weak star to a probability measure µ on M . Applying Theorem 3 to the Lebesgue standard pair G 0 = (M, m), we have that T n * m converges to µ in total variation, and hence in the weak star topology as well. Since π * m n = 1 n n−1 k=0 T k * m, we get
Here the above limits are taken in the weak star topology.
Pesin-Sinai decomposition
In this section, we would like to show that the invariant measure µ on M is the total measure of a standard family. By Lemma 5.3, we shall instead show that the lifted measure µ on M has the following structure. (2) ν D is a probability measure on D such that its projection (D, π * ν D ) is a standard pair.
Remark 10. Definition 10 is motivated by the work [40] , in which Pesin and Sinai used a crucial lemma (Lemma 13 therein) to construct the u-Gibbs measure of partially hyperbolic attractors. We adapt their notions in our setting.
If µ has Pesin-Sinai decomposition, then by Lemma 5.3, it is easy to see that µ is carried by a standard family. To this end, we need the following lemma, which may be regarded as a variant of Lemma 13 of [40] .
Lemma 5.4. Let ν n be a sequence of probability measures on M with the following properties:
(1) each ν n has Pesin-Sinai decomposition ν n = D∈D λ n (D) · ν n,D ;
(2) let ρ n,D be the density of the standard pair (D, π * ν n,D ), and assume that ρ n,D converges uniformly in D to a continuous function ρ D as n → ∞;
(3) the sequence of measures 1 nj nj k=0 ν n k converges weakly to a measure ν on M , where n j is a subsequence of natural numbers.
Then the measure ν has Pesin-Sinai decomposition ν = D∈D λ(D)· ν D , such that the density of (D, π * ν D ) is exactly given by ρ D .
The proof of Lemma 5.4 is almost the same as that of Lemma 13 in [40] , by noticing that the uniform limit of regular density is still regular, as well as that the space of probability vectors on D is weakly compact. Hence we omit the proof here. In the rest of this subsection, we prove Lemma 5.5. µ has Pesin-Sinai decomposition.
Proof. It suffices to show that {m n } n≥0 satisfies the first two conditions of Lemma 5.4, since the third condition is already shown by Lemma 5.3.
Recall that π * m n = T n * m and for any D ∈ D, the interval D is an identical copy of D via the projection π. Consider the Lebesgue standard pair G 0 = (M, m), then T n * m is exactly carried by the standard family
where we denote ξ n = {W α } α∈M/ξn and set ν α (·) := m(T −n (·)|W α ). By the construction in Section 5.2, it is easy to see that each T n W α ∈ D n ⊂ D. Note that it is possible that T n W α = T n W α ′ for distinct index α and α ′ . We would like show that T n G 0 is equivalent to a standard family of the form otherwise, we let λ n (D) = 0 and ν n,D = m D . By Lemma 3.2, the pair (D, ν n,D ) is a standard pair. In this way, we obtain the equivalent standard family given by the RHS of (5.4), whose total measure is T n * m. By lifting T n * m to m n and noting that π −1 | D : D → D is trivial, we set ν n,D = (π −1 | D ) * ν n,D , then m n has Pesin-Sinai decomposition m n = D∈D λ n (D) · ν n,D , that is, {m n } n≥0 satisfies Condition (1) of Lemma 5.4.
Before we verify Condition (2) of Lemma 5.4, we introduce the following notations. For any α ∈ A n , we can associated a symbolic representation α = (α −1 , α −2 , . . . , α −n ) ∈ (M/ξ 1 ) n such that W α := n k=1 T k−n W α −k . We further denote A ∞ the inverse limit space of {A n } n≥1 , that is, if α = (α −1 , α −2 , . . . ) ∈ A ∞ , then W α|n = ∅ for all n, where α| n := (α −1 , α −2 , . . . , α −n ) is the truncation of first n-words of α. For any D ∈ D, we set A ∞ (D) := {α ∈ A ∞ : α| n ∈ A n (D) for any n} .
Note that A ∞ (D) = ∅ for some D ∈ D, due to the Hofbauer tower construction and Assumption (H3). We also denote the subset A ′ n (D) of A n (D) such that any α ∈ A ′ n (D) cannot be extended to an element in A ∞ (D). Now we are ready to check Condition (2) of Lemma 5.4. We shall only show the case given by (5.5), since the other case is trivial. Suppose that A n (D) = ∅. For any α = (α −1 , . . . , α −n ) ∈ A n (D), let ν α be the probability measure given by (5.3) . Similar to (3.1), the density of ν α is given by
x α is the n-th preimage of x in W α . Alternatively, we define
for all (x, y) ∈ D × D, and we notice that
Therefore, the measures ν n,D given by (5.5) has density
for any x ∈ D. On the one hand, for any α ∈ A ∞ (D), by Assumption (H2) and the formula (5.6), it is not hard to see that p n,α|n uniformly converges to p α on D × D, where
On the other hand, we claim that α∈A ′ n (D) m(W α ) → 0 as n → ∞. Indeed, A ′ n (D) = k>n A ′ n,k (D), where A ′ n,k (D) consists of all α ∈ A ′ n (D) which cannot be extended to an element in A k (D). Note that the sets A ′ n,k (D) is increasing in k. Since G 0 = (M, m) and all its iterates T k * G 0 are proper standard families, we apply Theorem 2 to G 0 and T k * G 0 and get
Since k is arbitrary, we have α∈A ′ n (D) m(W α ) → 0 as n → ∞. By the above two observations, we conclude that ρ n,D uniformly converges to .
This completes the verification of Condition (2) of Lemma 5.4, and hence µ has Pesin-Sinai decomposition.
Proof of Theorem 4
In the previous subsections, we have shown that the measure T n * m is lifted to the measure m n given by (5.2), which has Pesin-Sinai decomposition. So its Cesaro mean m n also has Pesin-Sinai decomposition, say, m n = D∈D η n (D) · ω n,D .
For any ε > 0, we set For any s ∈ (1 − q, 1], as the choice of q 0 is flexible and can be arbitrarily close to q, it is not harm to assume that s > 1 − q 0 . Then we have
The above convergence is shown as follows: we set Γ n = D 2 −n \D 2 −n−1 , by (5.8), we get
This completes the proof of Theorem 4.
Proof of Theorem 5
We first show that the system is exponential mixing with respect to the Lebesgue measure, that is, Lemma 6.1. For any t ∈ [0, 1), we choose a scale q 0 ≤ min{q, 1 − t} satisfying (2.4) . Then for any f ∈ H W,γ,t on some collection W of countably many intervals and for any g ∈ L ∞ (m), we have
Here constants C c and ϑ c are given by Theorem 3.
Remark 11. Note that the choice of q0 in (2.4) is quite flexible. It is not hard to see from the proof of Theorem 3, the constants Cc and ϑc only depend on the choice of q0, δ0 and the magnet interval U . As δ0 and U are fixed but q0 varies, Cc and ϑc would also vary depending on the value of q0.
Proof of Lemma 6.1. Without loss of generality, given a function f ∈ H W,γ,t , we may assume that W = {W α : α ∈ A} and f = α∈A f α such that f α ≡ 0 on each sub-interval W α . We define on each W α two finite measures ν 1 α and ν 2 α such that their densities are given as follows:
We first show that G 1 is a standard family in F. For any x, y ∈ W α ,
Hence each (W α , ν 1 α ) is a standard pair, and thus G 1 is a standard family. Further, since ν 1
Similarly, we can show that G 2 is a standard family and Let f ∈ H ad W,γ,t be a function satisfying all the conditions in Theorem 6, and let σ 2 f be given by (2.12) . If σ 2 f = 0, then it is well known that f is a coboundary up to a constant, i.e., f = g − g • T + E(f ) for some g ∈ L 2 (µ) (see e.g. Theorem 18.2.2 in [31] ), and thus the ASIP is automatic. In the rest of the proof, we concentrate on the case when σ 2 f > 0. Given an integrable function f : M → R and a measurable partition ξ of M = [0, 1], we denote by E(f |ξ) the conditional expectation of f with respect to ξ. We also denote by σ(ξ) the Borel σ-algebra on M generated by ξ.
We recall the following result in [41] (see also §7.9 in [16] ).
= O m −(2+7/ε) .
Hence Condition (2) holds.
• Note that the series in (2.12) converges absolutely by Condition (2.11). By direct computation, we have
Therefore, Condition (3) holds.
• By the T -invariance of µ, it suffices to show Condition (4) with m = 1. Note that any A ∈ σ(ξ 1 ) is a disjoint union of intervals in ξ 1 . We take
which indicates Condition (4).
To sum up, any function f ∈ H ad W,γ,t satisfying all the conditions in Theorem 6 also satisfies the four conditions in Proposition 7.1, and hence the stationary process {f • T n } n≥0 satisfies the ASIP. The proof of Theorem 6 is complete.
Examples and Remarks
We shall revisit several examples which were previously studied in the literature. Applying our results to these examples, we could reinterpret some known results and make some generalizations.
A class of piecewise linear maps
In this subsection, we consider a class of piecewise linear map on M = [0, 1] with infinitely many inverse branches. More precisely, given a sequence of positive numbers {a k } k≥1 such that k≥1 a k = 1. Set b 0 = 1 and for k ≥ 1,
It is clear that ξ 1 := {W k } k≥1 is a partition of M = [0, 1], where W k := (b k , b k−1 ]. Pick another sequence {Λ k } k≥1 of positive numbers such that Λ k ≥ 2. Moreover, we assume that a k Λ k ≥ b 1 for k = 1, 2, and a k Λ k ≥ b k−2 for any k > 2. Then we define a piecewise linear map T : M → M by setting
Albeit T is piecewise linear, the existence of acip (absolutely continuous T -invariant probability measure) heavily depends on the above parameters. We emphasize that even if the map is Markov, the "big image property" (i.e., inf k≥1 |T W k | > 0) does not hold, and hence the classical theory of Gibbs-Markov systems is not applicable in our situation. We recall some results for these piecewise linear maps in earlier literature.
(1) Rychlik [42] showed that if k≥1 Λ −1 k < ∞, then T admits an acip which enjoys the exponential mixing. Rychlik also constructed a counter-example, that is, T does not admit an acip if a k = 2 −k and Λ k = 2.
(2) Bruin and Todd studied in [8] a class of piecewise linear maps 2 , which is a simplified linear model of the induced map of the Fibonacci unimodal map. To be precise, given any λ ∈ (0, 1), we set a k := λ k−1 (1 − λ) for all k ≥ 1 and thus b k := λ k for all k ≥ 0. Meanwhile, put Λ 1 := 1/a 1 and Λ k := 1/a 2 for all k ≥ 2. The corresponding map is denoted by T λ . Bruin and Todd showed that T λ admits an acip if and only if λ ∈ (0, 1 2 ). Moreover, whenever λ ∈ (0, 1 2 ), they also showed that the invariant density restricting on each W k is a constant equals to
The following proposition provides a sufficient condition for the existence of acip, when T is the piecewise linear map given by (8.1).
then the piecewise linear map T admits an acip, which satisfies the exponential decay of correlation and almost sure invariant principle.
Remark 12. It is not hard to see that Rychlik's condition k≥1 Λ −1 k < ∞ is stronger than Condition (8.3). Therefore, the results in [30, 42] are recovered by our coupling method. Also, Condition (8.3) never holds for any q ∈ (0, 1] if Λ k = 2 for all k, which corresponds to the absence of acip.
Proof of Proposition 8.1. It is obvious that Assumption (H2) holds since the log Jacobian log |T ′ | is constant on each interval W k ∈ ξ 1 .
We next verify that T satisfies Assumption (H3) by showing the second branch W 2 is a magnet interval. By our definition, it is easy to see T W 1 ⊃ W 2 , T W 2 ⊃ W 2 , and T W k ⊃ ∪ ∞ m=k−1 W m ⊃ W k−1 for any k > 2. Hence a component of T n W k must contain W 2 for any n ≥ k − 2. For any interval W ⊂ M , by the uniform expansion with rate Λ k > 2, T n0 W must be cut by S 1 = {b k } k≥1 for some positive integer n 0 ≤ − log 2 |W |. We pick a component V of T n0 W whose left endpoint belongs to S 1 , then T V ⊃ W ℓ for some ℓ > 2. Therefore, at least one component of T n W contains W 2 for any n ≥ n W := n 0 + ℓ − 1, which implies that W 2 is a magnet.
Finally, we focus on the validity of Assumption (H1). Indeed, let W be an interval of length less than a sufficiently small δ > 0.
• If W is away from the accumulation point 0, then it only intersects two consecutive intervals in ξ 1 , say W k and W k+1 , and thus
• Otherwise, if W is close to 0, without loss of generality, we may assume W = [0, b N ] = ∪ ∞ k=N +1 W k for sufficiently large N . Then (1) In spirit of Rychlik's results and counter-example in [42] , we consider the piecewise linear map with a k = 2 −k and Λ k = k. It is straightforward that b N = 2 −N and for any q ∈ (0, 1), we have
as N → ∞, and hence Condition (8.3) holds.
(2) Let T λ be the piecewise linear map that Bruin and Todd studied in [8] . Given any λ ∈ (0, 1), we recall that a k := λ k−1 (1 − λ) for all k ≥ 1 and thus b k := λ k for all k ≥ 0. Moreover, Λ 1 := 1/a 1 and Λ k := 1/a 2 for all k ≥ 2. We claim that T λ satisfies Condition (8.3) and thus Proposition 8.1 if and only if λ ∈ (0, 1 2 ), which agrees with the results of Bruin and Todd in [8] . Indeed, it is easy to see that for any λ ∈ (0, 1),
It is not hard to check that (8.4 ) is less than 1 if and only if λ 1−q < 1 − λ, and hence (8.4) is less than 1 for some q ∈ (0, 1) if and only if λ ∈ (0, 1 2 ). In other words, Condition (8.3) holds if and only if λ ∈ (0, 1 2 ). We remark that when λ ∈ (0, 1 2 ), the invariant density given by (8.2) is a dynamically Hölder series, which agrees with our Theorem 4. More precisely, it is straightforward to check that the invariant density belongs to H W,γ,s , where W = {W k } k≥1 , for any γ ∈ (0, 1), and for any s ∈ (0, 1) such that λ s < 1 − λ.
Certain unbounded observables
Let T : M = [0, 1] → M be a one-dimensional map satisfying Assumption (H1), i.e., the one-step expansion at q-scale, and recall that q is the supremum of such q given in (2.3). It directly from (H1) that T is uniformly expanding, i.e., there exists Λ > 1 such that inf x∈M\S∞ |T ′ (x)| > Λ. It is easy to see that the separation time s(·, ·) in Definition 1 induces a weaker metric on M , that is, there exists C > 0 such that |x − y| ≤ CΛ −s(x,y) , for any x, y ∈ M.
Let γ be the constant given by (2.2), which can be taken arbitrarily close to 1, and set κ := − log Λ γ > 0. If f is a κ-Hölder function on an interval W ⊂ M , then f is also a dynamically Hölder function on W with parameter γ such that |f | W,γ ≤ C −κ |f | C κ (W ) . Note that in applications, we could always take γ arbitrarily close to 1.
As pointed out in Remark 4, the space H W,γ,t with t > 0 would contain some unbounded observables. For instance, for any τ ∈ (0, q), we consider the unbounded function
Remark 13. This function was studied in Gouëzel's note [25] , in which T is the doubling map. He showed that f satisfies a stable law when τ ≥ 1 2 , and he also pointed out that f satisfies a CLT when τ ∈ (0, 1 2 ), using the criteria by Dedecker [19] . We shall show below that the ASIP holds in the latter case.
It is clear that f ∈ H W,γ,t for any t ∈ (τ, q) and some γ close to 1, where the collection is chosen to be W = {W k := (2 −k , 2 −k+1 ]} k≥1 . Indeed, we set κ := − log Λ γ, and write f = k≥1 f k with f k = f 1 W k , then
Thus, if we choose γ close to 1 such that κ := − log Λ γ < t − τ , then
(8.6) By Theorem 5, the correlations between any unbounded function f ∈ H W,γ,t and any bounded observable g ∈ L ∞ (m) decays exponentially fast.
Finally, we discuss the space H ad W,γ,t with fast tail, for which the ASIP applies by Theorem 6. For simplicity, we consider the doubling map T : x → 2x (mod 1), with the partition ξ 1 = {[0, 1 2 ], ( 1 2 , 1]} and invariant measure µ = m. We claim that if τ ∈ (0, 1 2 ), then the unbounded function f given by (8.5) satisfies the ASIP. Indeed,
• The collection W = {W k := (2 −k , 2 −k+1 ]} k≥1 is adapted such that n(k) = k. Pick any t ∈ τ, 1 2 , it follows from (8.6) that f ∈ H ad W,γ,t . • Moreover, f has fast tail since
• The auto-correlations condition (2.11) holds since the Fourier coefficients of f satisfy that a k := Proof. By the formula of Z(·) and (4.1), for any standard family G,
Moreover, for any α ∈ A, we have W α = U , and the density of ν α − ρ m Wα 1 − ρ is given by ρ α − ρ 1 − ρ . By Lemma 3.1, for any x, y ∈ W α ,
ρC r e Cr (1 − ρe Cr )|U | γ s(x,y) .
We use the fact log(1 + z) ≤ z for any z ≥ 0 in the last inequality. Hence, for any α ∈ A, log ρ α − ρ 1 − ρ Wα,γ ≤ C r + ρC r e Cr (1 − ρe Cr )|U | .
Therefore, we can choose ρ c small enough such that for any ρ ∈ (0, ρ c ) and any standard family G, we have that Z( G) ≤ Z(G)/θ 0 , and the density of each pair in G satisfies (3.2) and (3.11). By Remarks 7 and 9, we have that T G is a standard family, and Z(T G) ≤ e 4Cr Z( G)θ 0 + c 0 ≤ e 4Cr (Z(G) + c 0 ) .
The proof of this lemma is complete.
A.2 Proof of Lemma 4.2
We first choose an integer k ≥ 1 such that (k/3) q0 ≥ 2C p , where C p is the proper constant that we choose in (2.6). We then divide M = [0, 1] into k sub-intervals W 1 , W 2 , . . . , W k of equal length. For each Lebesgue standard pair G i = (W i , m Wi ), by Assumption (H3), there exists n Wi ≥ 1 such that for any n ≥ n Wi , at least one component of T n (W i ) contains U , which means that δ(T n G i ) > 0. We set n c := max{n p , max For any proper standard family G = α∈A λ α (W α , ν α ), we denote A 0 := {α ∈ A : |W α | ≥ 3/k} , then
For any α ∈ A 0 , there exists 1 ≤ i α ≤ N such that W α contains W iα . We then cut the Lebegue standard pair (W α , m Wα ) by the two endpoints of W iα , and obtain a new standard family G ′ α . Note that the weight of W iα in G ′ α is |Wi α | |Wα| ≥ 1 k . By This completes the proof of the lemma.
