Linear and non-linear high order accurate residual distribution schemes for the discretization of the steady compressible Navier–Stokes equations by Abgrall, Rémi & de Santis, Dante
Zurich Open Repository and
Archive
University of Zurich
Main Library
Strickhofstrasse 39
CH-8057 Zurich
www.zora.uzh.ch
Year: 2015
Linear and non-linear high order accurate residual distribution schemes for
the discretization of the steady compressible Navier–Stokes equations
Abgrall, Rémi; de Santis, Dante
Abstract: A robust and high order accurate Residual Distribution (RD) scheme for the discretization of
the steady Navier–Stokes equations is presented. The proposed method is very flexible: it is formulated
for unstructured grids, regardless the shape of the elements and the number of spatial dimensions. A
continuous approximation of the solution is adopted and standard Lagrangian shape functions are used
to construct the discrete space, as in Finite Element methods. The traditional technique for designing
RD schemes is adopted: evaluate, for any element, a total residual, split it into nodal residuals sent to
the degrees of freedom of the element, solve the non-linear system that has been assembled and then
iterate up to convergence. The main issue addressed by the paper is that the technique relies in depth
on the continuity of the normal flux across the element boundaries: this is no longer true since the
gradient of the state solution appears in the flux, hence continuity is lost when using standard finite
element approximations. Naive solution methods lead to very poor accuracy. To cope with the fact
that the normal component of the gradient of the numerical solution is discontinuous across the faces of
the elements, a continuous approximation of the gradient of the numerical solution is recovered at each
degree of freedom of the grid and then interpolated with the same shape functions used for the solution,
preserving the optimal accuracy of the method. Linear and non-linear schemes are constructed, and their
accuracy is tested with the method of the manufactured solutions. The numerical method is also used
for the discretization of smooth and shocked laminar flows in two and three spatial dimensions.
DOI: 10.1016/j.jcp.2014.11.031
Posted at the Zurich Open Repository and Archive, University of Zurich
ZORA URL: http://doi.org/10.5167/uzh-121487
Accepted Version
Originally published at:
Abgrall, Rémi; de Santis, Dante (2015). Linear and non-linear high order accurate residual distribution
schemes for the discretization of the steady compressible Navier–Stokes equations. Journal of Computa-
tional Physics, 283:329-359. DOI: 10.1016/j.jcp.2014.11.031
Linear and non-linear high order accurate residual distribution schemes for the
discretization of the steady compressible Navier-Stokes equations
R. Abgralla,∗, D. De Santis 1b
aInstitut fu¨r Mathematikv Universita¨t Zu¨rich Winterthurerstrasse 190 CH-8057 Zu¨rich, Switzerland
b INRIA Bordeaux–Sud-Ouest, E´quipe-projet Bacchus, 200 avenue de la Vieille Tour, 33405 Talence Cedex, France
Abstract
A robust and high order accurate Residual Distribution (RD) scheme for the discretization of the steady Navier-Stokes
equations is presented. The proposed method is very flexible: it is formulated for unstructured grids, regardless the
shape of the elements and the number of spatial dimensions. A continuous approximation of the solution is adopted
and standard Lagrangian shape functions are used to construct the discrete space, as in Finite Element methods. The
traditional technique for designing RD schemes is adopted: evaluate, for any element, a total residual, split it into
nodal residuals sent to the degrees of freedom of the element, solve the non linear system that has been assembled
and then iterate up to convergence. The main issue addressed by the paper is that the technique relies in depth on
the continuity of the normal flux across the element boundaries: this is no longer true since the gradient of the state
solution appears in the flux, hence continuity is lost when using standard finite element approximations. Naive solution
methods lead to very poor accuracy. To cope with the fact that the normal component of the gradient of the numerical
solution is discontinuous across the faces of the elements, a continuous approximation of the gradient of the numerical
solution is recovered at each degree of freedom of the grid and then interpolated with the same shape functions used
for the solution, preserving the optimal accuracy of the method. Linear and non-linear schemes are constructed, and
their accuracy is tested with the method of the manufactured solutions. The numerical method is also used for the
discretization of smooth and shocked laminar flows in two and three spatial dimensions.
Keywords: High order schemes, residual distribution, gradient reconstruction, Navier-Stokes equations,
compressible flows, unstructured meshes.
1. Introduction
In the last years, different schemes for the numerical solution of compressible flows with higher (more than two)
order of accuracy have been proposed. In case of smooth flows, the effectiveness of higher order schemes over
standard (theoretically) second order Finite Volume (FV) methods has been showed by several researchers [37]. The
attention here is focused on numerical methods for unstructured grids, that are more flexible and have a better chance
to be applied to problems relevant for industrial applications. 3
Probably, one of the most popular scheme in the higher order community is the Discontinuous Galerkin (DG)
method [11], which is very attractive for its compactness and flexibility. On the other hand DG methods suffer from
the serious drawback of a very fast growth of the number of degrees of freedom (DOFs) with the cell polynomial
degree, making these schemes very expensive. Furthermore, the treatment of discontinuities in the DG framework is
still not clear and the non-oscillatory properties of DG schemes are still not well understood. An interesting alternative
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to DG schemes is represented by Residual Distribution (RD) methods. In the RD framework the solution is continuous
and the number of DOFs is much lower than DG methods for the same order of approximation of the solution.
The basic idea of the RD approach is to define for each element an integral quantity (the total residual) which is the
integral over the element of the governing equations. Such quantity is then distributed to the DOFs of the elements.
The way the distribution process is performed determines the behavior of the numerical scheme. For example, in the
past, truly multidimensional schemes have been developed that are defined in such a way that, for each element, only
upwind nodes can receive a contribution in the distribution process, while downwind nodes receive no contribution
[13]. Due to this multidimensional character, these schemes are much more accurate that standard second-order
FV methods. However, such a process has been constructed for scalar problems and the extension to systems of
equation lacks physical justification. In addition, the construction of multidimensional upwind schemes is clear only
for simplex elements and for the second order of accuracy.
Another complication that arises in the RD frameworks is the discretization of viscous terms. The main issue
is related to the necessity to take into account within the same scheme advective terms, by the means of an upwind
mechanism, and diffusive phenomena, which on the other hand have an isotropic behavior. Indeed the main idea of
RD schemes is to work with the residual of the whole PDE: this guaranties formal accuracy, while simpler splitting
methods would spoil the accuracy in the framework of RD scheme. This can be seen as a constraint, in practice it
is also a guaranty of robustness. Note this is a common practice for continuous Finite Element methods, as well as
for several DG methods. To address this problem mixed schemes have been developed, in which RD methods for
the advection terms are combined with the Galerkin discretization of the diffusion terms. For such type of schemes, a
proper blending between the RD and the Galerkin schemes must be constructed otherwise the accuracy of the resulting
schemes is spoiled when advection and diffusion are equally important [25, 28].
Since viscous flows are characterized by the presence, at the same time, of regions dominated by diffusion (i.e.,
boundary layers), regions where advective phenomena prevail and intermediate zones where advection and diffusion
are equally important, it is hazardous to rely on numerical schemes composed by terms that individually might have
a different behavior in each region of the domain. Instead of considering two different schemes, one for the advection
and one for diffusion terms, here a RD scheme is developed for the whole advection-diffusion equation. This approach
introduces a new complication because, for polynomial piecewise approximation of the solution, the normal compo-
nent of the gradient of the numerical solution is discontinuous on the face of two adjacent elements. A simple fix
would be the introduction of a numerical flux for the viscous term, and hence new parameters some times difficult to
adjust. Instead of actually considering a numerical flux along the faces of the elements, as in DG or FV schemes, the
approach adopted in this work consists in recovering a unique set of values for the gradient of the numerical solutions
at the DOFs of the grid. Then, these values are interpolated with the same continuous functions used to interpolate the
solution. It is evident that the gradients have to be recovered with higher order of accuracy to construct a high order
scheme: the crucial point is the strategy used to recover the gradients at the DOFs.
A RD method based on a similar idea was proposed in [10] for triangular and tetrahedral elements at the third order
accuracy. The main idea in [10], was the use of the Green-Gauss gradient reconstruction at the grid vertices employed
in the discretization of the viscous terms and also used to obtain a higher order approximation of the solution on each
edge of the elements, through the use of Hermite interpolation. One of the main drawback of this approach is that
the accuracy of the numerical solution is deeply related to the quality of the mesh. Furthermore, it is not clear how to
extend (if possible) this approach to orders more than three and to generic elements.
In this work, within the RD framework, we describe an alternative discretization to the classical multidimensional
upwind schemes which could allow an easy formulation also on not-simplex elements and to generic order of accuracy.
We also describe how to construct linear and non-linear schemes. While linear schemes guarantee a better accuracy,
non-linear schemes are necessary when discontinuities are present in the solution. Both schemes rely on a high order
accurate reconstruction of the gradient of the numerical solution, which is the key element to preserve the global
accuracy of the numerical scheme in the whole advection-diffusion regime. To maintain the compactness and the
efficiency of the numerical scheme, the least square or the L2-projection methods for the gradient reconstruction are
discarded in favor of a compact and very accurate technique, the so-called Super-convergent Patch Recovery method
of Zienkiewicz and Zhu [38, 39]. This has already been used by the authors in the context of the RD methods, for the
discretization of scalar advection-diffusion problems [3]
The structure of the paper is as follows. In Section 2, the multidimensional Navier-Stokes equations for laminar
flows are introduced. In Section 3, the proposed RD method for advection-diffusion problems is described. The detail
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of the construction of linear and non-linear schemes are given, together with the description of the imposition of the
boundary conditions. The theoretical description of the numerical method is kept general, regardless the shape of the
elements and the order of accuracy used. In Section 4, the strategy used to reconstruct the gradient is described in detail
and comparisons in term of accuracy, between different gradient reconstruction techniques, are given. In Section 5, is
described the construction of a matrix-free method for a robust and effective implicit scheme. In Section 6, numerical
experiments are reported, here we restrict ourselves to second and third order accurate numerical simulations on
triangle or tetrahedral elements. The method of the manufactured solutions is used to assess the accuracy of the
numerical schemes in a wide range of Reynold numbers. The simulation of smooth flows over a two dimensional
NACA-0012 airfoil, a flat plate at high Reynolds and a three dimensional delta wing are performed with the linear
scheme, while a shock-boundary layer interaction problem is used to test the non-oscillatory properties of the non-
linear scheme. In Section 7, final remarks are given.
2. Governing equations
The equations of motion considered in this work are the compressible Navier-Stokes equations. For unsteady
flows, they write:
∂ρ
∂t
+ ∇· m = 0
∂m
∂t
+ ∇·
(
m⊗ m
ρ
+ PI
)
= ∇· S
∂Et
∂t
+ ∇·
((
Et + P
)m
ρ
)
= ∇·
(
S · m
ρ
− q
) (1)
where the unknowns are the density ρ, the momentum vector m and the the total energy per unit volume Et, with
m = ρv and Et = ρe +
‖m‖2
2ρ
.
Here, v is the velocity vector and e is the specific (i.e., for unit of mass) internal energy. Furthermore, in the system
(1) P is the static pressure, I ∈ RNdim is the identity matrix, with Ndim number of spatial dimensions, S is the viscous
stress tensor and q is the heat flux vector. For a Newtonian flow, under the Stokes hypothesis, the stress tensor can be
written as
S = −2
3
µ(∇· v)I + µ(∇Tv + ∇v).
where µ is the dynamic viscosity coefficient.
The heat flux, using the Fourier law, can be written as: q = −κ∇T , where the thermal conductivity κ is evaluated
using the constant Prandtl number hypothesis
κ = cp
µ
Pr
,
with cp the specific heat at constant pressure and Pr the Prandtl number.
The system (1) is closed by providing a thermodynamic model for the fluid. In this work only the polytropic ideal
gas model is considered, for which the pressure and the temperature can be written as
P(e, ρ) = (γ − 1)ρe, and T (e) = (γ − 1)R e,
with γ = cp/cv the specific heats ratio and R the gas constant.
If the vector of the conservative variables u ∈ RNeq is introduced, with Neq the number of equations, the system of
equations (1) can be written in a more compact form as follows
∂u
∂t
+ ∇· fa(u) = ∇· fv(u,∇u), (2)
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with
u =

ρ
m
Et
 , f
a(u) =

m
m⊗ m
ρ
+ PI(
Et + P
)m
ρ
 , f
v(u,∇u) =

0
S
S · m
ρ
+ κ∇T
 ,
where fa and fv are the advective and the viscous flux functions, respectively. For later convenience, it is pointed out
here that, since the viscous flux function is homogeneous of degree one with respect to the gradient of the conservative
variables, it can be also written as follows
fv(u,∇u) = K(u)∇u,
where the viscous flux Jacobian K(u) ∈ RNeq×Ndim×Neq×Ndim is defined as
K(u) =
∂fv(u,∇u)
∂∇u , with Ki j(u) =
∂fvi (u,∇u)
∂
(
∂u
∂x j
) .
This paper consideres only the steady case, i.e. when there is no time dependancy in the Navier-Stokes equations:
we are interested in
∇· fa(u) = ∇· fv(u,∇u), (3)
with Dirichlet boundary conditions on the velocity and Neuman conditions on the temperature on solid walls, and
inflow/out flow conditions at infinity. Dirichlet conditions on the wall temperature could also be dealt with but have
not been considered in this paper. The equations are made dimensionless by taking as reference quantities the density,
the speed of sound and the temperature at the free-stream and a characterizing length of the problem.
3. RD space discretization
In this section the RD space discretization of the steady Navier-Stokes equations is described. The numerical
method used to discretize the system of equations follows from the scheme already proposed by the authors in [3] to
discretize the scalar advection-diffusion problem.
The computational domain Ω is discretized with Ne non-overlapping elements with characteristic length h, the set
of all the elements is denoted by Eh, the list of the DOFs is denoted by Σh, and the total number of DOFs is Ndof .
The solution is approximated on each element by k-th order polynomials which are assumed to be continuous within
the elements and on the faces of the elements. In this work only Lagrangian basis function are used, see [8] for an
example of RD scheme using non-Lagrange elements. The approximated solution uh can be written as
uh(x) =
∑
i∈Σh
ψi(x) ui, x ∈ Ω,
with ui = u(xi) and ψi the i-th Lagrangian basis function. The order k of approximation of the solution is left
unspecified, since the theoretical construction of the numerical scheme is shown for any order of approximation. It is
worth also noticing that the theoretical description of the numerical scheme is non limited just to simplex elements.
The approximated solution, in general, will not satisfy the governing equations, this means that the integral of the
Eq. (3) calculated on each element e will be not null, but it will give rise to a residual on each element, namely
Φe
(
uh,∇uh) = ∫
Ωe
∇·
(
fa
(
uh
) − fv(uh,∇uh)) dΩ, (4)
where
∇uh|e =
∑
i∈Σeh
∇ψi ui,
is the internal gradient of the element e, computed with the gradient of the shape functions as in the Finite Element
approach, and Σeh is the set of DOFs of the element e. The integral quantity Φ
e(uh,∇uh) is called total residual of the
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element e. To keep the description of the scheme simple, the contribution to the residual coming from the boundary
conditions is not considered here, but it will be described later.
In practice, the total residual is never computed as reported in Eq. (4), the volume integral is transformed instead
into a surface integral by the means of the divergence theorem. This procedure is legitimate for the divergence of
the advective flux, since the numerical solution by definition is continuous across the face of two neighbor elements,
however, in handling the divergence of the viscous flux one has to cope with the fact that the normal component of
internal gradient of the numerical solution is discontinuous across the face of two adjacent elements. The continuity
of the normal flux across the element boundary is one of the key arguments used in [6] to show the consistency of
the numerical scheme with respect to the original PDE. One way to overcome this difficulty would be to introduce a
numerical a flux for the viscous contribution, in the spirit of [2], leading to the introduction of additional parameters
that might be difficult to understand, as well as, very likely, tricky accuracy issues of the same kind as the one we
are challenging in this paper. A numerical flux for viscous problems in the second order formulation was already
proposed in [15] in the context of FV and DG methods, and could be also applicable in principle to RD schemes. This
approach however deserves further studies which are beyond the scope of this work.
Suppose that
[∇˜ui]i=1,...,Ndof is a set of unique values of the gradient of the numerical solution. Hence the gradient
can be interpolated with the same shape functions used for the solution, namely
∇˜uh(x) =
∑
i∈Σh
ψi(x) ∇˜ui, x ∈ Ω.
The quantity ∇˜uh is now continuous on the faces of the elements and the total residual can be reformulated as follows
Φe =
∮
∂Ωe
(
fa
(
uh
) − fv(uh, ∇˜uh)) · nd∂Ω
=
∮
∂Ωe
(
fa
(
uh
) −K(uh)∇˜uh) · nd∂Ω. (5)
The procedure to recovery the gradient at each DOF, i.e., how compute
[∇˜ui]i=1,...,Ndof , is detailed in Section 4.
Note that the idea to use a recovery procedure to remove the discontinuities at the element interfaces is not new and
has been also used in the context of DG methods for solving viscous flow problems, see e.g. [21, 36]. In these works,
starting from the piece-wise discontinuous solution, a continuous approximation of the solution at the cell interface
is reconstructed on the union of adjacent cells to the interface, and such continuous solution is used to evaluate the
viscous flux function at the element interface. In [14] the reconstruction procedure has been used in the context of
the DG methods to construct a class of schemes, called PNPM , to solve the Navier-Stokes equation using the diffusive
generalized Riemann problem [15] to compute the numerical viscous fluxes at the interface.
In order to handle only nodal values, the total residual (5) is first distributed, in some way that we describe later in
the text, to the DOFs of the element as follows
Φei = β
e
i
(
uh
)
Φe
(
uh, ∇˜uh), ∀i ∈ Σeh, (6)
where βei are the distribution coefficients, which can be in general function of u
h. It is easy to see that the nodal
residuals, Φei , must satisfy the following conservation constraint [6]∑
i∈Σeh
Φei = Φ
e, ∀e ∈ Eh. (7)
Following [6], formal accuracy is achieved when, for a smooth exact solution uexact which is interpolated by uh, the
residuals Φei evaluated for that particular function satisfy
Φei (u
h) = O(hk+Ndim ), (8)
where Ndim is the geometrical dimension (Ndim = 2, 3) and k is the polynomial degree used to interpolate the solution.
Note that the estimate (8) uses in depth the structure of the problem: we are solving a steady problem. The form
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(6) satisfies this constraint provided that the βei are uniformly bounded with respect to the numerical solution and the
mesh. Following Roe, if a set of residuals satisfies (6), then the scheme is said to be linearity preserving, even if we
are seeking for an accuracy larger that second order.
To obtain an equation for each nodal value of the numerical solution, the following relations are written for each
DOF ∑
e∈Eih
Φei = 0, ∀i ∈ Σh, (9)
where Eih is the set of the elements which share the DOF i. The previous relations define a set of non-linear equations
that must be solved for the nodal values of the solution [ui]i=1,...,Ndof . In practice, the solution with a RD method is
obtained by the means of an iterative method, which in the simplest form reads
un+1i − uni
∆tni
= −
∑
e∈Eih
Φei , ∀i ∈ Σh, (10)
with ∆tni a scaled pseudo-time step. The change of the nodal values of the solution during the iterative process is
driven by the non-zero total residuals on the elements; for n→ ∞ the total residual on each element vanishes and the
steady state solution is obtained.
Remark 3.1 (About the accuracy to which approximate ∇˜uh). A close examination of (5) combined with (7) and
compared with (8) helps to understand the kind of difficulties we are trying to solve. From (5), we ask that∮
∂Ωe
(
fa
(
uh
) −K(uh)∇˜uh) · nd∂Ω = O(hk+Ndim ).
Since the problem is steady, we have indeed, since
∮
∂Ωe
(
fa
(
u
) −K(u)∇u) · nd∂Ω = 0,∮
∂Ωe
(
fa
(
uh
) −K(uh)∇˜uh) · nd∂Ω =∮
∂Ωe
([
fa
(
uh
) − fa(u)] − [K(uh)∇˜uh −K(u)∇u]) · nd∂Ω
= O(hk+Ndim ) +
∮
∂Ωe
([
K
(
uh
)∇˜uh −K(u)∇u]) · nd∂Ω
because for regular solutions, fa
(
uh
) − fa(u) = O(hk+1) and |∂Ωe| = O(hNdim−1). Using (8), this implies that we must
have ∮
∂Ωe
([
K
(
uh
)∇˜uh −K(u)∇u]) · nd∂Ω = O(hk+Ndim )
and the easiest way to get this estimate is that
∇˜u − ∇uh = O(hk+1).
This is not immediate to get because since uh − u = O(hk+1) from the approximation theory, standard results only say
that ∇˜u − ∇˜uh = O(hk).
3.1. Construction of distribution schemes for advection-diffusion problems
The distribution process in Eq. (6) has been expressed through the use of generic distribution coefficients, the
focus now is on how to actually construct a distribution scheme for the Navier-Stokes equations. In this work, the
attention is focused on the construction of centered schemes. Linear and non-linear schemes are considered.
It is worth clarifying what we call here centered RD schemes. RD multidimensional upwind schemes, for scalar
equations, are construct such that on each element only upwind nodes (upwind with respect to an average advection
speed on the element) get a non-zero nodal residuals in the distribution process.
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As opposed to multidimensional upwind schemes, one can construct a numerical method in which all DOFs of
the element receive a contribution in the distribution process. The most simple scheme of this type that one could
construct is a centered scheme based on a purely isotopic distribution of the total residual on each element. However,
this would result in an unstable numerical scheme. It is important that the numerical scheme includes also some biased
terms beside the centered ones. For this reason, in this work the term “centered” is used to indicate a biased scheme
made of an isotropic part plus some streamline term. It is not used to convey the idea of a numerical scheme in which
upwind or bias are not included at all. In this sense, finite element approaches like SUPG [17] or Lax-Wendroff [32]
can be interpreted as centered RD schemes.
We want to remark here, that the theoretical description of the numerical scheme is kept as general as possible,
and we do not specialize it to a particular order of discretization or type of element.
3.1.1. Linear scheme
The linear scheme proposed in this work is the extension to the integral formulation of the classical Ni’s Lax-
Wendroff scheme [23], this scheme has been also successfully used in the context of the RD schemes to discretize
the advection-diffusion scalar equation, see [3]. The nodal residual, for the DOF i of the element e, can be written as
follows
Φei =
Φe
Nedof
+
∫
Ωe
A·∇ψi Ξ
(
A · ∇uh − ∇· (K∇˜uh)) dΩ, (11)
where Nedof is the number of DOFs of the element e, A = ∂f
a/∂ u is the inviscid flux Jacobian, and Ξ is a scaling matrix
which is taken as
Ξ =
1
Ndim
|Ωe|

Nedof∑
i=1
Rni (u¯)Λ
+
ni (u¯) Lni (u¯) +
Ndim∑
j=1
K j j(u¯)

−1
. (12)
In (12), u¯ is the arithmetic average of the vector of the conservative variables on the element, Rn, Ln are respectively
the matrices of the right and left eigenvectors along the direction of the generic vector n, and Λn = diag(λn) is the
corresponding diagonal matrix of the eigenvalues. The operator (·)+ selects only the positive values and sets the
negative ones to zero. The vector ni is taken as follows
ni =
1
Ndim
∫
Ωe
∇ψi dΩ,
such that it has the dimensions of a length (surface) in two (three) spatial dimensions. This definition is quite general,
and has been chosen in order to have an unique definition of the vector, regardless the type of the element and order
of approximation used.
The scheme is consistent since it achieves the conservation constraint (7). Formal accuracy is satisfied too: when
the exact solution is injected in Eq. (12), the residual is zero 4 because the total residual vanishes, and the integral term
vanishes as well due to the fact that the right hand side term in integral is exactly the governing equation. Note that
although the integral in Eq. (11) is strictly computed on the element interior, for sake of robustness and consistency
with the previous derivation of the RD space discretization, the reconstructed gradients are used in place of the internal
gradients in the calculation of viscous terms.
The scheme is linearity preserving but not positive, which means that it is not guaranteed that it is monotone
for discontinuous solutions. Due to the integral formulation, it is valid for any type of element and for any order of
approximation of the solution.
3.1.2. Non-linear scheme
Non-linear schemes are needed to combine the non-oscillatory behavior with the higher order discretization. The
basic idea to construct a non-linear scheme is to start with a first order monotone method, and to map its nodal
residuals onto a set of positive and non-linear residuals [1, 3]. The first step to construct a non-linear RD method is
4Up to truncation errors because it is the Lagrange interpolant of the exact solution that plays a role in the discrete formulation.
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to start with a first-order and monotone scheme. Any monotone first-order scheme could be used, but in this work we
consider only the Rusanov’ scheme (also known as the local Lax-Friedrichs scheme) defined as
Φ˜ei =
Φe
Nedof
+
1
Nedof
αe
∑
j∈Σeh
j,i
(
ui − u j), ∀i ∈ Σeh,
with αe large enough for stability, in practice it is taken as
αe = max
j∈Σeh
|λn j | + (µρ + κcv
)
j
 .
Since the Rusanov’ scheme is first order accurate, its distribution coefficients, βei , are unbounded. The construction
of the non-linear scheme consists in mapping the distribution coefficients of the low order scheme onto non-linear
bounded distribution coefficients. As described in [1], the mapping for a system of equations is constructed by
projecting the residual of the first-order scheme onto the space of the left eigenvectors, such that
Φei
?
= LnΦ˜ei and Φ
e? =
∑
i∈Σeh
Φei
?
= LnΦe,
where the mean fluid velocity vector on the element is used as direction vector for the computation of the eigenvectors.
The nodal high order residuals are obtained as follows
Φˆ e?i = βˆ
e?
i Φ
e?,
with the bounded distribution coefficients, βˆ e?i , obtained by applying a non-linear mapping to the original unbounded
distribution coefficients, β e?i = Φ
e
i
?/Φe?. The map is constructed as follows
βˆ e?i =
(
Φei
?
Φe?
)+
∑
j∈Σeh
(
Φei
?
Φe?
)+ ,
which correspond to the so-called PSI limiter. Finally, the high order nodal residuals are projected back on the physical
space: Φˆei = RnΦˆ
e?
i .
The use of a scheme, like the Rusanov’s scheme, in combination with the limiting technique, produces undamped
spurious modes and a poor iterative convergence to the steady state solution [1]. This is due to the fact that the method
could be locally downwind. The cure to this problem consists in adding a filtering term by means of a streamline
dissipation term
Φei = Φˆ
e
i + ε
e
h (u
h)
∫
Ωe
(
A·∇ψi − ∇· (K∇ψi)) Ξ (A · ∇uh − ∇· (K∇˜uh)) dΩ. (13)
where the scaling matrix Ξ is defined as in Eq. (12). The term ε eh (u
h) is a smoothness sensor which assures that the
filtering term is added only in the smooth regions of the solution, namely εeh(u
h) ∼ 1 in smooth regions and εeh(uh) ∼ 0
near discontinuities. A pressure-based shock sensor is used for εeh(uh), see [4],
εeh(uh) = 1 −maxi∈Σeh
max
e∈Eih
( |Pi − P¯e|
|Pi| + |P¯e| + 
) ,
where Pi is the pressure at the DOF i, P¯e is the arithmetic average of the pressure on the element e, and  = 10−12.
Remark 3.2. In FE methods, one uses the weak form of the equations and the integration by part to reduce the order
the of derivatives. In the RD approach we work with the strong form of the governing equation and using the continuity
of the solution and of the gradient (after the reconstruction) we can put the domain integral of the governing equation
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as integrals over the faces of the elements. In our opinion, this leads to several advantages since there is no need to
accurately and separately evaluate surface/volume and boundary integrals. Indeed, only the boundary integrals need
to be accurately evaluated, and the surface ones that might come up need less demanding quadrature formula. We
refer to remark 3.3 for more details on this point. It easy to see that the RD approach is significantly less expensive
than the FE approach.
When shocked problems are considered. The FE approach uses artificial viscosity techniques to preserve the
monotonicity of the solution, these introduce tuning parameters in the definition of the artificial viscosity and an
additional domain integral to compute the contribution of the artificial viscosity to the residual of the scheme. The non-
linear approach adopted in the RD method, is, in our opinion, more elegant and effective than the artificial viscosity
approach. In fact, in the non-linear approach there are no tuning parameters and monotonicity is automatically
enforced in the numerical scheme. The calculation of the non-linear residual is very cheap, it involves only algebraic
manipulations with a computational cost similar to the limiting procedure adopted in the FV framework.
3.2. Improved discretization of the diffusion terms
For a simple advection-diffusion problem, the scalar counterparts of the schemes (11) and (13) showed a lack of
robustness in the iterative convergence. In order to introduce an improvement in the previous numerical schemes,
suppose to write the governing system of equations in the following form ∇· f
a(u) − ∇· (Kw) = 0
w − ∇u = 0 (14)
In the previous system, an additional variable w has been introduced for the gradients, in this way the original second
order governing equations can be recasted as a first order system. The first order formulation for viscous problems has
become a very standard approach in the DG framework, where numerical fluxes for the solution, u, and the gradient
variable, w, are introduced to handle the discontinuities at interface of the elements [12]. Here, the discontinuity of
the variable w at the faces of the elements is taken into account via the gradient reconstruction procedure.
Consider a numerical scheme for the system (14) of the following type∫
Ωe
ψi
(∇· fa(uh) − ∇· (Kw)
w − ∇uh
)
dΩ +
∫
Ωe
A·∇ψi T
(∇· fa(uh) − ∇· (Kw)
w − ∇uh
)
dΩ = 0, (15)
where
A·∇ψi =
(
A · ∇ψi −K · ∇ψi
−∇ψi 0
)
,
and the scaling term is taken as follows
T =
(
Ξ 0
0 Ξd
)
.
Supposing, now, that the gradient of the numerical solution has been reconstructed at each DOF, one can replace the
equations on the second line of the system (15) with the approximation w ' ∇˜uh and consider only the first line,
which now reads ∫
Ωe
ψi
(
∇· fa(uh) − ∇· (K∇˜uh)
)
dΩ +
∫
Ωe
A·∇ψi Ξ
(
A·∇uh − ∇·
(
K∇˜uh
))
dΩ
+
∫
Ωe
K∇ψi ·
(
Ξd
(
∇uh − ∇˜uh
))
dΩ = 0.
(16)
The first two integrals in the previous equation represent the original discretization for the advection-diffusion prob-
lem. The last integral represents an additional stabilization term, for the diffusive terms only, which vanishes in the
advective limit, and the parameter matrix Ξd is dimensionless. It is interesting to note that the role of this additional
term is to penalize the difference between the discontinuous and the reconstructed gradients, on each element. With a
slightly different procedure, a similar stabilization term for the diffusive part has been obtained by Nishikawa [24] for
the RD discretization of scalar diffusion problems.
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While in the scalar case the value of Ξd can be set properly [24], in the case of Navier-Stokes equations, a optimal
tuning is not possible and for this reason Ξd is taken as the identity matrix. Such a choice is justified by the fact that,
in numerical experiments, it was observed that the values of Ξd affect only marginally the iterative convergence to the
steady state of the scheme and they have a very limited influence on the accuracy of the numerical scheme.
With the Eq. (16) in mind, the schemes (11) and (13) are modified in order to include the extra stabilization term
for the diffusive part of the equation. Namely, the linear scheme reads
Φei =
Φe
Nedof
+
∫
Ωe
A ·∇ψi Ξ
(
A · ∇uh − ∇· (K∇uh)) dΩ
+
∫
Ωe
K∇ψi ·
(
∇uh − ∇˜uh
)
dΩ,
(17)
while the non-linear scheme becomes
Φei = Φˆ
e
i + ε
e
h (u
h)
∫
Ωe
(
A·∇ψi − ∇· (K∇ψi)) Ξ (A · ∇uh − ∇· (K∇˜uh)) dΩ
+
∫
Ωe
K∇ψi ·
(
∇uh − ∇˜uh
)
dΩ.
(18)
Remark 3.3. The formulation Eq. (18) involves surface/volume integration. It is not necessarily mandatory to use
exact quadrature formula since we only need consistency at the level of the elements, thanks to the conservation
relation (7) and the Lax-Wendroff like theorem shown in [6] which was proved for the pure hyperbolic case, but
the extension to the parabolic case is straightforward. What is really needed, as shown in [5], is that the sum of
the residual for one element sums up to a total residual that itself can be a discrete approximation of the normal
flux integral (including viscous terms). For accuracy reasons only, this quadrature formula has to be of maximum
order. Next, the stream-line term, or its discrete version needs to be dissipative: this induce mild constraints on the
quadrature formula that can even be non consistent. This set of remarks has been used in the implementation to lower
a lot the number of operations. See [5] for more details.
3.3. Boundary conditions
The imposition of the boundary conditions in the RD framework has not reached yet a mature level of understand-
ing, for this reason it is shown here the way followed in this work to impose the boundary conditions.
Consider the weak form of a generic steady conservation law∫
Ω
ψ∇· f(uh) dΩ = 0,
an integration by parts gives ∫
∂Ω
f(u∂) · nd∂Ω −
∫
Ω
∇ψ · f(uh) dΩ = 0,
where u∂ represents the solution state that takes into account the boundary conditions. Replacing the shape function
ψ with the standard Lagrangian shape functions ψi, ∀ i ∈ Σh, and applying again the integration by parts to the second
member on the left-hand side of the previous equation, one obtains∫
Ωei
ψi · f(uh), dΩ +
∫
∂Ωei∩∂Ω
ψi
(
f(u∂) − f(uh)) · nd∂Ω = 0,
where Ωei is the union of the elements that have the DOF i in common. The boundary integral on the previous
equation can be regarded as the contribution that must be added to the residuals computed on the domain elements
without considering the boundary conditions. Note that the correction flux, f(u∂)− f(uh), becomes null as the boundary
conditions are correctly enforced into the numerical scheme. With the Eq. (9) in mind, the complete RD space
discretization, which includes the imposition of the boundary conditions, can be written as follows∑
e∈Eih
Φei +
∑
f∈F ih
Φ
f , ∂
i = 0, ∀i ∈ Σh, (19)
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where the boundary residuals reads
Φ
f , ∂
i =
∫
∂Ωei∩∂Ω
ψi
(
f(u∂) − f(uh)) · nd∂Ω
and Fh,i is the set of the boundary faces which share the DOF i; the set is empty if i is not on the boundary of the
domain.
In the case of an a inviscid wall, the boundary conditions require that the normal component of the velocity to the
plane is null: v · nˆ = 0, with nˆ is the outward normal versor to the boundary face. The flux function and the correction
flux read
fa(u∂wall) · nˆ =

0
Pnˆ
0
 ,
(
fa(u∂wall) − fa(uh)
)
· nˆ = −vn

ρ
ρv
Et + P
 ,
respectively, with vn = v · nˆ.
The inflow/outflow boundary conditions can be imposed specifying the state u∂in/out. As standard practice the
advective flux function is linearized as
fa(u∂in/out) · nˆ ' A+n (uh) + A−n (u∂in/out),
where A±n (u) = Rn(u)Λ±n (u) Ln(u), The correction flux for the imposition of the inflow/outflow boundary conditions
reads (
fa(u∂in/out) − fa(uh)
)
· nˆ = A−n (uh)(u∂in/out − uh).
The same procedure used to impose the inflow/outflow boundary conditions can be used to specify the far-field bound-
ary conditions.
For a viscous fluid, at the solid surface, the adiabatic and no-slip boundary condition is applied, in this case the
velocity and normal heat flux on the wall must be zero: v|wall = 0, q · nˆ|wall = 0. In the RD scheme, the adiabatic
no-slip boundary conditions are generally applied by initializing the velocity field such that the velocity components
are zero on the wall and enforcing the residual of the momentum equation to be also zero on the boundary nodes at
each iteration, this corresponds to impose strongly the boundary conditions for the momentum equation. Nothing is
explicitly done for the residual associated to the energy equation, this is partially justified by the fact that on the wall∫
∂Ωei∩∂Ω
(v · S − q) = −
∫
∂Ωei∩∂Ω
q,
because the velocity is zero, so if the previous integral is not computed, this is equivalent to assume that q is zero on
the wall. However this consideration is not true in practice, and imposing the boundary conditions in such a way does
not guarantee that the heat flux is zero on the wall.
An effective way to impose the boundary conditions for the energy equation makes use of the correction flux
technique showed before. Since the velocity is zero on the wall, the viscous flux function in the direction normal to
the wall becomes
fv(u) · nˆ =

0
S · nˆ
κ∇T · nˆ
 ,
consequently the correction flux on the wall is
fv(u∂wall) =

0
0
0
−κ∇T · n
 .
11
The gradient of the temperature for a perfect gas can be easily expressed as function of the conservative variables and
their gradient, for example, considering explicitly the x component for simplicity
∂T
∂x
=
γ − 1
R
∂
∂x
(
Et
ρ
− 1
2
‖v‖2
)
=
γ − 1
R
[
∂
∂x
(Et
ρ
)
− 1
2
(
∂
∂x
(m2x
ρ2
)
+
∂
∂x
(m2y
ρ2
))]
=
γ − 1
R
[
1
ρ
∂Et
∂x
− E
t
ρ2
∂ρ
∂x
−
(
mx
ρ2
∂mx
∂x
− m
2
x
ρ3
∂ρ
∂x
+
my
ρ2
∂my
∂x
− m
2
y
ρ3
∂ρ
∂x
)
︸                                              ︷︷                                              ︸
=0,wall
]
,
and therefore
∇T = γ − 1R
(
∇Et − E
t
ρ
∇ρ
)
1
ρ
.
The reconstructed gradients of the conservatives variables are used in the previous equation. As usual the residual
of the momentum equation is explicitly imposed to be zero in order to apply the strong boundary conditions for the
velocity on the wall.
4. Gradient recovery strategies
As explained in Section 3, one has to assume that a continuous value of the gradient of the numerical solution
is available on the faces of the elements. The strategy adopted here to achieve this goal consists in recovering the
gradients at every DOF of the element, then the nodal values of gradients are interpolated with the Lagrangian shape
functions. It is evident that the gradient reconstruction represents a key point to get a higher order of accuracy; on the
other hand the computational effort in the gradient reconstruction should be as limited as possible.
In [3] different reconstruction strategies were considered, and it was found that the so-called Super-convergent
Patch Recovery method proposed by Zienkiewicz and Zhu [38, 39] (SPR-ZZ) offers the possibility to reconstruct the
gradients with the same order of accuracy of the solution, without spoiling the compactness of the numerical scheme.
For sake of clarity, this method is briefly recalled here.
4.1. Super-convergent Patch Recovery
In the field of the Finite Element Method applied to the mechanical structures, it is known that if the gradient of the
numerical solution is sampled at certain points on the element, it may have the same order of accuracy of the solution
[40]. It can be shown that in the case of a segment element such particular points correspond to the Gauss-Legendre
points [16]. By tensor product, such points can be defined also for quadrangles and hexahedrons. For triangles or
tetrahedrons such property cannot be rigorously shown, but numerical experiments confirm it.
Using this fact, it is possible to compute a high-order accurate gradient within the whole element. Indeed, if at
the super-convergent points, the value of the gradient is accurate to order k + 1, by using a polynomial of degree k
(the same of the solution), it is possible to obtain a high-order approximation everywhere within the element if this
polynomial fits the super-convergent gradient values in a least square manner within a patch of elements for which
the number of super-convergent points is greater than the number of parameters in the polynomial. Such a technique
is called super-convergent patch recovery, introduced by Zienkiewicz and Zhu (SPR-ZZ) [38, 39].
Consider, for simplicity, a two dimensional scalar problem and assume that uh is the piecewise continuous poly-
nomial interpolation of the solution of degree k. The aim is to reconstruct the gradient of the numerical solution at
the DOFs, with (k + 1)-th order of accuracy. For each vertex of the grid a patch is defined as the union of all the
elements that share that vertex, see Fig. 1. On the patch, the components of the reconstructed gradient are written in a
polynomial form as follows
∂˜uh
∂x
= pTax, and
∂˜uh
∂y
= pTay, (20)
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with
pT(x) = (1, x, y, x2, . . . , xk, xk−1y, . . . , yk),
ax = (ax1 , ax2 , . . . , axm ) and ay = (ay1 , ay2 , . . . , aym ).
On each element of the patch, the gradient of the numerical solution has the highest accuracy at the super-convergent
points, thus the high-order accurate expression of the reconstructed gradient on the patch is obtained by a least square
fitting of the polynomial expressions (20) to the values of the gradient at the super-convergent points of the patch.
Assuming that Nsi super-convergent points, xi,`, ` = 1 . . .Nsi , are available over the patch built around the vertex
i, the values of the coefficients axi and ayi are obtained by introducing the following functions
Fxi =
Nsi∑
k=1
(
∂uh
∂x
(xi,k) − pTi,kaxi
)2
and Fyi =
Nsi∑
k=1
(
∂uh
∂y
(xi,k) − pTi,kayi
)2
,
with pi,k = p(xi,k), and by minimizing them with respect to the polynomial coefficients, that is
∂Fxi
∂axi
= 0 and
∂Fyi
∂ayi
= 0.
The minimization problem for the patch around the vertex i requires the solution of the following linear systems
Aiaxi = b
h
xi and Aiayi = b
h
yi , (21)
in a least-square sense, where
bhxi =

∂uh
∂x
(xi,1)
∂uh
∂x
(xi,2)
...
∂uh
∂x
(xi,Nsi )

, bhyi =

∂uh
∂y
(xi,1)
∂uh
∂y
(xi,2)
...
∂uh
∂y
(xi,Nsi )

and Ai =

1 xi,1 yi,1 . . . yki,1
1 xi,2 yi,2 . . . yki,2
...
...
...
. . .
...
1 xi,Nsi yi,Nsi . . . y
k
i,Nsi

.
Once the vectors axi and ayi are known, the reconstructed gradient ∇˜uh can be evaluated at every point within the
patch around the vertex i.
The dimensions of the matrix Ai are determined by the number of super-convergent points Nsi and by the degree
of the polynomials used to express the reconstructed gradient, that is Ai ∈ RNsi×m, where m is the number of the
coefficients in the vectors axi and ayi . The problem admits an unique solution if Rank Ai = m, which is always
satisfied in the case in which Nsi ≥ m. Note that the SPR-ZZ method requires only the solution of small (and local)
linear systems instead of a single large system as that obtained by a global L2 projection.
Generally, the number of elements contained in the patch is such that the condition Nsi ≥ m is always satisfied, this
means that the gradient reconstruction is compact because it involves only the elements contained within the support
of a grid node.
It is important to remark that the SPR-ZZ method solves for the vector of the polynomial coefficients, ax and ay
over each patch, instead of solving for the nodal values of the reconstructed gradient as in the classical least-square
gradient reconstruction (see Appendix A). Once the polynomial coefficients are computed on the patch associated to
a grid vertex, they can be used to evaluate the gradient in any point on that patch. As matter of fact, for the extra
nodes introduced by the higher approximation of the solution, the gradient is reconstructed by simply evaluating on
the patch, at the coordinates of the nodes, the polynomial function constructed for the nearest grid vertex. Note that
these nodes may belong to more than one patch, each of them is equally valid to evaluate the gradient. An arithmetic
average is used to uniquely define the reconstructed gradient at these nodes.
The same idea is used to get the value of the reconstructed gradient at the boundary of the domain. In fact, for the
nodes belonging to the boundary, the condition Nsi ≥ m might not be satisfied without enlarging the stencil, otherwise
13
(a) (b) (c) (d)
Figure 1: Interior super-convergent patches for quadrilateral and triangular elements: (a-b) linear elements, (c-d) quadratic elements. The symbols
(◦) indicate the patch assembly points, the symbols (•) indicate the points where the gradient is reconstructed and the symbols (4) indicate the
super-convergent points.
the problem is ill conditioned. To avoid the use of larger stencils for boundary nodes, it is possible to obtain the value
of the reconstructed gradient at the boundary by evaluating, at the boundary node, the polynomial expansion already
computed for the nearest domain vertex, i.e., the interior patch is used to evaluate the gradient at the boundary.
Another advantage of the SPR-ZZ approach is that being based on an element-wise evaluation (the super-convergent
points inside the element of the patch where the gradient is evaluated), the stencil of the SPR-ZZ method is smaller
than that required by the direct used of the least-square gradient reconstruction method, which is based on a nodal
evaluation of the solution. In fact, it is shown here that if the stencil used for the gradient reconstruction is made only
by the nearest neighbor elements, the least square gradient reconstruction is at the most second order accurate.
For a quadrangle, the super-convergent points are defined uniquely. Considering a reference segment defined as
x = [−1, 1], the super-convergent point is the point x = 0 in the case of a linear element, while in the case of a
quadratic element the super-convergent points have coordinates ±1/√3. The super-convergent points on the reference
quadrangle are simply obtained by a tensorial product of the points defined on the reference segment.
For a linear triangle, the super-convergent point is the point with barycentric coordinated λ = (1/3, 1/3, 1/3),
while in the case of a quadratic triangle the super-convergent points are not unique, different choices are available. In
Fig. 2 are shown three examples of super-convergent points used. In the first option (Fig. 2-(a)) are used three points
with barycentric coordinates
λ1 =
(
2
3
,
1
3
,
1
3
)
, λ2 =
(
1
3
,
2
3
,
1
3
)
, and λ3 =
(
1
3
,
1
3
,
2
3
)
.
In the second option (Figure 2-(b)) four points are used with barycentric coordinates
λ1 =
(
1
3
,
1
3
,
1
3
)
, λ2 = (0.6, 0.2, 0.2) , λ3 = (0.2, 0.6, 0.2) , λ4 = (0.2, 0.2, 0.6) .
Another option (Fig. 2-(c)) consists in taking as super-convergent points the three points with barycentric coordinates
λ1 =
(
1
2
,
1
2
, 0
)
, λ2 =
(
0,
1
2
,
1
2
)
, λ3 =
(
1
2
,
1
2
, 0
)
.
4.2. Results and discussion
To study the accuracy of the presented gradient reconstruction strategy, the following function is used
u = − cos(2piη) exp
ξ
(
1 − √1 + 16pi2ν2
)
2ν
 , (22)
with η = ayx − axy and ξ = axx + ay. Here ax = 0.5, ay =
√
3/2 and ν = 0.01. The solution, shown in Fig. 3, is
infinitely differentiable with continuous gradient. The computations of the reconstructed gradients are performed on
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(a) (b) (c)
Figure 2: Three different examples of super-convergent points for quadratic triangles.
four different kind of grids, shown in Fig. 4, namely unstructured grids of triangles, quadrangles and hybrid elements
and highly deformed unstructured meshes of triangles, obtained randomly perturbing a regular grid.
The SPR-ZZ technique is compared against the weighted-area (hereafter called also Green-Gauss), L2-projection
and least-square procedures. Note that in the least-square method, for each node, only the direct neighbor nodes are
considered, to avoid a larger computational stencil.
X
0
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0.8
1
Y
0
0.2
0.4
0.6
0.8
1
Figure 3: Graphical representation of the Eq. (22) used to test the gradient recovery methods.
The error of the reconstruction procedure is computed as the L2 norm of the difference between the computed
gradient, ∇˜uh, and the exact gradient, ∇uex, for each spatial component
L2 =
√√√√√√
∫
Ω
(
∇˜uh − ∇uhex
)2
dΩ∫
Ω
(
∇uex
)2
dΩ
.
In Fig. 5 are shown the L2 errors of different gradient reconstruction methods with triangular grids. In the case
of linear elements, the differences between the reconstructed methods are small and all the schemes reach almost the
second order accuracy. The L2-Projection and the SPR-ZZ methods have the smallest level of error, but the former
scheme is much more expensive because it requires the solution of a global linear system. In the case of quadratic
elements, the methods have an order of accuracy no more than two, except for the SPR-ZZ method which shows third
order accuracy. It is also worth noticing that the errors obtained with the SPR-ZZ method are one order of magnitude
smaller than those obtained with other methods. In Fig. 6 are reported the errors obtained with the SPR-ZZ procedure
15
XY
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
(a)
X
Y
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
(b)
X
Y
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
(c)
X
Y
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
(d)
Figure 4: Example of different kinds of grid used to test the accuracy of the gradient recovery procedures.
on quadratic triangular elements, for the three different sampling strategies shown in Fig. 2. It is evident that the first
strategy guaranties the smallest level of error, while the four-points strategy does not introduce any improvement.
The errors of the recovery methods on unstructured grids of quadrangles and of hybrid elements are reported in
Fig. 7 and Fig. 8, respectively. The behavior of the recovery methods is the same observed in the case of triangular
grids. Fig. 9 shows the errors computed on a sequence of highly distorted triangular grids, the performance of the
recovery methods is not optimal anymore due to very poor quality of the meshes, nevertheless the errors obtained with
the SPR-ZZ methods are always much smaller than those obtained with other procedures.
5. Implicit time integration
The numerical solution of the RD method is obtained by solving the non-linear system of equations (19), with an
approximated Newton’s method of this form[
I
∆tn
+ J(un)
]
∆un = −R(un)
un+1 = un + ∆un,
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Figure 5: L2 errors of different gradient recovery methods with linear (◦) and quadratic (4) elements on an unstructured grids of triangles. Solid
and dashed lines represent the error respectively of the x and y components of the gradients. From left to right: Weighted area, L2-Projection, Least
square and SPR-ZZ methods. The mean slopes of curves are also reported also and h = 1/
√
Ndof .
log(h)
lo
g(L
2
er
ro
r)
-2.5 -2 -1.5
-5
-4
-3
-2
2.1
2.9
log(h)
lo
g(L
2
er
ro
r)
-2.5 -2 -1.5
-5
-4
-3
-2
2.1
2.7
Figure 6: L2 errors of the SPR-ZZ method for quadratic triangular elements with different sampling strategies: (4) strategy Fig. 2-(a), (◦) strategy
Fig. 2-(b) and () strategy Fig. 2-(c). On the left errors for the x component of the gradient, on the right errors for the y component of the gradient
and h = 1/
√
Ndof .
where ∆tn is time step used to dampen the solution, with ∆tn → ∞ as n → ∞. The evolution of the time step is
controlled by the CFL number, that is chosen according to the following law [35]
CFLn = CFLn−1
‖R(un−2)‖∞
‖R(un−1)‖∞ ,
starting from a low CFL number. The iterative process is stopped when the residual of the equations becomes small
enough respect to the initial residual.
The Newton’s method creates a linear system which is solved at each time step with a GMRES method [30].
The linear system requires to compute the Jacobian of R. Unfortunately, explicit computation of the Jacobian matrix
resulting from the linearization of the high order residuals is extremely expensive, if not impossible. Since the GMRES
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Figure 7: L2 errors of different gradient recovery methods with linear (◦) and quadratic (4) elements on an unstructured grids of quadrangles. Solid
and dashed lines represent the error respectively of the x and y components of the gradients. From left to right: Weighted area, L2-Projection, Least
square and SPR-ZZ methods. The mean slopes of curves are also reported also and h = 1/
√
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Figure 8: L2 errors of different gradient recovery methods with linear (◦) and quadratic (4) elements on an unstructured grids of hybrid elements.
Solid and dashed lines represent the error respectively of the x and y components of the gradients. From left to right: Weighted area, L2-Projection,
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algorithm only requires the matrix of the linear system in matrix-vector products, the following approximation is used
[34, 9, 19, 7] (
I
∆tn
+ J(un)
)
∆u ' I
∆tn
∆u +
R(un + ∆u) − R(un)

,
with  a small step size chosen as [26]
 =
√
1 + ‖un‖L2
‖∆u‖L2
rel, rel = 10−8.
To accelerate the convergence of the iterative linear solver, right preconditioning is used. In this work the LU-SGS
[18] preconditioning is considered, which reads
P = (L + D)D−1(D + U),
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Figure 9: L2 errors of different gradient recovery methods with linear (◦) and quadratic (4) elements on an unstructured grids of randomly distorted
triangles. Solid and dashed lines represent the error respectively of the x and y components of the gradients. From left to right: Weighted area,
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where D, is the diagonal block of the approximated Jacobian, L and U are the lower and the upper parts of the
Jacobian, respectively.
6. Numerical results
In this section we use the proposed numerical scheme to discretize the compressible Navier-Stokes equations.
Although the theoretical framework has been presented for a generic discretization order and type of element, here
we limit ourselves to simulations with linear and quadratic approximation of the solution on grids made of triangles
(2D) or tetrahedra (3D), for practical reasons only.
6.1. Manufactured solutions
Up to the best of our knowledge, there is no known exact solution to the Navier Stokes equations. In order to study
the accuracy properties of the method we propose, we rely on the manufactured solutions. This is a flexible way to
create analytical solutions for problems of interest, in this way it is possible to verify rigorously the accuracy of the
numerical scheme. Whi this approach, the form of the solution is chosen a priori, and the differential operator of the
governing equation is applied to the chosen solution. The reminder of this operation is then used as source term for
the original governing equation.
Although the form of the solution is arbitrary, it should be smooth and infinitely differentiable. Here, the form of
the primitive variables is taken as a function of sines and cosines [29]
ρ(x, y) = ρ0 + ρx sin
(axpix
L
)
+ ρy cos
(aypiy
L
)
+ ρxy cos
(axypixy
L2
)
u(x, y) = u0 + ux sin
(axpix
L
)
+ uy cos
(aypiy
L
)
+ uxy cos
(axypixy
L2
)
v(x, y) = v0 + vx cos
(axpix
L
)
+ vy sin
(aypiy
L
)
+ vxy cos
(axypixy
L2
)
P(x, y) = P0 + Px cos
(axpix
L
)
+ Py sin
(aypiy
L
)
+ Pxy sin
(axypixy
L2
)
for the density, the velocity components and the pressure, and where L is the length of the edge of the domain, assumed
to be a square. In Table. 1 are reported the constants used in the previous expressions The conservative variables
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Variable φ φ0 φx φy φxy aφx aφy aφxy
ρ(Kg/m3) 1 0.1 −0.1 0.08 0.75 1.0 1.25
u(m/s) 70 4 −12 7 5/3 1.5 0.6
v(m/s) 90 −20 4 −11 51.5 1.0 0.9
P(N/m2) 1 × 105 −0.3 × 105 0.2 × 105 −0.25 × 105 51.5 1.25 0.75
Table 1: Values of the constants used in the manufactured solutions method.
are first computed from the previous definition of the primitive variables and then are made dimensionless using as
reference quantities the values at the point of coordinates (0, 0), while the spatial coordinates are made dimensionless
with L. In figure 10 are reported the contours of the conservative variables used as manufactured solution.
Dirichlet boundary conditions are applied on the boundaries of the domain, and starting from an uniform initial-
ization, the solution is made evolve until the norm of the residual of the conservative variables is dropped by ten orders
of magnitude. The discretization error is taken as the normalized L2 norm of the difference between the numerical
solution and the exact one, namely
L2 =
√∫
Ω
‖uh − uex‖2 dΩ∫
Ω
‖uex‖2 dΩ
,
and the accuracy study is performed on sequence of four unstructured grids, of the same type shown in Fig. 4-(a),
made of 228, 898, 3 588 and 14 412 triangles. The aim of the present study, is not only to verify the formal order
of accuracy of the numerical scheme, but also to investigate if the observed order is kept constant when the relative
importance of advection and diffusion changes. To this purpose, the observed order of accuracy is computed for
different Reynold numbers.
Two different types of gradient reconstruction are considered, the SPR-ZZ and the Green-Gauss methods, because
it has been already observed in the study performed for a scalar function, that there is only a limited difference between
the Green-Gauss method and other more sophisticated methods.
In Fig. 11, are reported, for different Reynolds numbers, the observed orders of accuracy, for the numerical solution
and the reconstructed gradient, with the linear and non-linear schemes and the two type of gradient reconstruction.
The observed order of accuracy is taken as the mean slope, computed with a linear least square interpolation, of the
variables log(1/
√
Ndof) and log(L2 ). Note that only the results for the x component of the gradients are reported,
results for the y component are very similar.
Consider first the linear scheme. At the second order there is almost no difference between the results obtained with
the two types of gradient reconstructions in the observed order of accuracy of the solution: both methods guarantee
formal second order accuracy for the solution. However only the SPR-ZZ method gives also second order accuracy
for the gradient. With quadratic elements, the situation changes drastically, only the SPR-ZZ method gives third order
accuracy on the whole range of Reynolds numbers, for both solution and gradient. It is interesting to observe that in
the diffusion limit, the use of a higher order reconstruction method for the gradients gives an increment of accuracy for
the solution respect to the theoretical third order; eventually the theoretical order is reached in the advection dominated
regime. The same behavior was also observed for scalar advection-diffusion problems. With the Green-Gauss method,
the formal accuracy of the solution is lost in the diffusion dominated regime, and is recovered only when advective
effects dominate the diffusive ones. It is worth noting also that the Green-Gauss method gives at most second order
accuracy for the gradient, to be compared with the third order accuracy guaranteed by the SPR-ZZ method.
The same considerations done above for the linear scheme are also valid for the non-linear scheme, however in this
case the loss of accuracy in the diffusion regime is more severe if gradients are not reconstructed properly, furthermore
the loss of accuracy affects also the solution computed with linear elements.
6.2. Laminar flow over a NACA-0012 airfoil
In this test, a subsonic viscous flow over a NACA-0012 airfoil at zero angle of attack is considered, the free stream
Mach number is 0.5 and Reynolds number is 5 000. This is a widely used test case for two dimensional laminar flows;
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Figure 10: Form of the conservative variables used for the manufactured solution method.
21
Re
Ob
se
rv
ed
Or
de
r
u
100 101 102 103 104
1.5
2
2.5
3
3.5
2nd Order GG
2nd Order SPR-ZZ
3rd Order GG
3rd Order SPR-ZZ
Re
Ob
se
rv
ed
Or
de
r
D
u
100 101 102 103 104
1
1.5
2
2.5
3
2nd Order GG
2nd Order SPR-ZZ
3rd Order GG
3rd Order SPR-ZZ
Re
Ob
se
rv
ed
Or
de
r
u
100 101 102 103 104
1
1.5
2
2.5
3
3.5
2nd Order GG
2nd Order SPR-ZZ
3rd Order GG
3rd Order SPR-ZZ
Re
Ob
se
rv
ed
Or
de
r
D
u
100 101 102 103 104
1
1.5
2
2.5
3
2nd Order GG
2nd Order SPR-ZZ
3rd Order GG
3rd Order SPR-ZZ
Figure 11: Observed orders of accuracy for the solution (left) and the gradient (right) in the manufactured solution test, at different Reynold numbers
and with two type of gradient reconstruction. On the top row are reported the results for the linear scheme, on the bottom row are reported the
results for the non-linear scheme.
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Figure 12: An example of computational grid used for the NACA-0012 test case.
a distinctive feature of this test case is a steady separation bubble near the trailing edge of the airfoil. An example
of computational grid is displayed in Fig. 12, and three levels of grid refinement are considered in the simulations.
The grid extends about 50 chords away from the airfoil. The airfoil boundary is considered adiabatic, no-slip and is
represented by piece-wise quadratic elements, the far-field boundary condition is applied on the outer boundary of the
domain. In all the simulation the steady state is considered to be reached when the L2 norm of the density residual is
drop by ten orders of magnitudes respect to the initial value.
In Fig. 13 are depicted the solutions computed with the linear scheme and the SPR-ZZ gradient reconstruction,
for P1 and P2 elements. The solution with the P1 elements has been computed on a grid obtained from that with P2
elements (4 216 elements) and splitting each P2 triangle with four P1 triangles, in such a way the number of DOFs for
the second and third order simulation is exactly the same. Note, in Fig. 13, that although there is not much difference
in the Mach number contours between the second and the third order simulations, the streamlines near the trailing edge
are very different, and only the third order scheme is able to reproduce the symmetric recirculation bubble. For the
same simulations, in Fig. 14 and Fig. 15 are reported the pressure and skin friction coefficients profiles, respectively.
Note the more regularity of the solution of the third order simulation respect to the second order one, for the same
number of DOFs.
In order to compare the effect of the gradient reconstruction on the quality of the solution, in Fig. 16 is reported
the absolute values of the lift coefficient as function of the number of DOFs, for linear and quadratic elements, with
the SPR-ZZ and the Green-Gauss gradient reconstruction. Since the airfoil is symmetric and the angle of attack is
zero, the theoretical value of the lift coefficient is zero; note that the mesh has no particular symmetries which could
cancel out numerical errors. It is evident that, for the same number of DOF, the RD scheme with quadratic elements
gives a better approximation of the problem, in particular the use the SPR-ZZ guarantees a great improvement in the
numerical discretization. If a proper gradient reconstruction is not used, the gain in using a higher order RD scheme
remains marginal respect to a formal second order approximation of the solution. For sake of completeness, in Table. 2
are also reported the value of pressure and viscous contributions to the drag coefficient. The comparison between the
present results and those obtained with a Spectral Difference (SD) method and FV schemes are also summarized in
Table. 2. A good agreement is obtained, and differences in the last decimal digits are most likely due to the effect of
distance of the far-field boundary.
In addition, in Fig. 17 are reported the drag coefficient errors as function of the number of the DOFs and the
CPU time required to perform the simulations. The error is computed as the absolute value of the difference between
the drag coefficients reported in Table. 2 and a reference value computed on a finer grid with quadratic elements
(Ndof = 36 044) and the SPR-ZZ gradient reconstruction method. The benefit of using high order elements is evident.
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Figure 13: Mach Number contours (top) and streamlines near the trailing edge (bottom) for the second (left) and third (right) order linear scheme.
x/c
Cp
0 0.2 0.4 0.6 0.8 1
-0.5
0
0.5
1 P1
P2
x/c
Cp
0.05 0.1 0.15 0.2
-0.4
-0.3
-0.2
-0.1
P1
P2
Figure 14: Pressure coefficient along the whole NACA-0012 airfoil for the second and third order simulations, with the same number of DOFs.
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Figure 15: Skin friction coefficient along the whole NACA-0012 airfoil for the second and third order simulations, with the same number of DOFs.
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Figure 16: Absolute value of the computed lift coefficients on different grids, with linear and quadratic elements, and with the SPR-ZZ and the
Green-Gauss gradient reconstruction methods.
In particular, it is worth noting that, for the same number of DOFs, the simulation with quadratic elements and the
SPR-ZZ approach on the finest grid gives an error almost one order of magnitude smaller than that obtained with
linear elements and the Green-Gauss gradient reconstruction. Even more important, for a sufficiently small level of
error, the third order simulations are about three time less expensive in terms of CPU time than the second order
simulations.
6.3. High Reynolds laminar flow over a flat plate
In this test case, a subsonic laminar flow over an adiabatic flat plate is considered. The free-stream Mach number
is M = 0.3, the Reynolds number based on the free-stream condition and on the flat plate length is Re = 106. The
assumption of constant fluid viscosity is used and the Prandtl number is set to Pr = 1. The linear scheme with the
SPR-ZZ gradient reconstruction method is used to perform simulations at the second and third order of accuracy.
The range of the computational domain in the x-direction is [−1, 1] and in the y-direction is [0, 1]. At the inlet, the
free stream condition is imposed. At the top and exit boundaries, the static pressure is fixed. The mesh is clustered in
the x and y directions around the leading edge of the flat plate to reduce the effects of the singularity of the solution.
Three grids have been used to perform the simulations. The coarsest grid has 19 elements along the plate and 16
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Ndof CDp CDv
SPR-ZZ P1 4 630 0.0220 0.0345
8 564 0.0222 0.0327
17 146 0.0224 0.0325
SPR-ZZ P2 4 630 0.0247 0.0369
8 564 0.0228 0.0324
17 146 0.0228 0.0324
GG P1 4 630 0.0225 0.0313
8 564 0.0226 0.0311
17 146 0.0224 0.0310
GG P2 4 630 0.0251 0.0366
8 564 0.0230 0.0326
17 146 0.0229 0.0320
Ndof CDp CDv
Cell Centered FV [27] 16 384 0.0219 0.0337
Cell Centered FV [27] 65 536 0.0227 0.0327
SD [33] 2nd order 6 912 0.02174 0.03272
SD [33] 3rd order 5 552 0.02219 0.03250
SD [33] 4th order 27 648 0.02225 0.03251
SD [33] 5th order 43 200 0.02225 0.03251
Scheme k4 = 1/64 [22] 40 960 0.0225 0.0344
Scheme k4 = 1/128 [22] 40 960 0.0228 0.0336
Scheme k4 = 1/256 [22] 40 960 0.0229 0.0332
Table 2: Pressure and viscous contributions to the drag coefficient of the NACA-0012 airfoil, for linear and quadratic elements with the SPR-ZZ
and the Green-Gauss gradient reconstruction (left) and values reputed in literature (right).
elements in the wall normal direction: the height of the first cell at the wall is about ∆y = 2 × 10−4. The aspect ratio
of the triangles at the wall ranges from a minimum value of 1 :70 at the leading edge of the plate to a maximum value
of 1 :680 at the end of the plate. Finer grids are obtained with an uniform refinement of the coarsest grid.
In Fig. 18 are reported the distributions of the friction coefficient over the plate obtained with linear and quadratic
elements on the different grids. A good agreement with the Blasius solution is obtained even on the coarsest mesh,
despite the high stretched elements used. In Fig. 19 and Fig. 20 the comparison with the Blasius solution is made,
respectively, for the profiles of the x and y-components of the velocity, at x = 0.7. The x-component of the velocity is
perfectly computed in all the simulations. In contrast, the vertical component of the velocity is much more difficult to
predict and in the outer part of the boundary layer a small difference between the profile of the numerical solution and
the Blasius solution can be observed even on the most resolved simulation. Finally, in Fig. 21 the temperature profiles
at x = 0.7 obtained with the numerical simulations are compared against the theoretical solution of the thermal
boundary layer over an adiabatic flat plate for a unitary Prandtl number [31]. An excellent agreement is obtained
especially for the third order simulations.
6.4. Laminar flow around a delta wing
In this test case a steady, laminar flow at high angle of attack, around a delta wing with sharp edges is considered.
As the flow passes the leading edge, it rolls up and creates a large vortex structure which is convected far behind
the wing, at the same time, near the leading edge a smaller secondary vortex appears. A free stream Mach number
M = 0.5 is considered, the Reynolds number, based on the root chord of the wing is Re = 4 000, the angle of attack is
α = 12.5◦.
The geometry of the delta wing is depicted in Fig. 22, together with an example of a coarse grid used for the
simulations. The grid consists of tetrahedra; finer levels of grids are obtained by uniformly splitting each tetrahedron
of the coarser level with eight tetrahedra. The maximum aspect ratio of the elements within the boundary layer over
the wing is about 1 : 40. The wing surface is treated as no-slip adiabatic wall, the vertical plane intersecting the root
of the wing is treated as a symmetry plane, while far field boundary conditions are applied on the outer boundary of
the domain.
The solution is initialized with an uniform flow, the lower order solution is used as initial solution for the third
order computation. For this test case the linear scheme is used with the SPR-ZZ gradient reconstruction method; in
Fig. 23 are reported the streamlines and Mach number contours, at different stations, of the third order solution on the
finest grid. The convergence history is also reported for the second and third order simulations. Note the quadratic
convergence in the final stage of the non-linear solver and also the fact that the thanks to the order sequencing strategy,
very few iterations are required by the third order method to converge to the steady state.
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Figure 17: Drag coefficient errors as function of the number of DOF (left) and CPU time in second (right), with linear and quadratic elements, and
with the SPR-ZZ and the Green-Gauss gradient reconstruction methods.
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Figure 18: Distribution of the friction coefficient for the high Reynolds number boundary layer over a flat plate computed with linear (left) and
quadratic (right) elements.
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Figure 19: Profile of the x-component of the velocity for the high Reynolds number boundary layer over a flat plate at x = 0.7, computed with
linear (left) and quadratic (right) elements.
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Figure 20: Profile of the y-component of the velocity for the high Reynolds number boundary layer over a flat plate at x = 0.7, computed with
linear (left) and quadratic (right) elements.
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Figure 21: Profile of the temperature for the high Reynolds number boundary layer over a flat plate at x = 0.7, computed with linear (left) and
quadratic (right) elements.
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Figure 22: Left: Bottom and side views of the model of the delta wing: Λ = 75◦, σ = 60◦ and t/c = 0.024. Right: a coarse mesh of tetrahedra use
for the simulations.
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Figure 23: Left: Streamlines and slices of Mach number contours along and behind the delta wing, for a third order simulation on a fine grid. Right:
Convergence history for the order sequencing (second and third order).
In Fig. 24 are reported the drag and lift coefficients computed with linear and quadratic elements, on three uni-
formly refined grids. For comparison, are reported also the reference values computed in [20] by extrapolating the
results obtained with a higher order DG method. Observing the convergence of the drag coefficient in term of DOFs,
it can be noted that there is no significant gain in using a higher order approximation, with respect to the second order.
This behavior can be caused by the singularity at the leading edge of the wing, which might mask the benefits of
a higher order approximation with an uniform mesh refinement. Regarding the convergence of the lift coefficient, it
could be observed a clear benefit of using a higher order approximation, because the big vortex structure over the wing
is better captured with higher order elements. For completeness, in Fig. 25 are reported the errors of the lift and drag
coefficients as function of the number of DOFs; the error is computed as the absolute value of the difference between
the numerical result and reference value.
6.5. Shock-wave/laminar boundary layer interaction
As last test case, the interaction of an oblique shock wave with a laminar boundary layer is considered. The aim
of this test is to verify the non-oscillatory properties of the non-linear scheme in presence of discontinuities of the
solution and at the same time, the capability to maintain the accuracy required for the discretization of the boundary
layer.
The test consists in a laminar boundary layer developing over a flat plate and an incident shock impinging the
boundary layer. Since the flow is supersonic, a shock appears at the leading edge of the flat plate, that interacts with
the oblique shock. Furthermore, at the impinging point, the incident shock produces a separation of the boundary layer,
the shock is then reflected and an expansion fan appears, turning the flow toward the wall and causing a reattachment
of the boundary layer, as it is depicted in Fig. 26.
In the numerical simulations, the oblique shock is generated by imposing the incoming supersonic flow state on
the lower part of left boundary, while another supersonic state is imposed on the upper part of the left boundary and
on the top boundary; this state is computed using the relations of the oblique shocks, such that the incident shock has
a certain angle of incidence θs. The height of the computational domain is 0.94, while the range of the computational
domain in the x direction is [−0.2, 2], the flat plate has length L = 2 with the leading edge of flat plate at x = 0. Along
the plate, the no-slip adiabatic wall boundary condition is applied, while the symmetry boundary condition is applied
on the remaining part of the bottom boundary. On the right boundary, the outflow boundary condition is applied, see
Fig. 26. The inflow states are chosen such that the free-stream Mach number is M = 2.15 and the angle of the incident
shock is θs = 30.8◦, in this case the impingement point would be at center of the plate for an inviscid fluid. The
Reynolds number based on the free-stream values and the distance between the plate leading edge and the inviscid
shock impingement point is 1 × 105.
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Figure 24: Drag (left) and lift (right) coefficients as function of DOFs for the delta wing simulation, with linear and quadratic elements.
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Figure 25: Errors, with respect to the reference values, of the drag (left) and lift (right) coefficients as function of DOFs for the delta wing simulation,
with linear and quadratic elements.
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Figure 26: Schematic representation of the waves pattern (left) and computational domain with boundary conditions (right) for the shock-
wave/boundary layer interaction problem.
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Figure 27: Left: contours of the pressure obtained with the third order scheme for the shock/boundary layer interaction. Right: zoom of the solution
near the impinging point of the shock with the boundary layer, streamlines are also reported to show the separation bubble.
The non-linear scheme with the SPR-ZZ gradient recovery strategy is used to perform the numerical simulations
at second and third order of accuracy. The computational domain is generated from the triangulation of a 90 × 85
structured grid; the first number refers to the number of elements on the horizontal boundaries, with 80 elements along
the plates, the second number refers to the number of elements on the vertical boundaries. The element distribution is
uniform on the x direction, while along the y direction a non-uniform distribution of the elements is used, with a mesh
spacing ∆y = 0.5× 10−3 near the bottom boundary. For comparison, a second order simulation is also performed on a
finer grid with the same number of DOFs of the third order simulation on the coarse grid. The simulation is initialized
with an uniform solution, and the second order solution is used as initial solution for the third order approximation.
Except the case of the second order simulation on the coarse grid, for which the initial residual is reduced by ten
orders of magnitude, the residual for the third order simulation and the second order one on the finer grid could not be
reduced by more than eight orders of magnitude.
In Fig. 27-(a) are shown the contours of the pressure for the third order simulation; all the features of this problem
are well represented. In Fig. 27-(b) is reported a zoom of the solution where the incident shock impinges the boundary
layer. Two features are evident: the reflection of the incident shock and the recirculation bubble as a consequence of
the separation and subsequent reattachment of the boundary layer produced by the incident shock and the expansion
fan, respectively.
The profiles of density, pressure and Mach number along the lines at y = 0.29 and y = 0.15 are reported in Fig. 28.
Note that the third order scheme gives a very sharp and monotone representation of the discontinuities and also smooth
portions of the solution are better represented compared to the second order solution. It is important to remember that
smooth and discontinuous solutions are treated within the same non-linear scheme without any special treatment or
tuning parameter. For a fair comparison, it is also reported the solution obtained with the second order scheme on a
finer mesh; it is worth noticing that, although a mesh refinement produces an improvement of the numerical solution,
the level of accuracy obtained with the second order scheme is still lower than that obtained with the third order
scheme, for the same number of DOFs.
Finally, in Fig. 29 are reported the values of the pressure and of the friction coefficient along the plate. The
oscillations near the point x = 0 are due to the singularity of the solution at the leading edge of the flat plate, but they
are limited only in small region around the leading edge. The third order scheme seems less sensitive to this singularity
compared to the second order simulations. The separation bubble can easily detected by the negative values of friction
coefficients, note also the pressure plateau in the detached zone.
7. Conclusions
A robust and effective Residual Distribution scheme for the discretization of the steady Navier-Stokes equation
has been presented. The proposed scheme handles advective and diffusive terms within the same numerical method,
making the scheme less sensitive to tuning parameters. A key aspect of the numerical scheme is the reconstruction of
the gradient of the numerical solution, in order to have an unique value of the gradients at each degree of freedom of
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Figure 28: Density, pressure and Mach number profiles along the line y = 0.29 (a, c, e) and the line y = 0.15 (b, d, f) for the shock/boundary layer
interaction problem.
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Figure 29: Pressure (a) and skin friction (b) profiles along the flat plate for the shock/boundary layer interaction problem.
the computational domain. The so-called Super-convergent Patch Recovery method has been used to obtain accurate
values of the gradient of the numerical solution, keeping the computational stencil compact. It has been shown that,
reconstructing the gradient with high order of accuracy is necessary in order to maintain the theoretical order of
approximation of the numerical scheme on the whole domain; for instance the accuracy of the scheme is the same
when either the advection or the diffusion dominates, as well as advection and diffusion are equally important.
The use of unstructured grids is essential when the simulation of complex test cases is considered; the proposed
method is very flexible, since it is formulated regardless the properties of the grid and the order of approximation of
the solution. Furthermore, the possibility to construct non-linear schemes within the Residual Distribution framework,
makes these schemes very attractive, because shocks and smooth solution can be handled with the same numerical
scheme without introducing any tuning parameter or additional stabilization terms. On the other hand, linear schemes
can be still useful when smooth solutions are expected.
The accuracy of the linear and non-linear schemes was tested with the method of the manufactured solution.
This test confirmed that a proper reconstruction of the gradient is essential to preserve the accuracy of the numerical
scheme. In addition, since the gradient of the numerical solution is important in computation of some quantities (i.e.,
viscous or thermal stresses on the wall), the capability of computing the numerical solution and its gradient with the
same accuracy represents an additional benefit. The flexibility of the numerical method has been tested with more
complex test cases, like the two-dimensional flow over a NACA-0012 airfoil and the three-dimensional flow over a
delta wing. All the simulations were performed with the implicit Jacobian-free Newton Krylov method, which showed
to be very effective and robust in reaching the steady state solution. A shock/boundary layer interaction problem was
simulated with the non-linear scheme showing the benefits of using a high-order discretization even for discontinuous
flows.
The numerical results presented are very encouraging and as future work the proposed RD approach is going to
be formulated for unsteady problems. In the RD approach, time integration is performed by taking into account the
residual of the spatial and of the temporal discretization, instead of solving the ODE associated with the semi-discrete
spatial discretization. Although, several methods for unsteady problems within the RD framework are available in
literature, the majority of these approaches is limited to second order accurate simulations. The objective will be the
identification of a general approach that guarantees high order of accuracy for the time discretization.
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Appendix A. Least-square gradient reconstruction
To reconstruct the gradient of the numerical solution at the node i of the grid, the solution is expanded in a Taylor
series around the node i for each node j belonging to the stencil of i,
u j = ui +
∂u
∂x
∣∣∣∣∣
i
(x j − xi) + ∂u
∂y
∣∣∣∣∣
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where ui = u(xi) and u j = u(x j). The gradient reconstruction is obtained by solving for the values of the gradient that
minimize the following function
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j=1
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,
where ∆ui j = u j − ui, ∆xi j = x j − xi, ∆yi j = y j − yi, while ωi j is a weight factor. In the case of linear elements, the
solution is expanded only up to the first derivatives in the Taylor series, while in the case of quadratic elements second
derivatives are also included in the Taylor expansion and the minimization is done with respect to first and second
derivatives. In compact form, the minimization problem can written as follows
Aidi = bi, Ai ∈ RMi×N , di ∈ RN , bi ∈ RMi , (A.1)
where N is the number of partial derivatives of u, and Mi(≥ N) is the number of neighboring nodes of the node i. In
the case of quadratic elements, for example, the terms in the previous linear system read
Ai =

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(x2 − xi) (y2 − yi) (x2 − xi)(y2 − yi) (x2 − xi)2 (y2 − yi)2
...
...
...
...
...
(xMi − xi) (yMi − yi) (xMi − xi)(yMi − yi) (xMi − xi)2 (yMi − yi)2

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di =

∂u
∂x
∣∣∣
i
∂u
∂y
∣∣∣∣
i
1
2
∂2u
∂xy
∣∣∣∣
i
1
2
∂2u
∂x2
∣∣∣∣
i
1
2
∂2u
∂y2
∣∣∣∣
i

, and bi =

u1 − ui
u2 − ui
...
uMi − ui
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.
The solution of the Eq. (A.1) must be sought in the least-squares sense. The weight factor ωi j is generally taken as
the inverse of the distance between the nodes i and j.
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