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Since verification and authentication based on speech recognition are important develop-
ments in the field of information security, this study revolves around the topic of speech-
based Identity verification. The goal was to create a speech recognition system that can be 
embedded to an existing user authentication system. 
 
For this purpose, the study relied on a free speech modelling tool and modelled a limited 
dictionary for speech recognition. Speech samples were collected for training and testing 
purposes. The training sample was collected from three respondents and the testing data 
from seven, including those from previous three respondents. A freely available tool, HTK 
Toolkit, was used to train the model with speech samples recorded from respondents. The 
results showed that the accuracy of the model was dependent on whether the training da-
taset included the users’ speech or not.  
 
The study supports the significance of real use of the model. However, the scope of the 
study is not large enough for authentication and verification system. 
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1 Introduction 
 
Information security over the Internet is one of the major concerns for users ranging 
from individuals to the corporate users. Big corporate houses are usual targets for a 
large number of server and database attacks with the intent of causing serious damage 
to corporate espionage. Protection of confidential and secure information is a concern 
for organizations dealing with such information. Any breach of data might result in the 
huge losses to the company's finances as well as reputation. Thus, companies that 
deal with confidential information, for example in the fields of banking, energy, popula-
tion registrar must have a robust security system that neutralizes such attacks and 
breaches. An unauthorised breach to the database or server can signal such attempts. 
Thus, authorising the access with the use of a password is a common practice. A step 
forward involves the access triggered by voice controlled authentication. In this study, 
an aim is look to apply tools that can implement voice controlled authentication. 
 
Multilevel security is a common choice today. Most of the network transactions are en-
crypted, accounts are password protected and various measures are applied for secur-
ing the system from outsiders and unauthorised users. This study is also one such in-
stance where we are interested in speech recognition as one of the major components 
a multi-level security system. The case company intended to use this speech recogni-
tion for authorising the clients’ access to the organizational system.  
 
The project was supposed to be carried out with co-operation with supervisor and a 
private company which was interested in the idea of identity verification with speech 
recognition. The customers of the company were banks. Since the company has cus-
tomers in many locations, it has a policy which checks different measures including 
user name, password, pin code, public key, IP Address and Geographic Location and 
allows different level of access to the data. For example, if client is using another net-
work to access the accounts, the access is denied. The company wanted to add an-
other feature which would use a speech recognition system that could recognize words 
from a limited dictionary and embed them into the existing security features. The case 
company decided to use a commercial product for the purpose. Losing the company for 
the project was a big setback; the idea is still relevant and intriguing enough to provide 
interesting opportunity to learn the technology. Thus, with the case company in consid-
2 
 
eration, the idea of identity verification with speech recognition, this study was carried 
forward. 
 
Initially the goal of the project was to model and build a voice recognition system that 
understands words from limited dictionary. The scope of this study is confined to the 
selection of such tools, preparing a training dataset, and testing the tool to practise and 
evaluate the performance. The major limitation is expected to lie in the small sample 
size and limited dictionary for the training data.  
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2 Speech Recognition 
 
Humans have always tried to communicate with objects in natural language. Commu-
nication has been the integral aspect of human life; a strong tool for sharing and build-
ing the knowledge that is passed on from generation to generation. Speech, in addition 
to being a tool of communication, is also a symbol of identity and authorization. The 
conception of speech-based recognition comes from the human imagination and crea-
tivity that have been frequently used in several movies and television programs. 
Speech recognition-based authentication has been presented as the symbol of techno-
logical advancement as well as a secure system. This imagination of secure system 
combined with the superior digital and mathematical knowledge has resulted in new 
technologies that made such technology a day light reality. [1, 2; 2, 1-5] 
 
Operating a new system is always a complicated procedure for a naïve user. For ex-
ample, a user, new to an operating system and using it for the first time, is sure to find 
the procedure of using a browser following a series of step-wise procedure. A voice 
based command control would ease the task for the user. It would mean that the sys-
tem would take commands from the user and perform on behalf of him and the only 
thing a user would need to know is to give commands. This has important implications 
as it simplifies the task of the user and hides the unnecessary complexity and operates 
in a reliable manner. Thus, an application with voice command would be far better per-
forming and powerful tool to existing GUI commands making it a superior alternative. 
Many electronics devices can now be activated using voice commands instead of 
graphical user interface. [1, 2-3] 
 
Google has been in the leading front as a leader in the field of operationalizing speech 
based capabilities in its products and services. Google embedded voice search tools 
into its products including Android, Google.com and YouTube. Google has also made 
search applications for other platforms including BlackBerry and Symbian OS. Most 
smartphones accept voice commands. A user can play music, pause it, jump to next 
songs, search for contact, make a call, and navigate in a map using voice commands 
in smartphones. The next level of completion in the smartphone markets may boil down 
to the superior performance of the speech based command tools. For example, the 
ability of creating, writing and sending messages using voice commands, with a higher 
accuracy rate, could be the battle winning functionality for smartphones. Google uses a 
service to dictate search queries in both browsers and applications in different operat-
4 
 
ing systems. Saying “Hi Galaxy!” activates the smartphones manufactured by Samsung 
(Galaxy series), a technology developed by Sensory, Inc.[3] Google has released a 
new product called “Google Glass” which is controlled by voice or natural languages.[4] 
Microsoft's Windows 7 and 8 can be controlled with voice after some training. [5] Fur-
thermore, there are some applications to understand speech and they are available for 
PC and smartphones. Mobile OSs Android, Windows Phone and iOS Platforms them-
selves support voice inputs. Some of the open source speech recognitions are 
GnomeVoiceControl [6], Open Mind Speech [7] and PerlBox [8]. 
 
The speech applications are getting better day by day. The developers are generating 
more data which is used further to improve the application. One article from 2010 in 
TechCrunch, a technology magazine, claims that the best Speech-to-Text technologies 
are 86 percent accurate. [9] However, it depends upon whether the user is a native 
speaker or not and how close the users’ language commands are to the language used 
in the training dataset. The accuracy is bound to increase in the future as the speech 
based models will be generating more data from users. These data can be used to 
train a model to cope with the complexity of language accent and dialects. Further-
more, with the increase in processing power and the availability of more data will only 
lead to improved performance. Google's privacy policy allows it to keep user data and it 
is processed to improve its results. [10]  
 
The market growth of voice recognition software signifies its growing importance that 
cannot be overlooked. According to a report published in March 2012, the current mar-
ket value of the Voice Recognition System was $49.2 billion, which was projected to 
reach $64.4 billion by 2015. [11] More Interactive Voice Response (IVR) systems are 
expected in the coming days. With the more application areas being uncovered and an 
improved data set being built, significant future growth could be expected in this field.  
 
2.1 Human Speech System 
 
Speech is produced through different parts of the mouth that creates air pressure (out-
side of the mouth) to change. The changes can then be sampled periodically and rec-
orded in a digital wave form. The wave form carries all the information of the spoken 
word. All speech signals are produced in a similar manner. Since we can record 
speech signals or wave forms, one can think that it is easy to abstract the information. 
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Surely, the information can be abstracted but the procedure is not simple and straight-
forward. [1, 24] 
 
The physical shape of a human vocal tract is different from person by person. Hence, 
each human speaks in a different way. [12; 13; 14] If a person is asked to utter the 
same word twice, the speech signal will not be exactly same as the frequency and oth-
er sound properties may differ from time to time. The environment where human 
speaks, the dialect of the language, differences in the vocal track length of males, fe-
male and children provide the speech variation and thus make it difficult to understand 
speech signals. [12] However, there are still some features in the human speech which 
can be mathematically modeled and used for predicting words from it but it demands 
tremendous amount of time and effort.  
 
Air source is the elementary requirement to produce sounds. Humans, most of the 
time, produce sounds while breathing out. Sound is produced due to the obstruction of 
air in the organs in the respiratory track (vocal cords, vocal cavity, nasal cavity, tongue, 
teeth, lips, and velum). The speech produced changes the air pressure that creates 
wave forms. The vibrating air pressure is perceived through air and further processed 
by different internal organs of the internal ear and brain. [15; 16]  
 
 
 
Figure 1. Human Speech Production Organs. Reprinted from Wikipedia Commons 
[17] verified by The vocal tract and larynx [18] 
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The vocal tract, a cross-section picture in figure 1, is the main organ responsible for 
speech production that creates resonances. The resonance depends on the shape of 
the mouth. The location of resonances determines the phoneme pronounced. This fea-
ture is taken into consideration to identify phonemes for speech recognition. 
 
Every spoken language has certain basic features that are common across the lan-
guages. The smallest unit of phonetics is a phoneme. A phoneme is created by vowels 
and consonants. A phoneme can be diphthongs or monophthongs. The movement in 
the vocal tract organs causes different phonemes. Fricatives are those phonemes that 
require some friction of the upper tongue to palate or upper teeth to lower lips etc. A 
sequence of silence, burst, friction and aspiration cause plosives. The plosives are fol-
lowed by fricatives, affricates are produced. [1, 39-46] 
 
There are no distinct differences between phonemes, especially vowels. However, 
when the speaking process occurs, the dynamics on mouth changes. Some people 
speak slowly while some speak very fast. Duration of a single spoken phoneme chang-
es as the speed of speech changes, duration of phoneme, syllabic stress, emphasis 
given to the word spoken, etc. [1,39-46; 12] 
 
2.2 Limitations 
 
Many scientists have introduced many theories or models about human speech recog-
nition. But almost all of theories have received fair share of criticism. Even though there 
have been a significant number of researches being carried on speech recognition, 
none of those researches yet has succeeded in building a perfect speech recognition 
system or to be able to understand fully how speech be recognized by given speech 
signal. Various trial and error approaches have been used but still the best way, so far, 
have been data driven approaches. [12] 
 
Most of the currently (partially) working solutions are based on data-driven training of 
phoneme-specific models. These models are based on the duration and phoneme of 
identity. The models are connected according to vocabulary constraints using Hidden 
Markov Model (HMM). The statistical model is the best model for speech recognition. 
[19] 
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2.3 Brief History of Speech Recognition 
 
Humans have always been passionate about the intelligent systems. Early works on 
speech recognition are very limited in number. One of the early recognition applications 
made was Radio Rex, a toy dog activated by the word “Rex!” (basically a loud sound). 
More serious work began only after World War II. A recognition system to recognize 
digits was developed using an acoustic pattern matching feature at AT&T Bell Labs 
(1952). A Defense Advanced Research Projects Agency (DARPA) funded a competi-
tion (1971) of projects to develop a high-performance recognition system. The winner 
was Harpy developed at CMU (1980). Harpy was derived from a system called Dragon 
(1975), initially developed by a CMU graduate student James Baker (who used the 
HMMs for speech for the first time). Jelinek in IBM had developed another system us-
ing HMMs for speech simultaneously (1976). Most of the modern recognizers today 
use HMM. [2,919-923] 
 
2.4 Statistical Models 
 
Most of the speech recognition systems today use the statistical models. These sys-
tems use probability and other mathematical functions to calculate the most likely out-
put given by the speech signals. A large set of model training data is used to calculate 
the features. [19; 20] 
 
The statistical model requires acoustic modelling. Acoustic modelling is represented by 
the Hidden Markov Model. These models are tuned parameters with speech signals 
and acoustic topology. The speech waveforms (observations) are converted into nu-
meric representation calculated using different techniques including Mel frequency 
cepstral coefficients (MFCC). These are all numbers. In the recognition process, the 
most likelihood of a sequence is calculated/searched from an already available model. 
The most likely word with the largest probability is produced as the result of the given 
speech waveform. [21; 25-26].  
 
Figure 2 graphically explains the basic procedure for speech recognition statistically. 
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Figure 2. High-level procedure for a statistical recognition system. Reprinted from Au-
tomatic speech recognition. [22] 
 
Some of the major theoretical aspects involved in HMM-based recognition systems are 
described below. 
 
2.4.1 Acoustic Modelling 
 
Linguists are able to find about 100 phones from the known languages from around the 
world that can be used to compose any verbal word. A phone is the smallest sound 
unit; it can be a vowel or a consonant with some exceptions. A compound of conso-
nants can produce a single phone, for example 'ng', or sometimes a single alphabet 
can produce different phones, for example 'a' in 'arm', 'cat' and 'away', etc. Listing of all 
the phones used in American English, Advanced Research Projects Agency Alphabet 
(ARPAbet), has 48 phones. Appendix I contains the ARPAbet phones. [2, 914-915] 
 
Speech Signal 
Representation 
Output 
 
 
Searching 
Acoustic 
Model 
Language 
Model 
Lexical 
Model 
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Each speech signal is sliced into frames, usually each 10 ms length. All the frames are 
then summarized using feature vectors. The features include an amount of acoustic 
energy between certain frequencies, MFCC for each frequency, total energy in the 
frame and other features, which are then used to train HMM. Figure 3 is an English 
phone model for [m]. The phone is represented by 5-state model with first and last 
state representing silence. [2, 915] 
 
 
 
Figure. 3. Phone model for English Phone [m]. Reprinted from Artificial Intelligence: 
A modern approach. [2 , 916] 
 
The average duration of the phone is about 50-100 ms, equivalent to 5-10 frames. The 
phone model contains self-loops to compensate the variation in the length of the 
phone. If some speaker pronounces “ohhh”, the self-loop allows “hhh” to fit into the 
model while ignoring if the loop allows just “h” (likewise in the middle state of figure 3). 
Each word needs to be modeled to achieve a higher accuracy. However variation in 
dialect and co-articulation might force to make multiple models of the words or cause 
inaccuracy. [2, 915] 
 
2.4.2 Signal Processing 
 
When a speaker dictates the word, the variation in air pressure is measured by a mi-
crophone and digitized with an A/D converter. Here, during the process of converting 
an analog sound into digital format, the sampling rate is an important variable. The fun-
damental frequency of an ordinary male is between 85 to 155 Hz and a female is be-
tween 165 to 255 Hz. In case of infants, it is between 250 to 650 Hz. [23] The applica-
tions include telephone sample speech at 8 kHz while CD recording is sampled at 44.1 
kHz and DVD recording is sampled at 48 kHz. [2, 914; 25] However, for convenience 
higher sampling frequency is used generally. The digitized audio signal needs further 
Onset Mid End 
0.3 
0.7 
0.9 
0.1 
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0.6 
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processing. Since how the words are spoken matters more than how they sound for 
recognition purpose, so not all the audio information is crucial for further processing.  
 
A digital filter helps to remove unwanted information from a signal. In a real spoken 
system, each vocal tract organ acts as a filter. While modeling speech organs pho-
neme classification depends on the digital filter. The filtered signal is applied to a win-
dow function. A window function allows separating a particular slice of the signal. Usu-
ally different features then are abstracted from the fixed-length signal. [2, 916] 
 
The fetched features are used to build a model or recognize words from given observa-
tions. 
 
2.4.3 Hidden Markov Model 
 
Hidden Markov Model (HMM) is used to predict or analyze time series using probabil-
ity. Whenever a time series is used the HMM can easily be applied. Most of the intelli-
gent systems use HMM extensively. Robotics, medicine, finance, machine translation 
and speech recognition are some examples. [24] 
 
In probability, two events are independent if the first event does not affect the outcome 
of the second event or vice versa. In contrary to independent events, one event affects 
the outcome of other events in dependent events. Markov invented a stochastic pro-
cess called Markov Chain, also known as (Simple) Markov Model, where each state is 
dependent on a fixed number of previous states. The common and simplest Markov 
Chain, First Order Markov Chain (First Order Markov Process), is the chain where cur-
rent state depends only on the previous state. The current state is enough to give 
(probabilistic) future conditionally independent of the past. [1, 378-380] Figure 4 repre-
sents a two-state Markov chain with transition probabilities aij. 
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Figure 4. Example of Markov chain representing transition probability of the weath-
er of the following day given the probability of present day. 
 
In the example, given the initial distribution ሺߨ), the probability for any number of se-
quences of states can be calculated. For example, let us assume the initial probability, 
 
ߨ௜ = ൤ ܲሺܵݑ݊݊ݕ)ܲሺܥ݈݋ݑ݀ݕ)൨ ൌ  ቂ0.70.3ቃ and ܽ௜௝ ൌ ቂ0.8 0.20.4 0.6ቃ  ; 
 
then the probability of three consecutive sunny days can be calculated in the following 
way: 
 
ܲሺܵݑ݊݊ݕǡ ܵݑ݊݊ݕǡ ܵݑ݊݊ݕ)ൌߨൈ(0.8)3ൌ0.3584.
 
Markov chain is deterministically an observable event. Many real-life applications have 
a feature that is not deterministic. A natural extension of Markov chain is Hidden Mar-
kov Model (HMM), the extension where the internal states are hidden and any state 
produces observable symbols or evidences. The observable symbols are random vari-
ables and the probabilistic function of the internal stochastic states. This model is 
known as HMM. [1, 380] 
 
 
 
Sunny Cloudy 
ܽଵଵ 
ܽଶଶ 
ܽଶଵ 
ܽଵଶ 
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The use of HMM in speech recognition and HMM itself is not a new concept. The con-
cept of HMM was presented by L.E. Baum and Petrie in late 1966. [2, 604] Figure 5 is 
the HMM version of figure 4. 
 
 
Figure 5. Hidden Markov Model version of figure 4. 
 
In the example above, the states are not visible. An extension to this example could be, 
if a person likes sunny sunny day and hates the cloudy day, to observe the happiness 
or sadness of the person on that particular day and guess the hidden internal state. 
 
In HMM, since there is no direct correspondence between outputs to states, the se-
quence of states cannot be produced given the sequence of outputs. Mathematically 
Hidden Markov Model contains five elements: [1, 380-383; 25] 
 
i) Internal States (S = { 1, 2, 3, .., N } ) 
 
In this sample space, each state is noted as st. These states are hidden and 
give the flexibility to model different applications. Although they are hidden, 
usually there is some kind of relation between the physical significance to 
hidden states. In the example provided the model assumes that there are 
two states, a day being sunny or cloudy. 
 
 
 
State 1 State 2 
ܽଵଵ 
ܽଶଶ 
ܽଶଵ 
ܽଵଶ 
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Figure 6 is an example of HMM where blue circles represent hidden (sunny 
or cloudy) states. 
 
Figure 6. Hidden and Observable states in Hidden Markov Model. 
 
ii) Output ( O = {o1, o2, o3, ...., om} ) 
 
An output observation alphabet. In the example in figure 6, somebody being 
happy or sad based on the weather corresponds to the observation alpha-
bet, circle in green in the example figure. 
 
iii) Transition Probability Distribution ܣ =  ܽ௜௝ is a matrix. The matrix defines 
what the probability to transition from one state to another is 
 
 ܽ௜௝ = ܲ(ݏ௧ = ݆|ݏ௧ିଵ = ݅). 
 
iv) Output Observation Alphabet. Probability Distribution ܤ =  ܾ௜(݇) is probabil-
ity of generating observation symbol ok while entering to state ݅ is entered. 
Mathematically it can be expressed as follows: 
 
 ܾ௜(݇) = ܲ(ܱ௧ =  ݋௞|ݏ௧ = ݅). 
 
v) The initial state distribution (ߨ =  {ߨ௜ } ) is the distribution of states before 
jumping into any state. 
S 0 S 1 S N S 2 
O 1 O N O 2 
a a a 
b b b 
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 ߨ௜ = P(ݏ௧ = i) 1 ൑ ݅ ൑ ܰ. 
 
Here all three symbols A, B and ߨ represent probability distributions. So 
they must satisfy the property of probability. 
 
 ܽ௜௝ ൒ 0, ܾ௜(݇) ൒ 0, ߨ௜ ൒ 0 for all ݅, ݆,݇. 
 
Similarly, 
, 
, 
, 
The probability distributions ܣ,ܤ and ߨ are usually written in HMM as a 
compact from denoted by lambda as  
ߣ =  (ܣ,ܤ,ߨ). 
 
In the HMM based speech recognition, HMMs are used to represent phones. Figure 3 
is an example of phone level HMM. 
 
2.4.4 Gaussian Distributions 
 
Researchers and scientists have found that most of the distribution involving random 
variables is very close to Gaussian. A continuous random variable X with mean ߨ and 
variance ߪଶ has a pdf in the following form: 
 
 ݂(ݔ|ߤ,ߪଶ) =  ଵ
ξଶగఙ
expቂെ(௫ିఓ)మ
ଶఙమ
ቃ   [1, 92]. 
 
Figure 7 is an example of Gaussian distribution, also known as normal distribution. 
 

j=1
N
aij=1

k =1
M
bi(k )=1

i=1
N
ʌ i(k )=1
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Figure 7. Gaussian distribution where each floating point value is referring to prob-
ability for the random variable for that region. Reprinted from Gaussian 
distribution function [26] 
 
The 68 percent of the distribution of X lies in an interval of ±1 standard deviation (ߪ) 
about its mean value ȝ. [27] For the n-dimensional continuous random vector X = (X1, 
X2, …., Xn), the multivariate Gaussian probability distribution function (pdf) has the 
following form:  
 
 ݂(ܺ ൌ ݔ|ߤ, ߑ) ൌ ଵ(ଶగ)೙ మΤ |ߑ|భ మΤ expቂെଵଶ (ݔ െ ߤ)௧ߑെ1ሺݔ െ ߤ)ቃ 
where ࣆ is the n-dimensional mean vector, ࢳ dimensional is the ݊ ൈ ݊ covariance ma-
trix and |ࢳ| is the determinant of the covariance matrix ࢳ. [1, 93] 
 
In an HMM-based speech recognition system, the mixture of Gaussian is used to out-
put the distribution of HMM. 
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3 Methods and Materials 
 
Initially the main idea of this project was to build an identity verification system with 
speech recognition (not speaker recognition). The project was not carried out as a case 
study focused on the requirement of one particular company. However, sticking to the 
initial idea, the project was carried out considering the requirements stated by the com-
pany, but not for the company. The company wanted a recognition system that could 
understand digits. The company already had a credential management system based 
on user name, password and other. They wanted to use a smartphone with recording 
capability, so that they could record the voice of a user (a special passcode) and send 
it to server for verification where the speech was recognized. The access would be 
given if the user’s speech was recognized. 
 
3.1 Tools Used 
 
Different commercial products on the speech recognition are available in the market 
today. Vlingo, Sensory, Naunce are some of the companies that provide commercial 
product for speech recognition. A few open source tools like Carnegie Mellon Universi-
ty (CMU) Sphinix, Spraak and Hidden Markov Model Toolkit (HTK) are freely available 
in the internet. The open source tools were best for project. HTK is one of the most 
widely used tools for speech recognition research and teaching-learning, including Aal-
to University which made me to choose it. 
 
Hidden Markov Model Toolkit  
 
The Hidden Markov Model Toolkit (HTK) is a portable toolkit for building and manipulat-
ing hidden Markov models. HTK is primarily used for speech recognition research alt-
hough it has been used for numerous other applications including research into speech 
synthesis, character recognition and DNA sequencing. HTK is in use at hundreds of 
universities worldwide. 
 
The HMM Toolkit was originated in Machine Intelligence Laboratory in the Cambridge 
University Engineering Department. In 1993, the rights to sell and develop HTK was 
acquired by Entropic Research Laboratory, Inc. Microsoft bought Entropic in 1999, 
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hence acquired rights on HTK. However HTK was licensed back to Cambridge Univer-
sity Engineering Department with the support to redistribute it. [28] 
 
Figure 8 illustrates the complexity and architecture of the HMM Toolkit. 
 
Figure 8. Architecture of HTK Tool. Reprinted from HTK Book [29, 15 
 
The C-source code is available after registration and accepting the license term and 
conditions. A currently available stable release is version 3.4.1. The HTK needs to 
have a C compiler. The GNU C compiler works perfectly. Some Perl scripts, a how-to 
book are also included in the HTK Package. The scripts are intended for automating 
text processing and other helper tasks. However the core functions are in C. The tools, 
visualized in figure 8, and its sub-tools, are generated when compiled. 
 
The HTK is a collection of different tools. It does not have Graphical User Interface 
(GUI) but runs on the traditional command-line interface. The developers believe that 
the command-line interface has more advantages over the modern GUI. The main ad-
vantage is that the command-line interface allows writing shell-scripts to execute HTK 
commands allowing automating large-scale systems. It speeds up the training and test-
ing experiments. It also helps to record and document the entire process. The HTK 
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tools can be divided into four categories based on their functions: data preparation, 
training, testing and analysis tools. 
 
The requirements of the recognition systems vary in practice. Some applications in-
clude continuous speech recognition from a large set of vocabulary while some appli-
cations needs to recognize discrete (isolated) words. The data preparation largely de-
pends on kind of application being made. 
 
Figure 9 sums up the process for isolated words recognition process. 
 
Figure 9. Using HMMs for isolated word recognition. Reprinted from HTK Book [29,5] 
 
First, the model of the application must be well defined so that it functions like the 
grammar for the application. The grammar is basically a set of rules that include what 
kinds of words and sentences are expected for the application. Then the sample sen-
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tences, which follow the model, are generated. For the complex systems the word list is 
built using the words in the training data. The dictionary is a sorted list of words the 
required for recognition process. Since the recognition process is a data-driven ap-
proach, more data, phonetically balanced words and sentences always result in better 
training and, hence, produce better results. The transcript of utterances for training 
data should strictly come from the word-list required for the application. The system 
needs a dictionary of words and their phonetic equivalent symbols. For this purpose, 
each word in the dictionary should be phonetically transcribed. If available, a large dic-
tionary can be used to generate a sub-dictionary for the word list. If the data set is 
small, the training data can be generated using the HTK tools. The HTK tools and 
scripts are helpful to generate the phone-level transcription of the training data. Of 
course the recording of the transcription is needed in a lossless format. [29, 33-51] 
 
The training phase begins when all the data is ready. The HTK itself is Hidden Markov 
Model training kit. The user of HTK does not have to take care of the HMM model while 
training it. However parameters can be changed according to the needs. HMM training 
includes processes of creating a flat prototype, and then the prototype is used to create 
a new version of prototype with HCompV command for the first time. Later most of the 
training is performed using HERest command which loads the training files into the 
memory and uses the associated label files to construct a composite HMM of utteranc-
es. It uses the Forward-Backward Algorithm to estimate the values and outputs the 
updated HMMs. The training process includes adding the silence models, aligning 
training data, making triphones and finally tied-state triphones. [29, 24-43] 
 
The recognition command HVite is used to recognize words, which requires the model 
and codded speech as its parameters and outputs the results in various ways. The 
output can be transcripts of the recognized words. [29, 43-45] 
 
Audacity 
 
Audacity is a free, open source for recording and editing audio files for Windows, Mac 
and Linux platforms. The computer used was not compatible with the sound drivers to 
run HTK Tool to record the speech data. It has all the required functionalities to edit the 
sound files. It is possible to change the parameters to record the voice with desired 
sampling rate and quantization bits. It can export the recorded sounds to most common 
type file format used nowadays. 
20 
 
 
3.2 Design Process 
 
No prior experience in the field of the project made it difficult to get started. I spent a 
huge amount of time on reviewing theory and literature. All the information was found 
using Google. 
 
I had some options available to choose an available set of tool kits from CSLU Toolkit, 
SRI Language Modeling Toolkit or HTK Toolkit. Many well-renown universities used 
HTK for modeling languages. The documentation of HTK was easy to follow. It not only 
introduced the tools but also explained the underlying theories for each tool making it 
easier for beginners with examples. I followed the example provided in the book for the 
process described in section 3.2. 
 
Requirements 
 
The goal for the project was to model and analyzes the system with limited words, re-
lated to the numeric system, i.e. 0-9. 
 
Model / Grammar 
 
The application had to recognize some repeated numbers of a fixed length. HTK re-
quires to have model the possible recognition pattern. The modeling was not difficult. 
The dictionary had only 10 words, which could be repeated. The length of the se-
quence or number repetition was not stricted. But for this project, I have used se-
quence of five digits. So the grammar was quite simple, as shown in listing 1. 
 
$digit = ZERO | ONE | TWO | THREE | FOUR | FIVE | SIX 
| SEVEN | EIGHT | NINE; 
 
(SENT-START $digit $digit $digit $digit $digit SENT-
END) 
 
Listing 1. The grammar. 
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In the listing 1, SENT-START and SENT-END mean silence before and after the 
speech. The HTK tools require an HTK Standard Lattice Format file. HTK command, 
HParse, then was executed to create a word network. 
 
Ten sample sentences were written into a file sample_sentences.txt. 
 
Dictionary 
 
A Perl script prompts2wlist to create a word list from a file is available within HTK 
Package. Running the script, shown in listing 2, 
 
prompts2wlist sample_sentence.txt word_list.txt 
Listing 2. A Perl script to generate words from given sample sentences. 
 
generates an alphabetically ordered list of words which are in the sample sentences. 
The word_list.txt does not include SENT-START and SENT-END words used in the 
grammar. The two words need to be manually inserted into the word_list.txt in alpha-
betical order. 
 
HTK tools needs a list of phonemes and a word-to-phoneme dictionary. The command 
'HDMan' can create a phoneme list and a word-to-phoneme dictionary for limited words 
given a word-to-phoneme dictionary. The dictionary was saved as eng-
lish_phonemes.txt. The command 'HDMan' creates the monophone list as well as dic-
tionary. However the command needs the HTK “internal commands” to perform the 
task and add pauses and silence into the phonemes. The internal commands, shown in 
listing 3, are stored on global.ded file. 
 
AS sp 
RS cmu 
MP sil sil sp 
global.ded 
 
Listing 3. The internal commands inside global.ded file. 
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HDMan -m -w word_list.txt -n monophones1 -l 
log.dictionary_created dictionary english_phonemes.txt 
 
Listing 4. The HDMan command 
 
The command, shown listing 4, creates three more files where log.dictionary_created is 
a log file, monophones1 is list of phonemes and dictionary is dictionary of word-to-
phonemes. The log file contains the statistics of phonemes in the dictionary. 
 
The application will be able to recognize only 10 digits. So instead of recording large 
vocabulary and transcribing it, the command HSGen, shown in listing 5, will be used to 
create 100 transcriptions to be recorded. 
 
HSGen -l -n 100 wordnet.slf dictionary > train-
ing_prompts.txt 
 
Listing 5. Command to generate the prompts to be recorded. 
 
The audio files could not be recorded using the HTK tool in the computer because of 
the incompatibility of the sound driver. So they were recorded using a free and open 
source tool Audacity. The files were stored in “Records” and stored using waveform 
audio file format (WAVE / WAV). 
 
The transcription file training_prompts.txt should also be converted into Master Label 
File (.mlf) format. The .mlf file can be a single file or can be multiple files equivalent to 
the number of audio recordings. I have stored them in single file for easiness. Another 
Perl script, shown in listing 6, to convert from training_prompts file to transcripts.mlf is 
also available. 
 
prompts2mlf transcripts.mlf training_prompts.txt 
 
Listing 6. Command to convert transcripts into mlf format. 
 
The output (transcripts.mlf) is the word-level transcript of training prompts. The HTK 
tools need a phone-level transcript of every sentence in training_prompts.txt. The 
command HLEd creates the phone-level transcripts. Similar to an HDMan command, it 
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also requires to have a file with internal HTK commands. These commands are stored 
in make_phone.led file which are shown on listing 7. 
 
EX 
IS sil sil 
DE sp 
 
Listing 7. The internal commands required for HLEd. 
 
Where EX replaces each word in transcripts.mlf to phone-level transcription. IS puts 
the silence phoneme model 'sil' to the beginning and end of each word and DE re-
moves the short-pause models from the words if there are any. 
 
HLEd -l '*' -d dictionary -i phone.mlf make_phone.led 
transcripts.mlf 
 
Listing 8. Command HLEd with all required parameters.  
 
The command produces phone-level transcriptions on phones.mlf. 
 
Recording 
 
The sound driver in the computer that was used did not support to record using HTK 
command HSLab. This led to record the training and test voice using Audacity. The 
sound files were recorded in 48000 Hz as a sampling rate and was stored on a 16-bit 
lossless WAV file format. 
 
All the generated test prompts were recorded first and exported to wav format. They 
were checked multiple times to ensure the correct audio files were produced. It was a 
tedious process. 
 
The command HCopy copies the audio data into sequences of feature vectors. The 
feature vectors are Mel Frequency Cesptral Cofficients, the log-spectra of FFT. These 
vectors are used to train the HMM model. The command requires a script file code-
train.scp contains the locations of raw audio files (wav files) and location for output 
files. The config.1 file contains the parameters for the command HCopy. 
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Training Process 
 
The training begins with defining a prototype model for topology. For the this part, I 
used the model from HTK Book. The model was saved as proto file. The topology is 3-
state HMM left to right right with no escape. 
 
The HTK command HCompV scans the data files (MFCCs) and computes the global 
mean and variance set all Gaussians in the given HMM to have the same mean and 
variance.  
 
HCompV -C config.2 -f 0.01 -m -S train_mfcc.scp -M 
hmm0 proto 
 
Listing 9. Command HCompV with all required parameters. 
 
The command in listing 9 creates two files in the hmm0 directory. One is new version of 
proto, and another one vFloors. The proto is used to model each phone's HMM and 
also define macros. 
 
The HMM for each phonemes except “sp”, a flat-start-monophone is defined in the 
hmmdefs file with the prototype in a newly created proto. The HTK tool HERest is exe-
cuted using the command in listing 10 to re-estimate the monophones1. 
 
 
HERest -C config.2 -I phones.mlf -t 250.0 150.0 1000.0 
-s train_mfcc.scp -H hmm0/macros -H hmm0/hmmdefs -m 
hmm1 monophones0 
 
Listing 10. Command HERest with all required parameters. 
 
Running the command re-estimates the monophones in another directory. This com-
mand is run again two times changing the input and output directories. The final result 
is stored in the hmm3 directory. 
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The model is further developed by adding the short-pause model sp. The contents of 
the hmm3 is copied to hmm4 and hmmdefs is edited by copying the sil model and 
making it sp. The HTK Tool HHEd, shown on listing 11, can make changes to the mod-
el by executing commands on a separate script file. 
 
HHEd -H hmm4/macros -H hmm4/hmmdefs -M hmm5 sil.hed 
monophones1 
 
Listing 11. Command HHEd with all required parameters. 
 
The sil.hed script, listed in Listing 12, contains commands to change the model by giv-
en parameters. 
 
AT 2 4 0.2 {sil.transP} 
AT 4 2 0.2 {sil.transP} 
AT 1 3 0.3 {sp.transP} 
TI silst {sil.state[3],sp.state[2]} 
 
Listing 12. Internal Commands in sil.hed file. 
 
The new model is now stored in the hmm5 directory .The model is further re-estimated 
with the command HERest twice more, now using the monophone1. The results are 
stored in hmm7 by now. 
 
Input word-level transcription, transcripts.mlf, is transformed into new phone-level tran-
scription called aligned.mlf by using the currently available version of HMMs stored in 
hmm7 and dictionary. The output, resulted by executed command in listing 13, is im-
proved from the previous transformation of transcripts.mlf into phones.mlf. 
 
HVite -l '*' -o SWT -b SENT-END -C config.2 -a -H 
hmm7/macros -H hmm7/hmmdefs -i aligned.mlf -m -t 250.0 
-y lab -I transcripts.mlf -S train_mfcc.scp dictionary 
monophones1 
 
Listing 13. Command HVite with all required parameters. 
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The HMM is re-estimated twice more, using the HERest command using the newly 
created aligned.mlf. 
 
The current monophone HMM model needs to be transformed into triphone HMM. Tri-
phones are context-dependent models. This can be done with command shown in list-
ing 14. The HLEd command needs a script shown in listing 15. 
 
HLEd -n triphones1 -l '*' -i wintri.mlf mktri.led 
aligned.mlf 
 
Listing 14. Command HLEd with all required parameters. 
 
The command generates wintri.mlf from aligned.mlf with the editor script mktri.led. 
 
WB sp 
WB sil 
TC 
 
Listing 15. Internal Commands required by HLEd 
 
The existing HMM model needs to be cloned using mktri.hed. mktri.hed can be gener-
ated with a Perl script, shown in listing 16. 
 
maketrihed monophone1 triphones1 
 
Listing 16. Perl script to make triphones 
 
The HMM is once more transformed using mktri.hed file. 
 
HHEd -B -H hmm9/macros -H hmm9/hmmdefs -m hmm10 
mktri.hed monophones1 
 
Listing 17. Command HHEd with all required parameters. 
 
The model is re-estimated again twice using wintri.mlf and triphones1. 
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The fulllist file contains all the monophones and triphones created. The tree.hed is the 
script that contains all the contexts to test for the clustering of the data. The script con-
tains English phone models. For this purpose the rules were copied from Julias web-
site. [30]  
 
The final time The HMM is re-estimated using newly created tiedlist twice. The model is 
now ready for recognition. The HTK command, HVite, was used for the recognition. 
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4 Results 
 
The speech samples for the training data set were collected from direct observations. 
First, three respondents were chosen based on random sampling :-) and asked to pro-
nounce the sequence of five digit numbers that formed the code used for authentica-
tion. The code consisted of five digit numbers between zero and nine pronounced in 
the English and individually. These responses were recorded to produce training data 
sets that would be used to train the model. Using the training data the model was 
trained. These speech data were used to train HMM models in three different ways. 
Once the model was trained, it was tested with the actual testing data. Again testing 
data was collected from a sample of seven respondents which included respondents 
from the training data set as well. The responses were tested with ten different se-
quences of digits. All of the respondents were non-native speaker of English. Further-
more, the transcription for the recorded data was auto-generated. To include the heter-
ogeneity of the dialect and the accent, test data included speech from native Nepalese 
speakers and a Finnish speaker and both male and female speakers. The details of 
data used in this study are summarized in table 1. 
 
S.N. Respondent/ 
Speaker 
Sample Count Mother Tongue Sex 
Training Testing 
1. Bikesh 50 10 Nepali Male 
2. Janaki 100 10 Nepali Male 
3. Krishna - 10 Nepali Male 
4. Prashamsha - 10 Nepali Female 
5. Purushottam 50 10 Nepali Male 
6. Sakari - 10 Finnish Male 
7. Udeep - 10 Nepali Male 
 
Table 1. The demography of the respondents. 
 
In the first step, the training data set included 100 different 5-digit codes from a single 
speaker, Janaki. The model was trained using this data set and then tested with 10 
responses from each of the respondents. The test result indicated the case of under-
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sampling in the training data set. Thus, it was decided to increase the size of the train-
ing data set for the second test run. An additional 100 speech data were added, mak-
ing it a total of 200, to the training dataset from two more respondents; 50 each from 
both Bikesh and Purushottam. Then, the model was trained with the new data set of 
200 new speech data points and then tested with all the available test data sets. The 
final two models were trained with 50 speech data from both Bikesh and Purushottam 
then was tested and compared with the first model. 
 
The following formula was used to calculate the accuracy.  
 
ܣܿܿݑݎܽܿݕ = ஼௢௥௥௘௖௧௟௬௥௘௖௢௚௡௜௭௘ௗ௪௢௥ௗ௦
்௢௧௔௟௡௨௠௕௘௥௢௙௪௢௥ௗ௦
× 100%
 
First Test 
 
The trained HMM was tested for all the seven test sets later. The outcome was a 
somewhat mixed type. Nine out of ten sample sequences from Janaki were correctly 
recognized. Two digits in a sequence were incorrectly recognized. The digit recognition 
was 96 percent accurate. 
 
However the sample sequences from other speakers than Janaki produced poor re-
sults. Not a single sequence was recognized correctly. However some of the digits in 
the sequence were correctly recognized. The histogram in figure 10 explains the re-
sults. 
 
 
Figure 10. The graph for the first test. 
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The accuracy of results for the speakers except Janaki was between 16 to 56 percent. 
The results for respondent Prashamsha, Female Speaker, and Sakari, Non-Nepali 
Speaker, was the poorest, with the accuracy of 16 percent and 18 percent respectively. 
The word digit “SIX” was repeated eight times throughout the sample. Out of eight rec-
ognized digits, six were the digit “SIX” for Prashamsha and out of nine correctly recog-
nized word digits for Sakari, eight were “SIX”. The result “SIX” was produced for all the 
10 digits (0-9) for both of the speakers. 
 
Second Test 
 
All the availalbe speech data for training (200 sequences or 1000 words altogether) 
were used to train the HMM. The trained HMM was used to test all the available sam-
ples of seven speakers. The accuracy now varied from 38 to 76 percent. The results 
compared with first test are shown on figure 11. 
 
 
 
Figure 11. Bar graph comparing two results produced from the first and second test. 
 
The results dropped from the previous test for Janaki, Krishna and Udeep, while im-
proving other speakers' accuracy. The accuracy for Sakari and Prashamsha were im-
proved by 22 percent and 26 percent respectively. 
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Third Test 
 
The speech data from respondent Purushottam and Bikesh was used to train HMM 
individually. Only 50 sequences were available for both speakers compared to 100 
sequences for Janaki for first test. The accuracy was 72 percent and 88 percent re-
spectively. The recording environment for sample and test speech was different for 
respondent Purushottam. The pie charts in figure 12 show the results for individual 
respondents. 
 
 
 
Figure 12. Pie chart for accuracy of words for respondents 
 
Each pie chart shows the accuracy versus error for the test performed on a model that 
was trained and tested using the individual’s speech datasets. 
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5 Discussion 
 
The tested model of identification offered several advantages. However some limita-
tions were also imminent. First, the model worked quite well with high accuracy. How-
ever, the accuracy was the function of the speaker recognition; i.e. when the same 
speaker's speech data was used for training the HMM and testing the result, the accu-
racy was 96 percent accurate. The accuracy of 96 percent was achieved by training 
only 100 sequences of digits (500 digits). When the model was tested from other re-
spondents’ speech data, the accuracy of the results dropped. This can be well ex-
plained by the variance in the speech of two different speakers. Even though there is a 
shortcoming in the model, the concept can still be implemented for the system re-
quired. 
 
The clients who have the right to authenticate with the system, would record hundreds 
of digits or words to train the model individually. A mobile application could be used to 
train the model first, showing fixed number of sequences (say 100) of digits or words. A 
database should be created of trained HMM for each client. If enough data is used, a 
higher accuracy can be achieved. For the authentication, the coded voice sample from 
the user, for randomly generated digits, is matched against the database to authenti-
cate. Furthermore, building the training dataset from real client data allows for the cus-
tomized authentication and model learning process based on each individual client. 
The required size of the training dataset would be directly proportional to the desired 
level of accuracy. The least accuracy required should be carefully chosen. This re-
quires large-scale testing. An accuracy higher than the calibrated number can be de-
termined for positive authentication. For example if the accuracy is greater than 95.0 
percent, the request is authenticated otherwise rejected. Since the system was sup-
posed to be embedded in a multi-level authentication system, the database could be 
searched for who the client claims to be, reducing the computational power. Faking the 
authentication could be very difficult if the approach described was used. Clearly, there 
exists tradeoff between the accuracy and security against efficiency of the model. Fur-
thermore, the system requires an alternative authentication process when the client is 
in an adversary situation, for example if there is damage to the voice due to sickness. 
 
Modeling a limited dictionary and training HMM for it is much easier modeling a larger 
dictionary (for continues speech recognition). The test also showed another application 
of the limited dictionary recognition system. If larger set of training data is used to train 
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the model and a sample for the third speaker is recognized from the model, the accu-
racy increases. By training model for limited dictionary from large training set, the ap-
plication can be used in gaming. For example, for a kick-boxing game, the words like 
“kick”, “sit”, “stand”, “punch” could be used. This allows a voice controlled gaming. This 
kind of system works not only for gaming, but major home appliances. A light could be 
switched on by saying “on” or turned off by saying “off”. Small robots could be com-
manded from voice. 
 
Native speakers speak very similarly. In the first test, respondent Krishna's sample had 
56 percent accurate results querying over trained HMM by respondent Janaki's 
speech. International clients could be encouraged to use their local language for au-
thentication. However, this would require to model acoustic features for multiple lan-
guages. 
 
The major advantage of the application would be simplicity to use it. If a mobile pro-
gram was developed implementing the authentication system, a single button would be 
enough to verify the authentication. The application can be used as a spoken pass-
word. The potential user will be given a fixed-length number as a password, that could 
be tested against the accuracy of as well as the spoken content to verify the identity. 
 
Despite the fact that the model offers decent performance to the given problem, there 
are some limitations within this study that one needs to consider when implementing 
the model. First, the results are based on a sample size that was relatively small. To 
rephrase it, the speech data points were too few for testing a real life application. If the 
application is to be used for security purposes, it requires much more testing, data, 
attention, specialists and a big fund. The populations in this project giving samples of 
speech were friends who were easily reachable. The speech data was taken in random 
locations, some were quite noisy. Several experts including linguists, statisticians, sig-
nal processing specialists, artificial intelligence specialists and programmers would be 
required for real application. However, the results produced lay down basic foundation 
for building such model. 
 
For the project of this nature, the number of respondents and the training dataset were 
too small. A larger-scale implementation may have yielded different results. The results 
have been hardly tested and security authentication should be very robust. A minor 
wrong evaluation would result unimaginable loss. To prove something statistically 
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needs hundreds of gigabytes of data so that the test could be statistically tested. One 
possible option described in second paragraph in Discussion (section 5) supposes that 
trained word models for each client could be made. The company might have an idea 
which requires a single trained model. This might lead to less accurate recognition and 
might not be applicable to the system. 
 
The automated voice initiated model of authentication inherits some basic fallacies in 
themselves from the conception. For example, users may find it difficult to verify their 
identity if there is some modulation in their voices due adversaries like sickness, noisy 
environment, etc. Researchers and model developers should consider such circum-
stances and thrive for preparing an alternative method of authentication to address 
such adversaries.  
 
Security is one of the most important issues these days. In comparison to the original 
problem of security, the application is too simple, and the application was based on a 
numeric model only. Hence, the level of security is not high enough for a real-life appli-
cation to be used in critical processes. A more robust model would allow the researcher 
to build in alphanumeric codes. However, one cannot deny the utility of this simple 
model, and with some additional effort, this model could be extended to make the sys-
tem secure. This extension issue will be discussed in the next section.  
 
Further Developments 
 
For the project, the digit-pronunciation was limited to the English language only. The 
model could be further developed to incorporate digits from other languages; most 
preferably the local languages of the clients. Furthermore, the dictionary size could be 
increased using alphabets, so the large test data could be generated and trained. 
 
In the second test, the application was trained with a male Nepali language speaker. 
When the test speech samples from a female and a non-Nepali speaker were tested, 
the accuracy was dropped to less than 20 percent. It would reduce the accuracy when 
the speaker was not from the same language group.  
 
Since the security was involved in the application, it could be more secure if there ex-
isted a hidden pronunciation for each word in the dictionary. For example, “one” could 
be pronounced with as “hello”. This concept is not very secure if the digits are visible to 
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the 'hearer' and could easily be decoded. However if the digits would expire on a fixed 
time, this would add a little security feature. 
 
It was discussed in the chapter 2 that each human has different voice finger prints, 
which could be utilized as speaker recognition. The concept of identity verification 
would be more concrete if a speaker recognition system was applied. Building custom-
ized training data set and then applying an individual level security system would in-
crease the security provided by the model. 
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6 Conclusion 
 
The goal of the project was to test a model for speech recognition that could be used 
for authentication of client’s access. Some free tools were available for simulating the 
application. HTK tool was chosen because of its uses in research and also teaching-
learning. The documentation available for a beginner user was found to be greatly 
helpful. Then, the training dataset was built. Using this training dataset the model was 
tested with the sample data. When the application was simulated, various results were 
observed. Even though the scale for experiment was very small, the HTK Tool ap-
peared to be simple and reliable. 
 
The necessary data was generated. Although only few samples were used to carry out 
the experiment, multiple comparisons were made with the limited data. The tests were 
carried out in such a way that the changes in the results were easily observed while 
changing the testing parameters. 
 
The speech recognition system for the authentication system requires a higher level of 
accuracy. The experiments/test carried out showed that a higher level of accuracy can 
be achieved if the language model was designed for limited dictionary and trained the 
word model with a large set of speech data from the user. The database of each user 
could be created and used for authentication. Thus, it can be concluded that an identity 
verification system by speech recognition is possible. However the results produced 
were not successful to ensure the system could be used in real life mostly because of 
the small scale of the study carried out. 
 
It can be concluded that the project was partly successful to achieve its goal.  
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Appendix 2 
1 (1) 
 
 
The ARPA phonetic alphabet [2,914] 
Listing of all the phones used in American English 
Vowels Consonants B-N Consonants P-Z 
 Phone Example  Phone Example  Phone Example 
 [iy] beat  [b] bet  [p] pet 
 [ih] bit  [ch] Chet  [r] rat 
 [eh] bet  [d] debt  [s] set 
 [æ] bat  [f] fat  [sh] shoe 
 [ah] but  [g] get  [t] ten 
 [ao] bought  [hh] hat  [th] thick 
 [ow] boat  [hv] high  [dh] that 
 [uh] book  [jh] jet  [dx] butter 
 [ey] bait  [k] kick  [v] vet 
 [er] Bert  [l] let  [w] wet 
 [ay] buy  [el] bottle  [wh] which 
 [oy] boy  [m] met  [y] yet 
 [axr] diner  [em] bottom  [z] zoo 
 [aw] down  [n] net  [zh] measure 
 [ax] about  [en] button    
 [ix] roses  [ng] sing    
 [aa] cot  [eng] washing  [-] silence 
 
 
