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Abstract
Distributed adaptive signal processing has attracted much attention in the recent decade owing to its
effectiveness in many decentralized real-time applications in networked systems. Because many natural
signals are highly sparse with most entries equal to zero, several decentralized sparse adaptive algorithms
have been proposed recently. Most of them is focused on the single task estimation problems, in which
all nodes receive data associated with the same unknown vector and collaborate to estimate it. However,
many applications are inherently multitask oriented and each node has its own unknown vector different
from others’. The related multitask estimation problem benefits from collaborations among the nodes
as neighbor nodes usually share analogous properties and thus similar unknown vectors. In this work,
we study the distributed sparse multitask recursive least squares (RLS) problem over networks. We
first propose a decentralized online alternating direction method of multipliers (ADMM) algorithm for
the formulated RLS problem. The algorithm is simplified for easy implementation with closed-form
computations in each iteration and low storage requirements. Moreover, to further reduce the complexity,
we present a decentralized online subgradient method with low computational overhead. We theoretically
analyze the convergence behavior of the proposed subgradient method and derive an error bound related
to the network topology and algorithm parameters. The effectiveness of the proposed algorithms is
corroborated by numerical simulations and an accuracy-complexity tradeoff between the proposed two
algorithms is highlighted.
Index Terms
Distributed estimation, decentralized optimization, adaptive networks, recursive least squares, sparsity,
multitask, alternating direction method of multipliers, subgradient method
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2I. INTRODUCTION
In the last decade, distributed adaptive signal processing has emerged as a vital topic because of
the vast applications in need of decentralized real-time data processing over networked systems. For
multi-agent networks, distributed adaptive algorithms only rely on local information exchange, i.e.,
information exchange among neighbor nodes, to estimate the unknowns. This trait endows distributed
adaptive algorithms with low communication overhead, robustness to node/link failures and scalability
to large networks. In the literature, the centralized least mean squares (LMS) and recursive least squares
(RLS) [1] have been extended to their decentralized counterparts [2], [3] to deal with estimation problems
over networks. Furthermore, many natural signals are inherently sparse with most entries equal to zero
such as the image signals and audio signals in [4]–[7]. Sparsity of signals are particularly conspicuous
in the era of big data: for many applications, redundant input features (e.g., a person’s salary, education,
height, gender, etc.) are collected to be fed into a learning system to predict a desired output (e.g., whether
a person will resign his/her job). Most input features are unrelated to the output so that the weight vector
between the input vector and the output is highly sparse. As such, several sparse adaptive algorithms
have been proposed such as the sparse LMS in [8], [9], the sparse RLS in [10] and the distributed sparse
RLS in [11].
Most of the decentralized sparse adaptive algorithms are focused on the single task estimation problem,
in which all nodes receive data associated with the same unknown vector and collaborate to estimate it. On
the contrary, many applications are inherently multitask-oriented, i.e., each node has its own unknown
vector different from others’. For instance, in a sensor network, each node may want to estimate an
unknown vector related to its specific location and thus different nodes have different unknown vectors
to be estimated. In fact, several decentralized multitask adaptive algorithms have been proposed in
the literature including the multitask diffusion LMS in [12], its asynchronous version in [13] and its
application in the study of tremor in Parkinson’s disease [14]. In particular, a sparse multitask LMS
algorithm is proposed in [15] to promote sparsity of the estimated multitask vectors.
To the best of our knowledge, all the existing distributed adaptive algorithms for multitask estimation
problems are based on various decentralized versions of LMS. The RLS based sparse multitask estimation
problems have not aroused much attention. It is well known that the RLS possesses much faster
convergence speed than the LMS. Hence, the RLS is more suitable for applications in need of fast
and accurate tracking of the unknowns than the LMS, especially when the devices are capable of dealing
with computations of moderately high complexity (which is the case as the computational capability
of devices is increasing drastically). This motivates us to study the decentralized sparse multitask RLS
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3problem over networks. The main contributions of this paper are summarized as follows.
• A global networked RLS minimization problem is formulated. In accordance with the multitask
nature of the estimation problem, each node has its own weight vector. Since neighbor nodes
often share analogous properties and thus similar weight vectors, we add regularization term to
penalize deviations of neighbors’ weight vectors. To enforce sparsity of the weight vectors, we
further introduce l1 regularization.
• A decentralized online alternating direction method of multipliers (ADMM) algorithm is proposed
for the formulated sparse multitask RLS problem. The proposed ADMM algorithm is simplified so
that each iteration consists of simple closed-form computations and each node only needs to store
and update one M ×M matrix and six M dimensional vectors, where M is the dimension of the
weight vectors. We show that the gaps between the outputs of the proposed ADMM algorithm and
the optimal points of the formulated RLS problems converge to zero.
• To overcome the relatively high computational cost of the proposed ADMM algorithm, we further
present a decentralized online subgradient method, which enjoys lower computational complexity.
We theoretically analyze its convergence behaviors and show that the tracking error of the weight
vectors is upper bounded by some constant related to the network topology and algorithm parameters.
• Numerical simulations are conducted to corroborate the effectiveness of the proposed algorithms.
Their advantages over the single task sparse RLS algorithm in [11] are highlighted. We also observe
an accuracy-complexity tradeoff between the proposed two algorithms.
The roadmap of the remaining part of this paper is as follows. In Section II, the sparse multitask RLS
problem is formally formulated. In Section III, we propose and simplify a decentralized online ADMM
algorithm for the formulated RLS problem. In Section IV, we propose a decentralized online subgradient
method for the formulated problem in order to reduce computational complexity. In Section V, numerical
simulations are conducted. In Section VI, we conclude this work.
II. THE STATEMENT OF THE PROBLEM
We consider a network of N nodes and some edges between these nodes. We assume that the network
is a simple graph, i.e., the network is undirected with no self-loop and there is at most one edge between
any pair of nodes. Denote the set of neighbors of node n (those who are linked with node n by an edge)
as Ωn. The network can be either connected or disconnected (there does not necessarily exist a path
connecting every pair of nodes). Time is divided into discrete slots denoted as t = 1, 2, .... Each node n
has an unknown (slowly) time-variant M dimensional weight vector w˜n(t) ∈ RM to be estimated. The
formulated network is therefore a multitask learning network since different nodes have different weight
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4vectors, as opposed to the traditional single task learning network [2], which is usually transformed into
a consensus optimization problem framework [16]–[18]. Each node n has access to a sequence of private
measurements {dn(t),un(t)}t=1,2,..., where un(t) ∈ RM is the input regressor at time t and dn(t) ∈ R
is the output observation at time t. The measurement data are private in the sense that node n has access
only to its own measurement sequence but not others’. The data at node n are assumed to conform to a
linear regression model with (slowly) time-variant weight vector w˜n(t):
dn(t) = u
T
n(t)w˜n(t) + en(t), (1)
where en(t) is the output measurement noise at time t. In multitask learning networks, the benefit of
cooperation between nodes comes from the fact that neighboring nodes have similar weight vectors [12],
where similarity is embodied by some specific distance measures. By incorporating terms promoting
similarity between neighbors and enforcing cooperation in the network, an estimator may achieve
potentially higher performance than its non-cooperative counterpart.
Moreover, many signals in practice are highly sparse, i.e., most entries in the signal are equal to
zero, with examples encompassing image signals, audio signals, etc. [4]–[7]. The sparsity of signals is
especially conspicuous in today’s big data era because redundant data are collected as input features
among which most are unrelated to the targeted output, leading to sparsity of the corresponding weight
vectors. Furthermore, as per convention in adaptive algorithms [1], we assume that the weight vectors
w˜n(t) varies with time very slowly. This suggests that past data are of great merit to estimate the current
weight vector, which justifies the advantage of the RLS (studied in this paper) over the LMS (studied in
all existing works on multitask estimation [12]–[15]) in terms of convergence speed.
In all, we propose an RLS based estimator to track the unknown weight vectors {w˜n(t)}n=1,2,...,N
while enforcing similarity between neighbors’ weight vectors and sparsity of all weight vectors. The
estimator at time T is the optimal solution of the following optimization problem:
Minimizew1,...,wN
N∑
n=1
T∑
t=1
λT−t
(
dn(t)− uTn(t)wn
)2
+ β
N∑
n=1
∑
m∈Ωn
‖wn −wm‖22 + γ
N∑
n=1
‖wn‖1, (2)
where 0 < λ < 1, β > 0, γ > 0 are the forgetting factor of the RLS algorithm, regularization coefficient
for similarity between neighbors’ weight vectors and regularization coefficient for sparsity, respectively.
If β =∞, then problem (2) enforces consensus of weight vectors across nodes, and thus degenerates to
the sparse RLS problem in [11]. Note that the measurement data {un(t), dn(t)} arrives in a sequential
manner, which necessitates an online (real time) algorithm to solve (2) due to the prohibitive computation
and storage cost of offline methods. Further note that the private measurement data are distributed among
network nodes. Thus, a distributed algorithm for (2) is imperative as centralized algorithms are vulnerable
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5to link failures and can incur large communication costs, not to mention the privacy concerns of the private
data. Therefore, we are aimed at finding distributed online algorithm for solving (2). In the following two
sections, we propose two different distributed online algorithms with complementary merits in accuracy
and computational complexity.
III. THE DECENTRALIZED ONLINE ADMM
In this section, we propose an alternating direction method of multipliers (ADMM) based decentralized
online algorithm for solving (2). It is further simplified so that its iteration consists of simple closed-form
computations and each node only needs to store and update one M ×M matrix and six M dimensional
vectors. We show that the gaps between the outputs of the proposed ADMM algorithm and the optimal
points of (2) converge to zero. Before the development of the algorithm, we first present some rudimentary
knowledge of ADMM in the following subsection.
A. Preliminaries of ADMM
ADMM is an optimization framework widely applied to various signal processing applications,
including wireless communications [19], power systems [20] and multi-agent coordination [21]. It enjoys
fast convergence speed under mild technical conditions [22] and is especially suitable for the development
of distributed algorithms [23], [24]. ADMM solves problems of the following form:
Minimizex,zf(x) + g(z) s.t. Ax+Bz = c, (3)
where A ∈ Rp×n, B ∈ Rp×m, c ∈ Rp are constants and x ∈ Rn, z ∈ Rm are optimization variables.
f : Rn 7→ R and g : Rm 7→ R are two convex functions. The augmented Lagrangian can be formed as:
Lρ(x, z,y) = f(x) + g(z) + y
T(Ax+Bz− c) + ρ
2
‖Ax+Bz− c‖22, (4)
where y ∈ Rp is the Lagrange multiplier and ρ > 0 is some constant. The ADMM then iterates over the
following three steps for k ≥ 0 (the iteration index):
xk+1 = argmin
x
Lρ
(
x, zk,yk
)
, (5)
zk+1 = argmin
z
Lρ
(
xk+1, z,yk
)
, (6)
yk+1 = yk + ρ
(
Axk+1 +Bzk+1 − c
)
. (7)
The ADMM is guaranteed to converge to the optimal point of (3) as long as f and g are convex [23],
[24]. It is recently shown that global linear convergence can be ensured provided additional assumptions
on problem (3) holds [22].
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6B. Development of Decentralized Online ADMM for (2)
To apply ADMM to (2), we first transform it to the form of (3). We introduce auxiliary variables
xn ∈ RM , n = 1, ..., N, and vn,i ∈ RM , n = 1, ...N, i = 1, ..., |Ωn|, where | · | denotes the cardinality
of a set. Denote the index of i-th neighbor of node n as g(n, i). Thus, problem (2) can be equivalently
transformed into the following problem:
Minimize
N∑
n=1
T∑
t=1
λT−t
(
dn(t)− un(t)Txn
)2
+ β
N∑
n=1
|Ωn|‖xn‖22 − 2
|Ωn|∑
i=1
vn,i
T xn + |Ωn|∑
i=1
‖vn,i‖22
+ γ N∑
n=1
‖wn‖1
s.t. xn = wn, n = 1, ..., N,
vn,i = wg(n,i), n = 1..., N, i = 1..., |Ωn|,
(8)
where the optimization variables are wn,xn,vn,i, n = 1, ..., N, i = 1, ..., |Ωn|. Note that optimization
problem (8) is in the form of (3) (regarding xn’s and vn,i’s as the variable x in (3) and wn’s as
the variable z in (3)). Thus, we can apply ADMM to problem (8). Introducing Lagrange multiplier
yn ∈ RM , zn,i ∈ RM , we can form the augmented Lagrangian of (8) as follows:
Lρ({xn,vn,i,wn,yn, zn,i}n=1,...,N,i=1,...,|Ωn|)
=
N∑
n=1
T∑
t=1
λT−t
(
dn(t)− un(t)Txn
)2
+ β
N∑
n=1
|Nn|‖xn‖22 − 2
|Ωn|∑
i=1
vn,i
T xn + |Ωn|∑
i=1
‖vn,i‖22

+ γ
N∑
n=1
‖wn‖1 +
N∑
n=1
yTn (xn −wn) +
N∑
n=1
|Ωn|∑
i=1
zTn,i(vn,i −wgn,i)
+
ρ
2
N∑
n=1
‖xn −wn‖22 +
ρ
2
N∑
n=1
|Ωn|∑
i=1
‖vn,i −wg(n,i)‖22
(9)
In the following, for ease of notation, we use x to represent all the {xn} and similarly for v,w,y, z.
We apply the ADMM updates (5), (6) and (7) to problem (8) as follows:{
xk+1,vk+1
}
= argmin
x,v
Lρ
(
x,v,wk,yk, zk
)
, (10)
wk+1 = argmin
w
Lρ
(
xk+1,vk+1,w,yk, zk
)
, (11)
yk+1n = y
k
n + ρ
(
xk+1n −wk+1n
)
, (12)
zk+1n,i = z
k
n,i + ρ
(
vk+1n,i −wk+1g(n,i)
)
. (13)
In the following, we detail how to implement the updates of the primal variables, i.e., (10) and (11), in
a distributed and online fashion.
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71) Updating x and v: The update of x and v in (10) can be decomposed across nodes. For each node
n, the subproblem is:
{
xk+1n ,
{
vk+1n,i
}
i=1,...,|Ωn|
}
= arg min
xn,{vn,i}i=1,...,|Ωn|
{
T∑
t=1
λT−t
(
dn(t)− un(t)Txn
)2
+ β
|Ωn|‖xn‖22 − 2
|Ωn|∑
i=1
vn,i
T xn + |Ωn|∑
i=1
‖vn,i‖22

+ ykTn xn +
|Ωn|∑
i=1
zkTn,ivn,i +
ρ
2
∥∥∥xn −wkn∥∥∥2
2
+
ρ
2
|Ωn|∑
i=1
∥∥∥vn,i −wkg(n,i)∥∥∥2
2
}
.
(14)
Define the data dependent input correlation matrix and input-output cross correlation vector of node n
at time T to be:
Rn(T ) =
T∑
t=1
λT−tun(T )un(T )T, (15)
pn(T ) =
T∑
t=1
λT−tdn(t)un(t). (16)
Note that the objective function in (14) is a convex quadratic function. Hence, the necessary and sufficient
condition for optimality of problem (14) is that the gradient of the objective function vanishes. The
gradient of the objective function, which is denoted as Jkn(T ), with respect to xn and vn,i can be
computed as follows:
∇xnJkn(T ) = (2Rn(T) + 2β|Ωn|I+ ρI)xn − 2β
|Ωn|∑
i=1
vn,i − 2pn(T ) + ykn − ρwkn, (17)
∇vn,iJkn(T ) = −2βxn + (2β + ρ)vn,i + zkn,i − ρwkg(n,i). (18)
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8Letting the gradients with respect to xn and vn,i be zero, we rewrite the update in (14) as:

2Rn(T ) + 2β|Ωn|I+ ρI −2βI −2βI · · · −2βI
−2βI (2β + ρ)I
−2βI (2β + ρ)I 0
...
. . .
−2βI 0 (2β + ρ)I


xk+1n
vk+1n,1
vk+1n,2
...
vk+1
n,|Ωn|

=

2pn(T )− ykn + ρwkn
−zkn,1 + ρwkg(n,1)
−zkn,2 + ρwkg(n,2)
...
−zk
n,|Ωn| + ρw
k
g(n,|Ωn|)

(19)
To inverse the matrix in (19), we need to use the following matrix inversion lemma.
Lemma 1. For arbitrary matrices A ∈ Rm×m,B ∈ Rm×n,C ∈ Rn×m,D ∈ Rn×n such that all the
matrix inversions at the R.H.S. of (20) exist, we have:
 A B
C D
−1 =
 (A−BD−1C)−1 − (A−BD−1C)−1BD−1
−D−1C (A−BD−1C)−1 D−1 +D−1C (A−BD−1C)−1BD−1.
 (20)
Define a new matrix:
Fn(T ) =
[
2Rn(T ) +
(
ρ+
2βρ|Ωn|
2β + ρ
)
I
]−1
. (21)
By invoking the matrix inversion lemma (20), we can solve for the update (19) in closed form:
xk+1n = Fn(T )
(
2pn(T )− ykn + ρwkn
)
+
2β
2β + ρ
Fn(T )
|Ωn|∑
i=1
(
−zkn,i + ρwkg(n,i)
)
, (22)
vk+1n,i =
2β
2β + ρ
Fn(T )
(
2pn(T )− ykn + ρwkn
)
+
1
2β + ρ
(
−zkn,i + ρwkg(n,i)
)
+
(
2β
2β + ρ
)2
Fn(T )
|Ωn|∑
j=1
(
−zkn,j + ρwkg(n,j)
)
. (23)
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92) Updating w: We note that the update for w in (11) can be decomposed not only across nodes but
also across each entry of the vector wn. For each node n, the l-th entry of wn can be updated as follows:
wk+1n (l) = arg min
wn(l)
{
γ|wn(l)| − ykn(l)wn(l)−
 ∑
g(m,i)=n
zkm,i(l)
wn(l) + ρ
2
[
wn(l)− xk+1n (l)
]2
+
ρ
2
∑
g(m,i)=n
[
wn(l)− vk+1m,i (l)
]2}
(24)
= arg min
wn(l)
{
γ|wn(l)|+ ρ
2
(1 + |Ωn|)
[
wn(l)− 1
ρ(1 + |Ωn|)
(
ykn(l) + ρx
k+1
n (l)
+
∑
g(m,i)=n
(
zkm,i(l) + v
k+1
m,i (l)
))]2}
(25)
= S γ
ρ(1+|Ωn|)
 1
ρ(1 + |Ωn|)
(
ykn(l) + ρx
k+1
n (l) +
∑
g(m,i)=n
(
zkm,i(l) + v
k+1
m,i (l)
)) , (26)
where the soft-threshold function S is defined for a ∈ R, κ > 0 as follows:
Sκ(a) =

a− κ, if a > κ,
0, if |a| ≤ κ,
a+ κ, if a < κ.
(27)
In (26), we have made use of the following fact.
Lemma 2. For any λ > 0, ρ > 0, v ∈ R, we have:
Sλ
ρ
(v) = argmin
x
(
λ|x|+ ρ
2
(x− v)2
)
. (28)
Once we extend the definition of S to vectors in a entrywise way, we can write the update for wn
compactly as:
wk+1n = S γ
ρ(1+|Ωn|)
 1
ρ(1 + |Ωn|)
(
ykn + ρx
k+1
n +
∑
g(m,i)=n
(
zkm,i + v
k+1
m,i
)) . (29)
3) Online Algorithm with Varying T : So far, the derived ADMM algorithm is only suitable for one
particular time shot T . Since it takes iterations for ADMM to converge to the optimal point, for each
time T , we ought to run multiple rounds of ADMM iterations k = 1, ...,K for some sufficiently large
K. After the ADMM has converged for this particular time T , we update the data related quantities
(Rn(T ) and pn(T )) and move to the next time slot. However, since the underlying weight vectors are
varying across time (i.e., the underlying linear system is non-stationary), it is meaningless to estimate the
weight vectors very accurately for every time slot. Thus, in the following, we choose K = 1, i.e., only
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one iteration of ADMM update is executed in each time slot. This is inspired by many existing adaptive
algorithms such as the LMS algorithm, where only one step of gradient descent is performed at each
time slot [1]. As such, we replace k with T − 1 in the previously derived updates (22), (23), (29) and
get updates that are suitable for varying time T :
xn(T ) = Fn(T ) (2pn(T )− yn(T − 1) + ρwn(T − 1))
+
2β
2β + ρ
Fn(T )
|Ωn|∑
i=1
(−zn,i(T − 1) + ρwg(n,i)(T − 1)) , (30)
vn,i(T ) =
2β
2β + ρ
Fn(T ) (2pn(T )− yn(T − 1) + ρwn(T − 1))
+
1
2β + ρ
(−zn,i(T − 1) + ρwg(n,i)(T − 1))
+
(
2β
2β + ρ
)2
Fn(T )
|Ωn|∑
j=1
(−zn,j(T − 1) + ρwg(n,j)(T − 1)) , (31)
wn(T ) = S γ
ρ(1+|Ωn|)
 1
ρ(1 + |Ωn|)
(
yn(T − 1) + ρxn(T ) +
∑
g(m,i)=n
(zm,i(T − 1) + vm,i(T ))
) .
(32)
Moreover, the updates (12) and (13) for dual variables can be rewritten as:
yn(T ) = yn(T − 1) + ρ (xn(T )−wn(T )) , (33)
zn,i(T ) = zn,i(T − 1) + ρ
(
vn,i(T )−wg(n,i)(T )
)
. (34)
The correlation matrices and cross-correlation vectors can be updated as follows:
Rn(T + 1) = λRn(T ) + un(T + 1)un(T + 1)
T, (35)
pn(T + 1) = λpn(T ) + dn(T + 1)un(T + 1). (36)
And Fn(T ) is computed according to (21).
Remark 1. The computation of Fn(T ) in (21) necessitates inversion of an M ×M matrix, which incurs
a computational complexity of O(M3) unless special structure is present. For the special case of λ = 1
(which is suitable for time-invariant weight vectors), this burden can be alleviated as follows. According
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to (21), (35) and the condition that λ = 1, we have:
Fn(T ) =
[
2
(
Rn(T − 1) + un(T )un(T )T
)
+
(
ρ+
2βρ|Ωn|
2β + ρ
)
I
]−1
(37)
=
[
F−1n (T − 1) + 2un(T )un(T )T
]−1
(38)
= Fn(T − 1)− Fn(T − 1)un(T )un(T )
TFn(T − 1)
1
2 + un(T )
TFn(T − 1)un(T )
. (39)
However, in the general case where λ < 1, the matrix inversion incurred by the computation of Fn(T )
is inevitable, which is the most computationally intensive part of the proposed ADMM algorithm.
4) Simplification of the ADMM Updates: So far, the ADMM updates involve primal variables {vn,i}
and dual variables {z}n,i. For each node n, {vn,i} and {z}n,i include 2|Ωn| M -dimensional vectors,
which is costly to sustain in terms of communication and storage overhead, especially when the numbers
of neighbors (degrees) are large. This motivates us to simplify the ADMM updates (30)-(36) so that the
number of vectors at each node is independent of its degree. To this end, we first define the following
auxiliary variables:
zn(T ) =
|Ωn|∑
i=1
zn,i(T ), (40)
zn(T ) =
∑
g(m,i)=n
zm,i(T ), (41)
vn(T ) =
|Ωn|∑
i=1
vn,i(T ), (42)
vn(T ) =
∑
g(m,i)=n
vm,i(T ), (43)
wn(T ) =
∑
m∈Ωn
wm(T ), (44)
ηn(T ) = Fn(T )(2pn(T )− yn(T − 1) + ρwn(T − 1)), (45)
θn(T ) = Fn(T )(−zn(T − 1) + ρwn(T − 1)), (46)
ηn(T ) =
∑
m∈Ωn
ηm(T ), (47)
θn(T ) =
∑
m∈Ωn
θm(T ). (48)
Thus, the update for x in (30) can be rewritten as:
xn(T ) = ηn(T ) +
2β
2β + ρ
θn(T ). (49)
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Using (31) yields the update for vn(T ) and vn(T ):
vn(T ) =
2β|Ωn|
2β + ρ
ηn(T ) +
(
2β
2β + ρ
)2
|Ωn|θn(T ) + 1
2β + ρ
(−zn(T − 1) + ρwn(T − 1)). (50)
vn(T ) =
2β
2β + ρ
ηn(T ) +
(
2β
2β + ρ
)2
θn(T ) +
1
2β + ρ
(−zn(T − 1) + ρ|Ωn|wn(T − 1)). (51)
The update for wn(T ) can be rewritten as:
wn(T ) = S γ
ρ(1+|Ωn|)
(
1
ρ(1 + |Ωn|) (yn(T − 1) + ρxn(T ) + zn(T − 1) + ρvn(T ))
)
. (52)
Similarly, from (34), we can spell out the updates for zn(T ) and zn(T ):
zn(T ) = zn(T − 1) + ρ(vn(T )−wn(T )), (53)
zn(T ) = zn(T − 1) + ρ(vn(T )− |Ωn|wn(T )). (54)
Now, we are ready to formally present the proposed decentralized online ADMM algorithm for
solving (2), which is summarized in Algorithm 1. Notice that the algorithm is completely dis-
tributed: each node only needs to communicate with its neighbors. It is also online (real-time):
each node only needs to store and update one M × M matrix Rn(T ) and six M dimensional
vectors pn(T ),wn(T ),wn(T ),yn(T ), zn(T ), zn(T ). All other involved quantities in Algorithm 1 are
intermediate and can be derived from these stored matrices and vectors.
C. Convergence of the Algorithm 1
In this subsection, we briefly discuss about the convergence of Algorithm 1 and show that the gap
between its output, wn(T ), and the optimal point of problem (2), which we denote as w
∗
n(T ), converges
to zero. We make the following assumptions.
Assumption 1. The true weight vector w˜n is time-invariant, i.e., the linear regression data model is
dn(t) = un(t)
Tw˜n + en(t).
Assumption 2. For each node n, the input process {un(t)}t=1,2,... is independent across time with
time-invariant correlation matrix Rn = E
[
un(t)un(t)
T
]
.
Assumption 3. For each node n, the noise process {en(t)}t=1,2,... has zero mean, i.e., E[en(t)] = 0 and
is independent across time and independent from the input process {un(t)}.
Note that all of these assumptions are standard when analyzing the performance of adaptive algorithms
in the literature [1]. From the definition ofRn(T ) and pn(T ), we know that they are weighted sum of i.i.d.
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Algorithm 1 The proposed decentralized online ADMM algorithm
Inputs:
Measurement data stream at each node {un(t), dn(t)}, n = 1, 2, ..., N , t = 1, 2, ...
Outputs:
Estimates of the unknown weight vectors at each node {wn(T )}, T = 1, 2, ...
1: Initialize Rn(0) = 0M×M and pn(0) = wn(0) = wn(0) = yn(0) = zn(0) = zn(0) = 0M . T = 0.
2: Repeat:
3: T ← T + 1.
4: Each node n updates its correlation matrix and cross-correlation vector once receiving the new data
un(T ), dn(T ):
Rn(T ) = λRn(T − 1) + un(T )un(T )T, (55)
pn(T ) = λpn(T − 1) + dn(t)un(T ). (56)
5: Each node n computes Fn(T ) according to (21).
6: Each node n computes ηn(T ) and θn(T ) according to (45) and (46) and then broadcasts its the
results to its neighbors.
7: Each node n receives ηm(T ) and θm(T ) from its neighbors m ∈ Ωn and forms ηn(T ) and θn(T )
based on (47) and (48).
8: Each node n computes xn(T ),vn(T ),vn(T ) according to (49), (50) and (51), respectively.
9: Each node n computes wn(T ) based on (52) and broadcasts the result to its neighbors.
10: Each node n receives wm(T ) from its neighbors m ∈ Ωn and form wn(T ) according to (44).
11: Each node n updates yn(T ), zn(T ), zn(T ) according to (33), (53) and (54).
terms. According to the strong law of large numbers for weighted sums [10], [25], as n → ∞, Rn(T )
converges to limT→∞ E[Rn(T )] = Rn1−λ . Similarly, pn(T ) converges to limT→∞ E[pn(T )] =
Rnw˜n
1−λ .
When T →∞, the optimization problem at time T , i.e., problem (2), is to minimize (w.r.t. {wn}):
N∑
n=1
T∑
t=1
λT−t
(
wTnun(t)un(t)
Twn − 2dn(t)un(t)Twn
)
+ β
N∑
n=1
∑
m∈Ωn
‖wn −wm‖22 + γ
N∑
n=1
‖wn‖1
≈ 1
1− λ
N∑
n=1
(
wTnRnwn − 2w˜TnRnwn
)
+ β
N∑
n=1
∑
m∈Ωn
‖wn −wm‖22 + γ
N∑
n=1
‖wn‖1. (57)
Note that the R.H.S. of (57) does not depend on T . Note that ADMM is guaranteed to converge to
the optimal point for static convex optimization problem of the form (3) and the R.H.S. of (57) can be
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transformed into the form of (3) as we do in Subsection III-B. So, the output of Algorithm 1, wn(t),
converges to the minimum point of the R.H.S. of (57). Due to (57) and the definition of w∗n(T ), we know
that w∗n(T ) also converges to the minimum point of the R.H.S. of (57). Hence, the difference between
the output of Algorithm 1, i.e., wn(t), and the optimal point of (2), i.e., w
∗
n(T ), converges to zero.
IV. THE DECENTRALIZED ONLINE SUBGRADIENT METHOD
The implementation of the proposed Algorithm 1 necessitates an inversion of an M ×M matrix at
each time and each node, which may not be suitable for nodes with low computational capability. In fact,
a relatively high computational overhead is a general drawback of dual domain methods (e.g., ADMM)
in optimization theory [17]. On the contrary, primal domain methods such as gradient descent method,
though having relatively slow convergence speed, enjoys low computational complexity [26]. As such, in
this section, we present a distributed online subgradient method for problem (2) to trade off convergence
speed and accuracy for low computational complexity.
A. Development of the Decentralized Online Subgradient Method
Recall the optimization problem at time T , i.e., problem (2). Denote the objective function of (2) as
HT (w). We derive the subdifferential (the set of subgradients [27]) of HT at w to be:
∂HT (w) =

2R1(T )w1 − 2p1(T ) + 2β
(
2|Ω1|w1 − 2
∑
m∈Ω1 wm
)
+ γ sgn(w1)
...
2RN (T )wN − 2pN (T ) + 2β
(
2|ΩN |wN − 2
∑
m∈ΩN wm
)
+ γ sgn(wN )
 , (58)
where the sign (set) function is defined as:
sgn(x) =

1, if x > 0,
−1, if x < 0,
[−1, 1], if x = 0.
(59)
The extension of the sgn function to vectors is entrywise. The subgradient method is to simply use the
iteration w(T ) = w(T − 1)−αg, where g ∈ HT (w(T − 1)) is any subgradient of HT at w(T − 1) and
α > 0 is the step size [27]. This naturally leads to the following decentralized online update:
wn(T ) = wn(T − 1)− α
[
2Rn(T )wn(T − 1)− 2pn(T ) + 4β
∑
m∈Ωn
(wn(T − 1)−wm(T − 1))
+ γ sgn(wn(T − 1))
]
, (60)
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where sgn(0) is any number within the interval [−1, 1]1. By introducing an auxiliary variable wn(T ), we
propose the decentralized online subgradient method for (2) in Algorithm 2. We observe that Algorithm
2 is completely decentralized as every node only communicates with its neighbors. It is also online since
each node only needs to store and update one M ×M matrix and three M dimensional vectors. More
importantly, Algorithm 2 is free of any matrix inversion, which is a major burden of Algorithm 1.
Algorithm 2 The proposed decentralized online subgradient algorithm
Inputs:
Measurement data stream at each node {un(t), dn(t)}, n = 1, 2, ..., N , t = 1, 2, ...
Outputs:
Estimates of the unknown weight vectors at each node {wn(T )}, T = 1, 2, ...
1: Initialize Rn(0) = 0M×M , pn(0) = wn(0) = wn(0) = 0M , T = 0.
2: Repeat:
3: T ← T + 1.
4: Each node n updates its correlation matrix and cross-correlation vector once receiving the new data
un(T ), dn(T ):
Rn(T ) = λRn(T − 1) + un(T )un(T )T, (61)
pn(T ) = λpn(T − 1) + dn(t)un(T ). (62)
5: Each node n updates wn(T ):
wn(T ) = wn(T − 1)− α
[
2Rn(T )wn(T − 1)− 2pn(T ) + 4β(|Ωn|wn(T − 1)−wn(T − 1))
+ γ sgn(wn(T − 1))
]
. (63)
6: Each node n broadcasts its wn(T ) to its neighbors.
7: Each node n receives wm(T ) from its neighbors m ∈ Ωn and form wn(T ) as follows:
wn(T ) =
∑
m∈Ωn
wm(T ). (64)
1There is a standard abuse of notation for the sgn function: in (58) and (59), sgn(0) is defined to be the interval [−1, 1]
while in (60), sgn(0) is defined to be any arbitrary number within [−1, 1]. In the following, the latter definition will be used.
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B. Convergence Analysis of Algorithm 2
In this subsection, we analyze the convergence behavior of Algorithm 2. We still make the same
assumptions as in the analysis of the proposed ADMM algorithm in Subsection III-C, i.e., Assumptions
1-3. As explained in Subsection III-C, for large T , we can approximate Rn(T ) by
Rn
1−λ and pn(T ) by
Rnw˜n
1−λ . Define the error vector of node n at time T to be:
fn(T ) = wn(T )− w˜n. (65)
Thus, substituting (65) into the definition of wn(T − 1) yields:
wn(T − 1) =
∑
m∈Ωn
(w˜m + fm(T − 1)) . (66)
Hence, using (63), (65) and the approximation of Rn(T ),pn(T ), we can derive a recursive equation for
the error vector:
fn(T ) = wn(T − 1)− w˜n − α
[
2Rn(T ) (w˜n + fn(T − 1))− 2pn(T )
+ 4β
(
|Ωn| (w˜n + fn(T − 1))−
∑
m∈Ωn
(w˜m + fm(T − 1))
)
+ γ sgn(wn(T − 1))
]
(67)
≈ fn(T − 1)− α
[
2Rn
1− λ(w˜n + fn(T − 1))−
2Rnw˜n
1− λ
+ 4β
(
|Ωn|w˜n −
∑
m∈Ωn
w˜m + |Ωn|fn(T − 1)−
∑
m∈Ωn
fm(T − 1)
)
+ γ sgn(wn(T − 1))
]
(68)
=
(
I− 2αRn
1− λ
)
fn(T − 1)− 4αβ
(
|Ωn|fn(T − 1)−
∑
m∈Ωn
fm(T − 1)
)
− 4αβ
(
|Ωn|w˜n −
∑
m∈Ωn
w˜m
)
− αγ sgn(wn(T − 1)). (69)
Taking expectations yields:
E[fn(T )] =
[
(1− 4αβ|Ωn|)I − 2αRn
1− λ
]
E[fn(T − 1)] + 4αβ
∑
m∈Ωn
E[fm(T − 1)] + rn(T ), (70)
where rn(T ) is defined as:
rn(T ) = −4αβ
(
|Ωn|w˜n −
∑
m∈Ωn
w˜m
)
− αγE[sgn(wn(T − 1))]. (71)
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Denote the adjacency matrix of the network as A ∈ RM×M , i.e., A(i, j) = 1 if i, j are connected with
an edge; otherwise A(i, j) = 0. Define C = A⊗ IM×M ∈ RMN×MN to be the block adjacency matrix,
where ⊗ means Kronecker product. Define the matrix B ∈ RMN×MN as follows:
B =

(1− 4αβ|Ω1|)I− 2αR11−λ
(1− 4αβ|Ω2|)I − 2αR21−λ 0
. . .
0 (1− 4αβ|ΩN |)I − 2αRN1−λ
 (72)
Furthermore, stack fn(T ) and rn(T ) into long vectors respectively:
f(T ) =

f1(T )
...
fN (T )
 ∈ RNM , r(T ) =

r1(T )
...
rN (T )
 ∈ RNM . (73)
Hence, (70) can be written in a more compact form:
E[f(T )] = (B+ 4αβC)E[f(T − 1)] + r(T ). (74)
Define Φ = 1
α
(I−B). Since Φ−4βC is symmetric, we can perform eigendecomposition for it, i.e., Φ−
4βC = QΛQT for some orthogonal matrix Q ∈ RMN×MN and diagonal matrix Λ = diag(δ1, ..., δMN ),
where δi’s are the eigenvalues of Φ− 4βC. Therefore, B+4αβC = I−α(Φ− 4βC) = QΣQT, where
we define Σ = diag(1− αδ1, ..., 1 − αδMN ). Hence, (74) can be rewritten as:
QTE[f(T )] = ΣQTE[f(T − 1)] +QTr(T ), (75)
or
ǫ(T ) = Σǫ(T − 1) + r˜(T ), (76)
where we define ǫ(T ) = QTE[f(T )] and r˜(T ) = QTr(T ). We first want to bound r˜(T ). To this end,
from (71) we derive:
‖rn(T )‖2 ≤ αE
[
4β|Ωn|‖w˜n‖2 + 4β
∑
m∈Ωn
‖w˜m‖2 + γ‖ sgn(wn(T − 1))‖2
]
(77)
≤ α
(
8β max
n=1,...,N
|Ωn| max
n=1,...,N
‖w˜n‖2 + γ
√
M
)
. (78)
Therefore,
‖r˜(T )‖22 = ‖QTr(T )‖22 = ‖r(T )‖22 =
N∑
n=1
‖rn(T )‖22 ≤ Nα2
(
8β max
n=1,...,N
|Ωn| max
n=1,...,N
‖w˜n‖2 + γ
√
M
)2
.
(79)
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Moreover, recursive applications of (76) yields:
ǫ(T ) = ΣTǫ(0) +
T−1∑
t=0
Σtr˜(T − t), (80)
where the superscript T of Σ means power instead of transposition. So,
‖ǫ(T )‖2 ≤ ‖Σ‖T2 ‖ǫ(0)‖2 +
T−1∑
t=0
‖Σ‖t2‖r˜(T − t)‖2, (81)
where ‖Σ‖2 means the spectral norm of Σ, i.e., the maximum singular value of Σ. Since Σ is a diagonal
matrix, it is easy to calculate its spectral norm as ‖Σ‖2 = maxi=1,...,NM |1 − αδi|. Now, we make two
additional assumptions in the following.
Assumption 4. 21−λ minn λmin(Rn)− 4β(maxn |Ωn| −minn |Ωn|) > 0.
Assumption 5. α < 2maxi=1,...,NM δi .
We note the following Weyl’s theorem [28].
Lemma 3. (Weyl) Given two symmetric matrices A,B ∈ Rn×n. Arrange the eigenvalues in increasing
order, i.e., λ1(X) ≤ ... ≤ λn(X) for X ∈ {A,B,A +B}. Then for any k ∈ {1, ..., n}, we have:
λk(A) + λ1(B) ≤ λk(A+B) ≤ λk(A) + λn(B). (82)
Making use of Weyl’s theorem, we obtain:
λmin(Φ− 4βC) ≥ λmin(Φ) + λmin(−4βC) = λmin(Φ)− 4βλmax(C). (83)
Recall that Φ = diag(4β|Ω1|I + 2R11−λ , ..., 4β|ΩN |I + 2RN1−λ ). We have λmin(Φ) =
minn
{
4β|Ωn|+ 21−λλmin(Rn)
}
. Further noting that C = A ⊗ I and defining ‖A‖1 =
max1≤j≤N
∑N
i=1 |Aij | to be the maximum-column-sum norm of matrix A, we have
λmax(C) = λmax(A) ≤ |λmax(A)| ≤ ρ(A) ≤ ‖A‖1 = max
n
|Ωn|, (84)
where ρ(A) = maxi=1,...,N |λi(A)| is the spectral radius of A. So, continuing from (83) we have:
λmin(Φ − 4βC) ≥ min
n
{
4β|Ωn|+ 2
1− λλmin(Rn)
}
(85)
≥ 2
1− λ minn λmin(Rn)− 4β(maxn |Ωn| −minn |Ωn|) (86)
> 0, (87)
where the last step follows from Assumption 4. Since δi’s are eigenvalues of Φ − 4βC, we thus have
δi > 0, i = 1, ...,MN . This together with Assumption 5 implies that maxi=1,...,NM |1 − αδi| < 1, i.e.,
February 22, 2017 DRAFT
19
‖Σ‖2 < 1. Hence, as T → ∞, the first time of the R.H.S. of (81) converges to zero. Furthermore,
since (79) holds for any T , the second term of the R.H.S. of (81) is always bounded above by
√
Nα
1−‖Σ‖2
(
8βmaxn=1,...,N |Ωn|maxn=1,...,N ‖w˜n‖2 + γ
√
M
)
. So, in all, from (81) and the fact that
‖E[f(T )]‖2 = ‖QTE[f(T )]‖2 = ‖ǫ(T )‖2, we have:
lim sup
T→∞
‖E[f(T )]‖2 ≤
√
Nα
1− ‖Σ‖2
(
8β max
n=1,...,N
|Ωn| max
n=1,...,N
‖w˜n‖2 + γ
√
M
)
. (88)
To summarize, we have proved the following theorem.
Theorem 1. For Algorithm 2, under Assumptions 1-5, we have:
lim sup
T→∞
‖E[f(T )]‖2 ≤
√
Nα
1− ‖Σ‖2
(
8β max
n=1,...,N
|Ωn| max
n=1,...,N
‖w˜n‖2 + γ
√
M
)
, (89)
where ‖Σ‖2 < 1 is a constant related to the network structure and the error vector f(T ) is defined as:
f(T ) =

w1(T )− w˜1
...
wN (T )− w˜N
 (90)
Two remarks regarding the result and assumptions of the theorem are in order, respectively.
Remark 2. From the R.H.S. of (90), it seems that the smaller the values of β, γ, the better the performance
of Algorithm 2. However, this is not true. The reason is that the R.H.S. of (90) is only an upper bound
on the error and when deriving this upper bound, the regularization terms are treated as biases and we
want to bound their influences (similar remarks can be made to the analysis of most regularized adaptive
algorithms, e.g., [10], [11]). However, in practice, as we have argued, the facts that (i) neighbors have
similar weights; and (2) weights are sparse; are important prior knowledge, which can enhance the
performance of the algorithm. To embody this prior knowledge, we need to assign appropriate positive
values to β and γ. Another way to decrease the R.H.S. of (90) is to decrease α. However, this comes
with a cost: smaller α leads to slower convergence speed. So, in practice, a positive value for α cannot
be too small.
Remark 3. Assumptions 1-3 are standard hypotheses to analyze the convergence behaviors of adaptive
algorithms. Algorithm 5, i.e., small enough step size α, is also common in gradient-descent-type
algorithms such as LMS and subgradient method. The only nonconventional assumption is Assumption
4. In particular, Assumption 4 holds when λ is sufficiently close to 1, which is the case (e.g.,
λ = 0.995, 0.999) for most applications of RLS [1], [10], [11]. This is not surprising because in most
applications the weight vectors vary fairly slowly (if the weight vectors change too drastically across
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Fig. 1: The network topology.
time, then virtually no adaptive algorithms can track them well as the past data become useless and
mere one shot data at current time are not enough for estimating the high dimensional weight vectors)
and thus λ is chosen very close to 1. Another interesting observation is that for networks with uniform
degree, i.e., maxn |Ωn| = minn |Ωn|, Assumption 4 is always satisfied.
V. NUMERICAL EVALUATION
In this section, numerical simulations are conducted to verify the effectiveness of the proposed
decentralized online ADMM algorithm (or ADMM algorithm in short), Algorithm 1, and the proposed
decentralized online subgradient method (or subgradient method in short), Algorithm 2. The performance
of the global offline optimization of problem (2) (global optimizor henceforth) is shown as a benchmark.
For the sake of comparison, the performance of the distributed single task sparse RLS algorithm in [11]
(DSPARLS henceforth) is also presented to highlight the impact of multitask.
We consider a network with N = 20 nodes and 40 random edges so that the average node degree is
4. The network topology is illustrated in Fig. 1. The dimension of the input data is M = 20. Each entry
of the input data sequence {un(t)} is generated according to the uniform distribution over the interval
[0, 1] independently. The noise sequence {en(t)} is generated according to the uniform distribution on
[0, N0] independently, where N0 is a constant controlling the noisy level of the observations. To achieve
sparsity, we let 18 entries (whose positions are randomly selected) of the true weight vectors w˜n(t) be
zero. The two remaining entries w˜
part
n (0) ∈ R2 of the initial weight vectors are generated in a way that
enforces similarity between neighbors. Specifically, we first generate N i.i.d. two dimensional random
vectors {φn}n=1,...,N uniformly distributed on [0, 1]2. Then, we solve the following optimization problem
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(a) Learning curve of Scenario 1
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(b) Learning curve of Scenario 2
Fig. 2: Learning curves of Scenario 1 and Scenario 2.
to obtain w˜
part
n (0):
{w˜partn (0)}n=1,...,N = arg min
wn∈R2,n=1,...,N
N∑
n=1
‖wn − φn‖22 +
1
2
N∑
n=1
∑
m∈Ωn
‖wn −wm‖22, (91)
which promotes similarity between neighbors and can be easily solved as the objective function is a
convex quadratic function. To capture the slowly time-variant trait of the weight vectors, the increment
from w˜n(t) to w˜n(t+1), i.e., w˜n(t+1)−w˜n(t) is generated by uniform distribution on [−0.5N1, 0.5N1]
independently across time and nodes, where N1 is a constant controlling the varying rate of the weight
vectors.
Now, we choose the regularization parameters and forgetting factor as β = γ = 1, γ = 0.995. We
consider two scenarios in terms of the noise level N1 and the varying rate of weight vectors N2. In
Scenario 1, N1 = 0.1, N2 = 0.02 while in Scenario 2, N1 = 0.3, N2 = 0.05. The latter scenario has
noisier observations and weight vectors which vary faster. Thus, the weight vectors of Scenario 2 are more
difficult to track than those of Scenario 1. For the proposed ADMM algorithm, the proposed subgradient
method, the DSPARLS algorithm in [11] and the global optimizor, we plot the relative errors (defined
to be ‖w(t) − w˜(t)‖2/‖w˜(t)‖2, where w(t) and w˜(t) are concatenations of wn(t) and w˜n(t) of all
nodes, respectively) as functions of time indices, i.e., the learning curves, under Scenario 1 (Fig. 2-(a))
and Scenario 2 (Fig. 2-(b)), respectively. Each learning curve is the average of 300 independent trials.
Several interesting observations can be made from Fig. 2. First, the relative errors of both the proposed
ADMM algorithm and the proposed subgradient method can converge to that of the global optimizor, i.e.,
the performance benchmark, as the observation data accumulate. On the contrary, the relative error of
DSPARLS does not converge to that of the global optimizor. This highlights the effectiveness of the two
proposed algorithms when tracking multitask weight vectors, which cannot be tracked well by existing
method (DSPARLS in this case) for the single task situation. Second, comparisons between the learning
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(a) Relative errors of each node at time 200 in Scenario 1
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(b) Relative errors of each node at time 500 in Scenario 1
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(c) Relative errors of each node at time 200 in Scenario 2
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(d) Relative errors of each node at time 500 in Scenario 2
Fig. 3: Relative tracking errors of each node.
curves of the proposed two algorithms indicate that the proposed ADMM algorithm needs much fewer
observations, or equivalently much less time (about 100 time units), to track the weight vectors accurately
than the proposed subgradient method does (about 600 time units). This is not surprising as dual domain
methods generally converge faster than primal domain methods in the literature of optimization theory
[17], [29]. However, the advantage of the proposed ADMM algorithm in convergence speed comes at
the cost of higher computational overhead per time unit than the proposed subgradient method. This
accuracy-complexity tradeoff makes the proposed two algorithms appropriate for different applications
depending on the computational capability of devices and needed tracking accuracy. Third, as one expects,
Scenario 1 has better tracking performance than Scenario 2: the ultimate relative error of the proposed
algorithms in Scenario 1 is about 0.067 while that of Scenario 2 is about 0.17. So, higher noise level
and faster varying speed of the weight vectors do result in lower tracking accuracy.
Next, we investigate the tracking performance of each individual node. To this end, in Fig. 3, we
show the relative tracking errors of each node at time 200 and 500 under Scenario 1 and Scenario 2.
Several remarks are in order. First, we note that in all four cases of Fig. 3, the red curve (the proposed
ADMM algorithm) and the blue curve (the global optimizor) coincide precisely for every node. This
further confirms the previous observation from Fig. 2 that the performance of the proposed ADMM
can converge to that of the global optimizor quickly. Second, the proposed subgradient method, though
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performs poorly at time 200, has relative errors close to those of the global optimizor at time 500.
This suggests that the proposed subgradient method eventually has performance close to the benchmark
(the global optimizor). But this good performance necessitates longer time (or equivalently more data)
compared to the proposed ADMM algorithm. Third, the performance of the single task learning algorithm
DSPARLS never converge to that of the global optimizor. In particular, from Fig. 3-(b)(d), the performance
of DSPARLS is worst at node 5 and node 17. Recall the network topology in Fig. 1 and we see that
these two nodes are loosely connected to other nodes, i.e., their degree is low. Thus, the weight vectors
at these two nodes can potentially deviate far from the weight vectors at the rest of the nodes and thus
violate the single task assumption of DSPARLS the most among all nodes. This partially explains the
poor performance of DSPARLS at nodes 5 and 17.
Previous experiments indicate that the proposed ADMM algorithm possesses faster and more accurate
tracking performance than the proposed subgradient method. Next, we conduct a more thorough
performance comparison between the proposed two algorithms for different regularization parameters
β, γ and different forgetting factors λ. We note that the global optimizor usually converges well before
time 1000 and we denote the steady relative error of the global optimizor at time 1000 as eˇ. We say a
simulation trial of an algorithm (either the proposed ADMM algorithm or the proposed subgradient
method) is successful if, before time 1000, there exists a time window (i.e., interval) of length 20
over which the average relative error of the algorithm is lower than 1.1eˇ. The basic parameter setup
is γ = β = 1, λ = 0.995. In each of the subfigures in Fig. 4-(a)(c)(e), we vary one parameter while
keep the remaining two parameters the same as the basic setup. For each parameter setup, we conduct
100 independent trials and plot the number of successful trials in Fig. 4-(a)(c)(e). We observe that (i) the
proposed ADMM algorithm is always successful, i.e., it can always converge to the steady performance
of the global optimizor; (ii) the proposed subgradient method is successful in most trials as long as the
forgetting factor λ is sufficiently close to 1, which is the case in most applications (e.g., λ = 0.995) as
the weight vectors are varying very slowly and a large λ is needed for tracking them. Note that the large
λ is reminiscent of the Assumption 4 in the performance analysis of the proposed subgradient method.
See Remark 3 for a justification of large λ. Moreover, we investigate the average time needed to reach
success (defined to be the middle point of the first time window over which the average relative error
is less than 1.1eˇ) among successful trials. The results are shown in Fig. 4-(b)(d)(f). We remark that the
proposed ADMM mostly needs no more than 150 time units to be successful, i.e., be close to the steady
performance of the global optimizor, while it takes the proposed subgradient method a much longer time
(around 600 time units) to be successful. This further confirms our previous assertion that the proposed
ADMM algorithm possesses faster tracking performance than the proposed subgradient method.
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trials for different β
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trials for different γ
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Fig. 4: Number of successful trials and the average time needed to reach success among successful trials.
VI. CONCLUSION
In this paper, we study the decentralized sparse multitask RLS problem. We first propose a decentralized
online ADMM algorithm for the formulated RLS problem. We simplify the algorithm so that each iteration
of the ADMM algorithm consists of simple closed form computations and each node only needs to store
and update one M × M matrix and six M dimensional vectors. We show that the gap between the
iterations of the proposed ADMM algorithm and the optimal points of the formulated RLS problem will
converge to zero. Moreover, to further reduce the computational complexity, we propose a decentralized
online subgradient method. We show that the iterations of the proposed subgradient method will track
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the true weight vectors with errors upper bounded by some constant related to the network topology
and algorithm parameters. Compared with the ADMM algorithm, the subgradient method enjoys lower
computational complexity at the expense of slower convergence speed. The proposed algorithms are
corroborated by numerical experiments, which highlight the effectiveness of the proposed algorithms and
the accuracy-complexity tradeoff between the proposed two algorithms.
REFERENCES
[1] S. Haykin, Adaptive Filter Theory (3rd Ed.). Upper Saddle River, NJ, USA: Prentice-Hall, Inc., 1996.
[2] A. H. Sayed, “Adaptive networks,” Proceedings of the IEEE, vol. 102, no. 4, pp. 460–497, 2014.
[3] C. Jiang, Y. Chen, and K. J. R. Liu, “Distributed adaptive networks: A graphical evolutionary game-theoretic view,” IEEE
Transactions on Signal Processing, vol. 61, no. 22, pp. 5675–5688, 2013.
[4] M. F. Duarte, M. A. Davenport, D. Takhar, J. N. Laska, T. Sun, K. E. Kelly, R. G. Baraniuk, et al., “Single-pixel imaging
via compressive sampling,” IEEE Signal Processing Magazine, vol. 25, no. 2, p. 83, 2008.
[5] A. Griffin, T. Hirvonen, C. Tzagkarakis, A. Mouchtaris, and P. Tsakalides, “Single-channel and multi-channel sinusoidal
audio coding using compressed sensing,” IEEE Transactions on Audio, Speech, and Language Processing, vol. 19, no. 5,
pp. 1382–1395, 2011.
[6] D. L. Donoho, “Compressed sensing,” IEEE Transactions on information theory, vol. 52, no. 4, pp. 1289–1306, 2006.
[7] E. J. Cande`s, J. Romberg, and T. Tao, “Robust uncertainty principles: Exact signal reconstruction from highly incomplete
frequency information,” IEEE Transactions on information theory, vol. 52, no. 2, pp. 489–509, 2006.
[8] G. Su, J. Jin, Y. Gu, and J. Wang, “Performance analysis of l 0 norm constraint least mean square algorithm,” IEEE
Transactions on Signal Processing, vol. 60, no. 5, pp. 2223–2235, 2012.
[9] J. Jin, Y. Gu, and S. Mei, “A stochastic gradient approach on compressive sensing signal reconstruction based on adaptive
filtering framework,” IEEE Journal of Selected Topics in Signal Processing, vol. 4, no. 2, pp. 409–420, 2010.
[10] B. Babadi, N. Kalouptsidis, and V. Tarokh, “Sparls: The sparse rls algorithm,” IEEE Transactions on Signal Processing,
vol. 58, no. 8, pp. 4013–4025, 2010.
[11] Z. Liu, Y. Liu, and C. Li, “Distributed sparse recursive least-squares over networks,” IEEE Transactions on Signal
Processing, vol. 62, no. 6, pp. 1386–1395, 2014.
[12] J. Chen, C. Richard, and A. H. Sayed, “Multitask diffusion adaptation over networks,” IEEE Transactions on Signal
Processing, vol. 62, no. 16, pp. 4129–4144, 2014.
[13] R. Nassif, C. Richard, A. Ferrari, and A. H. Sayed, “Multitask diffusion adaptation over asynchronous networks,” IEEE
Transactions on Signal Processing, vol. 64, no. 11, pp. 2835–2850, 2014.
[14] S. Monajemi, K. Eftaxias, S. Sanei, and S.-H. Ong, “An informed multitask diffusion adaptation approach to study tremor
in parkinson’s disease,” IEEE Journal of Selected Topics in Signal Processing, vol. 10, no. 7, pp. 1306–1314, 2016.
[15] R. Nassif, C. Richard, A. Ferrari, and A. H. Sayed, “Proximal multitask learning over networks with sparsity-inducing
coregularization,” IEEE Transactions on Signal Processing, vol. 64, no. 23, pp. 6329–6344, 2016.
[16] W. Shi, Q. Ling, K. Yuan, G. Wu, and W. Yin, “On the linear convergence of the admm in decentralized consensus
optimization,” IEEE Transactions on Signal Processing, vol. 62, no. 7, pp. 1750–1761, 2014.
[17] Q. Ling, W. Shi, G. Wu, and A. Ribeiro, “Dlm: Decentralized linearized alternating direction method of multipliers,” IEEE
Transactions on Signal Processing, vol. 63, no. 15, pp. 4051–4064, 2015.
February 22, 2017 DRAFT
26
[18] W. Shi, Q. Ling, G. Wu, and W. Yin, “Extra: An exact first-order algorithm for decentralized consensus optimization,”
SIAM Journal on Optimization, vol. 25, no. 2, pp. 944–966, 2015.
[19] C. Shen, T.-H. Chang, K.-Y. Wang, Z. Qiu, and C.-Y. Chi, “Distributed robust multicell coordinated beamforming with
imperfect csi: An admm approach,” IEEE Transactions on signal processing, vol. 60, no. 6, pp. 2988–3003, 2012.
[20] J. Zhang, S. Nabavi, A. Chakrabortty, and Y. Xin, “Admm optimization strategies for wide-area oscillation monitoring in
power systems under asynchronous communication delays,” IEEE Transactions on Smart Grid, vol. 7, no. 4, pp. 2123–2133,
2016.
[21] T.-H. Chang, “A proximal dual consensus admm method for multi-agent constrained optimization,” IEEE Transactions on
Signal Processing, vol. 64, no. 14, pp. 3719–3734, 2014.
[22] W. Deng and W. Yin, “On the global and linear convergence of the generalized alternating direction method of multipliers,”
Journal of Scientific Computing, vol. 66, no. 3, pp. 889–916, 2016.
[23] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein, “Distributed optimization and statistical learning via the alternating
direction method of multipliers,” Foundations and Trends R© in Machine Learning, vol. 3, no. 1, pp. 1–122, 2011.
[24] D. P. Bertsekas and J. N. Tsitsiklis, Parallel and distributed computation: numerical methods, vol. 23. Prentice hall
Englewood Cliffs, NJ, 1989.
[25] Y. Chow and T. Lai, “Limiting behavior of weighted sums of independent random variables,” The Annals of Probability,
pp. 810–824, 1973.
[26] A. Nedic and A. Ozdaglar, “Distributed subgradient methods for multi-agent optimization,” IEEE Transactions on Automatic
Control, vol. 54, no. 1, pp. 48–61, 2009.
[27] S. Boyd and A. Mutapcic, “Subgradient methods,” Lecture notes of EE364b, Stanford University, Winter Quarter, vol. 2007,
2006.
[28] R. A. Horn and C. R. Johnson, Matrix analysis. Cambridge university press, 2012.
[29] A. Mokhtari, W. Shi, Q. Ling, and A. Ribeiro, “Dqm: Decentralized quadratically approximated alternating direction
method of multipliers,” IEEE Transactions on Signal Processing, vol. 64, no. 19, pp. 5158–5173, 2016.
February 22, 2017 DRAFT
