where the coefficients b ∈ R , σ ≥ 0 and the measure ν, which satisfies the integrability condition ∞ 0
(1 ∧ x 2 ) ν(dx) < +∞, are uniquely determined by the distribution of a spectrally negative infinitely divisible random variable, with characteristic exponent ψ. L (α,ψ,γ) is known to be the infinitesimal generator of a 1 α
Introduction
During the last decade, there have been a renewed interest for semi-stable semigroups, something which seems to be attributed to their connections to several fields of mathematics and more generally to many area of sciences. For instance, in probability theory, these semigroups arise in the study of important processes such as self-similar processes, branching processes and also in the investigation of self-similar fragmentation. Moreover, the Feller processes associated to semi-stable semigroups are closely related, via the Lamperti mapping, to the exponential functionals of Lévy processes which appear to be key objects in a variety of settings (random processes in random environment, mathematical finance, astrophysics . . .). We refer to Bertoin and Yor [3] for a recent thorough survey on this topic. Finally, we emphasize that they are also related with the theory of fractional integration which is used intensively in many applied fields, see e.g. the survey paper of Kilbas and Trujilo [17] . In this paper, we provide, in terms of power series, the increasing q-harmonic function, associated to the linear operator L (α,ψ,γ) , given by (0.1), that is the increasing solution of the integro-differential equation, for x, q ≥ 0, L (α,ψ,γ) f (x) = qf (x).
As by-product, we compute the Laplace transform of the first passage times above for spectrally negative semi-stable processes and some related quantities. It is plain that L (α,ψ,γ) is a generalization of the infinitesimal generator associated to the Bessel semigroup (ν ≡ 0). In this specific case, Hartman [11] , relying on analytical arguments, showed, in particular, that the ratio of the increasing solutions (i.e. the 1 modified Bessel functions of the first kind) are Laplace transforms of infinitely divisible distributions, with respect to the parameter q but also with respect to the parameter γ appearing in the convection term above. This result has been also reproved, in an elegant fashion, by Pitman and Yor [24] . In this paper, by using new stochastic devices, we prove that such property for the solutions hold in our more general context. Then, in the case b < 0 with an additional condition, we characterize the decreasing q-harmonic function associated to L (α,ψ,γ) . As a consequence, we get an explicit expression of the Laplace transform of the associated exponential functional. This is a companion result of Bertoin and Yor [2] who characterized the law of such a functional, for b ≥ 0, in terms of its negative entire moments.
The remaining part of the paper is organized as follows. In the next part, we set up the notation and provide some basic results. Then, Section 2 is devoted to the statement of the main results. The proofs are given in Section 3. Finally, in the last section, we illustrate our approach by investigating some known and new examples.
1.1. Notation and preliminaries.
1.1.1. Some important set of probability measures. Let ξ 1 be a spectrally negative infinitely divisible random variable with a finite first moment. It is well known that its characteristic exponent, ψ, admits the following Lévy-Khintchine representation
where the coefficients b ∈ R , σ ≥ 0 and the measureν, image of ν by the mapping x → −x, which satisfies the integrability condition
2 )ν(dx) < +∞, are uniquely determined. It is plain that lim u→∞ ψ(u) = +∞ and by monotone convergence, one gets E[ξ 1 ] = b. Differentiating again, one observes that ψ is strictly convex unless ξ is degenerate, which we exclude. Note that 0 is always a root of the equation ψ(u) = 0. However, in the case b < 0, this equation admits another positive root, which we denote by θ. This yields the so-called Cramér condition
For b ∈ R, we write θ 0 for the largest root. Then, being continuous and increasing on [θ 0 , ∞), ψ has a well-defined inverse function φ : [0, ∞) → [θ 0 , ∞) which is also continuous and increasing. We denote the totality of all functions ψ of the form (1.1) by LK − . Note, from the stability of infinitely divisible distributions under convolution and convolution powers to positive real numbers, that LK − forms a convex cone in the space of real valued functions defined on R + . In the same line, we mention that the Laplace exponent, φ, of an infinitely divisible probability measure with support in R + is characterized by its Lévy-Khintchine formula
with a ≥ 0 and the measure µ satisfies ∞ 0 (1 ∧ r)µ(dr) < ∞. Moreover, a subclass of positive infinitely divisible distributions is the class of s-selfdecomposable distributions which enjoy the following decomposition, for any 0 < c < 1,
where f c is the Laplace transform of a positive probability measure. Finally, we recall that a random variable H is selfdecomposable (or of class L) if it is solution to the random affine equation
= stands for the equality in distribution, 0 < c < 1 and H c is an infinitely divisible random variable independent of H. These infinitely divisible probability measures are of great interest since they are obtained as the weak limit of (normalized) sums of independent random variables. It is well-known that the laws of these random variables are absolutely continuous. Moreover, Wolfe [30] showed that the density ρ of a positive selfdecomposable random variable is unimodal, i.e. there exists a ∈ R + (the mode) such that ρ is increasing on ]0, a[ and decreasing on ]a, ∞[. The characteristic exponent, φ s , of a selfdecomposable distribution concentrated on R + is given by
where k is a positive decreasing function. We refer to the monograph of Sato [28] for an excellent account on these sets of probability measures.
1.1.2. Lévy and Lamperti. Let P x be the law of a spectrally negative Lévy process ξ := (ξ t ) t≥0 , starting at x ∈ R, with (F t ) t≥0 its natural filtration. This law is characterized by the characteristic exponent of ξ 1 , which we assumed to belong to LK − , i.e. being of the form (1.1). We deduce, from the above discussion and the strong law of large numbers, that lim t→+∞ ξ t = sgn(b)∞ a.s. and the process oscillates if b = 0. Next, for any γ ≥ 0, we write P (γ) for the law of the Lévy process with characteristic exponent ψ γ (u) = ψ(u + γ) − ψ(γ). The laws P (γ) and P are connected via the following absolute continuity relationship, also known as Esscher transform,
, the space of real-valued twice differentiable functions with bounded derivatives, we have
We point out that, for γ > 0, [18] showed that there exists a one to one mapping between P (γ)
x and the law Q (γ) e x of a 1 α -semi-stable process X on (0, ∞), i.e. a Feller process which enjoys the following α-self-similarity property, for any c > 0,
More precisely, Lamperti showed that X can be constructed from ξ as follows
where
It is plain that (X, Q) is also spectrally negative, in the sense that it has no positive jumps. Moreover, for b < 0, X has a finite lifetime which is κ 0 = inf{s ≥ 0; X s = 0}. However, under the additional condition 0 < θ < α, where ψ(θ) = 0, Rivero [27] , showed that the minimal process (X, κ 0 ) admits an unique recurrent extension that hits and leaves 0 continuously a.s. and which is a 1 α -semistable process on [0, ∞). With a slight abuse of notation, we denote by Q the law of such a recurrent extension. With such a notation and Theorem 1 in Bertoin and Yor [2] , the family of probability measures (Q x ) x>0 converges in the sense of finite dimensional distribution to a probability measure Q 0 + as x → 0+. Moreover, we recall that the Lamperti mapping reads in terms of infinitesimal generators as follows. Let
, then we recover the expression (0.1), by simply writing
, from the well known relation, see e.g. [6] ,
Observe in particular that, for any β > 0,
We also point out that, in the case b < 0, the infinitesimal generators of the minimal process and its recurrent extension coincide, only their domains differ.
1.1.3. The family of power series. Let ψ ∈ LK − and for γ ≥ 0 and α > 0, set a n (ψ, γ; α)
Then, we introduce the function I α,ψ,γ which admits the series representation
and we simply write I α,ψ (resp. I α,ψ θ ) for I α ψ,0 (resp. I α ψ,θ ). We gather some basic properties of this family of power series which will be useful for the sequel. Proposition 1.1. For any ψ ∈ LK − , γ ∈ C, Re(γ) ≥ 0 and α > 0, I α,ψ,γ is an entire function. Moreover, if θ < α in the case b < 0, I α,ψ,γ is positive and increasing on R + .
The analyticity of I α,ψ,γ follows from the fact that lim u→∞ ψ(u) = +∞. The positivity and the monotonicity is secured by observing that under the condition θ < α in the case b < 0, we have ψ(α) > 0 and we recall that ψ is increasing on [θ 0 , ∞).
Observe that Rivero's condition, 0 < θ < α for b < 0, arises naturally in the previous proposition to ensure that the associated functions are positive and increasing.
Main results
We consider ψ ∈ LK − . Moreover, if b < 0, we assume that 0 < θ < α, recalling that ψ(θ) = 0. Next, for a ∈ R, we introduce the stopping times τ a = inf{s ≥ 0; ξ s = a} and κ a = inf{s ≥ 0; X s = a} with the convention that inf{Ø} = ∞. For any λ ≥ 0, we denote γ = φ(λ), φ : [0, ∞) → [θ 0 , ∞) being the increasing and continuous inverse function of ψ. We write
Consequently, for any q ≥ 0 and 0 ≤ x ≤ a,
and, for λ ≥ 0,
.
Similarly,
Finally, we assume b < 0, then we have
Thus, the points above the starting point are recurrent states for (X, Q). Moreover, for b ≥ 0, we mention that P x [τ a < +∞] = 1 and consequently for x > 0, Q x [κ a < κ 0 ] = 1. Thus, under such a condition, the characteristic functions in (2.3) and in (2.4) can be omitted.
(2) For a Bessel process of index ν > 0, that is when ψ(u) = 1 2 u 2 + νu, and α = 2, Ciesielski and Taylor [8] have shown that
Carmona et al. [7, Theorem 4.8] proved similar results, in terms of the confluent hypergeometric function, for the generalized self-similar saw tooth process. In both cases, this identity is derived from well known recurrence relationships between the corresponding I α,ψ and their derivatives I ′ α,ψ . It would be interesting to study whether Ciesielski-Taylor type identity can be proved in the setting of (2.5). We refer to Section 4.2 where such relation is proved in connection with the Mittag-Leffler function.
In the following, we show that some specific combinations of the functions I α,ψ define some mappings from the convex cone LK − into the convex cone of positive selfdecomposable distributions or into the convex cone of positive infinitely divisible distributions. Theorem 2.3. Let q ≥ 0. Then, the mapping
is the Laplace transform of a positive selfdecomposable distribution. The mappings
are the Laplace transforms of positive infinitely divisible distributions. Moreover, if the first mapping in (2.8) is the Laplace transform of a s-selfdecomposable distribution, then the second one is the Laplace transform of a positive selfdecomposable distribution. Finally, for b ≥ 0, λ ≥ 0, A > a ≥ 0 and recall that γ = φ(λ), the mapping
is the Laplace transform of an infinitely divisible distribution on the positive line.
Remark 2.4.
(1) Since ( a A ) γ is the Laplace transform, in λ, of an infinitely divisible distribution, it is plain that the product of this function with (2.9) gives rise to the Laplace transform of an infinitely divisible random variable which is characterized below in (3.4). Considering such product in the case ψ(u) = 1 2 u 2 + νu, ν ≥ 0, i.e. (X, Q) is a Bessel process of index ν, we recover Hartman's result [11] . For a = 0, this is the so-called Hartman-Watson law [12] , the density of which has been characterized by Yor [31] . In Section 4.1, more detailed computations related to the modified Bessel functions are presented. (2) Moreover, by choosing ν = 0, the mapping on the right hand side of (2.8) 
This has been generalized, in terms of the modified Bessel functions of the first kind, to any ν ≥ 0 by Biane and Yor [4] .
Finally, we characterize the law of the exponential functionals of Lévy processes when they drift to −∞ and the entrance law for their associated semi-stable processes.
Theorem 2.5. Assume b < 0 and 0 < θ < α. Moreover, let us assume that there exists β ∈ [0, 1] such that lim u→∞ ψ(u)/u 1+β = c β . Then, there exists a positive constant C θ such that
which is given by
if θ α is a positive integer,
where E γ stands for the Euler-Mascheroni constant and θ α = θ α . Next, introduce the function
N α,ψ,θ is analytical on the right half plane and decreasing on R + . Moreover, the selfdecomposable random variable Σ ∞ has the following Laplace transform
Finally, the entrance laws of (X, Q (θ) ) and (X, Q) are respectively characterized, for any q, y > 0, by
where u q γ (x, y) is the q-resolvent of (X, Q (γ)
x ) with respect to the Lebesgue measure. = q N n=0 a n (ψ; α)q n x αn .
The series being analytic on the right-half plane, the first assertion (2.1) follows by monotone convergence. Next, from classical result on Feller processes (see e.g. Revuz and Yor [25, Chap. VII]), the process
, t ≥ 0, is a Q x -local martingale. Thus, the stopped process (M t∧κa ) t≥0 is a Q x -martingale. Moreover, we know, from Proposition 1.1, that I α,ψ is increasing on R + . Therefore, by dominated convergence and using the fact that the process has no positive jumps, we get (2.2), that is
The Esscher transform (1.3) combined with the Doob optional stopping theorem yield
Moreover, we recall from the discussion above that for b < 0, the semi-stable process associated to (ξ, P) has a finite lifetime κ 0 . Then, by using the Lamperti mapping (1.5) and applying the chain rule, it follows that the Esscher transform (1.3), reads, for γ, δ ≥ 0 and x > 0,
In particular, if we set γ = θ and δ = 0 in the case b < 0, then (3.1) simplifies to the following Doob's h-transform
Note that the function x −θ is excessive for the semigroup of (X, Q (θ) ). We mention that, for b ≥ 0, where the condition "on {t < κ 0 }" can be omitted, the relationship (3.1) was already established by Carmona et al. [6, Proposition 2.1], under the name of Girsanov power transformation. The proof of (2.3) and (2.4) is then completed by putting pieces together. For the last assertion, we follow a line of reasoning similar to Carmona et al. [7, Theorem 4.8] . Indeed, if there exists a C 1 -function u(x) solution of Lu(x) = qu(x)I {x≤1} , then
But observe that, for b < 0, there exists θ > 0 such that Lx θ = 0 then from (3.2) we deduce that x −θ is excessive for (X, Q (θ) ). We get that the function u has the following form
for some constants a 1 , a 2 . Straightforward computations lead to
The proof is then completed by observing that u(0) = 1, u(∞) = I α,ψ (q) − α θ qI ′ α,ψ (q) and
which follows from the strong Markov property.
Remark 3.1. The condition in (2.5) can be improved. Indeed, let us assume that b > 0, then the dual process of ξ, ξ = −ξ, with Laplace exponent denoted by ψ, drifts to −∞. Thus, there exits a θ > 0 such that ψ( θ) = 0. By duality, we deduce that e − θx is excessive for (ξ, P) or equivalently x − θ is excessive for (X, Q). Therefore, the same argumentations used in the proof above lead to (2.5) by replacing θ by θ in the case b > 0.
Proof of Theorem 2.3.
We start by proving the following two lemmas.
Lemma 3.2. The process (κ a ) a≥0 is under Q 0 + an 1 α -self-similar additive process, i.e. a process with independent increments which enjoy the property (1.4). Its entrance law is characterized by (2.2) (letting x → 0 + ). Moreover, κ 1 is selfdecomposable and there exists a unique, in distribution, (increasing) Lévy process L with E [log(1 + L 1 )] < +∞ and its Laplace exponent, Lφ, is given by
Proof. The first assertions follows from the strong Markov property and the self-similarity of (X, Q). The last statements are straightforward consequences of the property of the law of additive processes and well know characterization of selfdecomposable distributions, see e.g. Sato [28] and also Jeanblanc et al. [15] .
The statements (2.7) and (2.8) follows. The result following is an immediate consequence of the factorization property of selfdecomposable distributions, elaborated recently by Iksanov et al. [14, Theorem 1] .
Before stating the second Lemma, we fix b ≥ 0 and we introduce some notation. Since the function I α,ψ (qx α ) is q-harmonic for the semigroup Q t of X, one can define a new Markov process with law denoted by Q I , such that the following absolute continuity relationship
holds for any t > 0. It is plain that this relationship remains valid on F A T + ∩ {T + < ∞} for any F A∞ -stopping time T . Such kind of Doob's h-transform already appeared in the case of linear diffusions, see e.g. [24] and the references therein. We are now ready to state the following result which characterizes the random variable associated to the Laplace transform mentioned in Remark 2.4[(1)].
Lemma 3.3. For any 0 ≤ x ≤ a and λ ≥ 0, we have
Proof. From the power Girsanov transformation (3.1), we derive
where the last line follows from the Doob's h-transform (3.3). Then, recalling from (2.3), that
we get the result by rearranging the terms.
To complete the proof of Theorem 2.3, we need to show that the Laplace transform (2.3) is infinitely divisible in λ. To this end, we recall that E e x e −qκ e a −λAκ e a = E x e −qΣτ a −λτa .
Then, for any positive integer N , write k = a−x N > 0, and consider the sequence of stopping times (τ i ) 1≤i≤N constructed as follows
Together, the strong Markov property, the stationarity and independency of the increments of the Lévy process ξ entails that the shifted process (ξ t+τi − ξ τi ) t≥0 is distributed as (ξ t ) t≥0 and is independent of (ξ t , t ≤ τ i ). Moreover, since the process (τ a ) a≥0 is a subordinator, we get that, denoting Σ (t1,t2) = t2 t1 e αξs ds,
where the terms in the sum on the right-hand side are mutually independent. With Θ denoting the shift operator, we remark that
The strong Markov property then yields
Next, by observing that the functional A t is invariant by scaling, i.e. A ct = A t , for any c > 0, we deduce, with c = e
Finally, using the Lamperti mapping (1.5) and taking the Laplace transform, we obtain E e x e −qκ e a −λAκ e a
where we have used (3.4) . Since N was arbitrary, the infinitely divisibility property in λ follows. The proof of the Theorem is then completed.
Remark 3.4. It is remarkable that joint law (2.3) of dependent random variables, can be factorized into the law of two independent infinitely divisible random variables.
3.3. Proof of Theorem 2.5. First, note that (x α Σ ∞ , P)
. Thus, it remains to compute the Laplace transform of κ 0 . From the Doob's h-transform (3.2), we deduce
Thus, the strong Markov property yields
and
To derive an expression of the sought quantity, we simply differentiate with respect to a the previous equation, the function involved being smooth, and solve the associated Ricatti equation. We observe that the solution has the following form
for some constants A, C. It is immediate that A = 1 since E 0 [e −qκ0 ] = 1. Then, the self-similarity property yields C = q 1 α c, for some real constant c. Finally, we remark that lim x→∞ E x [e −qκ0 ] = 0, which ensures the existence of a constant C θ > 0 such that
Moreover, observe, from (3.5) , that
Next, we recall the following identities, see [26] ,
Since (ξ, P (θ) ) has a positive mean, the proof of the first part of the Theorem is completed by using Proposition 2.3 in Maulik and Zwart [21] and choosing c = C θ .
It remains to characterize the entrance laws of (X, Q) and (X, Q (θ) ). To this end, let ξ be the dual (with respect to the Lebesgue measure) of ξ, i.e. ξ = −ξ and write X (resp. Q (θ) t ) for its associated semi-stable process (resp. its semigroup) via the Lamperti transformation. The process ( X, Q (θ) ) is in weak duality with (X, Q (θ) ) with respect to the Lebesgue measure. Consequently, we have the identity for x, q, ≥ 0 and y > 0, u q θ (x, y) =û q θ (y, x) where u q θ (x, y) (resp.û q θ (x, y)) stands for the density of the qresolvent of the recurrent extension (X, Q (θ) ) (resp. ( X, Q (θ) )), that is for any bounded positive borelian function
where U q θ is the q-resolvent associated to the semigroup of (X, Q (θ) ). Furthermore, by Nagasawa's theorem, see e.g. [29] , we deduce, from (3.2), the following time-reversal result, for any x > 0,
where L x = sup{s ≥ 0; X s = x} and the following identity
holds for y > 0 and x ≥ 0. As pointed out in [7, Section 4.4] , the 0-resolvent u(0, y) is the constant
. Thus, for x > 0, the weak duality and the strong Markov property leads to
The constant u q (0, 0), see e.g. Theorem V.3.17 in Blumenthal and Getoor [5] , is given by
where the subordinator (ς t ) t≥0 is the right continuous inverse of the continuous and increasing local time process of (X, Q) at 0. In [26, Corollary 1], Rivero showed, by using the self-similarity property of (X, Q), that the law of κ 0 under the normalized excursion n is given by
Furthermore, since Q is diffuse (by self-similarity), ς is a driftless subordinator. Thus, we deduce from (1.2), that
. Therefore, by combining (3.6) and (3.5), we deduce the Laplace transform of the entrance law of (X, Q θ )
which is the reciprocal of the negative of the log laplace exponent of the inverse local time at x of (X, Q θ ). The proof of the Theorem is the completed by recalling the following identity
Some illustrative examples
We end up by investigating some well-known and new examples in more details. 4.1. The modified Bessel functions. We consider a Brownian motion with drift −ν, i.e. ψ(u) = 1 2 u 2 − νu. Setting α = 2, we have θ = 2ν and therefore we assume ν < 1. Its associated semi-stable process is well known to be a Bessel process of index ν. In the sequel, we simply indicate the connections between the power series I α,ψ and the modified Bessel functions since the results of this paper are well known and can be found for instance in Hartman [11] , Pitman and Yor [24] and Yor [32] . We have a n (ψ, −ν; 2)
Thus, we get
where , z ∈ C, stands for the Mittag-Leffler function of parameter α, β > 0. The function E α,0 (z) was defined and studied by Mittag-Leffler [22] . It is a direct generalization of the exponential function. The generalization E α,β (z) was given by Agarwal [1] following the work of Humbert [13] . A detailed account of these functions is available from the monograph of Erdelyi et al. [9] . Next, we recall the following Mellin-Laplace transform of the generalized Mittag-Leffler function, for λ, β ≥ 0 and q → E α,α−1 (q) − αq
