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SYMMETRIC QUIVER HECKE ALGEBRAS
AND
R-MATRICES OF QUANTUM AFFINE ALGEBRAS
SEOK-JIN KANG1, MASAKI KASHIWARA2, MYUNGHO KIM3
Abstract. Let J be a set of pairs consisting of good U ′q(g)-modules and invertible
elements in the base field C(q). The distribution of poles of normalized R-matrices
yields Khovanov-Lauda-Rouquier algebras RJ(β) for each β ∈ Q+. We define a func-
tor Fβ from the category of graded R
J(β)-modules to the category of U ′q(g)-modules.
The functor F =
⊕
β∈Q+ Fβ sends convolution products of finite-dimensional graded
RJ(β)-modules to tensor products of finite-dimensional U ′q(g)-modules. It is exact if
RJ is of finite type A,D,E. If V (̟1) is the fundamental representation of U
′
q(ŝlN ) of
weight ̟1 and J =
{(
V (̟1), q
2i
)
| i ∈ Z
}
, then RJ is the Khovanov-Lauda-Rouquier
algebra of type A∞. The corresponding functor F sends a finite-dimensional graded
RJ -module to a module in CJ , where CJ is the category of finite-dimensional inte-
grable U ′q(ŝlN )-modules M such that every composition factor of M appears as a
composition factor of a tensor product of modules of the form V (̟1)q2s (s ∈ Z).
Focusing on this case, we obtain an abelian rigid graded tensor category TJ by local-
izing the category of finite-dimensional graded RJ -modules. The functor F factors
through TJ . Moreover, the Grothendieck ring of the category CJ is isomorphic to the
Grothendieck ring of TJ at q = 1.
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Introduction
The Khovanov-Lauda-Rouquier algebras (sometimes called the quiver Hecke algebras)
are a family of Z-graded algebras which categorifies the negative half of a quantum
group ([24, 25, 35]). More precisely, if Uq(g) is a quantum group associated with a
symmetrizable Cartan datum, then there exists a family of algebras {R(n)}n∈Z≥0 such
that the Grothendieck group of the direct sum
⊕
n∈Z≥0
R(n)-gproj of the categories of
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finitely generated projective graded R(n)-modules is isomorphic to the integral form
U−
A
(g) of the negative half of Uq(g). Here, the multiplication of the Grothendieck group
is given by the convolution product and the action of q is given by the grading shift
functor. Moreover, the cyclotomic quotient RΛ(n) of R(n) provides a categorification
of the integrable highest weight module V (Λ) of Uq(g) ([16]).
One of the motivations of these categorification theorems originated from the so-
called LLT-Ariki theory. In 1996, Lascoux-Leclerc-Thibon ([29]) conjectured that the
irreducible representations of Hecke algebras of type A are controlled by the upper
global basis ([18, 19]) (or dual canonical basis ([31])) of the basic representation of
the quantum affine algebra Uq(A
(1)
N−1). Soon after, Ariki proved this conjecture by
showing that the cyclotomic quotients of affine Hecke algebras categorify the irreducible
highest weight modules over U(A
(1)
N−1), the universal enveloping algebra of affine Kac-
Moody algebra of type A
(1)
N−1. In [4, 35], Brundan-Kleshchev and Rouquier showed
that the affine Hecke algebra of type A is isomorphic to the Khovanov-Lauda-Rouquier
algebra of type A or of type A∞ up to a specialization and a localization. Thus the
Khovanov-Lauda-Rouquier algebras can be understood as a graded version of the affine
Hecke algebras of type A and Kang-Kashiwara’s cyclotomic categorification theorem
is a generalization of Ariki’s theorem on type A and A∞ to all symmetrizable Cartan
datum.
The purpose of this paper is to show that the Khovanov-Lauda-Rouquier algebra
can be regarded as a generalization of the affine Hecke algebra of type A in another
context: the quantum affine Schur-Weyl duality. In [14], M. Jimbo extended the
classical Schur-Weyl duality to the quantum case: the duality between the category
of finite-dimensional modules over the Hecke algebra Hq(n) and the category of finite-
dimensional modules over the quantum group Uq(glN). In [6, 7, 10], Chari-Pressley,
Cherednik and Ginzburg-Reshetikhin-Vasserot introduced a quantum affine version of
Schur-Weyl duality: they defined a functor between the category of finite-dimensional
modules over the affine Hecke algebra Haffq (n) and the category of finite-dimensional
integrable modules over U ′q(ŝlN).
There are two key ingredients in defining this functor: (1) the R-matrices on the
n-fold tensor product of the fundamental representation V (̟1) which satisfy the Yang-
Baxter equations, (2) a set of elements in Haffq (n), called the intertwiners, which satisfy
the braid relations. Roughly speaking, by assigning intertwiners to R-matrices, we
obtain the quantum affine Schur-Weyl duality functor.
Now it is quite natural to ask whether this functor can be generalized to the case of
quantum affine algebras U ′q(g) of other types or not. Our answer to this question can
be explained in the following way.
Let {Vs}s∈S be a family of good U
′
q(g)-modules and let J be a subset of S × C(q)
×.
An element i ∈ J is denoted by i = (S(i), X(i)). We define a quiver ΓJ as follows:
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1) The set of vertices is taken to be J .
2) For i, j ∈ J , let
RnormVS(i),VS(j) : (VS(i))u⊗(VS(j))v → (VS(j))v⊗(VS(i))u
be the normalized R-matrix. We put d many arrows from i to j where d is the order
of poles of RnormVS(i),VS(j)(v/u) at v/u = X(j)/X(i).
Then the quiver ΓJ defines a Cartan datum (A = (aij)i,j∈J , P,Π, P
∨,Π∨), where A is
determined by (3.1.4). Hence we obtain a Khovanov-Lauda-Rouquier algebra RJ(β)
(β ∈ Q+) with the parameters Qi,j(u, v) = δ(i 6= j)(u− v)
dij (v − u)dji ∈ k[u, v]. Here,
Q+ =
∑
i∈J Z≥0αi denotes the positive root lattice.
Let β =
∑
i∈J kiαi ∈ Q
+ with |β| :=
∑
i∈J ki = n and let J
β = {ν = (ν1, . . . , νn) ∈
Jn ; αν1 + · · ·+ ανn = β}. For each sequence ν = (ν1, . . . , νn) ∈ J
β, set
Vν = (VS(ν1))aff ⊗ · · · ⊗ (VS(νn))aff
and let V̂ ⊗β be a certain completion of
⊕
ν∈Jβ
Vν . Then V̂
⊗β is endowed with a structure
of (U ′q(g), R
J(β))-bimodule. Hence we can define a functor
Fβ : Modgr(R
J(β))→ Mod(U ′q(g))
by
M 7−→ V̂ ⊗β ⊗RJ (β) M,
where Modgr(R
J(β)) denotes the category of graded RJ (β)-modules and Mod(U ′q(g))
denotes the category of U ′q(g)-modules. We would like to emphasize that, in general,
the type of the quiver ΓJ is irrelevant to the type of the affine Lie algebra g or its
underlying finite-dimensional simple Lie algebra g0.
We denote by RJ(β)-gmod the category of finite-dimensional graded RJ(β)-modules
and set RJ -gmod =
⊕
β∈Q+
RJ(β)-gmod. We also denote by Cg the category of finite-
dimensional integrable U ′q(g)-modules.
The functor Fβ enjoys two important properties:
(1) F :=
⊕
β∈Q+
Fβ is a tensor functor; i.e., F sends a convolution product of objects
in RJ -gmod to a tensor product of U ′q(g)-modules in Cg.
(2) Fβ is exact if R
J(β) is of finite type A,D,E.
One of the most important features of the functor F is that the category RJ -gmod,
domain of the functor, has a Z-grading. For many years, it has been asked if the
category Cg, the codomain of F , has a Z-grading or not. This question has arisen
after the works of Varagnolo-Vasserot [37], Nakajima [33] and Hernandez [11], in which
it was shown that the Grothendieck ring K(Cg) of Cg has interesting t-deformations.
In particular, Nakajima provided an algorithm of calculating q-characters of simple
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representations [33] using t-deformation. Thus one would expect that there might be
a Z-graded tensor category whose Grothendieck ring is isomorphic to one of such t-
deformations of K(Cg). We will see in the last half of this paper that the functor F
helps us construct such a category in type A
(1)
N−1 case.
Precisely speaking, this is the case when J = {(V (̟1), q
2i) | i ∈ Z}, where V (̟1) is
the fundamental representation of U ′q(ŝlN ) of weight ̟1. Then, by the construction,
the corresponding Khovanov-Lauda-Rouquier algebra is of type A∞ and the functor
Fn :=
⊕
|β|=n
Fβ recovers the quantum affine Schur-Weyl duality functor if we identify the
objects in RJ(n)-gmod :=
⊕
|β|=n
RJ(β)-gmod with finite-dimensional Haffq (n)-modules in
an appropriate way ([26, 35]).
Let A = RJ -gmod and let CJ be the full subcategory of Cg consisting of U
′
q(ŝlN)-
modules M such that every composition factor of M appears as a composition factor
of a tensor product of modules of the form V (̟1)q2s (s ∈ Z). Then CJ is an abelian
category and is stable under taking submodules, quotients, extensions and tensor prod-
ucts. Moreover, CJ contains all the modules of the form V (̟i)(−q)s for 1 ≤ i ≤ N − 1
and s ∈ i− 1 + 2Z (see § 4.7). Then F restricts to a functor from A to CJ .
Next, we construct a tensor category TJ in two steps. Let S be the kernel of the
functor F . Then S is a Serre subcategory of A. The quotient category A/S has a
structure of a tensor category with the convolution as tensor product. Secondly, we
localize the category A/S one step further to obtain a category TJ , where the R
J -
modules mapped to the trivial representations of U ′q(ŝlN) by F are isomorphic to the
unit object in TJ . We then show that the category TJ is an abelian rigid tensor category;
i.e., every object in TJ has a right dual and a left dual. To prove our assertions, we
develop a general process of localization of tensor categories through a commuting
family of central objects. We summarize this process in Appendix A.
Moreover, the functor F : A → CJ factors through the category TJ . Hence, roughly
speaking, TJ can be regarded as a graded version of CJ . Note that the category TJ
is Z-graded (i.e., endowed with a grading shift functor), while the category CJ is not.
Thus the structure of the category TJ is definitely richer than that of CJ .
One of our main results is that F induces a ring isomorphism between K(TJ)q=1,
the Grothendieck ring of TJ forgetting the grading and the Grothendieck ring K(CJ)
of the category CJ . Indeed, as proved in Theorem 4.7.5, K(TJ ) is isomorphic to the
t-deformation Kt of K(CJ) introduced by Hernandez-Leclerc in [13] (cf. [37, 33, 11]).
Therefore TJ provides a Z-graded lifting of CJ as a rigid tensor category.
As we have seen so far, even the simplest case yields many interesting and deep
applications of the functor F . We expect that a lot more exciting developments will
follow as we take various choices of the affine algebra g and J .
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This paper is organized as follows. In the first section, we recall the notions of
quantum groups and Khovanov-Lauda-Rouquier algebras. Next, we introduce the R-
matrices for Khovanov-Lauda-Rouquier algebras and study their basic properties. In
the second section, we recall the quantum affine algebras and their representation
theory. The notion of normalized R-matrices are also recalled. In the third section,
we define an (RJ(β)), U ′q(g))-bimodule V̂
⊗β and a functor Fβ between the category
of graded RJ(β)-modules and the category of U ′q(g)-modules. In the last section, we
construct a category TJ and investigate its fundamental properties. In the appendices,
we gather necessary lemmas and propositions on the localization of tensor categories
and the quotient categories of an abelian category by a Serre subcategory.
Acknowledgements. We would like to express our gratitude to Bernard Leclerc for
his kind explanations of his works and many fruitful discussions. The first and the
third author gratefully acknowledge the hospitality of RIMS (Kyoto) during their visit
in 2011 and 2012.
Convention
(i) All the algebras and rings in this paper are assumed to have a unit, and modules
over them are unitary.
(ii) For a ring A, Aopp denotes the opposite ring of A.
(iii) For a ring A, an A-module means a left A-module.
(iv) For a statement P , δ(P ) is 1 if P is true and 0 if P is false.
(v) For a ring A, we denote by Mod(A) the category of A-modules. We denote by
A-proj the category of finitely generated projective A-modules. When A is an
algebra over a field k, we denote by A-mod the category of A-modules which are
finite-dimensional over k.
If A is a graded ring, then we denote by Modgr(A), A-gproj, A-gmod their
graded version with homomorphism preserving the grading as morphisms. They
are also exact categories.
(vi) For a ring A, we denote by A× the set of invertible elements of A.
1. Quantum groups and Khovanov-Lauda-Rouquier algebras
1.1. Cartan datum. In this subsection, we recall the definition of quantum groups.
Let I be an index set. A Cartan datum is a quintuple (A, P,Π, P ∨,Π∨) consisting of
(a) an integer-valued matrix A = (aij)i,j∈I, called the symmetrizable generalized Cartan
matrix, which satisfies
(i) aii = 2 (i ∈ I),
(ii) aij ≤ 0 (i 6= j),
(iii) aij = 0 if aji = 0 (i, j ∈ I),
(iv) there exists a diagonal matrix D = diag(si | i ∈ I) such that DA is symmetric,
and si are positive integers.
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(b) a free abelian group P , called the weight lattice,
(c) Π = {αi ∈ P | i ∈ I}, called the set of simple roots,
(d) P ∨ := Hom(P,Z), called the co-weight lattice,
(e) Π∨ = {hi | i ∈ I} ⊂ P
∨, called the set of simple coroots,
satisfying the following properties:
(i) 〈hi, αj〉 = aij for all i, j ∈ I,
(ii) Π is linearly independent,
(iii) for each i ∈ I, there exists Λi ∈ P such that 〈hj ,Λi〉 = δij for all j ∈ I.
We call Λi the fundamental weights. The free abelian group Q:=
⊕
i∈I
Zαi is called the root
lattice. Set Q+ =
∑
i∈I Z≥0αi ⊂ Q and Q
− =
∑
i∈I Z≤0αi ⊂ Q. For β =
∑
i∈I miαi ∈ Q,
we set |β| =
∑
i∈I |mi|.
Set h = Q⊗ZP
∨. Then there exists a symmetric bilinear form ( , ) on h∗ satisfying
(αi, αj) = siaij (i, j ∈ I) and 〈hi, λ〉 =
2(αi, λ)
(αi, αi)
for any λ ∈ h∗ and i ∈ I.
Let q be an indeterminate. For each i ∈ I, set qi = q
si .
Definition 1.1.1. The quantum group Uq(g) associated with a Cartan datum (A, P,Π, P
∨,Π∨)
is the algebra over Q(q) generated by ei, fi (i ∈ I) and q
h (h ∈ P ∨) satisfying following
relations:
q0 = 1, qhqh
′
= qh+h
′
for h, h′ ∈ P,
qheiq
−h = q〈h,αi〉ei, q
hfiq
−h = q−〈h,αi〉fi for h ∈ P
∨, i ∈ I,
eifj − fjei = δij
Ki −K
−1
i
qi − q
−1
i
, where Ki = q
sihi,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
i
e
1−aij−r
i eje
r
i = 0 if i 6= j,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
i
f
1−aij−r
i fjf
r
i = 0 if i 6= j.
Here, we set [n]i =
qni − q
−n
i
qi − q
−1
i
, [n]i! =
∏n
k=1[k]i and
[
m
n
]
i
=
[m]i!
[m− n]i![n]i!
for each
m,n ∈ Z≥0, i ∈ I.
We have a comultiplication ∆: Uq(g)→ Uq(g)⊗ Uq(g) given by
∆(qh) = qh ⊗ qh, ∆(ei) = ei ⊗K
−1
i + 1⊗ ei, ∆(fi) = fi ⊗ 1 +Ki ⊗ fi.
Let U+q (g) (resp. U
−
q (g)) be the subalgebra of Uq(g) generated by ei’s (resp. fi’s),
and let U0q (g) be the subalgebra of Uq(g) generated by q
h (h ∈ P ∨). Then we have the
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triangular decomposition
Uq(g) ≃ U
−
q (g)⊗ U
0
q (g)⊗ U
+
q (g),
and the weight space decomposition
Uq(g) =
⊕
β∈Q
Uq(g)β,
where Uq(g)β :=
{
x ∈ Uq(g) | q
hxq−h = q(h,β)x for any h ∈ P
}
.
Let A = Z[q, q−1] and set
e
(n)
i = e
n
i /[n]i!, f
(n)
i = f
n
i /[n]i! (n ∈ Z≥0).
We define the A-form UA(g) to be the A-subalgebra of Uq(g) generated by e
(n)
i , f
(n)
i
(i ∈ I, n ∈ Z≥0), q
h (h ∈ P ∨). Let U+
A
(g) (resp. U−
A
(g)) be the A-subalgebra of Uq(g)
generated by e
(n)
i (resp. f
(n)
i ) for i ∈ I, n ∈ Z≥0.
1.2. Khovanov-Lauda-Rouquier algebras.
Now we recall the definition of Khovanov-Lauda-Rouquier algebras associated with
a given Cartan datum (A, P,Π, P ∨,Π∨).
Let k be a commutative ring. For i, j ∈ I such that i 6= j, set
Si,j =
{
(p, q) ∈ Z2≥0 | (αi, αi)p+ (αj, αj)q = −2(αi, αj)
}
.
Let us take a family of polynomials (Qij)i,j∈I in k[u, v] which are of the form
(1.2.1) Qij(u, v) =
 0 if i = j,∑
(p,q)∈Si,j
ti,j;p,qu
pvq if i 6= j
with ti,j;p,q ∈ k. We assume that they satisfy ti,j;p,q = tj,i;q,p (equivalently, Qi,j(u, v) =
Qj,i(v, u)) and ti,j:−aij ,0 ∈ k
×.
We denote by Sn = 〈s1, . . . , sn−1〉 the symmetric group on n letters, where si :=
(i, i+1) is the transposition of i and i+1. Then Sn acts on I
n by place permutations.
For n ∈ Z≥0 and β ∈ Q+ such that |β| = n, we set
Iβ = {ν = (ν1, . . . , νn) ∈ I
n | αν1 + · · ·+ ανn = β} .
Definition 1.2.1. For β ∈ Q+ with |β| = n, the Khovanov-Lauda-Rouquier algebra
R(β) at β associated with a Cartan datum (A, P,Π, P ∨,Π∨) and a matrix (Qij)i,j∈I
is the algebra over k generated by the elements {e(ν)}ν∈Iβ , {xk}1≤k≤n, {τm}1≤m≤n−1
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satisfying the following defining relations:
e(ν)e(ν ′) = δν,ν′e(ν),
∑
ν∈Iβ
e(ν) = 1,
xkxm = xmxk, xke(ν) = e(ν)xk,
τme(ν) = e(sm(ν))τm, τkτm = τmτk if |k −m| > 1,
τ 2k e(ν) = Qνk ,νk+1(xk, xk+1)e(ν),
(τkxm − xsk(m)τk)e(ν) =

−e(ν) if m = k, νk = νk+1,
e(ν) if m = k + 1, νk = νk+1,
0 otherwise,
(τk+1τkτk+1 − τkτk+1τk)e(ν)
=

Qνk ,νk+1(xk, xk+1)−Qνk,νk+1(xk+2, xk+1)
xk − xk+2
e(ν) if νk = νk+2,
0 otherwise.
The above relations are homogeneous provided with
deg e(ν) = 0, deg xke(ν) = (ανk , ανk), deg τle(ν) = −(ανl, ανl+1),
and hence R(β) is a Z-graded algebra.
For an element w of the symmetric group Sn, let us choose a reduced expression
w = si1 · · · siℓ , and set
τw = τi1 · · · τiℓ .
In general, it depends on the choice of reduced expressions of w (see Lemma 1.4.2).
Then we have
R(β) =
⊕
ν∈Iβ , w∈Sn
k[x1, . . . , xn]e(ν)τw.
For a graded R(β)-module M =
⊕
k∈ZMk, we define qM =
⊕
k∈Z(qM)k, where
(qM)k = Mk−1 (k ∈ Z).
We call q the grading-shift functor on the category of graded R(β)-modules.
We denote by R(β)-gproj the category of finitely generated projective graded R(β)-
modules and denote by R(β)-gmod the category of graded R(β)-modules which are
finite-dimensional over k. We also denote by R(β)-mod the category of ungraded
R(β)-modules which are finite-dimensional over k.
For each n ∈ Z≥0, set
Mod(R(n)) :=
⊕
β∈Q+,
|β|=n
Mod(R(β)), Modgr(R(n)) :=
⊕
β∈Q+,
|β|=n
Modgr(R(β)),
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R(n)-proj :=
⊕
β∈Q+,
|β|=n
R(β)-proj, R(n)-gproj :=
⊕
β∈Q+,
|β|=n
R(β)-gproj,
R(n)-mod :=
⊕
β∈Q+,
|β|=n
R(β)-mod, R(n)-gmod :=
⊕
β∈Q+,
|β|=n
R(β)-gmod.
We sometimes say that an object of Mod(R(n)) is an R(n)-module. Similarly, we say
that an object of
⊕
β∈Q+
Mod(R(β)) is an R-module, etc.
For β, γ ∈ Q+ with |β| = m, |γ| = n, set
e(β, γ) =
∑
ν∈Iβ+γ ,
(ν1,...,νm)∈Iβ
e(ν) ∈ R(β + γ).
Then e(β, γ) is an idempotent. Let
R(β)⊗R(γ)→ e(β, γ)R(β + γ)e(β, γ)(1.2.2)
be the k-algebra homomorphism given by e(µ)⊗ e(ν) 7→ e(µ ∗ ν) (µ ∈ Iβ and ν ∈ Iγ)
xk ⊗ 1 7→ xke(β, γ) (1 ≤ k ≤ m), 1⊗xk 7→ xm+ke(β, γ) (1 ≤ k ≤ n), τk⊗ 1 7→ τke(β, γ)
(1 ≤ k < m), 1⊗ τk 7→ τm+ke(β, γ) (1 ≤ k < n). Here µ ∗ ν is the concatenation of µ
and ν; i.e., µ ∗ ν = (µ1, . . . , µm, ν1, . . . , νn).
For a ∈ R(β) and b ∈ R(γ), we denote by a ⊠ b the image of a⊗ b under this
homomorphism. Hence for example, τ1e(β)⊠τ1e(γ) = τ1τm+1e(β, γ). The whole image
of R(β)⊗R(γ)→ e(β, γ)R(β + γ)e(β, γ) is denoted by R(β, γ).
For a gradedR(β)-moduleM and a gradedR(γ)-moduleN , we define the convolution
product M ◦N by
M ◦N = R(β + γ)e(β, γ) ⊗
R(β)⊗R(γ)
(M ⊗N).
We sometimes denote byM⊠N the moduleM ⊗N regarded as an R(β, γ)-submodule
of M ◦N .
For M ∈ R(β)-mod, the dual space
M∗ := Homk(M,k)
admits an R(β)-module structure via
(r · f)(u) := f(ψ(r)u) (r ∈ R(β), u ∈M),
where ψ denotes the k-algebra anti-involution on R(β) which fixes the generators e(ν),
xm and τk for ν ∈ I
β, 1 ≤ m ≤ |β| and 1 ≤ k ≤ |β| − 1.
It is known that (see [30, Theorem 2.2 (2)])
(M1 ◦M2)
∗ ≃ q(β,γ)(M∗2 ◦M
∗
1 )(1.2.3)
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for any M1 ∈ R(β)-gmod and M2 ∈ R(γ)-gmod.
Let us denote byK(R(β)-gproj) andK(R(β)-gmod) the corresponding Grothendieck
groups. Then,
⊕
β∈Q+
K(R(β)-gproj) and
⊕
β∈Q+
K(R(β)-gmod) are A-algebras with the
multiplication induced by the convolution product and the A-action induced by the
grading shift functor q.
In [24, 35], it is shown that Khovanov-Lauda-Rouquier algebras categorify the neg-
ative half of the corresponding quantum group. More precisely, we have the following
theorem.
Theorem 1.2.2 ([24, 35]). For a given Cartan datum (A, P,Π, P ∨,Π∨), we take a
parameter matrix (Qij)i,j∈J satisfying the conditions in (1.2.1), and let Uq(g) and R(β)
be the associated quantum group and Khovanov-Lauda-Rouquier algebra, respectively.
Then there exists an A-algebra isomorphism
U−
A
(g) ≃
⊕
β∈Q+
K(R(β)-gproj).(1.2.4)
By duality, we have
U−
A
(g)∨ ≃
⊕
β∈Q+
K(R(β)-gmod),(1.2.5)
where U−
A
(g)∨ := {x ∈ U−q (g) | (x, U
−
A
(g))− ⊂ A} and ( , )− denotes the non-
degenerate bilinear form on U−q (g) defined in [19, § 3].
The Khovanov-Lauda-Rouquier algebras also categorify the global bases. For the
definition of global bases, see [19].
Theorem 1.2.3 ([38, 36]). Assume that A is symmetric and that Qi,j(u, v) is a poly-
nomial in u− v. Then under the isomorphism in Theorem 1.2.2, the lower global basis
(respectively, upper global basis) corresponds to the set of isomorphism classes of in-
decomposable projective modules (respectively, the set of isomorphism classes of simple
modules).
1.3. R-matrices for Khovanov-Lauda-Rouquier algebras.
1.3.1. Intertwiners. For |β| = n and 1 ≤ a < n, we define ϕa ∈ R(β) by
ϕae(ν) =

(
τaxa − xaτa
)
e(ν)
=
(
xa+1τa − τaxa+1
)
e(ν)
=
(
τa(xa − xa+1) + 1
)
e(ν)
=
(
(xa+1 − xa)τa − 1
)
e(ν) if νa = νa+1,
τae(ν) otherwise.
(1.3.1)
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They are called the intertwiners.
The following lemma is well-known (for example, it easily follows from the polyno-
mial representation of Khovanov-Lauda-Rouquier algebras ([24, Proposition 2.3], [35,
Proposition 3.12]).
Lemma 1.3.1.
(i) ϕ2ae(ν) =
(
Qνa,νa+1(xa, xa+1) + δνa,νa+1
)
e(ν).
(ii) {ϕk}1≤k<n satisfies the braid relation.
(iii) For w ∈ Sn, let w = sa1 · · · saℓ be a reduced expression of w and set ϕw =
ϕa1 · · ·ϕaℓ. Then ϕw does not depend on the choice of reduced expressions of w.
(iv) For w ∈ Sn and 1 ≤ k ≤ n, we have ϕwxk = xw(k)ϕw.
(v) For w ∈ Sn and 1 ≤ k < n, if w(k + 1) = w(k) + 1, then ϕwτk = τw(k)ϕw.
(vi) ϕw−1ϕwe(ν) =
∏
a<b,
w(a)>w(b)
(Qνa,νb(xa, xb) + δνa,νb)e(ν).
We define another symmetric bilinear form ( • , • )n on Q by
(αi, αj)n = δij .
Then the intertwiner ϕwe(ν) has degree∑
1≤a<b≤n,
w(a)>w(b)
(
−(ανa , ανb) + 2(ανa, ανb)n
)
.
For m,n ∈ Z≥0, let us denote by w[m,n] the element of Sm+n defined by
w[m,n](k) =
{
k + n if 1 ≤ k ≤ m,
k −m if m < k ≤ m+ n.
(1.3.2)
Let β, γ ∈ Q+ with |β| = m, |γ| = n and let M be an R(β)-module and N an
R(γ)-module. Then the map
M ⊗N → q(β,γ)−2(β,γ)nN ◦M
given by
u⊗ v 7−→ ϕw[n,m](v⊗u)
is R(β, γ) -linear by the above lemma, and it extends to an R(β + γ)- module homo-
morphism
RM,N : M ◦N −−→ q
(β,γ)−2(β,γ)nN ◦M.(1.3.3)
Then we obtain the following commutative diagrams:
L ◦M ◦N
RL,M //
RL,M◦N ))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
M ◦ L ◦N
RL.N

M ◦N ◦ L
and L ◦M ◦N
RM,N //
RL◦M,N ))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
L ◦N ◦M
RL.N

N ◦ L ◦M .
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Hence the homomorphisms RM,N satisfy the Yang-Baxter equation, namely, the fol-
lowing diagram is commutative:
L ◦M ◦NRL,M
tt❤❤❤❤❤
❤❤❤
RM,N
**❱❱❱❱
❱❱❱
❱
M ◦ L ◦N
RL,N

L ◦N ◦M
RL,N

M ◦N ◦ L
RM,N
**❱❱❱❱
❱❱❱
❱
N ◦ L ◦M
RL,M
tt❤❤❤❤❤
❤❤❤
N ◦M ◦ L .
(1.3.4)
In the above diagrams, we omit the grading shift.
1.3.2. Spectral parameters.
Definition 1.3.2. A Khovanov-Lauda-Rouquier algebra R(β) is symmetric if
(a) the Cartan matrix A = (aij)i,j∈I is symmetric,
(b) (αi, αj) = aij,
(c) Qi,j(u, v) is a polynomial in u− v.
(1.3.5)
In this subsection, we assume that Khovanov-Lauda-Rouquier algebras are symmet-
ric. Let z be an indeterminate which is homogeneous of degree 2, and let ψz be the
algebra homomorphism
ψz : R(β)→ k[z]⊗R(β)
given by
ψz(xk) = xk + z, ψz(τk) = τk, ψz(e(ν)) = e(ν).
For an R(β)-module M , we denote by Mz the
(
k[z]⊗R(β)
)
-module k[z]⊗M with
the action of R(β) twisted by ψz. Namely,
e(ν)(a⊗u) = a⊗ e(ν)u, xk(a⊗u) = (za)⊗u+ a⊗(xku), τk(a⊗u) = a⊗(τku)(1.3.6)
for ν ∈ Iβ, a ∈ k[z] and u ∈ M . For u ∈ M , we sometimes denote by uz the
corresponding element 1⊗u of the R(β)-module Mz.
Observe that this construction is possible only when the Khovanov-Lauda-Rouquier
algebra is symmetric.
We can reformulate the above construction as follows. Let R(β)z :=
(
k[z]⊗R(β)
)
1z
be the left free k[z]⊗R(β)-module generated by 1z. We define the (k[z]⊗R(β), R(β))
-bimodule structure on R(β)z by
1ze(ν) = e(ν)1z, 1zxk = (xk − z)1z , 1zτk = τk1z.
Then we have
Mz ≃ R(β)z ⊗
R(β)
M.
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The element a⊗u in (1.3.6) corresponds to a1z⊗u under this notation.
1.4. R-matrices with spectral parameters.
Lemma 1.4.1. Let ∆± be the set of positive (resp. negative) roots associated with a
generalized Cartan matrix, as in § 1.1. Let {αi | i ∈ I} be the set of simple roots, W
the Weyl group, and si ∈ W the simple reflection. Let G be the monoid generated by
s˜i with the defining relation:
s˜is˜j = s˜j s˜i if (αi, αj) = 0.(1.4.1)
Assume that an element w of W satisfies the following conditions:
if α, β ∈ ∆+, α 6= β, and wα, wβ ∈ ∆−, then (α, β) ≥ 0.(1.4.2)
Then s˜i1 · · · s˜iℓ ∈ G does not depend on the choice of a reduced expression w = si1 · · · siℓ .
Proof. (a) We shall first prove
if w satisfies (1.4.2) and siw < w, then siw also satisfies (1.4.2).(1.4.3)
Set w′ := siw. Assume that α, β ∈ ∆
+, w′α,w′β ∈ ∆− and (α, β) < 0. Then either wα
or wβ belongs to ∆+, say, wα ∈ ∆+. Then wα = αi, and hence w
−1(αi) ∈ ∆
+, which
contradicts siw < w.
(b) We will use induction on the length of w. Let w = si1 · · · siℓ and w = sj1 · · · sjℓ be
reduced expressions of w. If i1 = j1, then applying the induction hypothesis to si1w,
we obtain the desired result.
Assume i1 6= j1. Then α :=−w
−1(αi1) and β :=−w
−1(αj1) belong to ∆
+ and wα,wβ
belong to ∆−. Hence we have (αi1 , αj1) ≥ 0 , which implies that (αi1 , αj1) = 0.
Note that si1w and sj1w satisfy (1.4.2) by (a). Set w
′ = si1sj1w. Then we have
w′ < sj1w < w because (sj1w)
−1αi1 = w
−1αi1 ∈ ∆
−. Taking a reduced expression
w′ = sk3 · · · skℓ , and applying the induction hypothesis to si1w and sj1w, we conclude
s˜i1 s˜i2 · · · s˜iℓ = s˜i1 s˜j1 s˜k3 · · · s˜kℓ = s˜j1 s˜i1 s˜k3 · · · s˜kℓ = s˜j1 s˜j2 · · · s˜jℓ.

We apply the above lemma to the case of the symmetric group.
Lemma 1.4.2. Assume that w ∈ Sn satisfies the condition
there exists no triple of integers (i, j, k) such that
1 ≤ i < j < k ≤ n and w(i) > w(j) > w(k).
(1.4.4)
Then τw := τi1 · · · τiℓ ∈ R(β) does not depend on the choice of a reduced expression of
w = si1 · · · siℓ.
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For m,n ∈ Z≥0, let
Sm,n := {w ∈ Sm+n | w(i) < w(i+ 1) for any i 6= m} .
This condition is equivalent to saying that w |[1,m] and w |[m+1,m+n] are increasing. It
is easy to see that any element of Sm,n satisfies the condition (1.4.4). Hence we obtain
the following corollary (see also [28, Lemma 3.17]).
Corollary 1.4.3. Let |β| = m and |γ| = n. For w ∈ Sm,n, the product τw :=τi1 · · · τiℓ ∈
R(β + γ) does not depend on the choice of reduced expression w = si1 · · · siℓ.
Hence τw ∈ R(β + γ) is well-defined for w ∈ Sm,n. Since w[m,n] belongs to Sm,n,
we set
τm,n = τw[m,n].(1.4.5)
Note that
deg τm,ne(β, γ) = −(β, γ) if |β| = m and |γ| = n.
Proposition 1.4.4. Let β, γ ∈ Q+ with |β| = m and |γ| = n, and let M,N be an R(β)-
module and an R(γ)-module, respectively. Suppose we have algebraically independent
indeterminates z and z′. Then
(i) Nz′ ◦Mz =
⊕
w∈Sn,m
k[z, z′]τw(1z′ ⊗1z ⊗N ⊗M).
(ii) We have
RMz ,Nz′ (M ⊗N) ⊂
⊕
w∈Sn,m
k[z − z′]τw(1z′ ⊗1z ⊗N ⊗M).
(iii) Set ℓ = (β, γ)n. Then
RMz ,Nz′ (uz⊗ vz′)− (z
′ − z)ℓτw[n,m](vz′ ⊗uz)
∈
∑
s<ℓ
(z′ − z)sτw[n,m](1z′ ⊗1z ⊗N ⊗M)
+
∑
w∈Sn,m,
w 6=w[n,m]
k[z′ − z]τw(1z′ ⊗1z⊗N ⊗M)
for u ∈M and v ∈ N .
(iv) Set
A =
∑
µ∈Iβ ,ν∈Iγ
( ∏
1≤a≤m,1≤b≤n
µa 6=νb
Qµa,νb
(
xa ⊠ e(γ), e(β)⊠ xb
))
e(µ)⊠ e(ν) ∈ R(β)⊠ R(γ).
Then A belongs to the center of R(β)⊠R(γ), and
RN,MRM,N (u⊗ v) = A(u⊗ v) for u ∈M and v ∈ N .
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Proof. By induction on the length of w, one can prove
ϕwe(ν)− τw
∏
(i,j)∈B
(xi − xj)e(ν) ∈
∑
w′<w
τw′k[x1, . . . , xn](1.4.6)
for w ∈ Sn and ν ∈ I
n, where
B = {(i, j) | 1 ≤ i < j ≤ n, w(i) > w(j), νi = νj} .
Now it is easy to see that the statement (iii) follows from (1.4.6).
The other statements easily follow from Lemma 1.3.1. 
Hereafter we assume that
the base ring k is a field.(1.4.7)
For a non-zero R(β)-module M and a non-zero R(γ)-module N ,
let s be the order of zeroes of RMz,Nz′ : Mz◦Nz′ −−→ q
(β,γ)−2(β,γ)nNz′◦Mz;
i.e., the largest non-negative integer such that the image of RMz ,Nz′ is
contained in (z′ − z)sq(β,γ)−2(β,γ)nNz′ ◦Mz.
(1.4.8)
Note that Proposition 1.4.4 (iii) shows that such an s exists and s ≤ (β, γ)n.
Definition 1.4.5. For a non-zero R(β)-module M and a non-zero R(γ)-module N , we
set
d(M,N) := (β, γ)− 2(β, γ)n + 2s,
and define
r
M,N
: M ◦N → qd(M,N)N ◦M
by
r
M,N
=
(
(z′ − z)−sRMz,Nz′
)
|z=z′=0.
If M or N vanishes, then we set
s = 0, d(M,N) = (β, γ)− 2(β, γ)n, and rM,N = 0.
By Proposition 1.4.4 (ii), the morphism r
M,N
does not vanish if M and N are non-
zero.
Note that if RM,N does not vanish, then s = 0 and rM,N = RM,N .
Corollary 1.4.6. If M and N are non-zero, then there exists a non-zero homomor-
phism M ◦N → N ◦M . Here we omit the grading.
Remark 1.4.7. We don’t know if Corollary 1.4.6 holds when the Khovanov-Lauda-
Rouquier algebra is not symmetric.
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Note that the homomorphisms r
M,N
satisfy the Yang-Baxter equation. Namely, if L
is another R(γ)-module, then the following diagram is commutative:
L ◦M ◦NrL,M
ss❣❣❣❣❣
❣❣❣
❣
rM,N
++❲❲❲❲
❲❲❲
❲❲
M ◦ L ◦N
rL,N

L ◦N ◦M
rL,N

M ◦N ◦ L
rM,N
++❲❲❲❲
❲❲❲
❲❲
N ◦ L ◦M
rL,M
ss❣❣❣❣❣❣
❣❣❣
N ◦M ◦ L .
Here, we omit the grading shift operators. This immediately follows from the corre-
sponding result for RM,N .
For β1, . . . , βt ∈ Q
+, a sequence of R(βk)-modules Mk (k = 1, . . . , t) and w ∈ St, we
set d =
∑
d(Mi,Mj), where the summation ranges over the set
{(i, j) | 1 ≤ i < j ≤ t, w(i) > w(j)} .
We define
r w
M1,...,Mt
= r w
{Ms}1≤s≤t
: M1 ◦ · · · ◦Mt → q
dMw(1) ◦ · · · ◦Mw(t)(1.4.9)
by induction on the length of w as follows:
r w
{Ma}1≤a≤t
=

idM1◦···◦Mt if w = e,
r wsk
{Msk(a)}1≤a≤t
·
(
M1 ◦ · · · ◦Mk−1 ◦ rMk,Mk+1 ◦Mk+2 ◦ · · · ◦Mt
) if w(k) > w(k + 1).
Then it does not depend on the choice of k and r w
M1,...,Mt
is well-defined.
Similarly, we define
RwM1,...,Mt : M1 ◦ · · · ◦Mt → q
bMw(1) ◦ · · · ◦Mw(t),(1.4.10)
where b =
∑
1≤k<k′≤t,
w(k)>w(k′)
(βk, βk′)− 2(βk, βk′)n.
We set
r
M1,...,Mt
:= r wt
M1,...,Mt
and RM1,...,Mt :=R
wt
M1,...,Mt
,(1.4.11)
where wt is the longest element of St.
The following lemma is obvious.
Lemma 1.4.8. Let Mk (1 ≤ k ≤ t) be R(βk)-modules and Nk′ (1 ≤ k
′ ≤ t′) be
R(γk′)-modules for some βk, γk′ ∈ Q
+.
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Let M˜ :=M1 ◦ · · · ◦Mt and N˜ :=N1 ◦ · · · ◦Nt′. Suppose we have epimorphisms
M˜ ։ M and N˜ ։ N.
Then we have
(i) RM˜,N˜ = R
w[t,t′]
M1,...,Mt,N1,...,Nt′
,
(ii) there exists a unique morphism ϕ : M ◦N → N ◦M such that, the diagram
M1 ◦ · · · ◦Mt ◦N1 ◦ · · · ◦Nt′
r
w[t,t′]
M1,...,Mt,N1,...,Nt′ //

N1 ◦ · · · ◦Nt′ ◦M1 ◦ · · · ◦Mt

M ◦N
ϕ // N ◦M
is commutative.
(iii) Moreover, if ϕ does not vanish, then we have
ϕ = r
M,N
and d(M,N) =
∑
1≤k≤t, 1≤k′≤t′
d(Mk, Nk′).
The following proposition will be used later. Note that the grading plays a crucial
role here.
Proposition 1.4.9. Let βk ∈ Q
+ and let Mk a non-zero module in R(βk)-gmod (1 ≤
k ≤ t). For w ∈ St, set d =
∑
1≤k<k′≤t,
w(k)>w(k′)
d(Mk,Mk′). Assume that
Hom
R(β)-gmod(M1 ◦ · · · ◦Mt, q
cMw(1) ◦ · · · ◦Mw(t)) = 0 for all c > d,(1.4.12)
where β =
t∑
k=1
βk. Then the homomorphism
r w
M1,...,Mt
: M1 ◦ · · · ◦Mt −−→ q
dMw(1) ◦ · · · ◦Mw(t)
does not vanish.
Proof. Set di,j = d(Mi,Mj), Di,j = (βi, βj) − 2(βi, βj)n, and let si,j be the degree of
zeroes of R(Mi)z , (Mj)z′ . Then we have di,j = Di,j + 2si,j and
r
Mi,Mj
= (z′ − z)−si,jR(Mi)z , (Mj)z′ |z=z′=0.
We set D =
∑
i,j Di,j and s =
∑
i,j si,j. Here, the sum is taken over the set
{(i, j) | 1 ≤ i < j ≤ t, w(i) > w(j)} .
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Let z be an indeterminate and let a1, . . . , at be generic constants. Set zk = akz for
1 ≤ k ≤ t. Consider the morphism
R w(M1)z1 ,...,(Mt)zt
: (M1)z1 ◦ · · · ◦ (Mt)zt
−−→ qD(Mw(1))zw(1) ◦ · · · ◦ (Mw(t))zw(t) .
(1.4.13)
Let m be the degree of zeroes of R w(M1)z1 ,...,(Mt)zt
, that is, the largest integer m such that
the image of R w(M1)z1 ,...,(Mt)zt
is contained in zmqD(Mw(1))zw(1) ◦ · · · ◦ (Mw(t))zw(t). Since
R w(M1)z1 ,...,(Mt)zt
is not identically zero, such an m exists.
Set r =
(
(q−2z)−mR w(M1)z1 ,...,(Mt)zt
)
|z=0. Then r is a non-zero homomorphism from
M1 ◦ · · · ◦ Mt to q
2m+DMw(1) ◦ · · · ◦ Mw(t). By the assumption (1.4.12), we obtain
2m+D ≤ d = D + 2s. Hence we conclude
m ≤ s.
On the other hand, for i, j such that 1 ≤ i < j ≤ t and w(i) > w(j), the homomor-
phism z−si.jR(Mi)zi ,(Mj)zj is well-defined and rMi,Mj =
(
z−si,jR(Mi)zi , (Mj)zj
)
|z=0 up to a
constant multiple. Since z−sR w(M1)z1 ,...,(Mt)zt
is a product of the
(
z−si,jR(Mi)zi ,(Mj)zj
)
’s,
it is well-defined, and r w
M1,··· ,Mt
coincides with
(
z−sR w(M1)z1 ,...,(Mt)zt
)
|z=0 up to a constant
multiple. Hence we have m ≥ s. Therefore m = s and r w
M1,··· ,Mt
is equal to r up to a
constant multiple. 
1.5. R-matrices for one-dimensional modules. Let µ = (µ1, . . . , µn) be a sequence
of elements in I. Let L(µ) be a free k-module ku(µ) with the generator u(µ) of degree
0. The following lemma can be easily verified.
Lemma 1.5.1. By defining
xku(µ) = 0, τku(µ) = 0, e(ν)u(µ) = δν,µu(µ),
L(µ) becomes an R(αµ1 + · · ·+ αµn) -module if and only if
(a) (αµk , αµk+1) < 0 for 1 ≤ k < n,
(b) if µk = µk+2 (1 ≤ k ≤ n− 2), then 〈hµk , αµk+1〉 6= −1.
(1.5.1)
Now we assume (1.3.5); i.e., R is a symmetric Khovanov-Lauda-Rouquier algebra.
The following lemma immediately follows from the definition.
Lemma 1.5.2. Let µ = (µ1, . . . , µm) and ν = (ν1, . . . , νn) be a pair of sequences
satisfying (1.5.1). If µi 6= νj for any 1 ≤ i ≤ m and 1 ≤ j ≤ n, then
RL(µ)z ,L(ν)z′
(
u(µ)z⊗u(ν)z′
)
= τn,m
(
u(ν)z′ ⊗u(µ)z
)
.
We shall use the following lemma later in the type A case.
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Lemma 1.5.3. Let i ∈ I and let µ = (µ1, . . . , µn) be a sequence satisfying (1.5.1). Set
β =
∑n
k=1 αµk and p = (β, αi)n. Then we have
RL(µ)z ,L(i)z′ (u(µ)z⊗u(i)z′)
=
(
(z′ − z)pτn · · · τ1 + δµn,i(z
′ − z)p−1τn−1 · · · τ1
)(
u(i)z′ ⊗ u(µ)z
)
,
RL(i)z ,L(µ)z′ (u(i)z⊗ u(µ)z′)
=
(
(z′ − z)pτ1 · · · τn + δµ1,i(z
′ − z)p−1τ2 · · · τn
)(
u(µ)z′ ⊗u(i)z
)
.
Proof. We shall prove only the second formula. We prove it by induction on n. Since
n = 1 case is obvious, assume that n > 1. Set µ′ = (µ2, . . . , µn) and j = µ1.
First assume that i 6= j. Then we have
RL(i)z ,L(j)z′◦L(µ′)z′ (u(i)z⊗u(j)z′ ⊗u(µ
′)z′)
=
(
L(j)z′ ◦RL(i)z ,L(µ′)z′
)
·
((
RL(i)z ,L(j)z′ (u(i)z⊗u(j)z′)
)
⊗u(µ′)z′
)
=
(
L(j)z′ ◦RL(i)z ,L(µ′)z′
)(
τ1(u(j)z′ ⊗u(i)z)⊗u(µ
′)z′
)
= τ1
(
L(j)z′ ◦RL(i)z ,L(µ′)z′
)(
u(j)z′ ⊗u(i)z⊗u(µ
′)z′
)
= τ1
(
u(j)z′ ⊗RL(i)z ,L(µ′)z′ (u(i)z⊗u(µ
′)z′)
)
= τ1
(
u(j)z′ ⊗
((
(z′ − z)pτ1 · · · τn−1 + δi,µ2(z
′ − z)p−1τ2 · · · τn−1
)
(u(µ′)z′ ⊗u(i)z)
))
.
Hence we obtain
RL(i)z ,L(µ)z′ (u(i)z⊗u(µ)z′)
=
(
(z′ − z)pτ1(τ2 · · · τn) + δi,µ2(z
′ − z)p−1τ1(τ3 · · · τn)
)
(u(µ)z′ ⊗u(i)z).
Then the last term vanishes since τ1u(µ)z′ = 0.
Now assume that i = µ1. Then µ2 6= i. Since we have
RL(i)z ,L(i)z′ (u(i)z⊗u(i)z′) = (τ1(x1 − x2) + 1)(u(i)z′ ⊗u(i)z)
= ((z′ − z)τ1 + 1)(u(i)z⊗u(i)z′),
which gives
RL(i)z ,L(j)z′◦L(µ′)z′ (u(i)z⊗u(j)z′ ⊗ u(µ
′)z′)
=
(
L(j)z′ ◦RL(i)z ,◦L(µ′)z′
)((
(z′ − z)τ1 + 1
)
u(i)z′ ⊗u(i)z⊗u(µ
′)z′
)
= ((z′ − z)τ1 + 1)(z
′ − z)p−1τ2 · · · τn(u(i)z′ ⊗u(µ
′)z′ ⊗ u(i)z).
Hence we obtain the desired result. 
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1.6. Uniqueness of R-matrices. The following lemma says that the convolution of
two simple modules (after adding spectral parameters) remains simple.
Lemma 1.6.1. Assume that k is a field. Let z, z′ be algebraically independent inde-
terminates and set K = k(z, z′). Let M and N be a simple R(β)-module and a simple
R(γ)-module, respectively. Then K ⊗k[z,z′](Mz ◦Nz′) is a simple K⊗R(β+ γ)-module.
Proof. In this proof, we write Mz for the K ⊗R(β)-module K ⊗k[z]Mz for the sake of
simplicity. Recall that Sm,n := {w ∈ Sm+n | w(k) < w(k + 1) for any k 6= m}. Then
we can easily see that
Mz ◦Nz′ =
⊕
w∈Sm,n
ϕw ·Mz ⊗Nz′.
Indeed, it follows from (1.4.6) and the fact that xi − xj : Mz ⊗Nz′ → Mz⊗Nz′ is
bijective for 1 ≤ i ≤ m < j ≤ m+ n.
Let L be a non-zero K⊗R(β + γ)-submodule of Mz ◦ Nz′. For u ∈ Mz ◦ Nz′, we
write
u =
∑
w∈Sm,n
ϕwuw with uw ∈ Mz⊗Nz′ ,
and set S(u) = {w ∈ Sm,n | uw 6= 0}.
Let us take a non-zero u ∈ L such that the cardinality of S(u) is minimal and let
w ∈ S(u). Assume that there exists w′ 6= w in S(u). Since we have{
1 ≤ k ≤ m+ n | w−1(k) ≤ m
}
6⊂
{
1 ≤ k ≤ m+ n | w′
−1
(k) ≤ m
}
,
there exists a such that 1 ≤ w−1(a) ≤ m and m < w′−1(a).
Take a monic polynomial f(x) such that f(xk)|N = 0 for 1 ≤ k ≤ n. Then f(xk−z
′)
acts by zero on Mz ⊗Nz′ for k > m, and the action of f(xk − z
′) is invertible on
Mz ⊗Nz′ for k ≤ m. Hence f(xw′−1(a) − z
′)uw′ = 0. Since
f(xa − z
′)u =
∑
y∈S(u)\{w′}
ϕyf(xy−1(a) − z
′)uy,
the minimality of S(u) implies that f(xa− z
′)u = 0. In particular, we have f(xw−1(a)−
z′)uw = 0, which implies that uw = 0. It is a contradiction and we conclude that
S(u) = {w} and u = ϕwuw.
Since ϕw−1ϕw : Mz ⊗Nz′ → Mz ⊗Nz′ is a K[x1, . . . , xm+n]-linear isomorphism, we
have uw ∈ L. SinceMz ⊗Nz′ is a simpleK ⊗R(β)⊗R(γ)-module, we haveMz ⊗Nz′ ⊂
L, and we conclude that L =Mz ◦Nz′. 
This lemma immediately implies the following proposition which says that an R-
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Proposition 1.6.2. Assume that k is a field and let z, z′ be independent indetermi-
nates. Let M and N be a simple R(β)-module and R(γ)-module, respectively. Then
we have
HomR(β+γ)
(
Mz ◦Nz′,Mz ◦Nz′
)
≃ k[z, z′],
HomR(β+γ)
(
Mz ◦Nz′, Nz′ ◦Mz
)
≃ k[z, z′](z − z′)−sRMz ,Nz′ .
Here s is the order of zeroes of RMz ,Nz′ (see (1.4.8)).
Proof. The first assertion immediately follows from the preceding lemma. The second
follows from the first since RMz ,Nz′ gives an isomorphism from K ⊗k[z,z′](Mz ◦Nz′) to
K ⊗k[z,z′](Nz′ ◦Mz), where K = k[z, z
′, (z − z′)−1]. 
2. Quantum affine algebras and their representations
2.1. Quantum affine algebras.
In this section, we briefly review the representation theory of quantum affine algebras
following [1, 21]. Hereafter, we take the algebraic closure of C(q) in ∪m>0C((q
1/m)) as
a base field k.
Let I be an index set and A = (aij)i,j∈I be a generalized Cartan matrix of affine
type; i.e., A is positive semi-definite of corank 1. We choose 0 ∈ I as the leftmost
vertices in the tables in [15, pages 54, 55] except A
(2)
2n -case, in which case we take the
longest simple root as α0. Set I0 = I \ {0}. We take a Cartan datum (A, P,Π, P
∨,Π∨)
as follows.
The weight lattice P is given by
P =
(⊕
i∈I
ZΛi
)
⊕ Zδ
and the simple roots are given by
αi =
∑
j∈I
ajiΛj + δ(i = 0)δ.
Also, the simple coroots hi ∈ P
∨ = HomZ(P,Z) are given by
〈hi,Λj〉 = δij , 〈hi, δ〉 = 0.
Let us denote by g the affine Kac-Moody Lie algebra associated with the affine Cartan
datum (A, P,Π, P ∨,Π∨). We denote by g0 the subalgebra of g generated by ei, fi, hi
for i ∈ I0. Then g0 is a finite-dimensional simple Lie algebra. Consider the positive
integers ci’s and di’s determined by the conditions∑
i∈I
ciaij =
∑
i∈I
ajidi = 0 for all j ∈ I,
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and {ci}i∈I , {di}i∈I be families of relatively prime positive integers (see [15, Chapter
4]). Then the center of g is 1-dimensional and is generated by the canonical central
element
c =
∑
i∈I
cihi
([15, Proposition 1.6]). Also it is known that the imaginary roots of g are non-zero
integral multiples of the null root
δ =
∑
i∈I
diαi
([15, Theorem 5.6]). Note that d0 = 1 in all cases and c0 = 1 if g 6= A
(2)
2n and c0 = 2 if
g = A
(2)
2n .
Let us denote by Uq(g) the quantum group associated with the affine Cartan da-
tum (A, P,Π, P ∨,Π∨). We denote by U ′q(g) the subalgebra of Uq(g) generated by
ei, fi, K
±1
i (i = 0, 1, , . . . , n).
Set
Pcl = P/Zδ
and call it the classical weight lattice. Let cl : P → Pcl be the projection. Then
Pcl =
⊕
i∈I
Zcl(Λi) and we have
P ∨cl := HomZ(Pcl,Z) = {h ∈ P
∨ | 〈h, δ〉 = 0} =
⊕
i∈I
Zhi.
Set Πcl = cl(Π) and Π
∨
cl = {h0, . . . , hn}. Then U
′
q(g) can be regarded as the quantum
group associated with the quintuple (A, Pcl,Πcl, P
∨
cl ,Π
∨
cl).
Set P 0cl = {λ ∈ Pcl | 〈c, λ〉 = 0} ⊂ Pcl. We call the elements of P
0
cl by the classical
integral weight of level 0. Note that we can take P 0cl as the weight lattice of g0.
Let W be the Weyl group of g. The image of the canonical group homomorphism
W → Aut(P 0cl) is denoted by Wcl. Then Wcl coincides with the Weyl group of g0.
A U ′q(g)-module M is called an integrable module if
(i) M has a weight space decomposition
M =
⊕
λ∈Pcl
Mλ,
where Mλ =
{
u ∈M | Kiu = q
〈hi,λ〉
i u for all i ∈ I
}
,
(ii) the actions of ei and fi on M are locally nilpotent for any i ∈ I.
In this paper, we mainly consider the category of finite-dimensional integrable U ′q(g)-
modules, denoted by Cg. The modules in this category are also called of type 1 (for
example, see [5]).
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LetM be an integrable U ′q(g)-module. Then the affinizationMaff ofM is a P -graded
U ′q(g)-module
Maff =
⊕
λ∈P
(Maff)λ with (Maff)λ =Mcl(λ).
Let us denote by cl : Maff → M the canonical k-linear homomorphism. The actions
ei : (Maff)λ → (Maff)λ+αi and fi : (Maff)λ → (Maff)λ−αi
are defined in such a way that they commute with cl : Maff → M .
We denote by zM : Maff →Maff the U
′
q(g)-module automorphism of weight δ defined
by (Maff)λ ≃Mcl(λ) ≃ (Maff)λ+δ. Then we have
M ≃Maff/(zM − 1)Maff .
Let A be a commutative k-algebra and let x be an invertible element of A. For an
A⊗k U
′
q(g)-module M , let us denote by Mx the A⊗k U
′
q(g)-module Maff/(zM −x)Maff .
For invertible elements x, y of A and A⊗k U
′
q(g)-modules M,N , we have
(Mx)y ≃ Mxy and (M ⊗A N)x ≃Mx ⊗A Nx.
We sometimes write Mz for Maff with zM = z.
We embed Pcl into P by ι : Pcl → P which is given by ι(cl(Λi)) = Λi. For u ∈ Mλ
(λ ∈ Pcl), let us denote by uz ∈ (Maff)ι(λ) the element such that cl(uz) = u. With this
notation, we have
ei(uz) = z
δi,0(eiu)z, fi(uz) = z
−δi,0(fiu)z, Ki(uz) = (Kiu)z.
Then we have Maff ≃ k[z, z
−1]⊗M .
Definition 2.1.1. Let M be an integrable Uq(g)-module. A weight vector u ∈Mλ (λ ∈
P ) is called an extremal vector if there exists a family of vectors {uw}w∈W satisfying
the following properties:
uw = u for w = e,
if 〈hi, wλ〉 ≥ 0, then eiuw = 0 and f
(〈hi,wλ〉)
i uw = usiw,
if 〈hi, wλ〉 ≤ 0, then fiuw = 0 and e
(−〈hi,wλ〉)
i uw = usiw.
This definition extends to the U ′q(g)-module case by replacing P with Pcl and keeping
W .
Hence if such {uw}w∈W exists, then it is unique and uw has weight wλ. We denote
uw by Swu.
For λ ∈ P , let us denote byW (λ) the Uq(g)-module generated by uλ with the defining
relation that uλ is an extremal vector of weight λ (see [20]). This is in fact a set of
infinitely many linear relations on uλ.
Set ̟i = gcd(c0, ci)
−1(c0Λi − ciΛ0) ∈ P
0 for i = 1, 2, . . . , n. Then {cl(̟i)}i=1,2,...,n
forms a basis of P 0cl. We call ̟i a level 0 fundamental weight. As shown in [21], for each
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i = 1, . . . , n, there exists a U ′q(g)-module automorphism zi : W (̟i) → W (̟i) which
sends u̟i to u̟i+diδ, where di ∈ Z>0 denotes the generator of the free abelian group
{m ∈ Z | ̟i +mδ ∈ W̟i}.
We define the U ′q(g)-module V (̟i) by
V (̟i) = W (̟i)/(zi − 1)W (̟i).
It can be characterized as follows ([1, § 1.3]):
(1) the weights of V (̟i) are contained in the convex hull of Wclcl(̟i),
(2) dimV (̟i)cl(̟i) = 1,
(3) for any µ ∈ Wclcl(̟i) ⊂ P
0
cl, we can associate a non-zero vector uµ of weight µ
such that
usiµ =
{
f
(〈hi,µ〉)
i uµ if 〈hi, µ〉 ≥ 0,
e
(−〈hi,µ〉)
i uµ if 〈hi, µ〉 ≤ 0,
(4) V (̟i) is generated by V (̟i)cl(̟i) as a U
′
q(g)-module.
We call V (̟i) the fundamental representation of U
′
q(g) of weight ̟i.
We have V (̟i)aff ≃ k[z
1/di
i ]⊗k[zi]W (̟i), and hence if di = 1, thenW (̟i) ≃ V (̟i)aff
[21, Theorem 5.15].
An involution of a U ′q(g)-module M is called a bar involution if au = a¯u¯ holds for
any a ∈ U ′q(g) and u ∈M . We say that a finite crystal B with weight in P
0
cl is a simple
crystal if there exists λ ∈ P 0cl such that ♯(Bλ) = 1 and the weight of any extremal vector
of B is contained Wclλ. If a U
′
q(g)-module M has a bar involution, a crystal basis with
simple crystal graph, and a global basis, then we say that M is a good module ([21,
§ 8]). For example, the fundamental representation V (̟i) is a good U
′
q(g)-module.
Any good module is a simple U ′q(g)-module.
2.2. R-matrices.
We recall the notion of R-matrices of good modules following [21, § 8]. For a vector v
in a U ′q(g)-module M , assume that wt(v) is of level 0 and dominant with respect to I0.
Then v is an extremal weight vector if and only if wt(U ′q(g)v) ⊂ wt(v)+
∑
i∈I0
Z≤0cl(αi).
In this case, we call v a dominant extremal weight vector of M .
Let M1 and M2 be good U
′
q(g)-modules, and let u1 and u2 be dominant extremal
weight vectors in M1 and M2, respectively. Then there exists a unique U
′
q(g)-module
homomorphism
(2.2.1) RnormM1,M2 : (M1)aff ⊗ (M2)aff → k(z1, z2)⊗k[z±11 ,z
±1
2 ]
(
(M2)aff ⊗ (M1)aff
)
satisfying
RnormM1,M2 ◦ z1 = z1 ◦R
norm
M1,M2, R
norm
M1,M2 ◦ z2 = z2 ◦R
norm
M1,M2,(2.2.2)
that is, RnormM1,M2 is k[z1, z2]-linear,
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and
(2.2.3) RnormM1,M2(u1 ⊗ u2) = u2 ⊗ u1
([21, § 8]). Here we write zk for the automorphism zMk of (Mk)aff (k = 1, 2). We
sometimes write RnormM1,M2(z1, z2) if we want to emphasize z1 and z2 as variables and
consider the R-matrix as an element of k(z1, z2)⊗kHomk(M1⊗M2,M2⊗M1).
Note that RnormM1,M2
(
(M1)aff ⊗ (M2)aff
)
⊂ k(z2/z1)⊗k[(z2/z1)±1]
(
(M2)aff ⊗ (M1)aff
)
. Let
dM1,M2(u) ∈ k[u] be a monic polynomial of the smallest degree such that the image of
dM1,M2(z2/z1)R
norm
M1,M2
is contained in (M2)aff ⊗ (M1)aff . We call R
norm
M1,M2
the normalized
R-matrix and dM1,M2 the denominator of R
norm
M1,M2
.
Since (M1)x ⊗ (M2)y is irreducible for generic x, y ∈ k
×, we have
(2.2.4) RnormM2,M1 ◦R
norm
M1,M2 = id(M1)aff⊗(M2)aff .
The normalized R-matrices satisfy the Yang-Baxter equation (cf. (1.3.4)).
(RnormM2,M3 ⊗ 1) ◦ (1⊗R
norm
M1,M3
) ◦ (RnormM1,M2 ⊗ 1)
= (1⊗ RnormM1,M2) ◦ (R
norm
M1,M3
⊗ 1) ◦ (1⊗ RnormM2,M3).
(2.2.5)
Let M1, . . . ,Mt be good modules and w ∈ St. Let zk be zMk in End((Mk)aff). Then
we can define
Rnorm wM1,...,Mt : (M1)aff ⊗ · · · (Mt)aff
−−→ k(z1, . . . , zt)⊗k[z±11 ,...,z
±1
t ]
(Mw(1))aff ⊗ · · · (Mw(t))aff
(2.2.6)
as
Rnorm wM1,...,Mt = R
norm
Mwℓ(iℓ),Mwℓ(1+iℓ)
◦ · · · ◦RnormMw1(i1),Mw1(1+i1)
for a reduced expression w = si1 · · · siℓ of w, and wk = si1 · · · sik−1 . By the Yang-Baxter
equation for normalized R-matrices, this definition does not depend on the choice of
reduced expressions of w. We write RnormM1,...,Mt for R
norm wt
M1,...,Mt
, when wt is the
longest element of St.
The following facts are proved in [1, 21]. .
Theorem 2.2.1.
(i) For good modules M1,M2, the zeroes of dM1,M2(z) belong to C[[q
1/m]] q1/m for
some m ∈ Z>0.
(ii) Let Mk be a good module with a dominant extremal vector uk of weight λk, and
ak ∈ k
× for k = 1, . . . , t.
Assume that aj/ai is not a zero of dMi,Mj(z) for any 1 ≤ i < j ≤ t. Then the
following statements hold.
(a) (M1)a1 ⊗ · · ·⊗(Mt)at is generated by u1⊗ · · ·⊗ut.
(b) The head of (M1)a1 ⊗ · · ·⊗(Mt)at is simple.
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(c) The vector ut⊗ · · ·⊗u1 cogenerates (Mt)at ⊗ · · ·⊗(M1)a1; i.e., any non-zero
submodule contains this vector.
(d) The socle of (Mt)at ⊗ · · ·⊗(M1)a1 is simple.
(e) Let
r : (M1)a1 ⊗ · · ·⊗(Mt)at → (Mt)at ⊗ · · ·⊗(M1)a1
be the specialization of RnormM1,...,Mt at zk = ak. Then the image of r is simple
and it coincides with the head of (M1)a1 ⊗ · · ·⊗(Mt)at and also with the socle
of (Mt)at ⊗ · · ·⊗(M1)a1.
(iii) Let M be a simple integrable U ′q(g)-module M . Then, there exists a finite sequence(
(i1, a1), . . . , (it, at)
)
in I0 × k
× such that dV (̟ik ),V (̟ik′ )
(ak′/ak) 6= 0 for 1 ≤ k <
k′ ≤ t and M is isomorphic to the head of V (̟i1)a1 ⊗ · · ·⊗V (̟it)at. Moreover,
such a sequence
(
(i1, a1), . . . , (it, at)
)
is unique up to permutation.
Example 2.2.2. When g = ŝlN , the normalized R-matrices for the fundamental rep-
resentations are given as follows for 1 ≤ k, ℓ ≤ N − 1 (see, for example, [8]):
RnormV (̟k),V (̟ℓ) =
∑
0≤i≤min(k,ℓ,N−k,N−ℓ)
i∏
s=1
1− (−q)|k−ℓ|+2sz
z − (−q)|k−ℓ|+2s
P̟max(k,ℓ)+i+̟min(k,ℓ)−i,(2.2.7)
where z = zV (̟ℓ)/zV (̟k) and Pλ denotes the projection from V (̟k) ⊗ V (̟ℓ) to the
direct summand V (λ) as a Uq(slN )-module. We understand ̟0 = ̟N = 0.
Note that
dV (̟k),V (̟ℓ)(z) =
min(k,ℓ,N−k,N−ℓ)∏
s=1
(
z − (−q)|k−ℓ|+2s
)
=
∏
|k−ℓ|+2≤p≤k+ℓ,2N−k−ℓ,
p≡k−ℓ mod 2
(z − (−q)p).(2.2.8)
Remark 2.2.3. The above example shows that if g is of type A
(1)
N−1 (N ≥ 2), then
every normalized R-matrix between two fundamental representations of U ′q(g) has only
simple poles. In the forthcoming paper, we will show that it is not true when g is of
type D
(1)
N (N ≥ 4).
3. Affine Schur-Weyl duality via Khovanov-Lauda-Rouquier algebras
3.1. Action of Khovanov-Lauda-Rouquier algebras on V̂ ⊗β. Let {Vs}s∈S be a
family of good U ′q(g)-modules and let λs be a dominant extremal weight of Vs and vs
a dominant extremal weight vector in Vs of weight λs.
Let J be an index set and let X : J → T and S : J → S be maps, where T = k× is
the algebraic torus. For each i, j ∈ J , we choose ci,j(u, v) ∈ k[[u, v]] such that
ci,j(u, v)cj,i(v, u) = 1,
ci,i(u, v) = 1.
(3.1.1)
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Set
(3.1.2) Pij(u, v) = (u− v)
dijci,j(u, v),
where dij denotes the order of the zero of dVS(i),VS(j)(z2/z1) at z2/z1 = X(j)/X(i).
Let RJ be the symmetric Khovanov-Lauda-Rouquier algebra associated with
(3.1.3) Qij(u, v) = δ(i 6= j)Pij(u, v)Pji(v, u) = δ(i 6= j)(u− v)
dij(v − u)dji
for i, j ∈ J .
Remark 3.1.1. If we consider the non-graded RJ -module category RJ -mod, the choice
of ci,j is not important, and we can choose, for example, ci,j(u, v) = 1. Indeed, adding
ci,j(u, v) is equivalent to the change of generators τke(ν) 7→ cνk,νk+1(xx, xk+1)τke(ν).
However, as we shall see later in Theorem 4.6.5, we need to choose ci,j(u, v) carefully
when we are concerned with localizations of the graded RJ -module category RJ -gmod.
Remark 3.1.2. The underlying Cartan matrix AJ = (a
J
ij)i,j∈J is given by
(3.1.4) aJij =
{
2 if i = j,
−dij − dji if i 6= j.
Consider the quiver ΓJ := (J,Ω) with the set of vertices J and the set of oriented edges
Ω such that
♯ {h ∈ Ω | s(h) = i, t(h) = j} = dij for all i, j ∈ J ,
where s(h) and t(h) denote the source and the target of an oriented edge h ∈ Ω.
Theorem 2.2.1 implies that X(j)/X(i) ∈ C[[q1/m]]q1/m for some m > 0 if dij > 0.
Hence we obtain
if dij > 0, then dji = 0.
Thus the quiver ΓJ has neither loops nor cycles. The underlying unoriented graph of
ΓJ gives a symmetric Cartan datum and the polynomials in (3.1.3) are essentially same
as the ones used in [38] associated with the symmetric Cartan datum of ΓJ .
Let
ÔTn,X(ν) = k[[X1 −X(ν1), . . . , Xn −X(νn)]]
be the completion of the local ring OTn,X(ν) of T
n at X(ν) := (X(ν1), . . . , X(νn)) and
K̂ν the fraction field of ÔTn,X(ν). For β ∈ Q
+ with |β| = n, set
Pβ :=
⊕
ν∈Jβ
k[x1, . . . , xn]e(ν) ⊂ R
J(β),
P̂β :=
⊕
ν∈Jβ
ÔTn,X(ν)e(ν),
K̂β :=
⊕
ν∈Jβ
K̂νe(ν).
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Then we have
Pβ →֒ P̂β →֒ K̂β
as k-algebras, where the first arrow is given by
xke(ν) 7→ X(νk)
−1
(
Xk −X(νk)
)
e(ν).
Note that
k[X±11 , . . . , X
±1
n ] ⊂ ÔTn,X(ν) and ÔTn,X(ν) ≃ k[[x1, . . . , xn]] for all ν ∈ J
β.
Let
k[Sn] :=
⊕
w∈Sn
krw
be the group algebra of Sn; i.e., the k-algebra with the multiplication rwrw′ = rww′ for
w,w′ ∈ Sn. We denote rsi by ri for i = 1, . . . , n− 1.
The symmetric group Sn acts on Pβ, P̂β, K̂β from the left and we have
Pβ ⊗ k[Sn] →֒ P̂β ⊗ k[Sn] →֒ K̂β ⊗ k[Sn]
as algebras. Here the algebra structure on K̂β ⊗ k[Sn] is given by
rwf = w(f)rw for f ∈ K̂β, w ∈ Sn.(3.1.5)
Then K̂β may be regarded as a right K̂β ⊗ k[Sn]-module by
a(f ⊗ rw) = w
−1(af) (a, f ∈ K̂β , w ∈ Sn).
Define τa ∈ K̂β ⊗ k[Sn] by
e(ν)τa =
{
e(ν)Pνa,νa+1(xa, xa+1)ra if νa 6= νa+1,
e(ν)(ra − 1)(xa − xa+1)
−1 if νa = νa+1.
Then the subalgebra of K̂β ⊗ k[Sn] generated by
e(ν) (ν ∈ Jβ), xa (1 ≤ a ≤ n), τa (1 ≤ a ≤ n− 1)
is isomorphic to the Khovanov-Lauda-Rouquier algebra RJ(β) at β associated with
Qij(u, v) = δ(i 6= j)Pij(u, v)Pji(v, u) ([35, Proposition 3.12], [24, Theorem 2.5]).
For each ν = (ν1, . . . , νn) ∈ J
β, we set
Vν = (VS(ν1))aff ⊗ · · · ⊗ (VS(νn))aff
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which is a
(
k[X±11 , . . . , X
±1
n ]⊗ U
′
q(g)
)
-module, where Xk = zVS(νk). We define
V̂ν :=ÔTn,X(ν) ⊗k[X±11 ,...,X
±1
n ]
Vν ,
V̂ ⊗β :=
⊕
ν∈Jβ V̂νe(ν),
V̂ ⊗β
K̂
:=K̂β ⊗P̂β V̂
⊗β ≃
⊕
ν∈Jβ K̂ν ⊗ÔTn,X(ν) V̂ν .
(3.1.6)
For each ν ∈ Jβ and a = 1, . . . , n− 1, there exists a U ′q(g)-module homomorphism
Rνa,a+1 : k(X1, . . . , Xn)⊗k[X±11 ,...X
±1
n ]
Vν → k(X1, . . . , Xn)⊗k[X±11 ,...X
±1
n ]
Vsa(ν)
which is given by
v1 ⊗ · · · ⊗ va ⊗ va+1 ⊗ · · · ⊗ vn 7→ v1 ⊗ · · · ⊗ R
norm
VS(νa),VS(νa+1)
(va ⊗ va+1)⊗ · · · ⊗ vn
for vk ∈ (VS(νk))aff (1 ≤ k ≤ n). It follows that
Rνa,a+1 ◦Xk = Xsa(k) ◦R
ν
a,a+1 from (2.2.2),
R
sa(ν)
a,a+1 ◦R
ν
a,a+1 = 1Vν from (2.2.4),
R
sa+1sa(ν)
a,a+1 ◦R
sa(ν)
a+1,a+2 ◦R
ν
a,a+1 = R
sasa+1(ν)
a+1,a+2 ◦R
sa+1(ν)
a,a+1 ◦R
ν
a+1,a+2 from (2.2.5).
Set dνa,νa+1(u) = dVS(νa),VS(νa+1)(u). Then, we have
(3.1.7) Rνa,a+1 ◦ dνa,νa+1(Xa+1/Xa) : Vν → Vsa(ν).
The algebra K̂β ⊗ k[Sn] acts on V̂
⊗β
K̂
from the right, where
e(ν)ra : K̂ν ⊗k[X±11 ,...X
±1
n ]
Vν
→ K̂sa(ν) ⊗k(X1,...,Xn)
(
k(X1, . . . , Xn)⊗k[X±11 ,...X
±1
n ]
Vsa(ν)
)
is given by
(f ⊗ v)e(ν)ra = sa(f)e(sa(ν))⊗ R
ν
a,a+1(v)
for f ∈ K̂ν , v ∈ k(X1, . . . , Xn) ⊗k[X±11 ,...,X
±1
n ]
Vν . The subalgebra K̂β acts by the mul-
tiplication. The relation (3.1.5) follows from the properties of normalized R-matrices
and hence we have a well-defined right action of the algebra K̂β⊗k[Sn] on V̂
⊗β
K̂
. Since
the normalized R-matrices are U ′q(g)-module homomorphisms, V̂
⊗β
K̂
has a structure of
(U ′q(g), K̂β ⊗ k[Sn])-bimodule.
Theorem 3.1.3. The subspace V̂ ⊗β of V̂ ⊗β
K̂
is stable under the right action of the
subalgebra RJ(β) of K̂β ⊗k[Sn]. In particular, V̂
⊗β has a structure of (U ′q(g), R
J(β))-
bimodule.
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Proof. It is obvious that V̂ ⊗β is stable under the actions of e(ν) (ν ∈ Jβ) and xa (1 ≤
a ≤ n). Thus it is enough to show that V̂ ⊗β is stable under e(ν)τa (ν ∈ J
β , 1 ≤ a < n).
Assume νa 6= νa+1. Then we have
e(ν)Pνa,νa+1(xa, xa+1)
= e(ν)dνa,νa+1(Xa+1/Xa)
(X(νa)
−1Xa −X(νa+1)
−1Xa+1)
dνa,νa+1cνa,νa+1(xa, xa+1)
dνa,νa+1(Xa+1/Xa)
.
Since dνa,νa+1 is the multiplicity of the zero of the polynomial dνa,νa+1(Xa+1/Xa) at
Xa+1/Xa = X(νa+1)/X(νa), we have
(X(νa)
−1Xa −X(νa+1)
−1Xa+1)
dνa,νa+1cνa,νa+1(xa, xa+1)
dνa,νa+1(Xa+1/Xa)
∈ ÔTn,X(ν).
It follows that
V̂νe(ν)Pνa,νa+1(xa, xa+1) ⊂ V̂νe(ν)dνa,νa+1(Xa+1/Xa).
Hence
V̂νe(ν)τa = V̂νe(ν)Pνa,νa+1(xa, xa+1)ra ⊂ V̂νe(ν)dνa,νa+1(Xa+1/Xa)ra,
and it is contained in V̂sa(ν)e(sa(ν)) by (3.1.7).
Assume νa = νa+1. Then R
norm
VS(νa),VS(νa)
does not have a pole at Xa = Xa+1 by
Theorem 2.2.1. Since (VS(νa))x ⊗ (VS(νa))x is irreducible for any x ∈ k
×, we obtain
RnormVS(νa),VS(νa) |Xa=Xa+1 = id. Therefore, we have
V̂νe(ν)τa = V̂νe(ν)(ra − 1)(xa − xa+1)
−1
= V̂νe(ν)X(νa)(ra − 1)(Xa −Xa+1)
−1 ⊂ V̂νe(ν),
as desired. 
3.2. The Functor F . Since V̂ ⊗β is a (U ′q(g), R
J(β))-bimodule, we can construct the
following functor:
Fβ : Modgr(R
J(β))→ Mod(U ′q(g))(3.2.1)
sending an RJ(β)-module M to the U ′q(g)-module
Fβ(M) := V̂
⊗β ⊗RJ (β) M.
Set
Fn :=
⊕
β∈Q+, |β|=n
Fβ : Mod(R
J(n))→ Mod(U ′q(g)),
F :=
⊕
n∈Z≥0
Fn :
⊕
n∈Z≥0
Mod(RJ(n))→ Mod(U ′q(g)).
Recall that Cg denotes the category of finite-dimensional integrable U
′
q(g)-modules.
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Theorem 3.2.1. The functor F induces a tensor functor
F :
⊕
β∈Q+ R
J(β)-gmod→ Cg.
Namely, F sends finite-dimensional graded RJ(β)-modules to U ′q(g) -modules in Cg,
and there exist canonical U ′q(g)-module isomorphisms
F(RJ(0)) ≃ k, F(M1 ◦M2) ≃ F(M1)⊗ F(M2)
for M1 ∈ R
J(β1)-gmod and M2 ∈ R
J(β2)-gmod such that the diagrams in (A.1.2) are
commutative .
Proof. (i) First let us show that F(M) belongs to Cg for any M ∈ R
J(β)-gmod.
Since V̂ ⊗β has a weight decomposition, F(M) = V̂ ⊗β ⊗RJ (β)M has also a weight
decomposition. Since F(M) is a quotient of V̂ ⊗β ⊗Pβ M which is finite-dimensional,
F(M) is also finite-dimensional.
(ii) We shall construct a canonical isomorphism F(M1 ◦M2) ≃ F(M1)⊗F(M2). Set
β = β1 + β2. For each ν = (ν1, . . . , νn) ∈ J
β such that ν ′ = (ν1, . . . , νn1) ∈ J
β1, ν ′′ =
(ν1+n1 , . . . , νn) ∈ J
β2 , we have an algebra homomorphism ÔTn1 ,X(ν′) ⊗ ÔTn2 ,X(ν′′) →
ÔTn,X(ν). Moreover, for any finite-dimensional ÔTn1 ,X(ν′)-module L1 and any finite-
dimensional ÔTn2 ,X(ν′′)-module L2, the induced morphism
L1 ⊗ L2 → ÔTn,X(ν) ⊗
Ô
T
n1 ,X(ν′)⊗ÔTn2 ,X(ν′′)
(L1 ⊗ L2)
is an isomorphism. Hence for any finite-dimensional Pβ1-module L1 and any finite-
dimensional Pβ2-module L2, the induced morphism
(V̂ ⊗β1 ⊗ V̂ ⊗β2) ⊗
Pβ1⊗Pβ2
(L1 ⊗ L2)→ V̂
⊗β ⊗
Pβ1⊗Pβ2
(L1 ⊗ L2)
is an isomorphism.
The module V̂ ⊗β ⊗RJ (β) (M1 ◦M2) ≃ V̂
⊗β ⊗RJ (β1)⊗RJ (β2) (M1 ⊗M2) is the quotient
of V̂ ⊗β ⊗Pβ1⊗Pβ2 (M1 ⊗M2) by the submodule generated by va ⊗ u − v ⊗ au, where
a ∈ RJ(β1) ⊗ R
J(β2), v ∈ V̂
⊗β, u ∈ M1 ⊗ M2. A similar result holds for
(
V̂ ⊗β1 ⊗
V̂ ⊗β2
)
⊗RJ (β1)⊗RJ (β2) (M1 ⊗M2). Thus we obtain the desired result(
V̂ ⊗β1 ⊗ V̂ ⊗β2
)
⊗RJ (β1)⊗RJ (β2) (M1 ⊗M2) ≃ V̂
⊗β ⊗RJ (β1)⊗RJ (β2) (M1 ⊗M2).
The commutativity of (A.1.2) is immediate. 
The following proposition is obvious by the construction.
Proposition 3.2.2.
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(i) For any i ∈ J , we have
F(L(i)z) ≃ k[[z]] ⊗
k[z±VS(i)
]
(VS(i))aff ,(3.2.2)
where k[z±1VS(i) ]→ k[[z]] is given by zVS(i) 7→ X(i)(1 + z).
(ii) For i, j ∈ J , let φ = RL(i)z ,L(j)z′ : L(i)z ◦L(j)z′ → L(j)z′ ◦L(i)z; i.e., the R
J(αi +
αj)-module homomorphism given by
φ
(
u(i)z ⊗ u(j)z′
)
= ϕ1
(
u(j)z′ ⊗ u(i)z
)
,(3.2.3)
where ϕ1 is the intertwiner defined in § 1.3.1. Then we have
F(φ) = (Xi/X(i)−Xj/X(j))
di,jci,j(Xi/X(i)− 1, Xj/X(j)− 1)R
norm
VS(i),VS(j)
as a morphism
ÔT2,(X(i),X(j)) ⊗
k[X±1i ,X
±1
j ]
(
(VS(i))aff ⊗ (VS(j))aff
)
−→ ÔT2,(X(j),X(i)) ⊗
k[X±1j ,X
±1
i ]
(
(VS(j))aff ⊗ (VS(i))aff
)
,
where Xi = zVS(i) and Xj = zVS(j).
3.3. Exactness of the functor F . The following propositions are key ingredients in
proving our main theorem.
Proposition 3.3.1 ([23, Corollary 2.9], [32, Theorem 4.6]). If the quiver associated
with RJ is of finite type A,D,E, then RJ(β) has a finite global dimension for every
β ∈ Q+.
Proposition 3.3.2. Let A → B be a homomorphism of algebras. We assume the
following conditions:
(a) B is a finitely generated projective A-module,
(b) HomA(B,A) is a projective B-module,
(c) the global dimension of B is finite.
Then we have:
(i) any B-module projective over A is projective over B,
(ii) any B-module flat over A is flat over B.
Proof. Since the proof is similar, we give only the proof of (ii).
Let us denote by flat. dimAM the flat dimension of an A-module M . Then we have
flat. dimA(M) ≤ flat. dimB(M)
for any B-module M , because TorAk (N,M) ≃ Tor
B
k (N ⊗AB,M) for any A
opp-module
N and k ∈ Z by (a).
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By (b), HomA(B,A)⊗A L is a flat B-module if L is a flat A-module. Indeed,
the functor X ⊗B HomA(B,A) is exact in X ∈ Mod(B
opp) and hence the functor
X ⊗B HomA(B,A)⊗A L is also exact in X .
On the other hand, for any A-module L, the canonical B-module homomorphism
HomA(B,A)⊗
A
L→ HomA(B,L), f ⊗ s 7−→ (B ∋ b 7→ f(b)s)
is an isomorphism by (a). Hence we conclude that HomA(B,L) is a flat B-module for
any flat A-module L. It immediately implies that
flat. dimB
(
HomA(B,L)
)
≤ flat. dimA(L) for any A-module L.
Now, letM be a B-module. Then there exists a canonical B-module homomorphism
ϕM : M → HomA(B,M)
given by ϕM(x)(b) = bx. It is evidently injective.
In order to prove the proposition, it is enough to show the following statement for
any d ≥ 0:
for any B-module M , flat. dimA(M) ≤ d implies flat. dimB(M) ≤ d.
We shall show it by the descending induction on d. If d≫ 0, it is a consequence of (c).
Let M be a B-module with flat. dimA(M) ≤ d. We have an exact sequence
0→ M
ϕM−−→ HomA(B,M)→ N → 0.
Then
flat. dimA
(
HomA(B,M)
)
≤ flat. dimB
(
HomA(B,M)
)
≤ flat. dimA(M) ≤ d.
Hence we have flat. dimAN ≤ d + 1, which implies that flat. dimB(N) ≤ d + 1 by the
induction hypothesis. Finally, we conclude that flat. dimB(M) ≤ d. Thus the induction
proceeds. 
Theorem 3.3.3. If the quiver associated with RJ is of finite type A,D,E, then the
functor Fβ is exact for every β ∈ Q
+.
Proof. Let us apply Proposition 3.3.2 with A = Poppβ and B = R
J(β)opp. The conditions
(a) and (b) are well-known, and (c) is nothing but Proposition 3.3.1. Therefore, V̂ ⊗β
is a flat RJ(β)opp-module since it is a flat Poppβ -module. 
4. Quantum affine algebra U ′q(ŝlN) and the category CJ
In this section, we investigate the tensor category structure of C
ŝlN
(N ≥ 2) via its
vector representation using the method introduced in the previous section. In the case
of g = ŝlN , we have I = {0, 1, . . . , N − 1} and
(αi, αj) = 2δi,j − δ(i ≡ j + 1 mod N)− δ(i ≡ j − 1 mod N).
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The base field k is C(q).
4.1. R-matrix for V (̟1) of U
′
q(ŝlN). Let V := V (̟1) be the fundamental represen-
tation of U ′q(ŝlN) of fundamental weight ̟1. Then V =
N⊕
k=1
kuk with the action
ei(uk) = δ(k ≡ i+ 1 mod N)ui,
fi(uk) = δ(k ≡ i mod N)ui+1,
Kiuk = q
δ(k≡i mod N)−δ(k≡i+1 mod N)uk.
Here u0 = uN .
The normalized R-matrix
R = RnormV (̟1),V (̟1) : Vz ⊗ Vz′ → Vz′ ⊗ Vz
is explicitly given by
R((ui)z⊗(uj)z′)
=

(1− q2)z′δ(i>j)zδ(i<j)
z′ − q2z
(ui)z′ ⊗(uj)z +
q(z′ − z)
z′ − q2z
(uj)z′ ⊗(ui)z if i 6= j,
(ui)z′ ⊗(ui)z if i = j.
(4.1.1)
It shows that dV,V (z
′/z) = z′/z − q2.
Let S = {V }, J = Z and let X : J → k× be the map given by X(j) = q2j . Then we
have
dij = δ(j = i+ 1) for i, j ∈ J .(4.1.2)
Then, for i, j ∈ J , we have
(αi, αj) =

−1 if i− j = ±1,
2 if i = j,
0 otherwise,
and
Qij(u, v) =

±(u− v) if j = i± 1,
0 if i = j,
1 otherwise.
Therefore the corresponding Khovanov-Lauda-Rouquier algebra R = RJ is of type A∞.
We take
PJ =
⊕
a∈Z
Zǫa
as the weight lattice with (ǫa, ǫb) = δa,b. The root lattice QJ =
⊕
i∈J
Zαi is embedded
into PJ by αi = ǫi − ǫi+1. We write as usual Q
+
J for
⊕
i∈J
Z≥0αi.
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Note that, for β ∈ Q+J and ν ∈ J
β, we have
(τa+1τaτa+1 − τaτa+1τa)e(ν) =
{
±e(ν) if νa = νa+2 = νa+1 ∓ 1,
0 otherwise.
Also, we have
Pij(u, v) = (u− v)
δ(j=i+1)ci,j(u, v).
We will choose ci,j(u, v) satisfying (3.1.1) later in Theorem 4.6.5. Recall that the
functor
F :
⊕
β∈Q+J
Modgr(R(β))→ Mod(U
′
q(ŝlN ))
defined in (3.2.1) is exact (Theorem 3.3.3).
4.2. KLR-modules in A case. Let us recall the representation theory of Khovanov-
Lauda-Rouquier algebras in A-case.
A pair of integers (a, b) such that a ≤ b is called a segment. The length of (a, b) is
b− a + 1. A multisegment is a finite sequence of segments.
For a segment (a, b) of length ℓ, we define a graded 1-dimensional R(ǫa−ǫb+1)-module
L(a, b) = ku(a, b) in R(ǫa− ǫb+1)-gmod which is generated by a vector u(a, b) of degree
0 with the action of R(ǫa − ǫb+1) given by
xmu(a, b) = 0, τku(a, b) = 0, e(ν)u(a, b) =
{
u(a, b) if ν = (a, a+ 1, . . . , b),
0 otherwise.
(4.2.1)
Note that it was denoted by L(a, a+1, . . . , b) in § 1.5. We understand that L(a, a− 1)
is the 1-dimensional module over R(0) = k and the length of (a, a − 1) is 0. When
a = b, we use the notation L(a) instead of L(a, a).
Recall that w[ℓ, ℓ′] denotes the element in the symmetric group Sℓ+ℓ′ given by
w[ℓ, ℓ′](k) =
{
ℓ′ + k for 1 ≤ k ≤ ℓ,
k − ℓ for ℓ < k ≤ ℓ+ ℓ′,
and we write τℓ,ℓ′ for τw[ℓ,ℓ′] ∈ R(β) with |β| = ℓ + ℓ
′. For example, we have τ1,ℓ =
τℓ · · · τ1.
In the sequel, for n ∈ Z≥0 and β ∈ Q
+
J with |β| = n, we sometimes write e(n) for
e(β). Since the proofs of the following lemmas are straightforward, we omit them.
Lemma 4.2.1. Let z and z′ be algebraically independent indeterminates. For a < b,
set ℓ = b− a + 1. Then we have
τ1,ℓ(e(1)⊠ τℓ−1,1)(u(a, b)z′ ⊗u(a)z) = u(a, b)z′ ⊗u(a)z(4.2.2)
in L(a, b)z′ ◦ L(a)z.
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Lemma 4.2.2. For a ≤ b, we have
RL(a,b)z ,L(a,b)z′ (u(a, b)z⊗u(a, b)z′)
=
(
(z′ − z)b−a+1τb−a+1,b−a+1 + (z
′ − z)b−a
)
(u(a, b)z′ ⊗u(a, b)z).
Some parts of the following proposition appeared in [39] in terms of modules over
affine Hecke algebras.
We omit the details of its proof.
Proposition 4.2.3. For a ≤ b and a′ ≤ b′, set ℓ = b − a + 1, ℓ′ = b′ − a′ + 1
and p = ♯([a, b] ∩ [a′, b′]) = max(0,min(b′, b) − max(a, a′) + 1), β = ǫa − ǫb+1 and
β ′ = ǫa′ − ǫb′+1. Let s be the degree of zeroes of RL(a,b)z ,L(a′,b′)z′ (see (1.4.8)).
(i) If a′ = a and b′ = b, then s = b− a and we have r
L(a,b),L(a,b)
= idL(a,b)◦L(a,b).
(ii) (a) If a ≤ a′ ≤ b ≤ b′, then s = b− a′ and there exists a nonzero homomorphism
f := r
L(a,b),L(a′ ,b′)
: L(a, b) ◦ L(a′, b′)→ qδa,a′+δb,b′−2L(a′, b′) ◦ L(a, b).
(b) Unless a ≤ a′ ≤ b ≤ b′, we have s = p,
RL(a,b)z ,L(a′,b′)z′ (u(a, b)z⊗u(a
′, b′)z′) = (z
′ − z)pτℓ′,ℓ(u(a
′, b′)z′ ⊗u(a, b)z)
and there exists a nonzero homomorphism
g := r
L(a,b),L(a′ ,b′)
: L(a, b) ◦ L(a′, b′)→ q(β,β
′)L(a′, b′) ◦ L(a, b)
given by g
(
u(a, b)⊗u(a′, b′)
)
= τℓ′,ℓ
(
u(a′, b′)⊗u(a, b)
)
.
(iii) If a ≤ a′ ≤ b′ ≤ b, then L(a, b) ◦ L(a′, b′) is irreducible and
L(a, b) ◦ L(a′, b′) ≃ qδa,a′−δb,b′L(a′, b′) ◦ L(a, b).
(iv) If b′ < a− 1, then L(a, b) ◦ L(a′, b′) is irreducible and
g : L(a, b) ◦ L(a′, b′) ∼−→L(a′, b′) ◦ L(a, b).
(v) If a′ < a ≤ b′ < b, then we have the following exact sequence
0 −−→ qL(a′, b) ◦ L(a, b′)
ϕ
−→ L(a, b) ◦ L(a′, b′)
g
−−−→ L(a′, b′) ◦ L(a, b) −−→ q−1L(a′, b) ◦ L(a, b′) −−→ 0.
Moreover, the image of g coincides with the head of L(a, b)◦L(a′, b′) and the socle
of L(a′, b′) ◦ L(a, b).
(vi) If a = b′ + 1, then we have an exact sequence
0→ qL(a′, b)
ψ
−→ L(a, b) ◦ L(a′, b′)
g
−→ q−1L(a′, b′) ◦ L(a, b)→ q−1L(a′, b)→ 0.
Moreover, the image of g coincides with the head of L(a, b)◦L(a′, b′) and the socle
of q−1L(a′, b′) ◦ L(a, b).
(vii) d(L(a, b), L(a′, b′)) = (β, β ′)− 2δ(a ≤ a′ ≤ b ≤ b′).
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Proof. The assertion (i) is noting but Lemma 4.2.2.
Let us show (ii) (a). Let a ≤ b and a ≤ c ≤ b + 1. Then it is easy to see that there
exists a unique morphism
ξa,c,b : L(a, b) −−→ q
δa,c+δc,b+1−1L(c, b) ◦ L(a, c− 1)
such that the diagram
L(a, c− 1) ◦ L(c, b) // //
RL(a,c−1),L(c,b) ++❱❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱
L(a, b)
ξa,c,b

qδa,c+δc−1,b−1L(c, b) ◦ L(a, c− 1)
(4.2.3)
commutes. We have explicitly
ξa,c,b(u(a, b)) = τb−c+1,c−a
(
u(c, b)⊗u(a, c− 1)
)
.
Let f be the composition
L(a, b) ◦ L(a′, b′)
ξa,a′,b◦ξa′,b+1,b′
−−−−−−−−−−→ qδa,a′−1L(a′, b) ◦ L(a, a′ − 1) ◦ qδb,b′−1L(b+ 1, b′) ◦ L(a′, b)
RL(a,a′−1),L(b+1,b′)
−−−−−−−−−−−→ qδa,a′+δb,b′−2L(a′, b) ◦ L(b+ 1, b′) ◦ L(a, a′ − 1) ◦ L(a′, b)
−−→ qδa,a′+δb,b′−2L(a′, b′) ◦ L(a, b).
We can check easily that this composition does not vanish. Hence it coincides with
r
L(a,b), L(a′,b′)
by using (i) and Lemma 1.4.8.
Let us show (ii) (b).
By Proposition 1.4.4 (iii), we can write
RL(a,b)z ,L(a′,b′)z′ (u(a, b)z ⊗ u(a
′, b′)z′)
= (z′ − z)pτℓ′,ℓ(u(a
′, b′)z′ ⊗u(a, b)z) + a(z
′ − z)τℓ′,ℓ(u(a
′, b′)z′ ⊗u(a, b)z)
+
∑
w∈A
gwτw(u(a
′, b′)z′ ⊗u(a, b)z),
where A = {w ∈ Sℓ′,ℓ | w 6= w[ℓ
′, ℓ]}, a(z′ − z) is a polynomial of degree < p, and
gw ∈ k[z
′, z].
The degree of (z′ − z)pτℓ′,ℓ(u(a
′, b′)z′ ⊗u(a, b)z) is equal to the degree of a(z
′ −
z)τℓ′,ℓ(u(a
′, b′)z′ ⊗u(a, b)z). Hence a(z
′ − z) should vanish. Moreover, we may assume
that w ∈ A satisfies wν = w[ℓ′, ℓ]ν where ν = (a′, . . . , b′, a, . . . , b). We can easily see
that there is no such w except the case a ≤ a′ ≤ b ≤ b′. Hence we obtain (ii) (b).
The assertions (iii)-(vi) appeared in [39, Lemma 4] except the descriptions of homo-
morphisms. We will describe the homomorphisms explicitly.
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The left arrow ψ in (vi) is given by (4.2.3).
The left arrow ϕ in (v) is given by
qL(a′, b) ◦ L(a, b′)
ξ
−→ L(a, b) ◦ L(a′, a− 1) ◦ L(a, b′) −−→ L(a, b) ◦ L(a′, b′).
The right arrow in (v) is given by
L(a′, b′) ◦ L(a, b)
ξ
−→ L(a′, b′) ◦ q−1L(b′ + 1, b) ◦ L(a, b′)→ q−1L(a′, b) ◦ L(a, b′).
The assertion (vii) is a consequence of (ii). 
Remark 4.2.4. If we had chosen Qi,i+1(u, v) = v − u, then rL(a,b),L(a,b) would be
(−1)b−a id.
We give a total order on the set of segments as follows:
(a1, b1) > (a2, b2) if a1 > a2 or a1 = a2 and b1 > b2.(4.2.4)
The following proposition was proved in [17]. The corresponding statement for affine
Hecke algebras was proved in [39, Theorem 2.2] (see also [3, 40]).
Proposition 4.2.5. [17, Theorem 4.8, Theorem 5.1]
(i) Let M be a finite-dimensional simple graded R(ℓ)-module. Then there exist a
unique pair of a multisegment
(
(a1, b1), . . . , (at, bt)
)
and an integer c such that
(a) (ak, bk) ≥ (ak+1, bk+1) for 1 ≤ k ≤ t− 1,
(b)
∑t
k=1 ℓk = ℓ, where ℓk := bk − ak + 1,
(c) M ≃ qchd
(
L(a1, b1) ◦ · · · ◦ L(at, bt)
)
, where hd denotes the head.
(ii) Conversely, if a multisegment
(
(a1, b1), . . . , (at, bt)
)
satisfies (a) and (b), then
hd
(
L(a1, b1) ◦ · · · ◦ L(at, bt)
)
is a simple graded R(ℓ)-module.
If a multisegment
(
(a1, b1), . . . , (at, bt)
)
satisfies the condition (a) above, then we say
that it is an ordered multisegment. We call the ordered multisegment
(
(ak, bk)
)
1≤k≤t
in
Proposition 4.2.5 (i) the multisegment associated with M .
The following lemma is more or less proved in [39] if we ignore the grading.
Lemma 4.2.6. Let
(
(a1, b1), . . . , (at, bt)
)
be a multisegment satisfying the conditions
(a), (b) in Proposition 4.2.5. Set βk = ǫak − ǫbk+1 and
d :=
∑
1≤i<j≤t
d(L(ai, bi), L(aj , bj)) =
∑
1≤i<j≤t, βi 6=βj
(βi, βj).
Also set L = L(a1, b1) ◦ · · · ◦ L(at, bt) and L
′ = L(at, bt) ◦ · · · ◦ L(a1, b1). Then the
following statements hold.
(i) hd(L) is isomorphic to qdsoc(L′), where soc denotes the socle.
(ii)
(
hd(L)
)∗
≃ q−2
∑
1≤i<j≤t δβi,βjhd(L).
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(iii) For any s ∈ Z and any non-zero homomorphism φ : L→ qsL′, we have
hd(L) ≃ φ(L) ≃ soc(qsL′).
(iv) We have
Hom
R(β)-gmod(L, q
sL′) ≃
{
k if s = d,
0 otherwise.
Proof. Let us rename the multisegment
(
(a1, b1), . . . , (at, bt)
)
by(
(c1, d1,1), (c1, d1,2), . . . , (c1, d1,s1), (c2, d2,1), (c2, d2,2), . . . , (c2, d2,s2),
. . . , (cp, dp,1), (cp, dp,2), . . . , (cp, dp,st)
)
satisfying
ck > ck+1 (1 ≤ k < p) and dk,j ≥ dk,j+1 (1 ≤ k ≤ p, 1 ≤ j < sk)
and set
Lk := L(ck, dk,1) ◦ L(ck, dk,2) ◦ · · · ◦ L(ck, dk,sk)
for each 1 ≤ k ≤ p. Then L ≃ L1 ◦ · · · ◦ Lp.
The module Lk is an irreducible R(γk)-module by [39, Lemma 5], where γk,j =
ǫck − ǫdk,j+1 for 1 ≤ j ≤ sk and γk =
∑sk
j=1 γk,j. Define
νk := (ck, . . . , ck︸ ︷︷ ︸
mk,ck
, ck + 1, . . . , ck + 1︸ ︷︷ ︸
mk,1+ck
, . . . , dk,1, . . . , dk,1︸ ︷︷ ︸
mk,dk,1
) ∈ Iγk ,
where mk,j denotes the number of occurrences of j in
(ck, ck + 1 . . . , dk,1; ck, ck + 1, . . . , dk,2; . . . ; ck, ck + 1, . . . dk,sk).
Then the shuffle lemma says that
dim e(νk)Lk = mk,ck ! mk,1+ck ! · · ·mk,dk,1!.
Hence e(νk)Lk is a simple R(βk,ck) ⊠ · · · ⊠ R(βk,dk,1)-module, and L
k is generated by
e(νk)Lk as an R(γk)-module. Here βk,j = mk,jαj . Note that γk =
∑
j βk,j.
On the other hand, by the shuffle lemma, we have
dim e(ν)L =
p∏
k=1
(mk,ck ! · · ·mk,dk,1!),
where ν := ν1 ∗ ν2 ∗ · · · ∗ νp is the concatenation of the νk’s. It follows that
e(ν)L = e(ν1)L1 ⊠ · · ·⊠ e(νp)Lp
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is an irreducible
(
R(β1,c1)⊠ · · ·⊠R(β1,d1,1)
)
⊠ · · ·⊠
(
R(βp,cp)⊠ · · ·⊠R(βp,dp,1)
)
-module.
Hence e(ν)L is isomorphic to the tensor product of Kato modules up to a grading shift
and
dimq e(ν)L = q
A
∏p
k=1([mk,ck ]! · · · [mk,dk,1 ]!),(
q−Ae(ν)L
)∗
≃ q−Ae(ν)L
(4.2.5)
for some integer A.
Let K be a submodule of L such that e(ν)K 6= 0. Then we have
e(ν)K = e(ν)L,
because e(ν)K is an (R(β1,c1)⊗· · ·⊗R(β1,d1,1))⊗· · ·⊗(R(βp,cp)⊗· · ·⊗R(βp,dp,1))-module.
Since e(ν1)L1 ⊠ · · ·⊠ e(νp)Lp generates L1 ⊠ · · ·⊠ Lp and L1 ⊠ · · ·⊠ Lp generates L,
e(ν)L generates L. Thus e(ν)K generates L. It follows that for any proper submodule
K of L, we have e(ν)K = 0. Hence L has a unique maximal submodule and therefore
the head of L is irreducible. Moreover, we have
e(ν)L ∼−→ e(ν)hd(L).
By (4.2.5), we have
(hd(L))∗ ≃ q−2Ahd(L).
Note that L′ ≃ q−BL∗ by (1.2.3), where B =
∑
1≤k<k′≤t(βk, βk′). Hence L
′ has a
simple socle and e(ν)soc(L′) ∼−→ e(ν)L′. Moreover, we have
soc(L′) ≃ q−Bsoc(L∗) ≃ q−B(hd(L))∗ ≃ q−B−2Ahd(L).
If φ : L→ qsL′ is a non-zero homomorphism, then we have
e(ν)φ(L) 6= 0
because e(ν)L generates L and hence e(ν)φ(L) generates φ(L). Note that e(ν)qsL′
generates the socle of qsL′. Hence we conclude that φ(L) = soc(qsL′) ≃ qs−2A−Bhd(L).
It follows that s = B + 2A and φ is equal to the composition
L։ hd(L) ∼−→ qB+2Asoc(L′)֌ qB+2AL′
up to a constant multiple. Because dimHom
R(β)-gmod(M,N) = δ(M ≃ N) for any
simple modules M and N in R(β)-gmod (see [24, Corollary 3.19]), we have
Hom
R(β)-gmod(L, q
sL′) ≃
{
k if s = B + 2A,
0 otherwise.
Now it remains to show that
A = −♯ {(i, j) | 1 ≤ i < j ≤ t, βi = βj} .
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Set
dimq e(ν
k)Lk = qAk [mk,ck ]![mk,1+ck ]! · · · [mk,dk,1]!.
We have
∏m
s=1
(1−q−2s)
(1−q−2)
= q−m(m−1)/2[m]!. We can see easily that Ak = A
′
k + A
′′
k with
A′k = −
∑
ck≤s≤dk,1
mk,s(mk,s − 1)
2
,
A′′k = ♯ {(u, v, j) | 1 ≤ u < v ≤ sk, ck ≤ j ≤ dk,v, j < dk,u} .
Note that A′′k is the largest degree of the Laurent polynomial dimq e(ν
k)Lk.
First we shall calculate A′k. We have mk,s = ♯ {u | 1 ≤ u ≤ sk, ck ≤ s ≤ dk,u}. Hence
we have
mk,s(mk,s − 1) = ♯ {(u, v) | 1 ≤ u 6= v ≤ sk, ck ≤ s ≤ dk,u, ck ≤ s ≤ dk,v}
= 2♯ {(u, v) | 1 ≤ u < v ≤ sk, ck ≤ s ≤ dk,u, ck ≤ s ≤ dk,v}
= 2♯ {(u, v) | 1 ≤ u < v ≤ sk, ck ≤ s ≤ dk,v} ,
because dk,v ≤ dk,u for 1 ≤ u < v ≤ sk. It follows that
A′k = −
∑
1≤u<v≤sk
(dk,v − ck + 1).
Next we shall calculate A′′k. We have
A′′k = ♯ {(u, v, j) | 1 ≤ u < v ≤ sk, ck ≤ j ≤ dk,v}
−♯ {(u, v, j) | 1 ≤ u < v ≤ sk, j = dk,u = dk,v} .
The first term is equal to ∑
1≤u<v≤ck
(dk,v − ck + 1) = −A
′
k.
The second term is
♯ {(u, v) | 1 ≤ u < v ≤ sk, dk,u = dk,v} = ♯ {(i, j) | 1 ≤ i < j ≤ t, βi = βj , ai = ck} .
Thus we obtain
Ak = −♯ {(i, j) | 1 ≤ i < j ≤ t, βi = βj , ai = ck}
and hence
A =
∑
k
Ak = −♯ {(i, j) | 1 ≤ i < j ≤ t, βi = βj}
as desired. 
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Proposition 4.2.7. Let M be a finite-dimensional graded simple R(ℓ)-module and let(
(a1, b1), . . . , (at, bt)
)
be the ordered multisegment associated with M . Set
βk = ǫak − ǫ1+bk , d =
∑
1≤i<j≤t, βi 6=βj
(βi, βj), Lk = L(ak, bk), and
r := r
L1,...,Lt
: L1 ◦ · · · ◦ Lt → q
dLt ◦ · · · ◦ L1.
Then M ≃ Im(r).
Proof. By Propositions 1.4.9 and Lemma 4.2.6, the morphism r does not vanish and
hence the result follows from Lemma 4.2.6 (iii). 
Corollary 4.2.8. Let {(ak, bk)}1≤k≤t be a sequence of segments. If L(aj , bj) ◦L(ak, bk)
is simple for any 1 ≤ j < k ≤ t, then L(a1, b1) ◦ · · · ◦ L(at, bt) is simple.
Proof. Under the assumption, rL(aj ,bj),L(ak ,bk) is an isomorphism for any 1 ≤ j < k ≤ t.
Hence r :=rL(a1,b1),...,L(at,bt) is an isomorphism so that Im(r) = q
dL(at, bt)◦· · ·◦L(a1, b1).
By the above proposition, qdL(at, bt) ◦ · · · ◦L(a1, b1) is simple and so is L(a1, b1) ◦ · · · ◦
L(at, bt). 
4.3. Properties of the functor F . The trivial representation is the 1-dimensional
U ′q(ŝlN)-module on which ei, fi act by 0. It is a unit object of the tensor category
U ′q(ŝlN)-mod. For k > N or k < 0, V (̟k) is understood to be zero, and the modules
V (̟0) and V (̟N) are understood to be the trivial representation.
Proposition 4.3.1. Let (a, b) be a segment with length ℓ := b− a+ 1. Then we have
F(L(a, b)) ≃ V (̟ℓ)(−q)a+b ≃
{
0 if ℓ > N ,
V (̟ℓ)(−q)a+b if 0 ≤ ℓ ≤ N .
Proof. We will show our assertion by induction on ℓ. In the course of the proof, we
omit the grading. We write
r
(a,b),(a′,b′)
: L(a, b) ◦ L(a′, b′) −−→ L(a′, b′) ◦ L(a, b)
for r
L(a,b),L(a′,b′)
.
When ℓ = 1, we have F(L(a)) ≃ V(−q)2a by Proposition 3.2.2 (i).
Assume that ℓ ≥ 2. Consider the following exact sequence in R(ℓ)-mod
0→ L(a, b)→ L(b) ◦ L(a, b− 1)
r(b),(a,b−1)
−−−−−−−→ L(a, b− 1) ◦ L(b)→ L(a, b)→ 0
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given in Proposition 4.2.3 (vi). Applying the exact functor F and using the induction
hypothesis, we obtain an exact sequence
0→ F(L(a, b))→ V(−q)2b ⊗V (̟ℓ−1)(−q)a+b−1
F(r(b),(a,b−1))
−−−−−−−−−→ V (̟ℓ−1)(−q)a+b−1 ⊗V(−q)2b → F(L(a, b))→ 0.
(4.3.1)
Now assume that ℓ ≤ N . It is known that there exists an exact sequence ([1, Lemma
B.1])
0→ V (̟ℓ)(−q)a+b → V(−q)2b ⊗V (̟ℓ−1)(−q)a+b−1
h
−−→ V (̟ℓ−1)(−q)a+b−1 ⊗V(−q)2b → V (̟ℓ)(−q)a+b → 0
(4.3.2)
such that h is non-zero. If F(r
(b),(a,b−1)
) vanishes, then V(−q)2b ⊗V (̟ℓ−1)(−q)a+b−1 and
V (̟ℓ−1)(−q)a+b−1 ⊗V(−q)2b are isomorphic, which is a contradiction. Hence F(r(b),(a,b−1))
does not vanish.
We know
HomU ′q(ŝlN )(V(−q)2b ⊗V (̟ℓ−1)(−q)a+b−1, V (̟ℓ−1)(−q)a+b−1 ⊗V(−q)2b) ≃ k.
Since F(r
(b),(a,b−1)
) does not vanish, it is equal to h up to a constant multiple and hence
F(L(a, b)) is isomorphic to V (̟ℓ)(−q)a+b . Thus we have proved the proposition when
ℓ ≤ N .
Now assume that ℓ = N + 1. Then F(L(a, b − 1)) ≃ F(L(a− 1, b)) ≃ k. Applying
F to the epimorphism L(a, b − 1) ◦ L(b) ։ L(a, b), F(L(a, b)) is a quotient of V(−q)2b .
Similarly, applying F to the epimorphism L(a) ◦ L(a + 1, b) ։ L(a, b), F(L(a, b)) is
a quotient of V(−q)2a . Since V(−q)2b and V(−q)2a are simple modules and they are not
isomorphic to each other, we conclude that F(L(a, b)) vanishes.
For ℓ > N + 1, F(L(a, b)) vanishes since it is a quotient of
F(L(a, a+N))⊗F(L(a+N + 1, b)) ≃ 0.

Lemma 4.3.2. Assume that two segments (a, b) and (a′, b′) satisfy (a, b) ≥ (a′, b′). Set
ℓ = b − a + 1, ℓ′ = b′ − a′ + 1, c = (−q)a+b and c′ = (−q)a
′+b′. Then the following
statements hold.
(i) c′/c is not a zero of the denominator dV (̟ℓ),V (̟ℓ′)(z
′/z) of RnormV (̟ℓ),V (̟ℓ′)(z, z
′),
(ii) the homomorphism
F(r
L(a,b),L(a′,b′)
) : V (̟ℓ)c ⊗ V (̟ℓ′)c′ → V (̟ℓ′)c′ ⊗ V (̟ℓ)c
is a non-zero constant multiple of the normalized R-matrix RnormV (̟ℓ),V (̟ℓ′)(c, c
′).
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Proof. (i) follows from (2.2.8) because (b′ − a′ + 1)− (b− a+ 1) ≥ (a′ + b′)− (a+ b).
By (i) and Theorem 2.2.1, the module V (̟ℓ)c⊗V (̟ℓ′)c′ is generated by the dominant
extremal vector vℓ⊗ vℓ′ . Since
dim
(
V (̟ℓ′)c′ ⊗ V (̟ℓ)c
)
cl(̟ℓ+̟ℓ′)
= 1,
any non-zero homomorphism from V (̟ℓ)c ⊗ V (̟ℓ′)c′ to V (̟ℓ′)c′ ⊗ V (̟ℓ)c is unique
up to a constant multiple. Hence it is enough to show that F(r
L(a,b),L(a′,b′)
) does not
vanish.
We may therefore assume that r := r
L(a,b),L(a′,b′)
is not an isomorphism. Then we
have a′ < a ≤ b′ < b or a = b′ + 1. Applying F to the exact sequences (v) or (vi) in
Proposition 4.2.3, we obtain an exact sequence:
0→ V (̟ℓ1)(−q)a′+b ⊗ V (̟ℓ2)(−q)a+b′ → V (̟ℓ)c ⊗ V (̟ℓ′)c′
F(r)
−−−→ V (̟ℓ′)c′ ⊗ V (̟ℓ)c → V (̟ℓ1)(−q)a′+b ⊗ V (̟ℓ2)(−q)a+b′ → 0,
where ℓ1 = b− a
′ + 1 and ℓ2 = b
′ − a + 1.
Since
(
V (̟ℓ1)(−q)a′+b ⊗ V (̟ℓ2)(−q)a+b′
)
cl(̟ℓ+̟ℓ′)
= 0, we deduce that F(r) is a non-
zero homomorphism and hence it is a non-zero constant multiple of the normalized
R-matrix. 
The following theorem will play a crucial role in the rest of this section.
Theorem 4.3.3. Let M be a finite-dimensional irreducible graded R(ℓ)-module and(
(a1, b1), . . . , (at, bt)
)
be the multisegment associated with M . Set ℓk = bk − ak + 1.
(i) If ℓk > N for some 1 ≤ k ≤ t, then F(M) ≃ 0.
(ii) If ℓk ≤ N for all 1 ≤ k ≤ t, then F(M) is irreducible.
Proof. If ℓk > N for some k, the assertion follows from Proposition 4.3.1. Assume
that ℓk ≤ N for all 1 ≤ k ≤ t. We know that M is isomorphic to the image of
r := r
L(a1,b1),...,L(at,bt)
. Set Vk = V (̟k) and ck = (−q)
ak+bk . Then F(L(ak, bk)) ≃ (Vk)ck
and ck′/ck is not a zero of the denominator dVk,Vk′ (z
′/z) of RnormVk ,Vk′ (z, z
′) for k < k′ by
Lemma 4.3.2. Hence Theorem 2.2.1 says that the image of the R-matrix
R : (V1)c1 ⊗ · · ·⊗(Vt)ct → (Vt)ct ⊗ · · ·⊗(V1)c1
is irreducible. On the other hand, F(r) is equal to R up to a constant multiple by
Lemma 4.3.2. Hence F(M) is irreducible. 
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4.4. Quotient of the category R-gmod. Set Aℓ = R(ℓ)-gmod and set A =
⊕
ℓ≥0
Aℓ.
Similarly, we define Abigℓ and A
big by Abigℓ = Modgr(R(ℓ)) and A
big =
⊕
ℓ∈Z≥0
Abigℓ . Then
we have a functor F =
⊕
ℓ≥0Fℓ : A
big → Mod(U ′q(ŝlN)), where Fℓ is the functor from
Abigℓ to Mod(U
′
q(ŝlN)) given in (3.2.1).
Let S be the smallest Serre subcategory of A (see Appendix B) such that
(1) S contains L(a, a+N) for any a ∈ Z,
(2) X ◦ Y, Y ◦X ∈ S for all X ∈ A and Y ∈ S.
(4.4.1)
Note that S contains L(a, b) if b ≥ a+N .
Let us denote byA/S the quotient category ofA relative to S and denote byQ : A →
A/S the canonical functor. Since F sends S to 0, the functor F : A → U ′q(ŝlN)-mod
factors through Q by Theorem B.1.1 (v):
A
Q //
F &&▼▼
▼▼
▼▼
▼▼
▼▼
▼ A/S
F ′

U ′q(ŝlN)-mod
for a functor F ′ : A/S → U ′q(ŝlN )-mod.
Note that A and A/S are tensor categories with the convolution as tensor product.
The module R(0) ≃ k is a unit object. Note also that Q:=qR(0) is an invertible central
object of A/S and X 7→ Q ◦X ≃ X ◦Q coincides with the grading shift functor. The
functors Q, F and F ′ are tensor functors.
Similarly, we define Sbig as the smallest Serre subcategory of Abig such that
(1) Sbig contains L(a, a +N),
(2) X ◦ Y, Y ◦X ∈ Sbig for all X ∈ Abig, Y ∈ Sbig,
(3) Sbig is stable under (not necessarily finite) direct sums.
(4.4.2)
Then we can easily see that Sbig ∩ A = S and hence we have
The functor A/S → Abig/Sbig is fully faithful.
Proposition 4.4.1.
(a) If an object X is simple in A/S, then there exists a simple object M in A satisfying
(i) Q(M) ≃ X,
(ii) bk−ak+1 ≤ N for 1 ≤ k ≤ r, where
(
(a1, b1), . . . , (ar, br)
)
is the multisegment
associated with M .
(b) Let
(
(a1, b1), . . . , (ar, br)
)
be the multisegment associated with a simple object M in
A. If bk − ak + 1 ≤ N for 1 ≤ k ≤ r, then Q(M) is simple in A/S.
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Proof. (a) If X is simple in A/S, then there exists an irreducible module M ∈ A
such that Q(M) ≃ X by Proposition B.1.2 (b). Let
(
(a1, b1), . . . , (ar, br)
)
be the
multisegment associated withM . ThenM ≃ hd
(
L(a1, b1)◦· · ·◦L(ar, br)
)
in R(ℓ)-mod,
by Proposition 4.2.5. If bk − ak + 1 > N for some 1 ≤ k ≤ r, then Q(M) = 0 by the
definition of S. Since X ≃ Q(M) is simple, it is a contradiction.
(b) Since M is irreducible, Q(M) is zero or simple in A/S. If M ≃ hd
(
L(a1, b1) ◦
· · · ◦ L(ar, br)
)
and bk − ak + 1 ≤ N for all 1 ≤ k ≤ r, then F(M) 6≃ 0 by Theorem
4.3.3. It follows that Q(M) 6≃ 0. 
We obtain the following corollary as an immediate consequence.
Corollary 4.4.2. The functor F ′ : A/S → U ′q(ŝlN)-mod sends simple objects in A/S
to simple objects in U ′q(ŝlN)-mod.
4.5. The category T ′J . Since all the images of L(a, a+N−1) under F
′ are isomorphic
to the trivial representation of U ′q(ŝlN), we can localize A/S one step further by using
Appendix A.6.
Set
(4.5.1) La := L(a, a+N − 1) and ua := u(a, a+N − 1) ∈ La for a ∈ Z.
Then F(La) is isomorphic to the trivial representation of U
′
q(ŝlN).
The following proposition will play a central role in the rest of this section.
Proposition 4.5.1. Let a, j ∈ Z and set
p = (ǫa − ǫa+N , αj)− 2δ(a ≤ j ≤ a+N − 1)
= −δj,a − δj,a−1 − δj,a+N−1 − δj,a+N − 2δ(a < j < a +N − 1).
(i) The image of the morphism RLa,L(j)z : La ◦ L(j)z → q
pL(j)z ◦ La is contained in
qpzδ(a≤j<a+N−1)L(j)z ◦ La.
(ii) The image of the morphism RL(j)z ,La : L(j)z ◦ La → q
pLa ◦ L(j)z is contained in
qpzδ(a<j≤a+N−1)La ◦ L(j)z.
(iii) If j 6= a− 1, a+N , then the morphisms
z−δ(a≤j<a+N−1)RLa,L(j)z : La ◦ L(j)z → q
δj,a−δj,a+N−1L(j)z ◦ La
and
(−1)δ(a<j≤a+N−1)z−δ(a<j≤a+N−1)RL(j)z ,La : q
δj,a−δj,a+N−1L(j)z ◦ La → La ◦ L(j)z
are isomorphisms and the inverses to each other.
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(iv) If j = a− 1, then we have a commutative diagram with an exact row:
0 // La ◦ L(a− 1)z
RLa,L(a−1)z //
 w
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
q−1L(a− 1)z ◦ La //
z−1RL(a−1)z,La

q−1L(a− 1, a+N − 1) // 0
La ◦ z
−1L(a− 1)z .
(v) If j = a+N , we have a commutative diagram with an exact row:
0 // qL(a+N)z ◦ La
qRL(a+N)z,La //
 x
**❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
La ◦ L(a+N)z //
−z−1RLa,L(a+N)z

L(a, a+N) // 0
qz−1L(a +N)z ◦ La .
Proof. (i) and (ii) immediately follow from Lemma 1.5.3.
(iii) For any j ∈ Z, set hj(z) =
∏
a≤k≤a+N−1,k 6=j Qj,k(z, 0). Then we can easily see
that
hj(z) =

−z2 if a < j < a+N − 1,
(−1)δ(j=a+N−1,a+N)z if j = a− 1, a, a+N − 1, a+N ,
1 otherwise
which can be rewritten as
hj(z) = (−1)
δ(a<j≤a+N−1)zδ(a≤j<a+N−1)+δ(a<j≤a+N−1)
for j 6= a− 1, a+N . Then Lemma 1.3.1 (vi) implies
RLa,L(j)z ◦RL(j)z ,La = hj(z) idL(j)z◦La ,
RL(j)z ,La ◦RLa,L(j)z = hj(z) idLa◦L(j)z .
(4.5.2)
Hence we obtain (iii).
(iv) By Lemma 1.5.3, we have
RLa,L(a−1)z(ua⊗u(a− 1)z) = τN · · · τ1
(
u(a− 1)z⊗ua
)
.
On the other hand, we have
(τ2 · · · τN )
(
τN · · · τ1
(
u(a− 1)z ⊗ua
))
= τ1
(
u(a− 1)z⊗ua
)
,
which implies
Im(RLa,L(a−1)z) = R(ǫa−1 − ǫa+N )τ1
(
u(a− 1)z⊗ ua
)
.
Note that we have τ 21
(
u(a− 1)z⊗ua
)
= x1
(
u(a− 1)z⊗ua
)
. Therefore we obtain
Ker
(
L(a− 1)z ◦ La → L(a− 1, a+N − 1)
)
= R(ǫa−1 − ǫa+N )x1
(
u(a− 1)z⊗ua
)
+R(ǫa−1 − ǫa+N )τ1
(
u(a− 1)z⊗ua
)
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= Im(RLa,L(a−1)z ).
The other parts are derived from RL(a−1)z ,La ◦ RLa,L(a−1)z = z id which is obtained by
(4.5.2).
(v) is proved similarly to (vi). 
Define an abelian group homomorphism
ca : QJ → Z
as
ca(αj) := (ǫa + ǫa+N , αj) =

0 if j 6= a, a− 1, a+N − 1, a+N,
−1 if j = a− 1,
1 if j = a,
−1 if j = a+N − 1,
1 if j = a+N.
(4.5.3)
Then, by the preceding proposition, we obtain a homomorphism
z−δ(a≤j<a+N−1)−δj,a+NRLa,L(j)z : La ◦ L(j)z → q
ca(αj )z−1L(j)z ◦ La.(4.5.4)
For a, j ∈ Z, set
fa,j(z) = (−1)
δj,a+N z−δ(a≤j<a+N−1)−δj,a+N .(4.5.5)
Then we obtain the following corollary.
Corollary 4.5.2. For any a, j ∈ J , the R(N + 1)-module homomorphism
fa,j(z)RLa,L(j)z : La ◦ L(j)z −−→ q
ca(αj )z−1L(j)z ◦ La
induces an isomorphism
fa,j(z)RLa,L(j)z : La ◦ L(j)z −−→ q
ca(αj )L(j)z ◦ La
in Abig/Sbig.
Remark 4.5.3. To make Corollary 4.5.2 hold, it is enough to take
fa,j(z) = cz
−δ(a≤j<a+N−1)−δj,a+N
for an arbitrary c ∈ k×. We take (−1)δj,a+N as c so that (ii) and (iii) in Theorem 4.5.8
below hold.
For β ∈ Q+J , we define commutative algebras
Pβ :=
⊕
ν∈Jβ
k[x1, . . . , xℓ]e(ν) ⊂ R(β),
K(β) :=
⊕
ν∈Jβ
k[x±11 , . . . , x
±1
ℓ ]e(ν), and
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RK(β) :=K(β)⊗
Pβ
R(β) ⊃ R(β),
where ℓ = |β|. Set
fa,β =
∑
ν∈Iβ
ℓ∏
k=1
fa,νk(xk)e(ν) ∈ K(β) ⊂ RK(β).
It belongs to the center of RK(β). Hence we may consider fa,β as an R(β)-module
endomorphism of RK(β).
Since R(β) ≃
⊕
ν∈Jβ
(L(ν1))z1 ◦ · · · ◦ (L(νℓ))zℓ , we can apply the preceding proposition
to study La◦R(β) and R(β)◦La. Then Corollary 4.5.2 yields the following proposition.
Proposition 4.5.4. For any β ∈ Q+J , the R(ǫa − ǫa+N + β)-module homomorphism
fa,βRLa,RK(β) : La ◦RK(β)→ q
ca(β)RK(β) ◦ La induces an isomorphism
La ◦R(β) ∼−→ q
ca(β)R(β) ◦ La
in Abig/Sbig.
Proof. By Corollary 4.5.2, the assertion holds for |β| = 1. The general case immediately
follows from this since Abig/Sbig is a tensor category with the convolution ◦ as tensor
product by Proposition B.1.4. 
Note that the morphism fa,βRLa,R(β) : La ◦R(β)
∼−→ qca(β)R(β)◦La in A
big/Sbig com-
mutes with the right action of R(β).
Lemma 4.5.5. Let S be the automorphism of PJ =
⊕
a∈Z
Zǫa given by S(ǫa) = ǫa+N .
We define the bilinear form B on PJ by
B(x, y) = −
∑
k>0
(Skx, y) for x, y ∈ PJ .(4.5.6)
Then we have
ca(x) = B(x, ǫa − ǫa+N )− B(ǫa − ǫa+N , x)
for any x ∈ QJ .
Proof. Set βa = ǫa − ǫa+N . Then we have
B(βa, x) = −(ǫa+N , x).
On the other hand,
∑
k∈Z(x, S
kβa) = 0 implies that
B(x, βa) = −
∑
k>0
(Skx, βa) = −
∑
k>0
(x, S−kβa) =
∑
k≥0
(x, Skβa) = (x, ǫa).

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For α ∈ Q+J , set Aα = R(α)-gmod and Sα = S ∩ Aα. Then Sα is a Serre sub-
category of Aα and we have A/S =
⊕
α∈Q+J
(A/S)α, where (A/S)α = Aα/Sα. Then
Proposition 4.5.4 yields an isomorphism
qB(βa,α)La ◦X ∼−→ q
B(α,βa)X ◦ La
in A/S functorial in X ∈ (A/S)α.
Definition 4.5.6. We define the new tensor product ⋆ : Abig/Sbig × Abig/Sbig →
Abig/Sbig by
X ⋆ Y = qB(α,β)X ◦ Y ≃ Q⊗B(α,β) ◦X ◦ Y,
where X ∈ (Abig/Sbig)α, Y ∈ (A
big/Sbig)β and Q = q 1.
Then Abig/Sbig as well as A/S is endowed with a new structure of tensor category
by ⋆ as shown in Appendix A.9. With this tensor category structure, Proposition 4.5.4
can be rephrased as follows.
Lemma 4.5.7. For any a ∈ J and β ∈ Q+J , the
(
R(ǫa − ǫa+N−1 + β), R(β)
)
- bimodule
homomorphism
fa,βRLa,RK(β) : La ⋆ RK(β) −−→ RK(β) ⋆ La
induces an isomorphism
fa,βRLa,R(β) : La ⋆ R(β) −−→ R(β) ⋆ La
in Abig/Sbig which commutes with the right actions of R(β).
Theorem 4.5.8. The family {La}a∈J is a commuting family of central objects in A/S
(see §A.6). Namely, the following statements hold.
(i) La is a central object in A/S (see §A.3); i.e.,
(a) fa,j(z)RLa,L(j)z induces an isomorphism in A/S
Ra(X) : La ⋆ X ∼−→X ⋆ La
functorial in X ∈ A/S,
(b) the diagram
La ⋆ X ⋆ Y
Ra(X)⋆Y //
Ra(X⋆Y ) ))❚❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
X ⋆ La ⋆ Y
X⋆Ra(Y )

X ⋆ Y ⋆ La
commutes in A/S for any X, Y ∈ A/S.
(ii) The isomorphism Ra(La) : La ⋆ La ∼−→La ⋆ La coincides with idLa⋆La in A/S.
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(iii) For a, b ∈ Z, the isomorphisms
Ra(Lb) : La ⋆ Lb ∼−→Lb ⋆ La and Rb(La) : Lb ⋆ La ∼−→La ⋆ Lb
in A/S are the inverses to each other.
Proof. (i) (a) follows from Lemma 4.5.7 and the fact that La ⋆X ≃
(
La ⋆R(β)
)
⊗R(β)X
and X ⋆ La ≃
(
R(β) ⋆ La
)
⊗R(β)X .
(i) (b) For β, γ ∈ Q+J (|β| = ℓ, |γ| = ℓ
′), we have(
R(β) ⋆ Ra(R(γ))
)
◦
(
Ra(R(β)) ⋆ R(γ)
)(
ua ⊗ e(β)⊗ e(γ)
)
=
(
R(β) ⋆ Ra(R(γ))
)
ϕℓ,Nfa,β
(
e(β)⊗ ua⊗ e(γ)
)
= ϕℓ,Nfa,β
(
e(β)⊗ϕℓ′,Nfa,γ(e(γ)⊗ ua)
)
= ϕℓ+ℓ′,N(fa,β ⊠ fa,γ)(e(β)⊗ e(γ)⊗ ua)
and
Ra(R(β) ⋆ R(γ))(ua ⊗ e(β)⊗ e(γ)) = ϕℓ+ℓ′,Nfa,β+γ(e(β)⊗ e(γ)⊗ ua).
Since
fa,β+γe(β)⊠ e(γ) = (fa,β ⊠ fa,γ)e(β)⊠ e(γ),
we obtain
Ra(R(β) ⋆ R(γ)) =
(
R(β) ⋆ Ra(R(γ))
)
·
(
Ra(R(β)) ⋆ R(γ)
)
.
We obtain (i) (b) by applying ⊗R(β)X and ⊗R(γ) Y for X ∈ Aβ and Y ∈ Aγ.
If X ∈ (A/S)β, we have Ra(Xz)|z=0 = Ra(X). If |β| = ℓ and x1, . . . , xℓ act by 0 on
X , then we have
Ra(Xz)(ua ⊗ xz) =fa,β(z)RLa,Xz(ua ⊗ xz)
for x ∈ X , where fa,β(z) := fa,β|x1=···=xℓ=z.
(ii) When X = La, we have fa,β(z) = z
−(N−1) and hence
Ra(La) = Ra((La)z)|z=0 = rLa,La = idLa
by Proposition 4.2.3 (i).
(iii) By (ii), we may assume that a < b. It follows from Lemma 1.3.1 (vi) that
R(Lb)z′ ,(La)z ◦R(La)z ,(Lb)z′ =
∏
a≤i≤a+N−1,
b≤j≤b+N−1, i 6=j
Qij(z, z
′).
Set βa = ǫa − ǫa+N Then
fa,βb(z
′ − z) R(La)z ,(Lb)z′ : (La)z ⋆ (Lb)z′ → (Lb)z′ ⋆ (La)z
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and
fb,βa(z − z
′) R(Lb)z′ ,(La)z : (Lb)z′ ⋆ (La)z → (La)z ⋆ (Lb)z′
specialize to Ra(Lb) : La ⋆ Lb ∼−→Lb ⋆ La and Rb(La) : Lb ⋆ La ∼−→La ⋆ Lb. Note that
fa,βb(z) =
∏b+N−1
j=b fa,j(z). Hence, to prove our claim, it is enough to show that
fa,βb(z
′ − z)fb,βa(z − z
′)
∏
a≤i≤a+N−1,
b≤j≤b+N−1, i 6=j
Qij(z, z
′) = 1.(4.5.7)
Set
A(a, b) = {i | a ≤ i+ 1 ≤ a+N − 1, b ≤ i ≤ b+N − 1}
= {i | a− 1 ≤ i ≤ a+N − 2, b ≤ i ≤ b+N − 1} .
Then we have ∏
a≤i≤a+N−1,
b≤j≤b+N−1, i 6=j
Qij(z, z
′) = (z′ − z)♯A(a,b)(z − z′)♯A(b,a).
Similarly, set
B(a, b) = {i | a ≤ i ≤ a+N, i 6= a+N − 1, b ≤ i ≤ b+N − 1} .
Then we have
fa,βb(z
′ − z) = (−1)δ(b≤a+N≤b+N−1)(z′ − z)−♯B(a,b).
Therefore, we obtain
♯A(a, b)− ♯B(a, b) = δ(b ≤ a− 1 ≤ b+N − 1)− δ(b ≤ a+N ≤ b+N − 1)
= δ(1 ≤ a− b ≤ N)− δ(1 ≤ b− a ≤ N),
which proves (4.5.7). 
By the preceding theorem, {(La, Ra)}a∈J forms a commuting family of central objects
in (A/S, ⋆) ( § A.6). Following Appendix A.6, we localize (A/S, ⋆) by this commuting
family. Let us denote by T ′J the resulting category (A/S)[L
⋆−1
a | a ∈ J ] . Let Υ: A/S →
T ′J be the projection functor. We denote by TJ the tensor category (A/S)[La ≃ 1 | a ∈
J ] and by Ξ: T ′J → TJ the canonical functor (see § A.7 and the remark below). Thus
we have a chain of functors
A
Q
−−→ A/S
Υ
−−→ (A/S)[L⋆−1a | a ∈ J ]
Ξ
−−→ (A/S)[La ≃ 1 | a ∈ J ].
Remark 4.5.9. Note that A, A/S and T ′J are QJ -graded (namely, T
′
J has a decomposi-
tion T ′J =
⊕
α∈QJ
(T ′J)α, etc.). The category TJ is QJ,N -graded with QJ,N :=QJ/
∑
a∈Z Zβa,
where βa = εa − εa+N . Note that QJ,N ≃
N−1⊕
k=1
Zαk.
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4.6. Rigidity of the tensor categories T ′J and TJ . In this subsection, we will show
that the tensor category T ′J is rigid; i.e., every object in T
′
J has a left dual and a right
dual. The rigidity of TJ follows from this fact.
Let ℓ be a non-negative integer and a ∈ J . We set βa = ǫa−ǫa+N and γa = βa−αa =
ǫa+1 − ǫa+N . Set
Kℓ(a) := e(αa, γa + ℓβa)L
◦(ℓ+1)
a ∈ R(γa + ℓβa)-gmod.
By the shuffle lemma, we know
L◦(ℓ+1)a = e(αa, γa + ℓβa)L
◦(ℓ+1)
a .
Hence Kℓ(a) is isomorphic to L
◦(ℓ+1)
a as a vector space. For example, we have
K0(a) ≃ L(a + 1, a+N − 1) ∈ R(γa)-gmod.
Let
Lℓ(a) := L(a)z/z
ℓ+1L(a)z ∈ R(αa)-gmod.
We denote by uℓ(a) ∈ Lℓ(a) the image of u(a)z ∈ L(a)z.
Proposition 4.6.1. For ℓ ≥ 0, let us denote by z the R(γa+ℓβa)-module endomorphism
of Kℓ(a) given by the action of x1 on L
◦(ℓ+1)
a . Then we have
(i) zℓ+1 = 0,
(ii) Ker z = Im zℓ = R(αa, γa + ℓβa)u
⊗(ℓ+1)
a ≃ K0(a) ◦ L
◦ℓ
a ,
(iii) Ker zℓ = Im z = R(αa, γa + ℓβa)R(ℓβa, βa)u
⊗(ℓ+1)
a ≃ Kℓ−1(a) ◦ La.
Proof. Set u = u
⊗(ℓ+1)
a ∈ L
◦(ℓ+1)
a . Then
R(αa, γa + ℓβa)u ≃ K0(a) ◦ L
◦ℓ
a ,
which is an irreducible R(γa + ℓβa)-module by Corollary 4.2.8. It is obvious that
R(αa, γa + ℓβa)u ⊂ Ker z.
In order to show the converse inclusion, let us prove
(4.6.1) zℓτ1 · · · τℓN u = (−1)
ℓ(τ2 · · · τN) (τN+2 · · · τ2N ) · · · (τ(ℓ−1)N+2 · · · τℓN ) u.
If ℓ = 0, it is trivial. Set a(u, v) =
uℓ − vℓ
u− v
. Then we have
xℓ1τ1τ2 · · · τℓN u =
(
τ1x
ℓ
2 − a(x1, x2)
)
τ2 · · · τℓN u
= τ1τ2 · · · τNx
ℓ
N+1τN+1 · · · τℓN u− τ2 · · · τNa(0, xN+1)τN+1 · · · τℓN u.
By induction on ℓ, we obtain
xℓN+1τN+1 · · · τℓN u = xN+1(−1)
ℓ−1(τN+2 · · · τ2N ) · · · (τ(ℓ−1)N+2 · · · τℓN ) u = 0,
a(0, xN+1)τN+1 · · · τℓN u = x
ℓ−1
N+1τN+1 · · · τℓN u
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= (−1)ℓ−1(τN+2 · · · τ2N ) · · · (τ(ℓ−1)N+2 · · · τℓN ) u,
from which we obtain (4.6.1).
Since the right-hand side of (4.6.1) is a non-zero element of the simple R(γa + ℓβa)-
module R(αa, γa + ℓβa)u, we conclude that
R(αa, γa + ℓβa)u ⊂ Ker z ∩ Im z
ℓ.
Consider the following sequence of homomorphisms(
Ker zℓ+1/Ker zℓ
) z
→֒
(
Ker zℓ/Ker zℓ−1
) z
→֒ · · ·
z
→֒
(
Ker z2/Ker z
) z
→֒ Ker z.
Since Ker zℓ+1/Ker zℓ ∼−→
zℓ
Ker z ∩ Im zℓ, we have
dim
(
Ker zk/Ker zk−1
)
≥ dim
(
Ker zℓ/Ker zℓ−1
)
≥ dimK0(a) ◦ L
◦ℓ
a
for 1 ≤ k ≤ ℓ+ 1. Because
dimK0(a) ◦ L
◦ℓ
a =
((ℓ+ 1)N − 1)!
(N − 1)!(N !)ℓ
, and dimKℓ(a) =
((ℓ+ 1)N)!
(N !)ℓ+1
,
we have
dimKer zℓ+1 =
ℓ+1∑
k=1
dim
(
Ker zk/Ker zk−1
)
≥ (ℓ+ 1) dimK0(a) ◦ L
◦ℓ
a = dimKℓ(a).
It follows that
Kℓ(a) = Ker z
ℓ+1,
Ker zk/Ker zk−1 ∼−−→
zk−1
Ker z for 1 ≤ k ≤ ℓ+ 1,
Ker z = Im zℓ ≃ K0(a) ◦ L
◦ℓ
a .
Hence we get the assertions (i) and (ii).
For (iii), observe that
dimKℓ−1(a) ◦ La = ℓ dimK0(a) ◦ L
◦ℓ
a ,
Kℓ−1(a) ◦ La ≃ R(αa, γa + ℓβa)R(ℓβa, βa)u.
On the other hand, z|Kℓ−1(a)◦La is induced by
(
z|Kℓ−1(a)
)
◦ La. It follows that
R(αa, γa + ℓβa)R(ℓβa, βa)u ⊂ Ker z
ℓ.
Comparing the dimensions, we have
R(αa, γa + ℓβa)R(ℓβa, βa)u = Ker z
ℓ
as desired. 
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Corollary 4.6.2. There exist a surjective homomorphism
Lℓ(a) ◦Kℓ(a)։ L
◦(ℓ+1)
a ,(4.6.2)
and an injective homomorphism
L◦(ℓ+1)a ֌ q
−ℓ−1Kℓ(a) ◦ Lℓ(a)(4.6.3)
in R
(
(ℓ+ 1)βa
)
-gmod.
Proof. From Proposition 4.6.1 (i), we have xℓ+11 = 0 on L
◦(ℓ+1)
a . Hence we obtain (4.6.2).
Taking duals, we have by (1.2.3)(
L◦(ℓ+1)a
)∗
֌ q(γa+ℓβa,αa)Kℓ(a)
∗ ◦ Lℓ(a)
∗.
Since(
L◦(ℓ+1)a
)∗
≃ qℓ(ℓ+1)L◦(ℓ+1)a , Kℓ(a)
∗ ≃ qℓ(ℓ+1)Kℓ(a), and Lℓ(a)
∗ ≃ q−2ℓLℓ(a),
we obtain (4.6.3). 
Note that B(αa, γa) = B(αa, βa) = B(βa, βa) = 1. Hence we have
L⋆(ℓ+1)a ≃ q
ℓ(ℓ+1)/2L◦(ℓ+1)a ,
Lℓ(a) ⋆ Kℓ(a) ≃ q
ℓ+1Lℓ(a) ◦Kℓ(a).
From (4.6.2), we have
Lℓ(a) ⋆ Kℓ(a)։ q
ℓ+1− ℓ(ℓ+1)
2 L⋆(ℓ+1)a .
Set
K˜ℓ(a) := q
(ℓ+1)(ℓ−2)
2 Kℓ(a) ⋆ L
⋆−(ℓ+1)
a ∈ T
′
J .(4.6.4)
Then we obtain a morphism in T ′J
εℓ : Lℓ(a) ⋆ K˜ℓ(a) −→ 1.
Similarly, from (4.6.3), we obtain a morphism
ηℓ : 1 −→ K˜ℓ(a) ⋆ Lℓ(a).
Theorem 4.6.3.
(i) The object K˜ℓ(a) is a right dual to Lℓ(a) in the category T
′
J and (εℓ, ηℓ) is a
quasi-adjunction (see § A.2).
(ii) The category T ′J and TJ are rigid tensor categories; i.e., every object has a right
dual object and a left dual object.
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Proof. (i) We shall prove it by the induction on ℓ. By interpreting K˜0(a) = L0(a) = 0,
the ℓ = 0 case is obvious. Assume that ℓ > 0. By the definition, we have an exact
sequence in A
1 −→ q2ℓL(a) −→ Lℓ(a) −→ Lℓ−1(a) −→ 0.
On the other hand, by Proposition 4.6.1 (ii) and (iii) we have an exact sequence
0 −→ Kℓ−1(a) ◦ La −→ Kℓ(a)
zℓ
−→ q−2ℓK0(a) ◦ L
◦ℓ
a −→ 0.(4.6.5)
Since B(γa, βa) = 0, we have
Kℓ(a) ⋆ La ≃ q
ℓKℓ(a) ◦ La,
K0(a) ⋆ L
⋆ℓ
a ≃ K0(a) ◦ L
⋆ℓ
a ≃ q
(ℓ−1)ℓ/2K0(a) ◦ L
◦ℓ
a .
Hence (4.6.5) can be understood as
0 −−→ q1−ℓKℓ−1(a) ⋆ La −−→ Kℓ(a)
zℓ
−−→ q−2ℓ−(ℓ−1)ℓ/2K0(a) ⋆ L
⋆ℓ
a −−→ 0.
Applying the functor ⋆
(
q
(ℓ+1)(ℓ−2)
2 L
⋆−(ℓ+1)
a
)
, we have an exact sequence in T ′J
0 −→ K˜ℓ−1(a) −→ K˜ℓ(a) −→ q
−2ℓK˜0(a) −→ 0.
We can easily see that the following diagrams are commutative:
Lℓ(a) ⋆ K˜ℓ−1(a) //

Lℓ−1(a) ⋆ K˜ℓ−1(a)
εℓ−1

Lℓ(a) ⋆ K˜ℓ(a)
εℓ // 1
q2ℓL(a) ⋆ K˜ℓ(a) //
OO
q2ℓL(a) ⋆ q−2ℓK˜0(a),
ε0
OO
K˜ℓ−1(a) ⋆ Lℓ−1(a) // K˜ℓ(a) ⋆ Lℓ−1(a)
1
ηℓ //
η0

ηℓ−1
OO
K˜ℓ(a) ⋆ Lℓ(a)
OO

q−2ℓK˜0(a) ⋆ q
2ℓL(a) // q−2ℓK˜0(a) ⋆ Lℓ(a).
Then the assertion follows by the induction on ℓ and Lemma A.2.3.
(ii) By (i), Lℓ(a) has a right dual for every a ∈ Z and ℓ ∈ Z≥0. Hence an object of
the form
qsLℓ1(a1) ⋆ · · · ⋆ Lℓr(ar) ⋆ S
has a right dual, where S is a tensor product of copies of L⋆−1a (a ∈ Z).
Because every object X in T ′J has a resolution
P ′ → P → X → 0,
where P ′ and P are direct sums of objects with the above form, we conclude that X
also has a right dual.
Similarly, every object has a left dual. Note that the left dual of L(a) in T ′J is
isomorphic to q−1L(a−N + 1, a− 1) ⋆ L⋆−1a−N+1. 
58 S.-J. KANG, M. KASHIWARA, M. KIM
Now we will show that the functor F ′ : A/S → U ′q(ŝlN)-mod factors through TJ . We
need the following lemma.
Lemma 4.6.4. For b ∈ J , set Vk = Vq2(b−k) (1 ≤ k ≤ N), W = VN ⊗VN−1⊗ · · ·⊗V1,
and choose an epimorphism ϕ : W → k in U ′q(ŝlN )-mod. Let
RnormW,Vz : W ⊗Vz → Vz⊗W
be the R-matrix obtained by the composition of normalized R-matrices
VN ⊗ · · ·⊗V1⊗Vz
RnormV1,Vz−−−−→ VN ⊗ · · ·⊗V2⊗Vz ⊗V1 −−→ · · ·
RnormVN ,Vz−−−−→ Vz⊗VN ⊗ · · ·⊗V1,
and let g(z) =
qN−1(z − q2(b−N))
z − q2(b−1)
.
Then we have a commutative diagram
W ⊗Vz
RnormW,Vz //
ϕ⊗Vz

Vz ⊗W
Vz ⊗ϕ

k⊗Vz
g(z)
// Vz⊗k.
(4.6.6)
Proof. Set W ′ = V1⊗V2⊗ · · ·⊗VN . Then there exists a U
′
q(ŝlN)-module homomor-
phism r : W →W ′ such that Im(r) ≃ k. Thus we have a commutative diagram
W ⊗Vz
RnormW,Vz //
r⊗Vz

Vz⊗W
Vz ⊗ r

W ′⊗Vz
Rnorm
W ′,Vz // Vz ⊗W
′.
Since HomU ′q(g)(Vz, Vz) = k(z) and Im(r) ≃ k, there exists g(z) ∈ k(z) such that the
diagram (4.6.6) is commutative.
Set ck = q
2(b−k) and choose ϕ such that ϕ((uN)cN ⊗ · · ·⊗(u1)c1) = 1. Denote by
Rnormk the normalized R-matrix
Rnormk : Vk⊗Vk−1⊗ · · ·⊗V1⊗Vz → Vz⊗Vk⊗Vk−1⊗ · · ·⊗V1
given inductively by RnormVk ,Vz · (Vk⊗R
norm
k−1 ).
It is enough to show that
(Vz ⊗ ϕ) ◦R
norm
N ((uN)cN ⊗ · · ·⊗(u1)c1 ⊗(u1)z) = g(z)(u1)z.(4.6.7)
We shall show
Rnormk
(
(uk)ck ⊗ · · ·⊗(u1)c1 ⊗(u1)z
)
∈
qk−1(z − ck)
z − c1
(u1)z ⊗(uk)ck ⊗ · · ·⊗(u1)c1 +
∑
1<j≤N(uj)z ⊗Vk−1⊗ · · ·⊗V1
(4.6.8)
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by induction on k. It is trivial if k = 1. Assume that k > 1. Then by (4.1.1), we have
Rnorm
(
(uk)ck ⊗(u1)z
)
=
q(z − ck)
z − q2ck
(u1)z⊗(uk)ck +
z(1 − q2)
z − q2ck
(uk)z⊗(u1)ck
=
q(z − ck)
z − ck−1
(u1)z⊗(uk)ck +
z(1 − q2)
z − q2ck
(uk)z⊗(u1)ck
and
Rnorm
(
(uk)ck ⊗(uj)z
)
∈
∑
1<s≤N
(us)z⊗Vk for j > 1.
Hence we obtain (4.6.8).
Applying Vz ⊗ ϕ, we obtain
(Vz ⊗ ϕ) ◦R
norm
N
(
(uN)cN ⊗ · · ·⊗(u1)c1 ⊗(u1)z
)
∈ g(z)(u1)z +
∑
1<j≤N
k(uj)z,
which yields (4.6.7). 
Now we will choose {ci,j(u, v)}i,j∈J as promised in Remark 3.1.1. For r ∈ Z, set
Ar(z) =
{
1 if r = 0,
q−r(z + 1−X(r)) otherwise,
where X(r) = q2r. Set
Br(u, v) =
{
1 if r ≤ 0,
q−r(1 + v)− qr(1 + u) if r ≥ 1.
Then, for r ≥ 1, we have
Br(0, z) = Ar(z) and Br(z, 0) = −A−r(z).(4.6.9)
Theorem 4.6.5. For k ∈ Z≥0 and i, j ∈ Z, set
ck,0(u, v) =
∏
0≤s≤k,
s≡k mod N
Bs(u, v)Bs−N(u, v)
Bs−1(u, v)Bs−N+1(u, v)
,
ci,j(u, v) =
{
ci−j,0(u, v) for j ≤ i,
cj−i,0(v, u)
−1 for j > i.
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Then the diagram (A.7.1) is commutative for the functor F ′ : A/S → U ′q(ŝlN )-mod
and the commuting family of central objects {(La, Ra)}a∈J . That is, the diagram
F ′(La ⋆ M)
F ′(Ra(M))

∼ // F ′(La)⊗F
′(M)
ga⊗F ′(M) // k⊗F ′(M)
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
F ′(M ⋆ La)
∼ // F ′(M)⊗F ′(La)
F ′(M)⊗ ga // F ′(M)⊗k // F ′(M)
(4.6.10)
is commutative for any isomorphism ga : F
′(La) ∼−→k.
Proof. First, one can easily check that {ci,j(u, v)} satisfies the condition (3.1.1). It is
enough to show the commutativity of the diagram (4.6.10) forM = L(j)z. In this case,
we have F ′(M) ≃ Vaff .
Set L = L(a) ◦ L(a + 1) ◦ · · · ◦ L(a + N − 1) and W = F ′(L). Then we have
Ra(L(j)z) = fa,j(z)RL,L(j)z . On the other hand, Proposition 3.2.2 implies
F ′(RL,L(j)z) =
∏
a≤k≤a+N−1
Pk,j(0, z)R
norm
W,F ′(L(j)z).
The above lemma implies that
F ′
(
Ra(L(j)z)
)
= fa,j(z)q
N−1 Z −X(a)
Z −X(a +N − 1)
∏
a≤k≤a+N−1
Pk,j(0, z) idVaff ,
where Z = zV and Z = X(j)(z + 1). Hence it is enough to show that
fa,j(z)q
N−1 Z −X(a)
Z −X(a+N − 1)
∏
a≤k≤a+N−1
Pk,j(0, z) = 1.(4.6.11)
Note that Pk,j(0, z) = ck,j(0, z)(−z)
δ(j=k+1). Because
fa,j(z) = (−1)
δj,a+N z−δ(a≤j<a+N−1)−δj,a+N ,
it amounts to showing that
a+N−1∏
k=a
ck,j(0, z) = (−1)
δ(a+1≤j≤a+N−1)q1−N
(
z + 1−X(a− j +N − 1)
)δ(j 6=a+N−1)(
z + 1−X(a− j)
)δ(j 6=a)
= (−1)δ(a<j≤a+N−1)
Aa−j+N−1(z)
Aa−j(z)
for all a, j ∈ Z. Since ci+1,j+1(u, v) = ci,j(u, v) for all i, j ∈ Z, we have only to show
that
a+N−1∏
k=a
ck,0(0, z) = (−1)
δ(a<0≤a+N−1)Aa+N−1(z)
Aa(z)
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for all a ∈ Z.
It is straightforward to show that
a+N−1∏
k=a
ck,0(u, v) =

Ba+N−1(u, v)
Ba(u, v)
if a ≥ 0,
B−(a+N−1)(v, u)
B−a(v, u)
if a < 1−N ,
Ba+N−1(u, v)
B−a(v, u)
if 1−N ≤ a < 0.
Then by (4.6.9), we obtain the desired result. 
Hence, Proposition A.7.3 implies that the functor F ′ : A/S → U ′q(ŝlN)-mod factors
through TJ . Consequently, we obtain a functor F˜ : TJ → U
′
q(ŝlN)-mod such that the
following diagram quasi-commutes:
(4.6.12) A
Q //
F
++❲❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲ A/S
Υ //
F ′
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
T ′J

Ξ // TJ
F˜vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
U ′q(ŝlN)-mod .
Moreover, by Proposition A.7.2, we obtain
Proposition 4.6.6. The functor F˜ is exact.
4.7. The Category CJ .
Recall that Cg denotes the category of finite-dimensional integrable U
′
q(ŝlN)-modules.
Let CJ be the full subcategory of Cg consisting of U
′
q(ŝlN)-modules M such that every
composition factor ofM appears as a composition factor of a tensor product of modules
of the form V (̟1)q2s (s ∈ J). By the definition, CJ is abelian and is stable under
taking submodules, quotients, extensions and tensor products. Moreover, CJ contains
V (̟i)(−q)i+2s−1 for 1 ≤ i ≤ N − 1 and s ∈ Z. Hence F˜ can be considered as an exact
functor
F˜ : TJ → CJ .
Note that the category CJ coincides with the category CZ in [12].
Lemma 4.7.1. Let s =
(
(a1, b1), . . . , (ar, br)
)
be an ordered multisegment such that
bk − ak + 1 ≤ N for any 1 ≤ k ≤ r. Let t be an integer such that 1 ≤ t ≤ r and
bt − at + 1 = N . Let us set s
′ =
(
(ak, bk)
)
k 6=t
, and let M(s) and M(s′) be the simple
graded R-modules associated with s and s′, respectively.
Then M(s′) ◦ L(at, bt) is isomorphic to M(s) in A/S up to a grading shift.
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Proof. In this proof, we omit the grading shift. Set
L = L(a1, b1) ◦ · · · ◦ L(at−1, bt−1),
L′ = L(at−1, bt−1) ◦ · · · ◦ L(a1, b1),
K = L(at+1, bt+1) ◦ · · · ◦ L(ar, br),
K ′ = L(ar, br) ◦ · · · ◦ L(at+1, bt+1).
Then M(s′) is isomorphic to the image of L ◦K
f ′
→ K ′ ◦ L′ and M(s) is isomorphic to
the image of L◦L(at, bt)◦K
f
→ K ′ ◦L(at, bt)◦L
′. The homomorphism f is decomposed
into
L ◦ L(at, bt) ◦K
φ
−−−−−−→ L ◦K ◦ L(at, bt)
f ′◦L(at,bt)
−−−−−−−−→ K ′ ◦ L′ ◦ L(at, bt)
ψ
−−−−→ K ′ ◦ L(at, bt) ◦ L
′.
Since L(at, bt) ◦K → K ◦ L(at, bt) and L
′ ◦ L(at, bt) → L(at, bt) ◦ L
′ are isomorphisms
in A/S by Proposition 4.2.3, φ and ψ are also isomorphisms in A/S. Hence M(s′) ◦
L(at, bt) is isomorphic to M(s) in A/S. 
Corollary 4.7.2. If X be a simple object in A/S, then X ◦ La is a simple object in
A/S for any a ∈ Z.
Proposition 4.7.3.
(i) The canonical functor Ω = Ξ ◦ Υ: A/S → TJ sends simple objects to simple
objects.
(ii) dimkHomTJ (X, Y ) <∞ for any X, Y ∈ TJ .
(iii) Let us denote by Irr(TJ) the set of the isomorphism classes of simple objects in
TJ . Define an equivalence relation ∼ on Irr(TJ) by X ∼ Y if and only if X ≃ q
cY
in TJ for some integer c. Let Irr(TJ)q=1 be a set of representatives of elements
in Irr(TJ)/ ∼.
Then the set Irr(TJ)q=1 is isomorphic to the set of ordered multisegments
s =
(
(a1, b1), . . . (ar, br)
)
satisfying
(4.7.1) bk − ak + 1 < N for any 1 ≤ k ≤ r.
(iv) The functor F˜ : TJ → CJ induces a bijection between Irr(TJ)q=1 and Irr(CJ ), the
set of isomorphism classes of irreducible objects in CJ .
Proof. (i) follows from Corollary 4.7.2 and Proposition A.7.2.
(ii) follows from Lemma A.6.3.
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(iii) By (i), every element in Irr(TJ)q=1 is of the form [Ω(M(s))], for some ordered
multisegment s =
(
(a1, b1), . . . (ar, br)
)
. By Lemma 4.7.1, we can assume that s satisfies
(4.7.1). Hence the assignment s 7→ [Ω(M(s))] ∈ Irr(TJ)q=1 is surjective.
For two multisegments s1 and s2 satisfying (4.7.1), if Ω(M(s1)) ≃ Ω(M(s2)) in TJ
up to grading shift, then F(M(s1)) ≃ F(M(s2)) in U
′
q(ŝlN)-mod implies s1 = s2 by
Theorem 2.2.1 (iii). Thus we obtain (iii).
(iv) By (iii), for any simple object X in TJ , we have X ≃ (Ω ·Q)(q
cM(s)) for some
ordered multisegment s satisfying (4.7.1) and some integer c. Then F˜(X) = F(M(s))
is irreducible by Theorem 4.3.3.
It is known that every irreducible module in CJ can be obtained as the head of a
tensor product of the form
V (̟i1)(−q)c1 ⊗ · · · ⊗ V (̟ir)(−q)cr
for some {ck ∈ Z}1≤k≤r such that ck ≡ ik − 1 mod 2 and that (−q)
ck−cj is not the
zero of dV (̟j),V (̟k) for 1 ≤ j < k ≤ r. Moreover, such a sequence
(
(i1, c1), . . . (ir, cr)
)
is unique up to a permutation (Theorem 2.2.1 (iii)).
Set ak =
ck − ik + 1
2
and bk =
ck + ik − 1
2
. By applying a permutation, we may
assume that the multisegment
(
(a1, b1), . . . (ar, br)
)
is ordered. Note that (aj , bj) ≥
(ak, bk) implies that (−q)
ck−cj is not the zero of dV (̟j),V (̟k). Then we have
F(L(a1, b1) ◦ · · · ◦ L(ar, br)) ≃ V (̟i1)(−q)c1 ⊗ · · · ⊗ V (̟ir)(−q)cr
and F(M(s)) is isomorphic to the head of V (̟i1)(−q)c1 ⊗ · · ·⊗V (̟ir)(−q)cr . Hence the
assignment Irr(TJ)q=1 ∋ X 7→ [F˜(X)] ∈ Irr(CJ ) is bijective. 
Finally, we have established one of the main theorems of this paper.
Theorem 4.7.4. The exact functor F˜ : TJ → CJ induces a ring isomorphism
φF˜ : K(TJ)/(q − 1)K(TJ)
∼−→K(CJ).
Therefore TJ may be regarded as a Z-graded lifting of the rigid tensor category CJ .
Recall that the ring K(CJ ) admits interesting t-deformations ([37, 33, 11]). In [13],
Hernandez and Leclerc gave a presentation of Kt, one of those t-deformations. For
each simple object W of CJ , there is a distinguished element χq,t(W ) in Kt, and the
χq,t(W )’s form a basis of Kt as a C(t
1/2)-vector space. Set yi,0 := χq,t(V (̟1)q2i) and
set yi,m+1 := χq,t(
∗W ), if yi,m = χq,t(W ) (m ∈ Z). Then Kt coincides with the C(t
1/2)-
algebra generated by {yi,m | i = 1, . . . , N − 1, m ∈ Z} with the defining relations
for every m ∈ Z,(4.7.2)
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yi,myj,m = 0 if j 6= i+ 1, i− 1,
y2i,myj,m − (t+ t
−1)yi,myj,myi,m + y
2
j,myi,m = 0 if j = i+ 1 or i− 1,
for every m ∈ Z, and every i, j ∈ {1, 2, . . . , N − 1},(4.7.3)
yi,myj,m+1 = t
−2δi,j+δ(i=j+1)+δ(i=j−1)yj,m+1yi,m + δ(i = j)(1− t
−2),
for every p > m+ 1, and every i, j ∈ {1, 2, . . . , N − 1},(4.7.4)
yi,myj,p = t
(−1)p−m(2δi,j−δ(i=j+1)−δ(i=j−1))yj,pyi,m.
Note that our generator yi,m is the element x
←−
Q
i,m−1 given in [13, §7.1], associated with
the quiver
←−
Q : 1← 2← · · · ← N − 1.
Set KC(q1/2)(TJ ) = C(q
1/2)⊗Z[q±1]K(TJ).
Theorem 4.7.5. There is a C-algebra isomorphism ψ : Kt → KC(q1/2)(TJ) sending
t1/2 7→ q−1/2, yi,2k 7→ [L(i+ kN)], yi,2k+1 7→ [q
−1L(i+ kN + 1, i+ (k + 1)N − 1)].
Proof. In the proof, we denote by Zi,2k and Zi,2k+1 the objects L(i+kN) and q
−1L(i+
kN + 1, i + (k + 1)N − 1)), respectively. Note that Zi,m+1 is the right dual of Zi,m.
We denote by zi,m ∈ K(TJ) the element [Zi,m]. It is straightforward to check that
{zi,m | i = 1 . . . , N − 1, m ∈ Z} satisfy the relations (4.7.2)–(4.7.4). For example, we
have
zi,2k ⋆ zi,2k+1 = q
B(εi−εi+1,εi+1−εi+N )zi,2k ◦ zi,2k+1 = q(zi,2k ◦ zi,2k+1)
=− q2Li+kN + q
2zi,2k+1 ◦ zi,2k + Li+kN
=(1− q2)1+ q2−B(εi+1−εi+N ,εi−εi+1)zi,2k+1 ⋆ zi,2k = (1− q
2)1+ q2zi,2k+1 ⋆ zi,2k,
which yields the relation (4.7.3) when i = j and m = 2k. Here, the third equality
follows from Proposition 4.2.3 (vi). The other relations can be checked similarly.
Note that we have
χq,t(V (̟i)(−q)p) =
t−1/2
1− t−2
(
χq,t(V (̟i−1)(−q)p−1)χq,t(V (̟1)(−q)p+i−1)(4.7.5)
−t−1χq,t(V (̟1)(−q)p+i−1)χq,t(V (̟i−1)(−q)p−1)
)
,
for all (i, p) ∈ {2, . . . , N − 1} × Z such that i ≡ p + 1 mod 2. Indeed, if i = 2, then
it is nothing but a consequence of [13, Proposition 5.6]. The other cases can be also
shown by similar arguments. On the other hand, Proposition 4.2.3 (vi) implies that
[L(a, b)] =
1
1− q2
(
[L(a, b− 1)] ⋆ [L(b)]− q[L(b)] ⋆ [L(a, b− 1)]
)
,(4.7.6)
for every a, b ∈ Z with 0 < b− a+ 1 < N . For such a pair a, b ∈ Z, assume that there
exists k ∈ Z such that 1 + kN ≤ a ≤ b ≤ N − 1 + kN . Then by comparing (4.7.5)
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with (4.7.6) and arguing by induction on b− a+ 1, we deduce that
ψ
(
χq,t(V (̟b−a+1)(−q)a+b
)
= q
b−a
2 [L(a, b)](4.7.7)
if 1 + kN ≤ a ≤ b ≤ N − 1 + kN for some k ∈ Z. If there is no such a k, then we have
there exists s ∈ Z such that a ≤ sN ≤ b.(4.7.8)
Recall that there is a C-algebra anti-automorphism d′ on Kt defined by d
′(t1/2) = t−1/2,
d′
(
χq,t(V (̟i)(−q)p)
)
= χq,t(V (̟N−i)(−q)p+N ) ([13, §5.7, §7.1]). On the other hand,
from the duality, we obtain a ring anti-automorphism d on K(TJ) given by d(q) = q
−1,
d([X ]) = [∗X ] (X ∈ TJ). Then we have d ◦ ψ = ψ ◦ d
′, by the definition of ψ. For
a, b ∈ Z with 0 < b− a+ 1 < N and (4.7.8), we have
ψ
(
χq,t
(
V (̟b−a+1)(−q)a+b
))
= ψ
(
d′
(
χq,t
(
V (̟N−b+a−1)(−q)a+b−N
)))
= d
(
ψ
(
χq,t
(
V (̟N−b+a−1)(−q)a+b−N
)))
= d
(
q
N−b+a−2
2 L(b+ 1−N, a− 1)
)
= q
−N+b−a+2
2 q−1L(a, b) = q
−N+b−a
2 L(a, b),
where the third equality comes from (4.7.7). Hence we have
ψ(χq,t(V (̟b−a+1)(−q)a+b)) ≡ [L(a, b)]
for every a, b ∈ Z with 0 < b−a+1 < N , where x ≡ y means x = qm/2y for somem ∈ Z.
Let KC[t±1/2] denote the C[t
±1/2]-subalgebra of Kt generated by the χq,t(W )’s, where
W ranges over the set of the isomorphism classes of simple objects of CJ . Because the
[L(a, b)]’s generate the Z[q±1]-algebra K(TJ), the restriction ψ˜ of ψ to KC[t±1/2] gives
the surjective map
ψ˜ : KC[t±1/2] ։ C[q
±1/2] ⊗
Z[q±1]
K(TJ ).
Since ψ˜ gives an isomorphism
KC[t±1/2]/(t
1/2 − 1)KC[t±1/2] ≃ C⊗Z K(CJ )
∼−→C⊗Z
(
K(TJ )/(q − 1)K(TJ))
)
after specializing at t1/2 = 1, the homomorphism ψ˜, as well as ψ, is an isomorphism. 
Appendix A. Localization
In this section, we shall recall the basic facts on the localization of tensor categories.
Since the materials here are more or less known or elementary, we omit most of the
proofs.
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A.1. Tensor category. Let us recall a tensor category (often called a monoidal cate-
gory). In this paper, we mainly consider additive tensor categories.
A tensor category consists of the following data:
(i) a category T ,
(ii) a bifunctor • ⊗ • : T × T → T ,
(iii) an isomorphism a(X, Y, Z) : (X ⊗Y )⊗Z ∼−→X ⊗(Y ⊗Z) which is functorial in
X, Y, Z ∈ T ,
(iv) an object 1 ∈ T (called a unit object),
(v) an isomorphism ε : 1⊗1 ∼−→1
satisfying the following axioms:
(a) (the Pentagon axiom) the following diagram is commutative for any X, Y, Z,W ∈
T :
((X ⊗Y )⊗Z)⊗W
a(X,Y,Z)⊗W

a(X ⊗Y,Z,W )
// (X ⊗Y )⊗(Z ⊗W )
a(X,Y,Z ⊗W )

(X ⊗(Y ⊗Z))⊗W
a(X,Y ⊗Z,W )

X ⊗((Y ⊗Z)⊗W )
X ⊗ a(Y,Z,W )
// X ⊗(Y ⊗(Z ⊗W )),
(A.1.1)
(b) the functors from T to T given by X 7→ 1⊗X and X 7→ X ⊗1 are fully faithful.
We refer [22], for example, for the fundamental properties of tensor categories.
Note that the isomorphism 1⊗1⊗X ∼−−−→
ε⊗X
1⊗X induces a canonical isomorphism
1⊗X ∼−→X . Similarly, there is a canonical isomorphism X ⊗1 ∼−→X .
Note that a unit object 1 is unique up to a unique isomorphism. Namely, for an
object Z and an isomorphism e : Z ⊗Z → Z, if the functor X 7→ Z ⊗X is an auto-
equivalence of T , then there exists a unique isomorphism ϕ : Z ∼−→1 such that the
diagram
Z ⊗Z
e //
ϕ⊗ϕ

Z
ϕ

1⊗1
ε // 1
is commutative.
Let T and T ′ be tensor categories. A functor F : T → T ′ is called a tensor functor if
it is endowed with an isomorphism F (X ⊗Y ) ∼−→F (X)⊗F (Y ) functorial in X, Y ∈ T
and an isomorphism F (1) ∼−→ 1 which make the following diagrams commutative:
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F (X ⊗Y ⊗Z) //

F (X ⊗ Y )⊗F (Z)

F (X)⊗F (Y ⊗Z) // F (X)⊗F (Y )⊗F (Z),
F (1⊗1) //

F (1)⊗F (1) // 1⊗1

F (1) // 1.
(A.1.2)
For X ∈ T and n ∈ Z≥0, we write X
⊗n = X ⊗ · · ·⊗X︸ ︷︷ ︸
n-times
.
We say that an object X is invertible if the functors Z 7→ X ⊗Z and Z 7→ Z ⊗X
are equivalences of categories. If X is invertible, then there exist an object Y and
isomorphisms f : X ⊗Y ∼−→1 and g : Y ⊗X ∼−→ 1 such that the diagrams
X ⊗Y ⊗X
f ⊗X //
X ⊗ g

1⊗X

X ⊗1 // X
and Y ⊗X ⊗Y
g⊗Y //
Y ⊗ f

1⊗Y

Y ⊗1 // Y
are commutative. The triple (Y, f, g) is unique up to a unique isomorphism. We write
Y = X⊗(−1) so that one may define X⊗n for any integer n.
We say that a tensor category T is an additive tensor category if T is additive and
⊗ is an additive bifunctor. In the sequel, we consider an additive tensor category.
A.2. Adjunction and Quasi-adjunction.
Definition A.2.1. Let T be a tensor category with a unit object 1. Let (X, Y ) be a
pair of objects and let ε : X ⊗ Y → 1 and η : 1→ Y ⊗X be morphisms.
(i) We say that (ε, η) is an adjunction and that X is a left dual to Y and Y is a
right dual to X if the conditions (a) and (b) below are satisfied:
(a) the composition X ≃ X ⊗ 1
X⊗ η
−−−→ X ⊗ Y ⊗X
ε⊗X
−−−→ 1⊗X ≃ X is equal to
the identity of X.
(b) the composition Y ≃ 1⊗Y
η⊗Y
−−−→ Y ⊗X ⊗Y
Y⊗ ε
−−−→ 1⊗Y ≃ Y is equal to the
identity of Y .
(ii) If the composition X ⊗ 1
X⊗η
−−−→ X ⊗ Y ⊗ X
ε⊗X
−−−→ 1 ⊗ X and 1 ⊗ Y
η⊗Y
−−−→
Y ⊗ X ⊗ Y
Y⊗ε
−−−→ 1 ⊗ Y are isomorphisms, then we say that (ε, η) is a quasi-
adjunction.
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Lemma A.2.2. Let T be a tensor category with a unit object 1 and let ε : X ⊗ Y → 1
be a morphism in T . Then the following conditions are equivalent.
(a) There exists a morphism η : 1→ Y ⊗X such that (ε, η) is an adjunction.
(b) There exists a morphism η : 1 → Y ⊗ X such that (ε, η) is a quasi-adjunction.
Namely, the compositions
f : X
X⊗η
−−−→ X ⊗Y ⊗X
ε⊗X
−−−→ X and g : Y
η⊗Y
−−−→ Y ⊗X ⊗ Y
Y⊗ε
−−−→ Y
are isomorphisms.
(c) For any V,W ∈ T , the composition
HomT (V, Y ⊗W )→ HomT (X ⊗ V,X ⊗ Y ⊗W )
ε⊗W
−−−−→ HomT (X ⊗ V,W )
is a bijection.
(d) For any V,W ∈ T , the composition
HomT (V,W ⊗X)→ HomT (V ⊗ Y,W ⊗X ⊗ Y )
W ⊗ ε
−−−−→ HomT (V ⊗ Y,W )
is a bijection.
In this case, the morphism η in (a) is unique.
Moreover, if (ε, η) satisfies (b), then the following statements hold.
(i) We have (g−1 ⊗ X) ◦ η = (Y ⊗ f−1) ◦ η and the pair
(
ε, (g−1 ⊗ X) ◦ η
)
is an
adjunction,
(ii) We have ε ◦ (X ⊗ g−1) = ε ◦ (f−1 ⊗ Y ) and the pair
(
ε ◦ (X ⊗ g−1), η
)
is an
adjunction.
Hence for an object X of T , a left dual (resp. a right dual) of X is unique up to a
unique isomorphism if it exists.
Lemma A.2.3. Let T be an abelian tensor category such that • ⊗ • is an exact bi-
functor. Let
0→ X ′ → X → X ′′ → 0, 0→ Y ′′ → Y → Y ′ → 0
be exact sequences and morphisms
ε′ : X ′ ⊗ Y ′ → 1, ε : X ⊗ Y → 1, ε′′ : X ′′ ⊗ Y ′′ → 1,
η′ : 1→ Y ′ ⊗X ′, η : 1→ Y ⊗X, η′′ : 1→ Y ′′ ⊗X ′′
are given so that the following the diagrams are commutative:
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X ′ ⊗ Y //

X ′ ⊗ Y ′
ε′

X ⊗ Y
ε // 1
X ⊗ Y ′′
OO
// X ′′ ⊗ Y ′′,
ε′′
OO
Y ′ ⊗X ′ // Y ′ ⊗X

1
η′
OO
η′′

η // Y ⊗X

Y ′′ ⊗X ′′ // Y ⊗X ′′.
Assume further that (ε′, η′) and (ε′′, η′′) are quasi-adjunctions. Then the pair (ε, η)
is also a quasi-adjunction.
Proof. We shall only show that the composition X ⊗1 → X ⊗Y ⊗X → 1⊗X is an
isomorphism. Consider the following diagram with exact rows:
0 // X ′ ⊗ 1
76540123A
//

X ⊗ 1 //

76540123B
X ′′ ⊗ 1 //

0
X ′ ⊗ Y ′ ⊗X ′

X ⊗ Y ⊗X

X ′′ ⊗ Y ′′ ⊗X ′′

0 // 1⊗X ′ // 1⊗X // 1⊗X ′′ // 0.
If we show that 76540123A and 76540123B are commutative, then the composition of the middle
vertical arrows is an isomorphism because the one in the right and the one in the left
are isomorphisms. Hence it is enough to show the commutativity of the squares. For
example, the square 76540123B is commutative, because we have the following commutative
diagram.
X ⊗ 1 //
X⊗η
}}③③
③
③
③③
③
③
③
③③
③
③
③
③③
③
③
③
③③
X⊗η′′

X ′′ ⊗ 1
X′′⊗η′′

X ⊗ Y ′′ ⊗X ′′ //

X ′′ ⊗ Y ′′ ⊗X ′′
ε′′⊗X′′
||①①
①①
①
①①
①
①①
①①
①
①①
①①
①
①①
①
X ⊗ Y ⊗X //
ε⊗X

X ⊗ Y ⊗X ′′
ε⊗X′′

1⊗X // 1⊗X ′′.
The commutativity of 76540123A can be shown in a similar way. 
A.3. Central objects. Let T be a tensor category. A central object of T is an object
P of T equipped with an isomorphism
RP (X) : P ⊗X ∼−→X ⊗P
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functorial in X ∈ T such that
P ⊗X ⊗Y
RP (X)
//
RP (X ⊗Y )
++
X ⊗P ⊗Y
RP (Y )
// X ⊗Y ⊗P commutes for any X, Y ∈ T .(A.3.1)
Remark that we don’t assume that RP (P ) = idP ⊗P . If (P,RP ) is a central object,
then the following diagram is necessarily commutative:
P ⊗1
∼
RP (1)
//
∼
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯ 1⊗P
≀

P.
If (P1, RP1) and (P2, RP2) are central objects, then P1⊗P2 is a central object with
RP1 ⊗P2(X) : P1⊗P2⊗X
∼−−−−−−−→
P1⊗RP2(X)
P1⊗X ⊗P2 ∼−−−−−−−→RP1 (X)⊗P2
X ⊗P1⊗P2.
The category Tc of central objects in T has a canonical structure of a tensor category.
A.4. Commuting family of objects. Let T be a tensor category. Consider a family
of object {Pi}i∈I in T and a family of isomorphisms {Bi,j : Pi⊗Pj ∼−→Pj ⊗Pi}i,j∈I .
Definition A.4.1. We say that ({Pi}i∈I , {Bi,j}i,j∈I) is a commuting family if the iso-
morphisms Bi,j(i, j ∈ I) satisfy the following conditions:
(a) Bi,i = idPi⊗Pi for any i ∈ I,
(b) Bj,i ◦Bi,j = idPi⊗Pj for any i, j ∈ I,
(c) the isomorphisms {Bi,j}i,j∈I satisfies the Yang-Baxter equation; namely,
the following diagram is commutative for any i, j, k ∈ I:
Pi⊗Pj ⊗PkBi,j
ss❣❣❣❣❣❣
Bj,k
++❲❲❲❲
❲❲
Pj ⊗Pi⊗Pk
Bi,k

Pi⊗Pk⊗Pj
Bi,k

Pj ⊗Pk⊗Pi
Bj,k
++❲❲❲❲
❲❲
Pk⊗Pi⊗Pj
Bi,j
ss❣❣❣❣❣❣
Pk⊗Pj ⊗Pi.
Let us denote by {ei}i∈I the canonical basis of Z
⊕I . If ({Pi}i∈I , {Bi,j}i,j∈I) is a
commuting family, then we can find
(i) an object P α of T for any α ∈ Z⊕I≥0,
(ii) an isomorphism Pi ∼−→P
ei for any i ∈ I,
(iii) an isomorphism fα,β : P
α⊗P β ∼−→P α+β for any α, β ∈ Z⊕I≥0,
satisfying the following conditions:
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(a) P 0 is isomorphic to 1,
(b) the diagram
P α⊗P β ⊗P γ
fα,β //
fβ,γ

P α+β ⊗P γ
fα+β,γ

P α⊗P β+γ
fα,β+γ // P α+β+γ
is commutative for any α, β, γ ∈ Z⊕I≥0,
(c) the diagram
Pi⊗Pj
∼ //
Bi,j

P ei ⊗P ej
fei,ej
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
Pj ⊗Pi
∼ // P ej ⊗P ei
fej,ei
// P ei+ej
is commutative for any i, j ∈ I.
Moreover, such an ({P α}α∈Z⊕I
≥0
, {fα,β}α,β∈Z⊕I
≥0
) is unique up to a unique isomorphism.
More generally, we have the following lemma.
Lemma A.4.2. Let ({Pi}i∈I , {Bi,j}i,j∈I) and ({P
′
i}i∈I , {B
′
i,j}i,j∈I) be two commuting
families, and let ({P α}α∈Z⊕I
≥0
, {fα,β}α,β∈Z⊕I
≥0
) and ({P ′α}α∈Z⊕I
≥0
, {f ′α,β}α,β∈Z⊕I
≥0
) be the cor-
responding families as above. Let ϕi : Pi → P
′
i (i ∈ I) be a family of morphisms such
that the diagram
Pi⊗Pj
Bi,j

ϕi ⊗ϕj // P ′i ⊗P
′
j
B′i,j

Pj ⊗Pi
ϕj ⊗ϕi // P ′j ⊗P
′
i
is commutative for any i, j ∈ I. Then there exists a unique family of morphisms
ϕα : P
α → P ′α (α ∈ Z⊕I≥0) such that the diagram
P α⊗P β
fα,β

ϕα⊗ϕβ // P ′α⊗P ′β
f ′α,β

P α+β
ϕα+β // P ′α+β
is commutative for any α, β ∈ Z⊕I≥0, and ϕei = ϕi for any i ∈ I.
A.5. Localization. Let C be a category. Then the category Fct(C, C) of endofunctors
has a structure of a tensor category by F ⊗G = F · G, the composition of functors.
Let {Φi}i∈I be a commuting family of objects of Fct(C, C). Then we can define Φ
α ∈
Fct(C, C) for α ∈ Z⊕I≥0 and Φ
α · Φβ ∼−→Φα+β as in the preceding subsection.
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We define the category C˜ as follows. The objects of C˜ are pairs (X,α) of X ∈ C and
α ∈ Z⊕I . The homomorphisms are defined by
HomC˜
(
(X,α), (Y, β)
)
= lim
−→
γ∈Z⊕I
≥0,
γ+α, γ+β∈Z⊕I
≥0
HomC(Φ
γ+α(X),Φγ+β(Y )).
Note that we have a well-defined inductive system in the above definition, since
{Φi}i∈I is a commuting family.
The composition of morphisms in C˜ is defined in an evident way.
We define a functor Υ: C → C˜ by X 7→ (X, 0). For α ∈ Z⊕I , we define a functor
Φ˜α : C˜ → C˜ by
(X, β) 7→ (X, β + α).
Then all the functors Φ˜α are auto-equivalences. Moreover, the diagram
C
Φα //

C

C˜
Φ˜α // C˜
is quasi-commutative for any α ∈ Z⊕I≥0. We call C˜ the localization of C by the commuting
family {Φi}i∈I and denote it by C[Φ
−1
i | i ∈ I].
The following lemma can be easily verified.
Lemma A.5.1. Assume that C is an abelian category and the Φi’s are exact functors.
Then
(i) C[Φ−1i | i ∈ I] is an abelian category and the functor Υ: C → C[Φ
−1
i | i ∈ I] is an
exact functor.
(ii) For X ∈ C, Υ(X) ≃ 0 if and only if there exists α ∈ Z⊕I≥0 such that Φ
α(X) ≃ 0.
A.6. Localization of tensor categories. Now let T be a tensor category and let
{(Pi, RPi)}i∈I be a family of central objects in T . Set
Bi,j = RPi(Pj) : Pi⊗Pj
∼−→Pj ⊗Pi
for i 6= j and Bi,i = idPi⊗Pi. If ({Pi}i∈I , {Bi,j}i,j∈I) is a commuting family of objects,
we say that {(Pi, RPi)}i∈I is a commuting family of central objects. Note that it means
that {(Pi, RPi)}i∈I satisfies the conditions:
(a) for any i ∈ I, RPi satisfies (A.3.1),
(b) RPj (Pi) ◦RPi(Pj) = idPi⊗Pj for any i, j ∈ I such that i 6= j.
If {(Pi, RPi)}i∈I satisfies (a), (b) and
RPi(Pi) = idPi⊗Pi for any i ∈ I,(A.6.1)
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then we say that it is a strictly commuting family of central objects.
For a commuting family {(Pi, RPi)}i∈I of central objects, let Φi ∈ Fct(T , T ) be the
endofunctor defined by X 7→ X ⊗Pi. We define the isomorphism B
Φ
i,j : ΦiΦj
∼−→ΦjΦi
by
ΦiΦj(X) = X ⊗Pj ⊗Pi ∼−−→Bj,i
X ⊗Pi⊗Pj = ΦjΦi(X).
Then it is easy to see that {Φi}i∈I becomes a commuting family of endofunctors.
Let T˜ = T [P⊗−1i | i ∈ I] be the localization of T by {Φi}i∈I . Hence we have
Ob(T˜ ) = Ob(T )× Z⊕I and
HomT˜ ((X,α), (Y, β)) = lim−→
γ+α, γ+β∈Z⊕I
≥0,
γ∈Z⊕I
≥0
HomT (X ⊗P
α+γ, Y ⊗P β+γ).
For any α ∈ Z⊕I≥0, we can define an isomorphism which is functorial in X
Rα(X) : P α⊗X ∼−→X ⊗P α
such that the following diagrams are commutative for any X, Y ∈ T :
P α⊗X ⊗Y
Rα(X)⊗Y
//
Rα(X ⊗Y )
,,
X ⊗P α⊗Y
X ⊗Rα(Y )
// X ⊗Y ⊗P α ,
P α⊗P β ⊗X

Pα⊗Rβ(X)
// P α⊗X ⊗P β
Rα(X)⊗Pβ
// X ⊗P α⊗P β

P α+β ⊗X
Rα+β(X)
// X ⊗P α+β,
Pi⊗X
≀

RPi(X) // X ⊗Pi
≀

P ei ⊗X
Rei (X)
// X ⊗P ei.
Moreover, such isomorphisms Rα are unique.
Indeed, {(Pi, RPi)}i∈I is a commuting family in the tensor category Tc of central
objects of T .
The category T˜ has a structure of tensor category as follows.
For α, β ∈ Z⊕I and X, Y ∈ T , we define
(X,α)⊗(Y, β) = (X ⊗Y, α+ β).
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For α′, β ′ ∈ Z⊕I and X ′, Y ′ ∈ T , we define the map
HomT˜
(
(X,α), (X ′, α′)
)
× HomT˜
(
(Y, β), (Y ′, β ′)
)
→ HomT˜
(
(X ⊗Y, α + β), (X ′⊗Y ′, α′ + β ′)
)
by taking the inductive limit of the composition of the morphisms below with respect
to γ, γ′ ∈ Z⊕I≥0
HomT (X ⊗P
α+γ, X ′⊗P α
′+γ)× HomT (Y ⊗P
β+γ′, Y ′⊗P β
′+γ′)
→ HomT (X ⊗P
α+γ ⊗Y ⊗P β+γ
′
, X ′⊗P α
′+γ ⊗Y ′⊗P β
′+γ′)
≃ HomT
(
X ⊗Y ⊗P α+γ ⊗P β+γ
′
, X ′⊗Y ′⊗P α
′+γ ⊗P β
′+γ′
)
≃ HomT
(
X ⊗Y ⊗P α+α
′+γ+γ′ , X ′⊗Y ′⊗P α
′+β′+γ+γ′
)
→ HomT˜
(
(X ⊗Y, α+ β), (X ′⊗Y ′, α′ + β ′)
)
.
It is easy to verify that T˜ becomes a tensor category. Moreover, X 7→ (X, 0) gives a
tensor functor Υ: T → T˜ such that the image of Pi is an invertible object of T˜ for any
i ∈ I. We write T [P⊗−1i | i ∈ I] for T˜ .
Lemma A.6.1. Let T be a tensor category and let {(Pi, RPi)}i∈I be a commuting
family of central objects of T . Let C be another tensor category and Ψ: T → C a
tensor functor. Assume that Ψ(Pi) is invertible for any i ∈ I. Then the functor Ψ
factors through T
Υ
−→ T [P⊗−1i | i ∈ I]
Ψ′
−−→ C with a tensor functor Ψ′. Moreover, such
a Ψ′ is unique up to a unique isomorphism.
Proposition A.6.2. Let (T ,⊗) be a tensor category and let {(Pi, RPi)}i∈I be a com-
muting family of central objects of T . Consider the following conditions.
(a) T is an abelian category.
(b) ⊗ is an exact bifunctor.
(c) Any object of T has a finite length.
(d) If X is a simple object of T , then X ⊗Pi is a simple object for any i ∈ I.
Set T˜ = T [P⊗−1i | i ∈ I]. Then the following statements hold.
(i) If (T ,⊗) satisfies (a) and (b), then T˜ is an abelian category and the functor
Υ: T → T˜ is exact.
(ii) If (T ,⊗) satisfies (a)–(d), then (T˜ ,⊗) satisfies (a)–(c), and the functor Υ: T →
T˜ sends simple objects to simple objects. Conversely, every simple object of T˜ is
isomorphic to Υ(S)⊗P α for some α ∈ Z⊕I and a simple object S of T .
For easy reference, we record the following lemma.
Lemma A.6.3. Let k be a field and let C be a k-linear abelian category. Assume that
(a) any object of C has finite length,
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(b) dimkHomC(S, S) <∞ for any simple object S in C.
Then we have dimkHomC(X, Y ) <∞ for all X, Y ∈ C.
A.7. Graded case. Let L be a Z-module. An additive tensor category T is called
L-graded if T has a decomposition T =
⊕
λ∈L Tλ such that ⊗ induces a bifunctor
Tλ × Tµ → Tλ+µ for any λ, µ ∈ L and that 1 ∈ T0.
Let {(Pi, RPi)}i∈I be a commuting family of central objects of T such that Pi ∈ Tλi
for λi ∈ L, i ∈ I. Let ℓ : Z
⊕I → L be a homomorphism given by ℓ(ei) = λi (i ∈ I).
Hence P α belongs to Tℓ(α) for any α ∈ Z
⊕I
≥0.
Now we assume that ℓ : Z⊕I → L is injective. We will define a tensor category T ′
and a tensor functor
Ω: T → T ′
such that Ω(Pi) ≃ 1 for i ∈ I. We take Ob(T
′) = Ob(T ) and
HomT ′(X, Y ) = lim−→
α,β∈Z⊕I
≥0,
λ+ℓ(α)=µ+ℓ(β)
HomT (X ⊗P
α, Y ⊗P β)
for X ∈ Tλ and Y ∈ Tµ. If λ−µ is not in the image of ℓ : Z
⊕I → L, then we understand
that HomT ′(X, Y ) = 0. The tensor product of X, Y ∈ T
′ is the same as the one in T .
Then · ⊗ · becomes a bifunctor on T ′ as in the case of T˜ = T [P⊗−1i | i ∈ I].
Note that the category T ′ has a decomposition T ′ =
⊕
a∈Coker(ℓ)
T ′a . We write T
′ =
T [Pi ≃ 1 | i ∈ I].
Lemma A.7.1. Let T be an abelian L-graded tensor category and {(Pi, RPi)}i∈I be a
commuting family of central objects in T as above. Assume that the functor T ∋ X 7→
Pi⊗X is an exact functor for all i ∈ I. Then the following statements hold.
(i) The functor Ω: T → T [Pi ≃ 1 | i ∈ I] is exact.
(ii) Ω(Pi) is isomorphic to 1 for any i ∈ I.
(iii) Every exact sequence in T [Pi ≃ 1 | i ∈ I] is isomorphic to the image of an exact
sequence in T .
(iv) The functor Ω is decomposed into
T
Υ
−→ T [P⊗−1i | i ∈ I]
Ξ
−→ T [Pi ≃ 1 | i ∈ I],
where Ξ(X,α) = X for X ∈ T , α ∈ Z⊕I .
We have the similar results to the one in Proposition A.6.2 for the category T ′ =
T [Pi ≃ 1 | i ∈ I] and the functor Ω: T → T
′.
Proposition A.7.2. Let (T ,⊗) and {(Pi, RPi)}i∈I be as in Lemma A.7.1. Consider
the following conditions.
(a) T is an abelian category.
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(b) ⊗ is an exact bifunctor.
(c) Every object of T has finite length.
(d) If X is a simple object of T , then X ⊗Pi is a simple object for all i ∈ I.
Set T ′ = T [Pi ≃ 1 | i ∈ I]. Then the following statements hold.
(i) If (T ,⊗) satisfies (a) and (b), then T ′ is an abelian category and the functor
Ω: T → T ′ is exact.
(ii) If (T ,⊗) satisfies (a)–(d), then (T ′,⊗) satisfies (a)–(c), and the functor Ω: T →
T ′ sends simple objects to simple objects. Conversely, every simple object of T ′
is the image of a simple object of T under Ω.
The following proposition gives a characterization of T [Pi ≃ 1 | i ∈ I].
Proposition A.7.3. Let T be a tensor category and let {(Pi, RPi)}i∈I be a commuting
family of central objects of T as in Lemma A.7.1. Let C be another tensor category and
Ψ: T → C a tensor functor. Assume that, for any i ∈ I, there exists an isomorphism
gi : Ψ(Pi) ∼−→1 such that the following diagrams are commutative for any X ∈ T :
Ψ(Pi⊗X)
Ψ(RPi(X))

∼ // Ψ(Pi)⊗Ψ(X)
gi⊗Ψ(X) // 1⊗Ψ(X)
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
Ψ(X ⊗Pi)
∼ // Ψ(X)⊗Ψ(Pi)
Ψ(X)⊗ gi // Ψ(X)⊗1 // Ψ(X).
(A.7.1)
Then Ψ factors as T
Ω
−→ T [Pi ≃ 1 | i ∈ I]
Ψ′
−−→ C with a tensor functor Ψ′. Moreover,
such a Ψ′ is unique up to a unique isomorphism.
Proof. Let ({P α}α∈Z⊕I
≥0
, {fα,β}α,β∈Z⊕I
≥0
) be as in § A.4. Taking X = Pj in (A.7.1), the
diagram
Ψ(Pi⊗Pj)
∼ //
Ψ(RPi (Pj))

Ψ(Pi)⊗Ψ(Pj)
gi⊗ gj // 1⊗1
id

Ψ(Pj ⊗Pi)
∼ // Ψ(Pj)⊗Ψ(Pi)
gj ⊗ gi // 1⊗1
is commutative. Hence, Lemma A.4.2 implies that there exists a family of morphisms
gα : Ψ(P
α) ∼−→1 (α ∈ Z⊕I≥0) such that the following diagram commutes:
Ψ(P α⊗P β)
∼ //
Ψ(fα,β)

Ψ(P α)⊗Ψ(P β)
gα⊗ gβ // 1⊗1
∼

Ψ(P α+β)
gα+β // 1.
(A.7.2)
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We can also check that the diagram
Ψ(P α⊗X)
Ψ(RPα (X))

∼ // Ψ(P α)⊗Ψ(X)
gα⊗Ψ(X) // 1⊗Ψ(X)
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
Ψ(X ⊗P α)
∼ // Ψ(X)⊗Ψ(P α)
Ψ(X)⊗ gα // Ψ(X)⊗1 // Ψ(X)
(A.7.3)
is commutative for any X ∈ T and α ∈ Z⊕I≥0.
We shall define the functor Ψ′ : T ′ := T [Pi ≃ 1 | i ∈ I] −−→ C as follows. For
X ∈ T , we set Ψ′(X) = Ψ(X). For X ∈ Tλ and Y ∈ Tµ, we define HomT ′(X, Y ) →
HomC(Ψ
′(X),Ψ′(Y )) as the inductive limit of
HomT (X ⊗P
α, Y ⊗P β)→ HomC
(
Ψ(X ⊗P α),Ψ(Y ⊗P β)
)
≃ HomC
(
Ψ(X)⊗Ψ(P α),Ψ(Y )⊗Ψ(P β)
)
∼−→HomC
(
Ψ(X)⊗1,Ψ(Y )⊗1
)
.
Here the limit is taken over α, β ∈ Z⊕I≥0 such that λ + ℓ(α) = µ + ℓ(β). It is easy to
verify that Ψ′ is a well-defined functor. For X, Y ∈ T , we have an isomorphism
Ψ′(X ⊗Y ) = Ψ(X ⊗Y ) ∼−→Ψ(X)⊗Ψ(Y ) = Ψ′(X)⊗Ψ′(Y ).
Let us show that it is an isomorphism of functors. In order to see this, it is enough
to show that for X ∈ Tλ, Y ∈ Tµ X
′ ∈ Tλ′ , Y
′ ∈ Tµ′ , and f ∈ HomT ′(X,X
′),
g ∈ HomT ′(Y, Y
′), the diagram
Ψ′(X ⊗Y )
Ψ′(f ⊗ g)
//
∼

Ψ′(X ′⊗Y ′)
∼

Ψ′(X)⊗Ψ′(Y )
Ψ′(f)⊗Ψ′(g)
// Ψ′(X ′)⊗Ψ′(Y ′)
(A.7.4)
is commutative.
Assume that f is given by f˜ ∈ HomT (X ⊗P
α, X ′⊗P α
′
) and g is given by g˜ ∈
HomT (Y ⊗P
β, Y ′⊗P β
′
). We have two sequences of isomorphisms
Ψ(X ⊗P α⊗Y ⊗P β) ∼−−−−→
RPα (Y )
Ψ(X ⊗Y ⊗P α⊗P β) ∼−→Ψ(X ⊗Y ⊗P α+β)
∼−→Ψ(X ⊗Y )⊗Ψ(P α+β) ∼−→Ψ(X ⊗Y )
and
Ψ(X ⊗P α⊗Y ⊗P β) ∼−→Ψ(X)⊗Ψ(P α)⊗Ψ(Y )⊗Ψ(P β)
∼−→Ψ(X)⊗1⊗Ψ(Y )⊗1 ∼−→Ψ(X)⊗Ψ(Y ).
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We denote the first composition by ϕ : Ψ(X ⊗P α⊗Y ⊗P β) ∼−→Ψ′(X ⊗Y ) and the
second one by ψ : Ψ(X ⊗P α⊗Y ⊗P β) ∼−→Ψ′(X)⊗Ψ′(Y ).
Similarly, we have two isomorphisms ϕ′ : Ψ(X ′⊗P α
′
⊗Y ′⊗P β
′
) ∼−→Ψ′(X ′⊗Y ′) and
ψ′ : Ψ(X ′⊗P α
′
⊗Y ′⊗P β
′
) ∼−→Ψ′(X ′)⊗Ψ′(Y ′). We can easily see that the following
diagram is commutative:
Ψ′(X ⊗Y )
Ψ′(f ⊗ g)

Ψ(X ⊗P α⊗Y ⊗P β)
∼
ψ
//∼
ϕ
oo
Ψ(f˜ ⊗ g˜)

Ψ′(X)⊗Ψ′(Y )
Ψ′(f)⊗Ψ′(g)

Ψ′(X ′⊗Y ′) Ψ(X ′⊗P α
′
⊗Y ′⊗P β
′
)
∼
ψ′
//∼
ϕ′
oo Ψ′(X ′)⊗Ψ′(Y ′).
On the other hand, (A.7.2) and (A.7.3) imply that ψ coincides with the composition
Ψ(X ⊗P α⊗Y ⊗P β) ∼−→
ϕ
Ψ(X ⊗Y ) ∼−→Ψ(X)⊗Ψ(Y ), and a similar relation holds for
ϕ′ and ψ′. Hence we obtain the commutativity of (A.7.4). 
Lemma A.7.4. Under the conditions in the above proposition, we further assume that
C is an abelian category and Ψ is an exact functor. Then the functor Ψ′ : T [Pi ≃ 1 |
i ∈ I]→ C is exact.
Remark A.7.5. The commutativity of (A.7.1) does not depend on the choice of an
isomorphism gi (i ∈ I). Indeed, in a tensor category T , the diagram
X ⊗1
∼ //
X ⊗ϕ

X
∼ // 1⊗X
ϕ⊗X

X ⊗1
∼ // X
∼ // 1⊗X
is commutative for any ϕ ∈ EndT (1).
A.8. Variant. Let T be an abelian L-graded tensor category and {(Pi, RPi)}i∈I be a
commuting family of central objects in T as in §A.7. Let (Q,RQ) be an invertible
central object of T such that Q ∈ T0. We assume that
RQ(Pi) : Q⊗Pi ∼−→Pi⊗Q and RPi(Q) : Pi⊗Q
∼−→Q⊗Pi are inverse
to each other for any i ∈ I.
(A.8.1)
It is equivalent to saying that {(Q,RQ), (Pi, RPi) | i ∈ I} is a commuting family of
central objects.
Given a family of integers (si)i∈I , let s : Z
⊕I → Z be the linear map defined by
s(ei) = si. Then we can define a category T
′ as follows. We take Ob(T ′) = Ob(T ).
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For X ∈ Tλ and Y ∈ Tµ,
HomT ′(X, Y ) = lim−→
α,β∈Z⊕I
≥0,
λ+ℓ(α)=µ+ℓ(β)
HomT (X ⊗P
α⊗Q⊗−s(α), Y ⊗P β ⊗Q⊗−s(β)).
Then we can easily see that T ′ is also a tensor category, and there exists a tensor
functor Ω: T → T ′. We have
Ω(Pi) ≃ Ω(Q
⊗ si).
We denote T ′ by
T [Pi ≃ Q
⊗ si | i ∈ I].
Indeed, P˜i :=Pi⊗Q
⊗−si form a commuting family of central objects and T ′ ≃ T [P˜i ≃
1 | i ∈ I].
A.9. Twisting of tensor structure. As in §A.7, let T =
⊕
λ∈L Tλ be an L-graded
additive tensor category. Let (Q,RQ) be an invertible central object of T such that
Q ∈ T0. Then Q
⊗n is a central object for all n ∈ Z.
Let B be a Z-valued bilinear form on L. We define an additive bifunctor ⊗˜ on T by
X⊗˜Y = Q⊗B(λ,µ)⊗X ⊗Y for X ∈ Tλ and Y ∈ Tµ.
Then it is easy to see that ⊗˜ gives a new tensor category structure on T , where the
associativity is given by
(X⊗˜Y )⊗˜Z ≃ Q⊗B(λ+µ,ζ)⊗Q⊗B(λ,µ)⊗X ⊗Y ⊗Z
≃ Q⊗B(λ,µ)+B(λ+ζ)+B(µ,ζ) ⊗X ⊗Y ⊗Z
≃ Q⊗B(λ,µ+ζ)⊗X ⊗Q⊗B(µ,ζ)⊗Y ⊗Z ≃ X⊗˜(Y ⊗˜Z)
for X ∈ Tλ, Y ∈ Tµ, Z ∈ Tζ .
We say that (T , ⊗˜) is the tensor category twisted by Q and B.
Appendix B. Quotient categories
B.1. Serre category. In this appendix, we recall the notion of the quotient category
of an abelian category by a subcategory. For more details, see [34, § 4.3]. Let A be an
abelian category and let S be a Serre subcategory of A ; i.e.,
(i) S is a full subcategory of A,
(ii) S is stable under taking subobjects, quotients and extensions, namely, for any
exact sequence 0 → X ′ → X → X ′′ → 0 in A, the middle term X is in S if and
only if X ′ and X ′′ are in S.
For two objects X and Y of A, we have a directed set
L(X, Y ) = {(X ′, Y ′) |X ′ ⊂ X, Y ′ ⊂ Y,X/X ′ ∈ S, Y ′ ∈ S}
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with the order given by
(X ′1, Y
′
1) ≤ (X
′, Y ′)⇔ X ′ ⊂ X ′1, Y
′
1 ⊂ Y
′.
If (X ′1, Y
′
1) ≤ (X
′, Y ′), we have a canonical homomorphism of abelian groups
HomA(X
′
1, Y/Y
′
1)→ HomA(X
′, Y/Y ′).
The quotient category A/S is defined as follows:
(1) The objects of A/S are the same as the objects of A.
(2) For two objects X , Y of A/S, the morphisms are given by
HomA/S(X, Y ) := lim−→
(X′,Y ′)∈L(X,Y )
HomA(X
′, Y/Y ′).
(3) We refer the reader to [34, § 4.3] for the definition of the composition HomA/S(X, Y )×
HomA/S(Y, Z)→ HomA/S(X,Z) for X, Y, Z ∈ Ob(A/S).
Then we can define the functor Q : A → A/S.
Theorem B.1.1 ([34, § 4.3]). Let S be a Serre subcategory of an abelian category A.
Then the following statements hold.
(i) The quotient category A/S is abelian.
(ii) For an object X ∈ A, Q(X) ≃ 0 if and only if X ∈ S.
(iii) The functor Q : A → A/S is exact.
(iv) Every exact sequence in A/S is isomorphic to the image of an exact sequence in
A under Q.
(v) Let B be an abelian category and let H : A → B be an exact functor such that
H(X) ≃ 0 for all X in S. Then H factors through A/S with an exact functor
H : A/S → B. Moreover, such an H is unique up to isomorphism.
(vi) An additive functor G : A/S → B is exact if and only if G ◦ Q : A → B is exact.
As for simple objects in A/S, we have the following proposition.
Proposition B.1.2. Let S be a Serre subcategory of an abelian category A.
(i) If X is simple in A and X /∈ S, then Q(X) is simple in A/S.
(ii) Assume that every object in A has finite length. Then every simple object Y in
A/S is isomorphic to Q(X) for a simple object X in A.
(iii) If X1 and X2 are simple objects of A and Q(X1) ≃ Q(X2) 6≃ 0 in A/S, then
X1 ≃ X2 in A.
Since the proofs are elementary, we omit them.
The following lemma is also elementary.
Lemma B.1.3. Let k be a field and let A be a k-linear abelian category. Assume the
following conditions:
(a) dimkHomA(X, Y ) <∞ for any X, Y ∈ A,
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(b) any object of A has finite length.
Then, for any Serre subcategory S of A, the quotient category A/S is a k-linear abelian
category satisfying (a) and (b).
The following proposition is easy to verify.
Proposition B.1.4. Let A be an abelian tensor category such that ⊗ is an exact
bifunctor and let S be a Serre subcategory of A. Assume the following condition:
for any X ∈ A and Y ∈ S, X ⊗Y and Y ⊗X belong to S.(B.1.1)
Then A/S has a structure of a tensor category such that Q : A → A/S is a tensor
functor.
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