Name-passing calculi are foundational models for mobile computing. Research into these models has produced a wealth of results ranging from relative expressiveness to programming pragmatics. The diversity of these results call for clarification and reorganization. This paper applies a model independent approach to the study of the namepassing calculi, leading to a uniform treatment and simplification. The technical tools and the results presented in the paper form the foundation for a theory of name-passing calculus.
Mobility in Practice and in Theory
Mobile calculi feature the ability to pass around objects that contain channel names. Higher order CCS [91, 92, 93, 94] for instance, is a calculus with a certain degree of mobility. In a mobile calculus, a process that receives an object may well make use of the names which appear in the object to engage in further interactions. It is in this sense that the communication topology is dynamic. It was soon realized that the communication mechanism that restricts the contents of communications to the channel names gives rise to a simple yet versatile model that is more powerful than the process-passing calculi [79, 80, 82, 81] . This is the π-calculus of Milner, Parrow and Walker [60] . See [71] for a gentle introduction to the model and the history of the name-passing calculus and [87] for a broader coverage. A seemingly innocent design decision of the π-calculus is to admit a uniform treatment of the names. This decision is however not supported by the semantics of the mobile calculi. From a process term T one could construct the input prefix term a(x).T (1) and the localization term (x)T.
According to the definition of the π-calculus, the semantics of x which appears in (1) is far different from that of x in (2) . In the former x is a name variable, or a dummy name, that can be instantiated by an arbitrary name when the prefix engages in an interaction. In the latter x is a local name that can never be confused with another name. The input prefix forces the unbound name x in T to be a name variable, whereas the localization operator forces the unbound name x in T to be a constant name. This apparent contradiction is behind all the semantic complications of the π-calculus. And nothing has been gained by these complications. In what follows we take a look at some of the issues caused by the confusion.
To begin with, the standard operational semantics of the π-calculus has not been very smooth. An extremely useful command in both practice and theory is the two leg if-statement if ϕ then S else T . In mobile calculi this can be defined by introducing the conditional terms [x=y]T and [x y]T . The semantics of these terms have been defined respectively by the match rule 
Rule (4) is unusual since it has an unusual side condition. How should we understand the side condition x y? If x, y were constant names, the side condition of (4) would be pointless because x y would be evaluated to logical truth. The reason that (4) is necessary is precisely because x, y cannot be understood as constant names in the uniform treatment of the names. The correct reading of (4) 
To see this, let = be ∼, the strong early bisimilarity of Milner, Parrow and Walker [60] . According to the definition,
T ∼ [x=y]T + [x y]T if and only if T σ∼([x=y]T + [x y]
T )σ for every substitution σ, where∼ is the strong ground bisimulation equivalence. If σ is the identity substitution, it boils down to establishing the following equivalence
We may prove (6) under the assumption x y. But we cannot prove (6) under the assumption x = y since rule (3) does not allow us to do that. A related mistake is to introduce a boolean evaluation function beval( ) whose inductive definition includes the following clauses:
This would lead to the axioms 
The rule (7) does not completely eradicate the problem. Take for example the following instance of the expansion law
xx | y(v) = xx.y(v) + y(v).xx + [x=y]τ. (8)
The right hand side of (8) can do a τ-action under the assumption x = y. However the operational semantics of the π-calculus does not admit a τ-action of the left hand side of (8) This rule is necessary because the terms T {y/x}, T are distinct in the meta logic. Our scrutiny of the match/mismatch semantics takes us to the symbolic approach of Hennessy and Lin [36, 45, 46, 47, 48, 49] . In the symbolic semantics, The above discussions lead to the conclusion that, for both theoretical and practical reasons, the π-calculus should be defined using the name dichotomy. The dichotomy has been introduced in literature using type systems. If one thinks of the type of a channel name as defining the interface property of the channel, then the type theoretical solution does not seem appropriate since the difference between a name and a name variable is not about interface property. It is our view that the issue should be treated at a more fundamental level. This is both a survey paper and research paper. Since we adopt a new uniform and simplified presentation of the π-calculus, there are technical contributions throughout the paper. In view of the huge literature on the π-calculus [87] , it is a daunting task to give an overall account of the various aspects of the model. Our strategy in this paper is to present the foundational core of the π-calculus, covering the observational theory, the algebraic theory and the relative expressiveness. The novelty of our treatment is that, by applying a model independent approach throughout the paper, a great deal of simplification and unification are achieved. Our effort can be summarized as follows:
• We show that a concise operational semantics of π is available.
• We demonstrate that the observational theory of π is far less diverse than it has been perceived.
• We point out that the algebraic theory of π is simpler than has been suggested.
The above claims are supported by the following technical contributions:
• A general model independent process equality, the absolute equality, is applied to the π-calculus. It is proved that the well known bisimulation equivalences of the π-calculus, mentioned in this introduction, either coincide with a weak version of the absolute equality or can be safely ignored.
• A model independent equivalence, the box equality, is defined and applied to the π-calculus. It is demonstrated that this new equivalence coincides with the well known rectification of the testing equivalence in the π-calculus.
• Two complete proof systems for the set of the finite π-processes are presented, one for the absolute equality, the other for the box equality.
The model independent theory of process calculi is systematically developed in [27] . In particular the absolute equality and the subbisimilarity used in this paper are taken from [27] . It should be pointed out however that the present paper has been made self-contained.
Most of the lemmas are stated without proof. A well-informed reader would have no problem in supplying the proof details.
The rest of the paper is organized into five sections. Section 2 defines our version of the π-calculus. Section 3 studies the model independent observation theory of the π-calculus. Section 4 discusses the relative expressiveness of some well known variants of the π-calculus. Section 5 presents a uniform account of the proof systems for the finite π-processes. Section 6 points out how a theory of the π-calculus can be developed using the framework set up in this paper.
Pi Calculus
We assume that there is an infinite countable set N of names, an infinite countable set N v of name variables. These sets will be ranged over by different lower case letters. Throughout the paper the following conventions will be enforced:
• The set N is ranged over by a, b, c, d, e, f, g, h.
• The set N v is ranged over by u, v, w, x, y, z.
• The set N ∪ N v is ranged over by l, m, n, o, p, q.
A name variable acts as a place holder that need be substantiated by a name. By its very nature, a name variable cannot be used as a channel for interaction. Similarly it cannot be used as a message passed around in a communication.
Process
To give a structural definition of processes, we need to introduce terms. The set T of π-terms is inductively generated by the following BNF:
where I is a finite nonempty indexing set and π := n(x) | nm.
Here n(x) is an input prefix and nm an output prefix. The nil process 0 cannot do anything in any environment. For each i ≤ n, the component n(x).T i is a summand of the input choice term i∈I n(x).T i , where the name variable x is bound. A name variable is free if it is not bound. Similarly the component nm i .T i is a summand of the output choice term i∈I nm i .T i . Notice that input and output choices are syntactically simpler than the separated choices [67] . The term T | T ′ is a concurrent composition. The restriction (c)T is in localization form, where the name c is local. A name is global if it is not local. The following functions will be used.
• gn( ) returns the set of the global names.
• ln( ) returns the set of the local names.
• n( ) returns the set of the names.
• f v( ) returns the set of the free name variables.
• bv( ) returns the set of the bound name variables.
• v( ) returns the set of the name variables.
The guard [p=q] is a match and [p q] a mismatch. The term !π.T is a guarded replication and '!' a replication operator. The guarded replication is equivalent to the general replication of the form !T . The transformation from the general replication to the guarded replication makes use of an auxiliary function ( ) c defined on the replication free terms. The structural definition is as follows.
If neither c nor z is in T , we may define (!T ) c by the process (c)(cc | cc | !c(z).T c ). It is clear that there would be no loss of expressive power if guarded replication is further restrained to the form !p(x).T or !pq.T .
A finite π-term is one that does not contain any replication operator. A π-term is open if it contains free name variables; it is closed otherwise. A closed π-term is also called a π-process. We write P for the set of the π-processes, ranged over by L, M, N, O, P, Q. Some derived prefix operators are defined as follows.
n(c).T
Furthermore we introduce the following polyadic prefixes:
where n > 1. These two derived operators make it clear how to simulate the polyadic π-calculus [59] in the (monadic) π-calculus.
Both bound name variables and local names are subject to α-conversion. Throughout the paper, it is assumed that α-conversion is applied whenever it is necessary to avoid confusion. This will be called the α-convention. In for example the structural composition rule to be defined later, the side conditions are redundant in the presence of the α-convention.
A condition, denoted by φ, ϕ, ψ, is a finite concatenation of matches and/or mismatches. The concatenation of zero match/mismatch is denoted by ⊤, and its negation is denoted by ⊥. We identify syntactically (⊤)T with T and (⊥)T with 0. If F is the finite name set {n 1 , . . . ,
A renaming is a partial injective map α : N ⇀ N whose domain of definition dom(α) is finite. A substitution is a partial map σ : N v ⇀ N ∪ N v whose domain of definition dom(σ) is finite. An assignment is a partial map ρ : N v ⇀ N that associates a name to a name variable in the domain of ρ. It is convenient to extend the definition of an assignment ρ by declaring ρ(a) = a for all a ∈ N. Renaming, substitution and assignment are used in postfix. We often write {n 1 /x 1 , . . . , n i /x i } for a substitution, and similar notation is used for renaming. The notation ρ[x → a] stands for the assignment that differs from ρ only in that ρ[x → a] always maps x onto a whereas ρ(x) might be different from a or undefined. Whenever we write ρ(x) we always assume that ρ is defined on x.
An assignment ρ satisfies a condition ψ, denoted by ρ | = ψ, if ρ(m) = ρ(n) for every [m=n] in ψ, and ρ(m) ρ(n) for every [m n] in ψ. We write ρ | = ψ ⇒ φ to mean that ρ | = φ whenever ρ | = ψ, and ρ | = ψ ⇔ φ if both ρ | = ψ ⇒ φ and ρ | = φ ⇒ ψ. We say that ψ is valid, notation | = ψ (or simply ψ), if ρ | = ψ for every assignment ρ. A useful valid condition is the following.
(
where F is a finite subset of N ∪ N v . Given a condition ϕ, we write ϕ = and ϕ respectively for the condition {m=n | m, n ∈ n(ϕ) ∪ v(ϕ) and | = ϕ ⇒ m=n} and the condition {m n | m, n ∈ n(ϕ) ∪ v(ϕ) and | = ϕ ⇒ m n}.
Semantics
The semantics is defined by a labeled transition system structurally generated by a set of rules. The set L of labels for π-terms, ranged over by ℓ, is {ab, ab, a(c) | a, b, c ∈ N} where ab, ab, a(c) denote respectively an input action, an output action and a bound output action. The set L * of the finite strings of L is ranged over by ℓ * . The empty string is denoted by ǫ. The set A = L ∪ {τ} of actions is ranged over by λ and its decorated versions. The set A * of the finite strings of A is ranged over by λ * . With the help of the action set, we can define the operational semantics of the π-calculus by the following labeled transition system.
Action i∈I a(x).T i ac
The first composition rule takes care of the structural property. The second and the third define interactions. Their symmetric versions have been omitted. Particular attention should be paid to the action rules. An input action may receive a name from another term. It is not supposed to accept a name variable. This is because an output action is allowed to release a name, not a name variable. To go along with this semantics of interaction, the rule for the mismatch operator is defined accordingly. Since distinct names are different constant names, the condition a b is equivalent to ⊤. The transition [x c]ab.T ab −→ T for instance is not admitted since the name variable x needs to be instantiated before the mismatch can be evaluated. One advantage of this semantics is the validity of the following lemma. 
S
The operational semantics of a process calculus draws a sharp line between internal actions (τ-actions) and external actions (non-τ-actions). From the point of view of interaction, the former is unobservable and the latter is observable. A complete internal action sequence of a process P is either an infinite τ-action sequence
−→ P n , where P n cannot perform any τ-action. A process P is divergent if it has an infinite internal action sequence; it is terminating otherwise.
In the π-calculus with the uniform treatment of names, if then else command is defined with the help of the unguarded choice operator. A nice thing about the present semantics is that one may define if then else command in the following manner.
if m=n then S else T
The idea can be generalized. Suppose {ϕ i } 1≤i≤n is a finite collection of disjoint conditions, meaning that | = ϕ i ∧ ϕ j ⇒ ⊥ for all i, j ≤ n such that i j. The conditional choice i∈{1,..,n} ϕ i T i is defined in the following fashion.
In practice most choice operations are actually conditional choices [18] . Another form of choice is the so-called internal choice, defined as follows:
where {ψ i } 1≤i≤n is a collection of conditions and c appears in none of T 1 , . . . , T n . In [28] it is shown that the replication, the fixpoint operation and the parametric definition are equivalent in the π-calculus, as long as all the choices are guarded. The fixpoint operator plays an indispensable role in proof systems for regular processes. The parametric definition is strictly more powerful in some variants of the π-calculus. Proof systems for regular π-processes will not be a major concern of this paper. In all the qualified name-passing calculi studied in the present paper the parametric definition is equivalent to the replicator. We shall therefore ignore both the fixpoint and the parametric definition in the rest of the paper.
Some more notation and terminology need be defined. Given an action λ, we may define λ as follows:
The notation ℓ should be understood accordingly. We shall write for a finite sequence of something of same kind. 
In sequel a relation always means a binary relation on the processes of the π-calculus or one of its variants. If R is a relation, R −1 is the reverse of R and PRQ for membership assertion. If R ′ is another relation, the composition R; R ′ is the relation {(P, Q) | ∃L.PRL ∧ LR ′ Q}.
Variants
A number of 'subcalculi' of π have been studied. These variants are obtained by omitting some operators. They can also be obtained by restricting the use of the received names, or the use of continuation, or the forms of prefix etc.. In this section we give a brief summary of some of the variants. Our definitions of the variants are slightly different from the popular ones, since we attempt to give a systematic classification of the π-variants. The guarded choice is a useful operator in encoding. It is also a basic operator in proof systems. The independence of the choice operator from the other operators of the π-calculus is established in for example [67, 28] . A lot of programming can be carried out in the π-calculus using prefix terms rather than the guarded choice terms [103, 104] . We will write π − for the subcalculus of π obtained by replacing the guarded choice terms by the prefix terms of the form π.T . In many aspects π − is just as good as π. It is for example complete in the sense that one may embed the recursion theory [78] in π − . See [27] for detail. The calculus π − can be further slimmed down by removing the match and the mismatch operators. We shall call it the minimal π-calculus and shall denote it by π M . It is conjectured that π M is considerably weaker than π − . The intuition behind the conjecture is that the if-command cannot be faithfully encoded in π M . Some of the syntactical simplifications of the π-calculus have been studied in literature. Here are some of them:
• Merro and Sangiorgi's local π-calculus forbids the use of a received name as an input channel [52, 53] . The word 'local' refers to the fact that a receiving party may only use a received local name to call upon subroutines delivered by the sending party. The calculus can be seen as a theoretical foundation of the concurrent and distributed languages like Pict [74] and Join [22] . The local variants we introduce in this paper are obtained from the π-calculus by restricting the use of the received names. A received name may be used as an output channel or an input channel. It may also appear in the object position. This suggests the following three variants. In π L the grammar for prefix is
In π R the syntax of prefix is
and in π S it is
In π S only control information may be communicated, data information may not be passed around. A piece of control information may be sent once, it may not be resent.
Other well known variants are syntactical simplifications of π − . Let's see a couple of them.
• The π-process !a(x).T can be seen as a method that can be invoked by a process of the form ac.S . This object oriented programming style is typical of the name-passing calculi. The object may invoke the method several times. It follows that the method must be perpetually available. The minimal modification of π that embodies this idea is π O -calculus with following grammar:
The superscript O refers to the fact that π O -calculus has only proper output prefix; it also reminds of the object oriented programming style. The dual of π O -calculus, π I -calculus, is defined by the following grammar.
The relationship between π I and π O is intriguing. There is a straightforward encoding ι from the former to the latter defined as follows:
The soundness of this encoding is unknown. Both π O and π I have too weak control power to be considered as proper models. In π O for example, a name cannot be used to input two ordered pieces of information since a sending party would get confused. There is no way to define for example a polyadic prefix term like a(x, y).T . We shall not consider these two variants in the rest of the paper.
• Honda and Tokoro's object calculus [41, 42, 43 ] and Boudol's asynchronous π-calculus [12] are based on the idea that an output prefix with a continuation does not interact with any environment. Instead it evolves into a process representing the continuation and an atomic output process whose sole function is to send a name to an environment. This is captured by the following transitions.
(13) is absolutely necessary, whereas (12) can be avoided in view of the fact that ac.T must be equal to ac | T . Moreover if we think asynchronously the replication, match and mismatch operators should not apply to the processes of the form nm. This explains the following grammar of π A :
where ψ is a finite sequence of match/mismatch operations. The standard prefix operators can be mimicked in π A in the following way [12] :
This encoding of the output prefix is however not very robust from the observational point of view. In fact [17] have proved that no encodings of the output prefix exist that preserve must equivalence. If divergence is not seen as an important issue, then there are interesting encodings into the asynchronous π-calculus as shown in [65] and in [63] . The asynchronous calculi have a very different flavor from the synchronous calculi. We will not discuss π A in the rest of the paper. But see [25] for an alternative approach to the asynchronous process calculi.
• A more distant relative is Sangiorgi's private π-calculus [87] , initially called πI-calculus [82] . The grammar of π P differs from that of π in the definition of prefix. In π P it is given by the following BNF.
Unlike all the above variants, the π P -calculus has a different action set than the π-calculus. There are no free output actions. One has typically that
In π P the name emitted by an output action is always local. It is worth remarking that this particular π P -calculus is not equivalent to the version in which replications are abolished in favor of parametric definitions [82, 28] . It is interesting to compare π P -calculus with π S -calculus. In both models the messages communicated at run time are foreordained at compile time. The difference is that in π P -calculus only local messages can be released, whereas in π S -calculus global messages may also be transmitted. Despite the results established in [8] , the variant π P appears much less expressive than π S . For one thing the match and mismatch operators in π P are redundant. So it is more precise to say that π P is a variant of π M . Since π P has a different action set than π M , we shall not discuss it in this paper.
One may combine the restrictions introduced in the above variants to produce even more restricted 'subcalculi'. Some of these 'subcalculi' can be rejected right away. For example the variant in which the received names can only be used as data is equivalent to CCS. Another counter example is the variant in which both the input capability and the output capability are perpetual. This calculus is not very useful since no computations in this model ever terminate. It simply does not make sense to talk about Turing completeness for this particular calculus. Merro and Sangiorgi's local π-calculus is the asynchronous version of π L without the match/mismatch operators. In [66, 16] 
Equality
The starting point of observational theory is to do with the definition of process equality. It was realized from the very beginning [54, 84] that the equalities for processes ought to be observational since it is the effects that processes have in environments that really matter. Different application platforms may demand different observing powers, giving rise to different process equalities. This interactive viewpoint [58] lies at the heart of the theory of equality. In a distributed environment for example, a process is subject to perpetual interventions from a potentially unbounded number of observers in an interleaving manner. Here the right equivalences are bisimulation equivalences. In a one shot testing scenario, equivalent processes are indistinguishable by any single tester in an exclusive fashion. It is nobody's business what the equivalent processes would turn into after a test. This is the testing equivalence. In this section we take a look at both the bisimulation approach and the testing approach.
Absolute Equality
A reasonable criterion for equality of self evolving objects is the famous bisimulation property of Milner [56] and Park [69] .
Definition 2.
A relation R is a weak bisimulation if the following statements are valid.
If QR
The bisimulation property captures the intuition that an equivalence for self evolving objects should be maintainable by the equivalent objects themselves when left alone. It is no good if two self evolving objects were equivalent one minute ago and will have to evolve into inequivalent objects one minute later. Bisimulation is about self evolving activities, not about interactive activities. What more can be said about self evolution? An evolution path may experience a series of state changes. At any particular time of the evolution, the process may turn into an equivalent state, and it may also move to an inequivalent state. Inequivalent states generally exert different effects on environments, while equivalent states always have the same interactive behaviors. Definition 2 can be criticized in that it overlooks the important difference between these two kinds of state transitions. The rectification of Definition 2 is achieved in [101] by the branching bisimulation. The following particular formulation is given by Baeten [4] .
Definition 3.
A binary relation R is a bisimulation if it validates the following bisimulation property.
If QR
Since we take the branching bisimulations as the bisimulations, we leave out the adjective.
A process not only evolves on its own, it also interacts with other processes. A plain criterion for the equalities of interacting objects is that an equality between two objects should be maintainable no matter how environments may interact with them. It is extremely important to get it right what an environment can and cannot do. In a distributed scenario, an environment may interact with a process placed in the regional network. An environment is not capable of grabbing a running process and reprogram it as it were. So it would not be appropriate to admit, say a(x).( {x/a} | O), as an environment.
Definition 4. An environment is a process of the form ( c)( | O) with the specified hole indicated by ' '.
A prerequisite for two processes P, Q to be observationally equivalent is that no environment can tell them apart. But saying that the environment ( c)( | O) cannot observe any difference between P and Q is nothing but saying that 
If LRM and PRQ then
It should be apparent that two equivalent processes must be both observable or both unobservable.
Definition 6. A relation R is equipollent if P⇓ ⇔ Q⇓ whenever PRQ.
Equipollence is the weakest condition that an observational equivalence has to satisfy. Now suppose P and Q are observationally inequivalent. If we ignore the issue of divergence, then there must exist some ℓ such that P⇓ ℓ and for all ℓ ′ such that Q⇓ ℓ ′ , the actions ℓ and ℓ ′ exert different effects on some environment
( c)( | O). As we mentioned just now, what this means is that ( c)(P | O) and ( c)(Q | O) are observationally inequivalent. So we may repeat the argument for ( c)(P | O) and ( c)(Q | O).
But if the calculus is strong enough, say it is complete, then the inequivalence eventually boils down to the fact that one delivers a result at some name and the other fails to do so at any name. Notice that the localization operator plays a crucial role in this argument.
The theory of process calculus has been criticized for not paying enough attention to the issue of divergence. This criticism is more or less to the point. If the theory of process calculus is meant to be an extension of the theory of computation, a divergent computation must be treated in a different way than a terminating computation. How should we formulate the requirement that process equivalences should be divergence respecting. A property that is not only divergence preserving but also consistent with the idea of bisimulation is codivergence.
Definition 7.
A relation is codivergent if PRQ implies the following property.
is an infinite internal action sequence, then there must be some k ≥ 1 and
Using the codivergence condition, one may define an equivalence that is advocated in [27] as the equality for process calculi.
Definition 8.
The absolute equality = is the largest relation such that the following statements are valid.
It is reflexive.

It is equipollent, extensional, codivergent and bisimilar.
Alternatively we could define the absolute equality as the largest equipollent codivergent bisimulation that is closed under the environments.
The virtue of Definition 8 is that it is completely model independent, as long as we take the view that the composition operator and the localization operator are present in all process calculi. From the point of interaction, there cannot be any argument against equipollence and extensionality. From the point of view of computation, there is no question about codivergence and bisimulation. The only doubt one may raise is if Definition 8 is strong enough. We shall demonstrate in this paper that as far as the π-calculus is concerned, the absolute equality is the most appropriate equivalence relation. This is the right place to state an extremely useful technical lemma [23] , the Bisimulation Lemma. Although worded for =, Bisimulation Lemma, called X-property by De Nicola, Montanari and Vaandrager [20] , is actually valid for all the observational equivalences.
Lemma 9. If P =⇒= Q and Q =⇒= P, then P = Q.
A distinguished property about the absolute equality is stated in the next lemma. It is discovered by van Glabbeek and Weijland [101] for the branching bisimilarity.
A consequence of Lemma 10 is that if
′ by P must satisfy the property that P = P 1 = . . . = P n . This phenomenon motivates the following terminologies.
A deterministic internal action can be ignored. A nondeterministic internal action has to be properly simulated. The notation → * stands for the reflexive and transitive closure of → and → + for the transitive closure. We will write P to indicate that P → P ′ for no P ′ . Since the absolute equality applies not just to π and its variants but to all process calculi, the notation '=' could be confusing when more than one model is dealt with. To remove the ambiguity, we sometimes write = M for the absolute equality of model M. The same notation will be applied to other process equivalences. In this paper, we write V for an arbitrary π-variant.
External Bisimilarity
The external bisimilarity requires that all observable actions are explicitly simulated. This is commonly referred to as branching bisimilarity if the codivergence is dropped [101] .
Definition 11. A codivergent bisimulation of V is a V-bisimulation if the following statements are valid for every
The V-bisimilarity ≃ V is the largest V-bisimulation.
V-bisimilarity is a more effective counterpart of the absolute equality = V . The latter provides the intuition, while the former offers a tool for establishing equational properties. The proof of following fact is a standard textbook application of the bisimulation argument.
Lemma 12. The equivalence ≃ V is closed under input choice, output choice, composition, localization, match, mismatch, and guarded replication.
An immediate consequence of Lemma 12 is the inclusion described in the following lemma.
If the processes of a model has strong enough observing power, then the absolute equality is as strong as the external bisimilarity. This is the case for the π-calculus. The proof of the following theorem resembles a proof in [24] . Proof. In view of Lemma 13, we only have to prove
To appreciate the relation notice that (c
We prove that R is an external bisimulation up to ∼, where ∼ is defined in Section 3.1.2. Now suppose A = π B where
There are four cases.
1. ℓ = ab. Let C be ab + ac.d for some fresh name c. By equipollence and extensionality,
The rest of the argument is the same as in the previous case.
3. ℓ = a(b) and b {c 1 , . . . , c n }. Let E be the following process
where d, a n+1 are fresh. The rest of the argument is similar.
The rest of the argument is again similar. Additionally we need to consider the external actions of P, Q that communicate through one of the names c 1 , . . . , c n . There are seven cases. In each case we are content with defining an environment that forces external bisimulation.
P c i c j −→ P
′ such that i j. Let I be the following process
where d, a n+1 , a ′ i are fresh.
P c i c j
−→ P ′ such that i j. Let M be the following process
Let N be the following process
We remark that the output choice is crucial in the above proof, but the input choice is not really necessary. A slightly more complicated proof can be given without using any input choice. At the moment we do not see how the theorem can be established without using the output choice.
The external characterization of the absolute equality for a particular model is an important issue. It has been resolved for π L , π R in [105] . It is definitely a technically interesting but probably tricky exercise to remove the remaining question marks in Fig. 1 .
Problem 15. What are the answers to the questions raised in Fig. 1?
There is a standard way to extend the absolute equality from processes to terms. The following definition is well-known.
Definition 16. Let ≍ be a process equivalence. Then S ≍ T if S ρ ≍ T ρ for every assignment ρ such that f v(S | T ) ⊆ dom(ρ).
The equivalence = on π-terms satisfies two crucial equalities. One is
The other is
Both equalities explain the role of the name variables. It is the viewpoint of this paper that all process equivalences should validate both (16) and (17).
Strong Equality and Weak Equality
The only way to refine the absolute equality in a model independent way is to strengthen the bisimulation property. Among all the refinements of Definition 3, the most well known one is Milner and Park's strong bisimulation [69, 56] .
It is clear that a strong bisimulation is automatically codivergent. Hence the next definition.
Definition 18.
The strong equality = s is the largest reflexive, equipollent, extensional, strong bisimulation.
The strong equality is the same as the strong bisimilarity of Milner [56] .
Definition 19.
A strong bisimulation is an external strong bisimulation if the following statements are valid for every ℓ ∈ L.
If QR
The external strong bisimilarity ∼ is the largest external strong bisimulation.
One finds a very useful application of the strong equality in the 'bisimulation up to ∼' technique [85] . The strong equality equates all the structurally equivalent processes. Some well known equalities are stated below.
Lemma 20.
The following equalities are valid.
In the other direction we may weaken the absolute equality by relaxing the bisimulation property a la Definition 2.
Definition 21. The weak equality =
w is the largest reflexive, equipollent, extensional, codivergent, weak bisimulation.
The external characterization of the weak equality is Milner's weak bisimilarity [56] enhanced with the codivergence condition.
Definition 22. A codivergent bisimulation is an external weak bisimulation if the following statements are valid for every
The external weak bisimilarity ≃ is the largest external weak bisimulation.
The proof of Theorem 14 can be extended to a proof of the following coincidence result.
Proposition 23. The equivalences
The relationships between the strong equality, the absolute equality and the weak equality are stated in the next proposition.
Proposition 24. The inclusions
= s = = w are strict. Proof. It is well known that a.(τ.b + τ.c) = w a.(τ.b + τ.c) + a.c holds but a.(τ.b + τ.c) = a.(τ.b + τ.c) + a.c is not valid.
Remark
In the theory of bisimulation semantics, the three major contributions are the bisimulation of Milner [56] and Park [69] , the branching bisimulation of van Glabbeek and Weijland [101] , and the barbed bisimulation of Milner and Sangiorgi [61] . Despite its nice properties [20, 98, 21, 6] , the branching bisimulation is not as widely appreciated as it deserves. The absolute equality is introduced in [27] with three points of view. The first is that bisimulation is a defining property for the internal actions, it is a derived property for the external actions. This is very much the motivation for the barbed bisimulation. The second is that a nondeterministic internal action is very different from a deterministic one. The former must be strongly bisimulated, whereas the latter can be weakly bisimulated. This is in our opinion the philosophy of the branching bisimulation. The third is that codivergence and bisimulation complement each other. Deterministic internal actions are ignorable locally but not globally. The notion of codivergence is formulated by
Priese [75] . The correlation of the codivergence property to the bisimulation property is emphasized independently by Fu [27] and by van Glabbeek, Luttik and Trcka [100] . Several other bisimulation based equivalences have been proposed for the π-calculus. First of all let's take a look at the first equivalence proposed for the π-calculus [60] , the early equivalence. For the sake of illustration let's denote by≈ the largest equipollent codivergent weak bisimulation. We say that P, Q are early equivalent, notation
. Despite the result in [79] , it is still an open problem if ≈ e coincides with the weak bisimilarity ≃. But the issue is not that important in view of the following incompatibility one finds in the definition of ≈ e .
• The bisimulation property together with the equipollence property assume that the environments are dynamically changing.
• The closure under the environments in the beginning of the observation says the opposite.
The so-called late equivalence [60, 72] has also been studied in literature, especially when one constructs proof systems. The late equivalence is not really an observational equivalence. As long as the one step interactions are atomic actions, there is no way to tell apart by a third party the difference between a(
x).P + a(x).Q and a(x).P + a(x).Q + a(x).([x=d]P + [x d]Q).
Even if the late equivalence is useful when names are treated uniformly, it is a less attractive equivalence when name dichotomy is applied. Another well known equivalence for the π-calculus is the open bisimilarity [83] . The open approach was meant to deal with the open π-terms head-on. A closely related equivalence is the quasi open bisimilarity [86, 24] . An open bisimulation is a distinction indexed set of relations. In the presence of the name dichotomy, an indexed family of relations is no longer necessary. The following is the standard definition of the open bisimilarity iterated in the present framework.
A codivergent bisimulation R on T is an open bisimulation if the following statements are valid.
The open bisimilarity ≈ o is the largest open bisimulation.
The relation ≈ o should be given up. For one thing it fails (16 
Algebraic Property
This section takes a closer look at the absolute equality on the π-terms. The goal is to reduce the proof of an equality between π-terms to the proof of an equality between π-processes. To describe the reductions, we need to fix some terminology and notation. We will write ⊆ f for the finite subset relationship.
Given such a finite set F , a condition ψ may completely characterize the relationships between the elements of F . This intuition is formalized in the next definition.
and for every x ∈ F v and every q ∈ F it holds that either
The defining property of Definition 25 immediately implies the following lemma.
Lemma 26. Suppose ϕ is complete on F and n(ψ)
It follows from Lemma 26 that if both ϕ, ψ are complete on F then either ϕ ⇔ ψ or ϕψ ⇔ ⊥. This fact indicates that we may apply complete conditions to carry out case analysis when reasoning about term equality. A case analysis is based on a complete disjoint partition. There could be many assignments that agree with ψ and many substitutions that are induced by ψ. We shall write ρ ψ for some assignment that agrees with ψ and σ ψ for some substitution that is induced by ψ. It should be clear that if ψ is complete, then σ ψ (x) σ ψ (y) if and only if ψ ⇒ x y if and only if ρ ψ (x) ρ ψ (y). The validity of the next lemma is obvious.
So we have reduced the proof of S = T to the proof of ϕS σ ϕ = ϕT σ ϕ for some ϕ complete on gn(S | T ) ∪ f v(S | T ). Now the match conditions which appear in ϕ are inessential. We may apply the following lemma to remove all the match conditions. Lemma 32. The following statements are valid.
If n gn(S
| T ) ∪ f v(S | T ), then [x n]S = [x n]T if and only if S = T .
If x f v(S | T ), then [x=n]S = [x=n]T if and only if S = T if and only if [x n]S = [x n]T .
After Lemma 32 we may assume that an equality to be proved is of the form δ F S = δ F T , where F = gn(S | T ) ∪ f v(S | T ) and δ F is the conjunction {x n | x ∈ F v , n ∈ F and x, n are distinct}.
In the last step of the reduction we apply the following result.
Lemma 33. δ F S = δ F T if and only if S
It should be remarked that δ F S = δ F T is an equality between two open π-terms, whereas S ρ δ F = T ρ δ F is an equality between two π-processes. The proof of Lemma 33 is immediate in view of the following fact.
Lemma 34. If P = Q then Pα = Qα for every renaming α.
We conclude that all equality proofs for π-terms can be transformed to equality proofs for π-processes. Lemma 29, Lemma 32, Lemma 33 and Lemma 34 are also valid for ∼. It is difficult to attribute the above lemmas to the original authors. It would be fair to say that the early researchers on the π-calculus were all aware of the properties described in these lemmas. See for example the work of Parrow and Sangiorgi [72] and Lin [49] .
Testing Equivalence
The testing equivalence of De Nicola and Hennessy [19, 32] is probably the best known nonbisimulation equivalence for processes. In the testing approach, one only cares about the result of observation, not the course of observation. To define a testing equivalence, one needs to explain what the observers are, how the observers carry out tests, and what counts as the result of a test. In the spirit of observation theory, there is not much room for variation. The observers are the environments. A test by the observer ( c)( | O) on a process P is a complete internal action sequence of ( c)(P | O). The result of a test can be either successful or unsuccessful. From the point of view of observation, the success of a test can only be indicated by an observable action. The only variations that may arise are concerned with the way the successes are reported.
This subsection serves two purposes. One is to demonstrate that the testing theory for the π-calculus is just as simple as that for CCS. The second is to give a model independent characterization of the testing equivalence. In Section 3.2.1 and Section 3.2.3, we will use the separated choice to achieve greater observing power. Syntactically the separated choice terms are given by 
−→ T i i ∈ I
The separated choice operator allows one to define derived terms like τ.S + a(x).T .
May Equivalence and Must Equivalence
The testing machinery of De Nicola and Hennessy [19] can be summarized as follows.
• Success is indicated by the special action ω.
• In the presence of ω, the observers can be simplified to the environments of the form | O. There is no need for the localization operator. An observer O is obtained from some process by replacing some occurrences of 0 by ω.
• A test of P by O is a complete internal action sequence of P | O.
• A test of P by O is DH-successful if at some state of the test, the ω action is immediately fireable. It is unsuccessful otherwise.
• A binary relation R on processes satisfies the may predicate if PRQ implies that, for every observer O, some test of P | O is DH-successful if and only if some test of Q | O is DH-successful.
• A binary relation R on processes satisfies the must predicate if PRQ implies that, for every observer O, all tests of P | O are DH-successful if and only if all tests of Q | O are DH-successful. Figure 2 : Trace Observer.
Using the above terminology, we may define the may equivalence ≈ may as the largest relation on the π-processes that satisfies the may predicate, and and the must equivalence ≈ must , as the largest relation that satisfies the the must predicate. Let's see some illustrating examples.
• A | !τ ≈ may A. The may equivalence ignores divergence.
• A | !τ must A if A is terminating. The must equivalence is discriminating against divergent processes.
•
It is often said that divergence is catastrophic for must equivalence.
It is obvious from these examples that ≈ must is incompatible to both ≈ may and Milner's weak bisimilarity, which is really undesirable. The may equivalence behaves better. It is well known that ≈ may is nothing but the so called trace equivalence. A proof of this coincidence can be found in [19] .
Lemma 35. P ≈ may Q if and only if
All observational equivalences should subsume the trace equivalence [95] . For the must equivalence this is true only for a set of hereditarily terminating processes. The following definition and lemma are from [19] .
Definition 36. A process is strongly convergent if all the descendants of the process are terminating.
Lemma 37. P ≈ must Q implies P ≈ may Q if P, Q are strongly convergent.
Proof. We start by defining the trace observer generated by some ℓ * ∈ L * and some finite subset F of N. The structural definition is given in Fig. 2 . Notice that the input choice and the output choice are necessary to define the trace observer. Without loss of generality assume that P may Q. Then there must exist some nonempty ℓ * 1 ∈ L * such that P
has an unsuccessful test. Since Q is strongly convergent, it does not induce any infinite computation. It follows that all the tests of Q | O 
Remark
The proceeding section has pinpointed the problems with the must equivalence. Let's summarize.
I. Something must be wrong with the fact that Milner's weak bisimilarity is not a sub-relation of the testing equivalence. Both the weak bisimilarity and the testing equivalence are to blame since neither deals with divergence properly. Moreover there is no excuse for ≈ must ≈ may .
II. It is a bit odd to introduce a special symbol ω to indicate success. The action ω introduces an asymmetry between testers and testees. In De Nicola and Hennessy's approach, a testing equivalence is always defined for a particular process calculus. The definition may vary from one calculus to another. If the testing equivalence is really a fundamental equivalence for processes, there ought to be a model independent definition of the equivalence that applies to all calculi. The model independent characterization should be able to provide some canonicity for the testing approach.
There have been several attempts [73, 13, 62, 10, 11] to modify the definition of must equivalence in order to resolve issues I and II, Let's review some of the proposals.
I. Brinksma, Rensink and Volger's should equivalence [13] and Natarajan and Cleaveland's fair testing equivalence [62] [10, 11] . Instead of using the special symbol ω, they let all the observable actions to indicate success. Their version of the fair/should predicate is based on a slightly
Notice that there is a guarantee at ℓ predicate for every ℓ ∈ L. Boreale, De Nicola and Pugliese's equivalence ≈ BDP is the largest reflexive contextual relation satisfying all the guarantee at ℓ predicates. It is proved in [10] that ≈ BDP coincides with ≈ FS for the calculus considered in [10] . The significance of their approach is that it provides a characterization of the must equivalence without resorting to any testing machinery.
We shall cast more light on ≈ FS and ≈ BDP next.
Testing Equivalence without Testing
Although the study in [10] is carried out for a particular calculus with a particular notion of context, Boreale, De Nicola and Pugliese's approach to testing equivalence is basically model independent. In this section we shall give an even more abstract characterization of ≈ BDP in the style of the absolute equality. We start with a similar abstract characterization of the trace equivalence. The proof of the following lemma is essentially given in [10] .
Lemma 38. The equivalence ≈ may is the largest reflexive, equipollent, extensional relation.
In view of Lemma 38 we may introduce the following definition.
Definition 39. The diamond equality = is the largest reflexive, equipollent, extensional relation.
The diamond equality is about the existence of a successful testing. A logical dual would be about the inevitability of successful testings. For the purpose of introducing such a dual, one needs to strengthen the equipollence condition.
Definition 40. A process P is strongly observable, notation P , if P
′ ⇓ for all P ′ such that P =⇒ P ′ . A relation R is strongly equipollent if PRQ ⇒ (P ⇔ Q ).
After Definition 40, the following definition must be expected.
Definition 41. The box equality = is the largest reflexive, strongly equipollent, extensional relation.
Without further ado, we summarize the properties of = by the next theorem. It says that the box equality improves upon the testing equivalence as expected. 
The strict inclusion =
≈ must holds for the strongly convergent π-processes.
The coincidence of = and ≈ must holds for the finite π-processes.
Proof. (2) Suppose P ≈ Q and P must Q for strongly convergent processes P, Q. Assume without loss of generality that some observer O exists such that P | O has an unsuccessful test while all the tests of Q | O are successful. There are two cases:
• Suppose the failure test of P | O is the infinite tau action sequence
If O performs an infinite consecutive tau action sequence in (18) , then it must be the case that P has performed only a finite number of interactions with O. According to (1), Q must be able to perform the same finite sequence of external actions. But then Q | O has an infinite unsuccessful test of the shape (18), which contradicts the assumption. If O does not perform any infinite consecutive tau action sequence in (18) , then the strong convergence property guarantees that P must perform an infinite number of external actions in (18) . It follows from the assumption P must Q that Q cannot perform the same infinite number of external actions. It follows from the finite branching property that P ⋄ Q must hold, contradicting the other assumption.
• Suppose the failure test of P | O is a finite internal action sequence. Let λ be a fresh label and c = gn
It is clear that ( c)(Q | O{λ/ω}) but not ( c)(P | O{λ/ω})
. This is again a contradiction.
We conclude that = ⊆ ≈ must holds for the strongly convergent π-processes. The strictness of this inclusion is interesting. Rensink and Vogler [77] point out that
and
originally from [7] , are testing equivalent. They are not fair/should equivalent. In the terminology of this paper (19) and (20) are not box equal. (3) We now prove that P ≈ must Q implies P = Q for all finite π-processes P, Q. Suppose P ≈ must Q and P Q for finite P and Q. Take F = gn(P | Q). Without loss of generality, assume that there were c and O such that ( c)(
is not valid. Moreover since P, Q are finite, we may assume that O is finite. We may even assume that O does not contain the composition operator.
such that the followings hold:
may not perform any τ-actions.
• There is a sequence ℓ * such that Q
Now construct a new process O from O. The effect of the function on the guarded choice terms can be described as follows: The counter example given by the processes (19) and (20) point out that the box equality is fairer than the testing equivalence. If we assume that the nondeterminism of the choice operator is implemented in a fair or probabilistic manner, a test of the former by µX.(a.X +b.ω) may or may not succeed. But all tests of (20) by the tester are successful. In the opinion of Rensink and Vogler [77] , the fairness assumption is built in the box equality.
So far all the results in testing theory are model dependent. For example the coincidence between ≈ FS and ≈ BDP cannot be established in a model independent way. This is because to make sense of the fair/should testing one has to incorporate the special symbol ω into a calculus, which is impossible without knowing the details of the model. Similarly the coincidence of ≈ FS , ≈ BDP , ≈ must on the strongly convergent processes is also model specific. For a particular model like the π-calculus one may show that ≈ BDP is the largest reflexive, strongly equipollent, extensional relation. But there is no way to prove the validity of this characterization for all models. Similarly the coincidence between ≈ BDP and = can only be proved for individual models. The same remark applies to the trace equivalence. There are labeled transition systems for which one might not like to talk about traces at all. An example is a labeled transition semantics for a higher order calculus that defines transitions from processes to abstractions or concretions.
It is in the light of the above discussion that the significance of the diamond equality and the box equality emerge. The former provides the universal definition of the trace equivalence, whereas the latter offers the universal definition of the testing equivalence. These definitions apply to all models of interaction. For a particular model it is possible to give an explicit counterpart of = or = . The explicit versions of = and = may depend heavily on the details of the model. The relationship between = and its explicit characterization is like that between the absolute equality and the external bisimilarity.
The outline for a model independent testing theory is now complete.
Remark
The model independent methodology can be applied to analyze dozens of process equivalences defined in literature.
In particular it can be applied to evaluate the equivalence relations for example in the linear time branching time spectrum [95] . We have confirmed in this paper that the diamond equality is the right generalization of the trace equivalence, the bottom of the spectrum. On the top of the spectrum, the absolute equality and the weak equality enjoy the model independent characterizations. It would be interesting to take a look at the other equivalences of the spectrum from this angle. Some of the equivalences are studied in the strong case. Their generalizations to the weak case might not be closed under composition. The model independent approach may help us in searching for the correct definitions. Good process equivalences are inedpendent of any particular model. It must be pointed out that it is often difficult to come up with an external characterization of an equality defined in a model independent manner. Let's take a look at an interesting example. An explicit characterization of the absolute equality for π A -calculus is tricky. It is definitely different from the popular equivalence widely accepted for π A . The asynchronous equivalence studied by Honda and Tokoro [41] , Boudol [12] and Amadio, Castellani and Sangiorgi [2] , satisfies the following equality, where ≃ a stands for the asynchronous bisimilarity.
The equality (21) does not hold for the absolute equality since it violates the equipollence condition. Another equality validated by the asynchronous equivalence is (22) .
!a(x).ax ≃ a a(x).ax (22)
Equality (22) is rejected by the absolute equality because ac | !a(x).ax is divergent but ac | a(x).ax is not. However the following absolute equality holds.
a(x).ax | a(x).ax = π A a(x).ax (23)
How should we reconcile the difference between the absolute equality and the asynchronous equivalence? A new approach to the asynchronous calculus that gives a satisfactory answer to the question is outlined in [25] . Asynchrony is more of an application issue than a model theoretical issue. An important topic that is not discussed in the present paper is the pre-order relations on processes. A pre-order can be interpreted as an implementation relation or a refinement relation. Examples of pre-orders are simulation and testing order. Notice that the box equality immediately suggests the box order ≤ relation, which is the model independent counterpart of the testing order. So far the order theory of processes has been basically model specific. It should be fruitful to carry out a systematic model independent study on the order relations on the processes. Initial efforts have been made in [31] along this line of investigation.
We conclude this section by remarking that the branching style bisimulation property is what makes the coincidence proofs difficult. External characterizations of the weak equalities of the π-variants are much easier to come by.
Expressiveness
How do different variants of the π-calculus compare? One fundamental criterion for comparison is relative expressiveness. Typical quesitons about expressiveness can be addressed in the following fashion: Is a calculus M as powerful as another calculus L? Or are L and M non-comparable in terms of expressiveness? To answer these questions, we need a notion of relative expressiveness that does not refer to any particular model. The philosophy developed in [27] is that the relative expressiveness is the same thing as the process equality. The latter is a relation on one calculus, whereas the former is a relation from one calculus to another. To say that M is at least as expressive as L means that for every process L in L there is some process M in M such that M is somehow equal to L. It is clear from this statement that relative expressiveness must break the symmetry of the absolute equality. Condition (2) of Definition 8 can be safely kept when comparing two process calculi. But condition (1) has to be modified. The reader is advised to consult [27] for the argument why the reflexivity condition for the absolute equality turns into a totality condition and a soundness condition. The following definition is taken from [27] . (a) ℜ is total, meaning that ∀L ∈ P L .∃M ∈ P M .LℜM.
ℜ is equipollent, extensional, codivergent and bisimilar.
We say that L is subbisimilar to M, notation L ⊑ M, if there is a subbisimilarity from L to M.
An elementary requirement for the relative expressiveness relationship is transitivity. The subbisimilarity relationship is well defined in this aspect since its transitivity is apparent from the definition. So we have formalized the intuitive notion "M being at least as expressive as L" by "L ⊑ M". We write L ⊏ M if L ⊑ M and M L, meaning that M is strictly more expressive than L. The reader might wonder why the soundness condition of Definition 43 is not strengthened to the full abstraction. The truth is that the soundness condition is equivalent to the full abstraction condition as far as Definition 43 is concerned.
It is shown in [27] that in general there are an infinite number of pairwise incompatible subbisimilarities from L to M. However for the π-variants studied in [28] there is essentially a unique subbisimilarity between any two of them. It is shown in [27] that a subbisimilarity for these variants is basically a total relation ℜ satisfying the following external characterization property:
Now consider the self translation ⊲⊳ from the π-calculus to itself. The nontrivial part of the translation is defined as follows:
It is structural on the non-prefix terms. Is ⊲⊳ ; = a subbisimilarity? The negative answer is proved in [27] . This is an example of a typical phenomenon. Without the soundness condition, many liberal encodings like the above one would be admitted. In most cases soundness is the only thing to prove when comparing a syntactical subcalculus against a super calculus.
If the external characterizations of the absolute equality in π 1 and π 2 are available, then it is often easy to see if π 1 ⊑ π 2 . Otherwise it might turn out difficult to prove π 1 ⊑ π 2 . For example so far we have not been able to confirm that π M ⊑ π − ⊑ π, although the following negative results are easy to derive.
Proof. Using the same idea from [27] it is routine to show that the π-process a(x).bb + a(x).cc cannot be defined in π − and the π − -process a(x).
[x=c]bb cannot be defined in π M .
The relative expressiveness between π, π L , π R is settled in [105] . Fig. 3 shows that they are pairwise incompatible. The relative expressiveness of π S is still unknown. Before ending this section, let's see a positive result. Consider the boolean expressions constructed from the binary relation = and the logical operators ∧, ¬. For example ¬(¬(x = a) ∧ ¬(x = b)) is such an expression, which is normally abbreviated to x = a ∨ x = b. Let π ∨ denote the π-calculus with the match and mismatch operators replaced by the operator [ϕ]( ), where ϕ is a boolean expression.
Proof. The external bisimilarity and the absolute equality coincide for π ∨ . So π ⊑ π ∨ is obvious. The proof of the converse is equally simple as soon as the encodings of the processes of the form [ϕ]T become clear. Given any ϕ, one may transform it into a disjunctive normal form i∈I ϕ i . By applying the equivalence
Proof System
An important issue for a process calculus is to design algorithms for the decidable fragments of the calculus. The behavior of a finite term can obviously be examined by a terminating procedure [56] . More generally if a term has only a finite number of descendants and is finite branching, then there is an algorithm that generates its transition graph [47] , which can be seen as the abstract representation of the term. An equivalence checker for the terms now works on the transitions graphs. To help transform the terms to their underlying transition graphs, a recursive equational rewrite system would be helpful. In this section we construct two equational systems of the finite π-terms, one for the absolute equality and the other for the box equality. Our prime objective is to demonstrate how the name dichotomy simplifies equational reasoning.
Normal Form
To construct an equational system, it is always convenient to introduce a combinator that is capable of describing the nondeterministic choices inherent in concurrent systems. This is the general choice operator '+'. The semantics of this operator is defined by the following rules.
The choice operation is both commutative and transitive. We will write T 1 + . . . + T n or i∈I T i , called a summation, without further comment. Here T i is a summand. Occasionally this notation is confused with the one defined in (10) or (11) . When this happens, the confusions are harmless. Using the unguarded choice operator, one may define for example [p∈F ]T by
In general one could define (ϕ)T for a boolean expression constructed from =, ∧, ¬. It follows that if ϕ then S else T is definable using the general choice operator. The choice operator is a debatable operator since it destroys the congruence property of the absolute equality. In most of the axiomatic treatment of this operator an induced congruence relation is introduced. This is avoided in this paper since we see the choice operator not as a proper process operator but as an auxiliary one used in the proof systems.
One criterion for an equational system is if it allows one to reduce every term to some normal form. The exercise carried out in Section 3.1.4 suggests the following definitions.
Definition 46. Let F be gn(T ) ∪ f v(T ). The π-term T is a normal form on F if it is of the form
such that for each i ∈ I one of the followings holds. 
If
λ i = τ then T i is a normal form on F .
If λ i = nm then T i is a normal form on F .
If λ i = n(c) then T i ≡ [c F ]T
Definition 47. T is a complete normal form on F if it is of the form
δ F T ′ for some normal form T ′ such that gn(T ′ ) ∪ f v(T ′ ) ⊆ F ⊆ f N ∪ N v .
Axiom for Absolute Equality
The equational system for the absolute equality on the finite π-terms is given in Fig. 4 . The axioms C1 and C2 are computation laws. Notice that C2 implies the following equality
We write AS ⊢ S = T if S = T can be derived from the axioms and the rules in Fig. 4 and the equivalence and congruence rules. Some derived axioms are summarized in the next lemma. The proofs of these derived axioms can be found in for example [29] .
Lemma 48. The following propositions are valid.
AS
2. AS ⊢ ϕπ.T = ϕπ.ϕT .
AS ⊢ (c)[x c]T = (c)T and (c)[x=c]T = 0.
AS
n Figure 4 : Axioms for Absolute Equality.
(x).S + n(x).T = n(x).S + n(x).T + n(x).([x=p]S
5. AS ⊢ λ.ϕτ.T = λ.ϕT .
AS ⊢ m(x).([x∈F ]T
Using these derived axioms it is easy to prove the following lemma by structural induction.
Lemma 49. Suppose T is a finite π-term and ϕ is complete on a finite set F ⊇ gn(T ) ∪ f v(T ). Then AS
Proof. To start with,
In the second step observe that within AS we can carry out the reductions, explained in Section 3.1.4, to (ϕ T )σ ϕ = . Notice that, for each F ⊆ f N ∪ N v , although {x F } ∪ {x=m} m∈F is not a complete disjoint partition of F ∪ {x}, the set {(x F ) ∧ δ F } ∪ {(x=m) ∧ δ F } m∈F is a complete disjoint partition of F ∪ {x}.
Suppose we are to prove AS ⊢ ϕS = ϕT where ϕ is complete on gn(S | T ) ∪ f v(S | T ). According to Lemma 49 we only need to prove AS ⊢ δS ′ = δT ′ for some complete normal forms δS ′ , δT ′ . In the light of this fact the next lemma should play a crucial role in the completeness proof.
Lemma 50. Suppose S , T are normal forms on the finite set F ⊇ gn(S
Proof. Assume that S ≡ i∈I λ i .S i and T ≡ j∈J λ j .T j and that δ F S = δ F T for some F ⊇ gn(S | T ) ∪ f v(S | T ). Let ρ be an assignment that agrees with δ F . We are going to establish by simultaneous induction on the structure of S , T the properties stated below.
There are four cases. 
Using (2) of Lemma 48 one gets the following inference Lemma 33 and Lemma 34 and consequently AS ⊢ δ F τ.T j = δ F τ.T ′ by the induction hypothesis on (P). It follows from C2 that
2. λ j = nm and T ρ ab −→ T j ρ for some a, b. We can prove as in the next case that
λ j = m(c) and T ρ a(c)
−→ T j ρ for some a. Suppose this action is bisimulated by
It follows from (3) of Lemma 48 that
There are two subcases.
(a) For every k ∈ {1, . . . , n}, one has T ρ ab k −→ T j ρ{b k /x}. Let this action be bisimulated by
by induction hypothesis on (P). Consequently
Like in the previous subcase, we may prove that
Putting together the two equalities obtained in (a) and (b), we get the following equational rewriting
where the second equality holds by (6) of Lemma 48.
Using the fact that δ F T = δ F T ′ we may apply the above argument to every summand of T to derive that
Resorting to the full power of C2 we get from the above equality the following:
If we examine the proof of (24) carefully we realize that it also establishes the following fact:
This finishes the inductive proof of (S).
The inductive proof of (P) is now simpler. Suppose
According to the induction hypothesis of (S), the followings hold.
The inductive proof of (S) can be reiterated to show
It is a small step from Lemma 50 to the completeness result. Proof. Let F be gn(S | T ) ∪ f v(S | T ) and let {ϕ i } i∈I be a complete disjoint partition F . Then S = T if and only if ϕ i S = ϕ i T for every i ∈ I. For each i ∈ I, ϕ i S = ϕ i T can be turned into an equality of the form ϕ
. Using Lemma 32 and Lemma 49, this equality can be simplified to δS ′′ = δT ′′ , where δS ′′ and δT ′′ are complete normal forms. We are done by applying Lemma 50.
Axiom for Box Equality
According to Theorem 42, a proof system for the box equality on the finite π-terms is the same as a proof system for the testing equivalence on the finite π-terms. De Nicola and Hennessy [19] have constructed an equational system for the testing equivalence on the finite CCS processes. Built upon that system, Boreale and De Nicola [9] have studied the equational system for the testing equivalence on the finite π-processes. So there is not much novelty about an equational proof system for the box equality on the finite π-terms. It would be however instructive in the present framework to give an outline of the proof technique that reduces the completeness for the box equality to the completeness for the absolute equality.
Since ≃⊆= , one may devise an equational system for the latter by extending the system given in Fig. 4 . The additional axioms are given in Fig. 5 . These laws are the well known axioms for the testing equivalence of De Nicola and Hennessy [19] adapted to the π-calculus. It is well known that they subsume Milner's τ-laws (See Fig. 6 ). Let AS b be the system AS \ {C1, C2} ∪ {N1, N2, N3, N4}. It is routine to check that AS b is sound for the box equality. To prove that the system is also complete, we apply the following strategy. 
The soundness of the strategy relies on the fact that AS b is complete for =.
To make the strategy work, we need to introduce a special set of π-terms, different from the complete normal forms, so that the box equality and the absolute equality coincide on these special π-terms. Axiom N1 suggests that a summation may be rewritten to a form in which no two summands have identical non-tau prefix. For instance
AS b ⊢ a(x).S + a(y).T = a(z).(τ.S {z/x} + τ.T {z/y})
AS b ⊢ a(b).S + a(c).T = a(d).(τ.S {d/b} + τ.T {d/c}).
Axiom N2 implies that either all the summands of a summation are prefixed by τ, or none of them is prefixed by τ. Moreover N1 actually says that one does not have to consider any τ-prefix immediately underneath another τ-prefix.
Axioms N3 and N4 can be used to expand a summation i∈I τ.T i to a saturated form. We say that i∈I τ.T i is saturated if τ.(λ 1 .T 1 + T j ) is a summand of i∈I τ.T i whenever there is a summand λ 1 .T 1 of T i such that for every summand λ 2 .T 2 of T j it holds up to α-conversion that λ 2 λ 1 . These observations lead to the following definition.
Definition 52. Let F be gn(T ) ∪ f v(T ).
A finite π-term T is a box normal form if it is in one of the following two forms:
1. There are A, B, C ⊆ f N, where C ⊆ B, such that T is of the shape: (25) where 2. There is some finite set I such that T is of the following form i∈I τ.T i (26) such that the following properties hold:
• For each i ∈ I, T i is a box normal form on F of the shape (25) ;
In the above definition we have ignored the conditionals. This is rectified in the next definition.
Definition 53. T is a complete box normal form if T
We can now state a lemma that correlates Lemma 49.
Lemma 54. Suppose T is a finite π-term and ϕ is complete on a finite set
Proof. The proof is a modification of the proof of Lemma 49 with additional rewriting using N-laws.
We could have a lemma that parallels Lemma 50. But the following result is more revealing.
Lemma 55. Suppose S , T are complete box normal forms on the finite set F = gn(S | T ) ∪ f v(S | T ). Then S = T if and only if S = T .
Proof. Suppose S = T . By Lemma 54 we may assume that S ≡ δS ′ and T ≡ δT ′ . Let ρ be an assignment that agrees with δ. Then S ′ ρ = T ′ ρ. In view of Lemma 33, we only need to show that S ′ ρ = T ′ ρ. So let R be the relation {(P, Q) | P = Q, and P, Q are box normal forms}.
There are three crucial properties about this relation.
1. If P is of type (26) and Q is of type (25) , then P ′ RQ whenever P τ −→ P ′ . This is so simply because Q cannot do any τ-action.
2. If both P and Q are of type (26) 
3. If both P and Q are of type (25) , then P
For the detailed proofs of these claims, the reader is advised to consult [19, 9] . So R is a π-bisimulation. It is remarkable that axioms N1 through N4 actually reduce the box equality on the finite terms to the absolute equality on the finite terms. This is yet another support to the branching style bisimulation.
Remark
In theory of CCS, Milner's equational systems for the strong and the weak congruences on the finite CCS-processes [40, 56] and De Nicola and Hennessy's system for the testing congruence are well known. A complete system for the branching congruence was given van Glabbeek and Weijland [101] in the first paper on branching bisimulation, in which the following single tau law is proposed.
The axiom (27) is clearly equivalent to the combination of C1 and C2. Their proof of the completeness in [101] makes use of a graph rewriting system. Later [96] gave a more traditional proof of the completeness theorem. The extension of these systems to the value-passing framework is not trivial, the reason being that every valuepassing calculus is built on top of an oracle domain, say D. Early inference systems studied by Hennessy and Ingólfsdóttir [33, 34, 35] are based on concrete semantics. An uncomfortable rule in all these systems, from the point of view of a proof system, is the so-called ω-data-rule (28) .
A significant step was made by Hennessy and Lin [36] that introduces a whole new approach to the study of the value-passing calculi. The symbolic semantics dispenses with (28) by introducing a strong logic. One could argue that this use of a logic is cheating because it essentially makes use of a universal quantification operator that ranges over the oracle domain D. But the virtue of the symbolic approach is that one could define a value-passing calculus using a moderate logic that makes a lot of sense from a programming point of view, and then works out the observational theory with the help of the logic. Using this idea Hennessy and Lin [37] propose several symbolic proof systems for finite value-passing processes. A survey of the symbolic approach is given in [44] . For the name-passing calculi, the study on the proof systems was initiated in the pioneering paper of Milner, Parrow and Walker [60] . Their system is complete for the strong early equivalence. It contains the ω-name-rule (29), which is a variant of (28) .
∀n ∈ N.S {n/x} = T {n/x}
In the presence of the finite branching property, (29) is more manageable than (28) since only a finite number of the premises of (29) have to be verified. A beautiful alternative to rule (29) is set of axioms for match/mismatch introduced by Parrow and Sangiorgi [72] , among which the following one, S5, plays an indispensable role.
[
Axiom (30) offers the possibility to carry out case analysis within an equational system. It is obvious from (30) that Parrow and Sangiorgi's systems are only good for the π-calculi with the mismatch operator. The mismatch is also necessary to state the following law, S6, which first appeared in [72] .
n(x).S + n(x).T = n(x).S + n(x).T + n(x).([x=y]S
Axiom (31) characterizes the atomic nature of interactions. The symbolic approach to proof systems however makes use of neither (29) nor (31). Lin's symbolic proof systems [45, 49] are capable of dealing with calculi with or without mismatch operator. Instead of (31), the systems in [45, 49] resort to a less attractive rule (32).
A proof system for the strong open bisimilarity is given in [83] , in which all axioms are indexed by distinctions. The system without using distinctions is proposed in [29] . Since the following law, M5,
is invalid in the open semantics, axiom (34) is proposed in [29] as a substitute for (33) .
It is worth remarking that (34) is equivalent to (a)
in the presence of (30) . So it is enough even for the π-calculus with the mismatch operator. The first complete proof system for the weak congruence on finite π-processes is Lin's symbolic system [46, 48] . The nonsymbolic systems were proposed by Parrow [70] using (32) , and by Fu [29] using (31) . In [29] the authors have also discussed complete equational systems for the weak open congruence. It is revealed that the open bisimilarities, as well as the quasi open bisimilarities [24] , are quite complicated in the presence of the mismatch operator. It has been suggested that the complications are due to the introduction of the mismatch operator. The real culprit is however the confusion of the names and the name variables. Study on the weak open systems pointed out that Milner's three τ-laws are insufficient [29] . An additional τ-law
is necessary. Notice that (35) is derivable from (33) . All of these tiny discrepancies appear a little confusing. What the present paper reveals is that all these incompatibilities disappear once the names are treated properly. Moreover, since the mismatch operator comes hand in hand with the match operator, there is no real interest in systems without the mismatch operator. Proof systems for π-variants can be obtained by extending AS with additional laws. For example the following two axiom schemes are introduced in [105] .
It is pointed out by Xue, Long and Fu [105] that AS ∪ {(36)} is complete for π L and that AS ∪ {(37)} is complete for π R . A more challenging issue is to construct proof systems for the regular processes [55] . A regular process is not necessarily finite state [56] ; it is generally finite control [48] . Milner addressed the issue in the framework of CCS. His strong complete proof system [55] and weak complete proof system [57] make crucial use of the following fixpoint induction rule
Milner's approach has been applied to branching congruence by van Glabbeek [96] . It has been extended and applied to the value-passing calculi by Hennessy, Lin and Rathke [38, 76, 39] and to the π-calculus by Lin [46, 48] . All these more complicated complete proof systems are of a symbolic nature. The side condition of the fixpoint induction (38) renders the rule truly unwelcome. But as Sewell has proved in [88, 90] there is no finitely axiomatizable complete system for the finite controls. In order to derive the equality
.X from a finite system, one needs rule(s) in addition to axioms. It is possible to come up with a complete proof system in which all the rules are unconditional [89] . But it would probably not pay off when it comes down to implementation. Now if we have to stick to the fixpoint induction, how should we make use of it? Milner's straightforward answer [55] , adopted in almost all follow-up work, is to introduce process equation systems. To apply this approach to the π-calculus, it is convenient to use abstractions over names [39, 48] . The finite states/controls raise the question of divergence. The axiomatic treatment of divergence has been borrowing ideas from domain theory [3] . Scott's denotational approach is too abstract to give a proper account of interactions, and in the case of divergence, non-interactions. Early treatment of divergence in process algebra is more influenced by the domain theoretical approach [19, 102] . It appears that the first successful operational approach to divergence is achieved in Lohrey, D'Argenio and Hermanns' work [50, 51] on the axioms for divergence. Crucial to their approach is the observation that all divergence of a finite control is due to self-looping. The ∆-operator, defined below, is isolated to play a key role in their inference systems.
Lohrey, D'Argenio and Hermanns' systems consist of the laws to convert divergence from one form to another so that the fixpoint induction can be applied without any regard to divergence. One axiom proposed in [50, 51] is
The law (40) is sound for the termination preserving weak congruence. But it fails to meet the codivergence property. Based on Lohrey, D'Argenio and Hermanns' work, Fu discusses the axioms for the codivergence in the framework of CCS [26] . The codivergent version of (40) for example is ∆(∆(T )) = ∆(T ).
It is worth remarking that (41) is valid for the strong equality. The proof systems using the ∆-operator begin to unveil the rich structure of divergence. It also provides a purely equational characterization of the internal actions. The codivergence satisfies another equational axiom:
∆(S +τ.∆(S +S ′ )) = ∆(S +S ′ ).
It is interesting to notice the similarity between (42) and (27) . The above discussion is meant to bring out the following point. The system AS plus the axioms of codivergence proposed in [26] give rise to a complete proof system for the absolute equality on the regular π-processes, which is more accessible than the symbolic proof system.
How about a complete equational system for the box equality on the regular π-processes. A crucial step would be to prove for the regular π-processes a property corresponding to the one stated in Lemma 55. It could turn out that this problem is far more difficult than one would have perceived. Rensink and Vogler [77] point out a surprising fact that Milner's fixpoint induction fails for the fair/should testing equivalence. Consider the process equation 
is not box equal to the canonical solution 
to the equation (43) . A context that tells apart the processes (44) and (45) Unlike the pure algebraic view of process [5] , we tend to think of AS and AS b as proof systems that help derive process equalities. This explains the particular statements of Theorem 51 and of Theorem 56. The emphasis on equational proof systems rather than on axiomatic systems has the advantage that the introduction of congruence relations can be avoided. What is stated in Theorem 51 is called promotion property in [29] . It is pointed out by Fu and Yang [29] that this property is absolutely necessary to prove that an algebraic system of the π-calculus is complete, the reason being that Hennessy Lemma [56] fails for the π-calculus [29] .
Future Work
The studies in process calculi over the last thirty years largely fall into two main categories:
I. The first is about the diversity of models. A lot of process calculi have been designed and discussed [64] .
II. The second is about equivalence. Many observational equivalences and algebraic equalities have been proposed, axiomatized and compared [97, 99] .
In literature there is only a small number of papers that deal with expressiveness or completeness issues [14, 15, 67, 30, 28] . If we understand the situation correctly, we are at a stage where we try to seek the eternal truth in process theory [1] . It is our opinion that we will not be able to go very far if we do not seriously address the issue of problem solving with process calculi. It is only by applying a model to tackle real problems can our treatment of the observational theory of the model be verified. Talking about problem solving, there is no better process calculus than the π-calculus to start with such an investigation. What is achieved in this paper is a condensed account of the foundational theory of the π-models that provides support for problem solving.
Eternal truths have to be model independent. They would not be very interesting if the models we are considering are too liberal and too diversified. This is why our presentation of the π-calculus has followed the general principles and methodologies of Theory of Interaction developed in [27] . The prime motivation of Theory of Interaction can be summarized as follows:
There are two eternal relationships in computer science, one is given by the equality relation (absolute equality) between the programs (or processes) of a model, and the other is by the expressiveness relation (subbisimilarity) between the models. By using these two fundamental relations, one can then introduce a number of basic postulates that formalize the foundational assumptions widely adopted in computer science. Now let M be the class of all models. The first postulate asserts that a model belonging to M must be computationally complete.
Axiom of Completeness
The Computability Model C, defined in [27] , is the minimal interactive extension of the computable function model. The Axiom of Completeness can be seen as a formalization of Church-Turing Thesis. It places a considerable constraint on the world M of models.
In [27] it is shown that π M is complete in the sense that it satisfies the Axiom of Completeness. In [105] the completeness of π L , π R and π S is established. So it makes sense to talk about problem solving in all these π-variants. We remark that completeness in our sense is much stronger than the so-called Turing completeness [28] . Some variants of CCS [56] are Turing complete [14, 14] , they are however not complete in our stronger sense [27] .
What is done in this paper can be seen as a book-keeping exercise. New results are obtained and old results are assessed in a uniform formalism. Based on what is set up in this paper, the π-model can be studied in three main directions.
III. A theory of π-solvability that goes beyond the traditional recursion theory should be useful to understand the power of the name-passing calculi. It can be shown that a pseudo natural number generator is solvable in the π-calculus. But a genuine natural number generator is π-unsolvable. It would be useful to develop a theory of π-solvability and investigate the diagonal methods for tackling π-unsolvability. Other possible issues to look at are nondeterministic functions definable in π, the recursion theory of the π-processes (say the formulation of the s-m-n theorem, enumeration theorem, recursion theorem etc.).
IV. A comparative study of the complexity classes defined by the π-programs against the standard complexity classes [68] would be instructive for a better understanding of the algorithmic aspect of the π-calculus. Such a study may begin with a formulation of the class P π of the problems decidable in the π-calculus in polynomial time in a way the class NP is defined in terms of the Nondeterministic Turing Machine Model, and then investigate the relationship between P π and NP.
V. At a more applied level, one could try to develop a hierarchy of programming languages implemented on the π-calculus. Previous studies in the program theory of the π-calculus have not discussed anything about universal process for π. So a great deal more has to be learned before we are confident of using π as a machine model to implement a full fledged typed programming language.
One may question the practical relevance of these new research directions. After all the π-calculus, unlike the Deterministic Turing Machine Model, does not have a physical implementation. The rapid development of computing technology has actually provided an answer. The Internet is an approximate implementation of the π-calculus! It is not completely, as one might argue, a physical implementation. But it is the kind of computing environment for which a theory of the π-calculus might provide just the right foundation.
