Abstract. Time evolution of a passive scalar is considered in a turbulent homogeneous incompressible Gaussian flow. The turbulent nature of the flow results in non-smooth coefficients in the corresponding evolution equation. A strong, in the probabilistic sense, solution of the equation is constructed using Wiener Chaos expansion, and the properties of the solution are studied. Among the results obtained are a certain L p -regularity of the solution and Feynman-Kac-type, or Lagrangian, representation formula. The results apply to both viscous and conservative flows.
Introduction
If v = v(t, x) is a smooth vector field in R d , then there exists a unique classical solution θ = θ(t, x) of a non-viscous transport equation For non-smooth vector fields v, analysis of either (1.1) or (1.3) is impossible without further specifying the function v. It is shown in [11] that in many physical models, such as turbulent flows, etc., the function v = (v 1 (t, x), . . . , v d (t, x)) can be represented as
where each σ i k (x) is Hölder continuous in x of order less than one, k≥1 σ i k (x)σ j k (y) = C ij (x − y) for certain functions C ij , and (w k , k ≥ 1) are independent standard Brownian motions on some probability space (Ω, F, P). Equation (1.3) then becomes a stochastic differential equation
This equation does not, in general, have a strong solution, that is, X x s,t is not, in general, measurable with respect to the sigma-algebra F W s,t generated by the increments w k (v) − w k (u), s ≤ u < v ≤ t, k ≥ 1. On the other hand, it is a standard fact that a unique weak solution of (1.5) always exists under the above assumptions on σ i k (see e.g. [1] ).
In [11] , the authors provide a systematic study of the family of operators (1.6) S s,t : f (x) → E f (X for suitable functions f , where X is a weak solution of (1.5). If the functions σ i k are Lipschits continuous, then X x s,t is F W s,t -measurable. Moreover, it was shown in [13] that in this case θ(t, x) = θ 0 (X x t,0 ) = S t,0 θ 0 (x) is a unique generalized solution of the Stratonovich stochastic partial differential equation
When the functions σ i k are not Lipschits continuous, the connection between the operators S s,t and equation (1.7) is not clear. In particular, (1.7) does not, in general, have a solution in the traditional sense, classical or generalized, and, even if one defines the solution to be S t,0 θ 0 (x) (cf. [5] ), it is not clear in what sense the equation will be satisfied. Finally, no existing results provide a way of computing the conditional expectation in (1.6) for a particular vector field v.
The objective of the current paper is to show that if the vector field v is not smooth but still divergence-free in the generalized sense and θ 0 ∈ L p (R d ), 2 ≤ p ≤ ∞, then equation (1.7) has a unique strong generalized solution. More precisely, it is shown that there exists a random field θ = θ(t, x) so that, for each t > 0,
• For every smooth compactly supported function ϕ,
with probability one, where (·, ·) denotes the inner product in R d .
This random field admits a Lagrangian representation
where
whereW is a standard Brownian motion independent of W. The solution of equation (1.8) as well as its moments can be computed using the Wiener Chaos expansion (see also Remark 5.6).
Passive Scalar in a Gaussian Field
We consider the following transport equation to describe the evolution of a passive scalar θ in a random velocity field v:
In (2.1), ∆ and ∇ denote the Laplace operator and the gradient, respectively. Our interest in this equation is motivated by the on-going progress in the study of the turbulent transport problem (E and Vanden Eijnden [5] , Gawȩdzki and Kupiainen [7] , Gawȩdzki and Vergasola [6] , Kraichnan [10] , etc.)
is an isotropic Gaussian vector field with zero mean and covariance
It is well-known (see, for example, LeJan [11] ) that in the physically interesting models, such as Kraichnan velocity [10] , the matrix-valued function C = C(x) has the Fourier transformĈ = C(z) given by
where z * is the row vector (z 1 , . . . , z d ), z is the corresponding column vector, |z| 2 = z * z, I is the identity matrix; α > 0, a ≥ 0, b ≥ 0, A 0 > 0 are real numbers. Similar to [11] , we will assume that 0 < α < 2.
By direct computation (cf. [2] ), the vector field v = (v 1 , . . . , v d ) can be written as
whereẇ k (t), k ≥ 1, are independent standard Gaussian white noises and {σ k , k ≥ 1} is a CONS in the space H C , the reproducing kernel Hilbert space corresponding to the kernel function C. The space H C is all or part of the Sobolev space H
If a > 0 and b > 0, then the matrixĈ is invertible and
If a > 0 and b = 0, then
, that is, the collection of vector fields f withf (z) = zF (z) for some scalar
If a = 0 and b > 0, then
By the embedding theorems, each σ To simplify the further presentation and to make the model (2.1) more physically relevant, we consider the divergence-free velocity field and assume that the original stochastic differential in (2.3) is in the sense of Stratonovich. Under these assumptions, equation (2.1) becomes
With divergence-free functions σ k , the equivalent Itô formulation is
where D i = ∂/∂x i and summation is carried out over the repeated indices.
We will study equation (2.5) under the following assumptions:
A1 There is a fixed stochastic basis F = (Ω, F, {F t } t≥0 , P) with the usual assumptions and (w k (t), k ≥ 1, t ≥ 0) is a collection of independent standard Wiener processes on F. A2 For each k, the vector field σ k is a divergence-free element of the Sobolev space H
The objective is to establish existence, uniqueness, and regularity properties of the solution of (2.5) using Wiener Chaos.
A Review of the Wiener Chaos
Let F = (Ω, F, {F t } t≥0 , P) be a stochastic basis with the usual assumptions. On F consider a collection (w k (t), k ≥ 1, t ≥ 0) of independent standard Wiener processes. For a fixed 0 < T < ∞, let F W T be the sigma-algebra generated by w k (t), k ≥ 1, 0 < t < T , and denote by L 2 (F W T ) the collection of F W T -measurable square integrable random variables.
Fix the Fourier cosine basis {m
Consider the collection of multi-indices
The set J is countable, and, for every α ∈ J , only finitely many of α
and
is n-th Hermite polynomial. In particular, if α ∈ J is such that α The following is a classical result of Cameron and Martin [4] .
In addition to the original source [4] , the proof of this theorem can be found in many other places, for example, in [8] .
The Wiener Chaos Solution of the Passive Scalar Equation
With summation convention in force, define the operators A = 1 2
From now on in this section, dependence of various functions on x will not be shown explicitly.
Notice that, for every function
Since the matrix C(0) is positive definite, we conclude that there exist positive numbers c 1 , c 2 so that, for every function
Equality (4.1) also shows that equation (2.5) is a stochastic parabolic equation [14] ; the equation is super-parabolic if ν > 0 and is fully degenerate if ν = 0.
For α ∈ J , define functions θ α by
where α − (i, k) is the multi-index with components
otherwise.
Lemma 4.1. Under assumptions A2-A4, the system of equations (4.3) has a unique solution so that every θ α is a smooth bounded function of x for t > 0 and, if T t , t ≥ 0, is the heat semigroup generated by the operator A, then, for every N ≥ 0, 4) where ds N = ds 1 . . . ds N , and
where ds N = ds Theorem 4.2. Under assumptions A1-A4, fix T > 0 and, for α ∈ J , define θ α (t) and ξ α by (4.3) and (3.2), respectively. Then the following holds.
(1) For every ν ≥ 0 and every t ∈ [0, T ], the series
with probability one for all t ∈ [0, T ] at once, where
with probability one for all t ∈ [0, T ] at once. Also, The proof of Theorem 4.2 is carried out in three steps: (1) establishing convergence of (4.6) and the corresponding energy estimates; (2) establishing predictability of θ; (3) establishing equalities (4.7) and (4.9).
Convergence of (4.6) and the corresponding energy estimates (Step 1) will follow from the following two lemmas. Proof. By Lemma 4.1, after integration with respect to x,
(4.13)
It remains to notice that, for every smooth function f = f (x),
Equality (4.11) now follows.
Notice that (4.11) implies both the L 2 (Ω; L 2 (R d )) convergence of the series α θ α (t)ξ α for every t ∈ [0, T ] and inequality (4.10).
Lemma 4.5. If ν > 0, then, for every t ∈ [0, T ], (4.14) Note that (4.11) and (4.14) imply (4.8).
Remark 4.6. Analysis of the above proofs shows that the conclusions of Lemmas 4.1, 4.4 and 4.5 do not depend on the choice of the basis {m i , i ≥ 1} in L 2 ((0, T )). In other words, if {m i , i ≥ 1} is any orthonormal basis in L 2 ((0, T )) and θ is defined by (4.6), then, for each t
, satisfies the corresponding energy estimate, and is F W T -measurable.
The next lemma shows that the construction of the process θ does not depend on the choice of the basis {m i , i ≥ 1} in L 2 ((0, T ) ). The lemma is also the key to establishing predictability of θ.
Lemma 4.7. Let θ be the process defined by (4.6) and letm i (t), i ≥ 1, be another orthonormal basis in L 2 ((0, T )). Then θ(t) = α∈Jθ α (t)ξ α , wherē
and the coefficientsθ α (t) satisfy the system of equations (4.3) withm i instead of m i .
Proof. Let h = (h 1 (t), . . . , h N (t)) be a finite collection of bounded measurable function on (0, T ). Define
and conclude that
If θ h (t) = E (θ(t)E(h)), then, by combining equations (4.3), (4.6), and (4.17), we get
Next, letθ α (t) be the solution of the system of equations (4.3) withm i instead of m i . It follows from Remark 4.6 that, for each t
Uniqueness of solution of this parabolic equation implies the equality
and all finite collections h 1 , . . . , h N of bounded measurable functions on (0, T ). Since the corresponding collection of E(h) is everywhere dense in
We can now establish predictability of θ (Step 2). Lemma 4.8. The process θ defined by (4.6) is predictable. If, in addition, ν > 0, then ∇θ is also predictable.
Proof. Fix t * ∈ (0, T ) and consider a special
, the after-t * component, is independent of F W t * . Accordingly, each multiindex α ∈ J will be represented as α = (β, γ) to account for the up-to-t * and after-t * components. By Lemma 4.7,
and the coefficientsθ α satisfy the system of equations (4.3) withm i instead of m i . Then, for t ≤ t * , the functionm i appears in the system if and only ifm i is supported in [0, t * ]. It follows by induction on β that, for t ∈ [0, t * ],θ β,γ (t) = 0 if |γ| > 0. On the other hand, E(ξ γ (t * , T )|F W t * ) = Eξ γ (t * , T ) = 0 for all γ with |γ| > 0. As a result,
that is, θ(t * ) is F W t * -measurable for every t * ∈ (0, T ). The same arguments prove predictability of ∇θ if ν > 0. Lemma 4.8 is proved.
To complete the proof of Theorem 4.2, it remains to establish equalities (4.7) and (4.9) (Step 3). As in the proof of Lemma 4.7, set θ h (t) = E(θ(t)E(h)) with E(h) defined by (4.16).
where * means the adjoint of the operator, (·, ·) is the inner product in R n , and h α is defined in (4.17). Predictability and integrability properties of θ imply that the stochastic integral
then, according to [13] ,
By F W t -measurability of I(t),
and then, by the Itô formula,
Together with (4.17), the last equality implies
As a result, Eθ (t, x) = θ α (t, x) I |α|=0 and
Lagrangian Representation of a Solution
LetW = (w k (s), k = 1, ..., d, s ≥ 0) be a collection of independent standard Wiener Processes. Assume thatW is independent of W = (w k (s), k ≥ 1, s ≥ 0) and ν ≥ 0. For a fixed t < ∞, consider the following backward Itô equation (see e.g. [14] ):
Due to our assumption that div(σ k ) = 0, the Itô and the Stratonovitch forms of this equation coincide.
Since each σ i k (x) is a continuous function and, by assumption,
Therefore, equation (5.1) has a martingale solution, that is, there exist a stochastic basis F = (Ω, F, {F t } t≥0 , P) with the usual assumptions, a collection B = W , W = (w k (s), k = 1, ..., d, w k (s), k ≥ 1, s ≥ 0) of independent standard Wiener processes adapted to {F s } s≥0 , and a process X t,x (s) on F with values in R d so that the following equality holds P − a.s. for all s < t :
2) can be rewritten as follows
where W t (r) := W (t) − W (t − r) .
Note that the martingale, or weak, solution of (5.1) is not necessarily F B s −adapted. Moreover, a priori there is no guarantee that a solution of equation (5.1) can be constructed on a preselected stochastic basis and for a given collection B of Wiener process. Roughly speaking, these limitations constitute the difference between a martingale solution and a strong, in probabilistic sense, solution, also known as pathwise solution; see, for example, Ikeda, Watanabe [9] or Anulova et. al [1] .
On the contrary, we have proved in Theorem 4.2 that equation (2.5) has a unique F W s −adapted solution for any ν ≥ 0 on any stochastic basis and for any collection W of independent standard Wiener processes on this basis. In particular, we can and will assume that there is a pathwise unique solution θ = θ (t, x) of (2.5) on F driven by W. Therefore, unless X t,x (0) is F W t −measurable, it is unrealistic to expect the classic Lagrangian representation of the solution to the passive scalar equation θ (t, x) = θ 0 (X t,x (0)) .
However, the following generalization of this formula holds true. Proof. As in the proof of Lemma 4.7, define E(h) according to (4.16 ) and the function θ h so that (4.18) holds.
On the other hand, by Girsanov's theorem E E(h)E θ 0 (X T,x (0)) |F .
Proof. Denote by S t : θ 0 (·) → θ(t, ·), t > 0, the solution operator for equation (2.5) . By Theorem 4.2, S t is a bounded linear operator from L 2 (R d ) to L 2 (Ω × R d ) and
By Theorem 5.2, S t is a bounded linear operator from L ∞ (R d ) to L ∞ (Ω × R d ) and
Inequality ( (4.7) with ν ≥ 0 . However, since we are considering a much more specialized situation, the proof of the existence presented in this paper is simpler. The main novel elements of our paper include:
(1) The uniqueness of a strong solution of the unforced incompressible passive scalar equation for a suitable class of initial conditions.
(2) The L p regularity of the solution (in terms of the L p regularity of the initial condition). 
