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We consider quantum state tomography with measurement procedures of the following
type: First, we subject the quantum state we aim to identify to a know time evolution for
a desired period of time. Afterwards we perform a measurement with a fixed measurement
set-up. This procedure can then be repeated for other periods of time, the measurement
set-up however remains unaltered. Given an n-dimensional system with suitable unitary
dynamics, we show that any two states can be discriminated by performing a measurement
with a set-up that has n outcomes at n + 1 points in time. Furthermore, we consider
scenarios where prior information restricts the set of states to a subset of lower dimensionality.
Given an n-dimensional system with suitable unitary dynamics and a semi-algebraic subset
R of its state space, we show that any two states of the subset can be discriminated by
performing a measurement with a set-up that has n outcomes at l steps of the time evolution
if (n− 1)l ≥ 2 dimR. In addition, by going beyond unitary dynamics, we show that one can
in fact reduce to a set-up with the minimal number of two outcomes.
Keywords: quantum tomography, prior information
I. INTRODUCTION AND SUMMARY
Quantum tomography is the task of identifying an unknown quantum state form the
outcomes of a measurement. It is an integral part of quantum information science its im-
plementation, however, is expensive. Yet, in some relevant scenarios it can be simplified:
If prior information constrains the set of states to a subset of lower dimensionality the
number of measurement outcomes necessary to uniquely identify a state can reduce con-
siderably. In particular pure state tomography, or more generally tomography on states of
bounded rank, has received significant attention and still is a field of active research.
Methods to find lower bounds on the number of measurement outcomes necessary to
discriminate any two states of a given subset of the state space were first provided in [1] and
later it was shown in [2] that these method apply in a rather general framework. However,
from a practical point of view not all measurements might be feasible for implementation
and thus one might want to restrict to a set of admissible measurements. Doing so, it is
not clear whether the lower bounds established in [1, 2] still apply. In the context of pure
state tomography it was shown in [3–6] that any two pure states can be discriminated by
performing four von-Neumann measurements, which is indeed tight for systems of dimen-
sion n ≥ 5. Additionally, in [6] this result was extended to more general subsets of the
state space, including states of bounded rank. In the closely related fields of phase retrieval
and low rank matrix recovery similar questions were addressed in [7–12]. Finally, at the
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2cost of requiring slightly more measurement outcomes, robust reconstruction algorithms
are provided in [13–15].
Purpose of the present paper. The conventional approach to quantum tomography is
to design a certain measurement set-up. Performing a statistical experiment, the state
is identified from the relative frequencies of the measurement outcomes. If the system is
of dimension n, at least n2 outcomes are required to identify an unknown state. In the
present paper we consider a more general scenario. Suppose we are given a measurement
set-up and that, in addition, the system can be evolved according to a know time evolution.
Rather than performing a conventional measurement with the set-up, we take advantage of
the time evolution by considering measurement procedures of the following kind: Having
evolved the system for a desired period of time, we perform a measurement with the given
measurement set-up. Then, the procedure can be repeated for other periods of time.
Using this measurement scheme, we show that for suitable time evolutions any state can
be identified with a measurement set-up that has solely two outcomes. Furthermore, also
considering the scenario where prior information constrains the relevant set of states to a
subset of lower dimensionality, we provide upper bounds on the minimal number of points
in time on which one has to perform a measurement in order to be able to discriminate
any to states of a given subset of the state space.
In the present paper we do not consider the algorithmic problem of reconstructing the
state from the measurement data.
Outline. In Section II, we fix notation and introduce notions that are relevant for the
following.
In Section III, we consider systems with discrete unitary dynamics. The first part is
devoted to informationally complete tomography. Given the possibility to perform a mea-
surement with a given measurement set-up at several time steps of the unitary evolution,
we show that this set-up has to have at least n outcomes to perform an informationally
complete tomography if the system is n-dimensional. Furthermore, we show that under
some condition on the time evolution, an informationally complete tomography can be per-
formed by measuring with a set-up that has n+1 outcomes at n time steps. In the second
part we consider tomography on subsets of the state space. We show that performing a
measurement with a set-up that has m ≥ n outcomes at sufficiently many points in time is
a universal measurement scheme in the sense of [6]. This allows us to prove a Whitney type
embedding result: Given an n-dimensional system with suitable unitary dynamics and a
semi-algebraic subset R of its state space, we show that any two states of the subset can
be discriminated by performing a measurement with a set-up that has m ≥ n outcomes
at l ≥ 2 dimRm−1 steps of the time evolution. Furthermore, we show that any two states of
an n-dimensional system whose rank is at most r can be discriminated by performing a
measurement with a set-up that has m ≥ n outcomes at l ≥ 4r(n−r)−1m−1 time steps. This
upper bound on the number of time steps is close to the lower bound established in [1, 2].
In Section IV, we generalize the system dynamics to a larger class of discrete CPTP
time evolutions. Just like in Section III we prove a universality result in the sense of
[6]. Different form the case of unitary system dynamics, in this case there is just the
trivial lower bound on the number of outcomes of the measurement set-up and indeed an
informationally complete tomography can be performed by measuring with a set-up that
3has just two outcomes at n2 − 1 points in time. Similar to the last section, given an n-
dimensional system with suitable CPTP dynamics and a semi-algebraic subsetR of its state
space, we show that any two states of the subset can be discriminated by measuring with a
set-up that has m ≥ 2 outcomes at l ≥ 2 dimRm−1 steps of the time evolution. Furthermore, we
show that any two state of an n-dimensional system of rank at most r can be discriminated
by measuring with a measurement set-up that has m ≥ 2 outcomes at l ≥ 4r(n−r)−1m−1 steps
of the time evolution.
Having solely dealt with discrete time evolutions before, in appendix B we consider
the possibility of performing measurements at rational points in time of a continuous time
evolution.
II. PRELIMINARIES
By B(Cn) we denote the complex vector space of linear operators on Cn. By H(n) we
denote the real vector space of hermitian operators on Cn and H(n)0 denotes the subspace
of H(n) consisting of traceless hermitian operators. We equip both H(n) and B(Cn) with
the Hilbert-Schmidt inner product. By SH(n)0 := {X ∈ H(n)0 : ‖X‖2 = 1} we denote
the unit sphere in H(n)0 where ‖ · ‖2 denotes the Hilbert-Schmidt norm. By S(C
n) we
denote the set of quantum states on Cn, i.e. S(Cn) := {ρ ∈ H(n) : ρ ≥ 0, tr(ρ) = 1}.
Furthermore, for a subset A ⊆ H(n), we denote by ∆(A) the set of differences of operators
in A, i.e. ∆(A) := {X − Y : X,Y ∈ A}. By U(n) we denote the set of unitary operators
on Cn. We call a subset A ⊆ Rn an algebraic set if it is the real common zero locus of a
set of real polynomials in n variables and we call it a semi-algebraic set if it is the set of
common solutions of a finite set of real polynomial inequalities in n variables (cf. [16]).
General quantum mechanical measurements can be described by positive operator val-
ued measures (POVMs)[17, 18]. For the purpose of the present paper we use the following
definition.
Definition II.1. (POVM.) A POVM on Cn is a tuple P = (Q1, . . . , Qm) of positive
semidefinite operators on Cn such that
m∑
i=1
Qi = 1Cn .
An element of P is called an effect operator. The number of outcomes of P is m.
There is a linear map hP associated to each POVM P = (Q1, . . . , Qm) given by
hP : H(n)→ R
m
x 7→
(
tr(Q1x), . . . , tr(Qmx)
)
.
A whole experiment might consist of measuring more than one POVM.
Definition II.2. (Measurement-scheme.) A tuple of POVMs is called a measurement-
scheme.
4For a tuple of natural numbers I = (m1, . . . ,ml) let
M(I) := {(P i)li=1 : P
i is a POVM with mi outcomes.}.
Similar to a POVM, a measurement-scheme M = (P 1, . . . , P k) induces a linear map
hM : H(n)→ R
|P 1|+...+|P k|
x 7→
(
hP 1(x), . . . , hP k(x)
)
.
We equip M(I) with the topology induced by the metric
d(M,M ′) := ‖hM − hM ′‖
where ‖ · ‖ denotes the operator norm.
Definition II.3. (R-complete.) A measurement-scheme M is called R-complete for a sub-
set R ⊆ S(Cn) iff hM |R is injective. An S(C
n)-complete POVM is called informationally
complete.
Furthermore, we use the following notion of stability of measurement-schemes (cf. Def-
inition III.2 [2]).
Definition II.4. (Stability.) Let R ⊆ S(Cn) be a subset and let I be a tuple of natural
numbers. An R-complete measurement-scheme M ∈ M(I) is stably R-complete iff there
exists a neighbourhood N ⊆ M(I) of M such that each measurement-scheme M ′ ∈ N is
R-complete.
In case the subset R ⊆ S(Cn) is a smooth submanifold, the equivalence of this notion
of stability to other stability properties is proven in [2].
Finally, let us define the measurement-schemes we work with in the following. Let
l ∈ N. For T : B(Cn) → B(Cn) a unital completely positive map and P := (Q1, . . . , Qm)
a POVM define the measurement-scheme
T l(P ) :=
(
(Q1, . . . , Qm) , (T (Q1), . . . ,T (Qm)) , . . . , (T
l−1(Q1), . . . ,T
l−1(Qm))
)
. (1)
Here the POVM P is understood to be the initial measurement set-up and T l(P ) is the
measurement-scheme in which the POVM P is measured at l steps of the discrete time
evolution described by completely positive trace preserving (CPTP) map T †.
III. UNITARY TIME EVOLUTION
Informationally Complete Tomography
For given U ∈ U(n) let
TU : B(C
n)→ B(Cn)
x 7→ UxU †
5be the associated unital CPTP map. Furthermore, let FU be the fix point set of TU , i.e.
FU := {X ∈ B(C
n) : TU(X) = X} and let let F
sa
U := {X ∈ H(n) : TU(X) = X}. Note
that we have the block decomposition TU = TU |FU ⊕ TU |F⊥
U
.
We first deal with the problem of performing informationally complete quantum tomog-
raphy using a given unitary time evolution.
Proposition III.1. Let P := (P1, . . . , Pm) be a POVM and let l ∈ N. If spanR T
l
U(P ) =
H(n), then m ≥ n.
Proof. Let P := (P1, . . . , Pm) be a POVM and assume spanRT
l
U = H(n). Clearly
dimF saU ≥ n because F
sa
U contains the vector space of real matrices that are diagonal
in a basis that diagonalizes U .
Let ΠF sa
U
: H(n) → F saU be the orthogonal projection on F
sa
U and note that ΠF saU ◦
T jU (X) = ΠF saU (X) for all X ∈ H(n) and j ∈ N. Therefore, F
sa
U = ΠF saU (H(n)) =
ΠF sa
U
(spanRT
l
U(P )) = spanR{ΠF saU (P1), . . . ,ΠF saU (Pm)} and hence dimF
sa
U ≤ m.
Combining this, we conclude m ≥ dimF saU ≥ n.
Thus, to allow for an informationally complete tomography, the POVM P has to have
at least n outcomes. Furthermore, assuming that P has n+1 outcomes, one has to measure
at a minimum of n points in time to achieve an informationally complete tomography and
in the following we will see that this indeed suffices.
Definition III.1. (Feasible.) A unitary matrix U ∈ U(n) is feasible iff the algebraic
multiplicity of each eigenvalue of TU |F⊥
U
is one and dimFU = n.
Let us note that almost all unitaries are feasible.
Theorem III.2. (Informationally complete tomography.) Let U ∈ U(n) be feasible. Then,
for almost all POVMs P with n+1 outcomes the measurement scheme T nU (P ) is informa-
tionally complete.
Remark The previous statement also holds when measuring POVMs with n outcomes at
n+ 1 points in time.
The proof of this result can be found in Subsection VA.
Tomography under Prior Information
In this subsection we extend the results of the previous subsection to quantum tomog-
raphy on subsets R ⊆ S(Cn).
Definition III.2. Let R ⊆ S(Cn) be a subset. A semi-algebraic set D ⊆ H(n) with
0 /∈ D represents ∆(R) iff for every measurement-scheme M with hM (X) = 0 for some
X ∈ ∆(R)− {0} there exists Y ∈ D such that hM (Y ) = 0.
6Remark Note that a measurement-scheme M is not R-complete if and only if there exists
X ∈ ∆(R)− {0} such that hM (X) = 0. Thus, the set of measurement-schemes that solve
the equation hM (Y ) = 0 for some Y ∈ D contains the set of measurement-schemes that
are not R-complete.
The next theorem is the main result of this section. It asserts that the measurement-
scheme T lU (P ) defined in Equation (1) is suited to perform tomography on arbitrary semi-
algebraic subsets R ⊆ S(Cn).
Theorem III.3. (Universality.) Let U ∈ U(n) be feasible. For R ⊆ S(Cn) a subset, let
D be a semi-algebraic set that represents ∆(R). Let m ≥ n and let l ∈ N be such that
l(m − 1) > dimD. Then, for almost all POVMs P with m outcomes the measurement-
scheme T lU(P ) is stably R-complete.
Note that this statement cannot hold for all POVMs as the POVM P := 1/n(1n, . . . ,1n)
is a counterexample. The proof of this theorem can be found in Subsection VB.
In the following we discuss some consequences of Theorem III.3. First, it directly implies
a Whitney type embedding result.
Corollary III.4. (Whitney.) Let U ∈ U(n) be feasible and let R ⊆ S(Cn) be a subset.
Let m ≥ n and let l ∈ N be such that l(m− 1) > 2 dimR. Then, for almost all POVMs P
with m outcomes the measurement scheme T lU (P ) is stably R-complete.
Proof. Assume w.l.o.g. that R is algebraically closed, because if not we can replace R by
its algebraic closure without changing the dimension (see Proposition 2.8.2 of [16]). By
the proof of Lemma IV.2 of [6], ∆(R)−{0} is a semi-algebraic set with dim∆(R)−{0} ≤
2 dimR. Applying Theorem III.3 to ∆(R)− {0} concludes the proof.
Theorem III.3 can also be applied to tomography on states of bounded rank. Let
Sr(C
n) := {ρ ∈ S(Cn) : rank(ρ) ≤ r} be the set of quantum states of rank at most r.
Corollary III.5. (Tomography on states of bounded rank.) Let U ∈ U(n) be feasible. Let
m ≥ n and let l ∈ N be such that l(m− 1) ≥ 4r(n − r)− 1. Then, for almost all POVMs
P with m outcomes the measurement-scheme T lU(P ) is stably Sr(C
n)-complete.
Proof. The proof follows directly from applying Theorem III.3 to the algebraic set D
defined in Lemma IV.6 of [6].
Remark If a measurement-scheme is Snr -complete, it was shown in [1, 2] that, up to terms
at most logarithmic in n, we have m ≥ 4r(n − r) and in this sense the lower bound given
in Corollary III.5 is nearly optimal.
Let us note that similar to Corollary V.12 of [6], Corollary III.5 implies corresponding
results for tomography on states of fixed spectrum.
7IV. CPTP TIME EVOLUTION
In this section we generalize the scenario of Section III by considering a larger class of
system dynamics. With this generalization the lower bound on the dimension of the initial
POVM as given by Proposition III.1 can be relaxed. Indeed we show that one dimensional
POVMs can suffice for informationally complete tomography and that they are also suited
for tomography on subsets R ⊆ S(Cn).
Definition IV.1. (Feasible.) A CPTP map T is feasible iff it is invertible and the algebraic
multiplicity of each of its eigenvalues is one.
The following result is the main result of this section. It is a universality result analogous
to Theorem III.3.
Theorem IV.1. (Universality.) Let T be a feasible CPTP map. For R ⊆ S(Cn) a subset,
let D be a semi-algebraic set that represents ∆(R). Furthermore, let m ∈ N and let l ∈ N
be such that l(m − 1) > dimD. Then, for almost all POVMs P with m outcomes the
measurement-scheme (T †)l(P ) is stably R-complete.
The proof of this theorem can be found in Subsection VC. An immediate consequence
is the case k = 1 which may be of particular interest as it shows that in fact an initial
POVM of minimal dimension suffices to perform tomography on arbitrary subsets of the
state space.
Corollary IV.2. Let T be a feasible CPTP map. For R ⊆ S(Cn) a subset, let D be a
semi-algebraic set that represents ∆(R). Furthermore, let l ∈ N be such that l > dimD.
Then, for almost all POVMs P with two outcomes the measurement-scheme (T †)l(P ) is
stably R-complete.
Remark Given a POVM with two outcomes P := {P1, P2}, all the relevant information is
contained in P1 as P2 = 1Cn −P1. In this sense one can identify a one dimensional POVM
with an observable O := P1. Under this identification the measurement-scheme T
l(P )
corresponds to measuring the expectation value of O at l time steps of the time evolution
given by T . Corollary IV.2 then states that any two states of a given subsetR ⊆ S(Cn) can
be discriminated by determining the expectation value of a single observable at sufficiently
many time steps.
In the remainder of this section we give some further corollaries of Theorem IV.1. Of
course Theorem IV.1 also covers the case of informationally complete tomography.
Corollary IV.3. (Informationally Complete Tomography) Let T be a feasible CPTP map.
Furthermore, let m ∈ N and let l ∈ N be such that l(m − 1) ≥ n2 − 1. Then, for almost
all POVMs P with m outcomes the measurement-scheme (T †)l(P ) is informationally com-
plete.
Proof. Note that SH(n)0 represents ∆(S(C
n)). Applying Theorem IV.1 to SH(n)0 , together
with the observation that dimSH(n)0 = n− 2, concludes the proof.
8Another immediate consequence is a Whitney type embedding result.
Corollary IV.4. (Whitney.) Let T be a feasible CPTP map and let R ⊆ S(Cn) be a
subset. Furthermore, let m ∈ N and let l ∈ N be such that l(m − 1) > 2 dimR. Then
for almost all POVMs P with m outcomes the measurement-scheme (T †)l(P ) is stably
R-complete.
Proof. Assume w.l.o.g. that R is algebraically closed, because if not we can replace R by
its algebraic closure without changing the dimension (see Proposition 2.8.2 of [16]). By
the proof of Lemma IV.2 of [6], ∆(R)−{0} is a semi-algebraic set with dim∆(R)−{0} ≤
2 dimR. Applying Theorem IV.1 to ∆(R)− {0} concludes the proof.
Finally, Theorem IV.1 can also be straightforwardly applied to tomography on states
of bounded rank.
Corollary IV.5. (Tomography on states of bounded rank.) Let T be a feasible CPTP
map. Furthermore, let m ∈ N and let l ∈ N be such that l(m− 1) ≥ 4r(n − r)− 1. Then,
for almost all POVMs P with m outcomes the measurement scheme (T †)l(P ) is stably
Sr(C
n)-complete.
Proof. The proof follows directly from applying Theorem IV.1 to the algebraic setD defined
in Lemma IV.6 of [6].
V. PROOFS OF TECHNICAL RESULTS
The proofs of the following results are all based on the approach presented in [6]: Let
R ⊆ S(Cn) be a subset. Among all admissible measurement-schemes we characterize the
subset N of non R-complete measurement-schemes by real algebraic equations. We then
prove that the subsetN has a smaller dimension than the set of all admissible measurement-
schemes, showing that almost all admissible measurement-schemes are R-complete.
Denote by P(m) the set of POVMs with m + 1 outcomes. Let us begin by briefly
discussing the measure we choose on P(m). Via the injective mapping
η : P(m) → (H(n))m, (Q1, . . . , Qm+1)→ (Q1, . . . , Qm)
we can identify P(m) with the subset η(P(m)) of (H(n))m. The measure we choose on
P(m) is the Lebesgue measure it inherits when identified with the subset η(P(m)) ⊆
(H(n))m.
A. Proof of Theorem III.2
The proof of this theorem serves as a blueprint for the other proofs presented in this
section. Therefore, let us begin by giving a short outline of the proof to make our argument
more transparent. Let K = (H(n))n. Furthermore, observe that ∆(S(Cn)) ⊆ H(n)0 and
thus H(n)0 − {0} represents ∆(S(C
n)).
9For i ∈ {1, . . . , n}, j ∈ {0, . . . , n− 1} define real polynomials
pi,j :K ×H(n)0 ≃ R
n3 × Rn
2−1 → R,
(P,X) 7→ tr
(
(TU )
j(Qi)X
)
= tr
(
Qi(T
†
U )
j(X)
)
.
Denote by V the real common zero locus of the set of polynomials {pi,j}i∈{1,...,n}, j∈{0,...,n−1}
and let
M := (K × (H(n)0 − {0})) ∩ V.
Clearly, M is a semi-algebraic set and furthermore it characterizes the n-dimensional
POVMs P for which T nU (P ) is not informationally complete in the following sense: Let
pi1 : K ×H(n)0 → K denote the projection on the first factor K. Let
KNC := {P ∈ P(n) : T
n
U (P ) is not informationally complete}.
Then, since η(P(n)) is a subset of K and H(n)0−{0} represents ∆(S(C
n))−{0}, we have
η(KNC) ⊆ pi1(M). We show in the following that dimM < dimK = n
3. But then, by
Theorem 2.8.8 of [16], we have dimpi1(M) < dimK = n
3 and thus pi1(M) has measure
zero in K. Since η(KNC) is a subset of pi1(M), we finally conclude that η(KNC) also has
measure zero in K.
As a first step, we construct a decomposition of H(n)0 with respect to the eigenstates
of T †U which allows us to simplify the analysis in the following. By changing the basis if
necessary, we can assume U to be a diagonal matrix. Let {λij}i,j∈{1,...,n} be the multiset
of eigenvalues of T †U such that for all i, j ∈ {1, . . . , n} we have
T †U (eij) = λijeij ,
where eij denotes the matrix whose only non-vanishing entry is a 1 in the i-th row and
j-th column. Note that if U = diag(λ1, . . . , λn), then λij = λ
∗
iλj for all i, j ∈ {1, . . . , n}.
For k ∈ N0 let
E2k := {X ∈ H(n)0 : tr(Xeij) 6= 0 for at most 2k pairs (i, j), i 6= j}.
Note that E0 = FU ∩H(n)0 since U is feasible by assumption.
Proposition V.1. E2k is an algebraic set with dimEk = n− 1 + 2k.
Proof. Let C := {(i, j) ∈ N2 : i > j}. For S ⊆ C let N(S) := {X ∈ H(n)0 : tr(Xes) =
0, ∀s ∈ S}. N(S) is a linear subspace and thus clearly an algebraic set. Furthermore, let
(j, l) ∈ C and note that ejl = (ejl + elj) + i(−iejl + ielj). Thus, for a hermitian matrix
X ∈ H(n)0 we have tr(Xejl) = 0 if and only if tr (X(ejl + elj)) and tr (X(iejl − ielj)) = 0.
The matrices {ejl + elj , iejl − ielj}(j,l)∈C ⊆ H(n)0 are linearly independent and hence
dimN(S) = n2 − 1− 2|S|. But E2k =
⋃
S⊆C,|S|=n
2−n
2
−k
N(S). Hence, as a finite union of
algebraic sets, E2k is an algebraic set and furthermore dimEk = n
2 − 1 − 2(n
2−n
2 − k) =
n− 1 + 2k.
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Let R0 := E0 − {0}. For k ∈ {1, . . . , ⌈n/2⌉ − 1} let Rk := E2k − E2k−2 be the set of
hermitian matrices with precisely 2k non-vanishing off-diagonal entries and let R⌈n/2⌉ :=
H(n)0−E2⌈n/2⌉−2. Observe that R⌈n/2⌉ might be empty and that H(n)0−{0} =
⋃⌈n/2⌉
k=0 Rk.
Furthermore, for k ∈ {0, . . . , ⌈n/2⌉}, let Mk := (K ×Rk) ∩ V and observe that
M =
⌈n/2⌉⋃
k=0
Mk.
Hence, to complete the proof of Theorem III.2, it suffices to prove the following proposition.
Proposition V.2. Let k ∈ {0, . . . , ⌈n/2⌉}. Then dimMk < dimK.
Proof. Let R1k := {X ∈ Rk : tr(XE0) = 0} and R
2
k = Rk − R
1
k. Note that R
1
0 = ∅.
Going along the lines of the proof of Proposition V.1, it is seen that that dimR1k = 2k.
For i ∈ {1, 2} let Mik := (K ×R
i
k) ∩ V and note that Mk =M
1
k ∪M
2
k.
In a first step, we prove that dimM2k < dimK. In order to do so we prove the following
proposition as an intermediate step.
Proposition V.3. For X ∈ R2k, the set of matrices {(T
†
U )
j(X)}j∈{0,...,2k} is linearly inde-
pendent over C.
Proof. First note that by construction of R2k there is an i ∈ {1, . . . , n} such that
0 6= tr(Xeii) =: X0. Furthermore, by construction of Rk, there are distinct eigen-
vectors ei1j1 , . . . , ei2kj2k such that for all m ∈ {1, . . . , 2k} we have im 6= jm and 0 6=
tr(Xeimjm) =: Xm. Let Y = spanC({eii} ∪ {eimjm}m∈{1,...,2k}) and let piY : B(C
n) → Y
be the orthogonal projection on Y . It is enough to show that
{
piY
(
(T †U )
j(X)
)}
j∈{0,...,2k}
is a set linearly independent operators over C. Consider the (2k + 1) × (2k + 1) matrix
M :=
(
tr
(
piY
(
(T †U )
l(X)
)
eimjm
))2k
l,m=0
, where ei0j0 = eii. The determinant of M is pro-
portional to the determinant of the Vandermonde matrix whose entries are determined by
the eigenvalues of T †U :
det(M)
= det


X0 X0 . . . X0
λ0i1j1X1 λ
1
i1j1
X1 . . . λ
2k
i1j1
X1
...
...
...
λ0i2kj2kX2k λ
1
i2kj2k
X2k . . . λ
2k
i2kj2k
X2k

 = X0 · . . . ·X2k det


1 1 . . . 1
λ0i1j1 λ
1
i1j1
. . . λ2ki1j1
...
...
...
λ0i2kj2k λ
1
i2kj2k
. . . λ2ki2kj2k


=
X0 · . . . ·X2k
λi1j1 · . . . · λi2kj2k
det


1 1 . . . 1
λ1i1j1 λ
2
i1j1
. . . λ2k+1i1j1
...
...
...
λ1i2kj2k λ
2
i2kj2k
. . . λ2k+1i2kj2k


=
X0 · . . . ·X2k
λi1j1 · . . . · λi2kj2k
∏
0≤o<p≤m
(λipjp − λioj0),
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where λi0j0 = 1. Since U is a unitary matrix, we have λimjm 6= 0 for all m ∈ {1, . . . , 2k}.
Furthermore, since U is feasible by assumption, λiljl 6= λimjm for all m, l ∈ {0, . . . , 2k}
with m 6= l. This, together with Xm 6= 0, m ∈ {0, . . . , 2k}, shows that det(M) 6= 0 and
hence proves the claim.
Now let X ∈ R2k be fixed. From the previous proposition we conclude that at least
n ·min{(2k + 1), n} of the linear equations
tr
(
Qi(T
†
U )
j(X)
)
= 0, i ∈ {1, . . . , n}, j ∈ {0, . . . , n− 1}, (Q1, . . . , Qn) ∈ K, (2)
are independent. Hence the dimension of the solution set of the equations (2) is by at least
n ·min{2k+1, n} smaller than the dimension of K. Since this holds for all X ∈ R2k we find
dimM2k ≤ dimK + dimR
2
k − n(2k + 1) = dimK + n− 1 + 2k − n(2k + 1)
≤ dimK − 2(n − 1)k − 1 < dimK
if k ∈ {0, . . . , [n/2]− 1} using Proposition V.1 and furthermore
dimM2[n/2] ≤ dimK + dimH(n)0 − n
2 = dimK + n2 − 1− n2
= dimK − 1 < dimK.
In the second step we show that dimM1k < n
3. Note that we can restrict to k > 0
since R10 = ∅. Let X ∈ R
1
k be fixed. By going along the lines of the proof of Proposition
V.3 it follows that the smaller set of operators {(T †U )
j(X)}j∈{0,...,2k−1} still is linearly
independent over C. Considering X ∈ R1k in the proof of Proposition V.3 just corresponds
to setting X0 = 0. The remainder of the argument still applies. We conclude that at least
n ·min{2k, n} of the linear equations
tr
(
Qi(T
†
U )
j(X)
)
= 0, i ∈ {1, . . . , n}, j ∈ {0, . . . , n− 1}, (Q1, . . . , Qn) ∈ K, (3)
are independent. Thus, the dimension of the solution set of the equations (3) is by at least
n ·min{2k, n} smaller than the dimension of K. Since this holds for all X ∈ R1k we find
dimM1k ≤ dimK + dimR
1
k − n(2k) = dimK + 2k − 2nk
≤ dimK − 2(n − 1)k < dimK
if k ∈ {1, . . . , ⌈n/2⌉ − 1} and furthermore
dimM1⌈n/2⌉ ≤ dimK + dimH(n)0 − n
2 = dimK + n2 − 1− n2
= dimK − 1 < dimK.
Finally, since Mk =M
1
k ∪M
2
k, we conclude dimMk < dimK.
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B. Proof of Theorem III.3
Just like in the last subsection, we identify the set of m-dimensional POVMs on Cn
with the semi-algebraic subset η(P(m)) of (H(n))m. Let K = (H(n))m. Define the semi-
algebraic map φ by
φ : H(n)0 − {0} → SH(n)0
x 7→
x
‖x‖2
.
(4)
Let D be the semi-algebraic set that represents ∆(R), then φ(D) represents ∆(R) by
Proposition 2.2.7 of [16] and dimφ(D) ≤ dimD by Theorem 2.8.8 of [16]. SH(n)0 is closed
in the norm topology and by Proposition 2.8.2 of [16] the dimension of a semi-algebraic
set coincides with the dimension of its closure in the norm topology. We conclude that
the closure φ(D) of φ(D) is a subset of SH(n)0 with dimφ(D) ≤ dimD. In addition,
by Proposition 2.2.2 of [16], φ(D) is semi-algebraic and hence represents ∆(R). In the
following we replace D by φ(D) if D is not a closed subset of SH(n)0 .
For the most part, the remainder of this proof can be straightforwardly obtained by
going along the lines of the proof of Theorem III.2. However, for the sake of completeness,
let us give the whole argument.
For k ∈ {0, 1, . . . , ⌈l/2⌉ − 1}, let Dik := D ∩ R
i
k, i = 1, 2, and note that we have
dimD1k ≤ 2k− 1(if k > 1) and dimD
2
k ≤ n− 2 + 2k. We get the upper bounds 2k− 1 and
n−2+2k rather then 2k and n−1+2k. This is because D ⊆ SH(n)0 and dim(Ek∩SH(n)0) =
n − 2 + 2k + 1 as can be seen from the proof of propositions V.1 and V.4. Let D[l/2] :=
D−
⋃[l/2]−1
k=0 (D
1
k ∪D
2
k) and let D
1
[l/2] := {X ∈ D[l/2] : tr(XE0) = 0}, D
2
[l/2] = D[l/2] −D
1
[l/2].
Note that dimDi[l/2] ≤ dimD for i = 1, 2. Also note that D =
⋃[l/2]
j=1 (D
1
j ∪D
2
j ).
Just like in the proof of Theorem III.2, for j ∈ {0, . . . , l − 1}, i ∈ {1, . . . ,m}, define
real polynomials
pi,j :K ×H0(n) ≃ R
mn2 × Rn
2−1 → R,
(P,X) 7→ tr
(
Qi(T
†
U )
j(X)
)
.
Denote by V the common zero locus of the polynomials {pi,j}j∈{0,...,l−1}, i∈{1,...,m} and for
i ∈ {1, 2}, k ∈ {0, 1, . . . , ⌈l/2⌉}, let Mik := (K ×D
i
k) ∩ V.
First we prove that for all k ∈ {0, 1, . . . , ⌈l/2⌉} we have dimM2k < dimK. So let
k ∈ {0, . . . , ⌈l/2⌉}. If D2k = ∅ we have M
2
k = ∅ and thus we clearly have dimM
2
k <
dimK. Otherwise let X ∈ D2k be fixed. From Proposition V.3 we conclude that at least
m ·min{2k + 1, l} of the linear equations
tr
(
Qi(T
†
U )
j(X)
)
= 0, j ∈ {0, . . . , l − 1}, i ∈ {1, . . . ,m}, (Q1, . . . , Qm) ∈ K, (5)
are independent. Hence the dimension of the solution set of the equations (5) is by at least
m · min{2k + 1, l} smaller than the dimension of K. Since this holds for all X ∈ D2k we
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find
dimM2k ≤ dimK + dimD
2
k −m(2k + 1) ≤ dimK + n− 2 + 2k −m(2k + 1)
= dimK − (m− (n− 1))− 2k(m− 1)− 1 < dimK
for k ∈ {0, . . . , [l/2] − 1}, using the assumption that m ≥ n − 1. Also by assumption we
have dimD < ml and thus dimD2[l/2] ≤ dimD < ml. Hence we conclude that
dimM2[l/2] ≤ dimK + dimD −ml
< dimK +ml −ml = dimK.
Next we prove that for all k ∈ {1, . . . , ⌈l/2⌉} we have dimM1k < dimK. So let k ∈
{1, . . . , ⌈l/2⌉}. If D1k = ∅ we have M
1
k = ∅ and thus clearly dimM
1
k < dimK. Otherwise
let X ∈ D1k be fixed. From Proposition V.3 we conclude that at least m ·min{2k, l} of the
linear equations
tr
(
Qi(TU )
j(X)
)
= 0, j ∈ {0, . . . , l − 1}, i ∈ {1, . . . ,m}, (Q1, . . . , Qm) ∈ K, (6)
are independent. Hence the dimension of the solution set of the equations (6) is by at least
m ·min{2k, l} smaller than the dimension of K. Since this holds for all X ∈ D1k we find
dimM1k ≤ dimK + dimD
1
k −m(2k) = dimK + 2k − 1− 2mk
= dimK − 2k(m− 1)− 1 < dimK
for k ∈ {1, . . . , [l/2] − 1}. Using dimD1[l/2] ≤ dimD < ml we also conclude that
dimM1[l/2] ≤ dimK + dimD −ml
< dimK +ml −ml = dimK.
Finally, let pi1 : K × H(n)0 → K be the projection on the first factor K and let M :=⋃⌈l/2⌉
k=0 (M
1
k ∪M
2
k). Clearly, M is a semi-algebraic set. Let
KR := {P ∈ P(m) : T
l
U (P ) is not R− complete.}.
Then, since η(P(m)) is a subset of K and D represents ∆(R), we have η(KR) ⊆ pi1(M).
We have shown that for all i ∈ {1, 2}, k ∈ {0, . . . , ⌈l/2⌉} we have dimMik < dimK and
thus dimM < dimK. Hence we find dimpi1(M) < dimK by Theorem 2.8.8 of [16]. But
since η(KR) is a subset of pi1(M), we conclude that η(KR) has measure zero in K.
Finally, since D is a closed subset of SH(n)0 , the stability follows form Lemma IV.1 of
[6].
C. Proof of Theorem IV.1
Just like in the proof of Theorem III.3, we replace D by φ(D) if D is not a closed subset
of SH(n)0 .
Again, the remainder of this proof is close to the proof of Theorem III.2. Let
{1, e1, . . . , en2−1} be the set of eigenvectors of T
†. For k ∈ N0 let
Dk := {X ∈ SH(n)0 : tr(Xei) 6= 0 for at most k elements i ∈ {1, . . . , n
2 − 1}}.
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Proposition V.4. For k ∈ {1, . . . , n2 − 1}, Dk is an algebraic set of dimension at most
k − 1.
Proof. For A ⊆ {1, . . . , n2 − 1} let N(A) := {X ∈ B(Cn) : tr(X) = 0 ∧ ∀i ∈ S : tr(Xei) =
0} and note that dimCN(A) = n
2 − 1− |A| since the set of operators {1, e1, . . . , en2−1} is
linearly independent over C. From this it follows that for all A ⊆ {1, . . . , n2 − 1} we have
dim(N(A)∩H(n)0) ≤ n
2−1−|A|: Assume for a contradiction that dim(N(A)∩H(n)0) =
m > n2 − 1 − |A|. Then there are is a set {h1, . . . , hm} ⊆ H(n)0 ⊆ N(A) of linearly
independent operators over R. Being a set of hermitian operators, {h1, . . . , hm} is also
linearly independent over C and hence we conclude that dimN(A) ≥ m, a contradiction.
Now note thatDk =
(⋃
A⊆{1,...,n2−1}:|A|=n2−1−kN(A)
)
∩SH(n)0 . ThusDk is a real algebraic
set and dimDk ≤
(
n2 − 1− (n2 − 1− k)
)
− 1 = k − 1.
For k ∈ N let Qk := Dk −Dk−1. For k ∈ {1, . . . , l− 1} let Dk := D ∩Qk and note that
Dk is a semi-algebraic set with dimDk ≤ k − 1. Furthermore let Dl := D −
⋃l−1
k=1Dk and
note that dimDl ≤ dimD. Then we have
⋃l
k=1Dk = D.
Just like in Subsection VA, we identify the set of m-dimensional POVMs on Cn with
the semi-algebraic subset η(P(m)) of (H(n))m. Let K := (H(n))m. Just like in the proof
of Theorem III.2, for j ∈ {0, . . . , l − 1}, i ∈ {1, . . . ,m}, define real polynomials
pi,j :K ×H0(n) ≃ R
mn2 × Rn
2−1 → R,
(P,X) 7→ tr
(
Qi(T )
j(X)
)
.
Denote by V the common zero locus of the polynomials {pi,j}j∈{0,...,l−1}, i∈{1,...,m} and set
Mk := (K ×Dk) ∩ V for k ∈ {1, . . . , l}.
Next we prove that for all k ∈ {1, . . . , l} we have dimMk < dimK. So let k ∈ {1, . . . , l}.
If Dk = ∅ we have Mk = ∅ and thus we clearly have dimMk < dimK. Otherwise let
X ∈ Dk be fixed. Using feasibility of the map T , it is seen, by going along the lines
of the proof of Proposition V.3, that the set of operators {(T )i(X)}i∈{0,...,k−1} is linearly
independent over C. This implies that at least m · k of the linear equations
tr
(
QiT
j(X)
)
= 0, j ∈ {0, . . . , l − 1}, i ∈ {1, . . . ,m}, (Q1, . . . , Qm) ∈ K, (7)
are independent. Hence the dimension of the solution set of the equations (7) is by at least
m · k smaller than the dimension of K. Since this holds for all X ∈ D1k we find
dimMk ≤ dimK + dimDk − km ≤ dimK + (k − 1)− km
≤ dimK − (m− 1)k − 1 < dimK
for k < l. For k = l we find
dimMk ≤ dimK + dimDl − lm ≤ dimK + dimD − lm
< dimK + lm− lm < dimK,
where we used the assumption that lm > dimD.
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Let pi1 : K×H(n)0 → K be the projection on the first factorK and letM :=
⋃l
k=1Mk.
Clearly, M is a semi-algebraic set. Let
KR := {P ∈ P(m) : (T
†)l(P ) is not R− complete.}.
Then, since η(P(m)) ⊆ K and D represents ∆(R), we have η(KR) ⊆ pi1(M). We have
shown that dimMk < dimK for all k ∈ {1, . . . , l} and thus dimM < dimK. Hence we
find dimpi1(M) < dimK by Theorem 2.8.8 of [16]. But since η(KR) is a subset of pi1(M),
this implies that η(KR) has measure zero in K.
Finally, since D is a closed subset of SH(n)0 , stability follows form Lemma IV.1 of [6].
Appendix A: Continuous Time Evolution
In this appendix we consider continuous dynamics generated by Lie semigroups. Let
L : B(Cn) → B(Cn) be a unital conditional completely positive map generating the one
parameter family of unital CP maps Tt := e
tL : B(Cn)→ B(Cn) where t ∈ R+0 .
Instead of measuring the initial POVM after equidistant time steps of the system
dynamics given by Tt we now consider more general time steps. More precisely, for
T := (t1, . . . , tl) a tuple of rational numbers such that 0 < t1 < t2 < . . . < tl < 1
and P := (Q1, . . . , Qm) a POVM define the measurement-scheme
LT (P ) := ((P1, . . . , Pm), (Tt1(P1), . . . ,Tt1(Pm)), . . . , (Ttl(P1), . . . ,Ttl(Pm))) .
To obtain generalizations of Theorem III.3 and Theorem IV.1 it suffices to generalize
Proposition V.3 to rational points in time, the remainder of their proofs can be transferred.
For T := (t1, . . . , tl) ∈ Q
l such that 0 < t1 < t2 < . . . < tl < 1 and Λ := {λ1, . . . , λl} ⊆
C− {0, 1} a subset define
V ΛT :=


1 1 . . . 1
1 λt11 . . . λ
tl
1
...
...
...
1 λt1l . . . λ
tl
l

 .
Proposition A.1. V ΛT is invertible.
Proof. Let N,m1, . . . ,ml ∈ N be such that ti =
mi
N . Extend Λ to a set Λ˜ :=
{λ1, . . . , λml} ⊆ C − {0, 1} . Let λ˜i := λ
1
N
i , i ∈ {1, . . . ,ml}. Then detV
Λ
T is a minor
of the matrix
V :=


1 1 . . . 1 . . . 1
1 λ˜1 . . . λ˜
m1
1 . . . λ˜
ml
1
...
...
...
...
1 λ˜m1 . . . λ˜
m1
m1 . . . λ˜
ml
m1
...
...
...
...
1 λ˜ml . . . λ˜
m1
ml
. . . λ˜mlml


.
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Multiplying V from the left with the diagonal matrix Diag(λ˜1, . . . , λ˜ml) gives a Vander-
monde matrix. This Vandermonde matrix is totally non-singular since Λ˜ ⊆ C− {0, 1} by
construction. Thus detV ΛT does not vanish.
From Proposition A.1 we directly obtain the following generalizations of Theorem III.3
and Theorem IV.1 respectively.
Corollary A.2. Let T := (t1, . . . , tl) ∈ Q
l such that 0 < t1 < . . . < tl < 1. Let h ∈ H(n)
be such that eih is feasible. For R ⊆ S(Cn) a subset, let D be a semi-algebraic set that
represents ∆(R). Let m ≥ n and let l ∈ N be such that (l + 1)(m − 1) > dimD, then
for almost all POVMs P with m outcomes, the measurement scheme T lU(P ) is stably R-
complete.
Corollary A.3. Let T := (t1, . . . , tl) ∈ Q
l such that 0 < t1 < . . . < tl < 1. Let L be
a unital conditional completely positive map such that eL is feasible. For R ⊆ S(Cn) a
subset, let D be a semi-algebraic set that represents ∆(R). Let m ∈ N and let l ∈ C be
such that (l + 1)(m − 1) > dimD, then for almost all POVMs P with m outcomes, the
measurement scheme T l(P ) is stably R-complete.
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