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Abstract. In this paper, we consider networks of communicating finite state machines (CFSM's) 
that explicitly allow zero testing (i.e., empty channel detection). In our main result, we show that 
the boundedness problem is decidable for the class of FIFO networks consisting of two such 
CFSM's, where one of the two machines is allowed to send only a single type of message to the 
other. This result, we feel, is somewhat surprising since the zero testing capability is precisely the 
required extension eeded in order to render the problem undecidable for the related class of 
vector addition systems with states (VASS's) of dimension two. Note that both have the ability 
to store two nonnegative integers which can be conditionally tested for zero. The reason for the 
disparity appears to be that such a class of extended VASS's would be capable of more synchron- 
ized behaviour (since the actions of the two counters can be controlled by a single finite state 
control). The rest of the paper examines other classes of networks which allow empty channel 
detection. These results seem to indicate that our main result cannot be extended. 
1. Introduction 
Models for distributed communication systems have included Petri nets, or 
equivalently, Vector Addition Systems (VAS's), and more recently networks of 
communicating finite state machines (CFSM's). Many communication protocols 
can be modelled as a network of two finite state machines that communicate by 
exchanging messages over two one-directional, FIFO channels [3, 4, 7, 21, 24, 27]. 
(Generalizations of this model permit any number of CFSM's, each pair of which 
communicate as above.) Such models have been shown useful in the detection of 
many protocol design errors. Design errors considered in the literature include state 
deadlocks, unspecified receptions, nonexecutable receptions, channel unbounded- 
hess and channel overflow (cf. [3, 4, 7, 21, 24, 27, 28]). Petri nets have also been used 
to model communication protocols (see, e.g., [2, 18, 25]). 
Informally, a protocol modelled by two CFSM's is said to be bounded iff there 
is a nonnegative integer k such that in each 'reachable state' of the network, the 
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number of messages in each channel is no more than k (i.e., the number of distinct 
reachable network states is finite). Similarly, a VAS is bounded iff each vector 
position is bounded by some integer/~ If the protocol is bounded, then it can be 
validated by generating the set of all reachable states and checking this set for any 
of the design errors mentioned above. If the channels, on the other hand, are 
potentially unbounded, then the network cannot be built in the conventional sense. 
Consequently, a basic problem to consider concerning CFSM's (and VAS's) is 
whether the communication i a given network is bounded. Unfortunately, this 
problem is known to be undecidable in general [4]. However, for VAS's and certain 
restricted classes of CFSM's this problem is decidable [4, 6, 7, 12, 19, 21, 27]. In 
this paper, we closely examine what features of a communication system, modelled 
by various extended types of VAS's and networks of CFSM's, contribute to the 
undecidability of the boundedness problem. We find that the asynchronous 
behaviour of such systems plays an important role in this problem, and our results 
indicate that in some simple cases asynchronous systems are easier to analyse then 
their synchronous counterparts. Before proceeding, however, we give some important 
historical background on known results concerning various types of VAS's and 
CFSM's. 
In [6], the boundedness problem was studied for the class of networks consisting 
of an arbitrary number of CFSM's, each pair of which communicate by exchanging 
a single type of message. Since such networks can be modelled by VAS's [12], 
decision procedures for this class are well known [12, 19]. In particular, each such 
network can be represented by a VAS, where each channel corresponds to a 
potentially unbounded vector position and the state of each machine corresponds 
to a sequence of bounded vector positions. Equivalently, such a network can be 
modelled by a vector addition system with states (VASS) [9], where the channels 
are represented as above but where the states are represented in the states of the 
VASS (i.e., a state of the VASS contains a state for each CFSM in the network). 
The main intuitive difference, in these models, is that a VAS does not readily illustrate 
the asynchronous behaviour of the CFSM's; and in fact may camouflage it. On the 
other hand, a VAS may exhibit very synchronous behaviour. For this reason, we 
feel that VAS's (and VASS's) are not good models for asynchronous communication 
systems as there seems to be no way to clearly model the behaviour of two 
independent entities which exist simultaneously and communicate only be sending 
and receiving messages. Networks of CFSM's, however, do illustrate this desired 
asynchronous behaviour. 
The boundedness problem was examined for networks consisting of two CFSM's, 
each of which can only send a single type of message to the other machine, in [27], 
and a more efficient algorithm than the one given in [6] was presented. This result 
was extended in [21] to the class of communication networks of two CFSM's where 
one of the machines ends only one type of message, the communication i the 
other direction being unrestricted. In fact, the problem was shown to be nondeter- 
ministic logspace complete and thus, boundedness can be decided in polynomial 
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time [5]. Both of the preceding results [21, 27], were derived by taking advantage 
of the asynchronous properties of such networks. As a result, the techniques do not 
appear to generalize to the class of VAS's which have no more than two potentially 
unbounded positions (or, equivalently, to the class of VASS's of dimension two). 
These models of communication systems have not allowed, with the exception 
of [20], the communicating entities to realize or to act upon any information 
regarding the channels, with the exception of reading the next available message. 
For example, no process is allowed to determine if a channel is devoid of messages 
and move accordingly. Examples illustrating the limitations of the modeling power 
of VAS's are considered in [1, 13] (see also [16-18]). In both cases, the limiting 
factor is precisely the inability of the VAS to test a potentially unbounded position 
for zero and take action on the outcome of the test. As a result, the literature contains 
many extensions to the basic model of VAS's (Petri nets). Such extensions use a 
variety of mechanisms each of which allows zero testing. These include 'inhibitor 
arcs', "constraints', 'priorities', 'timing constraints', etc. (cf. [8, 18]). Recently, priority 
networks of CFSM's were introduced, where messages are received based on a 
fixed, partial-ordered priority relation [7] (unrelated messages can be received in 
any order). This model is equivalent in computational power to certain classes of 
extended Petri nets, in particular those with priority tokens [8]. The results in [7] 
focus on the boundedness problem for restricted classes of priority networks. If the 
priority relation is the null set (i.e., all messages are received on a random basis), 
then the boundedness problem is essentially the same as that of a VAS (such 
machines are called Random CFSM's in [7]). 
In most of the extended VAS models, where zero testing is allowed, only two 
potentially unbounded positions are necessary to render the boundedness problem 
undecidable. This is also the case for the undecidability results concerning Priority 
CFSM's. The reason is that such extended VAS's or networks can utilize the 
potentially unbounded positions (or channels) to store two nonnegative integers 
and thus can be used to simulate the computation of a two-counter machine [15] 
with no input (see [7, 8, 18]). Since the computational power of two-counter 
machines i  equivalent to that of TM's, the result follows. 
In this paper, we consider networks of CFSM's (FIFO, Priority, and Random), 
that explicitly allow zero testing (i.e., empty channel detection). The practical 
motivation of introducing empty-channel-detecting capabilities in CFSM's is that, 
for some real-world protocols, being able to detect channel emptiness i sometimes 
helpful in order to improve the performance of the network. Consider the CSMA 
(Carrier Sense Multiple Access) protocol that has been used in Local Area Networks 
[25]. Basically, the network topology is such that several stations hare a common 
channel. When one station wants to send data to another station via the channel, 
it first 'listens' to the channel in order to determine whether some transmission is 
currently in progress. If the channel is empty, the sending station can then transmit 
its data; otherwise, it waits until the channel becomes empty. By allowing stations 
to detect for emptiness in this way, the problem of data collision can be reduced 
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and, hence, the network performance can be improved. As another example, consider 
the case of a terminal controller collecting data from several terminals. A traditional 
way to implement this kind of network is called 'multiplexing'. That is, the controller 
simply scans the terminals one by one to see which one is ready to serve (i.e., when 
some terminal's output channel is not empty). If the controller detects an empty 
channel, it will simply skip that terminal and try the next one. Based on the above 
examples, one can see that the model of empty-channel-detecting CFSM's may 
provide an elegant way to model many real-world problems, especially in communi- 
cation networks. Furthermore, we believe that this model reflects the character of 
those networks in a natural way. Hence, we feel that the study of such a model is 
of practical interest. There are however implementation drawbacks concerned with 
delays (see, e.g., [14]). 
In Section 3, we consider FIFO networks of two CFSM's, only one of which is 
restricted to send a single type of message, where each machine can make the 
following types of transitions: 
(1) moves in which a message is sent or received, 
(2) e-moves, 
(3) conditional moves in which the input channel is checked for emptiness (or 
nonemptiness), 
(4) conditional moves in which the output channel is checked for emptiness (or 
nonemptiness). 
For this class, we are able to show that the boundedness problem is nondeterminis- 
tic logspace complete. Such machines are clearly a generalization of those studied 
in [21], where only moves of the first type were allowed. Recall that the boundedness 
problem was also shown to be decidable in nondeterministic logspace for this simpler 
class. The approach taken in [21] was to construct a deterministic one-counter 
automaton (doca) [26] that would simulate, in some sense, the computation of a 
given network. The results then followed from properties of doca's. Here, however, 
we consider a class of networks that cannot, in general, be simulated by doca's; 
and hence, the techniques of [21] do not appear to generalize when moves of type 
(3) and (4) are allowed. On the other hand, our approach is similar in that we 
construct a simulating automaton for each network. However, the automata we 
consider are more powerful than doca's. The difference in the networks considered 
here, of course, is that the two channels can be conditionally tested for zero (and 
nonz~.ero) by each machine. Note that since a machine can test both its input and 
output channel for emptiness, it can therefore ascertain something about he compu- 
tation of the other machine (and hence, some synchronized behaviour may result). 
This result, we feel, is surprising since the zero testing capability is precisely the 
required extension that the class of VAS's with two potentially unbounded positions 
(or, equivalently, the class of VASS's of dimension two) needs in order to render 
the boundedness problem undecidable. Note that both have the ability to store two 
nonnegative integers which can be conditionally tested for zero. The reason for the 
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disparity seems to be that a class of extended VAS's is capable of more synchronized 
behaviour (since the actions of the two counters can be controlled by a single finite 
state control). For example, if we allow two CFSM's (which exchange a single type 
of message) to have the 'ability to synchronize' provided by a single 'bit' of 'shared 
memory', the problem becomes undecidable. (This is not the case if only moves of 
the first two types are allowed since such a system can easily be simulated by a 
VASS of dimension two.) 
In Section 4, we examine the simplest classes of FIFO, Priority, and Random 
empty-channel-detecting CFSM's for which the boundedness problem remains 
undecidable. These show that the result in Section 3 cannot be extended. In 
particular, we show that the boundedness problem is undecidable for the following 
classes: 
(1) Networks of three empty-channel-detecting FIFO CFSM's, each of which 
sends only one type of message. This result holds even if only one of the machines 
is allowed type (3) and (4) moves. It also holds in the case where two of the machines 
are allowed conditional moves, and only type (3) or (4) moves are allowed. (Recall 
that the boundedness problem is undecidable for networks of two FIFO CFSM's, 
which exchange two types of messages, even when no moves of type (2)-(4) are 
allowed [4].) 
(2) Networks of two empty-channel-detecting Priority CFSM's where one 
machine sends a single type of message and the other machine sends two types of 
messages. This result holds even if each machine is restricted to only moves of type 
(1)-(3) (or type (1), (2), and (4)). 
(3) Networks of two empty-channel-detecting Random CFSM's where one 
machine sends a single type of message and the other machine sends two types of 
messages. This result holds even if each machine is restricted to only moves of type 
(1), (2), and (4). 
(4) Networks of two empty-channel-detecting FIFO CFSM's (with a single bit 
of shared memory) where each machine sends a single type of message. This result 
holds even if each machine is restricted to only moves of type (1)-(3) (or type (1), 
(2), and (4)). 
Without the empty channel detection capability, each of the four aforementioned 
problems becomes decidable (see [4, 7, 12, 19]). Results (2) and (3) indicate that 
the FIFO result of Section 3 is somewhat of an anomaly in that no corresponding 
case arises for Priority or Random networks. 
In the last section, we consider priority networks where the priority relation is 
not fixed. For example, consider the case where a (possibly) different priority relation 
is assigned to each node in the CFSM's. Most of the results given in [7] extend in 
a straightforward manner to priority networks of this type. However, the results 
concerning priority relations that mention only two message types do not seem to 
generalize (in fact, some are no longer true). Here, we illustrate the differences 
resulting when the priority relation is allowed to vary from node to node and we 
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use the techniques of Section 3 to handle the case of two machines where one sends 
a single type of message and the other sends at most two types of messages. 
2. Communicating finite state machines 
2.1. FIFO networks 
An empty-channel-detecting CFSM M is a directed labelled graph with the 
following five types of edges: sending edges, receiving edges, empty input channel 
edges, empty output channel edges, nonempty input channel edges, nonempty output 
channel edges, and i-edges. A sending (receiving) edge is labelled send(g) 
(receive(g)) for some message g in a finite set G of messages. An empty input 
(output) channel edge is labelled Ei (Eo), and may be traversed only when the input 
(output) channel is empty. A nonempty input (output) channel edge is labelled E[ 
(E ' )  and may be traversed only when the input (output) channel is not empty. An 
e-edge is labelled e and may be traversed under any conditions. One of the nodes 
in M is identified as the initial node; each node is reachable by a directed path 
from the initial node. A loop l: P1-~P2 ~ " ' "  -~Pn, n >I 3, is a directed path on M, 
where pl = Pn and Pi # Pj for all i and j, i < j  < n. The characteristic value of 1, denoted 
by C(1), is equal to (CA of sending edges -# of receiving edges) in/ .  
Let M and N be two CFSM's with the same set G of messages; the pair (M, N)  
is called a FIFO network of M and N. A state of network (M, N)  is a four-tuple 
(v, w, x, y), where v and w are two nodes in M and N respectively and x and y 
are two strings over the messages of G. Informally, a state'(v, w, x, y) denotes that 
the executions of M and N have reached nodes v and w respectively, while the 
input channels of M and N contain the message sequences x and y respectively. 
The initial state of a F IFO network (M, N)  is (v0, Wo, E, E), where Vo and Wo are 
the initial nodes in M and N respectively, and E denotes the empty channel. 
Let s = (v, w, x, y) be a state of network (M, N)  and let e be an outgoing edge 
of node v or w. A state s' is said to follow s over e iff one of the following fourteen 
conditions are satisfied: 
(i) e is a sending edge, labelled send(g), from v to v' in M and s' = (v', w, x, y'), 
where y '=  y.g ("." is the usual string concatenation operator); 
(ii) e is a sending edge, labelled send(g), from w to w' in N and s '= (v, w', 
x', y), where x '=  x.g; 
(iii) e is a receiving edge, labelled receive(g), from v to v' in M and s '= (v', 
w, x', y), where x = g.x'; 
(iv) e is a receiving edge, labelled receive(g), from w to w' in N and s '= (v, 
w', x, y'), where y = g.y'; 
(v) e is an empty input channel edge, labelled Ei, from v to v' in M, x = E 
and s' = (v', w, E, y); 
(vi) e is an empty input channel edge, labelled Ei, from w to W' in N, y = E 
and s '=  (v, w', x, E);  
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(vii) 
and s' = 
(viii) 
and s' = 
(ix) 
and s' = 
(x) 
and s' = 
(xi) 
and s' = 
(xii) 
and s' = 
(xiii) 
(xiv) 
Let s 
e is an empty output channel edge, labelled Eo, from v to v' in M, y = E 
(v', w, x, E); 
e is an empty output channel edge, labelled Eo, from w to w' in N, x = E 
(v, w',E,y);  
e is a nonempty input channel edge, labelled E~, from v to v' in M, x ~ E 
(v', w, x, y); 
e is a nonempty input channel edge, labelled E~, from w to w' in N, y # E 
(v, w',x,y); 
e is a nonempty output channel edge, labelled E ' ,  from v to v' in M, y ~ E 
(v', w, x, y); 
e is a nonempty output channel edge, labelled E ' ,  from w to w' in N, x ~ E 
(v, w',x,y);  
e is an e-edge, labelled e, from v to v' in M and s '=  (v', w, x, y); 
e is an e-edge, labelled e, from w to w' in N and s '=  (v, w', x, y). 
and s' be two states of a F IFO network (M, N) ;  s' follows s iff there is a 
directed edge e in M or N such that s' follows s over e. 
Let s and s' be two states of (M, N) ;  s' is reachable from sitt s = s' or there exist 
states sb . . . ,  sr such that s = s~, s '=  sr and Si+l follows si for i = 1 , . . . ,  r -  1. 
A state s of a FIFO network (M, N)  is said to be reachable if[ it is reachable 
from the initial state of (M, N).  
A computation (path) of a network is a sequence of states So,...  in which So is 
the initial state of the network and si+l follows from si, 0 ~< i. We will consider both 
finite and infinite computations. 
A FIFO network (M, N)  is said to be bounded iff there exists a nonnegative 
integer k such that, for any reachable state (v, w, x, y), Ixl < k and lYl < k where Ixl 
is the number of messages in the string x. I f  there is no such k, then the communicat ion 
is unbounded. 
2.2. Priority networks 
Let M and N be two CFSM's, as defined earlier, with the same set G of messages 
and let < be a partial ordering on G. The triple (M, N, <)  is called a priority 
network, where < is called the message priority relation of the network. I f  two 
distinct messages gl and g2 in G are such that (gl, g2) is in <,  denoted by gl < g2, 
then g2 is said to have a higher priority than gl. 
A state of a priority network (M, N, <)  over G, is a four tuple (v, w, x, y), where 
v is a node in M, w is a node in N, and x and y are two multisets of messages in G. 
The initial state of (M, N, < ) is (Vo, Wo, E, E),  where Vo is the initial node of 
M, Wo is the initial node of N and E denotes the empty multiset. 
Let s = (v, w, x, y) be a state of a priority network (M, N, < ), and let e be an 
outgoing edge of node v or w. A state s' of (M, N, < ) is said to follow s over e iff 
one of the following fourteen condit ions are satisfied: 
(i) e is a sending edge, labelled send(g), from v to v' in M and s '= (v', w, x, 
y') where y' is obtained from y by adding one message g; 
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(ii) e is a sending edge, labelled send(g), from w to w' in N and s '= (v, w', x', 
y) where x' is obtained from x by adding one message g; 
(iii) e is a receiving edge, labelled receive(g), from v to v' in M and s'= (v', w, 
x', y) where x contains at least one g and x' is obtained from x by removing exactly 
one g and if v has an outgoing edge labelled receive(g'), where g < g', then x may 
contain no message g'; 
(iv) e is a receiving edge, labelled receive(g), from w to w' in N and s'= (v, w', 
x, y') where y contains at least one g and y' is obtained from y by removing exactly 
one g and if w has an outgoing edge labelled receive(g'), where g < g', then y may 
contain no message g'; 
(v)-(xiv) are defined the same as for FIFO networks. 
The last parts of conditions (iii) and (iv) mean that messages are received in 
accordance with their priorities; the message with the highest priority must be 
received first; unrelated messages can be received in any order. 
The definitions of teachability, computation and bounded communication for a 
priority network are similar to those discussed earlier for a FIFO network. 
2.3. Random networks 
A random network is a priority network whose message priority relation is the 
empty set. 
3. The main result 
In this section we provide a nondeterministic logspace decision procedure to 
determine whether the communication is unbounded for the following class of 
communication networks: 
Definition. c¢ is the class of FIFO networks consisting of two empty-channel- 
detecting CFSM's in which at least one of the two machines ends only one type 
of message to the other machine (i.e., each edge labelled by a send, in one of the 
machines, mentions the same message of G). 
Since the problem has already been shown to be nondeterministic logspace hard 
[21] for the subclass of c~ in which only sending and receiving edges are allowed, 
it immediately follows that the boundedness problem for this class of networks is 
nondeterministic logspac¢ complete. (See [10] for motivations and definitions of 
nondeterministic logspace hard, nondeterministic logspace complete, etc., see also 
[11, 22, 23].) 
Let (M, N)  be an arbitrary network in c¢ (see Fig. 1). Without loss of generality, 
we assume that N sends only one type of message to M. A useful technique [21] 
for dealing with networks of two CFSM's of this variety is to run the machine N 
faster than the other always insuring that no more than a single message is in CN 
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CM 
CN 
Fig. 1. A class ~ network (M, N). 
(N's input channel) at all times. The resulting computations of the network can 
then be simulated by a one-counter automaton, whose counter is bounded in all 
possible computations iff C~ (M's input channel) is bounded in the network. (The 
boundedness of CN is handled separately, see [21].) However, when empty channel 
edges are allowed, it is not always the case that the restricted computaffons (i.e., 
those in which CN contains at most one message) have the same related boundedness 
property. For instance, consider the unbounded network (M~, N~) in Fig. 2. The 
outgoing edge at node 3 (of M~) is an Eo-mOve. This move can be executed only 
when C~ 1 is empty, which implies that N1 has to first transfer all the messages in 
CN, to C~,. Similarly, the following Ei-move on M1 can be utilized only by first 
moving all the messages in C~, back to CN,. (In order to do this, Mt must execute 
the loop between odes 4 and 5 until C~ 1 is empty.) By letting M1 repeatedly execute 
the loop containing node 1 in this manner, it can be seen that the channel contents 
of (MI, N~) can grow arbitrarily large. It appears, therefore, that a simulation by 
one-counter automata will not work in the case of c~ networks. 
To overcome this difficulty, we generalize the technique used in [21] to deal with 
class c~ networks. Recall that (M, N) is an arbitrary network in ~. In what follows 
let (MJ (iN I) denote the number of nodes in M (N). The basic idea is easier to 
understand if we first observe the following: 
• Any computation path P = So, s~,...,  s, (without he restriction that So is the initial 
state of the network) can be modified into an 'equivalent' path (i.e., a path with the 
same moves, having the same initial and final states) which cycles through the 
following 'phases': 
(1) N runs fast (JCNJ shrinks or remains <~1; [C~ I may grow), 
(2) M performs Eo-moves and/or N performs El-moves (ICNI remains ~<1), 
(3) M runs fast (IC~J shrinks or remains 41; Ic l may grow), 
(4) M performs Ei-moves and/or N performs Eo-mOves (Jc~ I remains 41). 
sen d~Pece  J ve 
receive ~send 
Fig. 2. An unbounded network (M~, N~). 
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Of course, during each of these phases both M and N can send and receive 
messages as well as make nonempty channel moves. This observation allows us to 
restrict our attention only to computation paths which repeatedly cycle through 
phases (1), (2), (3), and (4). 
We will not simulate an arbitrary computation P = so, s l , . . . ,  sr directly, instead 
we will do the simulation by running the moves of P in a different order. Our 
simulation can be more readily understood if one considers computation paths P 
which satisfy the restrictions of the preceding paragraph. (Our simulation does not, 
however, deal exclusively with such computations. In fact, we surmise that if our 
simulating automata had the capability to enforce this rigid (synchronized) form 
of cyclic behaviour, then they would also possess the capability to simulate two- 
counter machines.) More particularly, at a given step n of the simulation, M will 
have been run up through step i, and N will have been run up through step j,. The 
following conditions will always hold: 
(1) (i,+i, j ,÷~)~{(i,,+l,j,,), ( i~,j,+l)} (i.e., the simulation makes progress in 
every step and both M and N are taken step-by-step through P); 
(2) i, ~ j ,  (i.e., N is simulated earlier than M); 
(3) if sin follows si_~ over a send on M, then a receive on N should be simulated 
before the next send move on M is simulated. 
We now introduce a new class of automata, which we call restricted 3-counter 
machines, that are better able to simulate ~¢ networks. Later, we will show that the 
boundedness problem for the class of restricted 3-counter machines is decidable in 
nondeterministic logspace. As a result, we will have that the boundedness problem 
for c¢ networks is nondeterministic logspace complete. As shown in Fig. 3, a restricted 
3-counter machine Z is a device with a finite state control, a one-way, read-only 
input tape and three counters (CR, C,  and Cw), each of which is capable of storing 
a nonnegative integer. (Actually, we refer to them as storing a nonnegative number 
of tokens.) Roughly speaking, the actions of Z are to read an input and then, 
depending on the current state and the contents of the counters, Z can change its 
/ 
J 
\ 
c,I 
l 
/ 
C W 
Fig. 3. A restricted 3-counter machine. 
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state, alter the contents of its counters, (either add one to Cw or subtract one from 
Ca) and move its input head 0 or 1 positions to the right. (More will be said about 
the operation of Z shortly.) Independent from Z, tokens may arbitrarily be moved 
from Cw to C~ and/or from C~ to Ca. We ascribe this action to what we call the 
daemon. Its actions are considered to be asynchronous with those of Z (although 
we do assume that the daemon is active only at certain periods of Z's execution). 
Note that Z can only subtract okens from CR or add tokens to Cw and that the 
daemon can only move tokens from Cw to Cx or from C~ to Ca. No other movement 
of the tokens is allowed. Also, note that the daemon could have been implemented 
by simply allowing some additional nondeterministic moves for Z which move 
tokens in the desired manner. In the subsequent discussion we further describe the 
allowable actions of restricted 3-counter machines, each of which is explicitly 
designed to simulate a network in c¢. 
The simulation of the network (M, N) by Z can be viewed as oscillating between 
two phases--those where Eo-mOves on N are not being simulated and those where 
Eo-mOves on N are being simulated. A 0/1-valued indicator, called P-flag, is used 
to represent the status of the current phase. Now the general idea is for Z to simulate 
the moves of N early enough to keep CN small (<~1) even if for the computation 
being simulated there is no equivalent computation that allows this. (This would 
be the case if Eo-moves on N or Ei-moves on M are used when CN is large.) Hence, 
in the notation of the previous paragraphs the simulation at step n will be such that 
jn may be much larger than in. In order to do this Z, at step n of the simulation, 
let the number of tokens in CR represent the number of messages in CM at step in. 
As long as Eo-moves on N are not being simulated (i.e., P-flag = 0) Z, at step n, 
let the number of tokens in Cw represent the number of messages sent (by N to 
M) from step in to jn. (CI will always contain 0 during these phases.) If, on the 
other hand, Eo-mOves are being simulated (i.e., P-flag = 1) Z at step n lets the 
number of tokens in C~ represent the number of messages sent (by N to M) from 
step i, to in. (In this case Cw will generally (but not always) contain 0.) 
Now, any portion of the network's computation where CN is empty can be 
simulated irectly, as long as P-flag is zero; since then Ei-moves on N and Eo-mOves 
on M can be simulated whenever both CI and Cw are zero. Otherwise, Z always 
runs (or simulates) N fast (whenever CN is to contain more than a single message) 
in order to keep the size of CN small. In order that Z can simulate portions of the 
network's computation where Cu is empty, Ei-moves on M are allowed to be 
simulated whenever CR is zero and Eo-mOves on N are allowed to be simulated 
whenever Cw is zero. (Certain additional checks are made by Z, however, to insure 
that N does not run too fast and proceed beyond a point where M would have (in 
the computation being simulated) blocked its movement. More will be said about 
this later.) Thus, the portions of the network's computation where C~ is empty are 
simulated by running the moves of N early and storing the output temporarily in 
Cw or CI. After the simulation of an Eo-mOve on N, P-flag is set to one, indicating 
that both Cg and C~ must later become zero before an Eo-mOve on M or an E~-move 
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on N can be simulated next. Furthermore, the feasibility of this happening is 
rechecked after each subsequent simulated move until P-flag is reset to zero. This 
insures that, for each simulated Eo-mOve on N, M will later (on Z) receive enough 
messages (before its next Eo-move) for CM to have actually been empty. Also, as 
Z oscillates between phases, whenever P-flag is zero, C~ is also zero and while 
P-flag is one, first CR goes to zero and then C~ goes to zero, ultimately causing 
P-flag to be reset to zero. Although, of course, as C~ goes to zero, CR becomes 
(albeit briefly) nonzero again. The reader should recall this cyclic behaviour of Z 
as it will be analysed in detail in the subsequent discussion. 
Now we define the moves or transitions of Z. Let Z be represented as a directed 
graph whose set of vertices is Q and whose edges are the transitions. All edges in 
this graph can be given a label which describes two things--a precondition on the 
counter values necessary in order for this transition to execute and the subsequent 
change in the counter values due to the transition being executed. (The associated 
state change is, of course, implicit.) The possible labels and their semantics i given 
in Table 1. 
Table 1. 
Label .Counter Subsequent 
precondition counter action 
CR 2 (O~j  < [M I) C R =j  none 
Cl# (O~j < [M I) CI = j  none 
Cwo Cw = 0 none 
Cho CR > 0 none 
C[o CI > 0 none 
C~vo Cw > 0 none 
r (read) CR>O CR := CR--1 
W (write) none Cw := Cw + 1 
e none none 
We now describe the restricted 3-counter machine Z that will simulate the network 
(M, N). The finite state control of Z will contain the following entities: 
V: contains the current state of M. Its initial value is Vo, where v0 is the initial 
node of M. 
W: contains the current state of N. Its initial value is Wo, where Wo is the initial 
node of N. 
CNBUF: a buffer of size one used to contain a message in G or the value E 
(empty). CNBUF contains the contents of CN (if any) which will, in the simulation, 
be no more than a single message. The initial value of CNBUF is E. 
P-flag: 0/1-valued; P-flag is zero iff both C~ and CR have been simultaneously 
zero since the last Eo-mOve of N was simulated. Initially, P-flag equals 0. 
EOBUF: a bounded counter whose value may range from 0 to 2[MI2[NI 2, which 
is used to indicate the number of consecutive Eo-moves imulated on N, since the 
last send move was simulated on M. Initially, EOBUF is 21MI21NI 2 
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dl: a variable in which to store a value between 0 and [M I. Initially, dl equals 0. 
d2: a variable in which to store a value between 0 and IMI. Initially, dE equals 0. 
A state of Z contains a value for all the entities described above. However, in 
most cases we are only interested in the values of V, W, and P-flag. Therefore, in 
most cases, we will simply use (v, w)e.Hag to indicate a state of Z instead of listing 
the value of each entity. 
The operation of Z is expressed in the following algorithm. (Although we never 
explicitly describe the labelled graph describing Z, it is implicit in what follows 
and is used in many of the subsequent proofs.) Notice that the total number of 
possible moves that can be made from any network state is no more than 
h=IMIINI(IMI+INI)(21GI+5), where IGI represents the size of G. Hence, for 
any network state, the possible moves of the network can be indexed by 1 , . . . ,  h. 
In other words, we let Z = {1, . . . ,  h}, be the input alphabet for Z. 
A. The code for Z 
initialize variables; 
halt := 0; 
while halt = 0 do 
begin 
{the daemon is active here}; read an input symbol a in ,~; simulate the move 
indicated by a; Phase Check; 
{the daemon is active here}; 
end 
B. Simulation of network moves 
(a) receive on M: v-r-> v' 
if CR#O then CR: = CR--1; V:= v'; 
else halt := 1; endif 
(b) send(g) on M: v-s(g)-> v' 
if CNBUF~ E then halt:= 1; 
else EOBUF:= 2IMI21NI2; CNBUF:=g;  V:= v'; endif 
(c) receive(g) on N: w-r(g)-> w' 
if CNBUF # g then halt := 1; 
else CNBUF:= E; W:= w'; endif 
(d) send on N:  w-s--> w' 
Cw := Cw+l ;  W:= w'; 
(e) e-move on either machine: v-e~ v' (w-e--> w') 
V:= v'; (W:= w';) 
(f) El-move on M: v-Ei--> v' 
if Cx=O then V:= v'; else halt:= 1; endif 
(g) Ermove on N: w-Ei--> w' 
if P- f lag=0^ Cw=0^ C~=0^CNBUF= E then W:= w'; 
else halt := 1; endif 
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(h) Eo-move on M: v-Eo~ v' 
if P-flag = 0 A Cw = 0 ^  (7i = 0 ^  CNBUF = E then V := v'; 
else halt := 1; endif 
(i) Eo-mOve on N:  w-Eo--> w' 
if P-flag = 0 then d~ := [MI; 
if EOBUF # 0 A Cw = 0 then P-flag := 1; W := w'; 
else halt := 1; endif 
(j) E~-move on M: v-E~-> v' 
if CR # 0 then V := v'; endif 
(k) E~-move on N:  w-E~-> w' 
if CNBUF~ E then W:= w'; endif 
(1) E' -move on M: v-E'o--> v' 
if CNBUF¢ E then V:= v'; endif 
(m) Eg-move on N:  w-Eg--> w' 
if P-flag = 0 then 
if CR#0v Cw#0 then W:= w'; endif 
else if Cw# 0 then W:= w'; endif 
endif 
C. Subroutine Consume( V, dl, d2) 
\each of the conditions to be checked in Consume are to be evaluated nondeter- 
ministicaUy. (We use nondeterminism here to ensure that the construction of Z can 
be obtained in deterministic logspace from the description of (M, N) . ) \  
Subroutine Consume(V, dl, d2) 
if there is a path from v in M to a reachable loop that is executable which has a 
positive number of both receiving and sending (but no Eo) edges where at least 
d~ receiving edges occur before the first Ei-move 
then return "0"; 
if M can consume d~ + d2 messages by executing some path with no Eo moves (but 
no loop) from v to some v' on M where at least dl receiving edges occur before 
the first Ei-move 
then return "1 '", 
if there is a path from v in M to a reachable loop that is executable which has a 
positive number of receiving (but no sending or Eo) edges where at least dl 
receiving edges occur before the first Ei-move 
then return "2"; 
else return "3"; 
endif 
(Note that in what follows, we sometimes use "yes" to indicate that the subroutine 
returns "0", "1" or "2"; "no"  to represent "'3".) 
D. Phase Check 
\to handle the existence of a send loop on M\  
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determine if a send loop, a loop with no receiving or Eo-edges (but with at least 
one sending edge), has been executed on M. (This condition can always be checked 
nondeterministically b  checking to see if the current value of V has been repeated 
without the intermediate simulation of either a receive or an Eo-mOve on M. Again 
we use nondeterminism here to ensure that the construction of Z can be obtained 
in deterministic logspace from the description of (M, N).) 
if so then 
loop Cw := Cw+ 1; forever 
endif 
\C~ should always be empty when P-flag = 0\ 
if P-flag = 0 ^  C~ # 0 then halt := 1; endif 
\to detect he end of a phase change\ 
if P-flag # 0 then 
if CR = 0 ^  (7i = 0 then P-flag := 0; endif 
endif 
\to detect M's ability of consuming those messages in CR and CI\ 
if P-flag # 0 then 
if d~ < min{]MI, CR} ^  C~# 1 then halt:= 1; 
else dl := min{]M[, Ca}; endif 
nondeterministically do either A or B 
A: [d2:=lM[-d~] 
\A: assume that there are at least IMI tokens in Ca and Cj\ 
B: [if d, <IMI then d2:=min{]Ml-d~, C1}; 
else d2 := 0; endif] 
\B: find precisely, if possible, the number of tokens in CI using a Cxj-move\ 
t:= Consume( V, d~, dE); 
if input represents an "Eo on N"  ^ t > 0 
then EOBUF := EOBUF- 1; endif 
if t = 3 then halt := 1; endif 
d2 := 0; t :=0;  
endif 
Thus far, little has been mentioned concerning the operation of the daemon, 
other than that its moves occur asynchronously from those of Z. In the construction 
above and the subsequent proofs, however, we implicitly assume that the daemon 
does not move any tokens during the period in which Z is executing a pass of its 
while loop; thus the daemon is assumed to only be active before and after Z executes 
an iteration of its loop. This assumption is not necessary, but it simplifies our 
constructions and many of the ensuing arguments. It is still, however, possible for 
the daemon to move tokens in a manner that is not consistent with the simulation 
being read as input (or consistent with any simulation for that matter). We have 
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taken care of this problem by having Z, when it detects that such an improper 
situation has occurred, terminate the simulation by setting halt = 1 on the next pass 
of the loop. Instead of having Z detect hese problems after they have occurred, 
we could (just as easily) have given a complicated set of rules to specify the operation 
of the daemon and made the operation of Z itself simpler. We chose, however, to 
do the former. In either case, certain important facts concerning the counters and 
how they may be altered during the course of a computation are covered along with 
other important information in the following paragraphs. 
For the sake of brevity, Z has been described via an algorithm. However, many 
of the ensuing proofs utilize certain facts regarding the labelled state graph of Z. 
Also, certain features of the algorithm should be discussed in more detail. 
The routine Phase Check has many purposes. It can detect the existence of a 
reachable send loop on M and as a result cause Z's counters to contain arbitrarily 
many tokens. It also detects the end of a phase (in which P-flag = 1) and as long 
as P-flag = 1 it continually checks to make sure that in its future M can consume 
the number of tokens currently in CR and C~. Notice that CRfand Cifmoves are 
needed only in the implementation of the routine Phase Check. A careful analysis 
of the algorithm will then yield the following facts: 
(1) CI is always zero in any configuration of Z where P-flag = 0 that occurs 
during a pass of the loop, unless halt = 1. 
(2) Cl j  ° and CRrmoves, where 0 < j  < [M[, can only be made by Z when P-flag = 1. 
Furthermore, a Cifmove is made only when the sum of tokens in CR and CI is less 
than IMI. 
(3) If a CRj-move is made by Z for some 0<j  < [M[, then no CRI move, for l>j, 
can be made by Z unless in an intermediate configuration P-flag was zero. Thus, 
the value of CR does not grow (except perhaps from 0 to 1) while P-flag = 1 once 
it becomes less than IMI, otherwise, the simulation will halt shortly thereafter when 
Phase Check is executed. (Actually, it is possible that CR may grow by a single 
token just previous to a loop iteration that is to simulate a receive move on M. 
Note, however, that no subsequent CRrmove is made until after the additional 
token has been removed from CR.) The value of CR may, after becoming 0, however, 
oscillate between 0 and 1 while P-flag = 1. 
The truth of these facts should be reasonably easy to see from a straightforward 
encoding of the algorithm. Many of the subsequent proofs utilize the above facts. 
Before we prove that machine Z simulates the communication of (M, N) cor- 
rectly, the function of the EOBUF should also be made dear. Recall that the idea 
is for an Eo-move on N to be simulated by Z early, provided that machine M has 
the ability to consume those messages currently in CM. A simple kind of look-ahead 
simulation (that merely checks whether M can consume the message) will not work 
here because there is no guarantee that those messages in CM will be eventually 
consumed in the computation being simulated. An example of this is shown in Fig. 
4. Clearly, M 2 has the ability to consume any number of messages ent from N2. 
Consequently, N2 can run 'too' fast if this type of look-ahead simulation is not 
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Fig. 4. A bounded network. 
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constrained (in some way) thus allowing Z to become unbounded when (M2, N2) 
is not. To prevent improper simulations of this sort, Z uses a counter called EOBUF 
to count (and constrain) the number of consecutive simulated Eo-moves on N before 
the next send move on M is simulated. Now it is plausible that such a constraint 
would cause some legal computations to be unsimulatable. However, it will be seen 
later (in Lemma 3.1) that EOBUF with constraint value 21MI2INI 2 is sufficient o 
guarantee that no legal simulations will get blocked. 
In what follows, we show that the network (M, N) is unbounded iffthe correspond- 
ing machine Z (as described above) is unbounded. First, however, the following 
definitions are required. A configuration c of Z is a 4-tuple (q, x, y, z), where q 
represents the current state, and x, y, and z are nonnegative integers representing 
the contents of CR, C~, and Cw, respectively. Icl= x +y + z. Let qo be the initial state 
of Z, then Co = (q0, 0, 0, 0) is the initial configuration. A move c--> c' is a transition 
(specified by the transition function) that leads from configuration c to c'. A 
computation c-w-> c' is a sequence of transitions, beginning in configuration c and 
ending in c', which causes the machine Z to read the input string w. (Also we use 
the notation c--> c' when we are not interested in the particular input, and at times 
we give computations labels (e.g., P :  c-w-~ c' or P:  c--> c') in order to refer to them 
more easily.) A configuration c is said to be reachable iff there exists a computation 
c0-w--> c for some input string w. The machine Z is said to be unbounded iff, for 
every integer k>0,  there exists a reachable configuration (q,x,y, z), such that 
(x + y + z) > k. A loop is a sequence of moves l: cl -> c2--> • • • --> c, such that cl and 
c, are in the same state and no other intermediate configurations have this property. 
We define the characteristic value of l, denoted by C(l), to be (# of writes to 
Cw-  # of reads from CR) in I. 
Lemma 3.1. The state (v, w, x, E) is reachable in (M, N) iff the configuration ((v, 
w)o, x, O, O) is reachable in Z. 
Proof ('If'part). Let c2 = ((v2, W2)o, x2, 0, 0) be reachable by a path P from c~ = 
((vl, wl)o, xl, 0, 0). We prove by induction on the number of Eo-mOves on M or 
Ei-moves on N simulated in P that the state (v2, w2, x2, E) is reachable from 
(vl, w,, x~, E) in (M, N)  using exactly the moves used in P. 
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Induction base: Assume that there is no such move in P. Let a~, a2 , . . . ,  ak represent 
the subsequence of empty/nonempty channel moves in P. For convenience we 
partition these moves into the following three groups: 
D = {sis is an Ei on M or Eo on N}, 
D'= {sis is an E[ on M or E" on N}, 
F={s[s is an E" on M or E~ on N}. 
The basic strategy for the network (M, N) to progress from (vl, wl, x~, E)  to (v2, 
w2, x2, E) is for M to run fast. Using this idea, the first observation one can make 
is that those steps in F will not be blocked. Furthermore, in case after a certain 
time the channel CM contains a single message, then whether M or N is to be 
executed next depends on whether the next ai is in D or D'. If the next ai is in D', 
then that particular message in CM should not be consumed until the at-move is 
executed; otherwise, M consumes that message to allow the ai (in D) to be 
executable. Hence, by executing the same sequence of moves on M and N, albeit 
possibly interleaveddifferently, he network can reach (v2, w2, x2, E) from (v~, w~, 
x~, E). 
Induction hypothesis: Assume that the assertion is true for n such moves. 
Induction step: Consider the case in which there are n + 1 of these moves. Let 
c~ = ((vl, W~)o, x~, 0, 0), c2 = ((v2, W2)o, x2, 0, 0) be the configurations just after the 
nth and (n + 1)st such moves in P. Let c3 be the configuration immediately before 
c2. Clearly, no Eo-move on M or Ermove on N is simulated from cl to c3, and 
exactly one such move is simulated from c3 to c2. Thus, the state (v2, w2, x2, E) can 
be easily reached from (v~, w~, x~, E). By the induction hypothesis, the state (v~, 
w~, Xl, E) is reachable from the initial state (Vo, Wo, E, E). Moreover, since there 
is no Eo-mOve on M or Ei-move on N simulated from c2 to c, the state (v, w, x, 
E) is then reachable from c2. 
('Only if'-part) For a path P that leads to the network state c = (v, w, x, E), we 
prove that the configuration ((v, W)o, x, 0, 0) is reachable by doing induction on 
the number of intermediate states in which N's  input channel is empty. 
Induction base: For the initial state (Vo, Wo, E, E), it is obvious that the configur- 
ation ((Vo, Wo)o, 0, 0, 0) is reachable. 
Induction hypothesis: Assume that the assertion is true for any reachable state of 
the form (v, w, x, E), in which only n previous tates have CN empty. 
Induction step: Consider a state c = (v, w, x, E) reachable via path P such that 
there are n + 1 previous states with CN empty. Let c~ = (v~, wl, x~, E) be the last 
state before c such that CN is empty. According to the induction hypothesis, the 
configuration ((v~, W~)o, xl, 0, 0) is reachable. During the period from cl to c, no 
Eo-move on M or Ei-move on N is executed (unless c~ and c are adjacent on P). 
Therefore, in the simulation from c~ to c, the messages output by N can be stored 
in Cw or CI (depending on whether P-flag is 0 or 1), so that Ei-moves on M will 
not be blocked. Here we assume that the daemon moves tokens only when necessary 
for the simulation to proceed. Let P' denote the sequence of moves executed by 
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(M, N) from cl to c. Let bl, b2,. . .  , bn represent the subsequence ofempty/ nonempty 
channel moves in P'. The simulation of the bi-moves will be based on the following 
strategy: 
• bi is an Ermove on M. Since all the tokens will be kept in Cw or CI, this move 
can certainly be simulated. 
• bi is an E[-move on M. In this case, the daemon can move a token from Cw (or 
C~) to CR to allow this move to be simulated. 
• bi is an Eo-mOve on N. Since the execution sequence of P'  can take place in the 
original network, the subroutine Consume will return "yes" and hence, this move 
can be simulated irectly. 
• b~ is an E ' -move on N. If P-flag = 0, then either Cg or Cw must be nonzero, thus 
allowing this move to be executable. However, if P-flag = 1, the only way this 
move can be executed in P' is for N to have sent some messages during the 
period from its last Eo-mOve to the move be. Hence, Cw will contain these messages 
and consequently, Cw # 0. 
• b~ is an E ' -move on M or an E~-move on N. Using CNBUF, this move can be 
simulated irectly. 
The only case in which this strategy might fail is when the simulation gets blocked 
by a zero EOBUF. In what follows, we show that, for every path that simulates more 
than 21Mf21NI 2 consecutive Eo-mOves on N without simulating a send move on M, 
there exists an equivalent path (i.e., a path ending in the same configuration) that 
requires no more than 21MI21NI 2 such consecutive Eo-mOves. Without loss of general- 
ity, we assume that no state repeats in P, and each time the subroutine Consume 
is called, it will return "yes" as long as M can indeed consume those tokens in C~ 
and CR. Moreover, we assume the subroutine will return "0" if there exists some 
reachable loop on M with both sending and receiving edges. In other words, the 
subroutine returns "1'" or "2" only when no such loop exists. Without loss of 
generality, we also assume that the same Eo-move on N is not executed twice 
without an intermediate send or receive move (otherwise we can just consider the 
path with this loop essentially deleted). On such a path P we show that EOBUF 
will not become zero. Now, let t~ = (v~, we, E, y~) (i = 1 , . . . ,  k) be the states just after 
the Eo-mOves on N between cl and c. Since the computation on (M, N) can proceed 
from Cl to c, it must be the case that the subroutine will always return "yes" when 
simulating the Eo-mOves at each of these ti's. Based on this fact, the simulation can 
be blocked only if, while simulating the Eo-mOves on N for some period ts to 
ts+21MI21NI 2, the subroutine will always return "1" or "2", and therefore, EOBUF 
becomes 0. Let ((v', ws)~ x~, y~, 0) be the configuration after simulating the Eo-mOve 
at t~. (Note that Z simulates the moves of N (possibly) earlier than they were in 
the original computation. Hence, when N reaches w~, M reaches some state v" 
possibly different from vs.) Consider the path taken by M as it moves through the 
remainder of the computation from v" to v. Note that this path contains as a suffix 
the path taken by M from t~ to c. Now M cannot reach a loop with both sends 
and receives, but it can consume all the messages currently in CR and C I. This 
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means that in the computation being simulated, M must consume those messages 
currently in CR and Ct and it cannot enter a loop with both sends and receives. Thus, 
if we segment the period of M's computation from v" to v into the intervals between 
the receive moves, we have that M can send messages during at most IMI of these 
intervals. Now, consider the period from ts to L+21~I~INI~; M can send during at 
most IMI of the intervals of this period and N will not receive more than one 
message (otherwise, EOBUF would be reset). Recall that the same 
is not executed twice without an intermediate s nd or receive move. 
2iNi Eo-moves there must be at least one intermediate send move 
since N performs at most one receive move; also a read move on M is executed 
since C~ must be empty for the next Eo-move on N to be executed. Thus there are 
at least tMI=INI intervals in this period--at least one per 21NI Eo-moves. Between 
at most IMI of these, M can send some messages. Thus, there must exist a sequence 
of at least IMIINI of the t,'s for which no intervening sends on M occur. Therefore, 
there must be some p and q such that t~, = tq, which implies that states repeat in P, 
which, of course, contradicts an earlier assumption. Hence, during the simulation, 
EOBUF will not become zero. It is then clear that the configuration ((v, w)0, x, 0, 0) 
is reachable. [] 
Eo-mOve on N 
Thus, for every 
on N executed 
Lemma 3.2. I f  the configuration c = ((v, w)~, x, y, z) is reachable in Z, then one of 
the following must be true: Let t = x + y + z. 
(1) There is a reachable send loop on N. 
(2) There exists a reachable state (v', w', x', y') in (M, N)  such that ly'l> 
( t -  2tMI'INP-IMI)IIMI. 
Proof. Let P:  Co-~ c be a computation where Consume returns zero whenever there 
is a reachable loop on M containing both receiving and sending edges. In other 
words, the subroutine returns 'T ' ,  "2", or "3" only if no such loop exists. Let 
cl = ((vl, WOo, x~, 0, 0) be the configuration just after the last Eo-move on M (or 
Ei-move on N) in P. If no such move exists, let c~ = Co. Let c2 = ((v2, w2)~, x2, )'2, 
z2), after c~, be the configuration just after the last time that Consume returns "'0". 
(If Consume does not return "0", let c: = cl.) Now, consider the following cases. 
Case 1: c2~c and (x2+y +z2)< t-2lMl'lNI 3. Then from c2 to c, N must add 
at least 21Ml'lNI 3 tokens to cw. Since Consume cannot yield a zero response between 
c2 and c, we have that no more than IMI sends on M (and hence, IMI reads on N) 
can occur during this period unless a send loop was executed on M. In the latter 
case, (2) is true, otherwise no more than 21MI21NI 2  o-mOves may occur between 
any two of these consecutive sends (on M between c2 and c) since EOBUF would 
be decremented for each occurrence. However, for one of these IMI periods at least 
: [MpINp tokens are added to Cw. Consequently, during this period a send loop 
must have been executed on N. So (1) is true. 
Case 2: c2~c and (x2+y~+z2)> t-2[M[4iNI 3. Recall that v~ and v2 are the 
states of M in the configurations cl and c2, respectively. Since Consume(v2, d~, d2) = 0 
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at c2, there exists a loop I on M with both sending and receiving edges. Now, by 
executing machine M fast (note that M need not wait for messages from N, nor 
for Ei-moves, nor (by the structure of Consume) for Eo-moves), we can reach the 
state (v2, w~, x~, y~) from (el, w~, Xl, E), for some state w~ in N and some string of 
messages x~ (y~) in CM (CN). Note that machine N must send at least t - 21M[4]N] 3 - 
[x~[ messages in order to go from w'2 to w:. Then, M can enter the loop I while 
consuming at most [M[ messages. After that, M repeatedly executes the loop I while 
N goes from state w~ to w:. In this way a state (v', w', x', y') with y '> 
(t-2[MI4[NI3-lMI)/[MI, is reachable since I must send at least one message for 
every IMI messages received. So (2) is true. 
Case 3:c2 = c. Similar to Case 2. [] 
It directly follows from Lemmas 3.1 and 3.2 that the network (M, N) is unbounded 
if the machine W is unbounded. The next lemma provides the converse. 
Lemma 3.3. I f  the network (M, N) is unbounded, then the machine Z is unbounded. 
Proof. Case 1: Suppose that the channel CM is unbounded. Consider a computation 
path I such that CM gets arbitrarily large along this path. Consider an arbitrary 
state c=(v, w,x,y) on the path 1 such that [xl>lMtlNI. Let cl=(v,, wl, x~,E) be 
the last configuration before c in which Ct¢ is empty. Then according to Lemma 
3.1, ((el, W~)o, xl, 0, 0) is reachable in Z. Now, consider the computation P:  c~-~ c. 
Since there is no Eo-mOve on M (or Ei-move on N) in P, Z can, basically, run N 
fast by using C~ or Cw (depending on whether P-flag is 0 or 1) to store those 
messages output by N (and hence, get at least x tokens in the counters). The only 
case in which this might fail is when this simulation gets blocked by a zero EOBUF. 
By the same argument as was used in Lemma 3.1, EOBUF cannot become zero, and 
hence, a configuration ((v", w") I, x", y", z") with x"+y"+ z">~ x is reachable. 
Case 2: Suppose that the channel C~ is bounded by k. Consider a computation 
path I of the network such that CN gets arbitrarily large and in which no state 
repeats. Then there can be only a finite number of Eo-moves on M or Ei-moves on 
N in I (otherwise, a state would repeat). Let Cl = (el ,  wb Xl, E)  be the configuration 
just after the last of these moves. Furthermore, we assume that there is no send 
loop on M in 1; otherwise, this send loop would be detected uring Phase Check 
and it would immediately follow that Z is unbounded. Therefore, M must have an 
infinite number of receiving moves in I. Consequently, N must have an infinite 
number of sending moves in I. After cl, by using C~ or Cw (depending on whether 
P-flag is 0 or 1) to store those messages output by N, it is then clear that Z can 
reach an infinite number of distinct configurations and hence is unbounded. [] 
From Lemmas 3.1-3.3, we obtain the following theorem. 
Theorem 3A. The network (M, N) is unbounded iff the corresponding machine Z is 
unbounded. 
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From the following series of lemmas, we are able to ascertain a simple method 
by which we can determine whether the simulating automaton Z is bounded. The 
general idea here is to show that the number of tokens stored by Z can only grow 
by a fixed amount unless either Z executes a simple 'pumpable' loop l (with C(l) > O) 
of the type considered in Lemma 3.6 or Z continually oscillates between states 
where P-flag = 0 and states where P-flag = 1. Lemmas 3.7-3.9 analyse this cyclic or 
oscillating behaviour. Lemmas 3.10 and 3.11 show that certain 'complex' loops, where 
the value of P-flag oscillates (and the characteristic value is greater than zero) are 
pumpable, while Lemmas 3.12 and 3.13 show that if the number of tokens stored 
by Z grows by so much, then such a complex pumpable loop must have been 
executed if a simple pumpable loop was not. Now each time a pumpable loop is 
executed, there will be extra tokens added to the counters. When attempting to 
repeat exactly the sequence of moves in this loop, the additional tokens will not 
impede the simulation of C[o-, C~o-, or C~vo-moves, but they may impede the 
simulation of CRj-, Cxj-, and Cw0-moves. Thus, the gist of what follows is to show 
how this problem can be overcome. 
Lemma 3.5. Let c = (q, x, y, z) and c'= (q', x', y', z') be reachable configurations of 
Z such that l: c-w--> c' (for some input w), where 
(1) x'+ y'>~ ]M[ and Consume(v', x', y') = "yes" (v' is the state of M in c'), 
(2) no Eo-mOve on M is simulated in l, 
then each code segment at label B (see Phase Check) in I can be replaced by the code 
segment at label A (also see Phase Check). Thus the Cxj-moves (O<j< [M[) can 
essentially be removed from I. 
Proof. Recall that Z only executes C1~-moves when setting the value of dE in 
Consume. In what follows, we show that, for every intermediate configuration 
c" = (q", x", y", z") in l, Consume(v", x", [M[) can return "yes". Hence, there is no 
need for Z to use a Ci;move to set d2=y" when y"< I M] since setting d2 = [M[ will 
suffice. Let l' be the new computation (derived from l) in which each B-code segment 
is replaced by an A-code segment. The only possible difference would be having l' 
fail at some intermediate configuration c"= (q", x", y", z"). In other words, Con- 
sume(v", x", y") = "yes" but Consume(v", x", ]M[) = "no". However, since (1) is true, 
there must exist a loop (with receiving edges) on M, reachable from c'. Moreover, 
(2) implies that the loop must be also reachable from c" without traversing an 
Eo-mOve. Therefore, it must be the case that Consume(v", x", [M[)= "yes". As a 
consequence, l' will lead to the same configuration c'. [] 
Lemma 3.6. Let c = ( q, x, y, z) and c' = ( q, x', y', z') be reachable configurations of Z 
such that x' + y' + z' > x + y + z, and where l: c- w -* c' is a computation (for some input 
string w) that satisfies at least one of the following conditions: 
(1) there is no Cwo-move in l; 
(2) there is no Cio-move in 1. 
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Then Z is unbounded. 
Proof. The proof is by cases. 
Case 1: Suppose that there is no Cwo-move in I. Let 1: Co-* c~ -> • • • -~ cA, where 
Co c and cn = c'. We construct a new computation l' c~--> c~ --> • • • -~ cn such that 
c~=C and c',,=(q, x, y, z+h) ,  where h=(x '+y '+z ' ) - (x+y+z) .  Clearly, such a 
computation could be 'pumped' and hence, Z would be unbounded. The computa- 
tion l' will execute xactly the same sequence of moves (of Z)  that are executed in 
I. The only difference will be in the action of the daemon. The idea here is for the 
daemon to keep all the tokens in Cw until Z needs some to be in Cg or CT and 
even then not to move any more tokens than necessary. That is, after each step of 
the computation 1', the daemon moves the fewest number of tokens possible in 
order to allow the next step of the computation of Z to proceed. In this way, the 
CRj-, Ctr, C[o-, C~0-, and C~vo-moves of Z in 1 will not be blocked since the 
daemon can always supply CR and CI with exactly the number of tokens needed. 
Clearly, then if c'_~ = (q", x", y", z"), then x"~ x and y"<~ y. At this point the daemon 
moves just enough tokens to allow the last move to result in c'. 
Case 2: Suppose there is no Cxo-move in 1. If there are no C~rmoves (or no 
Cw0-moves) in l, the proof is similar to that of Case 1. We assume therefore, without 
loss of generality, that l contains both C~j- and Cwo-moves. Since a Gj-move is 
made only when the value of CR+ C~ is less than IM], Ca can not increase in l 
unless it increases from 0 to 1 (see Phase Check). The value of CR also cannot 
decrease in 1 unless it decreases from 1 to 0. This must be the case since P-flag is 
always 1 in I. This then implies that Phase Check is executed after the simulation 
of each move, which in turn ensures that the value of d~ cannot increase (except 
perhaps from 0 to 1) in I. But the value of d~ in c and c' is the same. Hence, either 
the value of CR is identical in each ci in l or the value of CR oscillates between 0
and 1 in I. Since P-flag always is 1 over I, any Cwo-move must be the result of 
simulating an Eo-mOve on N. Consider the sequence of moves in l of M. 
Case 2.1: I has no send moves. Then, from c to c', there is no receiving move on 
N. Moreover, since the states repeat in c and c' and EOBUF will not be reset during 
the path from c to c' (because there is no send move on M), it must be true that 
the subroutine will always return "0"; otherwise, EOBUF would have been altered. 
Therefore, the computation on N, from c to c', can be executed an infinite number 
of times, hence, W is unbounded. 
Case 2.2: l has send moves but no Eo- or receive moves. This send loop will be 
detected uring the phase check, hence, Z is unbounded. Note that this case occurs 
only when Ca is constant in all ci in L If CR oscillates between 0 and 1, there must 
exist a receive move in 1. 
Case 2.3: l has receive and send moves (or El-, receive, and send moves). The 
Cxj-moves make no difference now since the 'subroutine' can respond "yes" for any 
number of tokens to be consumed. Thus, all C~j-moves in 1 can essentially be 
removed (see Lemma 3.5). [] 
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In what follows, let L= 2lQI 3 and U= 2IQI + 2lQI 2, where IQ[ is the number of 
states in Z. 
Lemma 3.7. Let c = ( q, x, O, O) (or ( q, O, O, z) ) and c'= ( q', x', O, z') be two reachable 
configurations such that P: c-w-> c' is a computation. If, for each c"= ( q", x", y", z") 
in P, we have: 
(1) t<lc" l<U,  
(2) P-flag of c" is zero, 
then one of the following must be true for an arbitrary positive integer h: 
(a) Z is unbounded; 
(b) if x'<-½L, then (q,x+h,O,O) (or (q,O,O,z+h))-w'-->(q',x',O,z'+h) is a
computation for some input string w'; 
(c) if x'>½L, then (q, x+h,O,O) (or (q,O,O,z+h))-w'->(q',x'+h,O,z') is a
computation for some input string w'. 
Proof (by induction on the number of CRo-moves in P). Since P-flag equals zero 
throughout the entire path P, no Eo-mOve on N will be simulated in P. So, we may 
assume that C~ = 0 for all c" in P. 
Induction base: Assume that there are no CRo-moves in P. We consider the case 
where c = (q, x, 0, 0) first. Let cl = (ql, xl, 0, zl) be the configuration just before the 
last Cw0-move in P. Clearly, the next configuration can, without loss of generality, 
be c~ = (q~, x~ + z~, 0, 0) (since C~ is always empty) where, of course, x~ + zl > L. 
(Note, of course, that between c~ and c~ the daemon moved zl tokens from Cw to 
CR.) NOW, if we start with (q, x+ h, 0, 0), since there is no CRo-move from c to c~, 
we can certainly reach (q~, x~ + z~ + h, 0, 0) by following the same computation path. 
Then, if x '>  ½L, the configuration (q', x '+ h, 0, z') can be reached by executing the 
same computation from c~ to c'. Therefore, condition (c) is true. On the other hand, 
if x'<-½L, then it must be the case that, from c~ to c', at least ½L of the tokens in 
CR were consumed. During the same period, some tokens were added to Cw. 
Therefore, there must exist a loop with no Cwo- or CRo-moves, whose traversal 
caused a transfer of tokens from CR to Cw. One of the following three cases must 
therefore occur: 
(1) there exists such a loop li such that C(I~)> 0; 
(2) there exists such a loop/j such that C(/j)= 0; 
(3) all such loops have characteristic value less than zero. 
Case 1: Lemma 3.6 implies that Z is unbounded. 
Case 2: The loop /j can be iterated in order to transfer the h additional tokens 
from CR to Cw. As a consequence, (q', x', O, z'+ h) is reachable. 
Case 3: To consume those tokens in CR, at least 2]Q] 2 loops should be executed 
(each such loop can have at most ½1Q] write moves). However, each loop will cause 
the net loss of at least one token. Consequently, there must be a net loss of at least 
21QI 2 tokens in the computation from el to c'. This, of course, contradicts assumption 
(1). 
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Now, consider the case where c = (q, 0, 0, z). I f  there are no Cwo-moves in P, (q', 
x', O, z'+h) can be reached from (q, O, O, z+h), by following exactly the same 
path. Otherwise, let c2 = (q2, x2, 0, 0) be the configuration just after the first Cwo-move 
in P. By having the daemon move those h additional tokens to CR just before the 
Cwo-move, (q2, x2+ h, 0, 0) is reachable. Hence, it directly follows from the previous 
argument that either (a), (b), or (c) must be true. 
Induction hypothesis: Assume that the assertion is true for K CRo-moves. 
Induction step: I f  there exist K + 1 CRo-moves in P, we want to show that the 
assertion is still true. We consider the case where c = (q, x, 0, 0), first. We divide 
the computation c-> c' into two subcomputations, c-* c~ and c~-> c', where c~ = (q~, 
0, 0, Zl) is the configuration just after the first CRo-move in P. Therefore, in cl --> c', 
there are at most K CRo-moves. According to the base case, if we start with 
(q, x+ h, 0, 0), (q~, 0, 0, z~ + h) is reachable. Then, by hypothesis, one of the three 
cases (a), (b), or (c) is true. So, the assertion is true for K + 1 CRo-moves. 
The same argument can be used to deal with the case where c = (q, 0, 0, z). [] 
Lemma 3.8. Let c = (q, x, y, O) and c'= (q', 0, y', z') be reachable configurations such 
that P: c-w -> c' is a computation and, for each c" = ( q", x", y", z") in P, L < [c"] < U, 
P-flag= 1, and x"> O (unless c" = c'). Then one of the following is true: 
(a) Z is unbounded; 
(b) if x<~½L, then either y'>½L and (q,x, y+ h, O)-w'-->(q', O, y'+ h, z') or (q, x, 
y+h, O)-w'-> (q', O, y', z'+h) for some input string w'; 
(c) if x>½L, then either y'>½L and (q, x+h, y, O)-w'->(q', O, y'+h, z') or (q, 
x+h, y, O)-w'-->(q', O, y', z'+h) for some input string w'. 
Proof. Let c~ = (q l ,  Xl, y~, 0) be the configuration after the last Cwo-move. Let cl = c 
if there is no Cwo-move. Let c2 be the last time before c' that CR+ CI > IMl. According 
to Lemma 3.5, all C~j-moves from c to c2 can be essentially removed by substituting 
each code segment labelled B (of Phase Check) with the code segment labelled A. 
Let c3 be the configuration 
such a move must occur in 
in c'. 
just before the first CRrmove (for any j).  Recall that 
Phase Check since P-flag = 1 and the value of CR is 0 
If x ~< ½L, it follows from the assumptions that y > ½L If  c3 occurs in between c 
and cl, then y~ > ½L since CR cannot increase after a CRj-move except possibly from 
0 to 1 (otherwise, the computation will 'halt' immediately after Phase Check). So, 
by following exactly the same computation that was followed from c to c' (except 
replacing B-code segments by A-code segments), we get (q, x, y + h, 0)-w-> (q', 0, 
y'+h, z'), and y'>½L. If  c3 occurs after c~, then we have the following two cases: 
Case 1" yl >½L. Using the same argument as above, (q', 0, y'+h, z') with y '>½L 
is reachable. 
Case 2: Yl <~ ½L. Then we must have xl > ½L. By allowing the daemon to move h 
tokens from CI to CR, we can reach (ql, x~+ h, Yl, 0) with x~ > ½L. Now, consider 
the path from c~ to c3. M must have traversed some loop, without CRj- or Cwo-moves, 
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in order to transfer tokens from CR to Cw, whose characteristic value is zero; 
otherwise, either Z is unbounded (when the characteristic value is greater than 0) 
and hence (a) holds or there must be some intermediate configuration with the total 
number of tokens less than L (same reasoning as in the proof of Lemma 3.7) which 
contradicts our assumption. By using that loop, we are able to reach the configuration 
(q', O, y', z'+h). 
Now, consider the case where x > ½L. We want to show that if we start with x + h 
tokens in CR, we can move those h tokens to either C~ or Cw. Consider the following 
two cases: 
Case 1: Xl > ½L. In this case, there must exist a loop 1 between ci and c3 such 
that C(l) = 0 (same reason as in Case 2 above), and there is no Cwo-move in/. We 
can then use that loop to transfer those h additional tokens from CR to Cw, hence, 
(q', 0, y', z'+ h) is reachable by following the same path from ca to c'. 
Case 2: x~<~½L. In this case, if the loop has no Cwo-move, we have the same 
result as in Case 1. Otherwise, since xl <~ ½L, it must be the case that Yl> ½L. By 
using the loop (possibly with Cw0-moves, but no Co-moves), clearly those h addi- 
tional tokens can be moved to CI. Then, by following the same path from c3 to c', 
the configuration (q', O, y'+h, z') (y'>½L) is reachable. [] 
Lemma 3.9. Let c = (q, O, y, z) and c'= (q', O, O, z') be two reachable configurations 
such that P: c-w--> c' is a computation. If, for each c" = ( q", x", y", z") in P, c" satisfies 
the following three conditions: 
(1) L<[c"[< U, 
(2) x"=O or 1, 
(3) P-flag of c" is always one (except at c'), 
then one of thefoUowing must be true: 
(a) Z is unbounded; 
(b) 
input 
(c) 
input 
if y>½L, then (q, O, y+h, z)-w'->(q', O, O, z'+h) is a computation for some 
string w' ; 
if y<~½L, then (q, O, y, z+h)-w'-->(q', O, O, z'+h) is a computation for some 
string w'. 
Proof. Case 1: y>½L. l~et cl be the last configuration of P in which CI=½L. Let 
c2 be the last configuration of P in which C~ > IM[. Clearly, according to Lemma 
3.5, between c and c2, all Ci:moves can essentially be removed. Between c~ and c2, 
there are no Cwo-moves; otherwise, CI would then be greater than ½L. Moreover, 
there must exist a loop l, between c~ and c2, with C(1) > 0 or C(l) = 0 which traverses 
no Cwo-edges. In the former case (a) deafly holds. The proof for the latter case is 
similar to the corresponding cases of Lemmas 3.7 and 3.8. 
Case 2: y<-½L. I f  there is no Cwo-move in P, then (q', O, O, z'+h) can certainly 
be reached from (q, 0, y, z+ h). Assume that there are some Cwo-moves in P. After 
the last Cwo-move, the configuration can be (q", O, y"+ h, 0) and y"> ½L. By using 
the same argument as in Case 1, (c) is then true. [] 
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Lemma 3.10. Let c = (q, x, O, O) ((q, O, O, z)) and c'= (q', x'+ h, O, O) ((q', O, O, 
z' + h ) ) be two reachable configurations such that P: c-w--) c' is a computation. If, for 
each c" in P, t <lc"l< U and P-flag=O for states q and q', then (q, x + h, O, O) ((q, 
O, O, z+ h ) )-w'-> ( q', x' + 2h, O, O) ((q', O, O, z '+2h))  is a computation for some input 
string w'. 
ProoL To prove this, we divide the computation from c to c' into phases. Each 
phase starts and ends with a change of the P-flag. Hence, there are two kinds of 
phases, namely, 0-1 phases and 1-0 phases. A 0-1 phase is the period which begins 
when P-flag changes from 1 to 0, and ends when it next changes from 0 to 1. The 
1-0 phase is defined similarly. In the following, we want to show that the additional 
h tokens can be moved across each phase. 
We give a proof only for the case where c=(q,  O, O, z) and c'=(q',  O, O, z '+h).  
The proof of the other case is similar. The proof is by induction on the number of 
phase changes. A phase change is the combination of two consecutive phases, 0-1 
and 1-0. 
Induction base: There is no phase change. It is given that c and c' have P-flag = 0. 
Furthermore, since there is no phase change, CI is always zero. Then, by an induction 
on the number of Cwo-moves (and also by induction on the number of CRo-moves 
in between two consecutive Cwo-moves) in P, we can show that (q, O, O, z+ h)-w'-> 
(q', O, O, z'+2h) is a computation. This can be shown using a similar type of 
argument as was used in Lemmas 3.7-3.9. So, the base case is true. 
Induction hypothesis: Assume that the assertion is true for K phase changes. 
Induction step: Consider the case that there are K+ 1 phase changes in P. Let 
cl = (ql, xl, 0, z~) and c~ = (qb x~, z~, 0) be the last two configurations at the end 
of the first 0-1 phase. Let c2 = (q2, 0, 0, z2) be the configuration immediately after 
the first phase change. Let ct = (qt, 0, y~, z,) be the first configuration (after c~) in 
which CR is zero. Now, if we start with (q, 0, 0, z+h), then according to Lemma 
3.7, we are able to reach 
(1) (ql, x~,z~+h,O) ifx~<~½L, 
(2) (ql, Xl+h, zl, 0) i fx l  >lL.  
Then, from Lemma 3.8, we can reach 
(1) ( q,, O, y, + h, zt) if y, > ½L, 
(2) (qt, O,y,,zt+h) ifyt<~½L. 
Now, following the result of Lemma 3.9, we can therefore reach (q2, 0, 0, z2+ h). 
By using the induction hypothesis, it immediately follows that (q', 0, 0, z '+2h) is 
reachable. [] 
Lemma 3.11. I f  there is a reachable comtmtation P as described in Lemma 3.10 and 
c'= (q, x+ h, O, O) ((q, O, O, z+ h)) (i.e., c and c' have the same state), then Z is 
unbounded. 
96 L.E. Rosier, Hsu-Chun Yen 
Proof. For any integer k>0,  let d = [k/h]. From Lemma 3.10, by executing the 
computation from c to c' d times, we are able to reach the configuration c'= (q', 
x+h( [k /h ] ) ,  O, O) (or (q', O, O, z+h([k /h] ) ) ) ,  and clearly, [c'[> k. Therefore, Z 
is unbounded. [] 
Lemma 3.12. Let I: c-w-> c' be a reachable computation, where c = (q, x, y, z) and 
c'= ( q, x', y', z'), and which satisfies the following conditions: 
(1) x '+y '+z '>x+y+z,  
(2) for each c" in l, Ic"l> 21M[. 
Then one of the following three things must be true: 
(a) Z is unbounded; 
(b) there exists a configuration (q", x", O, O) in l; 
(c) there exists a configuration (q", O, O, z") in I. 
Proof. There are three cases for/. 
Case 1: P-flag = 0 throughout 1.Clearly, no Eo-mOve on N can occur in I. If there 
is a Cwo-move in I, it must be for simulating an Eo-mOve on M (or an Ei-move on 
N). Consequently, a configuration of the form (q", x", 0, 0) is in I. On the other 
hand, if there is no Cwo-move in l, it directly follows from Lemma 3.6 that Z is 
unbounded. 
Case 2: P-flag changes in L It is clear that a configuration of the form (q", 0, 0, 
z") is in I. 
Case 3: P-flag = 1 throughout/. If CR> IM[ throughout l, then no Cij-move need 
be in l (Lemma 3.5). Therefore, Lemma 3.6 implies that Z is unbounded. If a 
CRj-move occurs in l, then it must be either the case that CR = j  throughout l (since 
the state repeats in c and c', and CR is nonincreasing) or the value of CR oscillates 
between 0 and 1 in I. Moreover, CIj- and Cw0-moves must occur in I; otherwise, 
according to Lemma 3.6, Z is unbounded. After a Cwo is executed, C~ will be greater 
than [M]. Therefore, all C0-moves in I can be removed. Hence, Lemma 3.5 implies 
that Z is unbounded. [] 
Lemma 3.13. The machine Z is unbounded iff a configuration c, with [c[> U, is 
reachable. 
Proof. Clearly we need only concern ourselves with the 'if'-part. Without loss of 
generality, assume that b is the first configuration such that [b[= 2[Q[3+2[Q[ 2.
Consider the computation from Co to b, where Co is the initial configuration. Let a 
be the last configuration before b such that la[ = 2]Q[ 3. Clearly, each configuration 
between a and b contains between 21013 and 21013 + 21012 tokens. 
Define intervals (ai, bi), 0 <~ i<~2]Q[ - 1, where ai is the last configuration before 
b that has la, l=2lOr+ilO], b, is the first configuration after al that has Ib, l= 
2[Q[ 3 +( i+ 1)IQ[. Now, between configuration a~ and b~ we must have executed 
some loop, say l~, in which there is a gain of the counters. This must be the case 
since, during the interval (a~ b~), the machine Z gains [Q[ tokens and at least ]Ol 
steps were executed (see Fig. 5). 
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Fig. 5. An unbounded computation of Z. 
Now consider the loops Ii (0~ < i ~< 2[Q[- 1). According to Lemma 3.12, there must 
exist a configuration of the form di = (q", x", 0, 0) or ei = (q", O, O, z") in loop li, 
otherwise, Z is unbounded immediately. For the configuration d~ (or e~) (0<~ i<~ 
21Q [- 1), there must be two configurations ds and dt (or es and et) such that they 
are in the same state of the machine Z and Id, l>ld, I (or [e,l>les[). Therefore, 
according to Lemma 3.11, Z is unbounded. [] 
Theorem 3.14. The boundedness problem for Z can be decided in nondeterministic 
logspace. 
Proof. This immediately follows from Lemma 3.13. [] 
4. Related undecidability results 
In this section, we examine the simplest classes of FIFO, Priority, and Random 
empty-channel-detecting CFSM's (CFSM's whose moves may include, in addition 
to those already allowed, conditional moves in which any input and/or output 
channel is checked for emptiness) for which the boundedness problem remains 
undecidable. These show that the result in the previous ection cannot be extended. 
The undecidability proofs given in this section are similar in technique and style 
to those of[7], and hence, in each case we only provide an outline of the actual proof. 
Theorem 4.1. The boundedness problem is undecidable for networks of three empty- 
channel-detecting FIFO CFSM's  each of which sends at most one type of message, 
even if only one of the machines is allowed type (3)-(4) moves. 
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Proof. For an arbitrary 2-counter machine T [10, 15], we construct a network 
(M1, M2, M3) that will be bounded iff the 2-counter machine halts. Since the halting 
problem for 2-counter machines is undecidable, the boundedness problem for this 
class of networks is undecidable. 
Roughly speaking, the machine M~ is used to simulate the finite control of T; 
the machine M2 acts as an 'echoer' that transmits the contents of its input channel 
to its output channel and the machine M3, acts as a 'synchronizer' that coordinates 
the actions between M~ and ME. At certain instances, the number of messages in 
the channel from M2 to M~ will equal 2 i • 3 j, where i and j are the two integers 
currently stored in the counters of T. The simulation proceeds in phases. First M~ 
will process the number of messages from M2 sending the output back to M2. After 
which, in the next phase, M2 will send them back again so that M~ can continue 
with its next phase. In each case the end of a phase takes place when the active 
machine's input channel becomes empty. The following phase does not begin, 
however, until the currently active machine signals the other with a message via 
M3. The remaining details are left to the reader. [] 
A similar result holds if two of the machines are allowed type (3) (or type (4)) 
moves. (Recall that the boundedness problem is undecidable for networks of two 
FIFO CFSM's, which exchange two types of messages, even when no moves of 
type (2)-(4) are allowed [4].) 
Our last two results concern Priority and Random CFSM's [7]. Recall that for 
these types of networks the channel contents, at any given time, are represented by 
a multiset of messages (over a finite number of distinct message types). Such a 
channel is considered to be empty iff it is devoid of each type of message. The next 
two theorems also indicate that the FIFO result of Section 3 is somewhat of an 
anomaly in that no corresponding case arises for Priority or Random networks. 
Theorem 4.2. The boundedness problem is undecidable for networks of two empty. 
channel-detecting Priority CFSM's where one machine sends a single type of message 
and the other machine sends two types of messages. This result even holds if each 
machine is restricted to only moves of type (1)-(3) (or type (1), (2), and (4)). 
Proof. Here we construct a Priority network (M, N) to simulate the 2-counter 
machine T. Let M be the 'simulator' and N be the 'echoer'. We choose N to be 
the machine which can send two types of messages. In other words, M's input 
channel contains two types of messages--a lower priority message (g~) and a higher 
priority message (g2). The number of g~ messages i used to represent the value 
2 i. 3J; the message g2 is used to activate a new phase on M. In this simulation /~ 
determines the end of its phase when its input channel is empty and signals M that 
it may begin the next phase with a g2 message. M determines the end of its phase 
in the same manner, but has no way to signal N that it may begin the next phase. 
Thus N nondeterministically gl~esses the beginning of its next phase and sends a 
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high priority message to M that signals this decision. M will then block if N has 
begun its next phase before M has finished the current one. Again, the details are 
left to the reader. [] 
Theorem 4.3. The boundedness problem is undecidable for networks of two empty- 
channel-detecting Random CFSM's where one machine sends a single type of message 
and the other machine sends two types of messages. This result even holds if each 
machine is restricted to only moves of type (1), (2), and (4). 
Proof. Here we construct a Random network (M, N) to simulate the 2-counter 
machine T. Let M be the 'simulator' and N be the 'echoer'. We choose M to be 
able to send two types of messages, 'red' and 'green', to N. Intuitively speaking, in 
order to avoid the mixture of messages sent back by N when M is still progressing, 
M will change the color of its sending messages from phase to phase. Fig. 6 shows 
I Eo ! 
I 
I:o 
! 
! 
Eo 
send(green) 
I 
I 
r 
i 
I 
receive(preen) 
eceive(red) 
send 
F 
I 
I 
receive(red) 
! 
( 
L __  - -  - -  
receive(!reen) 
l send 
) 
receive(red) 
M N 
Fig. 6. Two consecutive phases of M and N. 
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two consecutive phases of M and N. For simplicity, only those edges are shown 
that are needed to illustrate the phases. The dashed lines indicate the portions not 
shown. See [7] for further details of each phase. Notice that each phase of M starts 
with an Eo-mOve, which indicates that the opposite machine N has finished its 
operations and therefore, M can proceed. After finishing, M sends a message 
(either 'red' or 'green', depending on the current phase) to activate machine N 
(which must be waiting at node 8 or 4). So the green messages must be sent after 
a bunch of red messages and received before the next bunch of red messages are 
sent. Since the color of the messages sent from M change from phase to phase, any 
mismatch of the speed between the phases of M and N will block the entire 
simulation. (Thus, for example, if, while N is at node 5 (or 6), M traverses its edge 
from node 5 to node 6, N will never subsequently be able to traverse its edge from 
node 6 to node 7. Hence, M can never get beyond node 8. Thus the network will 
become deadlocked after N has processed all incoming red messages.) This insures 
the proper synchronization between M and N. The rest of the details are left to the 
reader. [] 
We do not know, at this time, whether Theorem 4.3 holds when only moves of 
type (1)-(3) are allowed. The reader should note that, in each of the above theorems, 
a 2-counter machine can be simulated because the CFSM's are able to synchronize 
their actions before and after each phase of the simulation. This capability is precisely 
what is absent in Section 3. Lastly, we note that without he empty-channel-detection 
capability, each of the three aforementioned problems becomes decidable. See [4, 7]. 
In what follows, we consider the case where machines hare a single bit of memory. 
More precisely, we allow each machine to set, reset, and test on a bit of shared 
memory. We further assume that these bit operations are atomic, i.e., machines do 
not perform these operations at exactly the same time. This kind of shared memory, 
in some cases, provides a way of synchronization for machines in a network. That 
is, a machine can provide some information concerning its current status to other 
machines by setting or resetting the shared bit. This kind of synchronization mechan- 
ism,.when associated with empty-channel-detecting machines, results in the follow- 
ing theorem. The proof is very similar to the proofs of Theorems 4.1-4.3 and hence, 
the details are left to the reader. 
Theorem 4.4. The boundedness problem is undecidable for networks of two empty- 
channel-detecting FIFO CFSM' s where each machine sends a single type of message, 
when a single bit of shared memory is allowed. 
This result holds even if only type (3) (or type (4)) moves are allowed. However, 
if no empty-channel-detection moves are allowed, then it can be easily shown that 
the network can be simulated by a 2-dimensional VASS. Hence, the boundedness 
problem becomes decidable. The reader should contrast his with the main result 
discussed in Section 3. 
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An interesting observation for a FIFO network of two machines is that the shared 
memory bit along with a channel that contains only one type of message, can be 
used to simulate a 'channel' that has two types of messages. Using this idea, it is 
not hard to prove the following theorem. 
Theorem 4.5. The boundedness problem is undecidable for networks of two FIFO 
CFSM's (without he empty-channel-detecting capability) where one machine sends a 
single type of message and the other machine sends two types of messages, when a 
single bit of shared memory is allowed. 
5. Priority networks where the priority relation is not fixed 
Recently, priority networks of CFSM's were introduced, where messages are 
received based on a fixed, partial-ordered priority relation [7]. (Unrelated messages 
can be received in any order.) This model is equivalent in computational power to 
certain classes of extended Petri nets, in particular those with priority tokens [8]. 
However, the CFSM model is more concise (since the channels and their contents 
are not modelled explicitly), and so is more convenient to use in modelling communi- 
cation protocols and distributed systems. The results presented in [7] focus on the 
problem of whether the communication of a priority network is bounded. 
Specifically, it is shown that the problem of detecting boundedness i  undecidable 
even if the machines exchange only two types of messages. Also considered is the 
case where one of the two channels is known to be bounded, and it is shown that 
three types of messages can make the problem undecidable in this case. (This 
problem is decidable in the case of FIFO networks [4].) The same problem becomes 
decidable if only two types of messages are allowed. Also considered in [7] is the 
class of priority networks which have only the restriction that one of the two machines 
sends only one type of message. The problem is undecidable if the other machine 
sends three or more types of messages, and is decidable if the other machine sends 
two or less types of messages. (Both problems are decidable in the case of FIFO 
networks [4].) However, the latter result can be generalized to the case of three or 
more messages, if only two message types are mentioned in the priority relation. 
In this section, we consider priority networks where the priority relation is not 
fixed. To be precise, we consider the case where a (possibly) different priority 
relation is assigned to each node (or state) in a CFSM. The results given in [7] 
extend in a straightforward manner to priority networks of this type, with two 
notable xceptions. Specifically, the results concerning priority relations that mention 
only two or three message types do not seem to generalize (at least the proofs given 
in [7] do not seem to generalize). In fact, some are no longer true. For example, 
consider the case of two machines where one sends a single type of message and 
the other sends at most three types of messages. For fixed priority relations that 
mention only two types of messages, the boundedness problem is decidable. 
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However, if the priority relation is allowed to vary from node to node the problem 
becomes undecidable. This can be seen directly from the proof of Theorem 2 of 
[7], where the fixed priority constructed mentions three message types, but only 
two need be mentioned at any one node. 
Lastly, we consider the case where only two message types are mentioned in the 
priority relation. In what follows, we use techniques imilar to those of Section 3, 
to show that the boundedness problem is decidable for these cases Of two machines 
where one sends a single type of message and the other sends at most two types of 
messages. Without loss of generality, we consider an arbitrary (M, N) where N 
sends a single type of message and M sends at most two types of messages. Let 
{g~, g2} be the set of messages ent by M. For any state s = (v, w, x, y), let # l(s) 
(#  2(s)) denote the number of g~ (g2) messages in y. Now the priority relation at 
each node of N is either {gl < g2}, {g2 < g~}, or 0. (Since M can receive only one 
type of message, a priority relation need not be assigned to the nodes of M.) 
To show that the boundedness problem is decidable, we require the following 
lemmas. 
Lemma 5.1. For a priority network (M, N), where M sends at most two types of 
messages and N sends only one type of message, the input channel of  M is unbounded 
iff one of  the following two conditions is satisfied. 
(a) There are two reachable states s = (v, w, x, y) and s'= (v, w, x', y') such that 
the following three conditions hold: 
(i) s' is reachable from s via a path P; 
(ii) for every state s" in P, #l(S" )>0 and #2(s )= #2(s') (or #2(s" )>0 
and # l(s) = # l(s')); 
(iii) Ix' l>lx I and ly'l> lyl. 
(b) There are two reachable states s = (v, w, x, y) and s'= (v, w, x', y') such that 
the following three conditions hold: 
(i) s' is reachable from s via a path P; 
(ii) # l (S )= # l(S')and #2(s )= #2(S')=O(or ~2(S) = #2(S ' )and #l(s )= 
# ~(s') = 0); 
(iii) Ix'l> I l. 
Proof. ( ' I f 'Tart )  Clearly, if either (a) or (b) holds, the computation P can be 
'pumped'; hence, M's input channel is unbounded. 
('Only i f 'Tar t  ) Since M's input channel is unbounded, there must exist a path 
l such that, along/, the number of messages in M's input channel gets arbitrarily 
large. Consider any such computation l in (M, N); then the moves in l can be 
rearranged into a computation l' such that, at any intermediate state s in l', N will 
be executed next as long as # ~(s) > 0 and # 2(s) > 0. (Note that the moves of M 
in l' may be a finite prefix of the moves of M in I if, after some point on l, N stops 
reading. However, in either case the moves of N on I and l' are the same.) In other 
words, we can always run N fast as long as N's input channel contains both types 
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of messages. Without loss of generality, let l be such a path. Along this path let 
E ---{sis is in l, # ~(s)<~ 1 and #2(s)  =0}, F={s[s is in l, # 2(s) <~ 1 and # l(s) =0}. 
Then we have the following two cases. 
Case 1: Both E and F are finite. If this is the case, then after a time, every state 
s along l has # 2(s) > 0 (or # ~(s) > 0). Since M's  input channel is unbounded and 
we always run N fast, it must be true that # l(S)<~ 1 (or #2(s )~ < 1). Also, the 
number of possibly .distinct (v, w) pairs is finite. Therefore, there is an infinite 
sequence of reachable distinct states Sl = (v, w, xl, y~), s2 = (v, w, x2, Y2), • • • of(M, N)  
such that the following conditions hold: 
(i) for i = 1 , . . . ,  si+~ is reachable from si; 
(ii) for i = 1 , . . . ,  # 2(s~) > 0 (or # ~(s~) > 0), 
(iii) there exist i and j ( i< j )  such that #l(s~)= #~(sj)=O or 1 (or #2(s~)= 
#2(sj) =0 or 1), Ixjl> Ix, I, and lyjl > ly, I. 
Let s = s~ and s'=sj. Then dearly (a) is true. 
Case 2: Either E or F is infinite. Without loss of generality, assume that E is 
infinite. Then there exists an infinite sequence of reachable distinct states sl = (v, 
w, x~, yl), s2 = (v, w, x2, Y2),.. • of (M, N)  such that the following conditions hold: 
(i) for i = 1 , . . . ,  s~+~ is reachable from si; 
(ii) there exist i and j (i < j )  such that # l(s~) = # ~(sj), # 2(s~) = # 2(sj) = 0, and 
Ix l>lx, t. Hence, (b) is true. [] 
Lemma 5.2. Assume that M's input channel is bounder Then the network (M, N) is 
unbounded iff there exist two reachable states s = (v, w, x, y) and s'= (v, w, x, y') 
such that s' is reachable from s via some path l, and one of the following conditions 
is satisfied: 
(a) for every s" in l, either ( # 2(s") > O, # l(s') = # l(s), and # 2(s') > # 2(s) > 0) 
or (# l(s") > 0, # 2(s') = # 2(s), and # l(s') > # l(s) > 0); 
(b) there is a reachable send loop on M. 
Proof. Assume that M's  input channel is bounded by K. 
('If'-part) Clearly, the path I can be pumped, hence, N 's  input channel is 
unbounded. 
('Only if'-part) Since N's  input channel is unbounded, there exists a sequence 
of configurations So, s l , . . . , s t  where s,=(v, w, x, y)and  ly[> 2KIMHN[+ KIM[. 
One can construct from this computation another computation s~, . . . ,  s', by 
interleaving the identical sequence of moves made by M and N in such a way as 
to always execute the next move of N, as long as N's  input channel contains both 
types of messages. Clearly, s,=s~. Also, consider the state si =(v', w', x', y') 
immediately after the last move of N. It must be the case that [x' I <~ K. Without loss 
of generality, we assume that # l(si) ~< 1. Now, consider the following two cases. 
Case 1: #2(s,)<-2KiMIINI. Then f rom s, to st, M will send more than K[M[ 
messages to N, and therefore, M must have traversed a send loop; (b) is true. 
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Case 2: # 2(s,)> 2KIMIINI. Let sj be the last state before s, in which # 2(sj) = 0. 
Then, on the path from sj to si, (a) must be true. [] 
From Lemmas 5.1 and 5.2, we derive the following theorem. 
Theorem 5.3. Consider the class of priority networks where a (possibly) different priority 
relation (which mentions at most two messages) is assigned to each node in a CFSM. 
Then the boundedness problem is decidable for such networks of two CFSM's where 
one sends a single type of message and the other sends at most two types of messages. 
Proof. Consider the network (M, N) mentioned above. We see that when (M, N) 
is unbounded there must exist a computation path of one of the types mentioned 
in Lemma 5.1 or 5.2. Note also that each of these potential paths result in a 
"pumpable" loop whose existence guarantees that (M, N)  is unbounded. Hence an 
algorithm to decide whether such a network is unbounded can be composed as 
follows: Trace (in a Breadth First Search manner) all possible network computations 
until either one of the aforementioned loops is detected or until the network cannot 
reach a previously unreached network state. One of these situations must occur 
after finite time and hence, this procedure is guaranteed to terminate. [] 
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