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Uvod
Bioinformatika je znanost koja se bavi analizom biolosˇkih nizova, sadrzˇaja i or-
ganizacije genoma, te predvidanjem strukture i funkcije makromolekula uz pomoc´
tehnika iz primijenjene matematike, statistike i racˇunarstva.
U ovom diplomskom radu bavimo se skrivenim Markovljevim modelima - sta-
tisticˇkim alatom za modeliranje nizova koje generira neki skriveni proces. Broj po-
drucˇja u kojima te metode i modeli nailaze na primjenu osiguravaju im i danas eti-
ketu aktualne teme u stohasticˇkom modeliranju. Neke od najpoznatijih primjena su
prepoznavanje govora (speech recognition), rukopisa (handwriting recognition) i gesta
(gesture recognition), racˇunalno prevodenje (machine translation), analiza vremen-
skih nizova te bioinformatika.
U ovom radu smo detaljno obradili jednu od metoda za procjenu parametara i dali
primjer njene implementacije.
U prvom poglavlju su dani osnovni pojmovi iz teorije vjerojatnosti, Markovljevih
lanaca i statistike. Formalna definicija skrivenih Markovljevih modela i primjer su
dani u drugom poglavlju, dok se u trec´em poglavlju nalaze algoritmi koje smo koristili
za procjenu parametara modela i optimizaciju vjerodostojnosti. U cˇetvrtom poglavlju
su prezentirani rezultati i zakljucˇci rada.
1
Poglavlje 1
Osnovni pojmovi
1.1 Vjerojatnost
Definicija 1.1.1. Pod slucˇajnim pokusom podrazumijevamo takav pokus cˇiji ishodi,
odnosno rezultati nisu jednoznacˇno odredeni uvjetima u kojima izvodimo pokus. Re-
zultate slucˇajnog pokusa nazivamo dogadajima.
Definicija 1.1.2. Neka je A dogadaj vezan uz neki slucˇajni pokus. Pretpostavimo
da smo taj pokus ponovili n puta i da se u tih n ponavljanja dogadaj A pojavio tocˇno nA
puta. Tada broj nA zovemo frekvencija dogadaja A, a broj nAn relativna frekvencija
dogadaja A.
Definicija 1.1.3. Osnovni objekt u teoriji vjerojatnosti jest neprazan skup Ω koji zo-
vemo prostor elementarnih dogadaja i koji reprezentira skup svih ishoda slucˇajnih
pokusa. Ako je Ω konacˇan ili prebrojiv, govorimo o diskretnom prostoru elementar-
nih dogadaja. Prostor elementarnih dogadaja je kontinuiran ako je Ω neprebrojiv
skup.
Tocˇke ω iz skupa Ω zvat c´emo elementarni dogadaji
Oznacˇimo sa P(Ω) partitivni skup od Ω.
Definicija 1.1.4. Familija F podskupova od Ω (F ⊂ P(Ω)) jest σ−algebra skupova
(na Ω) ako je:
F1. ∅ ∈ F
F2. A ∈ F ⇒ Ac ∈ F
F3. Ai ∈ F , i ∈ N⇒ ∪∞i=1Ai ∈ F
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Definicija 1.1.5. Neka je F σ-algebra na skupu Ω. Ureden par (Ω,F) se zove
izmjeriv prostor
Sad mozˇemo definirati vjerojatnost.
Definicija 1.1.6. Neka je (Ω,F) izmjeriv prostor. Funkcija P : F → R jest
vjerojatnost ako vrijedi:
P1. P(Ω) = 1 (normiranost vjerojatnosti)
P2. P(A) ≥ 0, A ∈ F (nenegativnost vjerojatnosti)
P3. Ai ∈ F , i ∈ N i Ai∩Aj = ∅ za i , j ⇒ P(∪∞i=1Ai) =
∑∞
i=1 P(Ai) (prebrojiva
ili σ - aditivnost vjerojatnosti)
Definicija 1.1.7. Uredena trojka (Ω,F ,P) gdje je F σ−algebra na Ω i P vjerojatnost
na F , zove se vjerojatnosni prostor.
Definicija 1.1.8. Neka je (Ω,F ,P) vjerojatnosni prostor. Elemente σ−algebre zo-
vemo dogadaji, a broj P(A), A ∈ F se zove vjerojatnost dogadaja A.
Buduc´i da radimo sa slucˇajnim varijablama, potrebno je definirati otvoreni skup.
Definicija 1.1.9. Neka je x ∈ Rn i r > 0. Skup
K(x, r) = {y ∈ Rn : d(x, y) < r} = {y ∈ Rn :
√√√√ n∑
i=1
(xi − yi)2 < r}
nazivamo otvorena kugla oko x radijusa r. Skup A ⊂ Rn je otvoren ako vrijedi
∀x ∈ A,∃r > 0, K(x, r) ⊂ A.
Otvorena okolina tocˇke x ∈ Rn je svaki otvoreni skup koji sadrzˇi tocˇku x.
Definicija 1.1.10. Oznacˇimo sa B σ−algebru generiranu familijom svih otvorenih
skupova na skupu realnih brojeva R. B zovemo σ − algebra skupova na R, a
elemente σ−algebre B zovemo Borelovi skupovi.
Buduc´i da je svaki otvoreni skup na R prebrojiva unija intervala, lako je dokazati
da vrijedi
B = σ{(a, b); a, b ∈ R, a < b}
Definicija 1.1.11. Neka je (Ω,F ,P) vjerojatnosni prostor. Funkcija X : Ω→ R jest
slucˇajna varijabla (na Ω) ako je X−1(B) ∈ F za proizvoljno B ∈ B, odnosno
X−1(B) ⊂ F .
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Definicija 1.1.12. Neka je (Ω,F ,P) proizvoljan vjerojatnosni prostor i A ∈ F takav
da je P(A) > 0. Definiramo funkciju PA : F → [0, 1] ovako:
PA(B) = P (B|A) = P(A ∩B)
P(A) , B ∈ F . (1.1)
Lako je provjeriti da je PA vjerojatnost na F i nju zovemo vjerojatnost od B
uz uvjet A.
Definicija 1.1.13. Neka je (Ω,F ,P) vjerojatnosni prostor i Ai ∈ F , i ∈ I pro-
izvoljna familija dogadaja. Kazˇemo da je to familija nezavisnih dogadaja ako
za svaki konacˇan podskup razlicˇitih indeksa i1, i2, ..., ik vrijedi
P(∩ki=1Aij) =
k∏
j=1
P(Aij). (1.2)
Neka je X slucˇajna varijabla na diskretnom vjerojatnosnom prostoru (Ω,P(Ω),P)
i neka je
X =
(
a1 a2 . . .
p1 p2 . . .
)
njena distribucija, odnosno vrijedi P(ai) = pi.
Definicija 1.1.14. Funkcija gustoc´e vjerojatnosti od X ili, krac´e, gustoc´a od
X jest funkcija fX = f : R→ R+ definirana sa
f(x) = P{X = x} =
0, x , aipi, x = ai , x ∈ R
Definicija 1.1.15. Funkcija distribucije slucˇajne varijable X jest funkcija FX =
F : R→ [0, 1] definirana sa
F (x) = P{X ≤ x} = P{ω;X(ω) ≤ x}, x ∈ R.
1.2 Markovljevi lanci
Definicija 1.2.1. Neka je S skup. Slucˇajan proces s diskretnim vremenom i pros-
torom stanja S je familija X = (Xn : n ≥ 0) slucˇajnih varijabli definiranih na nekom
vjerojatnosnom prostoru (Ω,F ,P) s vrijednostima u S.
Dakle, za svaki n ≥ 0 je Xn : Ω→ S slucˇajna varijabla.
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Definicija 1.2.2. Neka je S prebrojiv skup. Slucˇajni proces X = (Xn : n ≥ 0)
definiran na vjerojatnosnom prostoru (Ω,F ,P) s vrijednostima u skupu S je
Markovljev lanac prvog reda ako vrijedi
P(Xn+1 = j|Xn = i,Xn−1 = in−1, ..., X0 = i0) = P(Xn+1 = j|Xn = i) (1.3)
za svaki n ≥ 0 i za sve i0, ..., in−1, i, j ∈ S za koje su obje uvjetne vjerojatnosti dobro
definirane.
Svojstvo u relaciji (1.3) naziva se Markovljevim svojstvom.
Definicija 1.2.3. Oznacˇimo sa pij = P(Xt+1 = j | Xt = i) vjerojatnost da slucˇajna
varijabla X prijede u stanje j u trenutku t + 1, ako je u trenutku t bila u stanju i.
Vrijednost pij nazivamo prijelazna (tranzicijska) vjerojatnost.
Markovljev lanac zajedno sa zadanim prijelaznim vjerojatnostima nazivamo
Markovljevim modelom.
1.3 Statistika
Definicija 1.3.1. Za model T = {f(·; θ) : θ ∈ Θ}, f(·; θ) : R → [0,+∞ >,Θ ⊂ R
kazˇemo da je regularan ako su zadovoljeni sljedec´i uvjeti:
i) sup f(·; θ) = {x ∈ R : f(x; θ) > 0} ne ovisi o θ ∈ Θ
ii) Θ je otvoreni interval u R
iii) ∀x ∈ R, θ → f(x; θ) je diferencijabilna na Θ
iv) Za slucˇajnu varijablu X kojoj je f funkcija gustoc´e vrijedi:
0 < I(θ) := Eθ[(
∂
∂θ
log f(x; θ))2] <∞
Broj I(θ) se zove Fisherova informacija.
v) ∀θ ∈ Θ, d
dθ
∫
R f(x; θ)dx =
∫
R
∂
∂θ
f(x; θ)dx = 0, ako se radi o neprekidnoj slucˇajnoj
varijabli, odnosno
∀θ ∈ Θ, d
dθ
∑
x f(x; θ) =
∑
x
∂
∂θ
f(x; θ) = 0, ako je rijecˇ o diskretnoj slucˇajnoj
varijabli1.
1Prisjetimo se: slucˇajna varijabla je diskretna ako je definirana na diskretnom vjerojatnosnom
prostoru, a neprekidna ukoliko joj je funkcija gustoc´e nenegativna realna funkcija
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Definicija 1.3.2. Neka je (Ω,F) izmjeriv prostor i P familija vjerojatnosnih mjera
na (Ω,F). Uredena trojka (Ω,F ,P) se zove statisticˇka struktura.
Definicija 1.3.3. n-dimenzionalni slucˇajni uzorak na statisticˇkoj strukturi (Ω,F ,P)
je niz (X1, ..., Xn) slucˇajnih varijabli na izmjerivom prostoru (Ω,F) takav da su
slucˇajne varijable X1, . . . , Xn nezavisne i jednako distribuirane ∀P ∈ P.
Definicija 1.3.4. Neka je X = (X1, ..., Xn) slucˇajan uzorak iz modela P, P =
{f(·; θ) : θ ∈ Θ},Θ ⊂ Rm. Ako je X = (X1, ..., Xn) jedna realizacija od X, tada
je vjerodostojnost funkcija L : Θ→ R
L(θ) = L(θ|X) :=
n∏
i=1
f(Xi; θ)
Statistika θˆ = θˆ(X) je procjenjitelj maksimalne vjerodostojnosti (MLE) ako vrijedi
L(θˆ|X) = max
θ∈Θ
L(θ|X)
Definicija 1.3.5. Za opazˇenu vrijednost x od Xn, l : Θ→ R,
l(θ) = l(θ|X) = logL(θ|X) =
n∑
i=1
log f(xi : θ)
je log-vjerodostojnost.
Definicija 1.3.6. Procjenitelj T = t(X) za τ(θ) ∈ R je nepristran ako vrijedi
∀θ ∈ Θ, Eθ(T ) = τ(θ)
. Procjenitelj koji nije nepristran je pristran.
Definicija 1.3.7. T je efikasan procjenitelj za τ(θ) ako je nepristran i vrijedi
V arθ =
[τ ′(θ)]2
nI(θ) ,∀θ ∈ Θ
Definicija 1.3.8. Niz procjenitelja (Tn : n ∈ N) je konzistentan procjenitelj za θ
ako za proizvoljni  > 0 vrijedi
lim
n→∞Pθ{|Tn − θ| ≥ } = 0
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Teorem 1.3.9. Neka je Xn = (X1, ..., Xn) slucˇajan uzorak iz regularnog modela P, uz
dodatnu pretpostavku da je θ → f(x; θ) neprekidno diferencijabilna. Tada jednadzˇba
vjerodostojnosti
∂
∂θ
l(θ|Xn) = 0
na dogadaju cˇija vjerojatnost tezˇi ka 1 za n → ∞ ima korjen θˆn = θˆn(Xn) takav da
je θˆn
Pθ−→ θ, za n→∞.
Napomena 1.3.10. Ako jednadzˇba vjerodostojnosti ima jedinstvenu stacionarnu tocˇku
θˆn
Pθ0−−→ θ0, tada Teorem 1.3.9 tvrdi da ona mora biti konzistentan procjenitelj za θ0.
Ako je MLE jedinstvena stacionarna tocˇka kao tocˇka lokalnog maksimuma, onda je
MLE konzistentan procjenitelj za θ.
Lema 1.3.11. Neka je X˜B(n, θ) gdje je θ vjerojatnost uspjeha. Tada je procjenitelj
maksimalne vjerodostojnosti za θ relativna frekvencija uspjeha.
Dokaz. Oznacˇimo sa n broj pokusˇaja, a sa k broj uspjeha. Tada je vjerojatnost da
smo imali tocˇno k uspjeha dana s
f(θ) = P (X = k) =
(
n
k
)
θk(1− θ)n−k, k = 0, 1, 2, ..., n
Nadimo stacionarne tocˇke koje su kandidati za lokalni maksimum:
f ′(θ) =
(
n
k
)
[kpk−1(1− p)n−k − pk(n− k)(1− p)n−k−1]
=
(
n
k
)
[pk−1(1− p)n−k−1(k(1− p)− (n− k)p)]
= 0
⇒ k − kp− np+ kp = 0
⇒ np = k
⇒ p = k
n

1.4 Shannonova entropija
Definicija 1.4.1. Entropija je mjera prosjecˇne neizvjesnosti ishoda. Za danu slucˇajnu
varijablu X sa vjerojatnostima P(xi) za diskretan skup dogadaja x1, ..., xK Shannonova
entropija je definirana s
H(X) = −
K∑
i=1
P(xi) log(P(xi)) (1.4)
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Da bismo intuitivno shvatili o cˇemu je rijecˇ razmotrimo primjer bacanja novcˇic´a:
U ovom slucˇaju, imamo dva moguc´a simbola (K = 2), i oba se pojavljuju s vjero-
jatnosˇc´u p(xi) = 12 .
Jednostavnim uvrsˇtavanjem u formulu entropije dobivamo H(X) = 1 bit/simbol.
Dakle, vrijednost entropije u ovisnosti o vjerojatnosti pojave pisma/glave kod bacanja
novcˇic´a je 1 bit/simbol, odnosno srednji sadrzˇaj informacije poruke koja se sastoji od
uzastopnih rezultata bacanja novcˇic´a je 1 bit po simbolu.
Za slucˇaj “neposˇtenog” novcˇic´a koji uvijek daje pismo, imamo p(x1) = 1, p(x2) = 0,
dobivamo ocˇekivano H(X) = 0 bit/simbol (0 log 0 = 0, jer vrijedi x log x → 0 kada
x→ 0). Uvrsˇtavanjem svih moguc´ih vjerojatnosti pojave pisma u formulu entropije,
dobivamo graf ovisnosti vrijednosti entropije o toj vjerojatnosti (1.1). Maksimum
(1 bit/simbol) je postignut kada je vjerojatnost pisma jednaka vjerojatnosti glave
(p = 12) – dakle kada je najvec´a nesigurnost pojave jednog ili drugog. Primijetimo
simetriju ovog grafa. Svejedno je pojavljuje li se s vec´om vjerojatnosˇc´u pismo ili
glava. Zamjenom njihovih uloga situacija se s informacijskog glediˇsta ne mijenja.
Pretpostavimo da su zadane dvije funkcije viˇse varijabli f, ϕ : D → R definirane na
skupu D ⊆ Rk. Funkciji ϕ pridruzˇimo implicitnu jednadzˇbu ϕ(y1, ..., yk) = 0 i pripa-
dajuc´i skup S ⊆ D definiran tom jednadzˇbom S = {(y1, ..., yk) ∈ D | ϕ(y1, ..., yk) =
0}.
Definicija 1.4.2. Ako za tocˇku T0 = (x10, ..., xk0) ∈ S postoji okolina K(T0, δ) ⊆ D
tako da je
f(x1, ..., xk) < f(x10, ..., xk0), ∀(x1, ..., xk) ∈ S ∩K(T0, δ) \ {T0}
onda kazˇemo da funkcija f u tocˇki T0 ima uvjetni lokalni maksimum uz uvjet
ϕ(x1, ..., xk) = 0.
Problem uvjetnog lokalnog maksimuma z = f(x1, ..., xk)→ maxϕ(x1, ..., xk) = 0
cˇesto rjesˇavamo uvodenjem Lagrangeove funkcije L(x1, ..., xk, λ):
L(x1, .., xk, λ) = f(x1, ..., xk) + λϕ(x1, ..., xk), (x1, ..., xk) ∈ D, λ ∈ R.
Parametar λ zove se Lagrangeov multiplikator.
Lema 1.4.3. Uniformno distribuirani parametri imaju maksimalnu entropiju.
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Slika 1.1: Vrijednost entropije u ovisnosti o vjerojatnosti pojave pisma kod bacanja
novcˇic´a
Prije samog dokaza prisjetimo se Bolzano-Weierstrassova i Rolleova teorema:
Teorem 1.4.4. (Bolzano-Weierstrass): Neka je funkcija f : [a, b] → R neprekidna
na segmentu [a, b] ⊂ R. Tada je f([a, b]) = [m,M ] takoder segment.
Napomena 1.4.5. Tvrdnja teorema mozˇe se razdvojiti na tri dijela:
1. f je ogranicˇena na [a, b], odnosno postoje m = inf [a,b] f i M = sup[a,b] f .
2. funkcija f postiˇze svoj minimum i maksimum na [a, b], odnosno postoje xm, xM ∈
[a, b] takvi da vrijedi f(xm) = m i f(xM) = M .
3. za svaki C ∈ (m,M), postoji c ∈ [a, b] takav da je f(c) = C.
Teorem 1.4.6. (Rolle): Neka je f : I → R, diferencijabilna na otvorenom intervalu
I ⊂ R i neka za a, b ∈ I, a < b, vrijedi f(a) = f(b) = 0. Tada postoji c ∈ (a, b) takav
da je f ′(c) = 0
Dokaz. (Lema (1.4.3)): Definiramo funkcije f : [0, 1]k → R i ϕ : [0, 1]k → R s
f(p1, ..., pk) = −
k∑
i=1
pi log pi
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ϕ(p1, ..., pk) =
k∑
i=1
pi − 1.
Neka je λ Lagrangeov multiplikator. Definiramo funkciju g : Rk → R sa
g(p1, ..., pk) = f(p1, ..., pk) + λϕ(p1, ..., pk)
Funkcija g je klase C∞ na zatvorenom skupu [0, 1]k, znacˇi da je ujedno i neprekidna
pa prema Bolzano-Weierstrassovom teoremu poprima minimum m i maksimum M na
tom skupu. Buduc´i da funkcija g nije konstantna funkcija na [0, 1]k barem jedna od
te dvije vrijednosti se nalazi unutar otvorenog skupa (0, 1)k.
Funkcija g je strogo pozitivna na (0, 1)k, u rubovima je jednaka 0, stoga c´e prema
Rollovom teoremu stacionarna tocˇka biti maksimum.
Trazˇimo stacionarne tocˇke te funkcije.
dg
dpi
= − log pi − 1 + λ = 0
log pi = λ− 1
pi = exp(λ− 1)
k∑
i=1
pi = 1 ⇒ k exp(λ− 1) = 1
Slijedi da funkcija g postizˇe maksimum u tocˇki pM = (p1, ..., pk)
pi =
1
k
, i = 1, ..., k
. 
Poglavlje 2
Skriveni Markovljev model
2.1 HMM
Kod skrivenog Markovljevog modela, imamo niz stanja i niz simbola. Svaki sim-
bol ovisi jedino o trenutnom stanju u kojem se proces nalazi. Zato generiranje
simbola iz stanja modeliramo Markovljevim lancem nultog reda sˇto je upravo
niz nezavisnih dogadaja.
Niz stanja skrivenog Markovljevog modela modeliran je Markovljevim lancem prvog
reda, tj. vjerojatnost da se nalazimo u nekom stanju ovisi samo o prethodnom stanju.
Formalno recˇeno:
Definicija 2.1.1. Skriveni Markovljev model prvog reda (eng. Hidden Mar-
kov model, HMM) je skup slucˇajnih varijabli koji se sastoji od dva podskupa, Q i
O:
• Q = Q1, ..., QN - skup slucˇajnih varijabli koje poprimaju diskretne vrijednosti
• O = O1, ..., ON - skup slucˇajnih varijabli koje poprimaju diskretne ili kontinu-
irane vrijednosti.
Te varijable zadovoljavaju sljedec´e uvjete:
1.
P (Qt|Qt−1, Ot−1, ..., Q1, O1) = P(Qt|Qt−1) (2.1)
2.
P(Ot|QT , OT , ...., Qt+1, Ot+1, Qt, Qt−1, Ot−1, ..., Q1, O1) = P (Ot|Qt) (2.2)
11
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Uocˇili smo da, osim niza stanja kroz koja proces prolazi (oznacˇili smo ih sa Qi),
promatramo i niz opazˇanja (simbola, oznacˇili smo ih sa Oi).
Da pojasnimo, relacija (2.1) predstavlja vjerojatnost da smo, za neko t ∈ {1, 2, ..., N},
u stanju Qt uz uvjet da su se dogodila sva prethodna stanja Q1, ..., Qt−1 i emitirali
simboli O1, ..., Ot−1 jednaka tranzicijskoj vjerojatnosti iz stanja Qt−1 u stanje Qt.
Relacija (2.2) povlacˇi da realizacija nekog opazˇanja u sadasˇnjem stanju ovisi samo
o tom stanju. Vjerojatnosti iz relacije (2.2) nazivamo emisijska vjerojatnost i
kazˇemo da neko stanje Qt emitira simbol Ot.
Skriveni Markovljev model zadan je sljedec´im parametrima:
• N - broj stanja u kojima se proces mozˇe nalaziti
S = {1, ..., N} (2.3)
S - skup svih stanja procesa
• M - broj moguc´ih opazˇanja
B = {b1, ..., bM} (2.4)
B - skup svih opazˇenih vrijednosti
• L - duljina opazˇenog niza
X = (x1, ..., xL) (2.5)
X - opazˇeni niz
• A - matrica tranzicijskih vjerojatnosti
A = {aij}, aij = P(Qt+1 = j|Qt = i), 1 ≤ i, j ≤ N (2.6)
• E - matrica emisijskih vjerojatnosti
E = {ej(k)}, ej(k) = P(Ot = bk|Qt = j), 1 ≤ j ≤ N, 1 ≤ k ≤M (2.7)
Primijetimo da nam je kod Markovljevog modela nultog reda niz stanja koji emitira
neki niz simbola poznat.
Skriveni Markovljev model je Markovljev model kod kojeg su stanja “skrivena”, od-
nosno ne znamo ih pri emitiranju nekog niza vrijednosti ili simbola. Medutim, taj
niz vrijednosti nam je poznat i pomoc´u njega mozˇemo donijeti neke zakljucˇke o nizu
stanja koji odgovara emitiranom nizu vrijednosti.
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Slika 2.1: Primjer skrivenog Markovljevog modela s dvije kocke
2.2 Primjer skrivenog Markovljevog modela
Imamo dvije neposˇtene igrac´e kocke. Jedna kocka, koju oznacˇavamo K0, ima vje-
rojatnost da dobijemo nulu 35 , a vjerojatnost preostalih ishoda je
2
25 , dok druga kocka,
u oznaci K5 ima vjerojatnost da padne petica 12 , a vjerojatnost preostalih ishoda je1
10 .
Pretpostavimo da pocˇinjemo sa K0. Vjerojatnost da c´emo ponovo koristiti K0 je 95%,
dok je vjerojatnost da c´emo je zamijeniti sa K5 5%. Kad smo jednom K0 zamijenili
sa K5, u 90% slucˇajeva c´emo je i nastaviti koristiti. Vjerojatnost da je zamijenimo
sa K0 je 10%.
Koristimo li notaciju za HMM, nasˇ model zapisujemo na sljedec´i nacˇin:
• N=2
S = {K0, K5}
• M=6
B = {0, 1, 2, 3, 4, 5}
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• Matrica tranzicijskih vrijednosti je dana s:
A =
(
0.95 0.05
0.1 0.9
)
gdje je a11 = P(K0|K0) - vjerojatnost da je nakon K0 ponovo bacˇena K0,
a12 = P(K5|K0) - vjerojatnost bacanja K5, ako je prethodno bacˇena K0, a21 =
P(K0|K5) - vjerojatnost da je nakon bacanja K5 bacˇena K0 i a22 = P(K5|K5) -
vjerojatnost da je nakon K5 opet bacˇena K5.
• Matrica emisijskih vjerojatnosti je:
E =
(
0.6 0.08 0.08 0.08 0.08 0.08
0.1 0.1 0.1 0.1 0.1 0.5
)
Prvi redak cˇine emisijske vjerojatnosti elemenata iz B u stanju K0, a drugi
redak emisijske vjerojatnosti elemenata iz B u stanju K5
Proces koji modelira izbor kocki je Markovljev proces prvog reda sa stanjima u
S. Kocke su stanja i prijelaz iz jedne kocke u drugu se mozˇe opisati Markovljevim
lancem. Emisijske vjerojatnosti simbola iz B su u svakom od stanja razlicˇite i ne
ovise o prijasˇnjim stanjima.
Mozˇemo rec´i da smo dali primjer skrivenog Markovljevog modela prvog reda.
Ako imamo niz simbola, odnosno opazˇenih vrijednosti, primjericeX = (1, 2, 5, 0, 0, 4, 3)
ne znamo koja kocka stoji iza pojedine opazˇene vrijednosti. Dakle, niz stanja je skri-
ven.
Ipak, iako je niz stanja nepoznat, pomoc´u niza simbola moguc´e je:
• odrediti najvjerojatniji niz stanja zadani niz simbola. U tu svrhu koristimo
Viterbijev algoritam o kojem c´emo govoriti u sljedec´em poglavlju
• procijeniti parametre uvjetne maksimalne vjerodostojnosti koristec´i
Viterbijevo treniranje koje c´emo pojasniti kasnije
• procijeniti parametre maksimalne vjerodostojnosti modela koristec´i
deterministicˇko kaljenje koje c´e kasnije biti detaljno objasˇnjeno.
Poglavlje 3
Algoritmi za HMM
U ovom poglavlju objasˇnjeni su algoritmi1 koje smo spomenuli u prethodnom poglav-
lju. Ponovimo, u skrivenom Markovljevom modelu je niz stanja nepoznat, ali pomoc´u
niza emitiranih vrijednosti mozˇemo nesˇto zakljucˇiti o nizu stanja.
Niz emitiranih simbola c´emo oznacˇiti s x = (x1, ..., xn), a pripadajuc´i niz skrivenih
stanja s pi = (pi1, ..., pin).
Za tranzicijske i emisijske vjerojatnosti koristimo vec´ spomenute oznake akl, odnosno
ek(b).
3.1 Viterbijev algoritam
Prije nego opiˇsemo Viterbijev algoritam moramo objasniti razliku izmedu niza
stanja i niza simbola. Niz stanja nazivamo stazom pi. Sama staza slijedi Markovljev
lanac, tako da vjerojatnost stanja ovisi o prethodnom stanju. Lanac je karakteriziran
parametrima
akl = P(pii = l|pii−1 = k).
Tranzicijska vjerojatnost a0k se mozˇe smatrati vjerojatnosˇc´u da pocˇnemo u stanju k.
Buduc´i da smo razdvojili simbole b od stanja k, moramo uvesti novi skup parametara
za model, ek(b). Opc´enito, stanje mozˇe proizvesti simbol iz distribucije preko svih
moguc´ih simbola. Stoga definiramo
ek(b) = P(xi = b|pii = k),
vjerojatnost da je simbol b vidljiv u stanju k. Ove vjerojatnosti su poznate i kao
emisijske vjerojatnosti. Zajednicˇka distribucija niza opservacija X i niza stanja pi je
1Preciznije, radi se o jednom algoritmu i njegovim modifikacijama
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definirana s
P (X, pi) = a0pi1
L∏
i=1
epii(Xi)apiipii+1 , piL+1 = 0 (3.1)
Viterbijev algoritam
Dekodiranje je postupak pronalaska “znacˇenja” niza simbola, odnosno pridruzˇivanje
nekog niza stanja danom nizu simbola. Najcˇesˇc´i pristup dekodiranju je algoritam
dinamicˇkog programiranja, Viterbijev algoritam.
Ukoliko smijemo izabrati samo jednu stazu za nasˇe predvidanje, trebali bismo izabrati
onu s najvec´om vjerojatnosti,
pi∗ = max
pi
P(X, pi).
Najvjerojatnija staza pi∗ se mozˇe nac´i rekurzivno. Pretpostavimo da je za sva stanja
k poznata vjerojatnost najvjerojatnije staze koja u stanju k zavrsˇava s opservacijom
i, vk(i). Onda se ove vjerojatnosti mogu izracˇunati za sva opazˇanja Xi+1 kao
vl(i+ 1) = el(Xi+1) max
k
(vk(i)akl).
Svi nizovi moraju pocˇeti u stanju 0, tako da je pocˇetni uvjet v0(0) = 1.
Viterbijev algoritam se sastoji od cˇetiri koraka:
1. Inicijalizacija (i=0):
v0(0) = 1, vk(0) = 0, k > 0
2. Rekurzija (i=1,...,L):
vl(i) = el(Xi) max
k
(vk(i− 1)akl)
ptri(l) = argmaxk(vk(i− 1)akl)
3. Kraj:
P (X, pi∗) = max
k
vk(L)ak0
pi∗L = argmaxk(vk(L)ak0)
4. Povratak unazad (i=L,...,1):
pi∗i−1 = ptri(pi∗i )
Uocˇimo da je zavrsˇno stanje pretpostavljeno i zbog toga je ak0 u zavrsˇnom koraku.
Najtezˇi problem u praksi je sˇto mnozˇenje mnogo malih vjerojatnosti uvijek vodi malim
brojevima, a to daje underflow gresˇke na racˇunalu. Zato se Viterbijev algoritam
uvijek treba izvoditi u log-prostoru, odnosno, trebamo racˇunati log(vl(i)). Tako c´e
se produkti pretvoriti u sume i brojevi c´e ostati razumni.
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Viterbijevo treniranje
Funkcija cilja u procjeni maksimalne vjerodostojnosti je maksimizacija relacije (3.1)
preko svih parametara pi za dani niz simbola X. Viterbijevo treniranje je iterativan
proces koji garantira monotoni rast vjerodostojnosti kroz skup ponovo procjenjenih
parametara.
Neka je zadan fiksan model M, te neki inicijalni parametri θ. Viterbijevim algorit-
mom pronademo najbolji put pi kroz model M. Na taj nacˇin svakom simbolu od X
pridruzˇimo stanje. Sad mozˇemo odrediti emisijske i tranzicijske frekvencije. Prema
lemi 1.3.11, relativne frekvencije su procjenitelji maksimalne vjerodostojnosti, one su
novi parametri modela i proces se ponovo iterira.
Kako su parametri potpuno odredeni stazom, u trenutku kad se staza prestane mije-
njati, prestaju se mijenjati i parametri modela.
Opisana procedura pronalazi vrijednost θ koja maksimizira doprinos najvjerojatnije
staze za sve nizove vjerodostojnosti P(X1, ..., Xn|θ, pi∗(X1), ..., pi∗(Xn)).
Viterbijevo treniranje je metoda sa sˇirokom primjenom i mozˇe se koristiti kad je
primarna svrha HMMova proizvesti dekodiranje preko Viterbi poravnanja.
3.2 Deterministicˇko kaljenje
Znacˇajno poboljˇsanje naspram standardnim nadziranim i nenadziranim metodama
ucˇenja je primjena metode deterministicˇkog kaljenja. Ova metoda ima dva vazˇna
svojstva:
1. moguc´nost izbjegavanja lokalnih optimuma
2. primjenjivost na mnogo razlicˇitih struktura
Simulirano kaljenje je generalna vjerojatnosna metaheuristika2 za optimizacijski
problem lociranja dobre aproksimacije za globalni optimum zadane funkcije.
Cˇesto se koristi kad trazˇimo optimum na diskretnom prostoru. Za neke probleme
je simulirano kaljenje ucˇinkovitije od iscrpnog nabrajanja - pod uvjetom da je cilj
samo pronac´i prihvatljivo najbolje rjesˇenje u odredenom vremenskom razdoblju, a ne
najbolje moguc´e rjesˇenje.
Ime i motivacija dolaze od kaljenja u metalurgiji. To je tehnika koja ukljucˇuje grija-
nje i kontrolirano hladenje materijala da bi se povec´ala velicˇina kristala u materijalu
i smanjili njegovi nedostaci. Svojstva materijala ovise o termodinamicˇkoj slobodnoj
2tehnika rjesˇavanja koja se primjenjuje na sˇirok skup optimizacijskih problema velike slozˇenosti
koji nisu rjesˇivi koriˇstenjem tradicionalnih pristupa
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Slika 3.1: Globalna pretraga i stabilizacija kod simuliranog kaljenja
energiji. Grijanje i hladenje materijala utjecˇe na temperaturu i termodinamicˇku slo-
bodnu energiju.
Kako se povec´ava hladenje, proporcionalno se smanjuje temperatura, dok su tempe-
ratura i termodinamicˇka energija proporcionalne vrijedosti.
Pojam sporog hladenja je implementiran u algoritam simuliranog kaljenja u obliku
sporog smanjenja vjerojatnosti prihvac´anja losˇeg rjesˇenja dok istrazˇujemo prostor
rjesˇenja. Prihvac´anje losˇijeg rjesˇenja je osnovno svojstvo metaheuristike jer omoguc´ava
opsezˇniju potragu za optimalnim rjesˇenjem.
Kod deterministicˇkog kaljenja, proces je deterministicˇki sˇto znacˇi da ne zˇelimo
“slucˇajno” lutati po prostoru parametara dok postepeno napredujemo u maksimi-
zaciji vjerodostojnosti. S druge strane, to je josˇ uvijek metoda kaljenja koja tezˇi
globalnom optimumu, umjesto da pohlepno zapne u oblizˇnjem lokalnom optimumu.
U deterministicˇkom kaljenju pristup se formalno temelji na principima teorije infor-
macija i teorije vjerojatnosti.
U pocˇetku zadajemo visoku vrijednost parametra kaljenja γ (temperaturu) na ne-
kom intervalu i kaljenje se provodi na konveksnoj kombinaciji parametara maksimalne
entropije i deterministicˇki izracˇunatih parametara (u simuliranom kaljenju parametri
su odabrani na slucˇajan nacˇin). U pocˇetku je doprinos deterministicˇki odredenih pa-
rametara jako mali, a sˇto se viˇse priblizˇavamo cilju, omjer se mijenja u njihovu korist.
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Dodavanje parametara maksimalne entropije sluzˇi izbjegavanju lokalnih optimuma.
Konkretno, u prvoj iteraciji zadamo inicijalne parametre modela. Ulazni parametri
za Viterbijevo treniranje su konveksne kombinacije parametara maksimalne entropije
i inicijalnih parametara. Kad je izracˇunat najvjerojatniji put kroz model, racˇunamo
tranzicijske i emisijske relativne frekvencije. U svakom sljedec´em koraku su ulazni
parametri konveksne kombinacije parametara maksimalne entropije i relativnih frek-
vencija izracˇunatih u prethodnom koraku.
Deterministicˇko kaljenje se provodi na sljedec´i nacˇin:
Inicijalizacija:
Tu= zadani tranzicijski parametri
Eu= zadani emisijski parametri
flT i flE su tranzicijski odnosno emisijski parametri maksimalne entropije
Petlja:
Dok je brojacˇ manji od ukupnog broja iteracija radi:
1.  T = γflT + (1− γ)TuE = γflE + (1− γ)Eu
γ - parametar kaljenja
2. Viterbijevim algoritmom racˇunamo najvjerojatniju stazu kroz model i maksi-
malnu vjerodostojnost
3. Racˇunamo relativne tranzicijske i emisijske frekvencije
4.  Tu = relativne tranzicijske frekvencije izracˇunate u koraku 3.Eu = relativne emisijske frekvencije izracˇunate u koraku 3.
5. Provjera uvjeta petlje
Kraj:
Imamo matrice relativnih tranzicijskih i emisijskih parametara i maksimalnu vjero-
dostojnost koju smo dobili u koraku 2.
Poglavlje 4
Rezultati
4.1 Maksimizacija vjerodostojnosti
Nakon sˇto smo zadali skriveni Markovljev model, moramo maksimizirati vjerodostoj-
nost.
Buduc´i da smo simulacijom dobili niz simbola, Viterbijevim algoritmom racˇunamo
najvjerojatniji niz stanja koji je emitirao dani niz simbola. Sad imamo niz stanja
i niz simbola, pa racˇunamo relativne tranzicijske i emisijske frekvencije. Dobivene
vrijednosti su novi parametri modela i s tim parametrima ponovo iteriramo proces.
Rezultati Viterbijevog treniranja ovise o zadanim inicijalnim parametrima modela i
sˇto su ti parametri udaljeniji od onih s kojima smo simulirali niz, procjena je losˇija.
Viterbijevo treniranje “pogodi” koji broj na kocki ima najvec´u vjerojatnost.
Kako nam je cilj procjena parametara modela, koristimo deterministicˇko kaljenje,
tehniku modifikacije Viterbijevog treniranja. Dodavanjem buke u model pokusˇavamo
zaobic´i lokalne maksimume. Parametar kaljenja γ smo definirali kao padajuc´u funk-
ciju koja ovisi o broju iteracija, γ = f(it). U samom pocˇetku procesa dodajemo jako
puno buke, a kako raste broj iteracija, tako smanjujemo buku.
T = γ ∗ flT + (1− γ) ∗ Tu
E = γ ∗ flE + (1− γ) ∗ Eu.
Pronac´i parametar kaljenja nije nimalo lagan posao. Kandidate smo trazˇili medu
linearnim funkcijama, potencijama i korjenima koristec´i pocˇetne uvjete: f(0) = 0.999f(br.iteracija− 1) = 0.001
20
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Slika 4.1: Graf parametra γ
Ispostavilo se da rjesˇenju nasˇeg problema vodi funkcija
γ = f(it) = α√
(it+ 1)
+ β (4.1)
Bukom nazivamo tranzicijsku i emisijsku matricu u kojoj su vjerojatnosti uniformno
distribuirane. To su redom:
flT =
(
0.5 0.5
0.5 0.5
)
flE =
(1
6
1
6
1
6
1
6
1
6
1
61
6
1
6
1
6
1
6
1
6
1
6
)
Prema lemi (1.4.3) flT i flE su parametri maksimalne entropije.
U prvoj iteraciji su Tu, odnosno Eu zadani inicijalni parametri, a kasnije se u te varija-
ble “spremaju” relativne frekvencije modela. Svaki korak se sastoji od racˇunanja naj-
vjerojatnijeg niza stanja Viterbijevim algoritmom i, jednom kad to imamo, racˇunamo
tranzicijske i emisijske relativne frekvencije za koje smo vec´ rekli da su parametri mak-
simalne vjerodostojnosti. Imamo nove parametre modela i ponovo iteriramo proces.
Promatrajuc´i vjerodostojnost parametara s kojima smo simulirali niz simbola, uocˇavamo
da je ona manja od one koju smo dobili za parametre koji su rezultat deterministicˇkog
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kaljenja. Zakljucˇujemo da smo simulirali model s bukom.
Deterministicˇko kaljenje na nasˇem primjeru uspjesˇno zaobilazi lokalne maksimume i
daje maksimalnu vjerodostojnost modela.
4.2 Simulacija i optimizacija
U radu je koriˇsten programski jezik Python.
Simulacija i Viterbijevo treniranje
Simulirali smo niz duljine 60 000 koristec´i dvije nesimetricˇne kocke. Prva kocka
ima vjerojatnost da padne nula 0.6, a ostale vjerojatnosti su 0.08, dok druga kocka
ima vjerojatnost da padne petica 0.5, a vjerojatnosti preostalih simbola su 0.1. Dakle,
model ima stanja
S = {K0, K5}
Matrica tranzicijskih vjerojatnosti je dijagonalno dominantna i izgleda ovako:
T =
(
0.95 0.05
0.1 0.9
)
dok je matrica emisijskih vrijednosti
E =
(
0.6 0.08 0.08 0.08 0.08 0.08
0.1 0.1 0.1 0.1 0.1 0.5
)
Uocˇavate da smo niz emisijskih vjerojatnosti pomakli ulijevo, odnosno, umjesto
skupa vrijednosti igrac´ih kocki {1,2,3,4,5,6}, koristimo skup {0,1,2,3,4,5}. Dakle,
zadali smo skriveni Markovljev model.
Za procjenu parametara modela, koristili smo Viterbijevo treniranje, algoritam
koji pronalazi skup parametara θ koji maksimizira vjerodostojnost najvjerojatnijeg
niza skrivenih stanja. Inicijalne parametre s kojima pokrec´emo Viterbijev algoritam
smo prikazali kao uredene 16-orke (tranzicijske vjerojatnosti prve kocke, tranzicijske
vjerojatnosti druge kocke, emisijske vjerojatnosti prve kocke, emisijske vjerojatnosti
druge kocke) te kroz 20 iteracija pokusˇali doc´i do parametara s kojima smo simulirali
model i maksimizirati vjerodostojnost. Sukladno ocˇekivanju, Viterbijevo treniranje
povec´ava vjerodostojnost s brojem iteracija, no sˇto su inicijalni parametri udaljeniji
od onih s kojima smo simulirali niz, to dobivamo slabije procjene parametara.
Razlog tomu je sˇto Viterbijev algoritam zapne u lokalnom maksimumu.
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Za inicijalne parametre
T =
(
0.55 0.45
0.45 0.55
)
E =
(
0.25 0.15 0.15 0.15 0.15 0.15
0.15 0.15 0.15 0.15 0.15 0.25
)
Viterbijevim treniranjem smo dobili sljedec´e rezultate:
Tres =
(
0.85 0.15
0.33 0.67
)
Eres =
(
0.546 0.107 0.106 0.108 0.107 0.025
0.026 0.077 0.077 0.076 0.076 0.668
)
Maksimalna vjerodostojnost nakon dvadesete iteracije iznosi: −95887.615193.
Za inicijalne parametre
T =
(
0.95 0.05
0.1 0.9
)
E =
(
0.6 0.08 0.08 0.08 0.08 0.08
0.1 0.1 0.1 0.1 0.1 0.5
)
Viterbijevim treniranjem smo dobili sljedec´e rezultate:
Tres =
(
0.95 0.05
0.08 0.92
)
Eres =
(
0.515 0.092 0.092 0.094 0.093 0.115
0.084 0.115 0.113 0.112 0.111 0.464
)
Maksimalna vjerodostojnost iznosi nakon dvadesete iteracije iznosi: −91777.320040.
Kako smo odredili da se vjerodostojnost svake iteracije upiˇse u niz, mogli smo
promatrati kako se ponasˇa kroz iteracije. Za zadanih 37 kombinacija razlicˇitih od
parametara s kojima smo simulirali model uocˇili smo da vjerodostojnost raste do
odredene iteracije, a onda se viˇse ne mijenja.
Medutim, promatrajuc´i Viterbijevo treniranje na parametrima s kojima smo simulirali
model, uocˇili smo da je najvec´a vjerodostojnost u prvoj iteraciji. Potom, izmedu druge
i osme iteracije naizmjenice raste i pada, da bi se od devete iteracije stabilizirala i u
konacˇnici iznosila −91777.320040. Razlog tomu je ubacivanje pseudozbroja od 3%.
Naime, tvrdimo da je vrijednost svake tranzicije, odnosno emisije barem 0.03.
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Deterministicˇko kaljenje
Buduc´i da rezultati Viterbijevog treniranja ovise o pocˇetnim parametrima modela,
modificirali smo algoritam i uveli deterministicˇko kaljenje. Parametar kaljenja γ ∈
(0, 1) zadan je s
γ = α√
it+ 1
+ β
Tranzicijska matrica T dobivena je kao konveksna kombinacija matrice s “flat”
parametrima i matrice s inicijalnim parametrima, odnosno
T = γ
(
0.5 0.5
0.5 0.5
)
+ (1− γ)
(
0.55 0.45
0.45 0.55
)
, γ ∈ (0.001, 0.999)
Analogno, matricu emisijskih vjerojatnosti definiramo s
E = γ
(1
6
1
6
1
6
1
6
1
6
1
61
6
1
6
1
6
1
6
1
6
1
6
)
+ (1− γ)
( 1
4
3
20
3
20
3
20
3
20
3
203
20
3
20
3
20
3
20
3
20
1
4
)
Broj iteracija je postavljen na 1000.
Postupak se iterira nakon sˇto se odrede novi parametri modela. Dok u Viterbijevom
treniranju bez modifikacije vjerodostojnost prestane rasti nakon nekoliko iteracija, u
treniranju s deterministicˇkim kaljenjem, ona neprestano raste.
Nakon 1000 iteracija smo dobili sljedec´e rezultate:
Tres =
(
0.871 0.129
0.329 0.671
)
Eres =
(
0.608 0.097 0.097 0.099 0.098 2.32 ∗ 105
11.79 ∗ 105 0.057 0.056 0.055 0.055 0.777
)
Maksimalna vjerodostojnost iznosi: −93747.3445166.
Za inicijalne parametre
T =
(
0.95 0.05
0.1 0.9
)
E =
(
0.6 0.08 0.08 0.08 0.08 0.08
0.1 0.1 0.1 0.1 0.1 0.5
)
deterministicˇko kaljenje je dalo sljedec´e rezultate:
Tres =
(
0.983 0.017
0.047 0.953
)
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Eres =
(
0.567 0.079 0.079 0.081 0.081 0.114
0.072 0.106 0.103 0.102 0.101 0.516
)
Maksimalna vjeroodostojnost nakon 1000 iteracija iznosi: −90748.6250036.
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Sazˇetak
U ovom diplomskom radu smo se bavili skrivenim Markovljevim modelima, moc´nim
statisticˇkim alatom koji je namijenjen modeliranju nizova koje generira neki skriveni
proces.
Dali smo formalnu definiciju skrivenog Markovljevog modela, opisali varijante algo-
ritma koje koristimo i implementirali ih u programskom jeziku Python.
Na primjeru dvije nesimetricˇne kocke konstruirali smo Markovljev model i za procjenu
parametara i povec´anje vjerodostojnosti iskoristili Viterbijevo treniranje sa i bez de-
terministicˇkog kaljenja. Uocˇili smo da nam Viterbijevo treniranje sa deterministicˇkim
kaljenjem radi bolje od treniranja bez kaljenja.
Summary
This thesis is concerned with a statistical model called hidden Markov model (HMM),
powerful statistical tool designed for modelling sequences generated by hidden pro-
cesses.
We gave a formal definition of the hidden Markov model, described various algorit-
hms and implemented them in Python.
Using the example of two asymmetric dies, we designed an HMM and used Viterbi
training with and without deterministic annealing to optimize the parameters. We
have noticed that Viterbi training with deterministic annealing works better than the
one without annealing.
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