We propose a completely kernel based method of estimating the call price function or the state price density of options. The new estimator of the call price function fulfills the constraints like monotonicity and convexity given in Breeden and Litzenberger (1978) without necessarily estimating the state price density for an underlying asset price from its option prices. It can be shown that the estimator is pointwise consistent and asymptotically normal. In a simulation study we compare the new estimator to the unconstrained kernel estimator and to the estimator given in Aït-Sahalia and Duarte (2003) .
Introduction
Research about estimating probability density functions (PDF) implied in option prices has been an ongoing topic since the pioneering work of Breeden and Litzenberger (1978) . They observed that by expressing the call price C as the discounted expectation under the equivalent martingale measure Q of the payoff function at expiration time T of the option, i.e.
C(t, T, S t , K, r t,T , d t,T ) = e −r t,T (T −t) E Q [max(S T − K, 0)]
= e −r t,T (T −t)
and differentiating this equation two times with respect to K, the following relationship between call price and PDF holds, ∂ 2 C(t, T, S t , K, r t,T , d t,T )
squares procedure in a first step and smoothing the result in a second step using local polynomials. Recently, Yatchew and Härdle (2006) introduced a further constrained nonparametric least squares estimator. They also assume the call price to be a function only depending on the strike price. Different from the method described in Aït-Sahalia and Duarte (2003) they use a nonparemtric least squares approach which directly yields a two times differentiable estimator. There exist many other nonparametric approaches different from kernel methods and for a more complete overview we refer to Fengler (2005) and Jackwerth (2004) . In this paper we propose a further nonparametric estimator of the 1-dimensional call pricing function (1) with strike as dependend variable and the other arguments fixed. Kernel methods -regression as well as density estimation -are the building blocks of a method for convex regression estimation proposed by Birke and Dette (2007) . This method relies on a monotonizing procedure described in Dette, Neumeyer and Pilz (2006) which is applied to the derivative of an unconstrained estimator. We slightly change this method to satisfy further restrictions imposed by the no-arbitrage condition. Our approach allows to estimate the call price function without calculating the corresponding SPD, i.e. the second derivative of the call price function. When only an interpolation between observed call prices is needed this technique might be advantageous, because estimation becomes more cumbersome when higher order derivatives have to be estimated. Furthermore it is also possible to estimate the SPD from our approach (see Remark 3.1).
The rest of this paper is organized as follows: In section 2 we review a few details about nonparametric kernel estimators which are required for our approach. We also discuss there how the no-arbitrage conditions can be formulated in an adequate way for our estimator. In section 3, we define our estimator of the call pricing function and discuss its asymptotic properties. As a main result Theorem 3.3 states asymptotic normality of our estimator. A finite sample simulation is given in section 4. Further, we compare our estimator to the estimator proposed by Aït-Sahalia and Duarte (2003) , which is comparable to our estimator in the sense that they also use kernel methods for construction. Finally, section 5 gives a short conclusion of the results. The proofs are deferred to the appendix.
2 Preliminaries: Kernel estimators and no-arbitrage conditions
Local polynomial estimation
In this subsection we give an introduction to the concepts of kernel estimators since they are building blocks for our approach given in section 3. For a detailed and comprehensive treatment of nonparametric kernel methods we refer to Fan and Gijbels (1996) . Consider a nonparametric regression model
and a bivariate sample {X i , Y i } 1≤i≤n of independent observations from that model. It is assumed that X has a positive twice continuously differentiable density f with compact support D.
The random variables ε i are i.i.d. with E [ε i ] = 0 and Var(ε 2 i ) = 1, i = 1, . . . , n, and finite fourth moment. The variance function σ : D → R + and the regression function C : D → R are assumed to be continuous and twice continuously differentiable, respectively. Therefore, the equation E[Y | X = x] = C(x) holds and approximating this value locally for z in a neighbourhood of x gives
The unknown values α k (x) ≡ C (k) (x)/k! of the regression function can be estimated from the sampled data by a weighted least squares method, that is by minimizing
where the kernel function K h (X − x) ≡ K((X − x)/h)/h integrates to one and the expansion of the neighbourhood around x included in the estimate is controlled by the bandwidth h. If α k ≡α k (x) denotes the estimated coefficients, estimated values for the regression function and their derivatives are given byĈ
Let A denote the design matrix of (3), y the vector of observed function values andα p (x) the vector of estimated coefficients,
Further, let W be the diagonal matrix of weights determined by the bandwidth and kernel function,
Then the general solution of (3) is given by weighted least squares theory,
where the superscript T denotes transposition of a matrix. In particular, for p = 0 the function fitted locally around x in (3) is constant and the resulting estimator
is called Nadaraya-Watson estimator.
Remark 2.1 Note that by equation (4) for a local polynomial estimate with order p all derivatives of the regression function up to order p are part of the estimate. But they are usually different from the derivatives of the estimateĈ 0,p , i.e. in general
Monotonicity and convexity as no-arbitrage constraints
The representation (1) of the call price function by the expectation under the equivalent martingale measure is established by the fundamental work of Cox and Ross (1976) and Harrison and Kreps (1979) . Differentiation in (1) with respect to the strike K yields
By setting K to 0 and +∞, respectively, the boundaries
follow. Taking the partial derivative with respect to K again results in equation (2) from which the condition
is derived. Since we deal only with derivatives with respect to K we write these two conditions for short by
For the option pricing function no-arbitrage bounds
have to be satisfied. When the constraints (5) and (6) are already satisfied, (7) reduces to
Indeed, (5) and (6) imply that C is a convex and monotone decreasing function of K, hence together with (8) and (9) the inequalities 0 ≤ C(K) ≤ S t e −d t,T (T −t) hold. To see, that also
is true, note that (8) can be written as
Because of (5) we get for any ξ > 0
this also holds for that ξ with
and therefore yields
Remark 2.2 Aït-Sahalia and Duarte (2003) derive a different representation of (7). By using relationship (2) they show that these constraints can be expressed by
where F (t, T ) is the forward with maturity T . Since we want to keep the opportunity to estimate the option price function without using the second derivative C ′′ we have chosen the representations (8) and (9).
The construction of our estimator is accomplished in the next section by the following steps. First an estimatorĈ ′ (K) will be defined that satisfies conditions (5) and (6). From this estimator either the SPD can be estimated by further differentiation or the call price function can be derived by integration. In both cases the estimator will be modified with respect to the remaining condition (7), either by using (10) and (11), or by using (8) and (9) in a way specified in the following section.
Constrained Estimation of Price Functions and State Price Densities
In this section we introduce a completely kernel based estimator of the call price function which fulfills the restrictions stated in section 2.2. The method is a modification of the convex kernel estimator of a regression function C which has recently been proposed by Birke and Dette (2007) . The authors use the fact that a differentiable function C is convex if and only if its first derivative is increasing. Therefore they apply a monotonizing procedure given in Dette, Neumeyer and Pilz (2006) to the first derivative of an unconstrained kernel estimator of the regression function. The primitive of this isotonization is the convex estimator of the regression function.
Monoton rearrangements of estimators
First we shortly introduce the monotonizing procedure mentioned above. If U is a uniformly distributed random variable on the interval [0, 1] and g is a strictly increasing differentiable function, then g(U ) has the density
and its distribution function is given by
For a positive kernel K d of order 2 and a bandwidth h d
is a smoothed version of the density in (12) and the corresponding distribution function is given by
which is, by the argumentation above, also an approximation of the inverse g −1 of the function g. If the function g is not increasing, the functions
are still increasing because they are distribution functions and their generalized inverses are increasing approximations of the function g. This method of obtaining an increasing function from an arbitrary one is also called increasing rearrangement (see e.g. Bennett and Sharpley, 1988) . In the context of convex function estimation we need in a first step an increasing rearrangement of the derivative of a regression estimate. IfĈ is a consistent and differentiable estimator of the regression function C andĈ ′ (x) = (∂/∂x)Ĉ(x) denotes its first derivative, then
is an increasing estimator of
is then obtained by inversion. BecauseĈ is a consistent estimator of the regression function which is convex, the unconstrained estimatorĈ ′ of the derivative should be nearly increasing if the sample size n is large enough and should therefore only differ slightly from the increasing
A convex estimator of the regression function C is then given bỹ
for any a ∈ [0, 1]. Birke and Dette (2007) show that the so defined convex regression estimator has asymptotically the same and in finite samples a very similar behavior as the unconstrained estimatorĈ one starts with. For the setting of estimating a call price function it is important that, in addition to the convexity, the derivative of the estimator fulfills the boundary conditions described in section 2.2. This is not guaranteed by using the estimatorC h d (x, a). By cutting the derivative of the regression estimate or its isotone rearrangement at the bounds it can be forced to fulfill these conditions. So, if c l and c u denote the lower and upper bound of C ′ in (5),
withφ
for all x ∈ [0, 1] and any fixed lower integration bound a ∈ [0, 1] are two reasonable estimates of the call price function. It has proven to be more manageable for the asymptotic consideration to cut after the isotonization but both methods result in nearly the same estimate. As described in Birke and Dette (2007) the choice of the lower integral bound a is irrelevant for the asymptotic behavior of the estimator but plays an important role in finite sample settings if the unconstrained estimator is not convex. Therefore we now define L 2 -optimal estimators of the call price function, that means, convex estimators that minimize the L 2 -distance to the unconstrained estimatorĈ.
Then we haveC
Remark 3.1 A reasonable estimator of the SPD can be obtained by differentiating
is not differentiable we cannot use this for estimating the SPD. Birke and Dette (2007) show that the convex estimator defined there has the same asymptotic behavior as the unconstrained one, that is, both are consistent estimates for C and have asymptotically the same normal distribution. The aim of this section is to proof an analog result for the estimateĈ h d (x, a), a ∈ (0, 1) by tracing it back to the situation in Birke and Dette (2007) . For the sake of completeness the theorem given there is again stated in this section. During the whole section we restrict ourselves to the case of a local constant estimate as unconstrained estimator of the regression function, that iŝ
Asymptotic behavior
with kernel K r and bandwidth h r .
Theorem 3.2 (Birke and Dette, 2007) Assume that K d is a two times continuously differentiable kernel of order 2 and K r is a three times continuously differentiable kernel of order 3. Let the bandwidths fulfill
If the regression function C is strictly convex and three times continuously differentiable, then we have for any x ∈ (0, 1) with C ′′ (x) > 0 and any a ∈ (0, 1)
The proof of this theorem strongly relies on the fact that the first derivative of the unconstrained estimatorĈ is still two times continuously differentiable. This is not the case for the convex estimateC h d (x, a) where we start withC ′ as an estimator of the derivative of C. Therefore we cannot use Theorem 3.2 to show its asymptotic normality. The estimateĈ h d (x, a) has the advantage that its unconstrained estimator is still three times continuously differentiable and hence, we state the following theorem forĈ h d (x, a).
Theorem 3.3 Let K d be a two times continuously differentiable kernel of order 2, K r be a three times continuously differentiable kernel of order 3 and let the bandwidths fulfill
Theorem 3.3 yields that the constrained estimatorĈ h d of the call pricing function is consistent if the unconstrained estimator is consistent. Moreover, we obtain the following corollary about its asymptotic distribution.
Corollary 3.1
for any x, a ∈ (0, 1), where the bias and asymptotic variance are given by
Because Theorem 3.3 and Corollary 3.1 hold for every a ∈ (0, 1) their assertions are also true for the L 2 -optimal estimator of the call price function.
Finite Sample Behavior

The estimator of Aït-Sahalia and Duarte
We will give a brief review of the estimator proposed by Aït-Sahalia and Duarte (2003) which we will compare in the following simulation study to the estimator defined in the previous section. The method is a modification of the classical constrained least squares regression problem (see e.g. Brunk, 1970 , Wright, 1982 or Dykstra, 1983 ) combined with a smoothing step. Assume that the sampled data of strikes and option prices {X i , Y i } 1≤i≤n is already ordered with respect to increasing strike prices, i.e. X i ≤ X j for 1 ≤ i < j ≤ n. In the first step the option prices Y i of the sampled data are substituted by values m i which are calculated by the constrained least squares regression due to Dykstra (1983) 
over all tupels (m 1 , . . . , m n ) ∈ IR n subject to the constraints motivated by conditions (5) and (6),
In the second step, a local linear estimator is applied to the transformed data {X i , m i } 1≤i≤n , i.e.Ĉ (1) =Ĉ 1,1 is calculated as in (4), but for the estimation of the SPD the true derivativê C (2) =Ĉ ′ 1,1 is taken (instead ofĈ 2,p with some p ≥ 2 for example). This construction enables us to state, that not only the transformed data m i but also the estimates satisfy the constraints −e −r t,T (T −t) ≤Ĉ 1,1 (x) ≤ 0 andĈ ′ 1,1 (x) ≥ 0 (see Proposition 1 in Aït-Sahalia and Duarte, 2003). Finally, the conditions given in (7) are satified by modifications of the estimators subject to (10) and (11). An estimator of the call price function is obtained fromĈ ′ 1,1 by using equations (1) and (2), that isĈ
Simulation Study
We consider a log-normal SPD,
It is well known that in the Black, Scholes and Merton framework (see Black and Scholes, 1973 and Merton, 1973) , the price of a call option,
where N (·) denotes the standard normal distribution function, s the (annualized) volatility of the log-returns of the underlying asset price and
induces a lognormal SPD for the random variable ln(S T /S t ) with mean µ = (r t,T − d t,T − 1 2 s 2 )(T − t) and variance ν 2 = s 2 (T − t). For simplicity we have set the interest rate r t,T and the dividend yield d t,T equal to zero and the other parameters to common values (except µ which calculates from the relation above), S t = 100.0, µ = 4.5851, ν = 0.2 and T − t = 1.
In practice, not for every considerable strike in the interval [0, +∞] of the underlying asset options are traded, but typically only for some certain strikes in a range [a, b] around the actual spot value S t . If the underlying asset trades in a bullish regime the actual spot S t will be closer to b, and if it trades in a bearish regime it will be closer to a. To depict this we assume that we can observe n = 51 tradeable call prices with strikes equally spaced within the intervall [50, 170] . Due to different liquidity of the options, the existence of bid/ask spreads and transactions costs, the observed call prices do not exactly match the theoretical prices of the call price function. Therefore, the model for the observed call prices is
with i.i.d. ε i ∼ N (0, σ 2 ) and σ = 1.5. Note that this model does not exclude sampled call prices which are negative and thus allow for arbitrage. In our opinion the model is still appropriate, if a heteroscedastic variance function is used, i.e. Var(ε i ) = σ 2 (K i ) for all strikes. The variance function σ 2 must then reflect what can be observed in practice, namely that the variance of the sampled call prices tends to zero, when strikes increase and call prices get close to zero, respectively. Since we want to compare the estimator proposed in the previous section to the unconstrained kernel estimator, we refrain to model the variance homoscedastically to make the differences more clearly, which arise from the two approaches. Figure 1 shows from left to right the true call price function with one of the simulated samples, the derivative of the call price function and the SPD.
The estimator is now constructed in three steps. First, for 80 equidistant values a in the interval [50, 170] estimatorsĈ h d (x, a) are computed as given in (17). According to theorem 3.1 the expressionĈ
is calculated in a second step. Finally, to satisfy the conditions (8) and (9) different corrections can be adopted. Aït-Sahalia and Duarte (2003) propose (see section 3.6 in their paper) to adjust their estimateĈ (2) (x) of the SPD by
for an appropriate translation parameter z, to fulfill conditions (10) and (11) in Remark 2.2 (or conditions (2.8) and (2.9) in their paper, respectively). This method can also be applied to our estimatorp Q (x) given in Remark 3.1. This suggests to replace the integral boundaries by a and b, respectively, if calls are only observed for strikes in [a, b] , which in turn implies that values of the SPD outside the interval must be zero. This of course is not true in general.
Since our estimatorĈ h d (x) is constructed without using the corresponding SPD, we choose to modify it with respect to conditions (8) and (9) by making an affine transformationĈ mod (x) ≡ α + β ·Ĉ h d (x). Here α and β are determined by minimizing ℓ(α, β) = α 2 + (1 − β) 2 under the constraintsĈ mod (a) = S t e −d t,T (T −t) − ae −r t,T (T −t) andĈ mod (b) = 0. Again, these constraints imply that the SPD outside the interval [a, b] is zero. The bandwidth h r is chosen by using the estimatorσ for the integrated variance proposed by Rice (1984) . Therefore let (K (i) , Y [i] ) (i = 1, . . . , n) denote the sample of strikes in increasing order with their corresponding call prices. Then the integrated variance is estimated bỹ
from which the bandwidth for the regression step
and the bandwidth for the density step
are calculated. In this finite sample simulation study we set γ r = 2/3 and γ d = 3.0.
In Figure 2 the mean call price function from 500 simulations and its mean derivative are plottet against the true functions (solid line). The estimator proposed in this paper is represented by the dashed line, and the estimator of Aït-Sahalia and Duarte (2003) by the dotted line. It can be seen that both estimators lie very close to the true function. Bias, variance and mean squared error (MSE) are shown in Figure 3 . For comparison we have also plotted these functions for the unconstrained local polynomial kernel estimator applied to the sample data directly. It can be seen that for bias, variance and MSE the constrained estimator performs better than the unconstrained estimator in almost all regions of the interval [50, 170] 
Conclusion
As already pointed out in the introduction, there are several arguments for estimating the call price function nonparametrically. In this paper we propose a completely kernel based estimate of the call price function which fulfills all constraints given by the no-arbitrage principle. One of the major advantages of our method is that we do not have to estimate the state price density first which is essentially the second derivative of the call price function and can only be estimated with a worse rate than the call price function in kernel regression. Our estimator is asymptotically normal with the same bias and variance as the unconstrained estimate one starts with. Also in finite samples both have a very similar behavior but we see slight advantages for the constrained estimator in the MSE. The results for our estimator are also comparable with those of Aït-Sahalia and Duarte (2003) . However, in contrast to the procedure proposed by these authors,the method suggested in this paper does not require constrained optimization techniques which might be computationally extensive.
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Appendix: Proofs
Proof of Theorem 3.
−1 respectively, we have to compute
while the last equality holds because of the continuity of ∆ in both cases. From that it follows that arg min
By again using the continuity of ∆ there has to exist at least one point a
Then the difference between the L 2 -optimal convex and the unconstrained estimator has the representation
which is equal to
Sketch of Proof for Theorem 3.2. For the sake of completeness and to show the necessity of a two times continously differentiable unconstrained estimator mentioned in section 3.2 we present the essential steps of the proof here and refer for a detailed proof to Birke and Dette (2007) or Birke (2007) . In a first step we express the increasing rearrangement of the unconstrained estimator by its distribution function using a functional taylor expension of the operator which maps a function to its quantile.
This yields for the estimateC h d in (15) the representatioñ
a remainder B n,λ * (z) and some λ * ∈ [0, 1]. We now treat the two terms in this expansion separately. Recalling the definition of A n (t) we have
with
For the first term we have (observing that the in-
where the last line defines the terms ∆ (1.j) n (j = 1, 2, 3),Ĉ(x) denotes the Nadaraya-Watson estimate of the regression function defined in (18) and we have used the fact that our construction is based onĈ ′ (x) = ∂Ĉ(x)/∂x as an estimate for the derivative of the regression function.
The term ∆ (1.1) n can be estimated as
by using another taylor expansion of order 2. A straight forward but tedious calculation shows in a similar way that the terms ∆ (1.j) n , A n,j , j = 2, 3 and x a B n,λ * (z) dz are of order o P (1/ √ nh r ). For details of this calculation see Birke and Dette (2007) or Birke (2007) . Therefore, an at least two times continously differentiable unconstrained estimator is essential to obtain the asymptotic behavior of the constrained estimator.
Proof of Theorem 3.3. In addition to (17)Ĉ h d (x, a) can be written aŝ
On the first part of the right hand side of (25) we can apply Theorem 3.2. The proof is complete if we are able to show that both remainders R 1 and R 2 are of order o P (1/ √ nh r ). Because of the similarity of both remainders we only discuss R 2 here. The estimation of R 1 follows in a similar way. It is
The estimateĈ ′ is uniformly consistent with convergence rate O(log h −1 r /nh 3 r ) 1/2 (similar proof as in Mack and Silverman, 1982) . With Theorem 3.1 in Neumeyer (2006) and the conditions h uniformly for every z ∈ [a, x], which means that the estimate φ h d (Ĉ ′ ) −1 (z) is uniformly consistent for C ′ . Therefore the estimation in (26) can be continued as
Note that φ h d (Ĉ ′ ) −1 (z) ≥ C ′ (z) holds for every z ∈ [a, x] with φ h d (Ĉ ′ ) −1 (z) ≥ c u . We then obtain by using the Markov inequality
because the first derivative of C is strictly increasing and therefore the denominator in the Markov inequality is bigger then 0. The estimation of R 2 now results in
which concludes the proof of Theorem 3.3.
