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THE OPTIMAL DYADIC DERIVATIVE
ANDREAS KLOTZ
ABSTRACT. We show that the best approximation to the difference operators on the cyclic groups
of order 2n by a dyadic convolution operator are the restrictions of a generalized dyadic derivative.
This answers a question on the “intuitive” interpretation of the dyadic derivative posed by Butzer
and Wagner more than 30 years ago.
1. INTRODUCTION
This note originates from a question of Paul Butzer and Heinz-Joseph Wagner [5], posed more
than 35 years ago: Is there an “intuitive” explanation or interpretation of the dyadic derivative,
i.e., of the operator D on L2([0;1]), defined by
(1) Dwk = kwk ,
where wk is the kth Walsh function in Paley enumeration (definitions below)? More precisely, it
was stated in [5]:
“One essential open problem in dyadic analysis [...] is an actual interpretation of the dyadic
derivative. [..] However, just as the classical derivative may be associated with the slope of a
tangent to a curve, or with the rate of speed of an object, thus associated with geometrical or
physical notions, the problem here is to find an appropriate intuitive interpretation of the dyadic
derivative in terms of one or more of the modern sciences which make use of Walsh analysis.”
Despite the generalizations that that the concept of a dyadic derivative has undergone in the
past decades (see, e.g. [12, 19, 3, 2, 11, 17]) and the considerable progress in the understanding of
dyadic derivatives (a by no means complete list might contain [14, 18, 10, 16, 8] and the works
referenced in [15]) the question of Butzer and Wagner (see also [6] for a similar statement)
remains without answer – even if one widens the view to include the generalizations mentioned
above.
In the present contribution a generalized dyadic derivative is characterized by its relation to
the ordinary differentiation operator. More precisely it is shown that the generalized dyadic
derivative can be characterized as the unique dyadic convolution operator whose restriction to
the cyclic subgroups Zn2 of [0;1) is the best approximation to the sequence of cyclic difference
operators ∆2−n in the Hilbert-Schmidt norm.
The following properties of this operator are worth to mention:
(a) By construction, one obtains a sequence of best approximating dyadic convolution oper-
ators on every subgroup Zn2. The surprising fact is that all of them are restrictions of one
generalized dyadic derivative.
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2 ANDREAS KLOTZ
(b) Though this operator is not the dyadic derivative invented by Butzer and Wagner it is a
closely related operator Dγ satisfying
DγwGk =
{
2k wGk , k even ,
2(k+1)wGk , k odd ,
where the wGk are the Walsh functions ordered by increasing number of their sign changes
(the so called sequency ordering). This might not come as a surprise as “sequency mimics
frequency” (e.g., the location of the maximum of the Fourier transform of a given Walsh
function is related to its sequency index Gk in a simple manner).
Returning to the question of Butzer and Wagner the dyadic derivative “may be associated with
the slope of a tangent to a curve” by means of an optimality principle.
2. BACKGROUND AND NOTATION
The dyadic expansion of x∈ [0;1) is x=∑∞k=1 xk2−k with xk ∈ {0,1}; if x= 2−mk for an integer
k we choose the expansion ending in zeros. The dyadic expansion of n ∈ N0 is n = ∑∞k=0 nk2k
with nk ∈ {0,1}.
Denote by Z2 the cyclic group of order 2, i.e. Z2 = {0,1} with addition modulo 2. The Haar
measure on Z2 assigns the value 1/2 to each singleton. The dyadic group ZN2 =∏
∞
k=1Z2 consists
of all sequences (xk)k∈N with xk ∈ Z2. It is generated by the elements ek = (δ jk)k∈N. Addition +˙
in ZN2 is defined componentwise modulo 2: (x+˙y)k = xk + yk mod 2. With the natural product
topology ZN2 is a totally disconnected, compact abelian group. The Haar measure dλ on ZN2 is
the product measure of the Haar measure on Z2 with total mass one.
For x ∈ ZN2 the dyadic balls
Bn(x) = x+˙{z ∈ ZN2 : zk = 0,1≤ k ≤ n}= {z ∈ ZN2 : zk = xk,1≤ k ≤ n}
form a finite partition of ZN2 for each nonnegative integer n, and are a basis of the topology of
ZN2 . Dyadic balls are either disjoint or included in each other. The balls Bn(0) are subgroups of
ZN2 . In particular ZN2 can be partitioned uniquely into the balls {Bn(x)}x∈Zn2 for each n ∈ N.
The characters on ZN2 , i.e. the group homomorphisms to the complex unit circle T are the
Walsh functions, defined for x ∈ ZN2 and for n ∈ N0 by
wn(x) = (−1)∑∞k=0 nkxk+1 = (−1)[n,x] ,
where [n,x] =∑∞k=0 nkxk+1 mod 2. The enumeration is called the Paley enumeration, and wn are
the Walsh-Paley functions.
The multiplicative group D = {wm : m ∈ N0} is the Pontryagin dual of the dyadic group, and
an orthonormal basis of L2(ZN2 ). If m,n ∈ N0 with dyadic expansions as above, then dyadic
addition m+˙n = ∑∞k=0(mk +˙nk)2k turns N0 into a group which is isomorphic to D. In particular,
for x,y ∈ ZN2 , and m,n ∈ N0
wmwn = wm+˙n ,
wm(x+˙y) = wm(x)wm(y) .
For n ∈ N0 the sets Dn = {wm ∈ D : m < 2n} are multiplicative subgroups of D of order 2n, and
the functions in Dn are constant on the dyadic intervals Bn(x). In particular, the functions in Dn
are uniquely determined by their values on Zn2. In other words, the span of Dn is
Fn = { f : ZN2 → C, f constant on cosets of Bn} .
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2.1. Sequency ordering. Besides the Paley ordering, there is another ordering of the Walsh
functions – the sequency ordering – that is more closely related to the frequency concept of
Fourier analysis. To define the sequency ordering we need the interpretation of Walsh functions
as being defined on the unit interval.
For x ∈ [0;1) we define Fine’s map ρ : [0;1)→ ZN2 ; x 7→ (xk)k∈N, where the xk are the compo-
nents of the dyadic expansion of x. The absolute value of x ∈ ZN2 is |x|=∑∞k=1 xk2−k, a metric on
ZN2 is given by d(x,y) = |x− y|. By abuse of notation we use the absolute value also for k ∈ N0.
On the interval [0;1) the Walsh functions are defined by
w˜n(x) = wn(ρ(x)) ,
and the set D˜ = {w˜n : n ∈ N0} with pointwise multiplication is isomorphic to D as a group; the
definition of the subgroups D˜n is obvious. For 1 ≤ p < ∞ the Banach spaces Lp([0;1)) and
Lp(ZN2 ) are isometrically isomorphic via the mapping (see, e.g.,[15])
Lp(ZN2 )→ Lp([0;1)); f 7→ f ◦ | |
We want to order the Walsh functions in increasing sequency, that is the number of sign
changes on (0;1). We develop the needed concepts from scratch, as we shall use them later,
see also [15] for a similar derivation.
Lemma 1. The function w˜k ∈ D˜n changes sign at x∈ (0;1) only if ρ(x)∈Zn2. If x=∑M(x)−1j=1 x j2− j+
2−M(x), where 1≤M(x)≤ n, set hM(x) = ∑Nk=M(x) ek. Then w˜k ∈ Dn changes sign at x if and only
if [k,hM(x)] = 1.
Proof. As the values of wk ∈Dn are constant on the balls Bn(x), the functions w˜k can change sign
only at the points of the form ∑nj=1 x j2− j, x j ∈ Z2. So w˜k changes sign at x = ∑nj=1 x j2− j, if
(2) w˜k(x) =−w˜k(x−2−n) .
Equivalently, for x = ∑nj=1 x je j
(3) wk(x+˙ρ(|x−2−n|) =−1 .
If x = ∑M(x)−1j=1 x je j + eM(x) for 1≤M(x)≤ n, then
ρ(|x−2−n|) =
M(x)−1
∑
j=1
x je j +
n
∑
j=M(x)+1
e j ,
so
(4) x+˙ρ(|x−2−n|) =
n
∑
j=M(x)
e j = hM(x) .
The statement of the Lemma follows by combining equations (3) and (4). 
Remark. We note for later use that, by setting M(0) = 1 and interpreting the difference x−2−n
modulo 1, i.e. −2−n = ∑nj=1 2− j, Equation (4) is also true for x = 0.
Define the Z2-linear mapping S for n = ∑∞j=0 n j2 j ∈ N0 by Sn = ∑∞j=0 n j+12 j . Set G = I+S,
where I is the identity on N0. The matrix representation of Gk on the Z2-subspace {0,1, . . . ,2n−
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1} of N0 with respect to the basis 2l, l = 0, . . . ,n−1 is
Gk =

1 1 0 . . . . . . 0
0 1 1 0 . . . 0
. . . . . . . . . . . . . . . . . .
0 . . . . 0 1 1
0 . . . . . . . 0 1


k0
k1
. . .
kn−2
kn−1
=

k0 +˙k1
k1 +˙k2
. . .
kn−2 +˙kn−1
kn−1

Proposition 2. The function w˜Gk has exactly k sign-changes in (0;1).
Proof. Equation (4) implies that whenever wk changes sign at x∈Zn2 it changes sign for all z∈Zn2
with M(z) = M(x). Define Mr = {x ∈ Zn2 \{0} : M(x) = r} for 1≤ r ≤ n. By definition of M(x)
we obtain that |Mr|= 2r−1, and the disjoint union of the Mr is⋃nr=1 Mr =Zn2\{0}. As wk changes
sign at x ∈Mr, if and only if
1 = [k,hr] = [k,
n
∑
i=r
ei] =
n−1
∑
i=r−1
ki mod 2 ,
the total number of sign changes of wk in the unit interval is
n
∑
r=1
( n−1
∑
i=r−1
ki mod 2
)
2r−1 =
n−1
∑
r=0
(n−1
∑
i=r
ki mod 2
)
2r
=
∣∣∣∣∣∣∣∣

kn−1 +˙kn−2 +˙ . . .+˙k0
. . .
kn−1 +˙kn−2
kn−1

∣∣∣∣∣∣∣∣=
∣∣∣∣∣∣∣∣

1 1 . . . . . . 1
0 1 . . . . . . 1
. . . . . . . . . . . . . . .
0 0 . . . 0 1


k0
k1
. . .
kn−1

∣∣∣∣∣∣∣∣
=
∣∣∣n−1∑
i=0
Sik
∣∣∣= |G−1k| .
So wGk has k sign changes in (0;1). 
3. BEST APPROXIMATION BY DYADIC CONVOLUTION OPERATORS
3.1. Hilbert-Schmidt norm. Let H be a Hilbert space with orthonormal basis {eλ}λ∈Λ. The
Hilbert-Schmidt-norm (or Frobenius norm) of an operator A∈B(H) is ‖A‖F =
(
∑λ∈Λ‖Aeλ‖2H
)1/2,
and this norm is independent of the choice of the basis. It is well known that this norm stems
from an inner product. With the trace operator traceA = ∑λ∈Λ〈Aeλ ,eλ 〉 this inner product is
〈A,B〉F = trace(B∗A) . Therefore the (unique) best approximation of a Hilbert-Schmidt operator
A on a (closed) subspace of the Hilbert-Schmidt operators in the Hilbert-Schmidt-norm is the
orthogonal projection on this subspace with respect to the Hilbert-Schmidt inner product.
We will need the following immediate consequence of the definition of a Hilbert-Schmidt
operator.
Proposition 3. If A is a Hilbert-Schmidt operator onH, and T : H→K a Hilbert space isomor-
phism, then TAT−1 is a Hilbert-Schmidt operator on K with the same norm.
3.2. Walsh transform and dyadic convolution operators. Let f ,g ∈ L1(ZN2 ). The dyadic con-
volution of f and g is
f ∗˙g(x) =
∫
t∈ZN2
f (x+˙ t)g(t)dλ (t) .
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The dyadic convolution operator C f is C f g = f ∗˙g.
The Walsh Transform of f is
W f (k) = f∼(k) = 〈 f ,wk〉=
∫
t∈ZN2
f (t)wk(t)dλ (t) for k ∈ N0 .
The Walsh transform is an isometry between L2(ZN2 ) and `2(N0).
It is straightforward that for f ,g ∈ Fn
f∼(k) =
{
2−n∑t∈Zn2 f (t)wk(t), k < 2
n
0, else ,
and
f (x) =
2n−1
∑
k=0
f∼(k)wk(x) .
Following an approach of Pearl [13] we want to characterize the best approximation of operators
on L2(ZN2 ) by dyadic convolution operators C f , f ∈ L2(ZN2 ).
Proposition 4. Assume that A is a Hilbert-Schmidt-operator on L2(ZN2 ). Then the best ap-
proximation of A by a dyadic convolution operator C f in the Hilbert-Schmidt-norm is given by
f∼(k) = 〈Awk,wk〉.
Proof. Consider the commutative diagram
L2(ZN2 )
A−−−−→ L2(ZN2 )
'
yW 'yW
`2(N0)
A˜−−−−→ `2(N0)
i.e. A˜ f˜ =W(A f ), and ‖A‖F = ‖A˜‖F . For the entries of the matrix A˜ we obtain
A˜(k, l) =〈A˜el,ek〉`2(N0) = 〈A˜Wwl,Wwk〉`2(N0)
=〈W∗A˜Wwl,wk〉L2(ZN2 ) = 〈Awl,wk〉L2(ZN2 ) .
As C˜ f = Diag( f˜ ), where Diag denotes a diagonal matrix, we see that minimal norm ‖A−C f ‖F
is obtained for f˜ (k) = 〈Awk,wk〉. We still have to show that f ∈ L2(ZN2 ):
‖ f‖22 = ‖ f˜‖22 =
∞
∑
k=0
|〈Awk,wk〉|2 ≤
∞
∑
k=0
‖Awk‖22 = ‖A‖2F . 
3.3. Best Approximation of Cyclic Difference Operators. We will need an appropriate def-
inition of a dyadic derivative. In [4, 5] Butzer and Wagner introduced the concept of a dyadic
derivative, which was an extension of the logical derivative used by Gibbs [9] on Zn2. This
operator has the property that
Dwk = |k|wk for all k ∈ N0 ,
thus mimicking the behavior of the classical differentiation operator on the exponentials. In [12],
Onneweer mentioned the dependence of the definition on the ordering on the Walsh functions,
and offered an alternative definition of a dyadic derivative with the property that
Dwk = 2blog2|k|cwk .
We follow the definition of He Zelin [11], who defined a generalized dyadic derivative. We adapt
the definition for ZN2 .
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Assume that γ = (γ(k))k∈N0 is a sequence of complex numbers. The generalized dyadic de-
rivative f ∈ L1(ZN2 ) is
(5) Dγ f = lim
n→∞ f ∗˙
2n−1
∑
k=0
γ(k)wk ,
whenever the expression on the right side converges in L1(ZN2 ). The set of all f ∈ L1(ZN2 ) such
that the limit exists is the domain D(Dγ) of Dγ . The generalized dyadic derivative is a closed
operator from D(Dγ) to L1(ZN2 ). This follows form [11, Thm 1]. It is elementary that
Dγwk = γ(k)wk .
The case γ(k) = |k| corresponds to the dyadic derivative considered by Butzer and Wagner, and
γ(k) = 2blog2|k|c is the dyadic derivative of Onneweer.
For the formulation of the main theorem we need to introduce the translation operator on [0;1)
as Tx f (t) = f (t − x), the difference is to be understood modulo 1, and the difference operator
∆n = 2n(T2−n− I). By abuse of notation these operators are also defined on Zn2, if x ∈ Zn2.
Theorem 5. There is a unique generalized dyadic derivative Dγ that approximates the ordinary
derivative in the following sense:
For any n ∈ N, the restriction of Dγ is the best approximation to ∆n in the class of dyadic
convolution operator, measured in the Hilbert-Schmidt norm,
(6) ‖Dγ |Fn−∆n‖F = min{‖C f −∆n‖F : f ∈ Fn} .
The coefficients of γ are
γ(Gk) = 2(k0+ |k|)
In particular,
Dγ f = 2 lim
n→∞ f ∗˙
2n−1
∑
k=0
(k0+ |k|)wGk .
Remarks. (a) It is remarkable that one operator satisfies (6) for all indices n.
(b) The theorem answers in a way the question posed by Butzer and Wagner: There is a (gener-
alized) dyadic derivative that can be uniquely described as the limit of optimal approximations to
classical difference operators by dyadic convolution operators. So in this way the dyadic deriva-
tive is the best approximation to the classical differentiation operator. It should be no surprise that
the description of Dγ is simplest for the sequence ordering of the Walsh functions, as sequency
mimics frequency. (Another example would be the position of the maximum of the Fourier trans-
form of Walsh functions, which can be described most transparently for the sequency ordering.)
(c) On an n-dimensional Hilbert space the Hilbert-Schmidt-norm admits a statistical interpre-
tation [1, Thm. 2.2]: If X is a uniformly distributed random variable on the unit sphere Sn−1
then
‖A‖2F = nE(‖AX‖22)
where E is the expectation operator. (Remark: A simple proof of this statement can be based on
the divergence theorem.) So the generalized dyadic derivative obtained in the theorem approx-
imates the classical difference operators best in a statistical sense. This might be of interest in
signal processing applications.
The statements of theorem are a simple consequence of the following lemma.
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Lemma 6. The best approximation of the cyclic translation operator T2−n by a dyadic convolution
operator C f on Fn in the Hilbert-Schmidt-norm satisfies
f∼(Gm) = 1−2−n+1(|m|+m0)
Proof. This follows from
f∼(k) = 2−n ∑
x∈Zn2
T2−nwk(x)wk(x) = 2−n ∑
x∈Zn2
wk(φ(|x|−2−n)+˙x)
= 2−n ∑
x∈Zn2
wk(hM(x)) = 2−n(wk(hM(0))+ ∑
x∈Zn2\{0}
wk(hM(x))
by (4). As |Mk|= 2k−1 for k > 0 and hm(0) = h1 the sum above can be rewritten as
f∼(k) = 2−n
(
wk(h1)+
n
∑
r=1
wk(hr)2r−1
)
= 2−n
(
(−1)[k,h1]+
n
∑
r=1
(−1)[k,hr]2r−1)
We now use that (−1)m = 1−2m for m ∈ Z2 to obtain
f∼(k) = 2−n
(
1−2[k,h1]+
n
∑
r=1
(1−2[k,hr])2r−1
)
= 2−n
(−2[k,h1]+2n−2 n∑
r=1
[k,hr]2r−1
)
= 2−n
(−2[k,h1]+2n−2|G−1k|) .
Substituting k = Gm yields
f∼(Gm) = 1−2−n+1(m0+ |m|) ,
and that is what we wanted to prove. 
Proof of Theorem 5. We only have to observe that
T2−n−C f = (T2−n− I)− (C f − I) = ∆n−C f−δ 
The obtained result is in a way rather peculiar, as is shown in the following two examples.
Example 7. The best approximation of the symmetric difference operator 2n−1(T2−n−T2−n) by a
dyadic convolution operator is by the zero operator. This follows easily from the inspection of
the diagonal elements (see Proposition 4)
〈T2−nwk,wk〉−〈T−2−nwk,wk〉= 0 ,
as
〈T−2−nwk,wk〉= 〈wk,T2−nwk〉= 〈T2−nwk,wk〉 .
Example 8. The operator J of anti-differentiation on [0;1) is
J f (x) =
∫ x
0
f (t)d t .
Let us determine the best approximation of the Hilbert-Schmidt-operator J by a dyadic convo-
lution operator. By Proposition 4 it is sufficient to compute 〈Jwk,wk〉. Using the expansion [7,
Eq.(3.6)], valid for k ≥ 1,
Jwk = 2−n−2(wk′−
∞
∑
r=1
2−rw2n+r+k) ,
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where k ≥ 1, k = 2n + k′, and 0 ≤ k′ < 2n, we obtain that 〈Jwk,wk〉 = 0 for all k ≥ 1. On the
other hand it is straightforward that 〈Jw0,w0〉 = 1/2, so γ0 = 1/2 and γk = 0 for all k ≥ 1. The
resulting operator is
Dγ f =
1
2
∫ 1
0
f (λ )dλ .
We end this note with some questions, which might be tractable by the methods used above.
(1) What are the best approximations of ∆kn , k > 1 by dyadic convolution operators?
(2) It is possible to adapt the approach given above and to consider classical differentiation
operators on the space of trigonometric polynomials of degree n and their approximation
by dyadic convolution operators. Does this change the result of Theorem 5?
(3) Can a similar result be obtained if the Hilbert-Schmidt norm is replaced by, e.g., the
operator norm?
(4) What is the generalization to Vilenkin groups?
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