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Abstract: The trac generated by multimedia appli-
cations presents a high degree of burstiness that can
hardly be described by a static set of trac parameters.
We present a dynamic QoS negotiation scheme applied
to a prototype application that provides temporized data
transfer. The dynamic and ecient usage of the re-
sources can be reached with the introduction of the rene-
gotiable variable bit rate (RVBR) service, which is based
on the renegotiation of the trac specication. We de-
scribe and discuss the RVBR service and how it applies
to resource reservation for Internet trac with RSVP.
We propose an architecture design that we evaluate by
accomplishing a prototype implementation, whose per-
formance is measured with temporized le transfer using
real MPEG2 video traces. The results we obtained in-
dicate that renegotiation is an ecient mechanism for
accommodating trac uctuations over the burst time-
scale and that the RVBR service can be easily imple-
mented in real applications, using available technology.
Keywords: Shaping system, renegotiation, VBR pa-
rameters, resources optimisation, RSVP, prototype im-
plementation.
1 Introduction
We consider the Renegotiable Variable Bit Rate
(RVBR) service, dened as a variable bit rate service
whose parameters are changed at periodic renegotiation
moments. An example of this service is the Integrated
Service of the IETF with the Resource reSerVation Pro-
tocol (RSVP), where the negotiated contract may be
modied periodically [1]. A ow using the RVBR ser-
vice is constrained by two leaky buckets: one denes
the peak rate, the other denes the sustainable rate and
the burst tolerance. We consider a basic scenario where
fresh input trac is shaped in order to satisfy the leaky
bucket constraints. We assume that shaping is done by
an optimal shaper, with a limited buer size X [2]. The
input trac may be generated by one source, or it may
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be an aggregate of sources, in which case the shaper
models a service multiplexer. Using VBR in a shaper
may be advantageous in all cases where the input trac
is bursty and the network is able to achieve a statistical
multiplexing gain on many such input ows [3].
In our model scenario, the RVBR parameters are
renegotiated periodically; at every renegotiation, there
is a tradeo to be made between the various parameters,
which dene the two leaky buckets in the next interval.
In [4] we analyse this tradeo and propose an algorithm
(localOptimum1) to select, for the next interval, the pa-
rameters that minimise a given linear cost function.
Our main goal in this paper is to validate our service
by means of simulations and to prove its applicability
to real scenarios through trials with a prototype imple-
mentation.
RVBR service is based on the output characterisation
of shaper systems in terms of the network calculus theory
[5], [6], the related characterisation of the VBR service
[7], [8] and the study of the optimisation problem for the
VBR service [9], [8].
Renegotiation was rst specied in ATM networks for
CBR class service [10] and only very recently for VBR
class service [11]. In the reservation protocol for In-
tegrated Services Internet networks, namely RSVP, a
source is requested to refresh the reservation at given
times. However, this is not intended as a mechanism for
modifying the reservation parameters only, but rather as
the general approach for managing the reservation state
in routers and hosts [12].
Renegotiable VBR services are also studied in
[13],[14],[15]; there the focus is on describing a given
trac with as few leaky buckets as possible, and thus ap-
plies to the optimisation of a network oering the RVBR
service. In contrast, the approach studied here focuses
on the customer side of the RVBR service, and provides
an analysis of the various tradeos that can be made.
It also diers in the systematic use of network calculus
that results in simple, ecient algorithms that can eas-
ily be implemented in real applications, using available
technology. In Section 2, we summarize the mathemat-
ical model behind the RVBR service based on the class
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of time varying leaky-bucket shapers. Then, in Section
3 we describe the RVBR service. We also illustrate the
algorithm (localOptimum1) and how it applies to the
RSVP scenario. In Section 4 in order to validate the
RVBR service, we simulate this algorithm in a typical
real case: transmission of MPEG2-encoded video using
the IntServ Controlled Load service [16] with the RSVP
[12], [17] reservation protocol. The results of our simu-
lation suggest that renegotiation allows the better use of
network resources and that in protocols such as RSVP,
where there is no additional cost for signaling (or so we
mainly assume), it is better to renegotiate.
Then, in Section 5 we propose an architecture de-
sign that we evaluate by accomplishing a prototype im-
plementation, whose performance is measured with real
MPEG2 video traces. Our prototype uses RSVP reser-
vation protocol with Controlled-Load service integrated
with the RVBR service. To integrate the RVBR, we
modied some functions used by the RVBR service,
which originally worked with the exact trac. In this
way we use and manage, inside our implementation, a
reduced number of trac information: the exact trac
R(t) for t in I
i
is substituted by upper bound functions.
The trials were performed between two PCs connected
to a shared LAN. We carried this study on a real network
with the prototype client and server exchanging RSVP
messages containing a Tspec renegotiated according to
the RVBR service. In the trials, we varied the network
parameters and reallocation time. We identied two net-
work congurations: (1) a shared Ethernet with medium
load and (2) a switched Ethernet (this was simulated by
performing the trials on the Ethernet unloaded).
The measurement performed on our testbed with real
MPEG2 video traces showed the benets of applying the
renegotiation. In fact, our results indicate that renegoti-
ation is an ecient mechanism for allowing better use of
network resources at the very low price of implementing
a service like RVBR. In particular, renegotiation shows
to be an ecient mechanism for accommodating trac
uctuations over the burst time-scale and, to this aim,
RVBR service can be easily implemented in real appli-
cations, using available technology.
2 Time Varying Leaky Bucket Shapers
A shaper is a system that stores incoming bits in a
buer and delivers them as early as possible, while forc-
ing the output to be constrained with a given arrival
curve. A shaper is time invariant if the trac constraint
is dened by a xed arrival curve; it is time varying if the
condition on the output is given by a time varying traf-
c contract. This occurs, for example, with renegotiable
variable bit rate (RVBR) services.
The RVBR service is characterised by using a spe-
(t) σi
shaping buffer = X
output R*input R
Figure 1. Reference Model for a time varying leaky-
bucket shaper. The trac shaping at time t 2 I
i
is
done at source according to the service curve 
i
valid
in I
i
.
cial class of time varying shaper systems, which we call
the time varying leaky-bucket shapers. This is dened
by a xed number J of leaky bucket specications with
bucket rate r
j
and bucket depth b
j
, where j = 1; : : : ; J
and a shaping buer of xed capacity X . At specied
time instants t
i
, i = 0; 1; 2; ::, the parameters of the leaky
buckets are modied and I
i
= (t
i
; t
i+1
] represents the i-
th interval.
Inside each interval the parameters of the system do
not change. The parameters of the j-th leaky buckets
valid in the interval I
i
are indicated by (r
j
i
; b
j
i
). The
combination of those parameters takes the form of the
shaping function 
i
in I
i
, dened as

i
(u) = min
1jJ
f
j
i
(u)g = min
1jJ
fr
j
i
 u+ b
j
i
g
A time varying leaky-bucket shaper is completely dened
by the number J of leaky buckets; the time instants t
i
at
which the parameters changes; the buckets parameters
(r
j
i
; b
j
i
), for each j and each interval I
i
; the xed shaping
buer capacity X .
R(t) : R
+
! R
+
is the input trac function and
represents the amount of trac that has entered in the
system in time interval [0; t]. R is the trac before the
shaping. R

(t) is the output function that represents the
number of bytes seen on the output ow in time interval
[0; t]. R

is the trac after the shaping.
At the transient times between two adjacent intervals,
the time varying leaky-bucket shaper keeps the level of
the buckets and restart from that level at the next in-
terval (\no reset" approach). This is validated by the
fact that, in the special case where the time varying
leaky-bucket is constant, the system is identical to the
ordinary, time invariant, leaky bucket shaper [9], [8].
Moreover, it is in line with the Dynamic Generic Cell
Rate Algorithm (DGCRA) used to specify conformance
at the UNI for the available bit rate (ABR) service of
ATM [18], [19]. In [4] the practical implications of the
\no-reset" approach are studied in terms of losses.
The input-output characterisation of the time vary-
ing leaky bucket shapers in the interval I
i
is given in
Theorem 2 of [4]:
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Moreover, w(t
i
) is the backlog in the shaping buer
at time t 2 I
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The result in Equation (1) has an intuitive interpre-
tation that has a general validity. The output of a time
varying shaper in any interval is either driven by a com-
bination of the shaping function and the past history,
or is computed by taking into account the level of the
shaping buer at the beginning of the interval. This def-
inition is evidently recursive because it depends on the
output and on the past history, which are themselves
computed with the same formulas.
3 The RVBR Service and its application
to RSVP
The input-output characterisation of the RVBR ser-
vice comes straightforward as a special case of the time
varying leaky bucket shaper. An RVBR source is a time
varying leaky-bucket shaper with two renegotiable leaky
buckets (J = 2); one with rate r
i
and depth b
i
and
the second with rate p
i
and depth always equal to zero,
plus a buer of xed size X . Therefore, in the Equa-
tions (1), (2) and (3), 
i
and 
0
i
are given by
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In real life, examples of this service are trac shaping
done at source sending over VBR connections as dened
in [11] and Internet trac that takes the form of IntServ
specication with RSVP reservation [12], [17].
In RSVP, the sender sends a PATH message with a
Tspec object that characterises the trac it is willing to
send. If we consider a network that provides a service as
specied for the Controlled Load service (CL) [16], the
Tspec takes the form of a double bucket specication [20]
as given by the RVBR service. There is a peak rate p
and a leaky bucket specication with rate r and bucket
size b. Additionally, there is a minimum policed unit m
and a maximum packet size M . We ignore m and M ,
which are assumed to be xed. With RSVP as reser-
vation protocol, the reservation has to be periodically
refreshed. The suggested period is 30 seconds. There-
fore p, r and b need to be reissued at each renegotiation
time. There is no additional signaling cost in applying a
Tspec renegotiation at that point, even if there is some
computational overhead due to the computation of the
new parameters, or to the call admission control, etc.
It is important to note here that, contrary to the nego-
tiation of a new connection, with the renegotiation the
reservation is never interrupted.
If the requested trac specication cannot be sup-
ported by the network, the old trac specication is
restored and the network may not be able to accommo-
date the next trac. Mechanisms to prevent this failure
from occurring are still under study. Here we assume
that either (1) the Tspec is accepted all over the net-
work, as well as at the destination, such that the source
can transmit conforming to its desired trac specica-
tion or (2) the source can adapt to transmit with the old
Tspec, even if at the price of a reduced quality.
We assume that at any time t
i
= 30  i the application
knows (because pre-recorded or predicted) the trac for
the next 30 seconds. We further assume to know the
cost to the network of the Tspecs (indicated by the cost
function u r+b) and the upper bound to the bucket size
b
max
and to the bucket rate r
max
. The backlog w(t
i
) and
the bucket level q(t
i
) can be measured in the system.
In order to use RVBR service for RSVP with CL ser-
vice scenario, we are faced with the problem of com-
puting the leaky bucket parameters. Therefore, we de-
scribe the case of a source that wants to reserve the
resources for the next interval. For the RVBR service,
this is equivalent to the problem of computing the RVBR
parameters for the next interval. Here we present the
approach developed in [4] that we also use in the simu-
lations. As we will see in Section 5, in real cases, this
approach can require some modications.
The basic architecture of the sender node is described
in Figure 2. From Equations (1) and (3) it comes
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(t  s) +X t 2 I
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< s  t
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i
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These equations give a necessary and sucient condition
for a minimum p
i
. This, in analogy to the work in [8] can
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Figure 2. A basic architecture to support the usage of
the local scheme for RSVP with CL service reservation:
each 30 seconds R(t) is predicted and used to compute
the optimal p, r and b to generate the new Tspec.
be seen as the eective bandwidth of the arrival stream in
I
i
taking into account the backlog at time t
i
. Therefore,
given that p
i
is computed independently from r
i
and b
i
,
the problem of nding a complete optimal parameter set
(p
i
; r
i
; b
i
) for the RVBR service is reduced to the problem
of nding the optimal parameters r
i
and b
i
.
This optimisation problem, when the cost function is
linear: c(r
i
; b
i
) = u  r
i
+ b
i
, for xed values of u, is
modeled in [4] in form of an algorithm (localOptimum1).
Algorithm 1 localOptimum1
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b
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g;
Then, using this algorithm, we compute the Tspec
that the sender will send at the next renegotiation time
1
.
1
In this context, we do not consider delay issues that are matter
of further study.
4 RVBR Service validation for RSVP
In this section, we describe how we use the local al-
gorithm to simulate a typical real case: transmission
of MPEG2-encoded video using the IntServ Controlled
Load service with the RSVP reservation protocol.
In our simulations, we use a 4000 frame-long sequence
that conforms to the ITU-R 601 format (720  576 at 25
fps). The sequence is composed of several video scenes
that dier in terms of spatial and temporal complexities.
It was encoded in an open-loop variable bit rate (OL-
VBR) mode, as interlaced video, with a structure of 11
images between each pair of I-pictures and 2 B-pictures
between every reference picture. For this purpose, the
widely accepted TM5 video encoder [21] was used.
The trac generated by the video is transported by
a trunk regulated by a RVBR service (p; r; b) with shap-
ing buer X . In this context we do not consider any
scheduling issues, which is the subject of ongoing work.
Therefore we assume that the video, with a total size
of 550 Mbits, is transmitted in 163 seconds (25 frames
pro second). The cost function is linear with u. For
the sake of brevity, we illustrate here only one scenario.
Other scenarios are given in [22] and [4]. Here we have
that X = 40 Mbits, r
max
= 5 Mbps, b
max
= 9 Mbps
and u = 1. The initial conditions are: q(0) = 0 and
w(0) = 0. The le is pre-recorded and, given that we
do not enter in scheduling matters, we know R(t) for
all t. At time t
i
we know R

(t) for t  t
i
, we measure
w(t
i
), q(t
i
) and compute 
i
(t). We obtain the optimal
shaper parameters by applying the algorithm localOpti-
mum1 at Section 3 that we use to generate the Tspec
that the sender will send at the next renegotiation time.
In Figure 3(a) we plot the backlog for the scenario in
both cases where we apply the renegotiation and where
we do not renegotiate
2
. We observe that in the begin-
ning the curves representing the two approaches do not
dier much. This is because the trac is very high in the
rst 30 seconds and both trac specications conform
to this trac.
After this period, the trac rate decreases. The case
without renegotiation has to keep the trac specication
negotiated at time t = 0, even if it is no longer adequate
for the current demand. The resources allocated in the
network are so large that it is possible to empty the
buer and thereafter the buer is rarely used.
The curve for the case where we used the RVBR ser-
vice shows that the buer is much better utilised, be-
cause the trac specication decreases in the next in-
tervals.
Therefore, with the RVBR service the resources in
the network are utilised much better. In fact when the
2
Even in this case we compute the optimal trac specication
as introduced in [8].
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Figure 3. Comparison between the renegotiation case and the case without renegotiation of the shaping buer, the
cost of the trac specication and the evolution of the rate r. The cost of the trac specication is given in \millions
of unit of cost" (M-unit of cost).
buer is almost always lled, the output is conforms
to the trac specication and this means that all the
resources in the network are optimally used. The usage
of the buer with renegotiation is 58%, while without
renegotiation it is 13%.
In the graphs in Figure 3(b) we compare the two ap-
proaches in terms of the cost of the trac specication to
the network. The cost of the trac specication is given
in terms of the linear cost function used by the RVBR
service in order to compute the optimal trac param-
eters. Moreover, there is also a substantial advantage
from the cost point of view in reallocating, because the
cost of the trac specications is in general smaller.
Figure 3(c) illustrates the fact that with renegotiation
we can optimise the resources requested to the network
and therefore at the end the total r and b allocated in
this case are in general smaller. We also notice that in-
side an interval the RVBR service might allocate a Tspec
that is larger than the one used when not renegotiating.
This occurs when the trac is very bursty and the buer
is full from the previous interval, i.e. at the forth interval
(90  120 seconds).
5 RVBR Service implementation in an
RSVP-based prototype
For our trials, we used a prototype application that
provides RVBR features via RSVP and we implemented
it under Microsoft NT 4.0 with RSVP by Intel. The
prototype realises a client-server application for data-
transfer regulated by pre-dened temporisation. This
was an intermediate step towards a VoD application
that isRVBR-RSVP based. Currently this application
is completed and trials are in progress thus conrming
the result of this section. The main role of this proto-
type is twofold: (1) to analyse the issues of applying the
RVBR service in a real application and (2) to validate
renegotiation against negotiation in a real scenario. In
the prototype, as well as in the VoD application, the
access to the trac information is done through com-
munication between modules. Therefore, the transfer
of the complete information on R(t) was not reasonable.
We introduce an approximation of R(t), which, requiring
less space, can be more easily supported. By substitut-
ing the original functions with the following functions
in the algorithm localOptimum1, we can use the RVBR
service. The new functions are 
i
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As already mentioned, these trials aim at verifying the
applicability of the RVBR service and its ability for pro-
viding a better allocation of the resources in a real net-
work, taking into account the overhead (time consum-
ing) introduced by the support of re-negotiation. For
the rst goal we compared, by means of simulations, the
results obtained when applying the original RVBR algo-
rthm and when the approximated version was used. The
results, not shown here, conrm that the approximation
performs well, as expected, due to the \leaky-bucket"
nature of the approximated functions in line with the
type service.
Than we performed trials between two PCs connected
to a shared LAN without routers. We varied network
conguration and reallocation time. We used a shared
Ethernet with medium load and a switched Ethernet
(simulated performing the related trials on the unloaded
Ethernet).
The following gures show a comparison of allocated
resources varying the reallocation time. We used the
same MPEG2 trac described in the previous section.
The graphic in Figure 4 is related to the bucket rate r
i
and peak rate p
i
allocation with reallocation time re-
spectively set at 30 seconds, 60 seconds, and without re-
allocation in the case of a shared Ethernet. The bucket
size was not signicant because it is limited by the the
buer capacity of each NIC (256KB). In this case (shared
Ethernet) we limited the bucket capacity to half of the
NIC capacity to take into account the problems derived
usually from a legacy Ethernet.
The line related to the peak rate is constant in the
case of 60 seconds and no reallocation, while it is piece-
wise in the 30 seconds case and it lies under the others.
We can observe that the peak rate is quite constant in
the case of 60 seconds. The reallocation at 30 seconds
requires a narrow bandwidth with a peak value always
under the others.
The graphic in Figure 5 is related to a Switched Eth-
ernet. In both the 30 and 60 seconds reallocation cases,
we can observe a gain derived from the reallocation of re-
sources in terms of bandwidth (derived from bucket rate
r
i
and peak rate p
i
parameters) compared to the negoti-
ation case. An interesting analysis is related to the time
needed for reallocation. This is critical because it could
aect the correct behaviour of the system. A too slow
allocation could loose synchronisation between Control
Plan and User Plan. The values measured in our trials
are lower than 0.1 second. The average time needed for
the reallocation related to all performed experiments is
62 msec.
Figure 4. Shared Ethernet: The bucket rate is indi-
cated with TR and the peak rate with PR.
Figure 5. Switched Ethernet: The bucket rate is indi-
cated with TR and the peak rate with PR.
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6 Conclusion
We consider the problem of modifying the trac spec-
ication of a connection while keeping the connection
active in order to support the trac QoS requirements
while eciently allocating the network resources. For a
two leaky bucket characterised trac, the RVBR service
can be used to solve these optimisation aspects.
We illustrate how the RVBR service can be applied
to RSVP Path message generation. This is based on the
algorithm proposed for the local optimisation problem
for the RVBR Service. A numerical example of this is
given in Section 4, where we compare the performance
of transmitting a MPEG2 video trace both with and
without renegotiation. The results of our simulation (see
Figure 3) suggest that renegotiation allows for the better
use of network resources and that in protocols such as
RSVP, where there is no additional cost for signaling (or
so we assume), it is better to renegotiate.
Then, we presente the integration of the RVBR ser-
vice in a prototype application, whose performance
is measured with temporized le transfer using real
MPEG2 video traces. This application uses RSVP reser-
vation protocol with Controlled-Load service integrated
with the RVBR service. We modied some functions
used by the RVBR service in order to use and manage a
reduced number of trac information inside our imple-
mentation.
We carried this study on a real network with the pro-
totype client and server exchanging RSVP messages con-
taining a Tspec renegotiated according to the RVBR ser-
vice. The measurement performed on our testbed with
real MPEG2 video traces show the benets of apply-
ing the renegotiation. In fact, our results indicate that
renegotiation is an ecient mechanism for allowing the
better use of network resources at the very low price
of implementing a service like RVBR. Some important
aspects that were neglected in this rst release are cur-
rently under study and will be included in future re-
leases. Among them, but not limited to, we consider
the introduction of timing constraints to select the right
QoS, the synchronization between User Plan and Con-
trol Plan and recovery mechanisms in case of fault.
The results we obtained show that the RVBR service
can be easily and eciently adopted by video applica-
tions that require strict guaranteed service: when a rea-
sonable renegotiation, (i.e. with renegotiation periods of
about 30 seconds, default RSVP) is used, the network
resource utilization is better and it works using available
technology.
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