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Abstract. In previous work [T6], we employed the approach to Schubert
polynomials by Fomin, Stanley, and Kirillov to obtain simple, uniform proofs
that the double Schubert polynomials of Lascoux and Schützenberger and
Ikeda, Mihalcea, and Naruse represent degeneracy loci for the classical groups
in the sense of Fulton. Using this as our starting point, and purely combina-
torial methods, we obtain a new proof of the general formulas of [T5], which
represent the degeneracy loci coming from any isotropic partial flag variety.
Along the way, we also find several new formulas and elucidate the connections
between some earlier ones.
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2 HARRY TAMVAKIS
0. Introduction
In the 1990s, Fulton [Fu1, Fu2] introduced a notion of degeneracy loci determined
by flags of vector bundles associated to any classical Lie group G. For any two
(isotropic) flags E• and F• of subbundles of a (symplectic or orthogonal) vector
bundle E over a base varietyM , and an element w in the Weyl group of G, there is
a locus Xw ⊂ M defined by incidence relations between the flags. The degeneracy
locus problem is to find a universal polynomial Pw in the Chern classes of the
vector bundles involved such that [Xw] = Pw ∩ [M ]. We ask that Pw should be
combinatorially explicit and manifestly respect the symmetries (that is, the descent
sets) of both w and w−1, whenever possible.
When G is the general linear group, the degeneracy locus problem was solved by
Buch, Kresch, Yong, and the author [BKTY]. This answer was extended in a type
uniform way to the symplectic and orthogonal Lie groups in [T5]. The formulas
of [BKTY, T5] rely in part on a theory of Schubert polynomials, which express the
classes of the degeneracy loci in terms of the Chern roots of the vector bundles E•
and F•. The desired combinatorial theory of Schubert polynomials, together with
its connection to geometry, was established in the papers [LS, L, Fu1] (for Lie type
A) and [BH, T2, T3, IMN1, T5] (for Lie types B, C, and D).
In previous work [T6, §7.3], we employed Fomin, Stanley, and Kirillov’s nil-
Coxeter algebra approach to Schubert polynomials [FS, FK] to give simple, uni-
form proofs that the double Schubert polynomials of Lascoux and Schützenberger
[LS, L] and Ikeda, Mihalcea, and Naruse [IMN1] represent degeneracy loci of vec-
tor bundles, in the above sense. Our main goal in this paper is to begin with the
same definition of Schubert polynomials from [T5, T6] and, by purely combinatorial
methods, derive the splitting formulas for these polynomials found in [T5, §3 and
§6]. The latter results then imply the general degeneracy locus formulas of [T5].
The proof of the corresponding type A splitting formula from [BKTY] is essentially
combinatorial; this is clarified in [T5, §1.4] and §1 of the present paper.
As in [T5], our arguments depend on two key results from [BKT2, BKT3], which
state that the single Schubert polynomials indexed by Grassmannian elements of
the Weyl groups are represented by (single) theta and eta polynomials. The original
proofs of these theorems used the classical Pieri rules from [BKT1], which were
derived geometrically in op. cit. by intersecting Schubert cells. More recent proofs
by Ikeda and Matsumura [IM], the author and Wilson [TW, T7], and Anderson and
Fulton [AF2] use localization in equivariant cohomology (following [Ar, KK]) or
employ other geometric arguments stemming from Kazarian’s work [Ka]. However,
the statements of the aforementioned theorems from [BKT2, BKT3] are entirely
combinatorial, and it is natural to seek proofs of them within the same framework.
The corresponding result in type A is the elementary fact that the symmetric
Schubert polynomials are equal to Schur polynomials.
The approach we take here begins by extending Billey and Haiman’s formula [BH,
Prop. 4.15] for the single Schubert polynomials indexed by the longest element in
the Weyl group of G to the double Schubert polynomials. From this, we deduce
corresponding Pfaffian formulas equivalent to those in [IMN1, Thm. 1.2] and [AF1,
AF2] for the (equivariant) Schubert class of a point on the complete flag variety
G/B. Following the method of [IM, §8] in the symplectic case, by employing the
left divided difference operators, we then derive analogous formulas for the class
of a point on symplectic and even orthogonal Grassmannians, which first appeared
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in Kazarian’s paper [Ka]. The proof continues by using the arguments found in
[TW, T7] to arrive at double theta and double eta polynomials, and then specializing
to obtain their single versions in [BKT2, BKT3]. Finally, we establish more general
versions of the Schubert splitting formulas of [T5] with the help of the double mixed
Stanley functions and k-transition trees introduced in op. cit.
The result of our efforts is a straightforward and type uniform combinatorial
proof of the equivariant Giambelli and degeneracy locus formulas of [Ka, I, IN,
IMN1, IM, T5, T7, TW]. Along the way, we obtain several new formulas, and
illuminate the connections between some earlier ones. In particular, we define in
§2.3 the reverse double Schubert polynomials S˜̟(Y, Z), which provide a bridge
between the type A and type C theories. Furthermore, in type D, inspired by
[I, IN, IMN1], we use Ivanov’s double (or factorial) Schur P -functions [Iv1, Iv2, Iv3],
and obtain in §4.2 new results about them, which are suitable for our purposes.
Our earlier paper [T6] contained a detailed exposition of the various ingredients
that went into [T5], revealing the author’s perspective on the subject of degeneracy
loci, as it stood in 2009. We revisit some of that material here, for completeness,
but focus in §1 – §4 on what is required for our new combinatorial proofs of the main
results. In §5, we discuss how to use geometrization to translate the theorems of
the previous sections into Chern class formulas, and provide some detailed remarks
on the history of this problem, which supplement the ones contained in [T6].
In a recent preprint, Anderson and Fulton [AF2] use Young’s raising operators
and algebro-geometric arguments to define multi-theta and multi-eta polynomials,
which extend the double theta and eta polynomials of [TW, T7, W] even further.
The resulting degeneracy locus formulas and their proofs are an important contri-
bution to the theory of theta and eta polynomials, but hold only for certain special
elements w of the Weyl group of G. We leave the task of including them within the
present algebraic and combinatorial framework to future research.
As we mentioned above, besides new and uniform proofs of earlier theorems, the
present paper also contains many original results, which appear in the text without
attribution. For the reader’s convenience, we provide a list of the main ones here.
To the best of our knowledge, Definition 2.4, Propositions 2.5, 3.1, 3.8, 3.9, 4.2, 4.4,
4.5, and 4.13, and Corollaries 2.6, 4.3, and 4.11 are new.
This article is organized as follows. In §1 we review the type A theory, culmi-
nating in the relevant splitting formulas for type A double Schubert polynomials
from [BKTY]. In §2, we discuss flagged Schur polynomials, type A duality, and
introduce the reverse double Schubert polynomials S˜̟(Y, Z). These objects are
used in §3 and §4, which provide the corresponding theory in Lie types C and D.
Finally, in §5 we discuss the history of the geometrization of the single and double
Schubert polynomials, focusing on the symplectic case.
My work on this paper was inspired by my participation in the conference in
Algebraic Geometry ‘IMPANGA 15’ on 12-18 April 2015 in Będlewo, Poland. I am
grateful to the organizing committee for the invitation and for bringing together
many researchers in the area in such a pleasant and stimulating atmosphere. I also
thank Andrew Kresch for his helpful comments on the manuscript.
1. The type A theory
1.1. Schubert polynomials and divided differences. The Weyl group Sn of
permutations of {1, . . . , n} is generated by the n − 1 simple transpositions si =
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(i, i + 1). A reduced word of a permutation ̟ in S∞ is a sequence a1 · · · aℓ of
positive integers such that ̟ = sa1 · · · saℓ and ℓ is minimal, so (by definition) equal
to the length ℓ(̟) of ̟. We say that ̟ has a descent at position r if ℓ(̟sr) < ℓ(̟),
where sr is the simple reflection indexed by r.
Our main references for type A Schubert polynomials are [LS, M2, FS]. We
recall from [FS] their construction using the nilCoxeter algebra Nn of the symmetric
group Sn. By definition, Nn is the free associative algebra with unit generated by
the elements u1, . . . , un−1 modulo the relations
u2i = 0 i ≥ 1 ;
uiuj = ujui |i− j| ≥ 2 ;
uiui+1ui = ui+1uiui+1 i ≥ 1.
For any ̟ ∈ Sn, choose a reduced word a1 · · · aℓ for ̟ and define u̟ := ua1 . . . uaℓ .
Then the u̟ for ̟ ∈ Sn are well defined and form a free Z-basis of Nn. We denote
the coefficient of u̟ ∈ Nn in the expansion of the element ξ ∈ Nn by 〈ξ,̟〉; in
other words, ξ =
∑
̟∈Sn
〈ξ,̟〉u̟, for all ξ ∈ Nn.
Let t be an indeterminate and define
Ai(t) := (1 + tun−1)(1 + tun−2) · · · (1 + tui) ;
A˜i(t) := (1− tui)(1 − tui+1) · · · (1− tun−1).
Suppose that Y = (y1, y2, . . .) and Z = (z1, z2, . . .) are two infinite sequences of
commuting independent variables. For any ̟ ∈ Sn, the double Schubert polynomial
S̟(Y, Z) of Lascoux and Schützenberger [LS, L] is given by the prescription
(1.1) S̟(Y, Z) :=
〈
A˜n−1(zn−1) · · · A˜1(z1)A1(y1) · · ·An−1(yn−1), ̟
〉
.
The polynomial S̟(Y ) := S̟(Y, 0) is the single Schubert polynomial. The defi-
nition (1.1) implies that S̟(Y ) has nonnegative integer coefficients, which admit
a combinatorial interpretation (compare with [BJS, Thm. 1.1]).
For each n ≥ 1, there is an injective group homomorphism in : Sn →֒ Sn+1,
defined by adjoining the fixed point n+1, and we let S∞ := ∪nSn. The polynomials
S̟(Y, Z) have an important stability property under the inclusions in of the Weyl
groups, namely, if ̟ ∈ Sn, then we have
Sin(̟)(Y, Z) = S̟(Y, Z).
The stability property implies that S̟(Y, Z) is well defined for all ̟ ∈ S∞.
For any i ≥ 1, there are right and left divided difference operators ∂yi and ∂
z
i
which act on the polynomial ring Z[Y, Z]. We define an action of S∞ on Z[Y, Z] by
ring automorphisms by letting the simple transpositions si act by interchanging yi
and yi+1 and leaving all the remaining variables fixed. Define ∂
y
i on Z[Y, Z] by
∂yi f :=
f − sif
yi − yi+1
.
Consider the ring involution ω : Z[Y, Z]→ Z[Y, Z] determined by ω(yj) = −zj and
ω(zj) = −yj for each j, and set ∂zi := ω∂
y
i ω for each i ≥ 1.
Both the single and double Schubert polynomials may be characterized by their
compatibility with the divided difference operators. In fact, the polynomials S̟
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for ̟ ∈ S∞ are the unique family of elements of Z[Y, Z] satisfying the equations
(1.2) ∂yi S̟ =
{
S̟si if ℓ(̟si) < ℓ(̟),
0 otherwise,
∂ziS̟ =
{
Ssi̟ if ℓ(si̟) < ℓ(̟),
0 otherwise,
for all i ≥ 1, together with the condition that the constant term of S̟ is 1 if ̟ = 1,
and 0 otherwise. This characterization theorem is straightforward to prove directly
from the definition (1.1), following [FS, Thm. 2.2].
The above result has two important consequences. The first is that S̟(Y, Z) is
symmetric in yi, yi+1 (respectively in zj , zj+1) if and only if ̟i < ̟i+1 (respec-
tively ̟−1j < ̟
−1
j+1). In other words, the descents of ̟ and ̟
−1 determine the
symmetries of the polynomial S̟(Y, Z). A second consequence is that the double
Schubert polynomials S̟(Y, Z) represent the universal Schubert classes in type A
flag bundles, and therefore degeneracy loci of vector bundles, in the sense of [Fu1].
Let̟0 = (n, n−1, . . . , 1) be the longest element of Sn. According to [FS, Lemma
2.1], for all commuting variables s, t and indices i, we have Ai(s)Ai(t) = Ai(t)Ai(s).
Since A˜i(t) = Ai(t)
−1, we also have Ai(s)A˜i(t) = A˜i(t)Ai(s). Fomin and Stanley
[FS, Cor. 4.4] use this fact and the definition (1.1) to show that
(1.3) S̟0(Y, Z) =
∏
i+j≤n
(yi − zj).
1.2. Schur polynomials. Following [LS, M2], the product in (1.3) may be written
in the form of a multi-Schur determinant. Furthermore, by applying divided differ-
ences to S̟0 and using the equations (1.2), one can express more general Schubert
polynomials S̟ as Schur type determinants. We will not reprove these formulas
here, but we do need some more notation to recall the ones that we will require.
For any integer j ≥ 0, define the elementary and complete symmetric functions
ej(Y ) and hj(Y ) by the generating series
∞∏
i=1
(1 + yit) =
∞∑
j=0
ej(Y )t
j and
∞∏
i=1
(1− yit)
−1 =
∞∑
j=0
hj(Y )t
j ,
respectively. We define the supersymmetric functions hp(Y/Z) for p ∈ Z by the
generating function equation
∞∑
p=0
hp(Y/Z)t
p =
 ∞∑
j=0
hj(Y )t
j
 ∞∑
j=0
ej(Z)(−t)
j
 .
If r ≥ 1 then we let erj(Y ) := ej(y1, . . . , yr) and h
r
j(Y ) := hj(y1, . . . , yr) denote the
polynomials obtained from ej(Y ) and hj(Y ) by setting yj = 0 for all j > r. Let
e0j(Y ) = h
0
j(Y ) = δ0j , where δ0j denotes the Kronecker delta, and for r < 0, define
hrj(Y ) := e
−r
j (Y ) and e
r
j(Y ) := h
−r
j (Y ).
We will work with integer sequences α = (α1, α2, . . .) which are assumed to have
finite support when they appear as subscripts. The sequence α is a composition if
αi ≥ 0 for all i, and a partition if αi ≥ αi+1 ≥ 0 for all i ≥ 1. We set |α| :=
∑
i αi.
Partitions are traditionally identified with their Young diagram of boxes, and this
is used to define the inclusion relation µ ⊂ λ between two partitions µ and λ.
Given an integer sequence α, we define sα(Y/Z) by the determinantal equation
(1.4) sα(Y/Z) := det(hαi+j−i(Y/Z))i,j .
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Notice that the matrix {hαi+j−i(Y/Z)}i,j is upper unitriangular for i and j suffi-
ciently large, so the determinant in (1.4) is well defined. When α = λ is a par-
tition, then sλ(Y/Z) is called a supersymmetric Schur function. The usual Schur
S-function sλ(Y ) satisfies sλ(Y ) := sλ(Y/Z)|Z=0. Moreover, we have sλ(0/Z) =
sλ(Y/Z)|Y=0 = (−1)|λ|sλ′(Z), where λ′ denotes the conjugate (or transpose) par-
tition of λ. Observe that sλ(y1, . . . , ym) = 0 if the length ℓ(λ), that is, the number
of non-zero parts λi, is greater than m.
For any positive integers i < j and integer sequence α, define the Young raising
operator Rij by Rij(α) := (α1, . . . , αi + 1, . . . , αj − 1, . . .). Using these operators,
the equation (1.4) may be rewritten as
sα(Y/Z) =
∏
i<j
(1−Rij)hα(Y/Z),
where hα :=
∏
i hαi and each operator Rij acts on the expression hα (regarded as a
noncommutative monomial) by the prescription Rijhα := hRijα. See [T4] for more
information on raising operators.
A permutation ̟ ∈ S∞ is Grassmannian if there exists an m ≥ 1 such that
̟i < ̟i+1 for all i 6= m. The shape of such a Grassmannian permutation ̟ is the
partition λ = (λ1, . . . , λm) with λm+1−j = ̟j − j for 1 ≤ j ≤ m. If ̟ ∈ S∞ is a
Grassmannian permutation with a unique descent at m and shape λ, then we have
(1.5) S̟(Y ) = sλ(y1, . . . , ym).
A short proof of (1.5) starting from the formula (1.3) for S̟0(Y ) is in [M2, (4.8)].
1.3. Stanley symmetric functions and splitting formulas. Given any per-
mutations u1, . . . , up, ̟, we will write u1 · · ·up = ̟ if ℓ(u1) + · · · + ℓ(up) = ℓ(̟)
and the product of u1, . . . , up is equal to ̟. In this case we say that u1 · · ·up is a
reduced factorization of ̟. Equation (1.1) impies the relation
(1.6) S̟(Y, Z) =
∑
uv=̟
Su−1(−Z)Sv(Y )
summed over all reduced factorizations uv = ̟ in S∞.
If A(Y ) := A1(y1)A1(y2) · · · , then the function G̟(Y ) defined for ̟ ∈ Sn by
G̟(Y ) := 〈A(Y ), ̟〉
is symmetric in Y . G̟ is the type A Stanley symmetric function, which was
introduced in [S].1 If A˜(Z) := A˜1(z1)A˜1(z2) · · · , then we define the double Stanley
symmetric function G̟(Y/Z) by
G̟(Y/Z) := 〈A˜(Z)A(Y ), ̟〉 =
∑
uv=̟
Gu−1(−Z)Gv(Y )
with the sum over all reduced factorizations uv = ̟ in S∞.
Given m ≥ 1 and any ̟ ∈ Sn, the permutation 1m ×̟ ∈ Sm+n is defined by
(1m ×̟)(j) = j for 1 ≤ j ≤ m and (1m ×̟)(j) = m+̟(j −m) for j > m. We
say that a permutation ̟ is increasing up to m if ̟(1) < ̟(2) < · · · < ̟(m). If
̟ is increasing up to m, then we have the following key identity:
(1.7) S̟(Y ) =
∑
v(1m×u)=̟
Gv(y1, . . . , ym)Su(ym+1, ym+2, . . .)
1In Stanley’s paper, the function G
̟
−1 is assigned to ̟.
SCHUBERT POLYNOMIALS AND DEGENERACY LOCUS FORMULAS 7
where the sum is over all reduced factorizations v(1m × u) = ̟ in S∞. Equation
(1.7) admits a double version: let Gv(Y(m)/Z(ℓ)) denote the polynomial obtained
from Gv(Y/Z) by setting yi = zj = 0 for all i > m and j > ℓ. Then if ̟ is
increasing up to m and ̟−1 is increasing up to ℓ, we have
(1.8) S̟(Y, Z) =
∑
Su−1(−Z>ℓ)Gv(Y(m)/Z(ℓ))Su′(Y>m),
where Y>m := (ym+1, ym+2, . . .), −Z>ℓ := (−zℓ+1,−zℓ+2, . . .), and the sum is over
all reduced factorizations (1ℓ× u)v(1m× u
′) = ̟ in S∞. Equations (1.7) and (1.8)
are easy to show directly from the definitions of S̟(Y, Z) and Gv(Y/Z) (see [T5,
§1.4] for a detailed proof of (1.7); the proof of (1.8) is similar).
We say that a permutation ̟ ∈ S∞ is compatible with the sequence a : a1 <
· · · < ap of positive integers if all descent positions of ̟ are contained in a. Let
b : b1 < · · · < bq be a second sequence of positive integers and assume that
̟ is compatible with a and ̟−1 is compatible with b. We say that a reduced
factorization u1 · · ·up+q−1 = ̟ is compatible with a, b if uj(i) = i whenever j < q
and i ≤ bq−j or whenever j > q and i ≤ aj−q (and where we set uj(0) = 0). Set
Yi := {yai−1+1, . . . , yai} for each i ≥ 1 and Zj := {zbj−1+1, . . . , zbj} for each j ≥ 1.
Proposition 1.1 ([BKTY]). Suppose that ̟ and ̟−1 are compatible with a and
b, respectively. Then the Schubert polynomial S̟(Y, Z) satisfies
S̟ =
∑
Gu1(0/Zq) · · ·Guq−1 (0/Z2)Guq (Y1/Z1)Guq+1 (Y2) · · ·Gup+q−1(Yp)
summed over all reduced factorizations u1 · · ·up+q−1 = ̟ compatible with a, b.
Proof. The result follows easily by using (1.8) and iterating the identity (1.7). 
When the Stanley symmetric function G̟ is expanded in the basis of Schur
functions, one obtains a formula
(1.9) G̟(Y ) =
∑
λ : |λ|=ℓ(̟)
a̟λ sλ(Y )
for some nonnegative integers a̟λ . There exist several different combinatorial inter-
pretations of these coefficients, for instance using the transition trees of Lascoux and
Schützenberger (see for example [M2, (4.37)]). One also knows that a̟λ = a
̟−1
λ′ .
Theorem 1.2 ([BKTY], Thm. 4). Suppose that ̟ is compatible with a and ̟−1
is compatible with b. Then we have
(1.10) S̟ =
∑
λ
a̟λ sλ1(0/Zq) · · · sλq−1(0/Z2)sλq (Y1/Z1)sλq+1 (Y2) · · · sλp+q−1(Yp)
summed over all sequences of partitions λ = (λ1, . . . , λp+q−1), where
a̟λ :=
∑
u1···up+q−1=̟
au1λ1 · · ·a
up+q−1
λp+q−1 ,
summed over all reduced factorizations u1 · · ·up+q−1 = ̟ compatible with a, b.
Proof. The result follows from Proposition 1.1 by using the equation (1.9). 
Equation (1.10) generalizes the monomial positivity of the Schubert polynomial
S̟(Y, Z) from [BJS, FS] to a combinatorial formula which manifestly respects the
descent sets of ̟ and̟−1, and therefore exhibits the symmetries of S̟. Moreover,
the splitting formula is uniquely determined once ̟ and the compatible sequences
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a and b are specified. The main geometric application of equation (1.10) is that
it directly implies a corresponding Chern class formula for the type A degeneracy
locus indexed by̟, with the symmetries native to the partial flag variety associated
to a. For more details on this, as well as examples of explicit computations of the
splitting coefficients a̟λ , see [BKTY, §4] and [T6, §4 and §6].
2. Flagged Schur polynomials and duality
2.1. Flagged Schur polynomials. Let α = {αj}1≤j≤ℓ, β = {βj}1≤j≤ℓ, and ρ =
{ρj}1≤j≤ℓ be three integer sequences, and let t = (t1, t2, . . .) be a sequence of
independent variables. The Schur type determinant
Sρα/β(h(t)) := det
(
hρiαi−βj+j−i(t)
)
1≤i,j≤ℓ
is called a flagged Schur polynomial. We define the polynomial Sρα/β(e(t)) in a
similar way. The method of Gessel and Viennot [GV] or Wachs [Wa] shows that
for any partition λ and increasing composition ρ, we have
(2.1) Sρλ(h(t)) =
∑
tU
where the sum is over all column strict Young tableaux U of shape λ whose entries
in the i-th row are ≤ ρi for all i ≥ 1.
The following well known result will be used in §3.2.
Lemma 2.1. Let λ and µ be two partitions of length at most ℓ with max(λ1, µ1) ≤
k. Then we have
(2.2) det
(
hk+i−λiλi−µj+j−i(t)
)
1≤i,j≤ℓ
= det
(
e
k+λ′i−i
λ′
i
−µ′
j
+j−i(t)
)
1≤i,j≤k
.
Proof. The argument follows the one in [M1, I.2, eq. (2.9)]. Let N := k + ℓ and
define the matrices
A :=
(
h−ii−j(−t)
)
0≤i,j≤N−1
and B :=
(
hj+1i−j (t)
)
0≤i,j≤N−1
.
It is well known that A and B are inverse to each other (see for example [M1, I.3,
Ex. 21]). Therefore each minor of A is equal to the complementary cofactor of Bt,
the transpose of B. For the minor of A = (eii−j(−t)) with row indices λ
′
i + k − i
(1 ≤ i ≤ k) and column indices µ′j + k− j (1 ≤ j ≤ k), the complementary cofactor
of Bt = (hi+1j−i(t)) has row indices k − 1 + i − λi (1 ≤ i ≤ ℓ) and column indices
k − 1 + j − µj (1 ≤ j ≤ ℓ). The equality (2.2) follows by taking determinants. 
2.2. The duality involution. For any r ≥ 1, let δr denote the partition (r, r −
1, . . . , 1). Let Y(n) := (y1, . . . , yn) and In ⊂ Z[Y(n)] be the ideal generated by the
elementary symmetric polynomials ei(Y(n)) for 1 ≤ i ≤ n. Set Hn := Z[Y(n)]/In
and let Hn be the Z-linear subspace of Z[Y(n)] spanned by the monomials y
α :=
yα11 · · · y
αn−1
n−1 for all compositions α ≤ δn−1.
Let Y = GLn /B be the variety which parametrizes complete flags
E• : 0 ( E1 ( · · · ( En = C
n
of subspaces of Cn. It is well known that the inclusion Hn ⊂ Z[Y(n)] induces
an isomorphism of abelian groups Hn
∼
→ Hn, and that Hn is isomorphic to the
cohomology ring of the flag variety Y. Moreover, the Schubert polynomials S̟(Y )
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for ̟ ∈ Sn form a Z-basis of Hn, and represent the Schubert classes in Y under
the above isomorphism (see for example [Fu3, §10]).
Define an involution ̟ 7→ ̟∗ of Sn by setting ̟∗ := ̟0̟̟0, and define the
duality involution ∗ : Hn → Hn to be the Z-linear map determined by ∗S̟(Y ) :=
S̟∗(Y ), for each ̟ ∈ Sn. We let Z[Y(n)]→ Z[Y(n)] be the ring involution given by
(y1, . . . , yn) 7→ (−yn, . . . ,−y1), which descends to a ring involution D : Hn → Hn.
The following result states that ∗ and D are mutually compatible.
Lemma 2.2. For any permutation ̟ ∈ Sn, we have
(2.3) D(S̟(Y ) + In) = S̟∗(Y ) + In
in the quotient ring Hn.
Proof. Modulo the defining relations for the ideal In of Z[Y(n)], we have
(2.4) A1(y1)A1(y2) · · ·A1(yn) ≡ 1.
Set
Bi(t) := (1 + tun−i)(1 + tun−i−1t) · · · (1 + tu1)
so that
Bi(t)
−1 = (1− tu1)(1− tu2) · · · (1− tun−i).
Observe that (2.4) may be written as
A1(y1)A2(y2) · · ·An−1(yn−1) · Bn−1(y2)Bn−2(y3) · · ·B1(yn) ≡ 1
or equivalently
A1(y1)A2(y2) · · ·An−1(yn−1) ≡ B1(yn)
−1B2(yn−1)
−1 · · ·Bn−1(y2)
−1.
Notice that (si)
∗ = sn−i for each simple transposition si in Sn. It follows that for
any ̟ ∈ Sn, we have
S̟(Y ) = 〈A1(y1)A2(y2) · · ·An−1(yn−1), ̟〉
≡ 〈B1(yn)
−1B2(yn−1)
−1 · · ·Bn−1(y2)
−1, ̟〉 = DS̟∗(Y ),
as required. 
Geometrically, the above involutions correspond to the duality isomorphismY→
Y which sends each complete flag E• in C
n to the dual flag E′
•
in (Cn)∗. Here the
subspace E′i is defined as the kernel of the canonical linear map (C
n)∗ → E∗n−i, for
1 ≤ i ≤ n. For more details on this, see [Fu3, §10, Exercise 13].
Example 2.3. One can prove the equality (2.3) directly in the case when S̟(Y )
is an elementary symmetric polynomial ei(y1, . . . , yr). We have
∏n
i=1(1 + yit) = 1
in Hn[t], and hence
r∏
i=1
(1 + yit) ≡
n∏
j=r+1
1
1 + yjt
which implies that ei(y1, . . . , yr) = (−1)
ihi(yr+1, . . . , yn) in Hn, for any i, r ∈ [1, n].
Applying the automorphism D gives
(2.5) D(ei(y1, . . . , yr) + In) = hi(y1, . . . , yn−r) + In.
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2.3. Reverse double Schubert polynomials.
Definition 2.4. For any ̟ ∈ S∞, define the reverse double Schubert polynomial
(2.6) S˜̟(Y, Z) :=
∑
uv=̟
Su(Y )Sv−1(−Z),
where the sum is over all reduced factorizations uv = ̟.
The adjective ‘reverse’ in Definition 2.4 is justified by comparing (2.6) with
formula (1.6). Observe also that if ̟ ∈ Sn, then S˜̟(Y, Z) = 〈S˜(Y, Z), ̟〉, where
S˜(Y, Z) := A1(y1) · · ·An−1(yn−1)A˜n−1(zn−1) · · · A˜1(z1)
and, for each variable t, the factors Ai(t) and A˜i(t) are defined as in §1.1.
Choose any integer m ≥ 0, let δ∨n−1(m) := (m+ 1, . . . ,m+ n− 1), and δ
∨
n−1 :=
(1, 2, . . . , n− 1). Let Ω := (ω1, . . . , ωm) be an m-tuple of independent variables and
Ω + Y = (ω1, . . . , ωm, y1, y2, . . .) denote the concatenation of the alphabets Ω and
Y . For every i ∈ [1,m + n − 1], define Ai(t) := (1 + tum+n−1) · · · (1 + tui) and
A˜i(t) := Ai(t)−1. Furthermore, set A(Ω) := A1(ω1) · · · Am(ωm) and
S˜(Ω + Y, Z) := A(Ω)Am+1(y1) · · · Am+n−1(yn−1)A˜m+n−1(zn−1) · · · A˜m+1(z1).
Let ̟0 denote the longest element of Sn and consider the polynomial
(2.7) S˜1m×̟0(Ω + Y, Z) := 〈S˜(Ω + Y, Z), 1m ×̟0〉.
Proposition 2.5. For every integer m ≥ 0, we have
(2.8) S˜1m×̟0(Ω + Y, Z) = S
(δ∨n−1(m),δ
∨
n−1)
δn−1
(h(Ω + Y,−Z)),
where the superscript (δ∨n−1(m), δ
∨
n−1) indicates the number of ω, y, and z variables
used in each row of the flagged Schur polynomial.
Proof. Let Ω′ := (ω′1, . . . , ω
′
m). Then
S1m×̟0(Ω + Y,Ω
′ + Z) =
∑
v−12 uv1=̟0
Sv2(−Z)Gu(Ω/Ω
′)Sv1(Y ),
so setting ω′j = 0 for each j ∈ [1,m] gives
(2.9) S1m×̟0(Ω + Y, Z) =
∑
u,v1 : ℓ(u)+ℓ(v1)=ℓ(uv1)
Gu(Ω)Sv1(Y )Suv1̟0(−Z).
Moreover, it follows from equations (1.7) and (2.7) that
(2.10) S˜1m×̟0(Ω + Y, Z) =
∑
u,v1 : ℓ(u)+ℓ(v1)=ℓ(uv1)
Gu(Ω)Sv1(Y )S̟0uv1(−Z).
Suppose that Y1, . . . , Yℓ and Z1 . . . , Zℓ denote finite sets of independent variables.
For any integer vector α = (α1, . . . , αℓ), we introduce the multi-Schur polynomial
Sα(Y1 − Z1 ; · · · ; Yℓ − Zℓ) := det(hαi+j−i(Yi/Zi))1≤i,j≤ℓ.
These generalize the supersymmetric Schur polynomials defined in §1.2.
A permutation ̟ is called vexillary if it is 2143-avoiding, that is, there is no
sequence i < j < k < r such that ̟j < ̟i < ̟r < ̟k. The Schubert polynomi-
als which are indexed by vexillary permutations may be expressed as multi-Schur
polynomials (see [M2, (6.16)]). Let Y(r) := (y1, . . . , yr) and Z(r) := (z1, . . . , zr) for
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each r ≥ 0. Since the permutation 1m × ̟0 is vexillary, we deduce from loc. cit.
that
S1m×̟0(Ω+Y,Ω
′+Z) = Sδn−1(Ω+Y(1)−Ω
′−Z(n−1) ; · · · ; Ω+Y(n−1)−Ω
′−Z(1))
and therefore, setting ω′j = 0 for each j ∈ [1,m], that
(2.11) S1m×̟0(Ω + Y, Z) = Sδn−1(Ω + Y(1) − Z(n−1) ; · · · ; Ω + Y(n−1) − Z(1)).
Consider the duality isomorphism with respect to the Z-variables
Dz : Z[Ω, Y(n), Z(n)]→ Z[Ω, Y(n), Z(n)]
which sends (z1, . . . , zn) to (−zn, . . . ,−z1) and leaves all the remaining variables
fixed. Let Izn ⊂ Z[Ω, Y(n), Z(n)] be the ideal generated by the elementary symmetric
polynomials ei(Z(n)) for 1 ≤ i ≤ n. It follows from (2.9), (2.10), and Lemma 2.2
that
Dz(S1m×̟0(Ω + Y, Z) + I
z
n) = S˜1m×̟0(Ω + Y, Z) + I
z
n.
Furthermore, for r, s ∈ [1, n− 1], equation (2.5) implies that
Dz(hj(Y(r) − Z(s))) ≡ hj(Y(r),−Z(n−s))
modulo the ideal Izn. It follows from (2.11) that
Dz(S1m×̟0(Ω + Y, Z)) ≡ Sδn−1(h(Ω + Y1,−Z1), . . . , h(Ω + Yn−1,−Zn−1))
= S
(δ∨n−1(m),δ
∨
n−1)
δn−1
(h(Ω + Y,−Z)).
We deduce that equation (2.8) holds modulo Izn.
LetHzn be the Z[Ω, Y(n)]-linear subspace of Z[Ω, Y(n), Z(n)] spanned by the mono-
mials zα for 0 ≤ α ≤ δn−1. Then the monomial expression (2.1) for the flagged
Schur polynomial S
(δ∨n−1(m),δ
∨
n−1)
δn−1
(h(Ω+Y,−Z)) in (2.8) proves that the latter lies in
Hzn. Since the same is clearly true of S˜1m×̟0(Ω+Y, Z), the proposition follows. 
The next result is obtained by setting m = 0 in Proposition 2.5.
Corollary 2.6. We have S˜̟0(Y, Z) = S
(δ∨n−1,δ
∨
n−1)
δn−1
(h(Y,−Z)).
3. The type C theory
3.1. Schubert polynomials and divided differences. The Weyl group for the
root system of type Bn or Cn is the hyperoctahedral group Wn, which consists of
signed permutations on the set {1, . . . , n}. The groupWn is generated by the simple
transpositions si = (i, i + 1) for 1 ≤ i ≤ n − 1 and the sign change s0(1) = 1 (as
is customary, we use a bar to denote an entry with a negative sign). There is a
natural embedding Wn →֒ Wn+1 defined by adding the fixed point n + 1, and we
let W∞ := ∪nWn. The notions of length, reduced words, and descents of elements
of W∞ are defined as in the case of the symmetric group S∞, only now the simple
reflections are indexed by the integers in the set N0 := {0, 1, . . .}.
The nilCoxeter algebra Wn of the hyperoctahedral group Wn is the free asso-
ciative algebra with unit generated by the elements u0, u1, . . . , un−1 modulo the
relations
u2i = 0 i ∈ N0 ;
uiuj = ujui |i− j| ≥ 2 ;
uiui+1ui = ui+1uiui+1 i > 0 ;
u0u1u0u1 = u1u0u1u0.
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For any w ∈ Wn, define uw := ua1 . . . uaℓ , where a1 · · ·aℓ is any reduced word for
w. Then the uw for w ∈ Wn form a free Z-basis of Wn. As in §1.1, we denote the
coefficient of uw ∈ Wn in the expansion of the element ξ ∈ Wn by 〈ξ, w〉.
Let t be a variable and define
C(t) := (1 + tun−1) · · · (1 + tu1)(1 + tu0)(1 + tu0)(1 + tu1) · · · (1 + tun−1).
Suppose that X = (x1, x2, . . .) is another infinite sequence of commuting variables,
let C(X) := C(x1)C(x2) · · · , and for w ∈Wn, define
(3.1) Cw(X ;Y, Z) :=
〈
A˜n−1(zn−1) · · · A˜1(z1)C(X)A1(y1) · · ·An−1(yn−1), w
〉
.
Set Cw(X ;Y ) := Cw(X ;Y, 0). The polynomials Cw(X ;Y ) are the type C Schu-
bert polynomials of Billey and Haiman [BH] and the Cw(X ;Y, Z) are their double
versions introduced by Ikeda, Mihalcea, and Naruse [IMN1].
Note that Cw is really a polynomial in the Y and Z variables, with coefficients
which are formal power series in X , with integer coefficients. These power series are
symmetric in the X variables, since C(s)C(t) = C(t)C(s), for any two commuting
variables s and t (see [FK, Prop. 4.2]). We set
(3.2) Fw(X) := Cw(X ; 0, 0) = 〈C(X), w〉
and call Fw the type C Stanley symmetric function indexed by w ∈ Wn. We
deduce from (3.2) that the coefficients of Fw(X) have a combinatorial interpretation
(compare with [BH, (3.5)]). Observe also that we have Fw = Fw−1 .
The above definition of Cw(X ;Y, Z) implies that it is stable under the natural
inclusions Wn →֒Wn+1 of the Weyl groups, and hence is well defined for w ∈ W∞.
Equation (3.1) implies the relation
(3.3) Cw(X ;Y, Z) =
∑
uv̟=w
Su−1(−Z)Fv(X)S̟(Y )
summed over all reduced factorizations uv̟ = w with u,̟ ∈ S∞.
The type C Stanley symmetric functions Fw(X) lie in the ring Γ of Schur Q-
functions Qλ(X). For each r ∈ Z, define the basic function qr(X) by the equation
∞∏
i=1
1 + xit
1− xit
=
∞∑
r=0
qr(X)t
r.
For any integer vector α, let qα :=
∏
i qαi , and define Qα := Qα(X) by
(3.4) Qα := R
∞ qα
where the raising operator expression R∞ is given by
R∞ :=
∏
i<j
1−Rij
1 +Rij
.
Following [M1, III.8], we can equivalently write formula (3.4) using a Schur Pfaffian
[Sc]. More precisely, for integer vectors α = (α1, α2) with only two parts, we have
Q(α1,α2) =
1−R12
1 +R12
q(α1,α2) = qα1qα2 + 2
∑
j≥1
(−1)jqα1+jqα2−j,
while for an integer vector α = (α1, . . . , αℓ) with three or more components,
(3.5) Qα = Pfaffian(Q(αi,αj))1≤i<j≤2ℓ′
where ℓ′ is the least positive integer such that 2ℓ′ ≥ ℓ.
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A partition λ is strict if all its (non-zero) parts λi are distinct. It is known
that the Qλ(X) for λ a strict partition form a free Z-basis of the ring Γ :=
Z[q1(X), q2(X), . . .]. For any w ∈ W∞, we have an identity
(3.6) Fw(X) =
∑
λ : |λ|=ℓ(w)
ewλ Qλ(X),
summed over all strict partitions λ with |λ| = ℓ(w). At this stage we only need to
know that an equation (3.6) exists with ewλ ∈ Q. This latter fact follows immediately
from the cancellation rule C(t)C(−t) = 1 and a result of Pragacz [P, Thm. 2.11]
(see also [FK, §4]). We refer to [B, BH, La] for three different combinatorial proofs
that the coefficients ewλ , when non-zero, are positive integers. Equations (3.3) and
(3.6) show that the Schubert polynomials Cw(X ;Y, Z) lie in the ring Γ[Y, Z].
We define an action of W∞ on Γ[Y, Z] by ring automorphisms as follows. The
simple reflections si for i > 0 act by interchanging yi and yi+1 and leaving all the
remaining variables fixed, as in §1.1. The reflection s0 maps y1 to −y1, fixes the yj
for j ≥ 2 and all the zj , and satisfies
s0(qr(X)) := qr(y1, x1, x2, . . .) = qr(X) + 2
r∑
j=1
yj1qr−j(X).
For each i ≥ 0, define the divided difference operator ∂yi on Γ[Y, Z] by
∂y0f :=
f − s0f
−2y1
, ∂yi f :=
f − sif
yi − yi+1
for i > 0.
Consider the ring involution ω : Γ[Y, Z]→ Γ[Y, Z] determined by
ω(yj) = −zj, ω(zj) = −yj, ω(qr(X)) = qr(X)
and set ∂zi := ω∂
y
i ω for each i ≥ 0.
The polynomials Cw(X ;Y, Z) for w ∈ W∞ are the unique family of elements of
Γ[Y, Z] satisfying the equations
(3.7) ∂yi Cw =
{
Cwsi if ℓ(wsi) < ℓ(w),
0 otherwise,
∂zi Cw =
{
Csiw if ℓ(siw) < ℓ(w),
0 otherwise,
for all i ≥ 0, together with the condition that the constant term of Cw is 1 if w = 1,
and 0 otherwise. As a consequence, the the descents of w and w−1 determine the
symmetries of the polynomial Cw(X ;Y, Z). Note however the special role that
descents at zero play here. Furthermore, as in type A, one can show that the
double Schubert polynomials Cw(X ;Y, Z) represent the universal Schubert classes
in type C flag bundles, and therefore degeneracy loci of symplectic vector bundles,
in the sense of [Fu2]. For a simple proof of these assertions, see [T6, §7.3]. The
geometrization of the Schubert polynomials Cw will be discussed in §5.
3.2. The Schubert polynomial indexed by the longest element. Let w0
denote the longest element inWn. A formula for the top single Schubert polynomial
Cw0(X ;Y ) was given by Billey and Haiman [BH, Prop. 4.15]. In this section, we
derive the analogue of their result for the double Schubert polynomial Cw0(X ;Y, Z),
and use it to give a new proof of a Pfaffian formula for Cw0 due to Ikeda, Mihalcea,
and Naruse [IMN1, Thm. 1.2].
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Observe first that w0u = uw0 for any u ∈ Sn. Using this and equation (3.3)
gives
Cw0(X ;Y, Z) =
∑
wvu=w0
Fw(X)Su−1(−Z)Sv(Y )
where the u, v in the sum lie in Sn, and the factorization wvu = w0 is reduced. It
follows that
(3.8) Cw0(X ;Y, Z) =
∑
σ∈Sn
Fw0σ−1(X)S˜σ(Y, Z).
Proposition 3.1. The equation
(3.9) Cw0(X ;Y, Z) =
∑
λ⊂δn−1
Qδn+λ(X)S
(δ∨n−1,δ
∨
n−1)
δn−1/λ′
(h(Y,−Z))
holds in Γ[Y, Z].
Proof. Recall that ̟0 denotes the longest permutation in Sn. According to [BH,
Thm. 3.16] and [La, Thm. 3.15], we have, for every u ∈ Sn,
(3.10) Fw0u(X) =
∑
λ
au
−1̟0
λ Qδn+λ(X),
summed over partitions λ. We deduce from (3.8) and (3.10) that
Cw0(X ;Y, Z) =
∑
λ
Qδn+λ(X)
∑
σ∈Sn
aσ̟0λ S˜σ(Y, Z).
It therefore suffices to show that for every partition λ, we have
(3.11)
∑
σ∈Sn
aσ̟0λ S˜σ(Y, Z) = S
(δ∨n−1,δ
∨
n−1)
δn−1/λ′
(h(Y,−Z)).
This is a generalization of [BH, Eqn. (4.63)], and its proof is similar.
Choose any integer m ≥ 0 and define Ω := (ω1, . . . , ωm) and δ∨n−1(m) := (m +
1, . . . ,m+ n− 1) as in §2.3. For any integer vector γ = (γ1, . . . , γn−1), we have
(3.12) h
(δ∨n−1(m),δ
∨
n−1)
γ (Ω + Y,−Z) =
∑
α≥0
hγ−α(Ω)h
(δ∨n−1,δ
∨
n−1)
α (Y,−Z)
summed over all compositions α = (α1, . . . , αn−1). Moreover, for any such compo-
sition α, we have sδn−1−α(Ω) = 0 unless δn−1 − α + δn−2 = σ(λ + δn−2) for some
partition λ and permutation σ ∈ Sn−1, in which case sδn−1−α(Ω) = (−1)
σsλ(Ω).
Using this and equation (3.12), we compute that
S
(δ∨n−1(m),δ
∨
n−1)
δn−1
(h(Ω + Y,−Z)) =
∏
i<j
(1 −Rij)h
(δ∨n−1(m),δ
∨
n−1)
δn−1
(Ω + Y, Z)
=
∑
α≥0
sδn−1−α(Ω)h
(δ∨n−1,δ
∨
n−1)
α (Y,−Z)
=
∑
λ
sλ(Ω)
∑
σ∈Sn−1
(−1)σ h
(δ∨n−1,δ
∨
n−1)
δn−1+δn−2−σ(λ+δn−2)
(Y,−Z).
We deduce that
(3.13) S
(δ∨n−1(m),δ
∨
n−1)
δn−1
(Ω + Y,−Z) =
∑
λ⊂δn−1
sλ(Ω)S
(δ∨n−1,δ
∨
n−1)
δn−1/λ
(h(Y,−Z)).
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On the other hand, it follows from (1.7), (1.9), and the definition (2.7) that
S˜1m×̟0(Ω + Y, Z) =
∑
uv=̟0
Gu(Ω)S˜v(Y, Z) =
∑
λ
∑
v∈Sn
a̟0v
−1
λ sλ(Ω)S˜v(Y, Z)
and hence
(3.14) S˜1m×̟0(Ω + Y, Z) =
∑
λ
sλ(Ω)
∑
σ∈Sn
aσ̟0λ′ S˜σ(Y, Z).
By Proposition 2.5, the left hand sides of equations (3.13) and (3.14) coincide.
Comparing the coefficients of sλ(Ω) on the right hand sides of the same equations
completes the proof of (3.11), and hence of the proposition. 
Our next goal is to express the top polynomial Cw0(X ;Y, Z) as a multi-Schur
Pfaffian analogous to equations (3.4) and (3.5). For any k, r ∈ Z, we define the
polynomial kcrp =
kcrp(X ;Y, Z) by
(3.15) kcrp :=
p∑
i=0
p∑
j=0
qp−j−i(X)h
−k
i (Y )h
r
j(−Z).
The polynomials kcrp were first studied by Wilson in [W, Def. 6 and Prop. 6]. For
any integer sequences α, β, ρ, define ρcβα :=
∏
i
ρicβiαi . Given any raising operator R,
let R ρcβα :=
ρcβRα. Finally, define the multi-Schur Pfaffian
ρQβα(c) by
ρQβα(c) := R
∞ ρcβα.
Proposition 3.2. The equation
(3.16) Cw0(X ;Y, Z) =
δn−1Q
−δn−1
δn+δn−1
(c)
holds in Γ[Y, Z].
Proof. If we set khrm(Y,−Z) :=
∑m
j=0 h
−k
j (Y )h
r
m−j(−Z), then we have
kcrp =
p∑
j=0
qp−j(X)
khrj(Y,−Z).
In particular, if k, r ≥ 0, then we have
(3.17) kh−rm (Y,−Z) = em(y1, . . . , yk,−z1, . . . ,−zr) = em(Y(k),−Z(r))
so that kh−rm (Y,−Z) = 0 whenever m > k + r.
For any integer sequences α, β, ρ, define ρhβα :=
∏
i
ρihβiαi . Notice, using (3.17),
that for any integer vector γ = (γ1, . . . , γn), we have
δn−1c−δn−1γ =
∑
0≤α≤2δn−1
qγ−α(X)
δn−1h−δn−1α (Y,−Z),
and hence, by the definition (3.4),
δn−1Q
−δn−1
δn+δn−1
(c) =
∑
0≤α≤2δn−1
Qδn+δn−1−α(X)
δn−1h−δn−1α (Y,−Z).
Recall for example from [BKT2, Lemma 1.3] that the Schur Q-functions Qγ(X) are
alternating in the components (γi, γj) of the index γ, provided that γi + γj > 0.
Therefore, we have Qδn+δn−1−α(X) = 0 in the above sum unless
δn + δn−1 − α = 1
n + σ(δn−1 + λ)
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for some partition λ ⊂ δn−1 and permutation σ ∈ Sn−1. Observe that α = 2δn−1−
σ(δn−1 + λ) is uniquely determined from λ and σ. It follows that
δn−1Q
−δn−1
δn+δn−1
(c) =
∑
λ⊂δn−1
∑
σ∈Sn−1
Q1n+σ(δn−1+λ)(X)
δn−1h
−δn−1
2δn−1−σ(δn−1+λ)
(Y,−Z)
=
∑
λ⊂δn−1
Qδn+λ(X)
∑
σ∈Sn−1
(−1)σ δn−1h
−δn−1
2δn−1−σ(λ+δn−1)
(Y,−Z)
=
∑
λ⊂δn−1
Qδn+λ(X)S
(δn−1,δn−1)
δn−1/λ
(e(Y,−Z)).
Taking λ = δn−1, µ = λ
′, k = n, ℓ = n − 1, and t = (y1,−z1, . . . , yn−1,−zn−1) in
Lemma 2.1 gives
(3.18) S
(δn−1,δn−1)
δn−1/λ
(e(Y,−Z)) = S
(δ∨n−1,δ
∨
n−1)
δn−1/λ′
(h(Y,−Z)).
The result now follows by using equations (3.9) and (3.18). 
It is easy to show (see for example [IM, §8.2]) that equation (3.16) is equivalent
to the Pfaffian formula for Cw0 found in [IMN1, Thm. 1.2].
3.3. The Schubert polynomials indexed by maximal elements. Consider a
sequence a : a1 < · · · < ap of nonnegative integers with ap < n. The sequence a
parametrizes a parabolic subgroup Wa of Wn, generated by the simple reflections
si for i /∈ {a1, . . . , ap}. We let W
a
n denote the set of minimal length left Wa-coset
representatives. Recall that
W an = {w ∈Wn | ℓ(wsi) = ℓ(w) + 1, ∀ i /∈ {a1, . . . , ap}}.
Let w0(a) denote the longest element in W
a
n ; we have
w0(a) =
{
a2 · · · 1a3 · · · a2 + 1 · · ·n · · · ap + 1 if a1 = 0,
1 · · ·a1a2 · · · a1 + 1 · · ·n · · · ap + 1 if a1 > 0.
It is known (see for example [St, §2]) that W an is an order ideal of the left weak
Bruhat order of Wn, and that w0(a) is the unique maximal element of W
a
n under
this ordering.
Fix an integer k with 0 ≤ k < n. The elements of the set W
(k)
n are the k-
Grassmannian elements of W˜n. Let w
(k,n) = 1 · · · k n · · · k + 1 denote the longest
element of W
(k)
n . Following [TW, §6.2], we will require a formula analogous to
(3.16) for the Schubert polynomial Cw(k,n)(X ;Y, Z), which maps to Kazarian’s
multi-Schur Pfaffian formula from [Ka, Thm. 1.1]. Similar Pfaffian formulas for the
Schubert polynomials Cw0(a)(X ;Y, Z) were obtained by Anderson and Fulton in
[AF1]. Ikeda and Matsumura [IM, §8.2] gave proofs of these formulas by applying
left difference operators to the top Schubert polynomial Cw0 , and we will follow
that approach here.
For every i ≥ 0, the operator ∂i := ∂
z
i on Γ[Y, Z] satisfies the Leibnitz rule
(3.19) ∂i(fg) = (∂if)g + (sif)∂ig.
The argument depends on the following basic lemmas.
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Lemma 3.3 ([IM], Lemma 5.4). Suppose that p, r ∈ Z and let k ≥ 0. For all i ≥ 0,
we have
∂i(
kcrp) =
{
kcr+1p−1 if r = ±i,
0 otherwise.
Lemma 3.4 ([IM], Lemma 8.2). Suppose that i ≥ 0 and k > 0. Then we have
kc−ip =
k−1c−i−1p + (zi+1 + yk)
k−1c−ip−1.
Lemma 3.5 ([IM], Prop. 5.4). Suppose that k, r ≥ 0 and p > k+ r. Then we have
(k1,...,k,k,...,kℓ)Q
(i1,...,−r,−r,...,iℓ)
(p1,...,p,p,...,pℓ)
(c) = 0.
Example 3.6. Let δ∗n := (n, n − 1, . . . , 2) ∈ Z
n−1. For any integer sequence
α = (α1, . . . , αn), we have
∂0(
n−1c1−nα1 · · ·
1c−1αn−1
0c0αn) =
n−1c1−nα1 · · ·
1c−1αn−1
0c1αn−1.
It follows from this and equations (3.7) and (3.16) that
Cs0w0(X ;Y, Z) = ∂0 Cw0(X ;Y, Z) =
δn−1Q
−δn−1
δ∗n+δn−1
(c).
Arguing as in §3.2, we can show that
(3.20) Cs0w0(X ;Y, Z) =
∑
λ⊂δ∗n
Qδn−1+λ(X)S
(δn−1,δn−1)
δ∗n/λ
(e(Y,−Z)).
Proposition 3.7. We have
(3.21) Cw(k,n)(X ;Y, Z) =
(k,k,...,k)Q
(1−n,2−n,...,−k)
(n+k,n+k−1,...,2k+1)(c).
in Γ[Y, Z].
Proof. If v(k,n) = k · · · 1n · · · k + 1 is the longest element in W
(0,k)
n , then we have a
reduced factorization w0 = v1v2v
(k,n), where
(3.22) v1 := (sk−1 · · · s1)(sk−1 · · · s2) · · · (sk−1sk−2)sk−1
if k ≥ 2, and v1 := 1, otherwise, while
(3.23) v2 := (sn−1 · · · sk+1)(sn−1 · · · sk+2) · · · (sn−1sn−2)sn−1.
Using (3.7), this implies the equation
Cv(k,n) = ∂n−1(∂n−2∂n−1) · · · (∂k+1 · · · ∂n−1) · ∂k−1(∂k−2∂k−1) · · · (∂1 · · · ∂k−1)Cw0 .
Assume that k ≥ 2, as the proof when k ∈ {0, 1} is easier. Using Lemmas 3.3
and 3.4, for any p ∈ Z we have
(3.24) ∂k−1
k−1c1−kp =
k−1c2−kp−1 =
k−2c1−kp−1 + (zk−1 + yk−1)
k−2c2−kp−2 .
Let ǫj denote the j-th standard basis vector in Z
n. The Leibnitz rule and (3.24)
imply that for any integer vector α = (α1, . . . , αn), we have
∂k−1
δn−1c−δn−1α =
δn−1−ǫn+1−kc
−δn−1
α−ǫn+1−k
+ (zk−1 + yk−1)
δn−1−ǫn+1−kc
−δn−1+ǫn+1−k
α−2ǫn+1−k
.
We deduce from this and Lemma 3.5 that
∂k−1
δn−1Q
−δn−1
δn+δn−1
(c) = δn−1−ǫn+1−kQ
−δn−1
δn+δn−1−ǫn+1−k
(c)
= (n−1,...,k,k−2,k−2,...,1)Q
(1−n,...,−1,0)
(2n−1,...,2k+1,2k−2,2k−3,...,1)(c).
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Iterating this calculation gives
(∂1 · · ·∂k−1)Cw0 =
(n−1,...,k,k−2,k−3,...,0)Q
(1−n,...,−1,0)
(2n−1,...,2k+1,2k−2,2k−4,...,2,1)(c)
and furthermore
∂k−1(∂k−2∂k−1) · · · (∂1 · · · ∂k−1)Cw0 =
(n−1,...,k,0,0,...,0)Q
(1−n,...,−1,0)
(2n−1,...,2k+1,k,k−1,...,1)(c).
Applying the operator ∂n−1(∂n−2∂n−1) · · · (∂k+1 · · · ∂n−1) to both sides of the above
equation, we similarly obtain
Cv(k,n) =
(k,k,...,k,0,0,...,0)Q
(1−n,...,−1,0)
(n+k,n+k−1,...,2k+1,k,k−1,...,1)(c).
Since v(k,n) = (s0 · · · sk−1) · · · (s0s1)s0w(k,n), equation (3.7) gives
Cw(k,n) = ∂0(∂1∂0) · · · (∂k−1 · · · ∂0)Cv(k,n) .
Finally, since (ρ,r)Q
(β,b)
(α,0)(c) =
ρQβα(c) for any integers r and b, it follows that
Cw(k,n) = ∂0(∂1∂0) · · · (∂k−1 · · · ∂0)Cv(k,n)
= ∂0(∂1∂0) · · · (∂k−2 · · · ∂0)
(k,...,k,0,...,0)Q
(1−n,...,−k,2−k...,0)
(n+k,...,2k+1,k−1,...,1)(c)
= (k,...,k)Q
(1−n,...,−k)
(n+k,...,2k+1)(c).

Since w(k,n) = (w(k,n))−1, the polynomial Cw(k,n)(X ;Y, Z) is symmetric in the
Z variables as well as in the Y variables, however this is not reflected in equation
(3.21). The next proposition makes this symmetry apparent. Recall (for example
from [Fu3, §6.2]) that for any three partitions λ, µ, and ν, the Littlewood-Richardson
number Nλµν is the nonnegative integer defined by the equation of Schur S-functions
sµ(t)sν(t) =
∑
λ
Nλµνsλ(t).
Let µ0 := (2k)
n−k = (2k, . . . , 2k), and for every µ ⊂ µ0, define µ∨ := (2k −
µn−k, . . . , 2k − µ1). Note that (n+ k, n+ k − 1, . . . , 2k + 1) = δn−k + µ0.
Proposition 3.8. We have
Cw(k,n)(X ;Y, Z) =
(k,...,k)Q
(−k,...,−k)
δn−k+µ0
(c)
=
∑
ν1,ν2⊂µ⊂µ0
Nµν1ν2Qδn−k+µ∨(X)sν′1(Y(k))sν′2(−Z(k)),
in Γ[Y, Z], where Nµν1ν2 denotes a Littlewood-Richardson number.
Proof. For any integer vector γ = (γ1, . . . , γn−k), we have
(3.25) (k,...,k)c(1−n,...,−k)γ =
∑
0≤α≤δn−k−1+µ0
qγ−α(X)e
(n+k−1,...,2k)
α (Y(k),−Z)
where the alphabet Y(k) in the factor e
(n+k−1,...,2k)
α (Y(k),−Z) is constant, while Z
varies down from Z(n−1) to Z(k). Now using (3.21) and (3.25) while applying the
SCHUBERT POLYNOMIALS AND DEGENERACY LOCUS FORMULAS 19
raising operator R∞, along with the alternating property of Schur Q-functions,
gives
Cw(k,n)(X ;Y, Z) =
∑
0≤α≤δn−k−1+µ0
Qδn−k+µ0−α(X)e
(n+k−1,...,2k)
α (Y(k),−Z)
=
∑
µ⊂µ0
Qδn−k+µ(X) det(e
(n+k−1,...,2k)
2k−µj+j−i
(Y(k),−Z))1≤i,j≤n−k
=
∑
µ⊂µ0
Qδn−k+µ(X)S
(n+k−1,...,2k)
µ0/µ
(e(Y(k),−Z)).
We claim that for each partition µ ⊂ µ0, we have
det(e
(n+k−1,...,2k)
2k−µj+j−i
(Y(k),−Z)) = det(e
(2k,...,2k)
2k−µj+j−i
(Y(k),−Z(k)))
= Sµ0/µ(e(Y(k),−Z(k))).
The proof of this follows [M2, (3.4)]. For each i, j with 1 ≤ i, j ≤ n− k,
en+k−i2k−µj−i+j(Y(k),−Z) = e2k−µj−i+j(Y(k),−Zn−i)
=
n−k∑
p=1
ep−i(−Bi)e2k−µj+j−p(Y(k),−Z(k)),
where Bi = (zk+1, . . . , zn−i) (in particular, Bn−k = ∅). Therefore the matrix
{en+k−i2k−µj−i+j(Y(k),−Z)}1≤i,j≤n−k
is the product of the matrix
{ep−i(−Bi)}1≤i,p≤n−k,
which is unitriangular, and the matrix
{e2k−µj+j−p(Y(k),−Z(k))}1≤p,j≤n−k.
Taking determinants completes the proof of the claim.
Since Sµ0/µ(e(Y(k),−Z(k))) = Sµ∨(e(Y(k),−Z(k))), we deduce that
Cw(k,n)(X ;Y, Z) =
∑
µ⊂µ0
Qδn−k+µ(X)Sµ∨(e(Y(k),−Z(k)))
= (k,...,k)Q
(−k,...,−k)
δn−k+µ0
(c).
Furthermore, using [M1, I.(5.9)], we compute that
Cw(k,n)(X ;Y, Z) =
∑
µ⊂µ0
Qδn−k+µ∨(X)Sµ(e(Y(k),−Z(k)))
=
∑
µ⊂µ0
Qδn−k+µ∨(X)sµ′(Y(k),−Z(k))
=
∑
ν⊂µ⊂µ0
Qδn−k+µ∨(X)sµ′/ν′(Y(k))sν′(−Z(k))
=
∑
ν1,ν2⊂µ⊂µ0
Nµ
′
ν′1ν
′
2
Qδn−k+µ∨(X)sν′1(Y(k))sν′2(−Z(k)).
Since we have Nµ
′
ν′1ν
′
2
= Nµν1ν2 , the result follows. 
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Although we only require the formula for Cw(k,n)(X ;Y, Z), we will record the
general result here for comparison with the orthogonal case, which is discussed in
§4.4. According to [AF1] and [IM, Thm. 8.2], we have
Cw0(a)(X ;Y, Z) =
ρ(a)Q
β(a)
λ(a)(c),
where λ(a), β(a), and ρ(a) denote the sequences
λ(a) = (n+ ap, . . . , 2ap + 1, . . . , ai + ai+1, . . . , 2ai + 1, . . . , a1 + a2, . . . , 2a1 + 1) ;
β(a) = (1− n, . . . ,−ap, . . . , 1− ai+1, . . . ,−ai, . . . , 1− a2, . . . ,−a1) ;
and
ρ(a) = (an−app , . . . , a
ai+1−ai
i , . . . , a
a2−a1
1 ).
3.4. Theta polynomials. The next step in this program is to prove formulas for
the Schubert polynomials indexed by the k-Grassmannian elements of W∞. We
will see that they may be expressed using theta polynomials.
We say that a partition λ is k-strict if no part greater than k is repeated, that is,
λj > k implies λj+1 < λj for each j ≥ 1. There is an explicit bijection between k-
Grassmannian elements w of W∞ and k-strict partitions λ, such that the elements
in Wn correspond to those partitions whose diagram fits inside an (n− k)× (n+ k)
rectangle. According to [BKT1, §4.1 and §4.4], if the element w corresponds to the
k-strict partition λ, then the bijection is given by the equations
λi =
{
|wk+i|+ k if wk+i < 0,
#{p ≤ k : wp > wk+i} if wk+i > 0.
Using the above bijection, we attach to any k-strict partition λ a finite set of pairs
(3.26) C(λ) := {(i, j) ∈ N× N | 1 ≤ i < j and wk+i + wk+j < 0}
and a sequence β(λ) = {βj(λ)}j≥1 defined by
(3.27) βj(λ) :=
{
wk+j + 1 if wk+j < 0,
wk+j if wk+j > 0.
Following [BKT2], let λ be any k-strict partition, and consider the raising oper-
ator expression Rλ given by
(3.28) Rλ :=
∏
i<j
(1−Rij)
∏
(i,j)∈C(λ)
(1 +Rij)
−1.
For any integer sequences α and β, define cβα :=
∏
i
kcβiαi . According to [TW, W],
the double theta polynomial Θλ(X ;Y(k), Z) is defined by
(3.29) Θλ(X ;Y(k), Z) := R
λ c
β(λ)
λ .
The single theta polynomial Θλ(X ;Y(k)) of [BKT2] is given by
Θλ(X ;Y(k)) := Θλ(X ;Y(k), 0).
Note that we are working here with the images of the theta polynomials Θλ(c)
and Θλ(c | t) from [BKT2, TW] in the ring Γ[Y, Z] of double Schubert polynomials,
following [T5, T6].
Fix a rank n and let
λ0 := (n+ k, n+ k − 1, . . . , 2k + 1)
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be the k-strict partition associated to the k-Grassmannian element w(k,n) of maxi-
mal length in Wn. We deduce from Proposition 3.7 and the definition (3.29) that
(3.30) Cw(k,n)(X ;Y, Z) = Θλ0(X ;Y(k), Z)
in Γ[Y, Z].
It follows from [IM, Lemma 5.5] that for all i ≥ 1 and indices p and q, we have
∂i c
(−i,i)
(p,q) = c
(−i+1,i+1)
(p−1,q) + c
(−i+1,i+1)
(p,q−1) = (1 +R12) c
(−i+1,i+1)
(p−1,q) .
Using this identity and Lemma 3.3, it is shown in [TW, Prop. 5] that if λ and µ are
k-strict partitions such that |λ| = |µ|+1 and wλ = siwµ for some simple reflection
si ∈ W∞, then we have
(3.31) ∂iΘλ(X ;Y(k), Z) = Θµ(X ;Y(k), Z)
in Γ[Y, Z]. Now (3.30) and (3.31) imply that for any k-strict partition λ with
associated k-Grassmannian element wλ, we have
Cwλ(X ;Y, Z) = Θλ(X ;Y(k), Z)
in Γ[Y, Z]. In particular, we recover the equality
(3.32) Cwλ(X ;Y ) = Θλ(X ;Y(k))
in Γ[Y ] from [BKT2, Prop. 6.2] for the single polynomials.
3.5. Mixed Stanley functions and splitting formulas. Following [T5, §2], for
any w ∈ W∞, the double mixed Stanley function Jw(X ;Y/Z) is defined by the
equation
Jw(X ;Y/Z) := 〈A˜(Z)C(X)A(Y ), w〉 =
∑
uv̟=w
Gu−1(−Z)Fv(X)G̟(Y ),
where the sum is over all reduced factorizations uv̟ = w with u,̟ ∈ S∞. The
single mixed Stanley function Jw(X ;Y ) is given by setting Z = 0 in Jw(X ;Y/Z).
Observe that Jw(X ;Y/Z) is separately symmetric in the three sets of variables X ,
Y , and Z, and that we have Jw(X ; 0) = Fw(X).
Fix an integer k ≥ 0. We say that an element w ∈ W∞ is increasing up to k
if 0 < w1 < w2 < · · · < wk (this condition is automatically true if k = 0). If
w is increasing up to k, then [BH, Eqn. (2.5)] and equation (1.7) have a natural
analogue for the restricted mixed Stanley function Jw(X ;Y(k)), which is obtained
from Jw(X ;Y ) after setting yi = 0 for i > k. In this case, according to [T5, Prop.
5], we have
(3.33) Cw(X ;Y ) =
∑
v(1k×̟)=w
Jv(X ;Y(k))S̟(yk+1, yk+2, . . .),
where the sum is over all reduced factorizations v(1k×̟) = w inW∞ with ̟ ∈ S∞.
Moreover, there is a double version of equation (3.33) which is parallel to (1.8).
Let Jv(X ;Y(k)/Z(ℓ)) denote the power series obtained from Jv(X ;Y/Z) by setting
yi = zj = 0 for all i > k and j > ℓ. Then if w is increasing up to k and w
−1 is
increasing up to ℓ, we have
(3.34) Cw(X ;Y, Z) =
∑
Su−1(−Z>ℓ)Jv(X ;Y(k)/Z(ℓ))S̟(Y>k),
where Y>k := (yk+1, yk+2, . . .), −Z>ℓ := (−zℓ+1,−zℓ+2, . . .), and the sum is over
all reduced factorizations (1ℓ × u)v(1k ×̟) = w in W∞ with u,̟ ∈ S∞.
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We say that an element w ∈ W∞ is compatible with the sequence a : a1 <
· · · < ap of elements of N0 if all descent positions of w are contained in a. Let
b : b1 < · · · < bq be a second sequence of elements of N0 and assume that w
is compatible with a and w−1 is compatible with b. We say that a reduced fac-
torization u1 · · ·up+q−1 = w is compatible with a, b if ui ∈ S∞ for all i 6= q,
uj(i) = i whenever j < q and i ≤ bq−j or whenever j > q and i ≤ aj−q. Set
Yi := {yai−1+1, . . . , yai} for each i ≥ 1 and Zj := {zbj−1+1, . . . , zbj} for each j ≥ 1.
Proposition 3.9. Suppose that w and w−1 are compatible with a and b, respec-
tively. Then the Schubert polynomial Cw(X ;Y, Z) satisfies
Cw =
∑
Gu1(0/Zq) · · ·Guq−1 (0/Z2)Juq (X ;Y1/Z1)Guq+1 (Y2) · · ·Gup+q−1(Yp)
summed over all reduced factorizations u1 · · ·up+q−1 = w compatible with a, b.
Proof. The result is established by combining the identity (1.7) with (3.34). 
If w is increasing up to k, then the following generalization of equation (3.6)
holds (see [T5, Thm. 1]):
(3.35) Jw(X ;Y(k)) =
∑
λ : |λ|=ℓ(w)
ewλ Θλ(X ;Y(k)),
where the sum is over k-strict partitions λ with |λ| = ℓ(w). The mixed Stanley
coefficients ewλ in (3.35) are nonnegative integers. In fact, to any w ∈ W∞ increasing
up to k we associate a k-transition tree T k(w) whose leaves are k-Grassmannian
elements, and ewλ is equal to the number of leaves of the tree T
k(w) which have shape
λ. The proof of (3.35) in [T5] is a straightforward application of Billey’s transition
equations for symplectic flag varieties [B] combined with equation (3.32).
Assume that w is increasing up to k and w−1 is increasing up to ℓ. At present
there is no clear analogue of equation (3.35) for the (restricted) double mixed Stan-
ley function Jw(X ;Y(k)/Z(ℓ)). However, we have
Jw(X ;Y(k)/Z(ℓ)) =
∑
uv=w
Gu−1(−Z(ℓ))Jv(X ;Y(k))(3.36)
=
∑
uv=w−1
Gu−1(Y(k))Jv(X ;−Z(ℓ)),(3.37)
where the factorizations under the sum signs are reduced with u ∈ S∞. We can now
use equations (1.9) and (3.35) in (3.36) and (3.37) to obtain two dual expansions of
Jw(X ;Y(k)/Z(ℓ)) as a positive sum of products of Schur S-polynomials with theta
polynomials.
Example 3.10. Let w = 231 = s1s2 ∈ W3 and take k = ℓ = 1. We have
C231(X ;Y, Z) = q2(X) + q1(X)(y1 + y2 − z1) + (y1 − z1)(y2 − z1)
and hence J231(X ;Y(1)/Z(1)) = q2(X) + q1(X)(y1 − z1) − (y1 − z1)z1. Equality
(3.36) gives
J231(X ;Y(1)/Z(1)) = J231(X ;Y(1)) +G213(−Z(1))J132(X ;Y(1)) +G312(−Z(1))
= Θ2(X ; y1) + s1(−z1)Θ1(X ; y1) + s2(−z1)
= (q2(X) + q1(X)y1) + (−z1)(q1(X) + y1) + z
2
1 ,
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while equality (3.37) gives
J231(X ;Y(1)/Z(1)) = J312(X ;−Z(1)) +G132(Y(1))J213(X ;−Z(1)) +G231(Y(1))
= Θ(1,1)(X ;−z1) + s1(y1)Θ1(X ;−z1) + s(1,1)(y1)
= (q2(X)− q1(X)z1 + z
2
1) + y1(q1(X)− z1).
Theorem 3.11 ([T5], Cor. 1). Suppose that w is compatible with a and w−1 is
compatible with b, where b1 = 0. Then we have
(3.38) Cw =
∑
λ
fwλ sλ1(0/Zq) · · · sλq−1(0/Z2)Θλq (X ;Y1)sλq+1 (Y2) · · · sλp+q−1(Yp)
summed over all sequences of partitions λ = (λ1, . . . , λp+q−1) with λq a1-strict,
where
(3.39) fwλ :=
∑
u1···up+q−1=w
au1λ1 · · · a
uq−1
λq−1e
uq
λqa
uq+1
λq+1 · · · a
up+q−1
λp+q−1
summed over all reduced factorizations u1 · · ·up+q−1 = w compatible with a, b.
Proof. The result follows from Proposition 3.9 by using equations (1.9) and (3.35).

Proposition 3.9 and Theorem 3.11 are symplectic analogues of Proposition 1.1
and Theorem 1.2, and similar remarks about their algebraic, combinatorial, and
geometric significance apply. We refer the reader to [T5], [T6, §4 and §6], and §5 of
the present paper for further details and for examples which illustrate computations
of the mixed Stanley coefficients ewλ .
4. The type D theory
For the orthogonal Lie types B and D we work with coefficients in the ring Z[ 12 ].
For w ∈ W∞, the type B double Schubert polynomial Bw of [IMN1] is related
to the type C Schubert polynomial by the equation Bw = 2
−s(w)Cw, where s(w)
denotes the number of indices i such that wi < 0. We will therefore omit any
further discussion of type B, and concentrate on the even orthogonal case. The
exposition is parallel to that of §3, but there are some interesting variations in the
results and in their proofs.
4.1. Schubert polynomials and divided differences. The Weyl group W˜n for
the root system Dn is the subgroup of Wn consisting of all signed permutations
with an even number of sign changes. The group W˜n is an extension of Sn by the
element s = s0s1s0, which acts on the right by
(w1, w2, . . . , wn)s = (w2, w1, w3, . . . , wn).
There is a natural embedding W˜n →֒ W˜n+1 of Weyl groups defined by adjoining the
fixed point n+1, and we let W˜∞ := ∪nW˜n. The elements of the set N := {, 1, . . .}
index the simple reflections in W˜∞; these are used to define the reduced words and
descents of elements in W˜∞ as in the previous sections.
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The nilCoxeter algebra W˜n of W˜n is the free associative algebra with unit gen-
erated by the elements u, u1, . . . , un−1 modulo the relations
u2i = 0 i ∈ N ;
uu1 = u1u
uu2u = u2uu2
uiui+1ui = ui+1uiui+1 i > 0 ;
uiuj = ujui j > i+ 1, and (i, j) 6= (, 2).
As in §3.1, for any w ∈ W˜n, choose a reduced word a1 · · · aℓ for w, and define
uw := ua1 . . . uaℓ . Denote the coefficient of uw ∈ W˜n in the expansion of the element
ξ ∈ W˜n in the uw basis by 〈ξ, w〉. Let t be a variable and, following Lam [La], define
D(t) := (1 + tun−1) · · · (1 + tu2)(1 + tu1)(1 + tu)(1 + tu2) · · · (1 + tun−1).
Let D(X) := D(x1)D(x2) · · · , and for w ∈ W˜n, define
(4.1) Dw(X ;Y, Z) :=
〈
A˜n−1(zn−1) · · · A˜1(z1)D(X)A1(y1) · · ·An−1(yn−1), w
〉
.
The power seriesDw(X ;Y ) := Dw(X ;Y, 0) are the type D Billey-Haiman Schubert
polynomials, and the Dw(X ;Y, Z) are their double versions from [IMN1].
The double Schubert polynomial Dw(X ;Y, Z) is stable under the natural inclu-
sions W˜n →֒ W˜n+1, and hence is well defined for w ∈ W˜∞. We set
Ew(X) := Dw(X ; 0, 0) = 〈D(X), w〉
and call Ew the type D Stanley symmetric function indexed by w ∈ W˜n. Observe
that we have Ew = Ew−1 . Equation (4.1) implies the relation
(4.2) Dw(X ;Y, Z) =
∑
uv̟=w
Su−1(−Z)Ev(X)S̟(Y )
summed over all reduced factorizations uv̟ = w with u,̟ ∈ S∞.
For each strict partition λ, the Schur P -function Pλ(X) is defined by the equation
Pλ(X) := 2
−ℓ(λ)Qλ(X), where ℓ(λ) denotes the length of λ. The type D Stanley
symmetric functions Ew(X) lie in the ring Γ
′ := Z[P1, P2, . . .] of Schur P -functions.
In fact, for any w ∈ W˜∞, we have an equation
(4.3) Ew(X) =
∑
λ : |λ|=ℓ(w)
dwλ Pλ(X)
summed over all strict partitions λ with |λ| = ℓ(w). Since D(t)D(−t) = 1, it
follows from [P, Thm. 2.11] that an identity (4.3) exists with coefficients dwλ ∈ Z.
Given equation (4.2), this implies that Dw(X ;Y, Z) is an element of Γ
′[Y, Z], for
any w ∈ W˜∞. For three different proofs that dwλ ≥ 0, see [B, BH, La].
We define an action of W˜∞ on Γ
′[Y, Z] by ring automorphisms as follows. The
simple reflections si for i > 0 act by interchanging yi and yi+1 and leaving all the
remaining variables fixed, as in §1.1. The reflection s maps (y1, y2) to (−y2,−y1),
fixes the yj for j ≥ 3 and all the zj, and satisfies, for any r ≥ 1,
s(Pr(X)) := Pr(y1, y2, x1, x2, . . .)
= Pr(X) + (y1 + y2)
r−1∑
j=0
 ∑
a+b=j
ya1y
b
2
Qr−1−j(X).
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For each i ∈ N, define the divided difference operator ∂
y
i on Γ
′[Y, Z] by
∂y

f :=
f − sf
−y1 − y2
, ∂yi f :=
f − sif
yi − yi+1
for i > 0.
Consider the ring involution ω : Γ′[Y, Z]→ Γ′[Y, Z] determined by
ω(yj) = −zj, ω(zj) = −yj, ω(Pr(X)) = Pr(X)
and set ∂zi := ω∂
y
i ω for each i ∈ N.
The polynomials Dw(X ;Y, Z) for w ∈ W˜∞ are the unique family of elements of
Γ′[Y, Z] satisfying the equations
(4.4) ∂yi Dw =
{
Dwsi if ℓ(wsi) < ℓ(w),
0 otherwise,
∂ziDw =
{
Dsiw if ℓ(siw) < ℓ(w),
0 otherwise,
for all i ∈ N, together with the condition that the constant term of Dw is 1 if
w = 1, and 0 otherwise. As in §1.1 and §3.1, it follows that descents of w and
w−1 determine the symmetries of the double Schubert polynomial Dw(X ;Y, Z),
and that the polynomials Dw represent degeneracy loci of even orthogonal vector
bundles, in the sense of [Fu2].
4.2. Schur P -functions and their double analogues. Let n ≥ 1 be an integer
and ℓ ∈ [1, n]. Let α = (α1 . . . , αℓ) be a composition, and define a polynomial
P
(ℓ)
α (x1, . . . , xn) by the equation
(4.5) P (ℓ)α (x1, . . . , xn) :=
1
(n− ℓ)!
∑
̟∈Sn
̟
xα11 · · ·xαℓℓ ∏
i≤ℓ, i<j≤n
xi + xj
xi − xj
 .
Let Sn−ℓ denote the subgroup of Sn consisting of permutations of {ℓ + 1, . . . , n}.
Since the expression xα
∏
i≤ℓ,i<j≤n
xi + xj
xi − xj
is symmetric in (xℓ+1, . . . , xn), we deduce
that
(4.6) P (ℓ)α (x1, . . . , xn) =
∑
σ∈Sn/Sn−ℓ
σ
xα11 · · ·xαℓℓ ∏
i≤ℓ,i<j≤n
xi + xj
xi − xj
 .
It follows from [Iv1, Prop. 1.1(c)] that P
(ℓ)
α (x1, . . . , xn) = 0 if αi = αj for some i 6= j.
Hence, the polynomial P
(ℓ)
α (x1, . . . , xn) is alternating in the indices (α1, . . . , αℓ).
Lemma 4.1. Assume that n is even. If αℓ = 0, then we have
P (ℓ)α (x1, . . . , xn) =
{
0 if ℓ is odd,
P
(ℓ−1)
α (x1, . . . , xn) if ℓ is even.
Proof. According to [Iv2, Prop. 2.4], for any m ≥ 1, we have
(4.7)
∑
̟∈Sm
̟
 m∏
j=2
x1 + xj
x1 − xj
 = {0 if m is even,
(m− 1)! if m is odd.
Let H ∼= Sn+1−ℓ denote the subgroup of Sn consisting of permutations of
{ℓ, . . . , n}, and set P
(ℓ,n)
α := P
(ℓ)
α (x1, . . . , xn). Using (4.6) and equation (4.7), we
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compute that
(n− ℓ)!P (ℓ,n)α =
∑
σ∈Sn/H
∑
̟∈H
σ̟
xα ∏
i≤ℓ,i<j≤n
xi + xj
xi − xj

=
∑
σ∈Sn/H
∑
̟∈H
σ
xα ∏
i<ℓ,i<j≤n
xi + x̟(j)
xi − x̟(j)
 n∏
j=ℓ+1
xσ̟(ℓ) + xσ̟(j)
xσ̟(ℓ) − xσ̟(j)
=
∑
σ∈Sn/H
σ
xα ∏
i<ℓ,i<j≤n
xi + xj
xi − xj
 · ∑
̟∈H
n∏
j=ℓ+1
xσ̟(ℓ) + xσ̟(j)
xσ̟(ℓ) − xσ̟(j)
=
{
0 if ℓ is odd,
(n− ℓ)!P
(ℓ−1,n)
α if ℓ is even.

Let t = (t1, t2 . . .) be a sequence of independent variables, as in §2.1, and define
(x | t)r := (x − t1) · · · (x − tr). Given a strict partition λ of length ℓ and n ≥ ℓ,
Ivanov’s double Schur P -function Pλ(x1, . . . , xn | t) is defined by
(4.8) Pλ(x1, . . . , xn | t) :=
1
(n− ℓ)!
∑
̟∈Sn
̟
 ℓ∏
i=1
(xi | t)
λi
∏
i≤ℓ, i<j≤n
xi + xj
xi − xj
 .
Following [IMN1, §4.2], we let Pλ(X | t) denote the (even) projective limit of the
functions Pλ(x1, . . . , x2m | t) as m → ∞. We have that Pλ(X | 0) = Pλ(X) is the
Schur P -function indexed by the partition λ.
Proposition 4.2. Let λ be a strict partition of length ℓ.
(a) Suppose that ℓ is even and λ = δℓ−1 + µ for some partition µ. Then
Pλ(X | t) =
∑
ν⊂µ
Pδℓ−1+ν(X)S
λ
µ/ν(e(−t)).
(b) Suppose that ℓ is odd and λ = δℓ + µ for some partition µ. Then
Pλ(X | t) =
∑
ν⊂µ
Pδℓ+ν(X)S
λ
µ/ν(e(−t)).
Proof. For any r ≥ 1, we have (x | t)r =
∑r
p=0 x
perr−p(−t). Therefore for any
partition λ of length ℓ, we have
(4.9)
ℓ∏
i=1
(xi | t)
λi =
∑
α≥0
xαeλλ−α(−t).
It follows from (4.5), (4.8), and (4.9) that for any n ≥ ℓ, we have
Pλ(x1, . . . , xn | t) =
∑
0≤α≤λ
P (ℓ)α (x1, . . . , xn)e
λ
λ−α(−t).
Taking the even projective limit as n→∞ gives
(4.10) Pλ(X | t) =
∑
0≤α≤λ
P (ℓ)α (X)e
λ
λ−α(−t).
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For part (a), using (4.10), Lemma 4.1, and the alternating property of the func-
tions P
(ℓ)
α (X) gives
Pλ(X | t) =
∑
ν⊂µ
∑
σ∈Sℓ
(−1)σPδℓ−1+ν(X)e
λ
δℓ−1+µ−σ(δℓ−1+ν)
(−t)
=
∑
ν⊂µ
Pδℓ−1+ν(X)S
λ
µ/ν(e(−t)).
For part (b), we similarly obtain
Pλ(X | t) =
∑
ν⊂µ
∑
σ∈Sℓ
(−1)σPδℓ+ν(X)e
λ
δℓ+µ−σ(δℓ+ν)
(−t)
=
∑
ν⊂µ
Pδℓ+ν(X)S
λ
µ/ν(e(−t)).

Corollary 4.3. (a) If n is odd, then
P2δn−1(X | t) =
∑
ν⊂δ∗n
Pδn−2+ν(X)S
2δn−1
δ∗n/ν
(e(−t)).
(b) If n is even, then
P2δn−1(X | t) =
∑
ν⊂δn−1
Pδn−1+ν(X)S
2δn−1
δn−1/ν
(e(−t)).
According to [Iv3, §9] and [IN, §8.3], we have a Pfaffian formula
(4.11) Pλ(X | t) = Pfaffian(Pλi,λj (X | t))1≤i<j≤2ℓ′ ,
where 2ℓ′ is the least even integer which is greater than or equal to ℓ(λ). In equation
(4.11), we use the conventions that Pa,b(X | t) := −Pb,a(X | t) whenever 0 ≤ a ≤ b,
and Pa,0(X | t) := Pa(X | t). We will require a raising operator expression analogous
to (3.4) for the functions Pλ(X | t). This uses a more involved Pfaffian formalism
which stems from the work of Knuth [Kn, §4] and Kazarian [Ka, App. C and D].
For any r ∈ Z, we define the polynomial crp = c
r
p(X | t) by
crp :=
p∑
j=0
qp−j(X)e
r
j(−t).
For any integer sequences α, β, let
ĉβα := ĉ
β1
α1 ĉ
β2
α2 · · ·
where, for each i ≥ 1,
ĉβiαi := c
βi
αi +
{
(−1)ieαiαi(−t) if βi = αi > 0,
0 otherwise.
If R :=
∏
i<j R
nij
ij is any raising operator, denote by supp(R) the set of all indices
i and j such that nij > 0. Let α = (α1, . . . , αℓ) and β = (β1, . . . , βℓ) be integer
vectors, set ν := Rα, and define
R ⋆ ĉβα = c
β
ν := c
β1
ν1 · · · c
βℓ
νℓ
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where for each i ≥ 1,
cβiνi :=
{
cβiνi if i ∈ supp(R),
ĉβiνi otherwise.
Proposition 4.4. For any strict partition λ, we have
(4.12) Pλ(X | t) = 2
−ℓ(λ)R∞ ⋆ ĉλλ.
Proof. It follows from [Kn, Ka] that the equation
(4.13) R∞ ⋆ ĉλλ = 2
ℓ(λ) Pfaffian(Pλi,λj (X | t))i<j
holds if and only if it holds for all strict partitions λ of length ℓ at most 3. The
latter is a formal identity which is straightforward to check from the definitions;
compare with [AF2, App. A] and [IMN2, §2.3]. We conclude from (4.11) and (4.13)
that (4.12) is also true. 
4.3. The Schubert polynomial indexed by the longest element. Let w˜0
denote the longest element in W˜n. We have
w˜0 =
{
(1, . . . , n) if n is even,
(1, 2, . . . , n) if n is odd.
A formula for the top single Schubert polynomial Dw˜0(X ;Y ) was given by Billey
and Haiman [BH, Prop. 4.15]. In this section, we derive the analogue of their result
for the double Schubert polynomialDw˜0(X ;Y, Z), and use it to give a combinatorial
proof of the Pfaffian formula for Dw˜0 from [IMN1, Thm. 1.2].
Proposition 4.5. If n is even, then we have
Dw˜0(X ;Y, Z) =
∑
λ⊂δn−1
Pδn−1+λ(X)S
(δn−1,δn−1)
δn−1/λ
(e(Y,−Z))
in Γ′[Y, Z].
Proof. Using equation (4.2), we have
Dw˜0(X ;Y, Z) =
∑
uwv=w˜0
Ew(X)Su−1(−Z)Sv(Y ).
summed over all reduced factorizations uwv = w˜0 in W˜∞ with u, v ∈ S∞. If n is
even, then every permutation in Sn commutes with w˜0, and it follows that
(4.14) Dw˜0(X ;Y, Z) =
∑
σ∈Sn
Ew˜0σ−1(X)S˜σ(Y, Z).
According to [BH, Thm. 3.16] and [La, Thm. 5.14], we have, for every u ∈ Sn,
(4.15) Ew˜0u(X) =
∑
λ
au
−1̟0
λ Pδn−1+λ(X).
We deduce from (4.14) and (4.15) that
Dw˜0(X ;Y, Z) =
∑
λ
Pδn−1+λ(X)
∑
σ∈Sn
aσ̟0λ S˜σ(Y, Z).
The result now follows by combining equations (3.11) and (3.18). 
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Fix k ≥ 0, and set kcp(X ;Y ) :=
∑p
i=0 qp−i(X)h
−k
i (Y ), so that we have
kcrp(X ;Y, Z) =
p∑
j=0
kcp−j(X ;Y )h
r
j(−Z).
Define kbr :=
kcr for r < k,
kbr :=
1
2
kcr for r > k, and set
kbk :=
1
2
kck +
1
2
ekk(Y ) and
k b˜k :=
1
2
kck −
1
2
ekk(Y ).
Let fk be an indeterminate of degree k, which will be equal to
kbk,
k b˜k, or
1
2
kck,
depending on the context. We also let f0 ∈ {0, 1}. For any p, r ∈ Z, define k ĉrp by
k ĉrp :=
kcrp +
{
(2fk − kck)e
p−k
p−k(−Z) if r = k − p < 0,
0 otherwise.
In particular, we have
0ĉrp =
0crp ±
{
epp(−Z) if r = −p < 0,
0 otherwise,
and thus 0ĉ−pp =
0c−pp ± e
p
p(−Z) when p > 0, while
0ĉ00 = 1. It follows from [IMN2,
Eq. (2.14)] that
Pr(X |Z) =
1
2
(0c−rr − e
r
r(−Z)),
that is, Pr(X |Z) =
1
2
0ĉ−rr with the choice of f0 = 0.
Recall that we have defined left divided differences ∂i = ∂
z
i for each i ∈ N.
These operators satisfy the same Leibnitz rule (3.19) as in the type C case. We
now have the following even orthogonal analogues of Lemmas 3.3 and 3.4.
Lemma 4.6 ([T7], Prop. 2). Suppose that p, r ∈ Z and let k ≥ 0 and i ≥ 1.
(a) We have
∂i(
kcrp) =
{
kcr+1p−1 if r = ±i,
0 otherwise.
(b) If p > k, we have
∂i(
k ĉk−pp ) =

k ĉk−p+1p−1 if i = p− k ≥ 2,
2fk if i = p− k = 1,
0 otherwise.
Lemma 4.7. Suppose that i ≥ 0 and k > 0. Then we have
k ĉ−ip =
k−1ĉ−i−1p + (zi+1 + yk)
k−1ĉ−ip−1.
Proof. We know from Lemma 3.4 that
(4.16) kc−ip =
k−1c−i−1p + (zi+1 + yk)
k−1c−ip−1.
If i 6= p − k or i = 0 there is nothing more to prove. If i = p − k > 0 the result
follows from (4.16) and the fact that
ekk(Y )e
p−k
p−k(−Z) = e
k−1
k−1(Y )e
p−k+1
p−k+1(−Z) + (zp−k+1 + yk) e
k−1
k−1(Y )e
p−k
p−k(−Z).

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For any integer sequences α, β and composition ρ, let
ρĉβα :=
ρ1 ĉβ1α1
ρ2 ĉβ2α2 · · ·
where, for each i ≥ 1,
ρi ĉβiαi :=
ρicβiαi +
{
(−1)ieρiρi(Y )e
αi−ρi
αi−ρi(−Z) if βi = ρi − αi < 0,
0 otherwise.
Definition 4.8. Let ρ be a composition and α = (α1, . . . , αℓ), β = (β1, . . . , βℓ) be
two integer vectors. Let R be any raising operator, set ν := Rα, and define
R ⋆ ρĉβα =
ρcβν :=
ρ1cβ1ν1 · · ·
ρℓcβℓνℓ
where for each i ≥ 1,
ρicβiνi :=
{
ρicβiνi if i ∈ supp(R),
ρi ĉβiνi otherwise.
Set
(4.17) ρP̂ βα (c) := 2
−ℓR∞ ⋆ ρĉβα.
Lemma 4.9. Suppose that βi = ρi − αi < 0 for every i ∈ [1, ℓ]. Then we have
(4.18) ρP̂ βα (c) = 2
−ℓ Pfaffian(ρi,ρj P̂ βi,βjαi,αj (c))i<j .
In addition, if αj = αj+1 and βj = βj+1 for some j ∈ [1, ℓ− 1], then
(4.19) ρP̂ βα (c) = 0.
Proof. Arguing as in §4.2 for the double Schur P -functions, one shows that the
raising operator expression R∞ ⋆ ρĉβα in (4.17) may be written formally as the
Schur-type Pfaffian in (4.18). The proof of the vanishing statement (4.19) is similar
to [IM, Prop. 5.4]. Suppose that k, r ≥ 0, let ξ be a formal variable, and
F (ξ) :=
∞∑
p=0
kc−rp ξ
p =
∞∏
i=1
1 + xiξ
1− xiξ
k∏
j=1
(1 + yjξ)
r∏
m=1
(1 − zmξ)
be the generating function for the sequence {kc−rp }p≥0. Then we clearly have
(4.20) F (ξ)F (−ξ) =
k∏
j=1
(1− y2j ξ
2)
r∏
m=1
(1− z2mξ
2).
Equating the like even powers of ξ on both sides of (4.20) gives
1−R12
1 +R12
k,kc−r,−rp,p =
{
ek(y
2
1 , . . . , y
2
k)er(z
2
1 , . . . , z
2
r) if p = k + r,
0 if p > k + r.
We deduce that if p ≥ k + r, then
1−R12
1 +R12
⋆ k,k ĉ−r,−rp,p = 0,
and therefore that k,kP̂−r,−rp,p (c) = 0. Equation (4.19) now follows using (4.18) and
the alternating properties of Pfaffians, as in [Ka, §1] and [IM, §4]. 
The next result is equivalent to Ikeda, Mihalcea, and Naruse’s Pfaffian formula
for Dw˜0 from [IMN1, Thm. 1.2].
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Proposition 4.10. For any integer n ≥ 1, we have
(4.21) Dw˜0(X ;Y, Z) =
δn−1P̂
−δn−1
2δn−1
(c)
in Γ′[Y, Z].
Proof. It follows from Propositions 4.4 and 4.5 and Corollary 4.3(b) that (4.21)
holds when n is even. Assume that n is even for the rest of this proof. Since we
have
sn−1 · · · s1ss2 · · · sn−1w˜
(n)
0 = w˜
(n−1)
0
in W˜n, we get using (4.4) a corresponding equation of divided differences
D
w˜
(n−1)
0
= (∂n−1 · · ·∂2)(∂∂1)(∂2 · · · ∂n−1)Dw˜(n)0
in Γ′[Y, Z]. We therefore obtain the equality
(4.22) D
w˜
(n−1)
0
= 21−n(∂n−1 · · · ∂2)(∂∂1)(∂2 · · · ∂n−1)
(
R∞ ⋆ δn−1 ĉ
−δn−1
2δn−1
)
.
We next compute the action of the divided differences on the right hand side of
(4.22). By using Lemmas 4.7 and 4.9 and arguing as in §3.3, we see that
(∂2 · · ·∂n−1)
(
R∞ ⋆ δn−1 ĉ
−δn−1
2δn−1
)
= R∞ ⋆ (n−2,n−3,...,1,1)ĉ
−δn−1
(2n−3,2n−5,...,3,2).
For any integer vector α := (α1 . . . , αn−1), we have
∂1(
(n−2,n−3,...,1,1)ĉ−δn−1α ) =
δn−2 ĉ
(1−n,2−n,...,−2)
(α1,...,αn−2)
1g0αn−1−1,
where
1g0p =
{
2 1f1 if p = 1,
1ĉ0p otherwise.
According to [T7, §1], for k ≥ 1, we have
(4.23) ∂(
kcp) = 2
kc2p−1 and ∂(
kbk) = ∂(
k b˜k) =
kc2k−1.
We therefore also have ∂(
1f1) = 1 by (4.23) and ∂(
1ĉ0p) = 0 for p ≤ 0. It follows
that
(4.24) ∂∂1(
(n−2,n−3,...,1,1)ĉ−δn−1α ) =
{
2 · δn−2 ĉ
(1−n,2−n,...,−2)
(α1,...,αn−2)
if αn−1 = 2,
0 if αn−1 < 2.
We deduce from (4.24) that ∂∂1 commutes with the action of the raising operators
R in the expansion of R∞ in its ⋆-action on (n−2,n−3,...,1,1)ĉ
−δn−1
(2n−3,2n−5,...,3,2), and
hence that
(∂∂1 · · ·∂n−1)
(
R∞ ⋆ δn−1 ĉ
−δn−1
2δn−1
)
= 2R∞ ⋆ δn−2 ĉ
(1−n,2−n,...,−2)
(2n−3,2n−5,...,3).
We continue applying Lemma 4.6(b) to compute the action of ∂n−1 · · ·∂2 on R∞ ⋆
δn−2 ĉ
(1−n,2−n,...,−2)
(2n−3,2n−5,...,3), to conclude that
D
w˜
(n−1)
0
= 22−n (∂n−1 · · · ∂2)
(
R∞ ⋆ δn−2 ĉ
(1−n,2−n,...,−2)
(2n−3,2n−5,...,3)
)
= 22−nR∞ ⋆ δn−2 ĉ
−δn−2
2δn−2
,
and hence that (4.21) holds for all n ≥ 1, as required. 
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Corollary 4.11. If n is odd, then we have
(4.25) Dw˜0(X ;Y, Z) =
∑
λ⊂δ∗n
Pδn−2+λ(X)S
(δn−1,δn−1)
δ∗n/λ
(e(Y,−Z))
in Γ′[Y, Z].
Proof. This follows by combining Proposition 4.10 with (4.12) and Corollary 4.3(a).

Note the similarity between formulas (3.20) and (4.25). It would be interesting
to expose a more direct argument connecting the two to each other.
4.4. The Schubert polynomials indexed by maximal elements. Consider a
sequence a : a1 < · · · < ap of elements of N with ap < n. The sequence a
parametrizes a parabolic subgroup W˜a of W˜n, which is generated by the simple
reflections si for i /∈ {a1, . . . , ap}. In type D, we will only consider sequences a with
a1 6= 1, since these suffice to parametrize all the relevant homogeneous spaces and
degeneracy loci, up to isomorphism.2 This claim is due to the natural involution
of the Dynkin diagram of type Dn. Geometrically, it is explained by the fact
that any isotropic subspace En−1 of C
2n (equipped with an orthogonal form) with
dim(En−1) = n − 1 can be uniquely extended to a two-step flag En−1 ⊂ En with
En maximal isotropic and in a given family (compare with [T6, §6.3.2]).
Define the set W˜ an by
W˜ an := {w ∈ W˜n | ℓ(wsi) = ℓ(w) + 1, ∀ i /∈ {a1, . . . , ap}}
and let w˜0(a) denote the longest element in W˜
a
n . We have
w˜0(a) =
{
a2 · · · 21̂a3 · · · a2 + 1 · · ·n · · · ap + 1 if a1 = ,
1̂2 · · ·a1a2 · · · a1 + 1 · · ·n · · · ap + 1 if a1 6= ,
where 1˜ is equal to either 1 or 1, specified so that w˜0(a) contains an even number
of barred integers.
Fix an element k ∈ N with  ≤ k < n, and set W˜
(1)
n := W˜
(,1)
n . The el-
ements of the set W˜
(k)
n are the k-Grassmannian elements of W˜n. Let w˜
(k,n) =
1̂2 · · · k n · · · k + 1 denote the longest element of W˜
(k)
n . Following [T7, §3.2], we will
require a formula analogous to (4.21) for the Schubert polynomial Dw˜(k,n)(X ;Y, Z),
which maps to Kazarian’s multi-Schur Pfaffian formula from [Ka, Thm. 1.1]. Cor-
responding Pfaffian formulas for the Schubert polynomials Dw0(a)(X ;Y, Z) were
obtained in [AF1].
Proposition 4.12. We have
Dw˜(k,n)(X ;Y, Z) =
(k,...,k)P̂
(1−n,...,−k)
(n+k−1,...,2k)(c).
in Γ′[Y, Z].
Proof. Let v˜(k,n) = k · · · 21̂n · · · k + 1 be the longest element in W˜
(,k)
n . Then we
have a reduced factorization w˜0 = v1v2v˜
(k,n), where v1 and v2 are defined by (3.22)
and (3.23), as in the type C case. Using the equations (4.4), we obtain the relation
Dv˜(k,n) = ∂n−1(∂n−2∂n−1) · · · (∂k+1 · · · ∂n−1) · ∂k−1(∂k−2∂k−1) · · · (∂1 · · · ∂k−1)Dw˜0 .
2This convention is simpler than the one used in [T5, §6] and [T6, §5.3].
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Assume that k ≥ 2, as the proof is easier if k ∈ {, 1}. First, using Lemmas 4.6
and 4.7, for any p ∈ Z we have
(4.26) ∂k−1
k−1ĉ1−kp =
k−1ĉ2−kp−1 =
k−2ĉ1−kp−1 + (zk−1 + yk−1)
k−2ĉ2−kp−2 .
The Leibnitz rule and (4.26) imply that for any integer vector α = (α1, . . . , αn−1),
we have
∂k−1
δn−1 ĉ−δn−1α =
δn−1−ǫn+1−k ĉ
−δn−1
α−ǫn+1−k
+ (zk−1 + yk−1)
δn−1−ǫn+1−k ĉ
−δn−1+ǫn+1−k
α−2ǫn+1−k
.
The last equation implies that ∂k−1 commutes with ⋆ action of the raising operators
R in the expansion of R∞ on δn−1 ĉ
−δn−1
2δn−1
. We deduce from this and Lemma 4.9 that
∂k−1
δn−1 P̂
−δn−1
2δn−1
(c) = δn−1−ǫn+1−kP̂
−δn−1
2δn−1−ǫn+1−k
(c)
= (n−1,...,k,k−2,k−2,...,1)P̂
−δn−1
(2n−2,...,2k,2k−3,2k−4,...,2)(c).
Iterating this calculation gives
(∂1 · · ·∂k−1)Dw˜0 =
(n−1,...,k,k−2,k−3,...,0)P̂
−δn−1
(2n−2,...,2k,2k−3,2k−5,...,3,1)(c)
and furthermore
∂k−1(∂k−2∂k−1) · · · (∂1 · · ·∂k−1)Dw˜0 =
(n−1,...,k,0,0,...,0)P̂
−δn−1
(2n−2,...,2k,k−1,k−2,...,1)(c).
Applying the operator ∂n−1(∂n−2∂n−1) · · · (∂k+1 · · · ∂n−1) to the latter, we similarly
get
Dv˜(k,n) =
(k,k,...,k,0,0,...,0)P̂
−δn−1
(n+k−1,n+k−2,...,2k,k−1,...,1)(c).
We also have v˜(k,n) = (ss2 · · · sk−1) · · · (ss2)sw˜
(k,n), and hence (4.4) gives
Dw˜(k,n) = ∂(∂2∂) · · · (∂k−1 · · · ∂2∂)Dv˜(k,n) .
Finally, using the fact that
(ρ,r)P̂
(β,b)
(α,0)(c) =
ρP̂ βα (c),
we compute that
Dw˜(k,n) = ∂(∂2∂) · · · (∂k−1 · · ·∂2∂)Dv˜(k,n)
= ∂(∂2∂) · · · (∂k−2 · · ·∂2∂)
(k,...,k,0,...,0)P̂
(1−n,...,−k,2−k...,0)
(n+k−1,...,2k,k−2,...,1)(c)
= (k,...,k)P̂
(1−n,...,−k)
(n+k−1,...,2k)(c).

More generally, using similar arguments to those above, we can prove that
Dw˜0(a)(X ;Y, Z) =
ρ(a)P̂
β(a)
λ(a) (c),
where λ(a), β(a), and ρ(a) denote the sequences
λ(a) = (n+ ap − 1, . . . , 2ap, . . . , ai + ai+1 − 1, . . . , 2ai, . . . , a1 + a2 − 1, . . . , 2a1) ;
β(a) = (1− n, . . . ,−ap, . . . , 1− ai+1, . . . ,−ai, . . . , 1− a2, . . . ,−a1) ;
and
ρ(a) = (an−app , . . . , a
ai+1−ai
i , . . . , a
a2−a1
1 ).
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4.5. Eta polynomials. According to [BKT1, BKT3], a typed k-strict partition is a
pair consisting of a k-strict partition λ together with an integer type(λ) ∈ {0, 1, 2},
which is positive if and only if λj = k for some index j. We assume that k > 0
here, although it is straightforward to include the case k = 0, where a typed 0-strict
partition is simply a strict partition (of type zero). There is a bijection between the
k-Grassmannian elements w of W˜∞ and typed k-strict partitions λ, under which
the elements in W˜n correspond to typed partitions whose diagram fits inside an
(n− k)× (n+ k − 1) rectangle, obtained as follows. If the element w corresponds
to the typed partition λ, then for each j ≥ 1,
λj =
{
|wk+j |+ k − 1 if wk+j < 0,
#{p ≤ k : |wp| > wk+j} if wk+j > 0
while type(λ) > 0 if and only if |w1| > 1, and in this case type(λ) is equal to 1
or 2 depending on whether w1 > 0 or w1 < 0, respectively. To any typed k-strict
partition λ, we associate a finite set of pairs C(λ) and a sequence β(λ) = {βj(λ)}j≥1
using this bijection and the same equations (3.26) and (3.27) as in the type C case.
The Schubert polynomials indexed by k-Grassmannian elements are represented
by eta polynomials. For any typed k-strict partition λ, the raising operator ex-
pression Rλ is defined by equation (3.28), as before. Let ℓ denote the length of
λ, let ℓk(λ) denote the number of parts λi which are strictly greater than k, let
m := ℓk(λ) + 1 and β := β(λ). If R :=
∏
i<j R
nij
ij is any raising operator, denote
by suppm(R) the set of all indices i and j such that nij > 0 and j < m, and set
ν := Rλ. If type(λ) = 0, then define
R ⋆ ĉβλ = c
β
ν := c
β1
ν1 · · · c
βℓ
νℓ
where for each i ≥ 1,
cβiνi :=
{
kcβiνi if i ∈ suppm(R),
kĉβiνi otherwise.
For any p, r ∈ Z and s ∈ {0, 1}, define
asp :=
1
2
kcp + ω
s
p, b
s
k :=
kbk + ω
s
k, and b˜
s
k :=
k b˜k + ω
s
k,
where ωsp = ω
s
p(X ; Y, Z) :=
p∑
j=1
kcp−j h
s
j(−Z).
If type(λ) > 0 and R involves any factors Rij with i = m or j = m, then define
R ⋆ ĉβλ := c
β1
ν1 · · · c
βm−1
νm−1 a
βm
νm c
βm+1
νm+1 · · · c
βℓ
νℓ
,
where cβiνi :=
kcβiνi for each i. If R has no such factors, then define
R ⋆ ĉβλ :=
{
cβ1ν1 · · · c
βm−1
νm−1 b
βm
k c
βm+1
νm+1 · · · c
βℓ
νℓ
if type(λ) = 1,
cβ1ν1 · · · c
βm−1
νm−1 b˜
βm
k c
βm+1
νm+1 · · · c
βℓ
νℓ
if type(λ) = 2.
Following [T7], define the double eta polynomial Hλ(X ;Y(k), Z) by
(4.27) Hλ(X ;Y(k), Z) := 2
−ℓk(λ)Rλ ⋆ ĉ
β(λ)
λ .
The single eta polynomial Hλ(X ;Y(k)) of [BKT3] is given by
Hλ(X ;Y(k)) := Hλ(X ;Y(k), 0).
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As in §3.4, we note that we are working here with the images in the ring Γ′[Y, Z]
of the eta polynomials Hλ(c) and Hλ(c | t) from [T6, T7].
Fix a rank n and let
λ˜0 := (n+ k − 1, n+ k − 2, . . . , 2k)
be the typed k-strict partition associated to the k-Grassmannian element w˜(k,n) of
maximal length in W˜n. We deduce from Proposition 4.12 and (4.27) that
(4.28) Dw˜(k,n)(X ;Y, Z) = Hλ˜0(X ;Y(k), Z).
Using raising operators, it is shown in [T7, Prop. 5] that if λ and µ are typed
k-strict partitions such that |λ| = |µ|+1 and wλ = siwµ for some simple reflection
si ∈ W˜∞, then we have
(4.29) ∂iHλ(X ;Y(k), Z) = Hµ(X ;Y(k), Z)
in Γ′[Y, Z].3 It follows easily from (4.28) and (4.29) that for any typed k-strict
partition λ with associated k-Grassmannian element wλ, we have
Dwλ(X ;Y, Z) = Hλ(X ;Y(k), Z)
in Γ′[Y, Z]. In particular, we recover the equality
(4.30) Dwλ(X ;Y ) = Hλ(X ;Y(k))
in Γ′[Y ] from [BKT3, Prop. 6.3] for the single Schubert and eta polynomials.
4.6. Mixed Stanley functions and splitting formulas. For any w ∈ W˜∞, the
double mixed Stanley function Iw(X ;Y/Z) is defined by the equation
Iw(X ;Y/Z) := 〈A˜(Z)D(X)A(Y ), w〉 =
∑
uv̟=w
Gu−1(−Z)Ev(X)G̟(Y ),
where the sum is over all reduced factorizations uv̟ = w with u,̟ ∈ S∞. The
single mixed Stanley function Iw(X ;Y ) from [T5, §6] is given by setting Z = 0 in
Iw(X ;Y/Z).
Fix an element k ∈ N. If k ≥ 2, we say that an element w ∈ W˜∞ is increasing
up to k if |w1| < w2 < · · · < wk. Furthermore, we adopt the convention that every
element of W˜∞ is increasing up to  and increasing up to 1. If w is increasing up
to k, then there is an analogue of (3.33) for the restricted mixed Stanley function
Iw(X ;Y(k)), which is obtained from Iw(X ;Y ) after setting yi = 0 for i > k. In this
case, according to [T5, Eqn. (33)], we have
(4.31) Dw(X ;Y ) =
∑
v(1k×̟)=w
Iv(X ;Y(k))S̟(yk+1, yk+2, . . .),
where the sum is over all reduced factorizations v(1k×̟) = w in W˜∞ with ̟ ∈ S∞.
Akin to §1.3 and §3.5, equation (4.31) has a double version: let Iv(X ;Y(k)/Z(ℓ)) be
the power series obtained from Iv(X ;Y/Z) by setting yi = zj = 0 for all i > k and
j > ℓ. Then if w is increasing up to k and w−1 is increasing up to ℓ, we have
(4.32) Dw(X ;Y, Z) =
∑
Su−1(−Z>ℓ)Iv(X ;Y(k)/Z(ℓ))S̟(Y>k),
where the sum is over all reduced factorizations (1ℓ×u)v(1k×̟) = w in W˜∞ with
u,̟ ∈ S∞.
3The paper [T7] assumes that k > 0, but the proofs also work (and are simpler) when k = 0.
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We say that an element w ∈ W˜∞ is compatible with the sequence a : a1 < · · · <
ap of elements of N if all descent positions of w are contained in a (following §4.4,
we assume that a1 6= 1). Let b : b1 < · · · < bq be a second sequence of elements of
N, and suppose that w is compatible with a and w
−1 is compatible with b. The
notion of a reduced factorization u1 · · ·up+q−1 = w compatible with a, b and the
sets of variables Yi and Zj for i, j ≥ 1 are defined exactly as in §3.5.
Proposition 4.13. Suppose that w and w−1 are compatible with a and b, respec-
tively. Then the Schubert polynomial Dw(X ;Y, Z) satisfies
Dw =
∑
Gu1(0/Zq) · · ·Guq−1(0/Z2)Iuq (X ;Y1/Z1)Guq+1 (Y2) · · ·Gup+q−1(Yp)
summed over all reduced factorizations u1 · · ·up+q−1 = w compatible with a, b.
Proof. The result is shown by using (4.32) and iterating the identity (1.7). 
If w is increasing up to k, then the following generalization of equation (4.3)
holds (see [T5, Eqn. (32)]):
(4.33) Iw(X ;Y(k)) =
∑
λ : |λ|=ℓ(w)
dwλ Hλ(X ;Y(k)),
where the sum is over typed k-strict partitions λ with |λ| = ℓ(w). The mixed
Stanley coefficients dwλ in (4.33) are nonnegative integers which have a combinatorial
interpretation, as in §3.5. The proof of (4.33) in [T5] uses (4.30), and is similar to
the type C case.
Assume that w is increasing up to k and w−1 is increasing up to ℓ. Then the
(restricted) double mixed Stanley function Iw(X ;Y(k)/Z(ℓ)) satisfies
Iw(X ;Y(k)/Z(ℓ)) =
∑
uv=w
Gu−1(−Z(ℓ))Iv(X ;Y(k))(4.34)
=
∑
uv=w−1
Gu−1(Y(k))Iv(X ;−Z(ℓ)),(4.35)
where the sums are over reduced factorizations as shown, with u ∈ S∞. We can
now use equations (1.9) and (4.33) in (4.34) and (4.35) to obtain two expansions
of Iw(X ;Y(k)/Z(ℓ)) as a positive sum of products of Schur S-polynomials with eta
polynomials, as in Example 3.10.
Theorem 4.14 ([T5], Cor. 3). Suppose that w is compatible with a and w−1 is
compatible with b, where b1 = . Then we have
Dw =
∑
λ
gwλ sλ1(0/Zq) · · · sλq−1 (0/Z2)Hλq (X ;Y1)sλq+1(Y2) · · · sλp+q−1(Yp)
summed over all sequences of partitions λ = (λ1, . . . , λp+q−1) with λq a1-strict and
typed, where
gwλ :=
∑
u1···up+q−1=w
au1λ1 · · · a
uq−1
λq−1d
uq
λqa
uq+1
λq+1 · · ·a
up+q−1
λp+q−1
summed over all reduced factorizations u1 · · ·up+q−1 = w compatible with a, b.
Proof. This follows from Proposition 4.13 by using equations (1.9) and (4.33). 
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5. Geometrization
In this section, we discuss the precise way in which the Schubert polynomials
given in the previous sections represent degeneracy loci of vector bundles in the
sense of [Fu2]. This has been addressed in earlier work (see [T5, §4] and [T6,
§6, 7]), but our aim here is to provide some more detailed historical comments,
which include the author’s papers [T2, T3]. We restrict attention to the symplectic
case, as the orthogonal types are analogous to type C, and the situation in type
A has been understood since [Fu1]. Throughout the section X := (x1, x2, . . .) and
Y := (y1, y2, . . .) will denote two sequences of commuting independent variables,
and for every integer n ≥ 1, we set Xn := (x1, . . . , xn) and Yn := (y1, . . . , yn).
Consider a vector bundle E → M of rank 2n over a smooth algebraic variety
M , equipped with an everywhere nondegenerate skew-symmetric form E⊗E → C.
Assume that we are given two complete flags of subbundles of E
(5.1) E• : 0 ⊂ E1 ⊂ · · · ⊂ E2n = E and F• : 0 ⊂ F1 ⊂ · · · ⊂ F2n = E
with rankEi = rankFi = i for each i, while En+i = E
⊥
n−i and Fn+i = F
⊥
n−i for
0 ≤ i < n. For any w in the Weyl group Wn, we have the degeneracy locus
(5.2) Xw := {x ∈M | dim(Ei(x) ∩ Fj(x)) ≥ dw(i, j) ∀ i ∈ [1, n], j ∈ [1, 2n]},
where dw(i, j) ∈ Z and the inequalities in (5.2) are exactly those which define the
Schubert variety Xw(F•) in the flag variety IFn := Sp2n /B (the precise values
dw(i, j) are given in [T6, §6.2]). We assume that Xw has pure codimension ℓ(w) in
M , and seek a formula which expresses the cohomology class [Xw] ∈ H
∗(M) as a
universal polynomial in the Chern classes of the vector bundles Ei and Fj .
When the vector bundles Fj are trivial, the answer to the above degeneracy
locus problem coincides with the answer to the Giambelli problem for H∗(IFn),
which amounts to a theory of (single) symplectic Schubert polynomials. In this
setting, the Ei are the universal (or tautological) vector bundles over M = IFn.
The cohomology ring of IFn has a standard Borel presentation [Bo] as a quotient
ring
(5.3) H∗(IFn,Z) ∼= Z[x1, . . . , xn]/Jn,
where the variables xi represent the characters of the Borel subgroup B, or the
Chern roots of the dual of the Lagrangian subbundle En, and Jn denotes the ideal
generated by the Wn-invariant polynomials of positive degree. The aim of a theory
of Schubert polynomials is to provide a combinatorially explicit and natural set of
polynomial representatives {Cw(Xn)}w∈Wn for the Schubert classes {[Xw]}w∈Wn in
the presentation (5.3) of H∗(IFn,Z).
Among the many desirable attributes of the Schubert polynomials Cw(Xn), the
stability property is perhaps the most important. This states that we have
Cjn(w)(x1, . . . , xn, 0) = Cw(x1, . . . , xn), ∀w ∈ Wn,
where jn : Wn →֒ Wn+1 is the natural inclusion map of Weyl groups. The signifi-
cance of this property was already recognized in the work of Lascoux and Schützen-
berger [LS] on type A Schubert polynomials, where – together with the fact that
they represent Schubert classes – it completely characterizes them.
The inclusions jn induce surjections
(5.4) · · · → H∗(IFn+1,Z)→ H
∗(IFn,Z)→ · · ·
38 HARRY TAMVAKIS
and the inverse limit of the system (5.4) in the category of graded rings is the
stable cohomology ring H(IF). The stability property implies that the symplectic
Schubert polynomials lift to give representatives Cw(X) of the stable Schubert classes
σw := lim
←−
[Xw], one for every w ∈ W∞. Unlike the situation in type A, the Cw(X)
will no longer be polynomials in X, but formal power series (see Example 5.1 below).
Moreover, a special role is played by the subring of H(IF) invariant under the
action of the symmetric group S∞, whose elements are represented by symmetric
power series, and which is isomorphic to the stable cohomology ring H(LG) of the
Lagrangian Grassmannian LG(n, 2n).
The Giambelli problem for the cohomology ring of LG(n, 2n) was solved by
Pragacz [P] by using the theory of SchurQ-functions, and the resulting isomorphism
between H∗(LG(n, 2n),Z) and a certain quotient of the ring Γ of Schur Q-functions
was further studied by Józefiak [Jo]. Let Λ denote the ring of symmetric functions in
the variablesX, so that Λ = Z[e1(X), e2(X), . . .], and let I be the ideal of Λ generated
by the homogeneous symmetric functions in X2 := (x21, x
2
2, . . .) of positive degree.
According to [Jo, Cor. 2.3], the surjective map η : Λ → Γ with η(ei(X)) := qi(X)
for all i ≥ 1 induces an isomorphism Λ/I ∼= Γ.
Define a map φn : Z[X] → Z[Xn] by xi 7→ xi for i ≤ n, while xi 7→ 0 for i > n.
If Λn := Z[e1(Xn), . . . , en(Xn)] = Z[Xn]
Sn is the ring of symmetric polynomials
in Xn, then φn induces an homonymous map Λ → Λn. Setting In := φn(I) =
Λn(e1(X
2
n), . . . , en(X
2
n)), we then have a commutative diagram of rings
Γ
π
// Λ/I
φn

// H(LG)

Λn/In
ψ0
// H∗(LG(n, 2n))
where the horizontal arrows are isomorphisms. The map ψ0 sends ei(Xn) to the
i-th Chern class ci(E/En) of the universal quotient bundle over LG(n, 2n). The
resulting surjection Γ → H∗(LG(n, 2n)) maps Qλ(X) to the Schubert class [Xλ],
for any strict partition λ with λ1 ≤ n, and to zero, otherwise.
Since the combinatorial theory of Schur Q-functions was well understood and
analogous to the type A theory of Schur S-functions, the above picture provided
a satisfactory way to do classical Schubert calculus on LG. The study of related
problems in the theory of degeneracy loci [PR, LP, KT1], Arakelov theory [T1],
and quantum cohomology [KT2], however, required representatives for the Schu-
bert classes in the Borel presentation of H∗(LG(n, 2n)), and hence in the ring Λn.
The answer was provided by Pragacz and Ratajski’s theory [PR] of Q˜-polynomials
Q˜λ(Xn), which were extended to the Q˜-functions Q˜λ(X) in [T2, §1.1]. For each
strict partition λ, Q˜λ(X) and Q˜λ(Xn) are defined by the raising operator expres-
sions
Q˜λ(X) := R
∞ eλ(X) and Q˜λ(Xn) := φn(Q˜λ(X)) = R
∞ eλ(Xn),
SCHUBERT POLYNOMIALS AND DEGENERACY LOCUS FORMULAS 39
where as usual eλ :=
∏
i eλi . The geometrization of the Schur Q-functions Qλ(X)
is then displayed in the diagram
Qλ(X)
✤ π // Q˜λ(X)
❴
φn

✤ // σλ
❴

Q˜λ(Xn)
✤ ψ0 // [Xλ].
In other words, by geometrization we mean the choice of substitution Qλ(X) 7→
Q˜λ(X) shown above, which lifts the ring homomorphisms
Γ
π
−→ Λ/I
φn
−→ Λn/In
to maps of abelian groups
Γ
π
−→ Λ
φn
−→ Λn.
The next step in the story was to extend the above picture to the entire Weyl
group Wn, and thus obtain a theory of symplectic Schubert polynomials Cw(Xn)
for H∗(IFn,Z). In a fundamental paper which built on the work of Lascoux-
Schützenberger [LS] and Pragacz [P], Billey and Haiman [BH] found the combi-
natorially explicit family of type C Schubert polynomials Cw(X ;Y ) of §3.1. These
objects are actually formal power series, realized as nonnegative integer linear com-
binations of products Qλ(X)S̟(Y ) of Schur Q-functions and type A Schubert
polynomials. The Cw(X ;Y ) for w ∈ W∞ form a Z-basis of a ring Γ[Y ] isomorphic
to H(IF), and map to the stable Schubert classes σw under this isomorphism.
The problem with the Billey-Haiman power series Cw(X ;Y ) was that they were
not related in [BH] to the Borel presentation (5.3) in a way that retained combi-
natorial control over their coefficients. The λ-ring substitution used in [BH, §2]
involved the odd power sums, and led to Schubert polynomials in the root variables
xi which were quite complicated (see [FK, §7] for a discussion of this). In 2006,
motivated in part by an application to arithmetic intersection theory, the author
resolved this issue by constructing a family of symplectic Schubert polynomials
Cw(Xn) which are a geometrization of the Cw(X ;Y ), in the same sense that the
polynomials Q˜λ(Xn) are a geometrization of the power series Qλ(Y ).
Here are the details of this work, which eventually appeared in [T2]. Let J be the
ideal of Λ[X] generated by the elementary symmetric functions ep(X
2) for p ≥ 1.
The map φn : Λ[X]→ Z[Xn] sends J to the ideal Jn = (e1(X2n), . . . , en(X
2
n)). Define
an isomorphism π : Γ[Y ] → Λ[X]/J by setting π(qi(X)) := ei(X) and π(yi) := −xi
for all i ≥ 1. We then have a diagram
Γ[Y ]
π
// Λ[X]/J
φn

// H(IF)

Z[Xn]/Jn
ψ
// H∗(IFn)
where the horizontal arrows are again ring isomorphisms. The map ψ is determined
by ψ(xi) = −c1(En+1−i/En−i) for 1 ≤ i ≤ n. Given any w ∈ Wn, apply equations
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(3.3) and (3.6) to write
Cw(X ;Y ) =
∑
v,̟,λ
evλQλ(X)S̟(Y )
where the sum is over all reduced factorizations v̟ = w and strict partitions λ such
that ̟ ∈ Sn and |λ| = ℓ(v). Following [T2, §2.2], define the symplectic Schubert
polynomials Cw(Xn) and power series Cw(X) by the equations
Cw(X) :=
∑
v,̟,λ
evλ Q˜λ(X)S̟(−Xn) and Cw(Xn) := φn(Cw(X)).
The geometrization of the Schubert polynomials Cw(X ;Y ) is then displayed in the
diagram
Cw(X ;Y )
✤ π // Cw(X)
❴
φn

✤ // σw
❴

Cw(Xn)
✤ ψ // [Xw].
Example 5.1. The linear Schubert polynomials Csi are indexed by the simple
reflections si in W∞. For each i ∈ N0, we have
Csi(X ;Y ) = q1(X) +Ssi(Y ) = 2
 ∞∑
j=1
xj
+ (y1 + · · ·+ yi)
for the Billey-Haiman polynomials, while
Csi(X) =
∞∑
j=i+1
xj and Csi(Xn) =
{
xi+1 + · · ·+ xn if i < n,
0 otherwise.
There remained one missing ingredient to fully solve the problem of Schubert
polynomials in the classical Lie types: define double versions of the Billey-Haiman
polynomials, and extend the above picture to that setting. Fortunately, there was
progress in this direction, as in 2005 Ikeda [I] had shown how Ivanov’s factorial
Schur Q-functions [Iv3] may be used to represent the torus-equivariant Schubert
classes in the equivariant cohomology of the Lagrangian Grassmannian. At the
March 2007 workshop on Schubert calculus in Banff, the author suggested to Ikeda
that he should work on creating a double version of the Billey-Haiman theory. Ikeda
was also informed about the author’s theory of symplectic Schubert polynomials
Cw(Xn), and asked to include an extension of the substitution Cw(X ;Y ) 7→ Cw(Xn)
to the double case, as it was important for geometric applications. In 2008, the
work [IMN1] was announced, which used localization techniques as in [I, IN] to con-
struct the required theory of polynomials Cw(X ;Y, Z). Moreover, the information
necessary to extend the author’s geometrization of the Cw(X ;Y ) to equivariant
cohomology was provided in [IMN1, §10]. This was done explicitly in 2009, with
the announcement of our paper [T5], and simultaneously generalized, to deal with
the degeneracy loci coming from any isotropic partial flag variety.
Following [T5, §4], to describe how the Cw(X ;Y, Z) represent degeneracy loci
of vector bundles, recall from [Gr] and [T6] that these loci and their cohomology
SCHUBERT POLYNOMIALS AND DEGENERACY LOCUS FORMULAS 41
classes pull back from the Borel mixing space BMn := BB ×B Sp2n BB, which is
the universal case of (5.2) and the degeneracy locus problem. Let
H(BM) := lim
←−
H∗(BMn,Z)
be the stable cohomology ring of BMn. Define the supersymmetric functions
ep(X/Y) for p ≥ 0 by
ep(X/Y) :=
p∑
j=0
ej(X)hp−j(Y),
set Λ˜ := Z[e1(X/Y), e2(X/Y), . . .], and let J˜ be the ideal of Λ˜[X,Y] generated by
the fundamental relations
e2p(X/Y) + 2
p∑
j=1
(−1)jep+j(X/Y)ep−j(X/Y)
for all p ≥ 1. Define an isomorphism
π˜ : Γ[Y, Z]→ Λ˜[X,Y]/J˜
by setting π˜(qi(X)) := ei(X/Y), π˜(yi) := −xi, and π˜(zi) := yi, for each i ≥ 1.
Moreover, let φ˜n : Λ˜[X,Y] → Z[Xn,Yn] be the map determined by xi 7→ xi and
yi 7→ yi for i ≤ n, while xi 7→ 0 and yi 7→ 0 for i > n, and set J˜n := φn(J˜) ⊂
Z[Xn,Yn]. (It is not hard to show that J˜n is equal to the ideal of Z[Xn,Yn]
generated by the differences ep(X
2
n) − ep(Y
2
n) for 1 ≤ p ≤ n.) We then have a
commutative diagram of rings
Γ[Y, Z]
π˜
// Λ˜[X,Y]/J˜
φ˜n

// H(BM)

Z[Xn,Yn]/J˜n
ψ˜
// H∗(BMn,Z)
extending the previous ones, where again the horizontal maps are isomorphisms.
The map ψ˜ satisfies ψ˜(xi) = −c1(En+1−i/En−i) and ψ˜(yi) = −c1(Fn+1−i/Fn−i)
for each i with 1 ≤ i ≤ n.
Given w ∈ Wn, apply equations (3.3) and (3.6) to write
Cw(X ;Y, Z) =
∑
u,v,̟,λ
evλSu−1(−Z)Qλ(X)S̟(Y )
where the sum is over all reduced factorizations uv̟ = w and strict partitions
λ such that u,̟ ∈ Sn and |λ| = ℓ(v). Define the supersymmetric Q˜-function
Q˜λ(X/Y) by the equation
Q˜λ(X/Y) := R
∞ eλ(X/Y).
and the double symplectic Schubert polynomials Cw(Xn,Yn) and power series Cw(X,Y)
by the equations
Cw(X,Y) :=
∑
u,v,̟,λ
evλSu−1(−Yn)Q˜λ(X/Y)S̟(−Xn)
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and Cw(Xn,Yn) := φ˜n(Cw(X/Y)). The geometrization of the double Schubert
polynomials Cw(X ;Y, Z) is exhibited in the diagram
Cw(X ;Y, Z)
✤ π˜ // Cw(X,Y)
❴
φ˜n

✤ // lim
←−
[Xw]
❴

Cw(Xn,Yn)
✤ ψ˜ // [Xw].
As before, we observe that the substitutions Qλ(X) 7→ Q˜λ(X/Y), yi 7→ −xi, and
zi 7→ yi lift the ring homomorphisms
Γ[Y, Z]
π˜
−→ Λ˜[X,Y]/J˜
φ˜n
−→ Z[Xn,Yn]/J˜n
to maps of abelian groups
Γ[Y, Z]
π˜
−→ Λ˜[X,Y]
φ˜n
−→ Z[Xn,Yn].
Since the variables {−xi} and {−yi} for 1 ≤ i ≤ n represent the Chern roots
of the isotropic vector bundles in (5.1), it is now a simple matter to translate the
formulas in this paper into Chern class formulas for degeneracy loci. For each r ≥ 0,
define cr(E − Ei − Fj) by the equation of total Chern classes
c(E − Ei − Fj) := c(E)c(Ei)
−1c(Fj)
−1.
Then the geometrization map ωn := ψ˜φ˜nπ˜ sends qr(X) to cr(E−En−Fn) for each
r ≥ 0, and Qλ(X) to Qλ(E − En − Fn) for every strict partition λ.
More generally, following [T5, Thm. 3], the substitution which maps the theta
polynomialΘλ(X ;Y(k)) to Θλ(E−En−k−Fn) for each k-strict partition λ is applied
to treat the degeneracy loci which come from any symplectic partial flag variety
(see also [T6, Remark 4]). Computing the image of formula (3.38), we thus obtain
that the class of the degeneracy locus Xw in H
∗(M) is equal to∑
λ
fwλ sλ1(Fn+bq−1 −Fn+bq ) · · ·Θλq (E−En−a1 −Fn) · · · sλp+q−1(En−ap−1 −En−ap)
with the coefficients fwλ given by equation (3.39).
The polynomials kcrp defined in (3.15) are particularly useful to work with, as we
have the Chern class equation
ωn(
kcrp) = cp(E − En−k − Fn+r)
(compare with [TW, Eqn. (31)]). For the top Schubert polynomial Cw0(X ;Y, Z),
equation (3.16) maps to the Pfaffian formula
(5.5) [Xw0 ] = Qδn+δn−1(E − E(1,2,...,n) − F(1,2,...,n))
in H∗(M). Following [TW, Cor. 1], the Chern polynomial in (5.5) is defined as
the image of the polynomial R∞ cδn+δn−1 under the Z-linear map which sends the
noncommutative monomial cα to
∏
j cαj (E − Ej − Fj), for every integer sequence
α. The geometric substitutions of this section can thus be used to relate some of
the equations for Schubert polynomials found in the present paper to the Chern
class formulas in [Ka, AF1, AF2] and elsewhere.
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