A finite difference scheme is constructed for the evolution of a plane curve driven by a power of curvature: V = K α , α > 0, where V and K are the normal velocity and the curvature, respectively. Here we assume that the curve is closed, strictly convex, and immersed in the plane R 2 . This curve-evolution is discretized using a crystalline approximation which is a kind of finite difference scheme for the nonlinear evolution equation. We prove convergence of this scheme and show the rate of convergence. Moreover, some numerical examples are presented.
1. Introduction. Let Γ 0 be a smooth closed convex curve and immersed in the plane R 2 . We consider the moving boundary problem of finding a family of closed curves {Γ(t)} t≥0 which satisfies
V (θ, t) ≡ K(θ, t)
α , θ ∈ T η , t ≥ 0, Γ(0) = Γ 0 , (1.1) where V is the inward normal component of the velocity of Γ(t) and K is the curvature with the sign convention that the curvature of a circle is positive. Parameter θ is the angle between the exterior normal and a fixed axis, α is a positive real-valued parameter and t is often called time. Parameter η ≥ 1 is winding number of Γ(t) and T η := R/2ηπZ. The functions V and K are 2ηπ-periodic in θ since curve Γ(t) is closed.
Problem (1.1) is a so-called curve-shortening equation (see (1.5) ). In the special case when α = 1, (1.1) is called motion by mean curvature and investigated in many publications (see, e.g., [3] , [5] , [8] , and references therein). The motion by mean curvature first appeared in material science [16] . Equation (1.1) is derived as the modeling of the motion of the grain boundary in annealing metals. In the case when α = 1 3 , (1.1) is known as a model equation for image processing [1] . Also it is known that (1.1) does not change form under area-preserving affine transformation [18] .
It is often convenient to describe the evolution of everywhere positive curvature K under Gauss-parameterization of the curve Γ(t). The following problem is equivalent to (1.1).
Problem 1.1. Find a function V = V (θ, t) satisfying
V (θ, 0) = ϕ(θ) > 0, θ ∈ T η , (1.2b) V (0, t) = V (2ηπ, t), V θ (0, t) = V θ (2ηπ, t), 0 ≤ t < T, (1.2c) Equations (1.2b), (1.2c), and (1.2d) are the initial, the periodic boundary, and the closedness condition, respectively.
For a convex evolving curve with curvature K = K(θ, t) and inward normal velocity V = V (θ, t) the following relation holds (see, e.g., (2.20) in [9] ):
Substituting (1.1) into the above equation, we obtain (1.2a). Conversely, for a given solution V (θ, t) of Problem 1.1, we can construct a family of curves {Γ(t)} t≥0 which obeys the evolution law (1.1). In fact, the curve Γ(t) = {x ∈ R 2 | x = X(θ, t), θ ∈ T η , t > 0} with Γ 0 = {x ∈ R 2 | x = X 0 (θ), θ ∈ T η } satisfies (1.1), where {X(θ, t) | θ ∈ T η , t > 0, X(θ, 0) = X 0 (θ)} is a solution of the following: Here N (θ) = −(cos θ, sin θ) (respectively, T (θ) = (− sin θ, cos θ)) is inward normal vector (respectively, tangent vector).
We point out two basic properties of solutions of Problem 1.1. First, the motion by a power of curvature is a curve-shortening motion, since
where we denote the arc-length of Γ(t) by L(t). ·ds denotes an integration by the arc-length parameter on Γ(t). One can further show that the length of the curve decreases "pointwise" in a certain sense (see (2.25) in [9] ). Next, the maximum in θ of solution V (θ, t) goes to infinity in a finite time T * . If Γ(t) is an embedded curve, then it is known that Γ(t) shrinks to a point as t T * [5] , [8] . But this is not necessarily the case if Γ(t) has self-intersection. In fact, the curvature blows up if some of the small "loops" on Γ(t) shrink and disappear. The time It may also be interesting to note that the behavior of shrinking curves exhibits a dramatic contrast between the case α > , any embedded closed convex curve eventually approaches a shrinking circle. This fact was first discovered by Gage-Hamilton [5] and later extended to the general case α > 1 3 by Taniyama-Matano [19] . On the other hand, if 0 < α < 1 3 , then there are solutions whose curvature blows up at a faster rate than a shrinking circle (Type II blow-up) and whose aspect ratio tends to infinity as it shrinks to a point. See Taniyama-Matano [19] for details. Matano-Wei [13] generalizes this result for an anisotropic equation.
Let us explain the crystalline algorithm. Some materials have nonsmooth interfacial energies. To study the motion of interfaces under these nonsmooth interfacial energies, Taylor [20] and Angenent-Gurtin [2] , independently, introduced crystalline energies. For these energies, the corresponding solutions are polygonal and the evolution law is a system of ordinary differential equations. For the convex closed piecewise linear curve, which consists of n sides and whose sides intersect at the vertices {B j (t)} 0≤j<n with the angle π − ∆θ (∆θ = 2ηπ n ), the evolution is described by
(see [2, (10.18) ], [21] , and references therein), where d j (t) := |B j+1 (t) − B j (t)| is the length of the jth side of this piecewise linear curve. This equation is derived from space discretized version of (1.3),
and the relation between {X j (t)} 0≤j<n and {B j (t)} 0≤j<n ,
where N j := N (j∆θ) (respectively, T j := T (j∆θ)) is the interior normal vector (respectively, tangent vector) to the jth side.
Moreover, Taylor and Angenent-Gurtin introduced crystalline curvature. Crystalline curvature for the jth side of the closed convex piecewise linear curve is given by
Let us make the relation between the usual curvature and the above quantity clear. If the curvature is defined in the standard way (the derivative of the angle between the tangent and a fixed axis with respect to the arc-length), then the curvature of piecewise linear curve is zero at each side and not defined at each vertex of the curve. However, if we define curvature by a derivative of the length with respect to a signed area for smooth deformations of the curve, then for a smooth curve it coincides with usual curvature and for a piecewise linear curve it coincides with crystalline curvature (see [6] , [17] ). Using (1.6), (1.7), (1.8) , and the evolution law, one can analyze the curvature motions of piecewise linear curves.
This idea is used not only for analysis, but also for numerical simulation. In fact, when we approximate smooth curves by piecewise linear curves and curvature by crystalline curvature, we can obtain approximate solution by integrating (1.6), (1.7), (1.8) , and the evolution law. We call the numerical algorithm employing this crystalline approximation crystalline algorithm (see section 2). Several authors have studied convergence of the crystalline algorithm. For the motion by weighted mean curvature, convergence has been proved by [4] , [7] for graphs, by [6] for simple closed convex curves, and by [10] for nonconvex closed curves. In these papers, discretization in time is not considered.
In this paper, we apply the crystalline algorithm to the case of motion by a power of curvature. For (1.6) and (1.7) time discretization is necessary for numerical computation. We use the Euler method for the time discretization, namely,
and
where d m j is the length of jth side in the approximate piecewise linear curve for Γ(t m ), v m j is approximation of V (j∆θ, t m ), τ m+1 is a variable time difference and t m is time. By rearranging the above equations a full discretized problem for Problem 1.1 is obtained. Applying a fundamental comparison principle to this problem, we prove the convergence of our scheme.
In our scheme, we control the time step τ m+1 by choosing
where ε is any fixed positive number. See Procedure 2.2 for details. Here and hereafter, we set (·)
We define that (Γ(t), V (θ, t)) is a solution of (1.1) if and only if {Γ(t)} t≥0 is a smooth, closed, convex, and immersed curve which moves according to (1.1) with normal velocity {V (θ, t)} θ∈Tη, t≥0 . We also define that (Γ 
where constant C a depends on T, min θ∈Tη ϕ(θ) and V T , and integer n a depends on T, min θ∈Tη ϕ(θ), V T , and ε. Remark 1.4. Natural numbers n v , etc., and positive ε > 0 satisfy the inequality
The positivity of ε leads to the well-posedness of our scheme (see Lemma 2.7). Moreover, the comparison principle is available due to the positivity of ε (see the proof of Theorem 1.2(a)).
Remark 1.5. The error estimates need high regularity of the continuous solution. However, our solutions do have such regularity, since smooth local solutions exist for Problem 1. is not necessarily nonincreasing.
In papers [11] and [12] , M. Kimura establishes a scheme for computing curves which are evolved by mean curvature flow (α = 1) and which show the convergence of his scheme. In the case when α = 1 and the initial curve Γ 0 is embedded in R 2 (i.e., η = 1), it is well known that the Γ(t) shrinks to a "round point" in finite time: its asymptotic shape just before it disappears is a circle [5] , [8] . In the Kimura's scheme tracking points are kept uniformly distributed on the arc-length of curves, then his scheme fits on tracking the curve when α = 1.
The recent papers [14] and [15] , consider a problem similar to Problem 1.1 and present a numerical scheme. Their scheme is based on Rothe's approximation in time and on the finite element approach in space.
The organization of this paper is as follows: in section 2, we give a crystalline algorithm for our problem. The rate of convergence for the initial data and some properties of our scheme are also shown. In section 3, proofs of Theorem 1.2 and Corollary 1.3 are given, and some numerical examples are shown in section 4.
Crystalline algorithm.
In this section we explain our scheme for computing solutions of (1.1). We also give some properties of this scheme.
Let Γ 0 be a smooth, strictly convex, immersed and closed curve with winding number η ≥ 1. We approximate Γ 0 by a piecewise linear curve with n line segments. We set
For the sake of convenience, we set
The way of crystalline approximation for Γ 0 is as follows (see also [7] ) and the velocity is proposed by v
Fix a positive number ε. Now we state our algorithm. 
(b) the jth normal velocity,
(c) the jth tracking point,
where
is a kind of central difference approximation to We note that the 0th side always intersects with x-axis orthogonally since N 0 ≡ (−1, 0). Remark 2.3. Because of the explicit time discretization and the variable time step, our algorithm may look expensive for a one-dimensional problem. However, as we are dealing with solutions that blow up in finite time T * , where T * is not known a priori, the use of varying time step is unavoidable. As for the efficiency of implicit time discretization in comparison with the explicit one, we are currently making a detailed research which will appear in a forthcoming paper.
The next estimate is obtained by Girão [6] . Proposition 2.4 (see [6] ). For all winding number η ≥ 1, there exist positive
The following lemma shall show that Theorem 1. 
Here all constants depend only on K 0 and min θ∈Tη ϕ(θ).
Proof. Here and hereafter, we use the notation min
Proof of (2.1). By Proposition 2.4, we have
where |ξ
are the suitable values on the mean value theorem. Hence if we set
then the assertion holds for all n ≥ n 0 v . Proof of (2.2). After brief calculation, we have
for n ≥ n 0 l , where ξ l is a suitable value on the mean value theorem and
By mean value theorem, 2 tan
where we denote | · | max := max 0≤j<n |(·) j |. Therefore the assertion holds for all n ≥ n 0 l . Proof of (2.3). Here and hereafter, we use the notation (·) min and (·) max for min 0≤j<n (·) j and max 0≤j<n (·) j , respectively.
It can be shown that there exists In this section we prove our main theorem and its corollary. At first, we introduce Problem 3.1 below. It can be readily observed that solutions of our scheme must satisfy this problem.
Problem 3.1 (full discretized problem). Find a sequence {v To prove our main theorem, we repeatedly use the following fundamental comparison lemma which is a result of an easy calculation.
If each element of Jacobi matrix is nonnegative, that is,
Here U ≥ V means that each element of U is greater than or equal to the corresponding element of V.
In order to apply this comparison lemma to Problem 3.1 we rewrite this problem in vector form. For this purpose it is convenient to use the equations for crystalline curvature, that is,
Clearly, these equations are equivalent to the equation (3.1a). We define nonlinear operator
One can easily check that equations (3.3) are expressed as
j < n, where (·) i,j is a (i, j)-entry of matrix (·).
In this section we shall prove a blow-up result and the convergence theorem using a discrete analogue of supersubsolution method. First 
We note that conditions (3.5) and (3.6) are equivalent to
respectively, where we set k m = {k Moreover, taking our time-step control into account, we can check that the condition Calculating just as (1.5), we obtain
For any fixed integer M , we have 
If we choose ∆θ appropriately small, then condition (3.2) in Lemma 3.3 holds with U = K m and V = K m . In fact, we have
At the last inequality we use the fact shown in proof of Theorem 3.4. Therefore
Hence from (3.4) we can see (3.2) holds, so we have
for 0 ≤ j < n. Then convergence of curvature is proved and this also leads to proof of Theorem 1.2(a). Remark 3.5. It is very essential that Proof of Theorem 1.2(b). We introduce Hausdorff's distant function. On compact sets X 1 and X 2 , the Hausdorff metric is defined as
We define Π m to be the piecewise linear curve constructed by the union of segments on lines tangent to Γ(t m ) at points with exterior normal −N j , and so Π 0 = Γ 0 ∆ . We prove this in two steps. First we prove that there exists positive constant
2 . Next by using a usual interpolation argument we can
. This method is a discrete version of the proof of the main theorem in [6] .
Step 1. Due to Procedure 2.2(c) the maximum distance between the jth side of Γ m ∆ and Π m can be estimated from above. In fact, since these sides are parallel to each other and Γ 0 ∆ = Π 0 , there exists a positive constantC
where ξ i is a suitable value on the mean value theorem and | · | max = max 0≤j<n |(·) j |. Therefore Π m lies in a strip of width 2C
Step 2. By standard interpolation argument we can prove that there exists a positive constant C (see, e.g., [6] for details). Hence the assertion holds by Therefore for all n ≥ n l and 0
Hence there exist positive constant C a and natural number n a := max{n
holds for all n ≥ n a and then the assertion holds.
Numerical examples.
In this section we exhibit several numerical examples. In the first subsection, we examine the reliability of our scheme. Comparison between numerical and exact solutions suggests the convergence rate given in Theorem 1.2 is optimal. In the second subsection, we shall show some interesting examples. All the examples below were computed using double precision on the DEC Alpha Station 500/333 computer at Graduate School of Mathematical Sciences, the University of Tokyo. Table 4 .1 indicates the computation time for 10000 steps on this machine.
Before showing our numerical data, let us first explain some basic notions about blow-up. The curve Γ(t) is self-similar if and only if there exists a function h(t) and a fixed curve Γ such that Γ(t) = h(t)Γ + x 0 , where x 0 is a fixed point in R 2 . In our
and the corresponding solution of Problem 1.1 is given by
We call the blow-up "of Type I" when the blow-up rate is the same as the self-similar rate, that is,
We call the blow-up "of Type II" when the blow-up rate is faster than the self-similar rate, that is,
We note that the aspect ratio of the curve goes to infinity as t T * if and only if the blow-up is of Type II [19] .
We note that the following types of self-similar embedded curves exist: circle (for any α > 0), ellipses (for α = 
From this formula we can compute the blow-up time exactly; it is given by T * =
α+1 . Hereafter, we consider the case when the initial curve is unit circle (R(0) = 1).
For several α > 0 and ε = 1, we observe the rate of convergence and the differences between exact blow-up time T * and approximate blow-up time t * . From Table 4 we can check that the exact solution is given by
and the blow-up time is given by T * = , where a and b are the initial short and long radiuses, respectively. We observe that the evolution which starts from the initial curve given by
where 2 ) in every case.
Shrinking curves for α = 1 and η = 1. In this case, if the initial area is A(0), then the blow-up time is given by T * =
A(0)
2π . For the initial curve which is given by X 0 (θ) = X E (θ; 1, 3), we examine the differences between exact blow-up time T * = 1.5 and approximate blow-up time t * . Table 4 .5 indicates t * for several partition numbers n. Here approximate blow-up time is determined in the same manner as the previous case.
Simulation.
In this subsection, we give some numerical examples for the case shrinking ellipses, oval polygons, and extinction of loop.
From the previous subsection, we can observe the rate of convergence is O((∆θ) 2 ) for n ≥ 80 when ε = 1. So in this subsection all examples below are calculated with n ≥ 80 and ε = 1. Shrinking ellipses. In Figure 4 .3, we show the evolutions starting from the same ellipse for several α > 0. The initial curve is given by X 0 (θ) = X E (θ; 1, 3). We set the parameter n = 80. Table 4 .6 indicates the time t m at which curves in Figure 4 .3 In Figure 4 .4 we show self-similar scaled curves which are obtained by magnifying curves in In Figure 4 .3(a), which is the case α = which is the case α = 2 > 1, the ellipse rapidly shrinks to a round point.
Shrinking oval polygons. In Figure 4 .5, we show the evolutions starting from "oval (regular)polygons" which have q linear-like slopes and q round corners. We give data of oval (regular)polygons. This data is obtained as a numerical solution of anisotropic curvature flow: V (θ, t) = (1 + 0.9 cos(qθ))K(θ, t) which starts from initial circle with radius 3. We choose the approximated curve for the time t ≈ 3.857 as the initial data. We set parameter n = 80. Table 4 .7 indicates the time t m at which curves in Figure 4 .5 and 4.6 are plotted.
In Figure 4 .6, we show self-similar scaled curves which are obtained by magnifying curves in ), respectively. We can observe that these oval polygons shrink in an asymptotically self-similar way.
Extinction of loop. In Figure 4 .7(a), (b), and (c) we treat the case when the initial curves have self-intersections. We set parameter α = 1. In Figure 4 .7(a), we set partition number n = 160, and in Figure 4 .7 (b) and (c) we set n = 240. Table 4 .8 indicates the time t m at which curves in Figure 4 .7 are plotted. Figure 4 .7(a) shows that single loop shrinks and may have cusp. This situation is studied in [3] . In Figure 4 .7(b), initial curve has slightly lager left loop than right loop. We observe that smaller loop shrinks rapidly. In Figure 4 .7(c), the initial loop is in loop, the smallest loop is rapidly extinct.
