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Abstract The just-in-time estimation of farmland traits such as biomass yield
can aid considerably in the optimisation of agricultural processes. Data in domains such as precision farming is however notoriously expensive to collect and
deep learning driven modelling approaches need to maximise performance but
also acknowledge this reality. In this paper we present a study in which a platform was deployed to collect data from a heterogeneous collection of sensor types
including visual, NIR, and LiDAR sources to estimate key pastureland traits. In
addition to introducing the study itself we address two key research questions.
The first of these was the trade off of multi-modal modelling against a more basic image driven methodology, while the second was the investigation of patch
size variability in the image processing backbone. This second question relates
to the fact that individual images of vegetation and in particular grassland are
texturally rich, but can be uniform, enabling subdivision into patches. However,
there may be a trade-off between patch-size and number of patches generated.
Our modelling used a number of CNN architectural variations built on top of Inception Resnet V2, MobileNet, and shallower custom networks. Using minimum
Mean Absolute Percentage Error (MAPE) on the validation set as our metric,
we demonstrate strongest performance of 28.23% MAPE on a hybrid model. A
deeper dive into our analysis demonstrated that working with fewer but larger
patches of data performs as well or better for true deep models – hence requiring
the consumption of less resources during training.
Keywords: Deep Learning· CNN · Multimodal Processing · LiDAR · Patch-size·
biomass · Precision Agriculture
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Introduction

Optimised silage production is a key enabler in allowing milk and beef production levels
to continue to grow in the face of the joint challenges of population growth [29] and diminishing resources [19]. While feeding trends vary from nation to nation, grass silage
should ideally provide 20% to 30% of an animal’s feed in a grass-fed environment3 .
When harvesting for silage, farmers benefit from knowing many different traits in the
grassland being harvested. One of these is the biomass yield of their pasture [26]. Any
systematic approach that can provide such information accurately and in a just-in-time
manner can provide benefit to the silage optimisation process.
Beyond grassland management, food production and agriculture have embraced a
wide variety of technological advances in recent years. Both proximal and remote sensing methods are now well recognised as important enablers for precision agriculture
[10]. We are now at the point of developing sensor networks that can be applied to dayto-day farming activities. However, leveraging these technologies is not always straightforward, due to the costs involved in collecting datasets for training and the high levels
of variability in environmental conditions. Even if we consider the simple application
of so-called vegetation indices to biomass [30], we see that correlations between electromagnetic signatures and biomass vary according to plant phenology, ecology and
sensing environment [23], rendering simple indices unreliable under diverse real world
conditions.
In recent years there has been a trend towards methods that take a wider range of
signals into account to overcome the limitations of vegetation indices. Image-based
systems for example typically apply deep learning methods from the field of artificial
intelligence to take advantage, not only of electromagnetic signatures, but also the true
appearance of vegetation [6]. The challenge with Deep Learning driven methods tend
to centre on the need to source large volumes of data to minimise bias in modelling.
The application of transfer learning [16] to bootstrap model construction can be applied
to help reduce training data requirements, but as always, a suitable source dataset is
needed and when working beyond raw visible images, suitable source data sets are not
always available [9].
Given the technical requirements of developing just-in-time pastureland assessment
systems, in this paper we present a new study that has aimed to provide just-in-time
robust estimation of biomass for silage production while considering a number of questions related to model optimisation under limited data constraint situations. In particular we explore a number of transfer learning and custom model designs that integrate
data from a number of sensor types to estimate biomass yield. We specifically consider the relative impact of adding both LiDAR and NIR (near infrared) data to baseline
3
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image data, given that transfer learning from ImageNet driven models is straightforwardly available for RGB image data, but not for multispectral data. Alongside this, as
grassland data is heterogeneous by nature, samples can be subdivided into patches to
augment the dataset. We consider the impact that subdividing into different patch sizes
has on model performance.
In light of more recent worries about the environmental impact of deep learning
methods, we also ask what, if anything, we can learn regarding the costs of training and
systems optimisation.

3

Related Work

We proceed by first setting out some key background concepts relevant to our study;
including the sensor-based estimation of biomass, the application of machine learning
based methods to vegetation trait estimation, and issues related to the application of
transfer learning in CNNs in overcoming limited training data constraints.
3.1

Remote Sensing of Vegetation

Traditionally, remote methods for estimating vegetation biomass have taken advantage
of the relative absorption of different wavelengths of light through simple functions
called vegetation indices (VIs). For example, for many decades the Normalized Difference Vegetation Index (NDVI) [18] has been applied to true remote sensing such as
satellite data [28], but also hand-held sensing devices [2] and farm machinery mounted equipment [22]. Unfortunately, estimations from VIs such as NDVI are known to
be highly subject to a range of conditions. NDVI correlates well to biomass early in
the growing season, but saturates as vegetation becomes denser [27] and is influenced
by soil exposure, topography, senescent vegetation and atmospheric contaminants [5].
Various modifications of basic vegetation indices have been proposed to overcome limitations; for example, canopy height has been used in conjunction with NDVI to extend
its usefulness in dense vegetation [22].
Rather than focusing only on electromagnetic reflectance, more recent state-of-theart remote sensing systems take advantage of the full visual analysis of vegetation. Such
analysis is based on the principle that the texture and shape of a pasture canopy can help
identify target characteristics [1]. Images may show droplets of water on the leaves, or
evidence of drought, seed heads or leaf size, while canopy height is a strong indicator
of biomass, as well as other vegetation traits. One such automated system that was
developed to estimate vegetation cover and type, applied Local Binary Patterns (LBPs)
to 1m x 1m photos of vegetation [15]. Deep learning has also been used to estimate
NDVI from Sentinel satellites, even on a cloudy day [21], while the performance of
a deep convolutional neural network (DCNN) was compared to that of conventional
models built on feature extraction such as image segmentation, colour comparison of
R/G, B/G and 2G-R-B without segmenting images [14]. This reflects a more general
trend of applying state-of-the-art data processing methods, such as deep learning, in
agriculture [11].
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Deep Learning Architectures for Remote Sensing

In applying deep learning to image-centric precision agriculture data, there are a number of considerations to take into account in architectural choice. Although we might
assume the application of CNNs as a backbone for image data channels, the range of
CNN architectural variations is vast, as is the range of methods that can be applied to try
to mitigate low volumes of training data. Two notable architectures that we build upon
here are the Inception Networks [25,24] and MobileNet [7]. The Inception Networks
are some of the most widely applied in computer vision at this time. The inception
networks aim to overcome issues in scale invariance, through the application of heterogeneous kernel architectures and factorisation of large networks to produce predictors
that give accurate estimations, while also incorporating skip-connections to increase
network depth.
One challenge with the most sophisticated deep learning based image processing
models such as Inception ResNet is that they are typically very large and subsequently
require significant computational resources. This can be a challenge for deployment in
fields such as agricultural machinery, where we may wish to limit the applied computational resources. Given such challenges, MobileNet, as its name would suggest, was
designed for use on mobile devices, specifically for embedded computer vision applications using RGB data [7]. It uses a combination of multiple depth-wise and point-wise
convolution layers to replace fewer, more resource-hungry convolutional layers. MobileNet V2 introduced residual connections to reinforce feature maps, and bottleneck
layers to compress the data [20].
For problems targeting vegetation, where the cost of image labelling is high, in
principle we can apply transfer learning to benefit from training on more generic image
training datasets. ImageNet [3] has provided fertile ground for the production of pretrained architectures for many years. Early examples in the agriculture domain include
the use of AlexNet [12] and GoogLeNet [25] to detect plant diseases from a repository
of plant health images [8,16]. More recently, another interesting work has shown how
a more accurate classification of hyperspectral images for vegetation analysis has been
developed using ResNet and transfer learning [9].
As indicated, transfer learning is frequently applied successfully in situations where
there is a lack of training samples [4]. One caveat however on the use of transfer learning is that the data needs to be somewhat similar to the data on which the model has
been trained; generally, this is straightforward for visual images, though differences of
scale between images focused on vegetation and more generic training images such as
people, places, and everyday objects can potentially cause challenges. Moreover, for
many vegetation analysis tasks, such as our own, where multi-spectral data is to be
used, there is a lack of pre-trained weights across different spectral bands. The result of
this is that transfer learning cannot be applied straightforwardly in such cases without
information loss.

4

Data Collection

Our analysis, presented later, has been constructed around a study we conducted to
estimate grassland traits for a just-in-time estimation task. This study required a series
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of field and lab measurements, in order to build a dataset for pastureland traits and
sensor data prior to silage production. This study built on an earlier pilot study presented
previously [17], but was considerably more varied in terms of source data collections
and the range and resolution of sensors deployed.
Data was collected using proximal sensors on a bespoke data collection trolley.
Sensors included a four-channel JAI AD-130 GE camera to take RGB and NIR images,
and a LiDAR-Lite v3HP device to record canopy height. Full details of the procedure
used to perform data collection were presented in our previous study – including the
procedure for data collection and labelling. In short however, a 50 cm2 area was harvested and later weighted in lab conditions to determine biomass yield (Kg/Ha). Over
300 samples were collected from multiple locations around Ireland over 25 collection
events during the growing season of 2019.
To prepare for modelling, a series of pre-processing steps were applied to our data to
account for the relatively low data volumes for deep learning. The method we apply is
similar to that used by Kubach et al. [13] in the field of histopathology. Firstly, a variant
of 5-fold cross validation was applied. Specifically, the set of images was subdivided
into five sets, labelled 1 to 5. These sets were recombined into five 4 + 1 datasets, in
each case holding out one of the sets for validation and using the remaining four for
training. Each sample had been recorded with image size of 964 x 1296 pixels for the
RGB image and 966 x 1296 pixels for the NIR image. As the images are of grass,
they are reasonably uniform in presentation. Because of this, we opted to subdivide
the image data to augment the dataset, copying height and biomass values from the full
image. Two approaches were taken. The first approach split each sample image into 156
x 156 pixel patches, giving a dataset of almost 10,000 patches. We named this dataset
Small Patch, or SP. The second approach split the samples into 240 x 240 pixels, giving
around 5,000 patches. This dataset is named Large Patch or LP. There are a lot more
patches in SP than there are in LP, but there is not as much information in a given patch.
Every patch had an RGB image, an NIR image, a height scalar (cm) and a biomass
scalar (Kg/Ha). As we see in the modelling later, whilst biomass was always the target,
and RGB data was always used, the NIR data and height data were used in specific
model variants to explore the relative advantage provided by these data channels to
augment the central image information.

5

Modelling

In order to systematically investigate the relative merits of different architectural variations under our limited data constraint, we investigated a number of different models
that varied in terms of backbone architecture, use of pre-training, data source modalities
and patch sizes. In the following we summarise our model choices and their rationale.
5.1

Image Processing Backbone

Each of our models assume an image processing backbone for RGB image data. For this
image processing backbone we have applied three variants which also differed in terms
of whether transfer learning was applied. Our first variant is a shallow custom CNN
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Figure 1: Hybrid NIR I L model. RGB and NIR image data are fed through CNN
variants with outputs concatenated along with the scalar LiDAR information. The
concatenated output is then fed through fully connected layers.

(Shallow) which feeds the RGB image data into two 2D consecutive convolution layers
using a 3x3 kernel, generating 24 feature maps, each with a relu activation function. 2x2
max pooling is then applied. This pattern is repeated, this time using 48 feature maps
for both convolutional layers, before a final pooling layer. The output is flattened and
fed into fully connected layers before a final target layer.
For the image processing backbone we also made use of both the Inception Renset
V2 and MobileNet architectures. Inception Resnet V2 is well regarded for high performance. One factor of note here is the Inception Network’s ability to mitigate scale
variance in input images. However Inception Networks are expensive to train and smaller networks can be useful in domains such as our own. Therefore we also make use
of the MobileNet architecture as a third candidate. Our overall network architecture
based on both these backbones is similar to that used in the shallow network. An input
is passed through the backbone before being flattened and fed through fully connected
layers and finally to an output layer.
Inception ResNet and MobileNet can of course be trained from scratch, but can also
be used within a transfer learning methodology where pre-trained weights are loaded
and then fine-tuned within the target application. For our image processing backbone we
applied both transfer learning and ‘from scratch’ training methodologies. Models using
ImageNet pre-trained weights are indexed with an ‘I’ for ImageNet. To facilitate the use
of pre-trained weights, our input image, specifically input patches, were re-scaled to the
required input image dimensions for both Inception Resnet and MobileNet, namely 299
x 299 and 224 x 224 pixels respectively.
5.2

Multi-Spectral and Multi-Sensor Analysis

Our second batches of analyses use a similar structure to the processing of visual data,
but also introduce elements to incorporate NIR information into the processing back-
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bone. For the shallow model we directly add a fourth channel to the visual input pipeline
and 32 and 64 resultant image maps; this model is known as Shallow NIR. This four
channel input was also used in one of the Inception ResNet models that trained from
scratch IncResNet NIR. As ImageNet weights are trained for RGB data, we devised a
further model design, using IncResNet with ImageNet weights on the RGB data and
a parallel CNN architecture which focused on processing the NIR image before concatenating the results of that analysis to the output of the backbone image architecture.
The NIR component was based on a ResNet-50 architecture. We refer to this integrated
model as a ‘Hybrid’ model since it is neither strictly ResNet nor Inception ResNet.
Finally, we also introduce model variants that made use of LiDAR scalar data.
Within an architecture the LiDAR distance estimates to the canopy were concatenated with the outputs of flattened CNN outputs before the concatenated vector was
fed through fully connected layers. Models which made use of the LiDAR data have
the suffix ‘L’ affixed. To illustrate this approach, Figure 1 depicts the Hybrid NIR I L
model. Here RGB data is fed into the pre-trained Inception ResNet V2 and NIR data is
fed into ResNet50. The output of both is flattened and concatenated with LiDAR data,
before going through the fully connected layers. Both Inception ResNet and ResNet50
use pre-trained ImageNet weights.

5.3

Influence of Patch Size

As described earlier, our data was pre-processed into two different size variants. One
set, small patches (SP) was a dataset of ˜10,000 patches; each of size 156 x 156 pixels.
The other set, large patches (LP), was a dataset of of ˜5,000 patches each of 240 x 240
pixels. Each of our models above were trained and tested against both the SP and LP
data.

5.4

Training

In summary, ten models, cross-validated using 5-fold validation were trained and tested
for each dataset. Two models used a shallow CNN, one with and one without NIR data.
Four included Inception Resnet, three included MobileNet and the final one is a hybrid
model that included both ResNet 50 and Inception ResNet. A full list is provided in
Table 1. Where NIR data was used, the suffix NIR is shown. Where height data was
used, the suffix L (for LiDAR) is shown. Where ImageNet weights were used to pretrain the model, the suffix I is shown. All models were trained with a mean square
error loss function and the Adam optimizer. Our metric for analysis is the Mean Absolute Percentage Error (MAPE). All models were trained for 300 epochs; early stopping
was not applied in this case. All models were implemented using the Keras wrapper to
Tensorflow. Training runs were carried out across two hardware platforms, one with a
single Nvidia K40 GPU (A PowerEdge R730 with two 4-core Intel Xeon Processors
@ 2.8 GHz, 512 GB RAM) and a higher-powered machine (Dell Dimension T5810
Tower with two 4-core Intel Xeon Processor @ 2.8 GHz, 4 GB RAM, a single RTX
2080 GPU).
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Table 1: Model Architecture
Model
Includes
NIR LiDAR Weights
Shallow
IncResNet
Inception ResNet
IncResNet I
Inception ResNet
Y
MobileNet
MobileNet
MobileNet I
MobileNet
Y
Shallow NIR
Y
IncResNet NIR Inception ResNet Y
IncResNet I L
Inception ResNet
Y
Y
MobileNet I L
MobileNet
Y
Y
Hybrid NIR I L Inception ResNet Y
Y
Y
and ResNet50

Table 2: Minimum Mean Absolute Percentage Error values on Validation Data for
each model variant for both Large and Small patch datasets. ‘NIR’ : NIR channel, ‘I’ :
ImageNet pretraining, ‘L’: LiDAR scalars.
Model
Small Large
Shallow
60.70% 62.84%
IncResNet
39.57% 39.42%
IncResNet I
37.55% 35.84%
MobileNet
41.26% 44.64%
MobileNet I
36.71% 33.31%
Shallow NIR 51.84% 57.02%
IncResNet NIR 41.44% 48.30%
IncResNet I L 29.60% 28.56%
MobileNet I L 30.93% 30.24%
Hybrid NIR I L 28.23% 31.11%

6

Results and Discussion

Table 2 presents minimum Mean Absolute Percentage Error values for each model on
a given patch size averaged over five runs. Referring to these results, the improvement
between the shallow CNNs and the deeper Inception and MobileNet based networks is
very evident. This in itself should not be surprising, but it does emphasise the need for
relatively deep network architectures in IOT domains such as precision farming, despite
the relative cost of needing more sophisticated hardware devices. In terms of the use of
the deeper baseline models, the use of pre-trained ImageNet weights (i.e. those with a
suffix ’I’) is notable.
With respect to the incorporation of NIR and LiDAR data, the results are more
mixed. The use of NIR data on the Shallow CNN improved performance in both patch
size cases, but it proved to be an inhibitor when used with IncResNet. The additional
use of NIR data with the IncResNet model did not improve performance and in fact,
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Figure 2: Distribution of minimum MAPE over all runs and deep runs

this poor performance was the impetus for developing the hybrid model, as with the hybrid model, both NIR and RGB images could be supplemented by pre-trained weights.
Anywhere that LiDAR data was used, performance improved substantially.
As mentioned, in addition to enhancing model performance, we also wished to minimize resources. Therefore we also need to look at trade-offs between model performance and efficiency. As can be seen, the best performing model, with a minimum MAPE
of 28.23% was the Hybrid NIR I L on the small patch data. This is not surprising, as
this model was the largest and most resource intensive. It made full use of all of the
data provided. However, the five folds ran for an average of almost 23 hours on our
higher spec machine. The next best performer was IncResNet I L on the large patch
data with an average minimum MAPE of 28.58%. The average runtime over the five
runs of this model, on the same machine, was 8 hours. Whilst the difference in performance is very small, it is worth noting that the deeper model using extra NIR data
and with double the number of patches does not seem to perform significantly better
than the more economical one. Another question we wish to ask is whether there was
a significant difference in outcome between a large number of small patches or a smaller number of large patches given that such variation is possible with our dataset type.
To test this we applied a t-test across all runs, split into SP and LP groups. In all, there
were 50 runs, 5 for each model on the small patch (SP) data and 5 for each model on the
large patch (LP) data. The t-test on minimum MAPE over all runs showed 0.78, with a
p-value of 0.439, suggesting that there was in fact no difference between the use of the
SP and LP datasets. The distribution of MAPE values is shown in Figure 2 as All Runs.
Note that both small and large patch results have outliers at around 90%. However, the
shallow CNN results gave averages between 51.84% and 62.84% and can be thought
of as more greedy for samples as they have no prior knowledge to build upon. If we
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repeat our analysis with Shallow and Shallow NIR models omitted, the results change
considerably. The distribution of values for the deep runs are also shown in Figure 2,
this time as Deep Runs. On just the 40 deeper runs, the mean is 35.66 for SP and 33.71
for LP, with a t-test of 2.55 and p-value=0.016.
Our interpretation overall is that choice of patch size matters, but in complex ways.
For networks trained from scratch there is advantage in having a large number of
patches available to progress training quickly, given that there is no pre-trained knowledge to build upon. However, when using pre-trained networks, this advantage disappears. In fact in many cases larger samples, though fewer in number, perform as well as,
if not better than a larger number of small samples. This suggests the pre-trained networks are better able to take advantage of the information present in the larger images.
From an environmental perspective we point out that there is a training cycle advantage
here to be noted. Training with fewer larger inputs will naturally result in fewer training
batches and hence an energy / cost saving relative to training with a larger number of
small batches. In both cases the potential for over-fitting the data remains, but here the
focus on the validation rather than training metrics on a suitably split dataset help to
minimise this potential.

7

Conclusion

In this paper we have presented an overview of a data collection platform for the assessment of biomass in a precision farming context. Our modelling approach has built on
previous findings based on the use of vegetation indices and image processing. Whilst
traditionally, NIR data has been considered an essential ingredient in predicting biomass, in our analyses with deeper models it has been eclipsed by the use of RGB data
using pre-trained ImageNet weights, supplemented by LiDAR data. When augmenting
the dataset by subsetting image samples, we found that running a model on large patch
data using just RGB data and LiDAR took fewer resources with negligible performance
loss.
Acknowledgements The authors wish to thank Enterprise Ireland and Tanco Autowrap
Ltd. for the their support for this paper under Innovation Partnership Project IP20180728 which is co-funded by the European Regional Development Fund.
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10. Jiménez, J.d.l.C., Leiva, L., Cardoso, J.A., French, A.N., Thorp, K.R.: Proximal sensing of
Urochloa grasses increases selection accuracy. Crop and Pasture Science 71(4), 401–409
(May 2020). https://doi.org/10.1071/CP19324, https://www.publish.csiro.au/cp/CP19324,
publisher: CSIRO PUBLISHING
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