Around the world, road traffic accidents (RTAs) cause significant concerns for decision makers and researchers on traffic safety. The diversity, rarity, and interconnectivity of historical data on factors causing car accidents point to the need for more focused studies for analyzing, predicting, and visualizing the risk of accidents over the short and long term for preventive purposes. There are many techniques and tools applied to analyze, forecast, and visualize risk. Most RTA studies have applied linear time-series methods to forecasting the risk with limited studies applying machine-learning and deeplearning techniques, especially in Saudi Arabia. Recently, many global studies have applied long short-term memory (LSTM) networks, which can be used to automatically learn the temporal dependence structures for challenging time-series forecasting problems. This paper displays a tutorial for designing a prototype of an interactive analytical tool based on a multivariate LSTM model for time-series data to predict future car accidents, fatalities, and injuries in the Kingdom of Saudi Arabia (KSA). This interactive tool visualizes the real data with the predicted values regionally in a web browser with Python. The tutorial represents the annual data of the period between 1417 (1996) and 1433 (2013), then uses the data with some contributing factors, such as population, gender, nationality, number of vehicles, and length of road, to generate the input data and predict the future values of accidents, fatalities, and injuries up to the year 1452 (2030). After that the real and predicted values are visualized regionally on an interactive map that represents the degree of risk. Finally, the paper discusses the evaluation and utilization of the proposed prototype in the future in the field of road safety.
I. INTRODUCTION
Predicting road traffic accidents (RTAs) can improve road safety for both travelers and road-safety administrators. Nowadays, the accelerated development in data-collection techniques facilitates the availability of big datasets. Several studies have discussed the prediction of RTA risk regarding multiple influencing factors. Some have considered human factors [1] , and others, vehicle factors [2] ; still others have concentrated on road and environmental factors [3] . The rest have combined all these factors to predict risk [4] .
Two approaches exist for estimating the time-series forecasting of RTAs. The first approach is a regression problem that forecasts the number of accidents based on the attributes of the accident dataset [5] . The second is a classification problem that predicts the severity of crashes based on the crash dataset. The autoregressive moving average (ARMA) and autoregressive integrated moving average (ARIMA) are two basic prediction methods that are notable for time-series prediction models based on regression [6] Most statistical models have difficulty dealing with complexity, randomness, irregularity, and the nonlinearity of real data, limiting the precision of their predictions; machine-learning models as in [7] can obtain more accurate predictions when compared with the traditional models because of repeated training iterations and learning approximation mechanisms [8] . However, in the case of time-series prediction, a lack of efficient processing of sequence dependencies between input variables is a problem in some machine-learning methods [9] .
Recently, specific patterns of deep learning, especially recurrent neural networks (RNNs) [10] and long short-term memory (LSTM) algorithms [11] , have been successfully applied to time-series forecasting tasks. RNNs are the most efficient method [12] as they are a kind of artificial neural network (ANN) containing connected nodes in a loop form. Looping allows the internal state of the neural network to manifest dynamic timing behavior. However, some problems, such as gradient disappearance, often occur during the training of RNNs with the increase in the length of the processing time series, especially in networks using conventional activation functions, such as sigmoid or tanh functions; this limits their prediction accuracy.
The LSTM method [13] is generally one of the most efficient approaches for dealing with time-series forecasting problems; here, a simple RNN is employed with some multithreshold gates for resolving and forgetting memory problems with long period of time. The structure of LSTM is inspired by cognitive neuroscience; some researchers have even introduced attention mechanisms into the codingdecoding framework and encoded semantics in long-term memory to improve the selection of input sequences and the information-processing capabilities of the neural multiorder network [14] . Recently, LSTM with different mechanisms has been broadly applied and performed well in diverse types of deep-learning tasks, such as image captioning [15] , visual question answering [16] , traffic flow [17] , road accidents [18] , and speech recognition [19] . www.ijacsa.thesai.org bubble charts, and combinations of more than one tool [20] , aim to facilitate user understanding of information interactively in a web browser [21] . Several web-programming languages, such as Python and JavaScript, contribute to designing these interactive tools [22] . Some studies have analyzed the timeseries problem of RTAs regarding different factors, even focusing on classification or regression. Previous studies have noted some machine-learning techniques that can be used for forecasting RTA data. The present study aims to predict and visualize RTA data by applying LSTM with Python. This paper is presented as follows: Related work is described in Section II. Then, the whole process of the proposed experiment is considered in Section III. The evaluation of the experiment's results is given in Section IV. Section V discusses the utilization and improvement of the proposed prototype. Finally, the conclusion is provided in Section VI.
II. RELATED WORK

A. Time-Series Forecasting with Long Short-Term Memory
At one time, statistical methods-especially error, trend, and seasonal ETS models and ARIMA models-performed better than other methods in terms of time-series forecasting [23] . However, traditional time-series forecasting has been affected by the advancements in the field of deep learning for time-series prediction. In recent years, there has been attention paid to RNNs and LSTM, with their deep-learning applications for many disciplines, including natural language processing, finance, and computer vision. Deep-learning methods have the capability of identifying patterns and structures of data, such as complexity and nonlinearity, in time-series predicting [24] . LSTM is used in such predictive research for time-series data in different fields. The experiment in [25] solves the location prediction problem using time-series analysis. The data are transformed into a multivariate time series, and this is predicted using RNN and its variants (bidirectional RNN [BRNN] and LSTM). These developed models learn the movement behavior of a specific vehicle. Analyzing the learning of many different vehicles, it is observed that vehicles that travel across larger geographic areas, and thus have a more complex movement pattern, also have a higher prediction error. The problem of high variance is approached by using regularization and dropouts. The study shows from the experiments that the LSTMs have better predictions when compared with simple RNNs and BRNNs in analysis and implementation of the neartime future prediction of truck locations.
Another study [26] in the finance field compared LSTM and support vector regression (SVR) for implementing a robust forecasting model to facilitate predicting phone prices in European stores. The study applied LSTM for its architecture to consider the problems that are not addressed by classic RNNs. In addition, the study utilized the support vector machine (SVM) method for both classification and regression because of its ability as a potent and accurate machine-learning method for univariate models, as shown in variant studies. In terms of introducing more variables for the multivariate approach, the models exhibited better prediction performance. By comparing the results, it was found that the SVR model can forecast the next-day price with a root mean squared error (RMSE) value of 33.43 euros for the univariate model. Nevertheless, applying multivariate models, the LSTM RNN gives the most accurate forecasting result for the next day's price, with an RMSE of 23.640 euros.
In the case of model flexibility to deal with missing values, [17] discussed developing the LSTM model, the model masking with vector M to perform two functions in predicting the traffic flow, called LSTM-M. This advanced approach can assume traffic flow data despite the missing values. The traffic flow dataset used in the study covered the time interval between April 4 th , 2015 and January 3 rd , 2016, including spring and winter seasons, by considering all-weather fluctuations for rainy, snowy, and sunny days. The study area relied on data collected from different locations of Hangzhou elevated road. In the data gathering step, the study faced missing data related to describing the working condition of the emergency detection and road equipment. The study applied multiscale temporal smoothing to infer the missing data and determine the prediction for the residual values. However, the time interval affected the rate of missing data. In a particular period, there was a small occurrence probability of overall data loss appearing with the larger time interval. It is unreasonable to have a large time interval when the traffic situation should be reflected accurately in a short period. As a result, the LSTM-M's superiority exceeds that of LSTM, producing a gain of over 1.5% in the average accuracy. When the traffic flow is massive, this implies a large mean absolute error (MAE) value, meaning that a greater presence of vehicles on the road may give rise to traffic accidents or bursts, and the traffic flow series may lead to fluctuations.
Author in [26] introduced two forecasting tasks based on the LSTM model. The first task was recognizing the unique features of the traffic data by applying deep LSTM at the peak hour for forecasting traffic. The other task was dealing with traffic datasets collected from 2,018 loop detectors, located along the Los Angeles arterial streets and highways. These loop detectors showed the datasets as large-scale and realworld datasets because they covered 5,400 miles cumulatively for intervals between May 19 th and June 30 th , 2012. The second task utilized a mixture of deep LSTM architecture that consolidated deep LSTM with a stacked autoencoder. The loop detectors picked three essential types of accidents, which were as follows: minor injuries, rolling, and major injuries. Approximately 1,650 sensors detected 6,811 accidents. There were different attributes associated with each accident, like the affected traffic direction and downstream post mile. The framework for the two situations proved the significant performance improvement in large-scale real-world traffic data. The suggested approach showed 30-50% superiority over the baseline, which was achieved by training end to end with proper regularization. In addition, the study described a novel technique to illustrate the model with signal stimulation and engaging summaries noted from the trained neural network (NN).
Regarding prediction of the frequency of traffic accidents using spatial data, [18] represented the risk of traffic accidents based on frequency, constructing a deep-learning model relying on LSTM for capturing the regional spatial and temporal correlation patterns. The studied dataset considered www.ijacsa.thesai.org traffic accidents based on different features, such as time, and the global positioning system coordinates of Beijing between 2016 and 2017. The model performance relied on comparing RMSE values, with the predicted risk map illustrating the effectiveness and accuracy of the proposed model. The study showed that the influences of temporal-spatial features, big traffic accident data, and the deep RNN on gaining accurate traffic accident risk prediction. The traffic accident warning system utilized in the study approach can help people avoid traffic accidents by choosing safer regions. However, the study had some limitations in that it utilized the traffic accident data for prediction, without other related data, such as human mobility, traffic flow, special events, and road characteristics, which may also be vital for traffic accident risk forecasting. The prediction results were coarse grained, and therefore, could not afford the level risk forecast of the road accident. Nevertheless, the approach can be efficiently utilized for road network-based forecasting. Therefore, future research should be conducted to combine the urban road network structure and comprehensive features related to traffic accidents to generate more reliable prediction results. Indeed, the LSTM approach's ability to generate predictions using the temporal features of traffic has been illustrated. However, LSTM algorithms fail to capture the spatial features and represent them on the map [27] . For this reason, the present study isolated the spatial features from prediction and took only their benefit to represent real and predicted accidents, fatalities, and injuries on an interactive map.
B. Visualizing Risk
Data visualization is a successful way to encode information so that our eyes can observe it and our brains can comprehend it. This is much more a science than an art, and we can only achieve successful results by studying human thought. The purpose is to translate abstract information into visual representations that can accurately, efficiently, easily, and meaningfully decode information. Data visualization is used to preset awareness of multiple risks in the world or make a decision concerning a specific risk. There are different purposes for using choropleth maps of a specific country or area. For example, maps are used to visualize diseases [28] , flooding [29] , traffic accident [11] , and other risks and social issues. There are various tools for visualizing data; as discussed in [30] these include technical and nontechnical tools. Author in [20] applied bar and row charts with colored maps using a library called Dimensional Charting JavaScript (dc.js). This library allows highly efficient exploration of large data on accidents extracted from newspapers by the text-mining process. The dc.js library facilitates visualizing data and analyzing it in an interactive way on mobile devices or in a web browser. The map also has bar charts with color variations to visualize the statistics of accidents, with the degree of risk according to accident locations. To create online interactive maps with charts, plotly and folium are powerful and famous libraries for visualizing data by python mentioned in [30] .
Folium is a python wrapper for Leaflet.js; this library facilitates the binding of the data to the map. The tool was developed to take in the trajectory of paths and plot them on a map. In one work, the folium library, with the help of Java code, contributed to plotting big datasets into an interactive geotemporal map of Morocco for assessing the air quality affected by significant correlations between emissions spread in air; this was done by incorporating the set of industrial activities associated with thermal power factories, plants, ports, and transportation [31] . Another study [32] applied folium to creating dynamic and interactive energy maps along with different informative charts allowing different stakeholders to view the characterization of the energy performance of buildings located in different areas in Italy, supported by different data and knowledge-visualization techniques. In addition [25] , used folium with Matplotlib and plotly for visualizing the data in the near-time future location prediction of trucks' locations under location-based services to provide valuable services in the transportation sector to SCANIAs company customers in Taiwan.
C. Saudi Arabia as a Case Study
The RTA problem has a limited study history in traffic safety and traffic awareness literature in the Kingdom of Saudi Arabia (KSA). The total publication number for the traffic safety field and traffic awareness field is around 50 studies as identified in [33] . Author in [33] examined the causality relationship between the RTA, GDP, population, road miles, road vehicles, and number of driver's licenses in the KSA for 1971-2012, using a multivariate framework analysis. The study applied the autoregressive distributed lag (ARDL) model for cointegration in the KSA, employing the cointegration test. The results showed that the variables are cointegrated, meaning that there is a stable long-run relationship between RTA and its determinants, although there may be deviation in the short-run; thus, RTAs and the independent variables have bidirectional causality in the KSA.
After 2016, some studies discussed the RTA issue in relation to different fields, such as data mining for analyzing RTAs [34] using the internet of things (IoT) for classifying reasons for RTAs [35] employing the IoT to create e-awareness application against RTAs [35] , and detecting RTAs via the IoT with ANNs [36] . In terms of prediction [37] , performed the first study was conducted in 1995 and used three ARIMA models with a Box-Jenkins methodology for time-series data to predict the total traffic accidents, injuries, and fatalities in the KSA. The three models developed in this study showed the need for a quick revision of the current traffic safety programs in Saudi Arabia since no decrease was evident in the future predictions of the numbers of accidents, injuries, and fatalities. An improvement in traffic safety plans is urgently needed to reduce these numbers in the future. Author in [6] showed that the ARIMA model can forecast RTAs using time-series data. It introduced the applicant model for making RTA forecasts for up to 7 years. The prediction values of traffic accidents showed that there will be increasing deaths and injuries in the coming years.
Predicting RTAs is still a highly challenging problem because of the diversity of factors causing accidents from one place to another. In addition, data resources are restricted in some countries, limiting the quality of prediction results and visualization tools. This paper aims to elaborate on the concept of RTA prediction using deep-learning techniques, with the Kingdom of Saudi Arabia (KSA)-where such research is still lacking-receiving focus as a case study. This tutorial can be a www.ijacsa.thesai.org starting point for considering the issue more deeply in future research. The paper introduces the design of an online interactive map to visualize both real and predicted RTAs, fatalities, and injuries for all KSA regions in the years 1417 to 1452, based on the Hijri Calendar (AH), according to the annual historical data.
III. DESIGNING THE PROCESS
The entire process of the experiment is an interactively advanced solution to visualize the actual and predicted numbers of accidents (As), fatalities (Fs), and injuries (Is). This process involves Python programs with five leading platforms-three for future prediction models and two for visualization. Therefore, the complete process can help address the global need for RTA prediction. First, it is necessary to prepare the historical data for visualizing the training dataset. The preparation step requires some preprocessing to prepare the data for prediction.
After predicting, the Python program interactively visualizes the number of road accidents, fatalities, and injuries in a web browser. There are different tools that can be utilized for visualization purposes, such as geographical maps and histograms. Visualizing data contributes to facilitating the understanding of complicated statistics in an easy, accurate way in a short time; due to these features, the concept of visualizing data has become popular on the internet. Fig. 1 illustrates the sequence of the experimental process. The explanation below identifies the steps in the figure, considering both directions.
A. Preparing Raw Data
The study dataset comprises numerical data obtained from reports of the KSA's General Department of Traffic, Ministry of Interior, Saudi Open Data, and General Authority for Statistics. The data contain the statistics on accident, injury, and fatality records classified in regional form between 1417 (1996) and 1433 (2013). In addition to the necessary information-that is, totals of -A,‖ -I,‖ and -F‖ per KSA region-the dataset also contains many valuable features related to accidents, such as vehicle numbers (N), road lengths (L), and population statistics (P) for males (Pm) and females (Pf) in each region. The dataset is arranged in the form of CSV/Excel files to be ready for the next step. Ultimately, we attain four files (accidents, injuries, fatalities, and factor attributes) based on the regional classification. The dataset requires some preprocessing operations to be ready for modeling. There is a need to perform a set of preprocessing tasks with the help of Python libraries to import, read, operate, clean, interpolate, extrapolate, and visualize data. We import Pandas to read, manipulate, and perform mathematical operations on the data in the form of CSV/Excel files. In addition, we use this library to handle the missing values via cleansing, extrapolating, and interpolating data. Other libraries used are Numpy to perform complex mathematical array operations and Matplotlib for data visualization in the form of line charts. 
B. Preprocessing to Generate Input Data
There is a need to populate all the data for 1434-1452 AH because there are no visible data for this period. This is done by calculating the average annual growth percentage for each input feature column per region after preprocessing the missing values. The four following features are used to make the required predictions:
 Male population (Pm).
 Female population (Pf).
 Number of registered vehicles (N).
 Length of roads in kilometers (L).
All the mentioned features with the original statistics on accidents, fatalities, and injuries can be accessed for each region in the project folder; Fig. 2 and 3 illustrate these data before and after preprocessing. Based on the provided dataset for 1417-1433, we build the generating input data for each region for the years 1434-1452, as illustrated in Fig. 3 , to predict the following three quantities for every given region in the dataset: As, Fs, and Is. After generating the input data, the data must be normalized before regression by standardizing the column-wise data along the mean and dividing the columnwise data by the standard deviation for each column. (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 10, No. 11, 2019 479 | P a g e www.ijacsa.thesai.org 
C. Future Forecasting Model
In this phase, the data are split into two groups, with the years 1417-1433 for training and 1434-1452 for testing. Then, the data are transformed into a sequence-to-sequence learning model. The data must pass through a set of tasks with the support of LSTM. LSTM is the most popular variant of RNN, representing a classic deep-learning method for handling sequence learning tasks. The Python libraries and Keras, which is based on Tensorflow, are used to import, read, operate, clean, interpolate, extrapolate, and build the models. The preprocessing returns a reframed data frame, which is first split into the training and test data based on the number of years, then split based on the inputs and outputs of both separated data frames. We use LSTM for the time-series data forecasting, which requires a specific three-dimensional input format of our dataset, where we need the size of input rows, timestep value, and feature length value. The model is multivariate, comprising (N, 1, M), with N representing the sample number, 1 the timestep, and M the number of multiple features depending on factors selected for the study. For each region; the multivariate model is constructed by 16 samples and one timestep with five features regarding each predicted quantity for 19 years. The model is executed based on one layer of four LSTM neurons, converging to one layer of a single dense neuron. The current models are run for 10 epochs each, with a batch size of 2, where the data are kept unshuffled to maintain the sequence. The model's loss function is the mean absolute error (MAE), with the Adam algorithm being the optimizer. The training data comprise a sequence of features that are passed into a layer of a number of LSTM neurons. Each LSTM neuron has the following inner workings [38] :
where h t-1 is the output from the previous iteration of the same neuron, h t denotes the output of the neuron for the same iteration, and x t denotes the input for the current iteration. The adam optimizer is used for the weight optimization. One dense layer specifies the need to estimate a single value, that is, the number of accidents, injuries, or fatalities for a given instance of time. The loss function represents the difference between the real and predicted value, which helps in updating the weights, as shown in Fig. 2 . Finally, the model represents three graphs for each region, indicating the predicted values for the future As, Is, and Fs. The following figures illustrate the model in three cases for the Assir region sample- Fig. 3(a) for accidents, Fig. 3(b) for injuries, and 3c for fatalities. Table I shows the model values for each year based on the five features for the Assir region to predict A, I, and F. 1  1434  38497  3379  978  2  1435  43603  4199  1021  3  1436  46601  5096  1063  4  1437  44758  5921  1102  5  1438  44240  6464  1132  6  1439  40959  6657  1140  7  1440  40038  6407  1113  8  1441  39742  5738  1032  9  1442  39743  4359  883  10  1443  39743  2913  788  11  1444  39743  2324  762  12  1445  39743  2171  774  13  1446  39743  2100  775  14  1447  39743  2000  784  15  1448  39743  1933  797  16  1449  39743  1876  797  17  1450  39743  1877  803  18  1451  39743  1895  810  19 1452 39743 1930 810 www.ijacsa.thesai.org
D. Representing Data by Histograms
The step of representing data using graphs has a Python code to create colorful histograms with legends to specify the degree of risk using Matplotlib and Plotly, which help stream the data to be analyzed and visualized. The histograms represent the real and predicted numbers of accidents, injuries, and fatalities, with colored legends to indicate the degree of risk in each region. Fig. 4(a) illustrates the histogram of real accidents for the Assir region in 1417-1433, while Fig. 4(b) shows the predicted values of accidents in 1434-1452 for the same region.
E. Representing Data on the Interactive Map
The phase of applying data visualization as an interactive map combines science and art. Using the map, the user can obtain information clearly and efficiently from information graphics constructed using meaningful information from data attributes or variables. The perfect template of data visualization will give effective results, aiding in data unification and analysis for the end user. The purpose of using data visualization is for promoting the eye's ability to differentiate extensive, diverse data and vast coherent information, serving a clear purpose in a small space. Web browser media support the designed information being displayed colorfully and interactively. The related information on road accidents, injuries, and fatalities is extracted to the interactive map, then visualized regionally according to the following entities:
 The number of accidents, injuries, and fatalities for RTAs in 1417-1433.
 The number of accidents, injuries, and fatalities for RTAs in 1434-1452 (2030).
For data visualization, there are many different approaches and tools that can be employed. In this process, the Folium library (i.e., one of the Python libraries for interactive visualization) is used. The creation of an interactive map by Python, including a set of technical details, is illustrated in Fig. 5 .
The visualizing phase represents the real and generated A, I, and F data and the results of predictions in the form of histograms on an interactive map using Python libraries like Folium. The interactive map is created using Python via the steps illustrated in Fig. 5 . Folium is a Python library that allows visualizing the preprocessed data on Leaflet.js maps. This document covers and explains the process of making interactive choropleth maps from a given dataset on a map using the Folium library. Before visualizing the data on the KSA map, it is necessary to define the boundaries of the country and its regions to enable identifying the area on the world map being used. To obtain the GeoJSON file of a country, there are also a few steps that need to be taken:
 First, it is necessary to download the shape file of the geographical location that we are interested in. A shape file is a digital vector storage format for storing geometric location and associated attribute information. Country shape files can be downloaded from gadm.org.
 After downloading the shape file, it is necessary to convert it into a GeoJSON file for use with Folium to display all the region boundaries on the map. Converting the shape file to a GeoJSON file can be done through the MapShaper website. By uploading the shape zip file to the website, it is possible to export a GeoJSON file from the website of the same area/country.
The following screenshots of the KSA online map illustrate the related data visualizations for each region according to any of the following selected features: accidents, injuries, fatalities, future accidents, future injuries, and future fatalities; the related histogram appears after pressing the location icon of the region. In Fig. 6(a) , the map represents the real numbers of accidents in the Assir region in 1417-1433. The same thing occurs when selecting the future accident case to represent accidents in Assir in 1434-1452, as shown in Fig. 6(b) . As the samples show in Fig. 6 (a) and 6(b), there is an identical histogram indicating the numbers of As, Is, and Fs separately for each region, covering the real and predicted cases. All these histograms are connected to the map internally to calculate the degree of risk, represented by the colored regions. The risk level for the map regions is based on the total numbers of As, Is, and Fs during the study years. 
IV. EVALUATION
For representing information, it is important to maintain a high accuracy rate. This is crucial for evaluating the performance of the interactive map process. There are two approaches that are essential in evaluating the prototype process. The first approach involves measuring the accuracy of the predicted results. It is necessary to identify and estimate the efficiency and effectiveness of the LSTM with the dataset by calculating the mean squared error (MSE) or use other estimator tools for estimation purposes. Most of the evaluation metrics can be computed using Scikit-Learn in Python. The second approach is using feedback from decision makers or researchers as the end users of the whole process, focusing on how the interactive map can help for different purposes (improving decisions, use as an analytical reference, or for spreading awareness) by measuring criteria like perceived enjoyment, usefulness, and ease of use. This paper checked the first approach by calculating the MAE, MSE, and root MSE (RMSE). Equations (5), (6) , and (7) illustrate the syntax of the mentioned metrics: where indicates the real accident, injury, or fatality values in a certain year , indicates the corresponding forecasted value for each , and represents the total dataset years. For the study model's evaluation, Python calculates the mentioned metrics for each case as in Table II. The study faced data limitations in that it was forced to deal with annual data; just 14 datapoints were collected for each region, representing the number of years differentiating the study data. This resulted in the establishment of a small dataset to construct the time-series problem to be solved by deep learning. For future works, it would be better to consider cities or parts of cities instead of regions. In addition, for obtaining a better result with LSTM, it is important to have a long period of time to include hundreds or thousands of datapoints. For 14 datapoints, it would be better to have extra datasets on a monthly, daily, or hourly basis than the annual standard to apply LSTM perfectly with time-series problems. Perhaps, for the study dataset, it would be a good idea to combine another tool like a Convolutional Networks (CNN) with LSTM, as accomplished in [39] , to improve the performance of shortterm forecasting via a proposed new method called CNN & LSTM traffic flow prediction method (CLTFP) for forecasting future traffic flow data.
V. UTILIZATION AND IMPROVEMENT
The proposed LSTM process can be applied online, particularly for statistical presentations, providing in-depth details and interactive representation. This is because data visualization offers an easy template that facilitates a comparison of different parts of the data, displaying a huge amount of data in a small area and a lot of coherent information to serve a clear goal. The internet is a public medium, and displaying information via web browsers is highly useful. We can see some popular newspapers and statistical and weather organizations using visual data representation to present informative reports and predictions.
The study process can be further enhanced. The procedure is practiced as a prototype for historical data to analyze, predict, and visualize the numerical data on accidents, injuries, and fatalities related to RTAs. In this tutorial approach, limited data have been used in regional-based research. The results can be made more dynamic by automatically processing these statistical data from different official web resources. Several factors can be added to improve deep learning, such as the weather, time of occurrence, and spatial location of incidents in relation to Saudi cities. One important factor is that only information about road accidents, injuries, and fatalities is extracted and visualized because of limitations on resources in the KSA case study; yet, there are still many critical details that should be included to evaluate the risk more accurately. www.ijacsa.thesai.org Concerning KSA Vision 2030, it is essential-as the KSA is an economically influential country-to be aware of death statistics every day. This whole process can be adopted by decision makers to reduce the considerable losses in health, social, and economic life, and it can be configured from our social responsibility. Limitations in the available data cause problems in evaluating the best prediction method to analyze them and indicate that the results will be inaccurate. This issue can be reconstructed for further enhancement of this process by trying other methods and expanding the dataset in more depth. Adding many related factors can be extremely helpful for enhancing the interactive map. In addition, working with live and spatial data can provide more useful and creative elements.
VI. CONCLUSION
The design of an interactive map prototype was described in this paper. The work presented a tutorial approach to illustrate the analytical and practical process of generating a prototype. Predicting the future of accidents, fatalities, and injuries was done based on historical data collected from some KSA websites. The collected data were saved in CSV files and converted to the sequence-to-sequence problem solved by LSTM in Python by Keras. Then, the real and predicted data were represented in ranked, colored histograms to act on the map in the form of combining the art and science to allow easy observation of risk. In the future, this process can be extended and evaluated more deeply after the disposal of the data limitation problem. New trends in data science can be added to this prototype to attract the attention of decision makers and the public to the concern of road accidents in the KSA.
