Abstract-Prefix-assisted direct-sequence code-division multiple access (DS-CDMA) is a viable transmission technique for high-data-rate wireless broadband systems, capable of coping with highly dispersive channels at the uplink. Packet combining (PC) ARQ with an iterative block decision feedback equalization (IB-DFE) technique can be used to cope with errors. However, extracting the IB-DFE's packet error rate (PER) for MAC-layer simulations can be time consuming. Most works that model the DS-CDMA behavior with PC ARQ use simplified asymptotic PER models in the study of the system performance, which are not precise for low signal-to-noise ratios and for a low number of mobile terminals (MTs). In this paper, the MAC performance is modeled using a discrete-time Markov chain that relies on a PER model. As an example, this paper describes a PER analytical model for an uncoded prefix-assisted DS-CDMA system with PC ARQ that considers the following inputs: the number of MTs accessing the channel, the MTs' number of transmissions, and the channel realizations for a given bit energy over noise ratio. The results show that the model portrays with better accuracy the simulations' results, compared with an alternative asymptotic model.
channel, by assuming all MTs use unique orthogonal spreading codes, which is referred to as CDMA's Multi-Packet Reception (MPR) ability [2] . Wireless CDMA packet-data-oriented systems have been a hot research topic in the last decades, attracting contributions regarding the design and analysis of the performance of physical (PHY) layer receiver algorithms (focused on minimizing the Packet Error Rate (PER), e.g., [2] [3] [4] ) or the system-level throughput performance (which depends on the logical-layer protocols, including the Medium Access Control (MAC) and Automatic Repeat-reQuest (ARQ) protocols, e.g., [5] ). A small number covers a quantitative understanding of the joint effects on the throughput performance of the PHY and MAC layers (e.g., [6] , [7] ). However, they usually considered approximated PHY layer asymptotic models that loose precision for a low signal-to-noise ratio (SNR) and for a low number of MTs.
Packet Combining (PC) ARQ is a common solution to handle a low SNR scenario: the receiver may store failed packet copies (due to high noise or interference levels) and combine them to retrieve the data symbols. PC ARQ [8] takes advantage of the time diversity from each packet transmission requested by the receiver to retrieve the packets' data symbols. If the receiver is unable to retrieve the received data packets with success, due to a deep-fade that persists for several slots in the wireless channel, the receiver can improve data reception through FDE techniques [4] . With the aid of a non-linear iterative equalization method such as Iterative Block with Decision Feedback Equalization (IB-DFE) [9] , the receiver can diminish high channel interference or residual interference between MTs to enhance data reception, similar to Successive Interference Cancellation (SIC).
The performance of a prefix-assisted DS-CDMA system with PC at the uplink depends on the channel effects and on the interference measured at the receiver. Interference is defined by the number and power distribution of the MTs transmitting in each of the slots where a given packet is transmitted [10] , but also on how much residual interference was not removed at the receiver. A common approach is to define a minimum SINR threshold value above which the receiver satisfies the Quality of Service (QoS) requirements. Approximated values are calculated for the receiver's Bit Error Rate (BER) (e.g., [7] , [11] [12] [13] ), using average interference estimations that consider the receiver's asymptotic performance when the number of users and the spreading gain tend to infinity and their ratio converges to a constant. Until now, most of the authors assumed that the number of MTs transmitting during the PC ARQ transmissions 0090-6778 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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remained constant for an average number of colliding MTs. Bigloo et al. [14] assumed that the composite packet arrivals (including both new arrivals and retransmissions) in different slots are independent and identically Poisson. Multidimensional Markov chain models were used for the system dynamics in [7] , [15] . The average BER is obtained from steady-state probabilities by solving a fixed-point equation [15] or applying the renewal-reward theorem [7] , considering a simplified MAClayer system state that accounts an estimation of the number of interfering MTs during all the packet transmissions. On the other hand, Levorato and Zorzi considered a comprehensive system model for the performance of CDMA with coded PC ARQ [6] regarding spatially distributed interfering signals in an ad hoc network. It describes the distribution of the number of packets decoded at a given stage using an embedded chain of a semi-Markov process in function of the node's distribution and error probability. However, the steady-state distributions for the interference and throughput are obtained using a recursive algorithm, where the SINR is approximated using the asymptotic model defined in [13] . So the PER considered is not precise for low SNR and for a low number of MTs, where more precise PHY layer models would be required. Precise PHY-layer BER models were proposed for static interference patterns (e.g., considering a constant number of interfering MTs [3] , [16] [17] [18] [19] ), usually requiring extensive Monte Carlo simulations to obtain the BER performance, or using a priori PER results that are time-consuming to extract. These precise PHY-layer models can only be applied if the MAC-layer system model describes all the relevant system level parameters, including the probability of occurring each interference pattern. This information is not provided by the existing system models, although it brings a higher overhead to the model due to the extended state space required. The potential gain is the possibility of modeling DS-CDMA systems that employ a lower transmission power (not covered by the asymptotic models), which may be more energy efficient.
In the authors' perspective this work distinguishes itself from existing works in the literature because the model proposed combines precise PHY-layer and MAC-layer models to improve the accuracy of the measured system level performance. Its main contributions are:
• A Discrete-Time Markov Chain (DTMC) wireless access model is proposed for the MAC-layer using the PHYlayer performance model, to estimate the statistics of the interference pattern; • A performance model is proposed for the system's throughput, delay and expended Energy per Useful Packet (EPUP) for a uniform average load, calculated using the DTMC's steady state;
This DTMC model can be used to implement user admission, traffic throttling and other optimization decision processes using Markov Decision Processes approaches [20] . Furthermore, the analytical PHY-layer model in [21] is extended to cover a uncoded CDMA system using the IB-DFE PC technique considered. This PHY-layer model is used in a set of simulations, and the performance model proposed is compared with the one at [7] .
The PER estimation considers both the receiver performance and the interference pattern statistics, and is capable of analyzing limit conditions with low SNR. The trade-off is the increased complexity that results from the enlarged system state considered.
The paper is structured as follows: the current section presented the related work and identified the contributions; Section II characterizes the DS-CDMA PC system; Section III describes the DTMC wireless access model; Section IV presents the IB-DFE receiver's PER calculation; Section V shows the proposed model results; and Section VI briefs the paper's conclusions.
II. SYSTEM DESCRIPTION
The proposed work assumes an infrastructured wireless system, with full-duplex communication, where a Base Station (BS) coordinates the wireless uplink access in a time slotted manner; MTs only access the channel when they have packets in their buffer to transmit or need to re-transmit a packet that was previously received with errors at the BS. For the sake of simplicity, perfect synchronization is assumed with time advance mechanisms; for a prefix-assisted DS-CDMA system, timing errors can be absorbed by the cyclic prefix since the cyclic prefix is longer than a symbol's duration, assuming that channel estimates are accurate enough.
The paper also assumes that a MPR PC receiver is used and that it is possible to calculate the PER for any given interference pattern, either using a physical layer analytical model or Monte Carlo simulations.
For a DS-CDMA spreading factor of K, each uplink slot should support up to K simultaneous transmissions, assuming that the wireless medium has Q ≤ K MTs contending the channel. It is also assumed that a data packet at the uplink has the same size of an uplink slot and that the BS is capable of detecting the number of MTs transmitting in an uplink slot. Fig. 1 displays the frame structure of each slot, composed by a SYNC signal at the downlink and data symbols with their respective cyclic prefix at the uplink. The SYNC signal transmitted at the beginning of each slot by the BS, signals the start of each slot, so that all MTs associated with the BS know when to transmit in a synchronous way. The SYNC signal also indicates which packets were successfully received in the previous slot and requests retransmissions from packets that were received with errors. A packet at the head of the MT's buffer will be sent at the following slot with M modulated symbols. A MT with an empty queue will remain silent until a packet arrives at its queue. At the end of the slot the BS runs the reception algorithm, acknowledging at the beginning of the next slot all packets that were successfully received; packets with errors are retransmitted in the following slot and the signals from all copies received can be combined to improve the reception. A packet transmitted (R + 1) times that is decoded with errors will be discarded from the MT's queue.
Each MT transmits packets independently. The BS uses a PC MPR receiver that holds information from previously received packets with decoding errors and their respective transmissions, and combines it with the signals received in the last slot. The BS keeps track of how many retransmissions per MT have occurred, assuming that each transmission has a duration of one time slot. The BS groups MTs with the same number of transmissions per packet. If (some or) all of the MTs for a given number of retransmissions fail to transmit their packets then the BS will assign those MTs to the following retransmission group. If MTs succeed transmitting their packets then the BS removes them from the retransmission groups.
It is also assumed that the BS can store up to (R + 1) failed transmissions from all MTs, keeping track of which MTs are on the lth retransmission, where 0 ≤ l ≤ R; l = 0 represents the MTs with only one transmission. If a MT succeeds transmitting or transmits R + 1 times a data packet, then all of its transmissions are removed from the BS. Fig. 1 presents a brief example of the modeled system, where three MTs A, B and C transmit data packets to a BS, assuming a retransmission limit of R = 1. In the scope of this paragraph, a packet from MT A for instance, is denoted in the figure as A 
III. DTMC ACCESS MODEL
The current section describes the Discrete-Time Markov Chain (DTMC) model, based on the assumptions of Section II. MTs transmit data according to a Poisson distribution with rate λ. In order to reduce the state space dimension, it is also assumed that the signal from all MTs is received with equal average power. Therefore, the DTMC state does not need to store who is transmitting, but only how many MTs are transmitting in each retransmission stage.
A. Steady-State Probability Distribution
The system state for a given slot, χ ∈ , is defined by a collection of random values ϑ l = Q. ϑ 0 denotes the number of MTs that have transmitted a packet once, i.e., without retransmissions (χ 0 ). So, the universe of system states can be described by (2) , shown at the bottom of the page.
As an example, a state with Q idle MTs can be described as ϑ = {I = Q, ϑ 0 = 0, . . . , ϑ R = 0}. From the aforementioned ϑ state, if n MTs out of Q have a packet to transmit, then χ will be described as ϑ = {I = Q − n, ϑ 0 = n, ϑ 1 = 0, . . . , ϑ R = 0}. The new system state can fork to several others, where
for example: all MTs transmit with success and go back to the initial state (ϑ = {I = Q, ϑ 0 = 0, . . . , ϑ R = 0}); all MTs transmit with success but transmit a new packet at the following slot (ϑ = {I = Q − n, ϑ 0 = n, . . . , ϑ R = 0}); n 1 MTs fail to transmit a packet while the remaining n − n 1 MTs go back to the idle state
The dimension of the state space for Q MTs and R retransmissions is given recursively by
which grows with O Q R+1 . Let us define a random process {χ 1 , χ 2 , . . . , χ n }, ∀n N, where χ n ∈ . Assuming that p l err (ϑ n ) is the average packet error rate of the MTs at the lth retransmission at slot n when the state χ n is ϑ n (i.e., χ n = ϑ n ), the probability that ϑ n+1 l+1 MTs from the l-th retransmission transit to the (l + 1)-th retransmission at the following slot is given by
where
denotes the binomial distribution. For very low SNR conditions, a packet may not be received after the (R + 1)th transmission, leading to higher PER values for up to the R following slots, because the receiver may not be able to remove the interference caused by the signal associated to the failed packet. This model follows an "optimistic" approach, not considering in the state the information about previous failed packets, which is only valid for orthogonal transmissions.
In addition, assuming that p QE is the probability of a MT having an empty queue, the probability that there will be I n+1 idle MTs considering that there are I n idle MTs, ϑ n R MTs at the last retransmission stage and
Based on the last two equations, the state transition probability can be described as
Since it is assumed that MTs transmit with a Poisson rate λ, from [22] p QE can be computed with the following approximation,
where N denotes the number of transmissions per packet, which depend on the interference felt during each transmission. Although p QE is time variant, its expected value can be defined in the Cesàro sense, as the expected value of a time average.
P [ζ = l] denotes the probability of retransmitting a packet l times, and is given by the expected number of packets successfully transmitted at retransmission l, conditioned by the fact that there is at least one transmission. Thus,
The steady-state probability distribution exists and is independent of the initial probability vector χ 0 for λE[N] < 1, because (6) defines a finite-state DTMC that is irreducible, aperiodic and ergodic [23, sec. 2.1.2, pp. 63]. Based on the aforementioned expressions, the steady-state probability distribution of χ for a state ϑ ∈ is represented by
The steady-state distribution π can be calculated using any of the direct or iterative numeric methods presented in [23, ch. 3, pp. 151-177] . The results presented in this paper were computed using the power method [23, sec. 3.5.2]. The most time consuming part is the calculation of the transition matrix, because it requires the calculation of the PER for all individual interference patterns represented by the states ϑ ∈ . The state space dimension (3) also defines the dimension of the transition matrix used in step two, being the critical parameter that limits the scalability of the algorithm. It grows with O(Q R+1 ), which climbs fast with R. However the algorithm can be used for a relatively large system because the PER calculation for each individual state is independent.
It is also relevant that this algorithm can be applied to any CDMA PC system, as long as it is possible to calculate the transition matrix, i.e., the PER values for all states in . For a coded system it is usually not possible to have an analytical model for the PER, but the PER can be calculated using other methods (e.g., [3] , [18] , [19] ). Section IV proposes an analytical model for a uncoded prefix-assisted DS-CDMA system with for a Minimum Mean Square Error FDE equalizer.
B. Delay
The mean packet delay, E [D], can be computed, based on the Pollaczek-Khinchine formula from [24, ch.3, pp.192] , where
Similarly to (8) , the second order moment is given by
C. Average Throughput
The average system's throughput, S, can be defined as the ratio of the average number of successful packet receptions over the average number of transmissions from all MTs, for the system's steady-state probability distribution. The system's steady state distribution is influenced by the system's load: a highly loaded system favors states with more MTs transmitting (with a higher ψ value); lightly loaded systems favor the idle state and states with less MTs transmitting. An higher load will also favor more retransmissions per packet.
The total number of successful packet receptions for a given state ϑ after the lth retransmission is
The average throughput can be obtained as follows
where 1l denotes an indicator function. The CDMA' spreading factor K appears in the denominator to normalize S to one when it reaches the link's maximum rate of K packets per slot.
D. Success Rate
The system's success rate, p suc , i.e., the probability of transmitting data with success until the last retransmission stage, can be computed based on the system's steady-state probability distribution as the complementary ratio of the failed transmitted packets at the last retransmission over the average number of MTs that transmitted packets using
E. Energy Per Useful Packet (EPUP)
The Energy per Useful Packet, EPUP, can be obtained assuming that the energy per packet, E p , is already known, where
The energy required for a single packet transmission, E p , can be computed for any given scenario based on Cui's work in [25] .
IV. IB-DFE PC RECEIVER MODEL
This section presents a PER analytical model for a prefixassisted uncoded DS-CDMA system that is largely based on the iterative frequency-domain receiver from [16] , an IB-DFE receiver. It extends the analytical PER model from [21] for a prefix-assisted DS-CDMA with a Quadrature Phase Shift Keying (QPSK) modulation, and proposes approaches to handle higher order modulations. Perfect channel estimation and perfect synchronization conditions are assumed.
Regarding the IB-DFE receiver operation, it decodes the received data packets in an iterative manner, removing channel noise and interference between users up to N iter iterations. It should be noted that the de-spreading operation, as in [16] , is already implicit within the IB-DFE receiver, since the receiver already works with the spread channel realizations and the symbol estimations from these realizations. Even though the presented receiver diminishes errors based on the Mean Square Error (MSE) estimation, it does not completely orthogonalize each data block from the MTs (especially for the first iteration), but the iterative nature of the presented receiver does diminish Inter-Code Interference (ICI) for subsequent iterations. Furthermore, the IB-DFE receiver works with all transmissions that are on-going up to the current slot, where with the aid of the feedforward and feedback coefficients, it diminishes channel interference and residual Multiple Access Interference (MAI). In addition, for a severely dispersive channel with rich multipath propagation, the receiver design does not consider the interleaving and de-interleaving of data bits since decision errors do not have a bursty nature.
In order to apply the analytical PER model from [21] for a prefix-assisted DS-CDMA system, we need to add the effects of the spreading operation in the system model, considering the multipath dispersive channel with uncorrelated Rayleigh fading per path and user channel.
A data block from MT p, where 0 < p ≤ [16] ). Time-domain spreading is done over the modulated data block where a cyclic-prefix is then added at the end of the same block.
For k ∈ [0, . . . , M − 1] any transmitted symbol from MT p is a vector C T p A k,p with size K × 1; this is roughly equivalent of having K diversity replicas of A k,p .
Since each k-th symbol takes K channel realizations in the frequency domain for any lth transmission from MT p, where 0 < l ≤ L and L = (max l≤R+1 {ϑ l > 0} + 1), the channel realizations for each symbol are depicted as
For the sake of simplicity of subsequent mathematical operations and in a similar fashion as [16] , let us consider the product between C p and the channel realizations in the The channel noise at the BS in the frequency domain for an lth transmission is N (l)
Grouping the channel realizations from all P = L l=0 ϑ l MTs that are transmitting data, results
The received signals in the frequency domain at the BS are
. They depend on the MTs transmissions
So the system can be described by (18) , where
An analytical expression for the MSE after iteration i of MT p, σ 2 p (i) , is derived in [21] , which applies to the equivalent system defined in (18 
Since a severely time dispersive channel with multipath propagation is being considered, bit errors can be considered independent, therefore for an uncoded system with independent and isolated errors, the PER for a fixed packet size of N bits is
V. PERFORMANCE RESULTS
This section presents a set of performance results of the DS-CDMA PC system for the receiver presented in Section IV. It compares the proposed DTMC model's performance results and the performance results of the MAC-asymptotic model of [7] with the values measured using a system simulator implemented using the same receiver. It also presents a set of PHY-layer performance results, that validate the analytical PHY-layer model used in the DTMC model. For the MAC-layer asymptotic model, we considered the PHY-layer asymptotic model referred in [7] for a MMSE receiver.
All results throughout this section's figures use lines as the PHY and MAC models' results and markers as the respective simulations. A severely time dispersive channel with equal-power multipath components was considered, denoted by EPMC, with rich multipath propagation and uncorrelated Rayleigh fading for each path and user. Two extreme case scenarios are analyzed in terms of PC performance: Uncorrelated Channel (UC) represents the ideal scenario where a packet retransmission encounters an independent channel; and Equal Channel (EC) represents the worst scenario, where all packet retransmissions encounter the same channel conditions. To cope with EC correlation for each retransmission, the Shifted Packet technique from [21] was considered, where a different cyclic shift is applied to the retransmitted frequency domain blocks. This is formally equivalent to perform a cyclic shift to the channel response of a given MT, leading to different equivalent channels for different retransmissions. Channel parameters are detailed in Table I . The asymptotic PHY-layer model [7] , denoted by ASYMP, does not consider fading and does not implement an interference cancellation approach as IB-DFE. For the IB-DFE receiver performance analysis, we also used the HIPERLAN/2 model C channel [26] , denoted by HIPL, corresponding to a typical large open space environment for non-line-of-sight conditions with an average root mean square delay spread of 150 ns. It should be noted that a highly variable channel that has a high multipath diversity, such as the one considered in this paper, brings non-negligible influence on the received power in terms of power fluctuations at the BS, therefore the channel barely influences errors from block-to-block transmission. Terminals scattered inside the BS's coverage area transmit uncoded data blocks with N = 256 symbols selected from a QPSK constellation during a transmission time of 4 μs. As a remark, the presented results only show spreading factors K = [2, 4, 8] for simplicity purposes due to the receiver complexity and respective simulations' time; in any case, these results can be used to understand how a larger system behaves, with the same relative load λQ and E b /N 0 , and for the same ratio of number of MTs over the spreading factor. E b /N 0 denotes the bit energy, E b , over the noise, N 0 , ratio. In addition EPUP results are multiplied by (1/E p ) × (E b /N 0 ) to remove any dependencies on the distance, path loss and antenna parameters.
The models' performance and the simulations' results were obtained with the MATLAB software [27] .
A. IB-DFE Receiver Performance
The current section presents PER results of the IB-DFE receiver constrained to a given E b /N 0 . Fig. 2 presents the IB-DFE PER receiver performance for P = [2, 4, 8] MTs for a single transmission and N iter = 1, 2, 4 iterations, with an EPMC channel, where K = P. The PER model is accurate, although it is noticeable that for an increasing number of MTs and iterations there is a slight mismatch between the simulation results and the model, showing that the receiver model is optimistic. This results from approximating the distribution of the remaining error after an iteration by a normal distribution in the estimation of the PER, which contributes to a cumulative error that increases for each new iteration. In terms of performance, the IB-DFE receiver design performs well for an increasing number of iterations, since the system PER is diminished considerably. The IB-DFE's PER with four iterations is almost the same for any number of MTs up to eight, even though the channel noise is higher for an increasing number of MTs. This demonstrates how good the IB-DFE technique is for a high number of iterations even if the channel is overloaded with a high number of users; the IB-DFE technique is able to effectively remove the MAI with a high number of users. Furthermore, for a PER of 10 −1 , the IB-DFE technique can save at least 6 dB in terms of transmission power for a single transmission. Fig. 3 depicts the IB-DFE PER receiver performance for the EPMC, HIPL and AWGN channels and for K = P = 4 MTs with a single transmission. As before, it shows that the analytical model proposed is precise with one iteration (i.e., for a linear receiver), but it has a small deviation for four iterations, with both EPMC and HIPL channel types. DS-CDMA on a AWGN channel uses orthogonal spreading sequences and does not have any ICI, therefore no iterations are needed. AWGN defines the near optimal transmission conditions. Fig. 3 also depicts the ASYMP receiver performance, showing that it has a higher PER than the IB-DFE receiver, even for an IB-FDE linear receiver with a time selective channel. Fig. 4 present the IB-DFE PER receiver performance, up to N iter = 4 iterations, for a scenario of P = 2 MTs sending data to a BS and up to L = 4 transmissions, i.e., with three additional retransmissions considering EPMC Uncorrelated and Equal channels. For any χ scenario, the IB-DFE PER performance is improved for each succeeding iteration, demonstrating the receiver's feasibility for lower E b /N 0 values. For an increasing number of packet transmissions the receiver's PER performance is also improved due to the additional diversity when several packets are combined, showing that for an increasing number of transmissions the required E b /N 0 to transmit a packet lowers; the combination of packets increases the available energy of a given packet at the BS, requiring smaller E b /N 0 values for succeeding transmissions. The PC effect allows greater gains in terms of the E b /N 0 for succeeding transmissions where the feedforward loop of the IB-DFE receiver help to diminish channel interference; on succeeding iterations there is a smaller gain in terms of the E b /N 0 ratio, especially due to the IB-DFE's feedback loop that help to diminish residual MAI. Comparing Fig. 4(a) and (b) it is possible to see that UC and EC time-varying types introduce a negligible variation in the PER. This shows that this parameter has a small impact in the receiver's performance, given that UC and EC represent limit conditions and that any other time-varying channel will have an intermediate behavior. All the results presented below consider only the EC type, which represents the worst performance conditions for PC. Fig. 4 also show that the PER value depends on the interference pattern, especially for a low number of retransmissions. In order to calculate an average PER it is necessary to know the probability of occurring each of the individual interference scenarios. Fig. 5 shows the maximum and minimum PER for all the interference scenarios in an IB-DFE for E b /N 0 for N iter = 4 iterations, for a scenario of P = 8 MTs sending data to a BS and up to L = 2 transmissions. Using the MAC-layer model presented in Section III it is possible to obtain the interference scenarios' probability distribution, and thus the average PER for different load levels, which is depicted in the figure. The figure also shows the average PER calculated using the asymptotic model [7] , for E b /N 0 = 8 dB. In all cases, it is visible that the average PER increases with the load, due to the increased interference, approaching the maximum PER (associated to the worst interference scenario) near the saturation. It also shows that the asymptotic model's average PER value is more sensible to the load than the IB-DFE receiver's one, and rather optimistic for very low loads.
B. Wireless Access: Variable E b /N 0
The results within this section present the wireless access performance for a range of E b /N 0 values between 0 dB and 14 dB, with Q = [2, 4] MTs, K = Q, and a fixed data rate of λQ = 0.4 packets/slot, although there is one figure at the end of this section which considers a saturated load (p QE = 0, i.e., there is always a packet in the MT's queue to transmit). They compare the performance of IB-DFE with up to R = 2 retransmissions and N iter = 4 for EPMC and AWGN EC channels, with the asymptotic model results. Fig. 6 illustrates the average number of transmissions to deliver a packet, using up to R = 2 retransmissions for λQ = 0.4 packets/slot. There is a good match between the IB-DFE model and the simulation values for the EPMC and AWGN channels, demonstrating the accuracy of the model. Regarding the performance of the PC DS-CDMA system, as the number of allowed transmissions increases the required E b /N 0 to transmit a packet for a succeeding retransmission is lower. Even though the number of retransmissions does increase to deliver a packet with success for a lower E b /N 0 . Comparing the values between Q = 2 MTs and Q = 4 MTs it is observable that the required number of transmissions is higher for Q = 4 MTs due to the additional interference between MTs. For this parameter, the ASYMP model presents a behavior similar to IB-DFE. Fig. 7 displays the system delay for the same scenario. For fairness reasons, the delay results were normalized to the slot duration for K = 2. The IB-DFE simulations and model's results are close to each other. As expected, the system delay does increase for lower E b /N 0 up to a lower E b /N 0 bound where the maximum number of retransmissions is reached. E b /N 0 values below this bound lead to a higher PER, though the delay remains constant given that the packet service time is constant and the failed packets are dropped. On the other hand, ASYMP's delay is unbound. As expected, AWGN leads to lower delays due to the absence of ICI and MAI. The delay also increases with a higher number of transmissions that ensure the correct packet reception at the BS. Furthermore, it is also noticeable that a higher number of MTs introduces a higher delay because of the increased slot size. Fig. 8 demonstrates the system throughput for Q = [2, 4] MTs, with a system load of λQ = 0.4 packets/slot. The DTMC system model performs well, although there is a slight mismatch between the simulations and the model's results for EPMC, where the system model can be observed as optimistic. This is more visible for Q = 2, where the independence and time invariance assumption of the p QE estimation is less valid in the presence of fading, which introduces ICI and MAI. For AWGN there is a perfect match. Concerning the system performance, for an increasing number of transmissions, the PC-ARQ behavior enhances the system throughput, decreasing the necessary E b /N 0 ratio to attain a given system throughput for a fixed data rate; MTs, independently of the system delay, can save their batteries for a higher number of transmissions. Fig. 8 exposes one of the limitations of using asymptotic models for a small number of MTs. The ASYMP model's throughput measurement does not reach λQ for Q = 2 MTs; only approaches it for Q = 4 MTs. Fig. 9 demonstrates the saturated system throughput for Q = [2, 4] MTs for N iter = 4 iterations and up to R = 2 PC ARQ retransmissions. The DTMC model results are close to the simulation results. Concerning the system performance, for an increasing number of transmissions, the PC-ARQ behavior enhances the system throughput, decreasing the necessary E b /N 0 ratio to attain a given system throughput. It also shows that the system throughput for Q = 4 is usually higher when compared to Q = 2. However, the system throughput for Q = 4 is lower when compared to Q = 2 for E b /N 0 ≤ 5 dB, which could be explained by the fact that the additional redundancy from a spreading factor K = 4 does not introduce a significant gain to overturn the additional channel interference of four simultaneous MTs, and the number of iterations is not enough to satisfy a higher gain. The figure shows that for a load of λQ = 1 without errors, the ASYMP model's throughput value [7] is equal to Q Q+1 , which can be a significant deviation for a low number of MTs. In this interval, the higher individual packet transmission energy is compensated by the associated PER decrease, which reduces the number of packet transmissions required to have a successful reception. Furthermore this plot shows that in general the higher the number of packets combined, the lower the E b /N 0 per packet is needed, since the individual energy of each packet transmission contributes for a better IB-DFE output estimation. The asymptotic model requires a slightly higher EPUP due to the higher PER, compared to the IB-DFE receiver.
C. Wireless Access: Variable Load
The results within this section present the wireless access performance for a system load between 10% and 100% of the system capacity, for Q = 8 MTs, K = Q, E b /N 0 = [6, 8] dB and up to R = 1 PC-ARQ retransmissions, measured with the DTMC model for EPMC and AWGN EC channels, and with the asymptotic model. of system transmissions to deliver a packet with success, where the system load contributes with a higher MAI while the last one (E b /N 0 ) contributes with a higher channel interference. Due to the absence of ICI and MAI, the average number of transmissions per packet does not vary with the system load for the IB-DFE in an AWGN channel. Fig. 12 portrays the system throughput. The DTMC model performance almost matches the simulation results. Regarding the MAC performance, and as expected, the throughput for E b /N 0 = 8 dB follows the system load while the number of transmissions is below the maximum number of retransmissions in the interference critical states and; after that, it has a slow linear increase due to the higher interference. For E b /N 0 = 6 dB the system throughput does not follow the load for λQ loads above 10% of the total load. This effect is due to the increased interference, to the channel noise, and in the case of EPMC, to the MAI and ICI. For some interference patterns, the receiver is capable of receiving correctly the packets using PC, while for others it is not with R = 1. To prevent such effects from happening a higher R would have to be used. As expected, the throughput is higher for AWGN and increases as the E b /N 0 increases. The results for ASYMP model are not comparable due to the much higher PER considered in the receiver model. Fig. 13 portrays the average delay per packet according to a variable range of the system load for E b /N 0 = [6, 8] dB, Q = 8 MTs and R = 1 retransmissions. The DTMC model's performance is close to the simulation results. Regarding the MAC performance, the average delay increases as the system load increases; the delay also increases as the E b /N 0 decreases. It can be observed that the DTMC system is saturated (infinite delay) when the system load is higher than 0.5, 0.6 and 0.8, respectively for an E b /N 0 of 6 dB and 8 dB with EPMC, and 8 dB with AWGN. Given that failed packets are not retransmitted, the packet service time is always bounded. As long as λE [N] < 1, the delay can be finite in the presence of errors. Furthermore, the same conclusions from the previous figure also apply in this one where a higher system load, or a lower E b /N 0 contribute to a higher delay, since there is a higher MAI and/or higher channel interference. In the case of the AWGN, the channel noise is responsible alone for the behavior observed. Fig. 14 portrays the EPUP and shows that the DTMC model performance has similar results against the simulation results, except for E b /N 0 = 6 dB and EPMC, due to the errors in the estimation of the average number of packet transmissions, also visible in Fig. 11 . The model presents a deviation in relation to the simulation results for low E b /N 0 values, which represent a condition where the independence approximation and/or the PER estimation with failed packet is less valid. Even though, the maximum error measured for the analytical model is about 7%. Regarding the MAC performance, the EPUP does increase for higher load rates in a EPMC channel, but not vertiginously; as expected it also increases for lower E b /N 0 values. As before, for a AWGN the EPUP does not change with the load, and in this particular case with the E b /N 0 because the reduction of the E b /N 0 is exactly compensated by the increase on the number of packet transmissions and the of the PER. The asymptotic model shows a trend similar to the DTMC model with the EPMC channel: it grows faster initially when the load is low, and slower after that. The absolute values are not comparable, though, since the PER considered is much higher for the asymptotic model.
VI. CONCLUSION
This paper proposes a DTMC model for small PC DS-CDMA systems that accounts the MTs' channel interference and channel noise simultaneously. The DTMC model was tested using a PC prefix-assisted DS-CDMA system based on an IB-DFE receiver, using time selective EPMC and AWGN channels. It was shown that the model exhibits a high accuracy when compared to the simulation values. The paper also includes the performance results of an asymptotic model for a system without IC, developed for large CDMA systems, and identifies some of its limitations when it is used with a low number of MTs. Results show that the energy efficiency of a PC prefix-assisted DS-CDMA system with IB-DFE is improved for a higher number of retransmissions that also comply with the delay and throughput requirements for lower E b /N 0 . The influence of the spreading factor (and the number of concurrent transmissions) and the channel type are also shown. The DTMC model brings the possibility of improving the precision of a system model when time selective channels are used, which significantly influence the system behavior, as this paper shows. It has a much higher computational complexity than asymptotic models, but allows the use of parallel computing to reduce the calculation time. For future work, the authors intend to extend the DTMC model with backoff mechanisms.
