Abstract. We provide a necessary and sufficient condition for stars to be the largest cross intersecting families.
Introduction

Let 2
[n] denote the power set of [n] := {1, 2, . . . , n}, and let [n] k denote the set of all k-element subsets of [n] . A family of subsets A ⊂ 2
[n] is intersecting if A∩A = ∅ for all A, A ∈ A. If n < 2k then [n] k itself is intersecting. But if n ≥ 2k then
[n] k is no longer intersecting, and we can ask the maximum size of intersecting families in [n] k . The Erdős-Ko-Rado Theorem answers this question, which tells us that if n ≥ 2k and A ⊂ k : i ∈ A} for some fixed element i ∈ [n], and moreover this is the only optimal configuration unless n = 2k. In this paper we attempt to extend the result to two families.
Two families A and B in 2 [n] are cross intersecting if A ∩ B = ∅ for all A ∈ A and B ∈ B. It is then natural to ask the following. Problem 1. Let n, k, l be positive integers. What is the maximum of the product |A||B| among cross intersecting families A ⊂
[n] k and B ⊂ [n] l ? Let M (n, k, l) denote the maximum. If k +l > n then M (n, k, l) is clearly n k n l . It is not difficult to see that if k + l = n then M (n, k, l) = 1 The first non-trivial result was obtained by Pyber [6] , and later extended by Matsumoto and the author [5] , which states that if n ≥ max{2k, 2l} then
Moreover the stars are the only optimal configurations if n > max{2k, 2l}. Bey [1] gave an alternative combinatorial proof, and Suda and Tanaka [7] established a semidefinite programming approach to obtain related results including (1) . These are perhaps all the results known about M (n, k, l). It is open for the remaining cases k +l < n and n < max{2k, 2l}. These cases look more interesting and more difficult than the known cases, for most likely infinitely many different structures appear as optimal families. This paper addresses the problem of finding the necessary and sufficient conditions for n, k, l such that (1) holds. To begin with let us introduce the following cross intersecting families A To ensure (1) it is necessary that |A
j | does not exceed the RHS of (1) for every j ≥ 0. Indeed we conjecture that this is sufficient as well. Conjecture 1. Let n, k, l be positive integers with k + l < n < max{2k, 2l}. Suppose that |A
are cross intersecting families satisfying
We prove the conjecture under some additional conditions. But before stating our results let us introduce a measure counterpart of the problem, which is closely related to the original problem and easier to understand the corresponding conditions. For a real number p ∈ (0, 1) and a family of subsets F ⊂ 2 n we define the measure of the family µ p (F) by
Then we can ask the following.
Problem 2. Let n ∈ N and α, β ∈ (0, 1). What is the maximum of the product
Let m(n, α, β) denote the maximum. Since m(n, α, β) ≤ 1 and m(n, α, β) is increasing 2 in n, we can also define
Note that m(n 0 , α, β) = c and m(α, β) = c imply m(n, α, β) = c for all n ≥ n 0 . A simple computation shows that m(α, β) = 1 if α + β > 1, and m(α, β) = 1 4 if α + β = 1. In [9] it is shown that if max{α, β} ≤ 
for all n ≥ 1. Moreover it is shown in [8] that if max{α, β} < 1 2 and n ≥ 4, then the only optimal families are the stars, that is, A = B = {F ∈ 2
[n] : i ∈ F } for some i. We illustrate the known values of m(α, β) in Figure 1 . The two red triangles indicate the regions where m(α, β) is unknown. By symmetry we focus on the upper left triangle In this paper, we provide the necessary and sufficient conditions for (α, β) ∈ Ω satisfying (2) . A trivial necessary condition comes from the following cross intersecting families A j and B j for j ≥ 0:
If (2) holds, then µ α (A j )µ β (B j ) does not exceed αβ. Our main result states that the converse is also true.
Conjecture 2. Let α and β satisfy the premises in Theorem 1. If F and G are cross intersecting families in
To visualize the conditions for α and β in Theorem 1 let us compute the measures of A j , B j . We have
Thus µ α (A j )µ β (B j ) < αβ if and only if
By solving (3) for β in terms of α we get β < e j , where
see Figure 2 . Then the condition µ α (A j )µ β (B j ) < αβ for all j ≥ 0 is equivalent to are cross intersecting families satisfying
To relate Theorem 1 and Theorem 2 let us compare the sizes of A and B with their measures. We have
If α, β, and j are fixed, and n → ∞ with k = αn and l = βn, then it follows that
This means that the two conditions
are corresponding to each other provided
In Theorem 2 we assume that n, k, and l are large. Instead, if we assume a stronger condition than (3) then we get another partial solution to Conjecture 1. To state the result, let
(n − k)
To compare Theorems 2 and 3 we note that if (α, β) ∈ Ω then (k, l) ∈ Ω , where k = αn and l = βn , provided n > n 0 (α, β). The condition (7) is equivalent to |A
which comes from (3) at i = 0. Also the condition (8) corresponds to
which is a stronger requirement than (3) for i ≥ 1. Let ∆ ⊂ Ω be the set of (α, β) satisfying (9) and (10). Then ∆ ⊂ ∆ and ∆ is illustrated in Figure 4 filled with light blue. The rest of the paper is organized as follows. In Section 2 we introduce our main tool based on the Kruskal-Katona Theorem. In Section 3 we prove the first part of Theorem 2 (the determination of M (n, k, l)), and in Section 3 we prove the second part of Theorem 2 (the uniqueness of the extremal structure). Then, in Section 4, we prove Theorem 1 using Theorem 2. In the last section we outline the proof of Theorem 3.
Preliminaries
In this section we state a consequence of the Kruskal-Katona Theorem, which is one of the main tools for the proof of our results. For a real number x and an integer t with x ≥ t > 0 define
. We also define 
The representation is unique, and it is called the u-cascade form of m. For a family F ⊂
[n]
u and an integer v with 0 < v < u, let us define the v-shadow of F by
If |F| = m and its u-cascade form is given by (11), then it follows from the KruskalKatona Theorem [3, 2] that
If, moreover, we choose an integer s and a real number x with 0 < s < t and
in other words, if we choose s and x so that
then it follows from the Lovász version of the Kruskal-Katona Theorem [4] that
Noting that |F| = |F c | we have the following lemma, which we will use repeatedly in the proof of Theorem 2. (13)). Let (k, l) ∈ Ω , and let A ⊂ 
Both sides consists of n − k − l + 1 products, and by comparing the corresponding terms one by one we see that
Note that we did not use none of (3), (9), or (10) to prove Claim 2. Thus Claim 2 is valid for both Theorems 2 and 3.
Proof of Theorem 2: The inequality
In this section we prove M (n, k, l) = n−1 k−1 n−1 l−1 under the premises of Theorem 2. In short, we just apply Lemma 1 several times according to the size of A, and compute the corresponding upper bounds. However this task is rather involved because we need to choose the interval for the size of A carefully to obtain the right bound.
Fix (α, β) ∈ ∆. Recall that α and β satisfy (3) for all j ≥ 0, or equivalently, β < e j from (5). For every fixed 0 < α < 1/2 we have e j → 1 − α as j → ∞. Solving e 0 = e 1 for α we get α = 1 − 1 √ 2 =:α. In this case e 0 = e 1 = 2α =:β. Thus, by (5), we have
Indeed there is a cusp at (α, β) = (α,β) in Figure 3 . Letᾱ := 1 − α andβ := 1 − β.
We will often use the following fact without mentioning of it.
Proof. Recall the following basic properties of the Gamma function: x n = Γ(x + 1) Γ(n + 1)Γ(x − n + 1) for x ∈ R with x ≥ n, and
for y ∈ R. Thus we have
One can prove the second item similarly.
The goal of this section is to show the following lemma. 
holds for all i ≥ i 0 .
Proof. By differentiating the LHS of (15) with respect to i we get
. Thus the LHS of (15) is increasing in i provided i sufficiently large. Moreover, using e i → 1 − α as i → ∞, it follows that the LHS of (15) goes to log 1 α as i → ∞. This means that (15) holds if i is large enough.
We fix an integer i 0 from Claim 5. Note that the i 0 is independent of n. Then we consider the following four cases separately:
•
We will often use the following easy observation.
Lemma 6. Let 0 < α < 1 be a fixed real number, and let n, k be positive integers with k = αn . Let {F n } be a sequence of families with F n ⊂
[n] k , and let {c n } be a sequence of real numbers with 0 < c n < 1. Suppose that lim n→∞ |F n |/ n k < lim n→∞ c n . Then there exists an n 0 such that |F n |/ n k < c n for all n > n 0 . Now we prove several inequalities (Claims 7-12) which we need for the proof of Lemma 4. We mention that we could prove Claims 7, 9, and 11 in a unified way, but to make the description simpler we prove them separately. We also mention that the main idea of the proof of these claims are taken from [5] . After proving these claims Lemma 4 will follow easily.
Here we recall our assumption throughout this section: (α, β) ∈ ∆, k = αn , and l = βn . 
Let M := max{XY, F (n − i − )}. Then there exists n 0 = n 0 (i, ) such that for all n > n 0 the following holds: if
for all x with n − k − 3 < x < n − i − .
Proof. The inequality (17) is rewritten as
This is equivalent to f (x) < (M − XY )
, where f (x) is defined by
We actually prove a slightly stronger inequality
for n − k − 3 < x < n − i − . Clearly it is true at the two ends, indeed we have
We prove (19) by contradiction. Suppose that there is some y with n − k − 3 < y < n − i − such that f (y) > m. Since f (x) ≤ m at the two ends we may assume that d dy f (y) = 0. This yields
Substituting the RHS into the last term in (18) we get a new inequality
is increasing in y, g(y) is also increasing in y. So we must have g(n − i − ) > m. We will show that this cannot happen. Using
However this reduces to the opposite inequality to (16), a contradiction. 
and in view of Lemma 6 we need to show that
The LHS is increasing in β. By (5) it suffices to show the inequality at β = e 0 if i = 2, and at β = min{e 0 , e 1 } if i = 3. In these cases we can verify (20) by direct computation.
Next we show (16), that is,
The LHS is increasing in β, indeed both (1 −β i−1 )/β i−1 and
are increasing in β. Thus it suffices to check the inequality at β = min{ᾱ, e i−2 }.
If β =ᾱ then (21) reduces to 2α i−1ᾱ ≥ 1 − 2α. This holds for α 0 < α < 1/2, where α 0 ∈ (0, 1/2) is a unique root of 2(1 − x)x i−1 = 1 − 2x. Thus (21) holds for α 0 < α < 1/2.
If β = e i−2 then, usingβ
x is decreasing in x, the LHS of (22) is less than 1 ifβ = 1−e i−2 > α, that is, α i−1ᾱ < 1 − 2α. This holds for 0 < α < α 1 , where α 1 ∈ (0, 1/2) is a root of (1 − x)x i−1 = 1 − 2x. Thus (21) also holds for 0 < α < α 1 . By definition α 0 < α 1 follows. Therefore (21) holds for all 0 < α < 1/2. Consequently we have M < (ii) Let i = 3 and = 0. In this case we only need to show (16), that is,
The LHS is increasing in β, so it suffices to check the inequality at β = e 0 . Indeed this is true if α < 0.27. (iii) Let i ≥ 4 and = 0. We prove (16), that is,
The LHS is increasing in β, and it suffices to show the inequality at β = min{e i−3 , e i−2 }. By solving e i−2 = e i−3 for α let α * (i) be the solution in (0, 1). For example, α * (4) = 0.386 . . ., and it follows that 1 e < α * (4) < α * (5) < · · · . Let β * (i) be defined by β * (i) = e i−2 = e i−3 at α = α * (i), e.g., β * (4) = 0.562 . . ., see Figure 2 . Then we have
We also note that both e i−3 and e i−2 are decreasing in α. (Here we need i ≥ 4, because e 0 is increasing in α.) If β = e i−3 then, usingβ
1+α i−3ᾱ , it follows that
Then, using α i−3ᾱ =β
We need to check this inequality for 0 < α ≤ α * (i). Since the LHS is increasing in β and the RHS is decreasing in α, it suffices to check the inequality at (α,
1+α i−2ᾱ , it follows that
and z(β = e i−2 ) ≤ 1 is equivalent tō
We need to check this inequality for α * (i) ≤ α < 1 2 . In this case the LHS is decreasing in β and the RHS is increasing in α, so again it suffices to check the inequality at (α, β) = (α * (i), β * (i)). Now we consider the case (α, β) = (α * (i), β * (i)). For simplicity let us just write α * and β * omitting i, and letᾱ * = 1 −ᾱ * andβ * = 1 −β * . Then, by (23) and (24), z(β = e i−3 ) = z(β = e i−2 ) implies that β * =ᾱ * 1+α i−2 * ᾱ * , and substituting this into (24) we have
Recall that we always assume α + β < 1, and in particular, 
then
for all x with n − k − 4 < x < n − i − .
Proof. The proof is almost identical to the proof of Claim 7, and we only include a sketch. Let
Suppose, to the contrary, that there is some y such that f (y) ≥ m. Then we may assume that
Since g(y) is increasing in y, g(n − i − ) > m > 0 must hold. However, considering n → ∞, g(n − i − ) > 0 yields the opposite inequality to (25), a contradiction. 
In view of Lemma 6 we need to show that (1 +ᾱ +ᾱ 2 )(1 −β − ββ) < 1. The LHS is increasing in β, and it suffices to check the inequality at β = e 0 , that is, 3−3α+α 2 (2−α) 2 < 1. This is indeed true for 0 < α < 1/2. Similarly as for F (n − 4) it suffices to check (1 +ᾱ +ᾱ 2 +ᾱ 3 )(1 −β − ββ − β 2β ) < 1 at β = e 0 , and it is also true.
Next we check (25), that is,
Since the LHS is increasing in β it suffices to check the inequality at β = e 0 , which can be verified by direct computation.
(ii) In this case M < n−1 k−1 n−1 l−1 follows by showing (1+αᾱ+αᾱ 2 )(1−β 2 −ββ 2 ) < 1 and (1 +ᾱ)(1 −β) < 1. The latter is equivalent to (3) for j = 0. The LHS of the former is increasing in β and the inequality is indeed true at β = min{e 0 , e 1 }. As for (25) we need to show
The LHS is increasing in β, and one can verify the inequality at β = e 0 for α > 0.23 in this case. 
Then there exists n 0 = n 0 (i) such that for all n > n 0 the following holds: if
for all x with n − k − 2 < x < n − i.
Proof. The proof is similar to and easier than that of Claims 7 and 9. Note that
Then F (x) < XY follows from f (x) < 0. Suppose, to the contrary, that there is some y such that f (y) ≥ 0. Then we may assume that
Since g(y) is increasing in y, g(n − i) ≥ 0 must hold, that is,
But this reduces to the opposite inequality to (26) by considering n → ∞.
Claim 12. Let i, X, Y , and F (x) be as in Claim 11. If i = i 0 , that is,
then for sufficiently large n it follows F (x) <
l−1 we only need to show (26). The LHS of (26) is increasing in β, it suffices to check the inequality at β = e i−2 . In this case, usinḡ
1+α i−2ᾱ , the inequality (26) reduces to (28). Using the above claims we are going to prove
3.1. The case Let γ := 1 +ᾱ +ᾱ 2 + · · · +ᾱ t . In view of Lemma 6 it suffices to show that γβ t−1 < 1. Recall from (14) that β ≤β = 2 − √ 2. If t = 4, then γ = 1−ᾱ 4 α ≤ 4 and β t−1 ≤β 3 < 0.21, so γβ t−1 < 1. Let t ≥ 5. Since γβ t−1 ≤ (t + 1)β t−1 and the RHS is decreasing in t, it is maximized at t = 5. Thus γβ t−1 ≤ 6β 4 < 1. This completes the proof of Lemma 4.
Proof of Theorem 2: Uniqueness of the optimal families
In the previous section have proved Lemma 
and equality holds if and only if |A| = n−1 k−1 and |B| = n−1 l−1 . In this case we show that A and B are stars.
Suppose that equality holds in (30). Then |A c | = |A| = n−1 n−k and, by Lemma 1,
