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The framework of statistical inference has been successfully used to detect the meso-scale struc-
tures in complex networks, such as community structure, core-periphery (CP) structure. The main
principle is that the stochastic block model (SBM) is used to fit the observed network and the learnt
parameters indicate the group assignment, in which the parameters of model are often calculated
via an expectation-maximization (EM) algorithm and a belief propagation (BP) algorithm is imple-
mented to calculate the decomposition itself. In the derivation process of the BP algorithm, some
approximations were made by omitting the effects of node’s neighbors, the approximations do not
hold if networks are dense or some nodes holding large degrees. As a result, for example, the BP
algorithm cannot well detect CP structure in networks and even yields wrong detection because the
nodal degrees in core group are very large. In doing so, we propose an improved BP algorithm to
solve the problem in the original BP algorithm without increasing any computational complexity.
By comparing the improved BP algorithm with the original BP algorithm on community detection
and CP detection, we find that the two algorithms yield the same performance on the community
detection when the network is sparse, for the community structure in dense networks or CP struc-
ture in networks, our improved BP algorithm is much better and more stable. The improved BP
algorithm may help us correctly partition different types of meso-scale structures in networks.
I. INTRODUCTION
One important issue in complex networks is the detec-
tion of meso-scale structures, which has received many
attentions from a variety of scientific disciplines, such as,
community detection and CP structure detection. Com-
munity detection aims to partition the nodes in a network
into groups such that the edges within community are
densely connected, but the edges bridging different com-
munities are sparse. The study on the community detec-
tion is a hot topic and many algorithms have been de-
veloped [1], e.g., the algorithms based on modularity [2],
spectral clustering [3], hierarchical clustering [4, 5], non-
negative matrix factorization approach [6], clique per-
colation theory [7], and so on. Recently, another type
of meso-scale structure—CP structure has also attracted
some attentions because such a meso-scale structure is
different from community structure and commonly ex-
ists in social networks, transportation networks as well
as biological networks [8–12]. The purpose of the CP de-
tection is to partition the nodes in a network into groups
such that nodes in core group are more connected both
to other core nodes and to peripheral nodes, but nodes in
peripheral group are less connected to each other [13–18].
Both the community structure and CP structure can
be uniformly viewed as the block structure. One effective
approach in discovering block structure is the statistical
inference framework, in which a generative model-SBM
is adopted to fit the network data and learns the param-
eters of the model. The learnt parameters in SBM can
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discover the block structures (i.e., group assignment), in-
cluding community structure and CP structure [19–22].
The parameters in SBM are often solved by using al-
gorithms such as Monte Carlo (MC) sampling and EM
algorithm, meanwhile, the marginal probabilities in the
M-step of EM algorithm can be calculated by the BP al-
gorithm, which is a useful tool to approximately solve the
problem of statistical inference [19, 21]. One assumption
in the BP algorithm is that the neighbors’ effect can be
ignored, leading to one quantity in iterative formula be-
comes an external field and is independent of the special
nodes [20, 23]. Because nodes in core group often con-
nect to many nodes and their neighbors’ effect is huge
and cannot be ignored, as a result, the approximation
may yield big error when the BP algorithm is used to
detect CP structure. Therefore, in this paper, we modify
in the derivation of the BP algorithm by circumventing
the assumption. The improved BP algorithm does not
increase any computational complexity, but a more ac-
curate iterative formula is obtained. By using the im-
proved BP algorithm to detect community structure and
CP structure, we find that the two BP algorithms have
the same precision in the community detection when net-
works are sparse. As for the CP structure and the com-
munity structure in dense networks, our improved BP
algorithm is more accurate and more stable. It is im-
portant to note that the original BP algorithm becomes
completely invalid when the CP structure is dominant
(i.e., nodes in core groups connect to most of nodes in
network), on the contrary, the improved BP algorithm
can well detect CP structure.
2II. STATISTICAL INFERENCE
Given an undirected network, our goal is to learn the
parameters in the SBM model by best fitting the network
data. The problem of maximum likelihood estimation
can be solved by implementing the EM algorithm.
A. EM algorithm
Let A be the adjacency matrix of the network, where
elements Aij = Aji = 1 if nodes i and j are connected,
otherwise, Aij = Aji = 0 . There are several parameters
in the SBM, including k (the number of groups), an k×k
affinity matrix p (element prs denotes the probability of
an edge between group r and group s), and γ (an array
that determines the relative size of each group). Our goal
is to maximize the probability, or likelihood P (A|p, γ),
which includes a group assignment {gi} (the group to
which node i belongs). So we have
P (A|p, γ) =
∑
g
P (A, g|p, γ), (1)
where
P (A, g|p, γ) = P (A|g, p, γ)P (g|γ)
=
∏
i<j
pAijgigj
(
1− pgigj
)1−Aij ∏
i
γgi . (2)
To determine the most likely values of the parameters
p and γ, the common way is to maximize their logarithm
of the likelihood with respect to them. But it is still very
difficult to solve the values of the p and γ by maximizing
the logarithm of the likelihood. This problem can be
solved by well-known EM method in statistics [24]. At
first, according to Jensen’s inequality, one has
log
∑
g
P (A, g|p, γ) ≥
∑
g
q (g) log
P (A, g|p, γ)
q (g)
∆
= L (p, γ) , (3)
where
q (g) =
P (A, g|p, γ)∑
g
P (A, g|p, γ)
=
∏
i<j
p
Aij
gigj
(
1− pgigj
)1−Aij ∏
i
γgi∑
g
∏
i<j
p
Aij
gigj
(
1− pgigj
)1−Aij ∏
i
γgi
. (4)
In fact q (g) = P (g|A, p, γ) is the probability distribution
with respect to the group assignment g.
Therefore, maximizing logP (A|p, γ) with respect to
p and γ can be done as follows: first, choosing q(g) as
in Eq. (4) to make the two sides of Eq. (3) equal, then
maximizing L(p, γ) with respect to the parameters. We
further have
L (p, γ) =
∑
g
q (g) log P (A,g|p,γ)q(g)
=
∑
g
q (g) log
[∏
i<j
p
Aij
gigj
(
1− pgigj
)1−Aij ∏
i
γgi
]
−∑
g
q (g) log q (g)
=
∑
g
q (g)
[∑
i<j
[
Aij log pgigj + (1−Aij) log
(
1− pgigj
)]
+
∑
i
log γgi
]
−∑
g
q (g) log q (g)
= 12
∑
i6=j
∑
rs
[
Aijq
ij
rs log prs + (1−Aij) qijrs log (1− prs)
]
+
∑
ir
qir log γr −
∑
g
q (g) log q (g),
(5)
where qir is the marginal probability within the joint
probability distribution q(g) that node i belongs to group
r, namely,
qir =
∑
g
q (g) δgi,r. (6)
Similarly, qijrs is the probability node i and node j be-
longing to group r and group s, respectively, which is
expressed as:
qijrs =
∑
g
q (g) δgi,rδgj ,s. (7)
Within the condition
∑
r
γr = 1, taking the partial
derivative of Eq. (5) with respect to p and γ, and set-
ting them to be zero, leading to
prs =
∑
i6=j
Aijq
ij
rs∑
i6=j
qijrs
(8)
and
γr =
1
n
∑
i
qir. (9)
Thus we can calculate the two parameters in SBM by
numerical iterations in EM algorithm. Given the ini-
tial conditions p and γ, the distribution g(q) can be first
obtained from Eq. (4), then qir and q
ij
rs are solved from
Eqs. (6) and (7), the new estimations of p and γ are com-
puted based on Eqs. (8) and (9). Repeating the above
3process until it converges to a local maximum of the log-
likelihood. In general, we implement the above iteration
process several times with different initial conditions to
yield the global maximum of the log-likelihood.
All possible pairs should be considered when calculat-
ing the denominator of Eq. (8), the computational com-
plexity is high. We can simplify Eq. (8) based on the
following mean-field approximation:∑
ij
qijrs =
∑
g
q (g)
∑
i
δgi,r
∑
j
δgj ,s =
∑
g
q (g)nrns
= 〈nrns〉 ≃ 〈nr〉 〈ns〉 , (10)
where 〈· · · 〉 denotes the expectation within the probabil-
ity distribution q(g), thus,
〈nr〉 =
∑
g
q (g)
∑
i
δgi,r =
∑
i
qir. (11)
In this situation, equation (8) can be simply expressed as
prs =
∑
i6=j
Aijq
ij
rs∑
i
qir
∑
j
qjs
. (12)
One can see the denominator in Eq. (12) is easier to be
calculated than that in Eq. (8) since we only need to sum
over all nodes but not to all possible pairs.
The obtained type of structure usually depends on
the selection of the initial values. The key part of the
EM algorithm is the calculation of Eq. (4), which can
be calculated by MC sampling. Because the sampling
space is large (i.e, the sampling space is kn if there are
k groups). The results are unstable when the network
is large. The BP algorithm can well solve this problem,
moreover, which can deal with networks with large sizes.
B. original BP algorithm and improved BP
algorithm
The BP algorithm is a message passing technique to
solve the marginal probability of the probability distri-
bution q(g). The message ηi→j is defined as the prob-
ability that node i belongs to group r when node j is
removed from the network (cavity theory in statistical
physics) [25], which is read as
ηi→jr = (13)
γr
Zi→j
∏
k∈V/N∗(i)
∑
s
ηk→is (1− prs)
∏
k∈N(i)/j
∑
s
ηk→is prs,
where N(i) is the neighborhood set of node i, and
N∗(i) = N(i) ∪ i. Zi→j is a normalizing constant.
When the node j is not the neighbor of node i and
when the network is large, ηi→jr approximated by q
i
r. It
can be understood that the removal of the node j has no
influence on the group assignment of node i if node j is
not its neighbor. Thus, when the network is large and
sparse, it can be approximated as∏
k∈V/N∗(i)
∑
s
ηk→is (1− prs) ≈
∏
k∈V/N∗(i)
∑
s
qks (1− prs)
≈ ∏
k∈V
∑
s
qks (1− prs) =
∏
k∈V
[
1−∑
s
qks prs
]
.
(14)
Remark 1: the approximation in Eq. (14) indicates
that the size of the set N∗(i) is negligible when the net-
work is large and sparse, Namely, V/N∗(i) ≈ V . In this
situation, the quantity in Eq. (14) is an external field and
is independent of one special node. We will demonstrate
such an approximation is unreasonable for the detection
of CP structures or when the networks are dense, and
the approximation may yield fatal mistakes under some
situations.
According to Eq. (14), equation (13) is rewritten as
ηi→jr = (15)
γr
Zi→j
∏
k
[
1−
∑
s
qks prs
] ∏
k∈N(i)/j
∑
s
ηk→is prs.
In Eq. (15), normalizing constant Zi→j is
Zi→j = (16)∑
r
γr
∏
k
[
1−
∑
s
qks prs
] ∏
k∈N(i)/j
∑
s
ηk→is prs.
From the iteration formula in Eq. (15), the marginal
distribution qir is calculated as
qir =
γr
Zi
∏
k
[
1−
∑
s
qks prs
] ∏
k∈N(i)
∑
s
ηk→is prs, (17)
where
Zi =
∑
r
γr
∏
k
[
1−
∑
s
qks prs
] ∏
k∈N(i)
∑
s
ηk→is prs.(18)
At the same time, the probability distribution qijrs is de-
scribed as
qijrs =
ηi→jr η
j→i
s prs∑
rs
ηi→jr η
j→i
s prs
. (19)
In sum, the BP algorithm is a part of M-step in EM
algorithm, the main steps of EM algorithm are summa-
rized in Algorithm 1.
Algorithm 1:
Step 1: Initialize the parameters p and γ;
Step 2: Initialize the parameters η and q;
Step 3: Iterate Eqs. (15) and (17) until convergence,
and the marginal probability of each node qir is obtained.
Meanwhile, the marginal probability qijrs is calculated ac-
cording to Eq. (19);
Step 4: New estimations of p and γ are computed
from Eqs. (9) and (12);
4Step 5: Repeat step 2–step 4 until the parameters
converge and each node i is assigned to the group r with
the highest probability qir.
As we have mentioned in Remark 1, equation (14) in-
dicates that the set N∗(i) is negligible and the quantity
becomes an external field. Indeed, the approximation is
not suitable for the CP structure or the networks with
dense connections. For example, the nodes in core group
are more likely to connect to most of nodes, i.e., the size
of set N∗(i) ≈ V for core node i. In this case, the ap-
proximation in Eq. (14) (i.e,
∏
k∈V/N∗(i)
∑
s
qks (1− prs) ≈∏
k∈V
∑
s
qks (1− prs) ) is evidently unreasonable. To avoid
the mistakes induced from the approximation in Eq. (14),
one can modify Eq. (4) in a new form
q (g) =
∏
i<j
p
Aij
gigj
(
1− pgigj
)1−Aij ∏
i
γgi∑
g
∏
i<j
p
Aij
gigj
(
1− pgigj
)1−Aij ∏
i
γgi
=
∏
i<j
(
pgigj
1−pgigj
)Aij (
1− pgigj
)∏
i
γgi
∑
g
∏
i<j
(
pgigj
1−pgigj
)Aij (
1− pgigj
)∏
i
γgi
. (20)
According to Refs. [21, 26], the message ηi→jr can be
rewritten as
ηi→jr = (21)
γr
Zi→j
∏
k∈V/{i,j}
∑
s
ηk→is (1− prs)
∏
k∈N(i)/j
∑
s
ηk→is
prs
1− prs ,
where
∏
k∈V/{i,j}
∑
s
ηk→is (1− prs) ≃
∏
k∈V/{i,j}
[
1−
∑
s
qks prs
]
≃
∏
k∈V
[
1−
∑
s
qks prs
]
. (22)
Remark 2: The approximation in Eq. (22) is negligi-
ble because ηk→is approximately equals to q
k
s when k ∈
V/ {i, j} and only one edge is removed (i.e., V/{i, j} ≃
V ).
Now, the iteration in BP algorithm is described as:
ηi→jr = (23)
γr
Zi→j
∏
k
[
1−
∑
s
qks prs
] ∏
k∈N(i)/j
∑
s
ηk→is
prs
1− prs ,
where Zi→j is
Zi→j = (24)∑
r
γr
∏
k
[
1−
∑
s
qksprs
] ∏
k∈N(i)/j
∑
s
ηk→is
prs
1− prs .
The marginal probability qir is given as
qir = (25)
γr
Zi
∏
k
[
1−
∑
s
qks prs
] ∏
k∈N(i)
∑
s
ηk→is
prs
1− prs ,
where
Zi = (26)∑
r
γr
∏
k
[
1−
∑
s
qks prs
] ∏
k∈N(i)
∑
s
ηk→is
prs
1− prs .
Also, the probability qijrs satisfies
qijrs =
ηi→jr η
j→i
s
prs
1−prs∑
rs
ηi→jr η
j→i
s
prs
1−prs
. (27)
Compared with Eqs. (15-18), the only modification is
that prs is replaced by
prs
1−prs
, which does not add any
extra computational complexity, however, our method is
more suitable for networks with large nodes, such as CP
structure. Next we will verify the advantages of our im-
proved BP algorithm.
III. DETECTION OF MESO-SCALE
STRUCTURES
In this section, to measure the accuracy of different
algorithms on the detection of meso-scale structures in
synthetic networks, the normalized mutual information
(NMI) index is used, which is defined as [27]:
NMI(X,Y ) =
2I(X,Y )
H(X) +H(U)
. (28)
HereX and Y are the partition determined by algorithms
and the real partition, respectively, I(X,Y ) is the mutual
information of X and Y . H(X) and H(Y ) are the en-
tropy of X and Y , respectively.
A. community detection
We apply the SBM to generate synthetic networks with
community structures to compare the performance of the
improved and original BP algorithms. Assuming that the
number of communities is k = 2, and the size of each com-
munity is the same. As a result, the probability of con-
nection between the communities is prs = cout/n if r 6= s
and prs = cin/n if r = s (n is the network size). We use
ε = cout/cin to denote the ratio between these two en-
tries. For the community structures, ε < 1. Smaller value
of ε gives rise to the stronger community structure. For a
given average degree c = (cin + q (cout − 1)) /q, there is a
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FIG. 1. (Color online) The comparison of improved and origi-
nal BP algorithms on the community detection for the sparse
networks. (a) c = 9, n = 200 and ε∗ = 0.5. (b) c = 3,
n = 10000 and ε∗ = 0.27. Red dashed line indicates the
threshold value ε∗. The results are obtained by ensemble av-
eraging over 10 independent realizations.
critical value which determines whether the community
structure is detectable [21]
ε∗ =
√
c− 1√
c− 1 + k . (29)
When ε < ε∗, BP algorithm can detect the commu-
nity structure, otherwise, neither BP algorithm nor other
algorithms can detect the community structure when
ε > ε∗.
We generate two synthetic networks with small average
degree to compare the performance of the two algorithms.
From Fig. 1, one can see that the performance of the two
algorithms are essentially the same. It is because that all
nodal degrees in the SBM are small, the approximation
in Eq. (14) is reasonable.
We then compare the two algorithms in synthetic net-
works with larger average degrees. As shown in Fig. 2,
the performance of the improved BP algorithm is better
than that of the original BP algorithm when ε is slightly
larger than the threshold ε∗. What’s more, by comparing
Fig. 2(a) and (b), one can observe that the advantage of
the improved BP algorithm is more significant when the
average degree is further increased. As we known, the
network is denser when its average degree is increased,
in this case, the number of neighbors are comparable to
the network size. Approximation in the original BP algo-
rithm becomes inaccurate, leading to worse performance
in community detection.
B. CP detection
The CP structure is different from the community
structure, because the nodes in core group not only con-
nect to the nodes in core group but also connect to the
nodes in peripheral group, which causes nodal degrees in
core group are very large. We first verify the advantages
of our improved BP algorithm by considering two real
networks.
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FIG. 2. (Color online) The comparison of improved and orig-
inal BP algorithms on the community detection for the dense
networks. (a) c = 20 and ε∗ = 0.6345. (b) c = 50 and
ε∗ = 0.7522. The network size n = 200 for the two networks.
Red dashed line indicates the threshold value ε∗. The inset
is the enlarged figure of the region marked by frame. The
results are obtained by ensemble averaging over 100 indepen-
dent realizations.
The first network is the USA air network with 332
nodes representing the airports and 2126 edges represent-
ing the flight routes [14]. For the original BP algorithm,
27 nodes are assigned to the core group [see the red nodes
in Fig. 3(a)], and the parameters solved by BP original
are given as
γO BP =
[
0.081
0.919
]
, PO BP =
[
0.873 0.151
0.151 0.012
]
. (30)
However, the improved BP algorithm suggests that there
are 47 nodes in the core group [see the red nodes in
Fig. 3(b)], and the parameters in SBM solved by im-
proved BP algorithm are
γI BP =
[
0.142
0.858
]
, PI BP =
[
0.711 0.074
0.074 0.008
]
. (31)
We also apply MC sampling to solve the EM algorithm
to judge which algorithm is much better. The sampling
times are 1000 rounds (n times per round). Surprisingly,
the MC sampling and the improved BP algorithm yield
the same core nodes and the almost same parameters [see
Eq. (32)].
γMC =
[
0.142
0.858
]
, PMC =
[
0.715 0.074
0.074 0.008
]
. (32)
They are quite different from the original BP algorithm.
Therefore, the improved algorithm yields a more accurate
solution.
The second network is the Political blogs network with
1222 nodes and 16714 edges [28]. The original BP al-
gorithm detects 294 core nodes [see the red nodes in
Fig. 4(a)], which is 41 fewer than the 335 nodes solved
by the MC sampling. Meanwhile, the parameters solved
by the original BP algorithm
γO BP =
[
0.241
0.759
]
, PO BP =
[
0.183 0.028
0.028 0.003
]
(33)
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FIG. 3. (Color online) Detection of CP structure in the USA
air network. (a) CP structure is detected by the original BP
algorithm, there are 27 nodes in core group. (a) CP structure
is detected by the improved BP algorithm and MC sampling,
there are 47 nodes in core group. The nodes in core group and
peripheral groups are marked by red color and yellow color,
respectively.
D E
FIG. 4. (Color online) Detection of CP structure in the Polit-
ical blogs network. (a) CP structure is detected by the origi-
nal BP algorithm, there are 294 nodes in core group. (a) CP
structure is detected by the improved BP algorithm, there
are 336 nodes in core group. The nodes in core group and
peripheral groups are marked by red color and yellow color,
respectively.
and by the MC sampling
γMC =
[
0.276
0.724
]
, PMC =
[
0.161 0.023
0.023 0.002
]
(34)
are quite different. The improved BP algorithm detects
336 core nodes [see the red nodes in Fig. 4(b)], only one
more core node is found by the improved BP algorithm.
Moreover, the parameters solved by the improved BP
algorithm [see Eq. (35)] are the same as Eq. (34).
γI BP =
[
0.276
0.724
]
, PI BP =
[
0.161 0.023
0.023 0.002
]
. (35)
Then we validate our improved BP algorithm on the
synthetic networks with two groups. Given three param-
eters: the probability of the connection between the core
nodes pcc, the probability of the connection between the
core nodes and the peripheral nodes pcp, and the prob-
ability of the connection between the peripheral nodes
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





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FIG. 5. (Color online) The value of NMI as a function of the
probability of pcc = θ. Parameters: ppp = 0.05, pcp =
3
5
θ, the
number of nodes in core group and peripheral group are 50
and 150, respectively. The results are obtained by ensemble
averaging over ten independent realizations.
ppp, we can generate networks with a CP structure by
setting pcc > pcp > ppp. In doing so, we set ppp = 0.05,
pcc = θ and pcp =
3
5θ, then a series of synthetic networks
can be generated by changing the value of θ. Here we
set the network size n = 200, and the number of core
nodes and peripheral nodes are 50 and 150, respectively.
From Fig. 5, we can see that the improved BP algorithm
is better than the original BP algorithm when the core
density is small, i.e., θ is small. When θ is gradually in-
creased, both of them can fully detect the CP structure.
Nevertheless, with the further increasing θ, the original
BP algorithm becomes unstable and cannot detect CP
structure any more. The reason is that the core nodes
have large degrees when θ is very large, and the approx-
imation in Eq. (14) does not hold any more, leading to
the invalidity of the original BP algorithm. However, fig-
ure 5 demonstrates that the improved BP algorithm can
solve the problem perfectly.
IV. CONCLUSIONS
In this paper, we have examined the original BP algo-
rithm used for the detection of the meso-scale structures,
and found that one approximation in the derivation of
the BP algorithm does not hold if some nodal degrees
are very large degrees. For example, for the networks
with CP structure, the core nodes usually have very large
degrees. Therefore, we proposed an improved BP algo-
rithm by avoiding such an approximation. Our experi-
mental results indicates that, even though the modifica-
tions are slight, the improved BP algorithm can better
detect meso-scale structures without adding any compu-
tational complexity, especially for the detection of the
7CP structure.
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