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Linear Programming is a relatively new and developing
subject. At the same time, it is a highly practical subject, and
of considerable significance to students of business management.
Acutely aware of its deficiencies and limitations, the study is still
offered as an expression of the author's endeavor at self education
and effort to arouse the interest of the students of management in the
subject. The author has come to hold the view that quantitative analysis
for business decisions should constitute an integral and vital part
of any business educational curriculum.
The study sprang from the interest that the author began to
develop in the subject as he sat through the course of Business
Mathematics of the School of Business Administration of Atlanta University,
in the Fall of the academic year 1964-65. Participation in the class
discussions of the course, almost unlimited opportunity to clarify
doubts and issues with the instructor Or. K. K. Das, and survey of
readily available literature on the subject heightened the author's
interest in the subject and helped him to give the study its present
shape.
To Dr. K. K. Das, Professor of Business Administration in the
University, and my advisor for the study, goes my sinceremost regards
for the time, superb guidance and intellectual stimulation that he gave,
which in turn contributed mo-Hmafiy to the design and completion of the
study. To Dr. Harding B. Young, the Dean of the Business School, I owe
a similar debt of gratitude for his deep interest to me throughout my
stay in the School and for encouraging me to venture into such a new
and difficult field as linear programming.
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In completing this study, I was extremely fortunate in having
unrestricted access to the personal library of my director, Dr. K. K.
Das, and, through his help to the library of the American Management
Association, New York. I was also fortunate in finding quite a few
books in the subject matter of this study in the library of Atlanta
University. For these facilities, I express my sincere sense of gratitude.
With the submission of this study, my stay in the School comes to
an end. I would, therefore, like to take the opportunity to acknowledge
my indebtedness to the excellent faculty of the Business School. To
Professor B. A. Wapensky, I am particularly- indebted. I gained not
only from his association that I was privileged to enjoy, but also from
the fact that he helped me to secure a financial aid at a financially
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THE NATURE AND SCOPE OF THE STUDY
Introduction
The administration of a modern enterprise has become an
enormously complex undertaking. The frame of reference in decision-
making, large and small, involves a multitude of considerations—far
too many to base selection among alternative courses of action entirely
upon personal experience of the executive, his background knowledge of
the environment of the undertaking, upon his own past training on the
job, and upon the rules, regulations and requirements that may be imposed
by the firm's objectives and policies. Today's managers also operate in
an environment that changes continuously and they have to be fully
acquainted with a plurality of economic and other factors that influence
the conditions under which they must act. Today, more than ever before,
it may wen be said of decision-making in business, "there is only one
right but the possibilities of wrong are infinite."1 What Is even more,
the implications of various managerial decisions—such as in respect of
Inventory control, production scheduling, warehousing, advertising, to
mention a few—are not easily comprehended or quantified by the executive's
intuition or flair. On the contrary, it has become necessary for him to
proceed to his decisions on an explicit basis, step by step, and appraise
the same from the point of view of the enterprise as a whole—in other
words, a "whollistic" perspective in decision-making has become an
imperative. In the sequel, there is an increasing tendency, on the part
T» H. Huxley, Science and Education (New York: Macmillan & Go.,
1938)* p. 27.
of the management, to turn to quantitative techniques and models,
logic of quantitative reasoning, and mathematical formulation of
problems that arise in a modern enterprise.
What has been said of modern enterprises generally would be
even more true of the nation's large enterprises. As Abe Schumann
rightly observes:
"Increasingly, executives have concluded that extensive reliance
on vague rules of the trade, "feel of the situation" and intuition
is too dangerous. The growth in size and complexity of enterprise
and the accelerated change of pace in the environment have made
the executive's problems vastly more complicated. The organization
and operation of many firms have become so complex, in fact, that
only rarely can their executives see directly to the heart of a
problem. More commonly, they cannot even readily define a
problem, much less the many critical factors involved, the interrelation
ships between these factors, the possible courses of action and
their outcomes and the probability of occurrence of each outcome.
And:
"In this situation, many executives have dendeavoured to reduce
their reliance on inuitive vision in making decisions. They have
tried to substitute a systematic and rational approach to problem
solving. These executives seek, consciously and explicityly, to
define a problem and the factors relevant to its solution. They
specify the objectives and conditions which a solution must satisfy.
They make an effort to mobilize information about resources and
the environment and to define possible solutions. They try to
estimate and compare the costs, benefits and risks of each possible
solution. And, finally, they select the solution which they regard
as the best balance of cost, benefit and risk.1
In other words, in self defense, if not for other reasons,~
particularly so, in a highly competitive business world—the executives
are resorting to any group of ideas or methods or tools or techniques
that may help them in this respect. It is with one of these techniques—
^Abe Schumann, Scientific Decision Making in Business (New York:
Holt, Rinehart and Winston, Inc., 1963;, p. 7.
linear programming, to be precise—that this study is concerned with.
The spectrum of the techniques
Sinee linear programming is but part of the broader field of
these techniques, a brief account of the spectrum of these techniques
may be given at this stage—if only, to enable us to view the technique,
that is of interest to us, in proper perspective. For the purpose of
this study, it is not, however, necessary to present any detailed
account of these. A reference to their general nature, the names they
are known by, and a classified picture of them should be sufficient.
Largely drawing from the disciplines of Mathematics, Statistics
and Probability, and Symbolic Logic; using the logic of quantitative
decisions, and methods of experimentation and model building, they
consist of a variety of techniques, from the simplest to the most
sophisticated; in historical perspective, they are the techniques for
attacking and solving complex problems, which were fathered by military
necessity, and are being reared to maturity by business as well as
military needs. Grounded in logical thoughts, backed by careful observations
and experimentation (simulation and model building, to be precise), these
techniques constitute a part of the accepted scientific methods used in
physical and natural sciences. In our times, they have, however, come to
be collectively called Operations Research, or, perhaps more properly,
constituent element of the Theory of Operations Research. The name
"Operations Research" was first coined in 1940 by McCloskey and Trefethen.
It is immediately necessary to mention that:
•••that does not imply that any organization that does not
use that specific title stands accused of lack of methodical
study of its activities. For example, much of what is done
under such titles as Cybernetics, Work Study, Systems
Engineering, Consumers Research, or Planning show great
similarity to Operations Research. In some particular
instances it could indeed be argued that these activities
should be called Operations Research. Generally, however,
they are of specialized nature, dealing only with particular
aspects of the whole concern and therefore forming only part
of a wider study.'
At this point, it is relevant to turn to the definition of the
operations research. The Committee on Operations Research of the
National Research Council defines it as follows:
Operations Research is the application of Scientific method to
the study of operations of large complex organizations or
activities ... (in business areas, it may) provide top level
administrators with a quantitative basis for decisions that
will increase the effectiveness of such organizations in
carrying out their basic purposes.2
It will be elear from definition that the emphasis is more on
its philosophy than on enumeration of established techniques, though
we shall name some of the conventional techniques that are being used in
operations research. It is interesting to note here that Dean Wooldrige,
while attempting a definition of operations research, describes how
the U. S. Navy, in the Pacific in 1944, came to solving the effectiveness
of the air strikes, and asks the reader to:
"... direct attention away from some of the more sophisticated
techniques that are occasionally employed by skilled operations
research people to arrive at answers to some of the problems
'R. T. Eddison, K. Pennycuick, and B. H. P. Rivett, Operational
Research in Management (London: The English University Press Ltd., 1962),
p. 14.
(Quoted in) 6. M. F. di Roccaferrera, Operations Research Models—
For Business and Industry (Cincinnati: South-Western Publishing Company,
1964)7p. 18.
they encounter—-the use of mathematical models, the Monte
Carlo method, the theory of waiting, linear programming and
the like, and to concentrate our attention upon the broad
concept of operations research and what it is trying to for
its customer."'
goes even further. He says that "those who seek here a precise
definition of Operational Research will be disappointed.11
It may, therefore, be finally observed that the operations
research is not much a list of techniques as of attitude—of
obtaining data from actual on-going processes, rather than from
laboratory experiments? of outlook that is generally experimental;
and of techniques that are frequently developed for analysis of
experiment.2
With the foregoing general observations, we may new present
the following diagram, indicating the techniques that are being
presently used in operations research:
r T(Tools for coping with complexity)














Monte Carlo Methods Simulated
Sampling
Simulation
"Note: Linear Programming is also known as Mathematical Programming.
1Dean E. Wooldridge, "Operations Research," Scientific Decision
Making in Business, ed. Abe Schumann (New York: Bolt, Rinehart and Winston,
Inc., 1963), p. 13.
^Eddission, Pennycuick, and Rivett, op. cit.. p. 17.
rNo attempt will be made to even explain briefly these techniques or
their methodology, as this win take us far away from the scope of the study.
Interested readers may find full account of these techniques in Footnotes #2 & 3«
On Linear Programming, we will, of course, be concerned with in the rest of the
study.
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Such then is the spectrum of quantitative methods that are being used
in solving varied type of management problems today.
It is important to mention here that the classification is not by
any means water-tight. Some of the techniques which have been placed in
a particular group could, with equally compelling reason, have been
placed in another. The fact is that some of these tools are multi
purpose and it is impossible to determine in such cases which purpose
is dominant. Moreover, most business problems cannot be dealt with
fruitfully through the use of a single technique. Often these problems
are not only complex but involve both random variables and lack of
critical information as well. To analyse such problems, a combination
of tools drawn from all these categories is required. Again, not all
of the techniques, given in the figure above, are of proven usefulness;
some have had only limited application to this time, and so, although
they appear to have considerable potential, they cannot, as yet, be
regarded as proven useful; and, still others seem to have limited
possibilities of practical application but they have been included
because they employ concepts which can contribute to improved problem
solving.
History of Operations Research
Operations research, as such, actually was born shortly before
World War II when civilian scientists were called in by the British
Armed Forces to assist in solving problems in the radar warning network
protecting the British Isles. This effort grew enormously during the
war years and spread to all branches of allied forces. The primary
effort was directed toward analysis and solution of various tactical
problems in the all branches of allied armed forces. For example, a
team< was assigned to study the use of depth charges by the British
Naval Fores in antisubmarine attacks* The scientists employed "Probability
Theory" to calculate the chances that submarines would be within "lethal"
range of the detonation for various settings of the depth charge. Later
on, the "Theory of Search" was developed by the Operations Research
Section of the Royal Air Force Command. Furthermore, from the analysis
of data on anti-submarine patrols in the Bay of Biscay resulted the
establishment of carefully scheduled routes and patrol times.
Actually operations research was not new in the history of war.
In fact, numerous generals have occasionally called upon various scholars
and mathematicians for the solution to various tactical problems
during the many centuries of armed conflict. Indeed much of the work of
F. W. Lanehester in England and Thomas A. Edison In the United States
during and after World War I was similar to World War II operations
research. Lanefaester attempted to analyse mathematically the relation
ships among victory, numerical superiority, and firepower and published
his work, undertaken primarily as a hobby, in 1916.1 Edison while a
member of Naval Consulting Board, conducted numerous studies of anti
submarine warfare.2 The work of both these men was, however, considered
of academic interest only and had no effect upon operations during
World War I*; The widespread success of operations research during
F. W. Lanehester, Aircraft in Warfare: The Dawn of the Fourth Arm
(London: Constable & Go., 1916.)
2W. F. Whitemore, "Edison and Operations Research," Journal of the
Operations Research Society of A"*H*tca« February, 1953» p. 83—85.
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World Warr IX was due, in part to organizational relationships. The
Naval Consulting Board of World War I was a group of civilian advisers
who reported to a civilian, the Secretary of the Navy, whereas the
operations research personnel of World War II were attached to and
reported directly to military command personnel. Operations research
teams, having met with success in military problems, turned to British and
American industry during the postwar period to apply their military
proven techniques to solving industrial problems.1
of the study
As already indicated, of the many quantitative methods—or tools of
operations research-this study will focus its attention on only one of
them, namely linear programming. What is the history of development of
this particular technique? What is linear programming, and what are its
basic requirements and limitations, or, to put it differently, what
kind of business problems can the management hope to solve with it? What
are the philosophy and mechanics of the technique? How far is the
technique finding application in industry? Answers to these questions
may be taken as the scope of the study. It is necessary to mention here
that no attempt will be made to make the answers exhaustive. On the
contrary, the emphasis throughout will be more on the fundamentals than
on tile details of the technique. And, as far as possible, the answers
will be developed against the background of the business world, rather
than in any abstract manner.
In Chapter II, we will trace the evolution of the technique,
1Bobert W. Metzger, ftlapantary ^hrtfif^i««i *Y"r>ATrfnf (Hew York:
John Wiley & Sons, Inc., 1963), p. 1-2.
examine the basics of the linear programming, and also its limitations.
In Chapters III and IV, the philosophy and the mechanics of the technique
will be presented. In the final chapter we will briefly review the
industrial application of the technique.
A few points may be made by way of justification of the study.
Firstly, though extremely useful, business executives often consider
its mathematical formulation as "jibberish" and find it difficult to
appreciate the same in meaningful terms. It is not also clear how
far the study of the technique has become an integral part of the
business administration curriculum, not to mention of the quantitative
techniques that we have referred to. Secondly, as will be seen in the
following pages, the study will illustrate all steps or phases in the
decision-making process on an explicit basis so as to emphasize how
the technique helps informed decision-making. It is hoped that skills
developed through the use of explicit exercises will be applicable to
other problems, including those in which many factors are essentially
qualitative. Thirdly, it is hoped that the study will help a general or
"administrative" understanding of the method—and, in turn help effective
use of the technique within any organization, and aid in effective
communication between the line managers and staff specialists* Finally,
the view is taken that the presentation of the subject-matter will help
development of sufficient insight into the methods to enable one to
(1) recognize problems that might be subjected to analysis by the method,
(2) assist the analyst in the initial stages of the investigation of
problems awaiting decision, (3) evaluate and interpret result intelligently,
and (4) apply the results with the confidence that comes only with some
understanding of the "whys" as weU as the "whats" involved.
CHAPTER II
NATURE AND DEVELOPMENT OF LINEAR PROGRAMMING
Introduction
Linear Programming has been one of the most important postwar
developments in economics and business. Its growth has been particularly
rapid, thanks to the joint efforts of mathematicians, business and
defense administrators, statisticians and economists*
What exactly is linear programming? What are its basic require
ments and limitations? How has this technique come to be developed? This
chapter is devoted to the examination of these questions, and formulation
of some answers to them.
Linear PrfffT<flim>^wfl " definition
Having earlier explained what is scientific method—namely logical
thought backed by careful observation, methodical analysis, establishing
and testing of hypothesis, and, above all, with experimental outlook-
linear programming may be defined as a scientific method of solving
problems in which an optimum solution, usually a maximum or minimum, is
sought from among many possible ones which are shaped by the observation
of certain restraining conditions. What is characteristic is the mathe
matical format of the method so as to permit the analyst to take a
comprehensive view of the problem and to determine the best solution, or
the best use which can be made of the facilities available to a business
firm, in a given situation. Though the technique uses varying degrees of
mathematics—from simple graphs to the matrix algebra—depending on the
nature of the problem, the mathematical thinking runs through them all.




"It is the analysis of problems in which a linear function
of a number of variables is to be maximised (or minimized)
when the variables are subject to a number of restraints
in the form of linear inequalities.111
The definition is deliberately in general terms. This is
because the technique is not specifically "tailored made" for business
enterprises alone. On the contrary, it is capable of handling problems
in a large variety of situations and complex organizations. For example,
the United States Mr Force and the Bureau of the Budget and Labor
Statistics have made use of the technique to solve a large number of
their problems—military logistics and combat problems; military
transportation; procurement; personnel selection; and many other
internal governmental agency problems. Mention may be made here of
the Air Force "Project SCOOP" (Scientific Computation of Optimum
Program). In fact, the linear programming technique is a war baby.
It is to emphasize this versatility of the technique that
Professor Roccaferrera observes as follows:
A businessman may look upon linear programming technique as
useful tools for seeking from among many solutions one which
matches his clearly defined objectives. An economist may
define linear programming as a method for allocating a group
of limited resources in a manner which satisfies a certain
group of competing demands under known and fixed limitations.
A mathematician may be more technical in defining linear
programming by saying that it is a process of solving specific
problems in which an objective function must be maximized or
minimized, considering a set of definite restrictions and
limited resources.
In whatever way linear programming is looked upon, it is dear
1R. Oorfman, P. A. Samuelson, and R. M. Solow, "TT pTTr*f<BP
and Economic Analysis (New York: McGraw-Hill Book Co., Inc., 1958), p. 9«
%oceaferrera, op. eit.. p. 296.
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that the technique is used to find the optimum relationship between
a number of inter-dependent variables, or as a means of obtaining the
very best course of action where many courses of aetion exist.'
In as much as this study is addressed to the business administrators
and students of business administration, uninstructed in the langauge of
mathematics, it would be necessary to place the definition—specially
the "key words" in it, e.g., restraints, variables, function, linearity,
etc.,—within the broader framework of managerial decision-making process.
Analysis of the definition
What is meanty by "restraints"—or, as we shall call it later
on, "constraints"? What is the realistic connotation of it for
business management? The operating businessman or decision-maker,
in an enterprise, surely, has to operate within a set of limitations or
restrictions or restraints. For example, problems of determining the
optimal product »»<» under given selling prices and known purchasing
investments; problems concerned with productivity in relation to labor
and machine capacities; problems involved with the determination of the
optimum storage or distribution of commodities; problems seeking to
minimize the time usage of existing machines; problems of maximizing the
enterprise'8 profits, or optimizing labor allocation and so on—these
are the usual decision-making problems that a business enterprise
encounters. They are also the problems where the hard reality of
restraints have to be reckoned with. For example, the selling prices
cannot be changed at the will of the management; machine capacities cannot
op. cit.. p. 3«
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be changed over night, nor can the existing storage facilities and
locations, for that matter. The same is true of available plant
capacities and labor that must be worked with.
How do the restraints confront the management in a given
situation? Briefly speaking, there are three facets to them. Firstly,
they appear as totals or aggregates—or, using mathematical language,
as total constants. For example, there may be absolute total labor
hours or raw materials within which he might try to maximize his total
production, regardless of what and how much of particular products he
may or may not produce. Related to this, he may find that these
resources do not have to be used fully—he may use more or less, or
conform to a minimum of it. For example, in a diet problem, the manage
ment may find that the dietary product, that he wants to produce, must
have a minimum of calories, though the diet may have more. In other
words, one complicating feature of the restraints is that the require
ment or requirements do not have to be fulfilled exactly. This is how
mathematical concept of inequality enters into the formulation of
restraints in a problem before him—hence, in the linear programming
format, we use sign of j* or z: against each total absolute
restraint.
Secondly, there is the sheer numerousness of these restraints
operating simultaneously in a given situation. For example, in his
product decision, the management may be simultaneously restrained by
the total labor hours, available machine hours and materials availability
and many others. If there is only one restraint—which is hardly the
case in reality—the problem of decision would be trivial. Add one
more restraint, the picture entirely changes. As Dorfman and Samuelson
u
point outs
"Add just one more restraint, to make a total of two, and
the problem cannot even be expressed without invoking some
special concepts that would interrupt the thread of the
exposition if introduced at this point. It is inevitable,
then, that the problem for a general number of restrictions
will require novel methods of expression and solution
designed to meet this novel situation."1
The third facet of the restraint arises from another general
feature of business operations. It is that many resources—physical
or othsrwise~are capable of alternative uses. For example, labor
hours in a bakery could produce different types of cookies—but at
different rates per hour,2 regardless of how much of one or the
other was produced. This is where the interrelationship of the
individual restraints enters into the problem of decision-making.3
In other words, what this facet of restraint contemplates is that in
business operation, men, machines, materials, etc.—or the sixM's—
have alternative uses, and this is what the formulation of restraints
must comprehend.
Now, the problem of decision-making is reckon with these
restraints—total restraint, in each case, their inter-relationships
and their simultaniety. And given these considerations, one aspect of
1Dorfman, op. cit.. p. 16. The authors explain the point by
reference to a diet case, where many kinds of restraints have to be
fulfilled.
2In the next chapter, we shall study the case of a bakery.
Observed that 0.10 hours of labor could produce one dozen of sugar
cookies or 0.15 hours of the same labor could produce one dozen of
iced cookies in the case discussed.
3fhe readers would gain a more realistic view of this aspect of
restraints while studying the mechanics of linear programming in the
next two chapters.
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the definition of linear programming is not difficult to understand-
namely, that of a "number of restraints in the form of linear
inequalities"1 or functions* It is the only way that the formulation
of decision-making problems would appear to be possible. And such
formulation must, in the nature of things, be in mathematical terms*
It is this that gives the linear programming technique its "newness",
that Schlaifer speaks of about this technique.2
How about the key words "optimization" and "variables"? These
can be easily explained. They refer to the objective of decision-making
in a given situation* In a given business situation, it is for the
decision-maker to decide what is it that is to be optimised—it may
be profit, cost, equipment usage, output, or any other objective. The
variables stand for the quantities that are unknown at the time of
formulation of the problem of decision-making, but values of which are
being sought with definite objective in mind.
To sum up: the mathematical definition of linear programming
is nothing but concise and precise formulation of the two aspects of
the problem of decision-making, namely, the objective and constraining
factors in the problem; as defined, it is not only capable of handling
extremely complex business problems for decision-making but also solving
them—problems too complex to be solved by managerial experience or
subjectivity alone; and finally, equally evident from the analysis of
the definition is the flexibility and factual applicability of the
1Dorfman, op. eit*. p. 9*
2A. Henderson and R. Schlaifer, "Mathematical Programming",




From the foregoing, it should bo evident that the technique
is a methodological device—a mthematical one, to be precise—of
bringing together, in a format or matrix or grid, the numerous
restraints and objectives of decision-making pertaining to a decision
situation. But the further requirement is that they all must be capable
of being formulated in the form of linear equations and/or inequalities*
Otherwise, the technique would not be capable of being employed. It is
only when the condition of linearity is satisfied that it will be
possible to use computational methods which are certain to yield a
precise answer lifter a finite number of steps.
What, then, is linearity? It is a situation where a given
percentage increase in all the independent variables will just suffice
to permit the same percentage increase in all the dependent variables.
For example, a doubling of labor, raw materials, and all other inputs
will just permit an approximate doubling of all the quantities produced.
In such a situation, the ratio between the two variations—input and out
put—is fixed and constant throughout the problem. In geometric terms,
the relationship will describe a straight line* Algebraically, the
co-efficients of independent variables are numerical constants, the
highest degree of any such variable is one, and no variables are multiplied
by any other variable*1
1H. Bierman, C. P. Bonini, L. E. Fouraker, and others,
Quantitative Analysis for Business Decisions. (Homewood: Richard D*
Irwin, Inc., 1958), p. 251-252.
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It will be seen immediately that whether such is or is not the
ease in a given situation cannot be decided arbitrarily by the investi
gator. Rather it is a matter of the facts of the situation. More often
the fact will meet this requirement only roughly, but it may, nevertheless,
be decided to use linear programming because it is believed that the
method will yield a sufficiently close approximation to a correct answer.1
Keeping in mind realistic situations, it is necessary to make a
distinction between conditions of linearity and non-linearity. For
example, economies can be incurred by increasing the factory size and
here the use of inputs will increase less rapidly than does production.
In such a situation, a graph showing the relationship between the total
quantities of input and total quantities of output will not be a straight
line. In such a case, the linear programming technique cannot be applied—
unless, of course, as an approximation, as just mentioned.
As stated earlier, problem elements—elements of restraints and
objectives, quantitatively ascertained—must be capable of being
expressed in linear terms. How is this done for the employment of the
technique? This can be answered by means of a realistic, but simple,
example.
Suppose a manager wants to know how many units of products A and
B should be manufactured to maximize the profit (or minimize the cost),
knowing the expected profit (or cost) per unit of A and B. Suppose the
time available for using the two machines in order to produce these items
is limited—to 40 hours for one and 90 hours for another—such that their
use cannot exeeed these fixed number of hours. Suppose further that the
•On this, sse comments on linearity later on.
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profit from each unit of A and B is expected to be #4.00 and $5.00
respectively.
Clearly, in the example given, we have an illustration of
linearity. There is a fixed and constant relationship between output
of A or B~'independent variables'—and the hours required in the two
machines—the dependent variables. This is true, regardless of how
many units of A or B or combination of A and B are decided to be
produced, subject, of course, to the total hours available in eaeh
machine, as given.
How would these data be expressed to help the computation process
of the linear programming technique? These limitations will be
described by algebraic symbols and will appear as a system of inequalities,
thus:
3 x + 5y 6 40
7 x + 11 y £■ 90
The quantities of products A and B to be manufactured are
indicated by x and y, which are the two unknowns'—independent variables—
of the system. The co-efficient 3 and 5 are the hours required by the
first machine for the production of one item of A and B respectively*
For the second machine, the required hours are 7 and 11. The production
follows a linear pattern. Machine 1 takes 3 hours for producing 1 item
of A, 6 hours for 2 items, 9 hours for 3 items and so forth. Similarly,
machine 2 takes 7 hours for producing 1 item of A, 14 hours for 2 items
of A, 21 hours for 3 items of A and so forth. The relationship between
the production of B and hours in either machine, could be spelled out in
the same manner—using the numerical co-efficients of B, i.e. 5 for
machine 1 and 11 for machine 2. When these four relationships are
19
diagrammed, four separate straight lines would be obtained. The
co-efficients of x and y and constancy of relation between rates of
change of output and machine hours used—linear function—are the facts
of the situation. Further, since both the machines can produce both
A and B, we have the algebraic expression as sum of two terms in regard
to each machine. For this is the only way we can mathematically express
another fact of situation—their inter-relationship vis -a-vis the
machine producing them.
The total restrictions are expressed by 40 hours for the use of
first machine and 90 hours for the second. Because the manager has
freedom to use the machines for lesser than the available hours, the
inequality signs are given in the formulation. It is because he has
many choices about quantities of A and B to be produced that the decision
situation arises, and he needs to formulate his objective function. If
the manager did not have this freedom—if in fact he was compelled to
use the machine fully—we would have the sign of equality only to
depict the situation. In such a case, the manager would hardly have any
alternate choices from which to make his decision. There would be no
decision to make and the objective of maximizing profit would be redundant.
How about the objective of decision-making in the example? Here
also encounters linearity because total profit from each product will
vary directly with quantity sold throughout. The profit from the two
products is the sum of the profit from each multiplied by their respective
quantities—being unknowns in the situation, we put the same notations,
x and y. The facts of the profit-making in the situation give the
linear equation of objective function which Is expressed thus:
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Profit = 4x + 5y (the co-efficients being the profit
per unit of A and B respectively) •
Here, there is no question of inequality beeause profit per unit
is extraneously determined* The manager can change the quantities of
A and B but not profit rates. Besides there is no independent limitation
on profit comparable to independently given limited idle hours of the
machines*
We now have complete explanation of how and why the definition
of linear programming runs in terms of linear equalities and/or inequalities
and functions*
comments on linearity
Linearity is a technical condition, not an economic or business
one. It may, therefore, be asked: how far is this valid in real
business situations? Three points may be given in answer to the question.
Firstly, in the short run, and for many of the business problems, linearity
in relationship of data would generally hold, more so from the point of
view of an individual firm in an industry. As economic theory indicates,
the production function of a plant may well be linear in nature in the
short run. Indeed, as Dorfman and Samuelson explain, linear assumption
runs through many of the analyses of Economic science. What is true of
economic science would also be largely true of business reality. Secondly,
even where linearity does not hold exactly, its assumption is often quite
a helpful approximation of reality. It is on this basis that business
forecasting proceeds on the basis of trend analysis; straight line
depreciation is made use of in accounting, and computation of costs is
similarly made in specific business situations. Quality control is
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another such approximation to reality that the business makes use in
considerable measure. The break even analysis yet another* The use
of standard costing in business is one more such instance* It may.
therefore, be said that, generally speaking, it is "the degree of
approximation (that) determines its acceptance in replacing the
real behavior of the event by another more sophisticated one, namely
the one ia which the ratio of change is constant*1.1 through trend
analysis, the lines obtained from bivariate charts and regression
analysis, the most commonly used ways of transforming a nonlinear
behavior pattern into a linear one. The importance of this conversion
is self evident because it is one of the indispensable conditions for
the application of linear programming methods* In fine, "for many
situations, it is a good approximation of reality".2
Thirdly, situations where linearity does not hold exactly or
approximately are not unthinkable* In such situations, the technique
that could be made use of would not be linear programming but non-linear
or curvilinear programming*
The other comment on linearity refers to the manner of handling
the problem subject to linear programming technique. It is that it
simplifies mathematics enormously, and this is true with any finite
number of restraints. How is it so? By using slack variables, linear
inequalities can be converted into linear equations, as will be
explained in Chapter IV. Moreover, the co-efficients of equation systems
are numerical constants--this is the basis of linearity, as just explained-
'Roecaferrera, op. eit.. p. 293.
^Bierman, Bonlni, Fourake, and others, op. cit.. p. 251.
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and the variables do not have exponents more than one. With a system
of such equations, the solution can be easily worked out through
manipulation of co-efficients by the rules of matrix algebra. Hence,
the facility of finding solutions of linear programming problems. This
will become clear in the following chapters, particularly in the study
of the simplex method in Chapter IV.
A Note qw Pflpnffl»Mimriwff* Why is the technique described as
Programming? This leads us to ask another question: What is "Programming11?
In words of Kozmetsky and Kircher:
«(Programming) is a formal, objective attempt to define,
measure, and analyze all the relevant factors in the
business situation, and to develop thereby the specific
policies and plans which will best lead the company to
attainment of its objectives. Programming includes
simultaneous consideration of factors from the various
administrative functions, such as planning, organizing,
staffing and direction, and, to some extent, controlling,
as well as from the operating functions of selling,
purchasing, producing, etc."'
Given the definition of "programming11, it should be evident that the
technique may well be described as programming. The step by step
approach, logical reasoning and empirical basis in setting up the
format of restraints and the objective function of a problem constitutes
a programmed approach to the problem. It should also be mentioned that
"the word 'programming1 stands for computing or calculating some unknowns
of a set of equations {and/or inequalities) under specific conditions
mathematically expressed11.2
^G. Kozmetsky and P. Kircher, Electronic Computers and Management
Control (New York: McGraw-Hill Book Company, Inc., 1956), p. 148.
2Roccaferrera, op. cit.. p. 296.
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Having analysed the nature of the technique, on which further
light will be thrown in the next two chapters, a final word may be said
on the technique of linear programming at tills point. In the words of
Bierman, Bonini, Fouraker and Jaedicke:
"This technique has exceptional power and generality. It
is applicable to a variety of problems in a modern business
organization, and may be handled in a routine way with the
aid of digital computers. It is one of the quantitative
techniques which has provided management with a remarkable
leverage on a set of problems that defied efficient solutions
a few years ago.11''
No matter how linear programming is defined, certain basic
requirements must be present before this technique can be employed in
the solution of a business problem. That this is so, must be evident
from the analysis of the nature of the technique made so far. It,
therefore, remains to briefly set out the requirements as a check list
at this stage. There are five basic requirements, and they may be given
as follows:
(1). A well defined objective must exist to help choosing
the "best" from amongst many solutions of the problem;
(2). A quantitative measurement of each of the elements
described in the problem must be made, such measurement
must be accurate, and may in terms of dollars, hours,
yards, pounds, degrees and so on; and numerical data
must depict the problem in terms of relationships
involved among the elements considered; this being the
essential condition for applying mathematical models;
(3). It must be possible to choose from among alternate
choices; from among the elements considered—for instance,
productive factors—men, money, materials, machinery,
iBlerman, Bonini, Fourake, and others, op. eit.. p. 251.
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methods and markets (six M's)—it must be possible
to make a selection for reaching a solution which
satisfies the objective functions—for example, choosing
between man power (men) and automatic devices (machines)
etc. |
(4). The general condition of "linearity11, explained earlier,
must be satisfied;
(5) • Mathematical formulation of the problem must be possible;
information and findings relevant to the problem must be
compiled in sueh a manner that it is possible to translate
the relationships among variables into a mathematical
formulation capable of describing the problem and all
relations among variables.
These are the formal requirements for the use of the linear
programming techniques. Considering the discussion on the nature of
linear programming, made earlier, and considering also the self-explanatory
nature of some of the requirements, no further comment is called for.
Using lines.?* programming techniques in business
Having analysed the nature of the technique and having set out
the basic requirements for its use, it may seem that the business
manager should encounter no difficulty in making use of the technique.
It is not necessarily so. A word may be added to indicate what kind
of difficulties may be experienced in practice, if only as a caution
to the business managers anxious to rely on the technique for decision-
making.
Clearly, there are three phases in the practical use of the
technique--preparing the description of the problem to be solved,
computation or obtaining the solution, and interpreting and using
the solution for action. In the preparation phase, many difficulties
may beset the busy manager. He may not have really accurate data
bearing on the problem he is anxious to solve—he may not even be
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up-to-date with the data. Besides, he may not be able to analyse
properly the problem and get accurate quantitative measurement of
facts and information relevant to the problem on hand. Let the busy
management, therefore, take warning that:
"...before attempting to translate the problem into mathematical
notation, the businessman must be organized in advance, prepare
sets of data, and be continuously up-to-date in regard to the
six M's that he can utilize...He must know (about them)
exactly...(in as much as) external business conditions are
continuously changing as are the internal conditions of an
enterprise."1
There is yet another aspect of the management's difficulty in this
phase of the use of the technique. The more rigidly the data adhere
to the reality of situation considered and analyzed, the more unlikely
that they will show linearity, that we spoke of earlier. Clearly,
"adherence to reality (must) depend upon the degree of acceptance
that a manager will tolerate when the curve or the fluctuation of
an event or data by the trend represented by a straight-line segment."2
Here is a typical situation for compromise between theory and practice,
and this, he must do as best as he may.
The second phase—computational—should not cause any worry, for
in most cases electronic computers or punch card equipment will handle
the process efficiently. The output obtained in this way is directly
related to the quality of input fed into the machine—indicating, however,
that the output will be valid when valid input has been employed.
In the third—and final stage, when the optimum solution has been
presented to the manager by the programmer, the manager should interpret
1Roeeaferrera, op. cit.. p. 300-301.
%oecaferrera, op..eit.. p. 301.
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the objective solution properly, modifying it, if necessary. The
adoption of programmed solution without amendments would depend upon
the degree of success that the manager anticipates by applying the
solution as such. Modifications and improvements of the "optimum11 may
have to be made with the aim of increasing this probability. In
determining the modifications to a mathematically and mechanically
computed solution, the manager might rely on bis experience from
similar eases which he may have handled or by following some objective
suggestions indicated by the technique itself—for example, by the
pattern of change method in the transportation type problems and
alternate solutions in the simplex method, of which more is in
Chapter IV.
To sum up: "linear programming techniques offer a tremendously
useful tool to the managerial decision-maker, but they must be
appropriately used. Before and after using this tool, managers must
be deeply concerned with the difficulties involved in the formulation
of the problem and in the interpretation of results.11'
Development of the technique
The development of linear programming was part of the broader
field of quantitative techniques, as was mentioned earlier. "From a
historical point of view, scholars, however, agree that linear programming
technique was first presented and introduced as a managerial tool by
George Danztig, Marshall Wood and their associates in 1947"2, in response
"iRoecaferrera, op. eit.. p. 302.
Ttoecaferrera, op. cit.. p. 294.
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to various planning problems, in the field of the war, confronting
the United States Air Force* The work was not generally available until
1951, when the Gowlea Commission monogram No. 13 was published.
How did this development come about? The history is important in
as much as the strategy and tactics of the war situation, in the specifics
of which it was developed, have close parallel to the reality of
business operations.1 Indeed, this is why business and industry have
been increasingly employing the technique to their own use since 1951.
Going as far back as the "Tableau Economique" of Quesnay in 1785,
through Walrasian general equilibrium and many others, economic science
has been trying to develop quantitative analysis of their many micro and
macro problems* In the process, economists were unconsciously using
systems of linear equations in their analytical framework.2 However,
directly pointing up to the development of the technique were the
contributions of John von Neumann and W. W. Leontief.
As early as the 'thirties, Neumann developed the theoretical model--
a linear model--of an expanding economy—indicating that similar models
of realistic situations, in the operations of a firm could also be built
up. But more important was his theory of games, formulated in 1928, but
comprehensively presented in his book Theory of Games and Economic
Behavior publised in 1944. Briefly stated, the theory rests on the
notion that there is a close analogy between the parlor game of skill,
1Indeed, though terms of war, "strategy" and "tactics" have their
business connotations. In business situations, "a strategy is any
specific combination and use of available resources planned by the
manager*..used for reaching objectives" and "tactics is the skillful
use of strategies". See Roccaferrera, op. cit.. p. 11.
20orfman, Samuelson, and Solow, op. cit.. et passin.
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on the one hand, and the conflict situations in economics, business,
political and military life, on the other. In any of these situations,
there are a number of participants with incompatible objectives, and
the extent to which each participant attains his objective depends
upon what all the participants do* The problem faced by each participant
is to lay his plans so as to take account of the actions of his opponents,
each of whom, of course, is laying his own plans so as to take account
of the first participant's actions.
So presenting the format of the game, Neumann was able to demonstrate
that something definite could be said about such a welter of cross-
purposes and psychological interactions: that, making certain assumptions,
each participant could well act so as to be guaranteed at least certain
gain (or nifflxjffTOB loss)—hence, securing for himself the
guaranteed return, while preventing the opponents more than their minimum
guaranteeable gains, making actual gains, actions and returns for all
participants determinate. From the point of view of linear programming,
the significance of his coatribtuions was obvious: here was offered
the possibility of model building of an extremely complex business
situation or problem in an objective and purposive manner, to help
decision-making.
Leontief formulated his "input-output" analysis model in 1936,2
10f the other implications of the theory for decision-making in
business, which cannot be taken up here, the interested readers may
refer to Abe Shuchman, Scientific Decision Making in Business, p. 313~
343.
n«f. W. Leontief, "Quantitative Input and Output Halations in the
Economic System of the United States," Review of Eeonom^Q Statistics.
Aug., 1936.
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and elaborated it to depict a picture of the structure of American
Economy in 1941.1 His work was more practical in approach: trying
to demonstrate the rigid interdependence of various segments of
activity in an economy and linkage of the output of intermediate goods
to the output of final products, in the form of a set of simultaneous
equations* His work was concerned with determining how much various
industries would have to produce to meet a specified bill of consumer
demands. Input-output models did not actually involve any optimization;
instead they required the solution of a system of simultaneous linear
equations weaving the two constraints together—the introduction of
the facet of optimization into the system of linear equations (or
inequalities)—-and working out the solution effectively came in the
course of the second world war.
During World War II, a group under the direction of Marshall K.
Wood worked on the allocation problems of the United States Mr Force.
Generalisations of the Leontief-type models were developed to allocate
resources in such a way as to maximize or minimize some linear objective
function. George 8. Dantzig was a member of the Air Force group} he
formulated the general linear programming problem and devised the
simplex method of solution in 1947, which was generally made available
since 1951» as mentioned earlier.
After 1951, progress in the theoretical development and in
practical applications of linear programming was rapid. Important
theoretical contributions were made by David Gale, H. W. Kuhn and A. W.
W. W. Leontief, The Structure of American Economy (Cambridge:
Harvard University Press, 1941).
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Tucker, who had a major share in developing the theory of duality in
linear programming. A. Charnes, who also did some important theoretical
work, and W. W. Cooper took the lead in encouraging industrial
applications of linear programming.
In passing, it may be mentioned that problems of the linear
programming type had been formulated and solved even before the
pioneering work of Dantzig. In 1941, Hitchcock formulated and solved
the transportation problem, which was independently solved by Koopmans
in 1947.1 In 1941, Kantorovitch (Russian) also formulated the trans
portation problem, but did not solve it.2 The economist Stigler
solved the problem of minimum-cost diet in 1945, but without using the
linear programming technique.3 it is also necessary to mention that
programming problems first arose in economics, where the optimal
allocation of resources had long been of interest to economists, whence
the works of Neumann and Leontief, mentioned earlier* In fact, these
earlier efforts may well be considered as the genesis of the development
of linear programming. What the second world war did was to bring these
scattered attempts to proper focus; and, helped by the efficient
organizational relationships, prevailing in the second world war, give
the final touches to the technique, especially in the form of systematic
solution of problems through Dantzig1s simplex method. It was not until
^F. L. Hitchcock, "The Distribution of Product from Several Sources
to Numerous Localities11, Journal of Mathematics and Physics. V. 20, 1941»
p. 224-230.
kantorovitch, "On the Translocation of Masses,1' Computers rendus
(Doklady) de 1* academie des Sciences de 1* USSR, 37 No. 7-3, 199-201,
1942.
3
G. J. Stigler, "The Cost of Subsistence," Journal of Farm
», 27, 303-314, 1945.
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Dantzig's work that the general linear programming problems were finally
formulated as such, and a method devised for solving it.1
Once the technique was perfected and found fruitful in the
solution of problems in war situations, and helpful to consideration of
strategies and tactics in such situations, its spread to the world of
business and industry was assured. This was due to two different reasons.
Firstly, as many experts have pointed out, there is a very dose
similarity between the nature of problem-solving in war situations and
problem-solving in the competitive strategy that occurs in a free
market,2 and it is but natural that the technique found fruitful in
the former should come to be tried in the latter. Secondly, ever
since Frederick Taylor started the "scientific management11, the manage
ment has always shown weakness for scientific methods in decision-making.
Growing size and complexities of business operations, large variables
that must, in the nature of things, enter into decision-making in
today's business, and the need to explicitly take account of the far
reaching chain-implications of actual decisions—all these have
spurred modern management to try new methods or ideas to help them in
their task. That they should find mathematical formulation of the
problems helpful, and systematic and explicit process of solving them,
from the point of view of their objectives, extremely rewarding was
inevitable.^
1G. Hadley, Linear Pr^fy*"""?^ (Reading: Addison-Wesley Publishing
Company, Inc., 1962), p. 21.
%occaferrera, op. cit.. p. 11-12.
^Supra, p. 1-2.
CHAPTER III
THE MECHANICS OF LINEAR PROGRAMMING
(PART I)
Introduction
In this and the following chapter, attempt will be made to
explain how the linear programming actually works--present and
interpret the mechanics of the application of the technique in actual
decisions situations, and the many facets of its methodology.
No direct method for solving problems by linear programming is
known; i.e. there is no formula which can be used to calculate the
solution of a linear programming problem directly by substituting in
the values of the co-efficients and other given data. This is in
contrast with the problem of solving simultaneous linear equations,
where direct formulas exist. Accordingly, linear programming resorts
to iterative solutions—solutions carried out in a number of steps each
of which brings us closer to the desired result. A number of methods
of solving linear programming problems are extant.1
Applicable to a large variety of diverse problems, situations
and decision-making issues—in business, economics and elsewhere in any
complex organization—this flexible technique of linear programming makes
use of many different methods or mechanics in practiee—from the simplest
to the most abstract, requiring mathematical knowledge ranging from
elementary algebra to the complex matrix and vector analysis, and from
elementary plane geometry to n-space or hyper plane geometry; and
demands computations from the simplest to the most involved, depending
^Dorfman and Samuelson, op. cit.. p. 66.
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on the nature of the problem on hand. Accordingly, it will be
necessary to demonstrate the application of the technique at various
levels of sophistication. In other words, from now on, we shall be
pre-occupied with a whole breadth of the methodology of the linear
programming.
As the technique and its application have evolved to date, the
various mechanics or methodologies may be classified into five major
types: (1) general algebraic or enumeration method; (2) graphic or
geometric method; (3) simplex method; (U) distribution or transportation
method; and (5) approximation or index method. First, a word about
the different methods. "Linear programming problems can be divided into
two main groups which have slightly different methods of calculation for
each...The two methods are called "transportation" and "simplex". The
latter win solve all linear programming problems, but entails more
work than the specialized case of the former...the details of the
computational procedures for the two methods are (different)."*
It may be immediately asked: what, if any, is the relationship
between these various methods that we have mentioned? Firstly, all
methods:
"...depend on the same general principle. In each case values
are given to the variables which satisfy the restrictions, but
do not necessarily give the optimum (maximum or minimum) to the
objective (e.g. profit or cost) function. The values of the
variables are allocated according to certain criteria and a
"feasible solution" is said to have been obtained. The feasible
solution is tested by given rules to see if it is an optimum. If
it is not, the feasible solution is altered in a systematic manner
to give a better result, which is tested again. At some stage
Addition, et al., op. clt.. p. 161.
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the feasible solution obtained will be optimum and the
problem will have been solved."1
A basic general principle thus unites the different methods or
mechanics enumerated above. The iterative process is also characteristic
of all of them.
Secondly, the general algebraic or enumeration method is a basic
or primary method. It highlights the procedural features of the
application of linear programming, and focuses on the details of
mathematical formulation of a given business problem or decision
situation. The other methods—especially simplex method—takes off
from a certain point in the mathematical formulations and computations
of the general method, to employ certain refined and short cut mechanics
of its own to reach the result. In some cases, the general method proves
to be too unwieldy, and any of the other methods may well be advisable.
Again, graphic method is but a geometric representation of the general
algebraic and simplex methods-a sort of visual representation of the
entire methodology of linear programming, requiring very little knowledge
of mathematics. Again, distribution or transportation or warehouse
method--as it is variously called—is a more descriptive computational
process, and is readily applicable to problems of transportation or
warehousing, whence the name. At the same time, the same problems can
also be solved by the simplex method. Index or approximation method is
but a variation of the pattern of the distribution method. By and large,
the different methods are not to be considered to have exclusive domains.
1Ibid.. p. 162.
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It is the nature of the problem to be solved that would, in practice,
determine which of the different mechanics might be made use of--the
convenience and the facility with which solution might be obtained
would be the criteria of selection in a specific decision situation.
Such, then, is the relationship of the different methodology of the
linear programming technique.
Gener view of the line**!* prograwnvliig mechanics
Subject to variations in different mechanics, the method of
linear programming, generally speaking, consists of six systematic and
logical steps: (1) analysing, interpreting and expressing all data or
information pertaining to a decision situation or problem; (2) systematically
organizing them in quantitative measures—taking note that the specific
answer or answers sought are to be considered as independent unknown
variables and are given algebraic notations to "hold place11 for the
quantitative values to be found on solution of the problem; (3) formulating
the sets of relevant quantitative data, pertaining to the problem, into
a system of linear inequalities or equations, called "constraints";
(4) formulating the data relating to the objectives of decision-making,
into objective functions in the form of linear equation or equations;
(5) solving the system of equalities or inequalities, as the case may
be, for the values of the unknowns; and, finally (6) testing the
computations into the objective function or functions with the aim of
reaching an optimum solution or decision. These are the functional steps
in the general view of the mechanics of linear programming; but, depending
on which of the various methods is made use of, some of these steps may
be merged together. For example, in simplex method, the computation
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proceeds after merging the steps (4), (5) and (6) together into one
system of equations*
It will be seen that the technique generally works through
formulation of a system of equations/inequalities from the facts of the
decision situation* This equations/inequalities system raises the point
of dependent and independent variables. In the linear programming
complex, the dependent variable is usually the economic objective of
the decision—profits, production, costs, work weeks, or tons shipped
etc., as the case may be* The size of the dependent variable—say, profit-
depend upon several critical factors in most situations* These factors,
the determinants of the dependent variables, are designated as independent
variables and linear relationship is assumed between the two. This is
the perspective in setting up the objective function, step number (4).
Since the objective is subject to restraints or constraints, various
total constants, as we called them earlier, restrict the independent
variables in setting up the linear inequalities of constraints in the
situation—step number (3) above.
One important aspect of the linear programming mechanics should
now be evident. It is that it is a mathematical formulation of the
facts of a decision situation, and as such an objective and explicit
presentation of the same. And, given such formulation, steps (5) and
(6) constitute integral part of the application of the linear programming
technique in any specific situation.
It is because of the mathematical nature of the general mechanics
of the technique that linear programming is also defined, as Radley does:
37
Linear programming is concerned with solving a very special
type of problem—one in which all relations among the variables
are linear both in constraints and the function to be optimized.
The general linear programming problem can be described as
follows: Given a set of m linear inequalities or equations in r
variables, we wish to find the non-negative values of these *"
variables which will satisfy the constraints and maximize or
minimize some linear function of the variables.1
General Mechanics of Linear Programming and Decision Making Process
Since this study looks upon the linear programming technique as
a new approach to management, it is necessary to relate the technique
to management--"management (that) is always a decision-making process.112
How, then, may we ask, does the mechanics of the technique enlighten
us on this ubiquitous function of management?
Let us formulate the answer in a pragmatic manner—by examining
a sample decision-making in business. Let us take the ease of a small
baker's decision making.
The Baker's Decision
The owner of a small bakery that specializes in cookies is
concerned with the kinds of cookies to be prepared for sale
tomorrow. There are only two kinds of cookies-sugar and
iced cookies—from which he may select his offerings to the
buying public, and the baker can seU as much as he can
produce, since the market is large and his production capacity
anyhow relatively small. Being relatively small he cannot
influence price, and as such, must sell his cookies at the
prevailing prices—namely, $.70 per dozen of Iced cookies and
$.60 per dozen of sugar cookies. How many dozens of the two
cookies should be produced for tomorrow?
How would the unsophisticated baker proceed to his decision?
%adley, op. clt.. p. 4.
%>eter F. Drucker, The Practice of Management (New York: Harper
& Row, Publishers, 1954), P« 351.
38
Firstly, since he cannot increase his equipment, raw materials,
personnel and expertise over night, he would rule out many poassibilities
as being completely unattainable. Secondly, taking a positive view of
the situation, he would take a careful account of what production
resources, limited in nature, he actually has on hand for tomorrow.
Let us imagine that for tomorrow* s production his resources are as
follows:
Cookie mix - 120 pounds
Icing mix - 32 pounds
Baking equipment - continuous ovon with capacity of
120 dozens per day
Bakery labor -15 hours
Thirdly, he has to strictly conform to the recipe for producing
cookies, i.e., technical requirements of production. Let us imagine
that from his experience he knows the requirements: (1) one dozen of
iced cookies require 1.0 pound of cookie mix and 0.4- pound of icing
mix, while one dozen of sugar cookies consume 0.6 pound of cookie
mix but none of the icing mix; (2) icing cookies require 0.15 hours
of bakery labor per dozen, while the sugar cookies require only 0.10
hours of such labor; (3) baking oven can only produce 120 dozen
cookies in total; and (4) direct material and labor cost is 50 cents
for iced cookies and 45 cents for sugar cookies per dozen.
What is the significance of these data for decision-making?
They constitute comparable to the facts of decision situation—environment
or decision. The baker's recipe is the bill of materials and operations
sheet in manufacturing plants, e.g. in metal working. The fact that
the same scarce resources can be used to produce different cookies,
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and that they consume different quantities of raw materials and labor -
it is these that offer production alternatives. If the scarce
resources were not usable in the manner described, there would practically
be no alternatives open to him. For example, icing mix is not required
for sugar cookies, and, as such, there is no alternative use for it - and,
no use at all if he does not produce iced cookies. On the other hand,
with the cookie mix on hand the baker could produce 200 dozen of sugar
cookies (120/0.6) or 120 dozens iced cookies (120/1.0) or any combination
of the two. It is here that the decision-making takes on its characteristic
feature—a large range of alternative "ends" to choose from. Now,
without trying to identify what actually the alternatives are, it should
be clear that the combinations of two cookies, that he might produce,
are more or less finite and are stated by (a) the total cookie mix on
hand, and the ratio of ingredients required for these two products,
namely 3 to 5; (b) the total labor hours and ratio of labor requirements
for the products; and (c) the baking oven hours which, unlike in regard
to other resources, the requirement is the same for either cookie. Such
then is the situation that offers the production feasibilities, that he
may choose from. What is true of the baker's decision is true of any
decision-making situation generally. Inherent in any decision-making
situation are various constraining factors which, when properly analyzed
and organized, show the alternate feasible prime choices that confront
the manager in decision-making.
Returning to baker's case, he now obviously needs a criterion of
selection, expressedly stated or intuitively kept in mind. What that
criterion should be, it is for him to decide a priori; it is here that
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the value judgement enters into decision-making. Let us imagine that
he is anxious to maximize profit contribution from his sales tomorrow.
Suppose he knows from his records that every dozen of iced cookies
sold contributes $.20 to fixed costs (below the break even point) or
profits (for all output over the break even point). In the like manner,
the contribution of sugar cookies is #.15 per dozen. Knowing this, the
bakery manager can now proceed to determine the most profitable feasible
alternative--the optimum product combination. ^
We may pause to sum up the profile of decision-making: in any
decision situation, there would be many alternative choices, arising
from the specifics of the situation or problem. Such prime choices
may be considered to be the feasible alternatives to choose from; and,
from among these feasibilities, the actual decision is arrived at by
the use of previously determined and purposive criterion.
How does the general mechanic of linear programming compare with
this sketch of decision process? The answer should be evident—that they
"mesh" with the .other. As already explained, linear programming, too,
formulates all feasible alternatives out of the specifics of the
conjunction of observed facts and data in a decision situation, and,
then, screen them through the seive of an objective function, so as to
arrive at an optimal decision from the point of the decision maker.
Why then a new tool for decision-making? This is because the
new tool does this with vital shades of difference. Firstly, it shows
a way out of the "pedestrian" and "trial-and-error" manner of decision-
making, that the management has so long been accustomed to,—out of a method,
1Solution of the problem will be given under graphical method,
later on.
where "the possibilities of wrong are infinite," and extremely
costly at that. 5y making use of mathematical formulations of the
entire decision situation, the tool offers a succinct, precise and
logical manner of decision-making. Secondly, when the conjunction of
facts in a decision situation are far toomany, as is often the case in
reality, the pedestrian method must fail to comprehend the entire
decision situation, even so, with the best "feel" of the situation by
the most experienced executive—indeed, this has been one of the banes
of management as business operations have grown in size and complexity
and as individual decisions have shown to have far reaching implications
for the entire organization. On the other hand, the mechanics of the
new tool, in such situations, because of its mathematical approach, show
far greater and more precise capability--ability to comprehend all
finite feasible alternatives in a situation, however complex, and
offer a solution. Of course, thexsmay be decision situations in
which there is no feasible solution, or so to say, decision. In such a
situation, linear programming must fail, as must also the pedestrian
approach. If a problem, however, has feasible solutions, then there must
also exist an optimum solution, and the technique cannot fail to identify
it, while, because of complexity, the pedestrian method may well fail
to do so. Finally, because of its mechanistic and systematic approach,
it helps delegation of decision-making to lower echlon in a considerable
measure.
We may now turn to the study of various methods of linear
programming. We may do so by means of ease studies, which would also
show the industrial application of the technique.
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PART II
General Algebraic or Enumeration Method of Linear
Following the classification given earlier, we may begin with
the general algebraic method. It does not use very sophisticated
mathematical approach but depends very largely on the ordinary rules of
algebraic operations*
The method may be explained with the help of a case problem of
ingredient mix or blend, typical of decision-making problem in
pharmaceutical and many other industries* The facts of the case and the
problem for decision-making may be set out as follows:
Case of Alpha Low Calorie Food Corporation
Alpha Low Calorie Food Coporation is considering to manufacture
a blended food by mixing three ingredients — A, B and C.
The food is to contain at least 10 ounces of nutrient F, 12
ounces of nutrient R, 20 ounces of mutrient S. These
nutrients are to be obtained from some combination of foods
A, B, and C. Each pound of A costs 4 cents and has four
ounces of P. three ounces of R, and zero ounces of S. Each
pound of B costs 7 cents and has one ounce of P, two ounces
of R, and four ounces of S. Each pound of C costs 5 cents and
contains zero ounces of P, one ounce of R, and five ounces of
S. How many pounds of each food should be purchased if the
stated dietary requirements are to be fulfilled at minimum
cost?
How would the general method work out the opimal decision?
Analyzing the facts of the case, and using the quantitative measures
of the problem elements, step (1) and (2) of linear programming technique,

































The table represents a systematic analysis of relevant data
bearing upon the decision to be arrived at—different type of nutrients
from each pound of the different ingredients, the total of each nutrient
that the product-mix may contain, and also the cost per pound of the
ingredients A, B and 0. It will be seen that the management's decision-
making is limited by the need to have at least a minimum of each nutrient
in the final product-mix that it may decide upon. These may, therefore,
be considered the constraints within which the decision has to be made.
It will also be observed that the decision-making is to find the
quantities of each, and as such are known as independent variables or
unknowns designated by X, I, and Z.
General Methods formulation of constraints
The constraints relate to various kinds of nutrients—called
P, R and S: how much of each may be had from each pound of different
ingredients, and the Minimum aggregate of each nutrient that must
finally be in the product-mix. Obviously, there is a linear relationship
between the pounds of each ingredient and the ounces of each kind of
nutrient obtained. It should also be evident that the company cannot
arbitrarily increase the quantity of each nutrient in the product-mix—
it can increase them only by observing the linearity relationship
between the pound of each ingredient and nutrient in it. There is
yet another facet of the constraint—the minimum quantity of each
kind of nutrient that the product-mix must contain. Howsoever the
different ingredients are mixed, this minimum requirements must be
satisfied.
There is, in the situation, yet another restriction. Realistically,
there cannot be negative quantities of A, B and C in the product-mix that
may be finally decided upon. Mathematically, this is described as non-
neeative constraint, and is true of all linear programming problems.
Because of their universal nature, and because of their difference from
the other constraints, Hadley describes them as "non-negativity restrictions"
as distinct from the "constraints11 which arise from the given facts of
a decision situation.
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(6) . Ox + 4y + 5z a 20
It will be seen that the last three inequalities are derived from
the facts of the case, while the first three are but characteristic of
linear programming problems generally. As already indicated, x, y and
z stand for pounds of three ingredients—the values of which have to be
found, such that the cost of the product-mix would be minimum, of which
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more later on.
It is important to note that the set up is linear in character,
as explained in the previous chapter. More specifically, the multipli
cative and additive properties of linearity may be noted. The former is
given by the content of each nutrient in each pound of each ingredient-
more technically, by the numerical co-efficients (constants) of the
independent variables. The additive property arises from the fact that
total of each nutrient in the final product-mix is sum of the pounds of
each ingredient in it. It will also be noted that the independent
variables will assume integral values. Actual situations often assume
they be so, and as such, where values obtained are otherwise, they are
to be rounded off as valid approximation. Such then is the explanation
of the left-hand side of the three inequalities.
Since the additivity of the nutrients must be limited by the
other constraint—the minimum of each in the product-mix—the right-hand
side is self-evident. The left-hand side is often, mathematically,
described as n-side of the inequalities, while the right hand is called
the m-side.
Two technical aspects of the set-up of constraints may be mentioned
here*. One: "in a linear maximum or minimum problem involving "n" variables
(£•«. x's in the present case) and "m" inequalities, the number of non
zero x's will never have to be greater than "m".1 The theorem is helpful
in determining the number of constraints that may maximally arise in a
given situation. The value of the theorem is that it narrows considerably
the number of alternatives as feasible candidates entitled to consideration
in decision-making*
1Dorfman, op. cit.. p. H.
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The second aspect is this: any set of values of the independent
variables which satisfies the constraints will be a solution; any
solution which satisfies the non-negativity restrictions will be a
feasible solution; any feasible solution which optimizes the objective
would be the optimal feasible solution*
Since decision-making is a choice among feasible solutions, an
objective function is a necessity. In the present case, the objective
is to minimize cost of the product-mix* To set up the objective function,
we turn to column 3 of the table given earlier. And, the set up is as
follows:
e min. = 4x + 7y + 5z , where 9 min. = minimum cost
Following the explanations in setting up the system of constraints,
the reader should have no difficulty in following the set up of the
objective function, and its linear character. A few points may,
however, be made. The cost—the minimization of which is the objective-
is a dependent variable, directly dependent on the proportion of the
quantities of ingredients—A, B and C—mixed, and their respective
fixed prices. If it was not so, the cost function would be non-linear,
and the linear programming technique would not apply. As set up, the
function indicates that the decision-maker cannot arbitrarily change
the prices of the ingredients—all that he can do is to vary the quantities
of ingredients, but subject to the requirements of the constraints, set
up earlier. In the nature of things, the objective function must be
denoted by equality sign as shown.
General Method: algebraic operations
Bringing the analytical processes together, the decision-making
problem shows itself thus:











Ux. + 1y + 0z
3x + 2y + 1z
Ox + Zy + 5z
Now, what is the mathematical operation required? It is to solve
for the unknowns or variables in the system of inequalities, following
the rules of algebra* For this, the system of inequalities may be
considered as a system of simultaneous equations to facilitate solving
for the unknowns; and, dependent on the number of unknowns to be solved
for, the various equations are to be combined appropriately, and each
combination set is worked through to yield values of the unknowns.
Accordingly, in the present case, with three unknowns, we must combine
them in every possible manner, into sets of three equations. The
combination process will yield twenty equations of three each. Incidentally,
the number of equation-sets in a a by 'n' equations system is given by
the formula:
C = ml/nl(m-n)l , where m s n ; and m is the number of
equations (or inequalities),
m = number of unknowns; C = number of equation-sets;
and sign " I " = factorial.
In the present case, we have a system of "6 by 3" equation,
which, according to the above formula, yields twenty equation-sets, as
already indicated. The number of the combinations of the assumed equations
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and their respective solutions can be read from column (1) and (2)
in Exhibit I.
Since we are concerned with a system of inequalities, not
equations, the values of X,Y and Z obtained from each equation set must
now be tested into the whole system of inequalities of constraints
formulated at the outset* In doing so, we reject those values that
would not satisfy all the conditions of inequalities. After checking,
many values have been found to satisfy the conditions of equations but
not the inequalities. The result of testing each tentative solution is
shown in column (3) of the Exhibit with "yes" or "no" against each
solution. "Yes" indicates feasible solutions, while "no11 indicates no
such feasibilities* In the present ease, we have only five feasible
solutions or decision alternatives.
General methods computation for
The next step is to compare these alternate feasible solutions
to determine the optimum one. It is here that we turn our attention to
the objective function. The values of the unknowns or variables of
each of the feasible solutions are now substituted into the objective
function equation. The final values that are obtained are given in
column (4) of the Exhibit I. These are total cost of different combinations
of ingredients. On comparing them, optimum cost combination is easily
identified; it is the combination of 8/3 pounds of A, 0 pound of B,
and 4 pounds of C foods* The three ingredients are to be used in that
proportion to get the product mix at the lowest cost* This is, then,
the decision of the management.
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Exhibit I
The Alpha Low Calorie Food Corporation
Combinations and Co-ordinates of Constraints in the Problem
Corners or Co-ordinates © = 4X •<• 71 + 5Z




































































'The details of solving simultaneous equations are not explained.
This can be learned from any elementary algebra book.
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Comment on the methodology; The general method technique, though a
long hand method, clearly brings out the basic principles of linear
programming. The mechanics operate by dealing with constraints
separately from the objective function in the problem, and then,
matching them to arrive at the decision. In the computation, only
elementary rules of algebra of simultaneous equations are required.
The only difficulty with this method of linear programming is the
number of equation-sets that it has to deal with, which increases in
geometric proportion to the number of constraints and variables.
Decision-making is essentially the task of weighing various
alternate feasible solutions in the scale of the objective that the
management may have in view. The analytical process of linear programming
helps us to explicitly identify and examine the various alternate
feasible decisions in any situation, and, finally, determine the
optimum one. The mechanics thus highlights the perspective in the
pedestrian decision-making.
In any decision-making, the environment of decision and
objective are important determinants. The merit of the method discussed
is that, though algebraic in nature, it views them in a convenient,
systematic, and organized manner. It is thus a mechanics which enables
a decision-maker to do what he does with full awareness of his footsteps.
Finally, in the case discussed, optimum decision required pro
ducing only two products. It may be observed here that the number
produced has no relation to the restricting inequalities, which were
three in the case discussed, except for non-negative restraints.
However, in words of Howell and Teichroew:
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The number of products which will be produced in a
linear programming solution can never be larger than
the number of constraints, regardless of how many
products are technologically possible.1
PART III
The graphic method follows the basic principles of linear
programming that were discussed earlier. More particularly, the
system of constraints and the objective functions are set up exactly
as done in the general algebraic method. Thereafter, it follows a
different process: instead of solving the algebraic inequalities to
find feasible solutions of a decision problem and testing them into
the objective functions, it sets up graphs of the constraints and the
objective function; and, reads off the optimal solution from the
graphics. In view of this, the graphic method may be described as
the geometric representation or interpretation of the general algebraic
method, or of the simplex method, for that matter, to be discussed later
on.
While extremely valuable as a visual demonstration of the
operation of the linear programming technique, the graphic method is
obviously of limited general applicability. This is so because it can
at best deal with only three independent variables in as much as only
three planes are readily available in drawing graphs. It should be
evident that most business problems worth subjecting to formal analysis
with linear programming are generally far too complex to involve only
three independent variables. Even three planes are difficult to depict.
'James E. Howell and Daniel Teichroew, Mathematical Analysis for
Business Decisions (Homewood: Richard D. Irwin, Inc., 1963), p. 268.
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In view of the foregoing, the demonstration of the graphic
technique will be presented by a case problem involving only two
variables.
Graphic Method? the case problem
The following is the case problem that will be used to demon
strate how the method works to help decision-making:
Case of XYZ Manufacturing Company
The manufacturer wishes to maximize his profits in manu
facturing two products—A and B. The products are made
in two processes. It takes seven hours in process I and
four hours in process II to manufacture 100 units of
product A. It requires six hours in process I and two
hours in process II to manufacture 100 units of product B.
Process I can handle 84 hours of work, and process II takes
32 hours. If profit is $11 per 100 units for product A
and $4. per 100 units for product B, then how many units of
each product should be manufactured to realize the maximum
profit?
A few points of distinction between the present case and the
one discussed earlier should be noted. Here, the objective is
maximizing profit as against minimizing cost in the previous one. Again,
the constraints here have their maximums—maximum available hours in
each process, while, in the earlier case, the constraints were in
the form of minimum of different nutrients that the product-mix was
to contain. Of course, in the present case, we deal with two products
whereas in the previous case we had three products. The present case,
therefore, provides another dimension of decision-making situations.
One general point about linear programming problems should be
mentioned at this stage. In a fundamental sense, the objectives of
maximization and minimization in a decision situation are complimentary
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to each other. In other words, every linear programming problem has
a dual problem associated with it. The point may be illustrated by
taking an example.
Suppose a medium-scale manufacture*of television receivers has
production facilities for assembling two different types of television
sets. These facilities can be used to assemble both black-and-white
and color sets. And, given all relevant data, the producer has to
decide on the optimal number of the two sets to be produced. He could
determine their production such that he maximizes the returns from the
sets and at the same time does not violate the production capacity
restrictions. The dual to this problem would be to determine assigning
to each unit of process that value or price which minimizes the value of
the total input used and, at the same time, does not violate as a lower
limit the contribution to profit and overhead per unit of each type of
set. This is duality. The solution of one of these problems also
solves the other.
Let us now take up the case of the XYZ Manufacturing Company to
present the graphic method of linear programming. Let X = units of product
A, and I = units of product B, both in units of one hundred. Then X and
Y become independent variables in the situation. The objective of the
decision, as given in the case, is to maximize profit (which is sale
price less cost per unit for each product), and may be denoted by 9.
Given these, and following the method of setting up constraints
and objective function, explained earlier, the decision-making problem
can now be mathematically set up thus:1
1The logic and manner of setting up the objective function and
the constraints are exactly similar to that of earlier case study, as
such, it need not be further explained.
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0 max. = 11X + 4Y (i)
Subject to linear constraints derived from the problem:
X ^ 0 (ii)
Y ^0 (iii)
7X + 6Y £ 84 (iv)
4X + 2Y ~ 32 (v)
Now, considering the constraints as equations, we have:
X =0 (vi)
I =0 (vii)
7X + 6Y =84 or Y=14 -7/6X (viii)
4X + 2Y =32 or Y=16 -2X (ix)
Graphic Formulation and Interpretation
These are equations of first degree and since each conforms to the
general equation of a straight line, namely Y = a + bx, where a equals y
intercept (value of y when x = 0)j b equals the slope of the straight
line; and x and y being the variables* We can, therefore, draw the
graphs of straight lines for these equations in the usual manner as shown
in Figure 1.
What does the graphic presentation tell us? Recalling that the
original constraints are inequalities, "less than or equal to11 (<S ),
to be precise, any combination of A and B inside, and of the convex
polygon OCEA on the bounded boundry would satisfy the requirements of
the constraints* In other words, the locus of every point of the plane
of the convex polygon OCEA is a feasible solution of the problem—hence,
polygon OCEA may be described as the feasibility area of production. As
may be evident, every point inside and on the polygon is comparable to
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alternative prime choices that were noted in column (2) of
Exhibit 1, in the case of general method of linear programming
mechanics.
How do we show the optimal decision-making from amongst these
alternative feasibilities? Obviously we must turn to the equation
of the objective function (profit), as we did in the previous case.
The objective function equation is:
11X + 41 = ©max; or Y = 11/4 X + 0 maa/4
or b= -11/4 = slope of objective function line.
The objective function clearly indicates a straight line with
a downward slope of - 11/4*
The derivation of the straight line may be explained in ordinary
language. As given in the case problem, the two products A and B yield
different profits per unit—A yields 11/100 or |0.11 per unit, while
B yields 4/100 or #0.04 per unit. On the basis of their earning capacity,
we may compute the following table indicating different combinations of
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The column (2) of the table shows various combinations* It
will be seen that as the production of A is reduced the production of B
has to be substituted such that the total profit for the combinations
remain the same, as indicated in column (4). The rate of substitution,
shown in column (2) is 50/137.5 or .36, the same as the ratio of
profits from the two products, namely $0.04/$»11> or .36. Since the
two axes of the graph measure units of A and B, an objective function
line of equal profit contribution can easily be drawn, as shown in
Figure 2, wherein the lines of constraints are also shown. The
meaning of the line is that every point on it—representing different
combinations of A and B~represent equal profit or contribution.
This objective function can now be represented by a map of
parallel lines as shown in Figure 3. What is the significance of such
mapping? The answer is simple. The parallel lines have the same
property as the original line; and as we climb higher up the map, away
from the origin, we increase the total profit, of increasing the
production of A and B at the same time. It is on this basis that the
mapped lines have been given values as shown in Figure 3.
Now, the objective of the decision-making is to maximize profit
from the two products—hence to climb up the ladder of profit lines as
much as possible, but subject to the feasibilities of production or
constraints. Therefore, to identify the optimum decision, it is
necessary to bring the graphs of constraints and the profit map together-
more particular^, bring the feasibility polygon and the profit map
together into the graph to ascertain how far we climb up the profit ladder.
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When two Figures, 1 and 3, are merged into one, as done in
Figure 4, one of the lines of the profit function contacts the area of
feasibility polygon OCEA at point A. The point of contact gives the
values of X = 8 and Y = 0. It is at this point of product combination
(X=800 units and Y = 0) that the profit is maximized—the total profit
being $88.00. The Figure 4, therefore, shows that the decision should
be to produce 800 units of A and none of B. This is obviously the
optimum decision.
Another illustration of the graphical methodt It may be
helpful to take up a more complex problem to illustrate the graphical
method, which, as earlier mentioned, very clearly demonstrates the
fundamentals of the linear programming technique. For this, we return
to the baker's case in the first section of this chapter. From the
analysis of the ease, given there, the problem of decision-making will
be found to be maximizing profit, subject to many constraints, which may
be stated algebraically thus:
© max - .2X + .15Y
subject to:
X + .6Y 4r 120 (cookie mix restriction) i
.4X + CDY 4r 32 (icing mix restriction) ii
X + Y 4s 120 (baking oven restriction) iii
.15X + ,1Y 4: 15 (direct labor restriction) iv
X $s 0 (non-negative restraint) v
Y ^ 0 (non-negative restraint) vi
Now, the constraints are "linear" in nature since the highest
degree of any variable is one and no variables are multiplied by any
es to the Incii
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other variable. Accordingly, following the mechanics of the graphic
method, we can draw the graphs of the constraints as shown in the Figure 5.
Then the area ABODE becomes the convex feasibility polygon which contains
all the points that are feasible under all the constraints. On
this, must now be superimposed the map of objective profit function,
computed and drawn in the manner explained in the case study just
completed. This is also shown in the Figure 5. It will be immediately
seen that the optimal decision is at the corner D, where the polygon
boundary is in intersection with one of the profit function lines -
indicating that the profit will be maximized at that point only, namely
with 60 dozens of iced cookies and 60 dozens of sugar cookies, with
total profit of #21.00.
Objective Variations and Graphics
In the previous chapter, it was explained that economic objective
of decision-making could be many, such as minimizing cost, maximizing
profits, maximizing production or equipment use and many others. In
case study to demonstrate general algebraic method, we observed the
application of the objective of minimizing total cost. In the case
study of XYZ Company, we showed how the objective of profit maximization
may be applied in decision-making. Adverting to this case, we may
here briefly show how the graphic method would look like if other
objectives were used for decision-making.
Suppose the objective of the XYZ Company was to maximize the
total production instead of profits from operations. The different
constraints, within which the decision is to be made, remain as
before. The convex feasibility polygon may be drawn, as before and
. 1 : 1 I, i i .
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as shown in Figure 6. But the objective function would now change
from 0 max = 11X+4YtoO max = X + Y — the variables standing for
units of two products, as before. Introducing the new objective
function in the figure, — mapping it, as previously done for profit
objective function—the point tangency of the feasibility polygon and
the new objective function is now at C, as shown in Figure 6. It
indicates that units of production would be maximized when 1,400 units
of A and none of B are produced. Such then is the variation in production
decision as the objective function is changed.
Let us consider yet another objective: the cost of idle
equipment is overwhelmingly important for the management, and as such,
the management is anxious to avoid idle capacity in the process. In
other words, in preference to profits or production quantity, the
objective now is to maximize process usage, as determined by the
available hours given in the ease—other information remaining the same
as before. How would the decision now look like? Clearly, the
objective functions are two fold which are given by the potential
process usage constraints, namely 84. hours for process I and 32 hours for
process II. In other words, in as much as two machine usages have to
be simultaneously maximiz ed—in fact fully used—the objective function
can be represented by simultaneous equations thus:
7X + 61 = 84 (process I)
4X + 21 = 32 (process II)
Solving the equations, we have X = 2.4 and Y = 11.2, both in
units of 100's, as given in the problem. In other words, objective
function now becomes the co-ordinate of a point in the graph. It
will be observed that this point is given by the intersection of the
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two objective function lines drawn in the graph.
Now, in Figure 7, the production feasibility polygon is
obviously as before. Realistically, the polygon is significant in as
much as the management would obviously like to push production up to
the outer limit of it. At the same time, since the decision must be
on the basis of the objective or simultaneously full utiliziation of
capacities of process. Accordingly, the optimum decision is obviously
at point E in the Figure 7, when the processes are utilized in full and
the maximum of the restrictions are taken advantage of.
Yet another realistic variation in objective of decision-making
may be examined by taking up the baker's ease, discussed earlier. Suppose,
for example, the baker and his helpers enjoy making iced cookies more
than plain sugar cookies. What about this human satisfaction? The
objective function should now be the maximization of some combination of
dollar contribution and "enjoyment". How would the exposition of technique
handle it?
The variation in objective that is now introduced has some sort
of general validity. It is well known that many corporations, particularly
the large ones, do not always act on the principles of maximization of
profit alone. They are often anxious to cultivate the consumer's goodwill,
even on sacrifice of profit opportunity available to them. They may
want to do so for many other reasons. For example, they may do it to
avoid exposing themselves to the probes of the anti-trust laws—or,
for that matter, to prevent entry of the new firms in the industry.
It is, therefore, instructive to examine the decision on the basis of
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Developing an explicit statement of this function, namely,
dollar contribution and enjoyment from production of cookies, is
extremely difficult in as much as the "enjoyment" objective is
qualitative in nature and would not readily permit quantitative
measurement. As may be recalled, ability to measure problem elements
quantitatively is one of the requirements of linear programming. We
can, however, take this intangible factor of enjoyment into account in
the final stages of our analysis.
Returning to Figure 5, we do know that the baker would like to
be on the boundary line of his production feasibility polygon. More
particularly, he would find that the corners, namely, points A, B, C,
D and E, are all he needs to consider as alternative choices. Now,








































In columns (1), (2) and (3) we have the particulars of the points
on the graph (Fig. 5)—-production combination in each point and the dollar
1Stockton, op. eit.. p. 30-48.
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or profit contribution therefrom. We may recall that, when
maximization of profit was the sole criterion for decision-making,
the decision was given by the point D, 60 dozens of each kind of
cookies. Now, how may we introduce the intangible "enjoyment" factor?
Clearly, we can do it only qualitatively, as shown in column (4.)--
rating of human satisfaction from each product combination.
As a matter of fact, we cannot fill all of the total satisfaetion
in column (5) until the baker, using judgement, evaluates it for us.
In other words, how much of profit foregone is equal to how much of
enjoyment is a rating of human satisfaetion from each product combination
which can only be decided by the baker. He might decide, for example,
that it is "worth" 500 per day to him to be allowed to produce 80
dozens of iced cookies and only 30 dozens of sugar cookies (point C in
the table and graph). Differently, he might decide that the loss of an
additional $4.50 required to avoid production of any sugar cookies
altogether (point B) was not acceptable to Mm. Given this evaluation,
the optimal decision would be the product mix indicated by the point C.
In other words, it will be for the baker to put quantitative values
(dollars) to the enjoyment column U), and this, in turn, would deter
mine the dollar values for column (5), on the basis of which he would
make his decision.
Comments on the Graphic Method; The graphic method completely
bypasses the algebraic process for solving for the independent variables.
It reads the feasible solutions by inspection of the intersections of
the graphs of the linear constraints; and, thereupon, identifies the
optimal solution from the intersection of the feasibility polygon and
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the graph of objective functions. This is true regardless of howsoever
the constraints may appear - as "equal-to-or greater than" or "less-
than or equal-to" given constraints.
One important characteristic feature of the graphic method is
that the feasible solution will always be in the extremeties of
feasibility polygon. This is so, whether the combinations are "less
than or equal to" or "more than or equal to". Accordingly, we know
the optimum solution must be on an extremum or corner point. "It can
be shown mathematically that the optimum solution will always be at
an extreme point of the convex polygon,"^ and "one method (graphical)
of solving a linear programming problem is simply to list all extreme
points and find the one (or more) that maximizes (or minimizes) the
profit (or other objective) function."*
It is also necessary to emphasize that the optimal solution,
whatever it may be, by way of graphical or general algebraic method,
may not always imply full usages of each of the constraints in the
situation. For example, while the baker's optimal decision was to
produce 60 dozens of each sugar and iced cookies, much of the raw
materials would not have been used up, as shown in the following
table:
^Bierman, et al, op. cit.. p. 254»




























































Again, in a given situation, the various constraints may be all
too mutually inconsistent to offer any feasible solution, hence also
any optimum solution under any method of linear programming—not every
business problem is capable of definite decision, as every business man
knows. "If such situation develops, the cause will frequently be a
mis-stated constraint. Business situations properly described will
not usually result in a non-solvabia table11 of this kind.1
At the same time, under certain realistic conditions, there may
be many equally preferred solutions. Then, graphically the slope of
objective function is such that it overlaps the feasibility polygon
2
over a range.
iBierman, et al, op cit.. p. 268.
^Stockton, op. eit.. p. 30.
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Finally, we have indicated how more than one objective may
be brought into the framework of solving problems by linear programming
technique—for example, full usage of two processes at the same time,
or profit plus satisfaction simultaneously.
In concluding this section, it should be specifically mentioned
that the causes of incomplete usages of some constraints, degeneracy
and multiple solutions arise from specifics of any given decision
situation and do not inhere in any particular method of linear programming.
CHAPTER IV
THE MECHANICS OP LINEAR PROGRAMMING (Continued)
PART I
Introduction
As stated earlier, there are essentially two phases in the
use of linear programming technique in solving problems. The first,
it may be recalled, is the description of the problem by mathematical
formulation. The second is the process of computation to obtain the
optimal solution. The two methods, described so far, show in detail
the first phase: how to formulate and express problems in mathematical
forms. While these techniques also led us to solutions, it will have
been observed that the method of solution is either all too elaborate,
as in general algebraic method, or too limited in effectiveness, as in
the geometric method. It is the purpose of this chapter to describe
the remaining three methods which illuminate the computations phase of
the linear programming technique. In this respect, the Simplex Method,
formulated by Dantzig in 1951, is the most efficient of all of them.
The other two methods to be discussed—distribution or transportation
and index methods—provide some kind of visual demonstration of the
computations phase, though only in cases of specific problems, to which
they are applicable.
Simplex Method; general observations
Though not the only technique known and used for solving
linear programming problems, "the simplex method is one of the basic
models from which many linear programming techniques are directly or
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indirectly derived." 1 It is an iterative process which approaches,
step by step, an optimum solution in such a way that an objective
function of maximization or minimization is fully reached. Each
iteration in this process consists of shortening the distance
(mathematically and graphically) from the objective function to the
intercepted vertex of a convex set determined by the inequalities
which describe the problem. The number of iterations to be applied in
a given situation is not fixed and cannot be predicted with any degree
of accuracy. Experience, however, indicates that the most frequent
number of iterations is equal to the number of inequalities in a given
set. This does not always hold true, but nonetheless it gives a rough
and approximate idea of the number of iterations.^ What is even more,
having to do with linear equations, as will be explained later on, the
process of iteration is simply one of easy manipulation of the numerical
co-efficients and constants in the problem according to the laws of
matrix algebra. Because of this, the simplex method has a very wide span
of utilization, and its use is a matter of routine. When each iteration
is completed, the results are automatically checked and if the required
objective has not yet been reached, another complete cycle is repeated
by computing the data from the previous iteration.
1Roccaferrera, op. cit.. p. 499. "No method has been found which
will yield an optimal solution to a linear programming problem in a
single step...all the techniques for solving such problems are iterative."
Hadley, op. cit.. p. 19.
h determination of convex set was shown earlier, and need not
be repeated any more. The assumption here is also that there are feasible
solutions to the problem. If the problem does not have feasible solution,
as may well be in extreme situations, the simplex method would not find
any optimum solution.
3Roccaferrera, op. cit.. p. 499.
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One further point may be mentioned. If, for example, a manager
is trying to determine the best production schedule in order to maximize
profit, he must try unless he uses simplex method, all possible
combinations of the quantities that he can produce, and determine,
the most convenient production program. Clearly, this can be a tremendously
tedious task, especially when the number of products is large. Sometimes
it is practically impossible to indicate all the conceivable groupings
among variables and their related profits (or costs).1 The reason
for this is simple. By increasing the number of products (variables)
and restrictions (equations or inequalities), the quantity of possible
combinations, or arrangements increases at a rate of "n" times the
preceding arrangement of (n - 1) variables. If, for example, there are
five variables, the assortment will have 51 (read five factorial)—
that is, five times the arrangement of the case of four variables, in
which 4.1 is the number of permuations. As a general pattern for
increasing the number of variables, the rule of factorial of nn" can
be used, i.e. nl = n(n - 1)1
In the situation, just described, the simplex method proves to
be a handy method—capable of handling any number of variables, selecting
in a planned and scientific way, only those arrangements suitable for
consideration, with the aim of determining, step by step, the sought
optimum solution, thus eliminating the guesswork of pure trial-and-error
method or the tedium of the others.
Simplex Methodology: initial tableau
Developed by George Dantzig in 1947, the methodology of simplex
costs represent the dual aspect of the problem, as explained
earlier.
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technique consists of algebraic iterative procedure which will solve
a linear programming problem in a finite number of steps or gives an
indication that there is an unbounded solution. The procedure may be
explained by reference to the convex polygon under the graphic method.
As may be recalled, it was explained there that the solution will be
found on the "edge""' of the feasible convex polygon. Mhat the simplex
method does, though algebraically, is to move step by step along the
edge of the region of feasibility polygon, from on© extreme to an
adjacent one. At each extreme point, the iterative process tells us
whether it is optimalj and if not, what the next extreme point will be.
If at any stage the iterative process comes to a point which has an edge
leading to infinity, and if the objective function can be increased
(or decreased) by moving along that edge, the simplex method informs us
that there is an unbounded solution. Of all the adjacent extreme points,
the solution is found at the one which gives the greatest increase
(or greatest decrease) in the objective function.
But, on what, is the iterative process applied? How to find an
initial extreme point to start the iterative process?
Before taking up these questions, it must be emphasized that
the problem, subjected to this technique, must conform to the basic
requirements of linear programming problems—well defined objectivej
problem elements expressed in quantitative form; feasible alternative
choices among factors; linearity characterize the constraints and the
1In graphic method the nature and shape of feasibility polygon
was indicated. "Edge" refers to the corners of the plane.
77
objective function; and the entire problem set up in mathematical
notations, as done previously.
Given these—the basic requirements just mentioned, system of
constraints and objective function as previously—the first step in the
use of the simplex method is to convert the constraint inequalities
into equations by the use of, what is called, the disposal or slack
variables. They are the fictitious variables that serve to take up the
slacks in the inequalities. The slacks are thus artificial variables,
but act in the equations in the same way as the other variables through
out the operation. Evidently, to secure this transformation—of
inequalities into equations—the slack variable is added (or subtracted)
to each inequality in such a way that it will absorb the difference
(negative or positive) from the inequality to the equality.
In this transformation, two points have to be complied with.
Ones "the right-hand values of the constraints must be non-negative; if
this is not the case, the inequalities must be multiplied by" - 1"
with the aim of making all total constants 'St 0. Two: when an
inequality is expressed by "greater than or equal toB siga, in order
to add the corrective value or new variable (slack) the given inequality
is first multiplied by «-1".«1,
What is the rationale of transforming the inequalities into
equations by using the slacks? "Very often an infinite number of
solutions is possible, but when the complete set of inequalities are
transformed into equalities and then solved simultaneously, the number of
choices becomes further limited by each iteration, up to the end of the
"1Rocoaferrera, op. cit.. p. 504.
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process in which the optimum solution will indicate the exact
selection of the factors involved in the problem."
The second step is to deal with the objective function, denoted
by 6 . The objective function should be expressed in terms of the
same arbitrary or independent variables as are the original constraints.
To illustrate the points, let us suppose the objective functions
and constraints which are as follows:
x = 5 + y
z = 1 + 3y
& = 2x + y + 3z
In this case, the objective function can obviously be expressed
in terms of the arbitrary variable y, and it is then: 6 ~ 13 + 1?y.
The third and final step is to set up the equations — the
objective and constraints — in the form of one tableau or matrix
for manipulation, of which more a little later on. It is on the
tableau thus so set up that the iterative process, mentioned earlier,
will be applied.
How does the iterative process start? There is no hard and
fast rule about it. Any initial set up — hence initial solution ~
could give the start. However, Metzger points out that the initial
set up could well be the worst possible or trivial set up — hence a
trivial solution. For example, if we are dealing with a production
problem "the worst possible or trivial solution for this problem would
be to produce nothing, have all idle equipment time, and hence reap no
profit. If nothing were produced, then all available equipment time
would be idle time and the values for the arbitrary variables would be
^Roccaferrera, op. cit.. p. 501.
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zero, and the slacks would be equal to the total available times
in the equipments."^
How is the solution read? The solution is read from the
tableau by letting all arbitrary variables at the head of the matrix
equal to zero and assigning the numbers in the first column (constants)
of the tableau or matrix to the non-arbitrary variables as the solution
at that step.
What has been described so far may now be illustrated by an
example. Let us suppose that there are two machines having idle hours
of 84 and 32 respectively, and the foreman knows the usage hours of
the machines for manufacturing two products, as also the profits from
the products, which may be called A and B. Let us suppose machine I
requires 7 and 6 hours for each unit of A and B respectively, while
these products require 4 and 2 hours respectively in machine II. The
profit from the products, let us further suppose, are $11.00 and #4.00
for A and B respectively.




0 0 11 4
Wn 84 7 6
w2 32 42
The notations may be explained. @ stands for objective
function (i.e. maximization of profit)} x and y stand for units of
1Metzger, op. elt.. p. 63.
2How a tableau is constructed in process of solving a problem
will be explained later on when we shall study a case.
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A and B; W-j and W2 stand for the slacks that convert the constraint
inequalities into equations; column (1) shows the constants i.e.
machine hours available} column (2) and (3) are the hours required
for producing A and B in the two machines or are the co-efficients
of x and y. It will be noticed that the arbitrary variables are now
placed at the head of the columns (2) and (3)* It will be noticed
that the equality and other signs of the equation of constraints and
objective function are not shown in the set up. The set up above is
the tableau or matrix that will be operated upon by the simplex
procedure. As set up, we have the trivial or initial solution.
Considering x and y equal to zero, it means that nothing is being
produced, profit is zero and the idle machine hours are left unused.
All these are evident from the tableau. All these are read from
column (1), where the objective (profit) is 0, idle hours of machines
are 84 and 32, or equal to available hours in them. It may be observed
that the solutions in the tableaus of the simplex procedure are always
read in the column (1), called constant column, and the values read
are those for the variables in the respective rows while the other
values in the & row under the variable columns are considered zero
or negative.
To sum up: the simplex procedure defines the problem in terms
of a linear objective function subject to a set of linear constraints!
introduces slack or artificial variables to convert the inequalities
into equalities and provides a basic feasible solution to the problem;
and finally construct the initial simplex tableau for a basic feasible
solution.
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Simplex Method: changing tableau;
How are the tableaus changed, and why? How is the optimal
solution of a given problem identified in the simplex tableau? The
answers to these questions provide the second phase of the simplex
procedure.
A solution, in a tableau, is optimal only when the numbers in
the S row under arbitrary variables are all zero or negative. Then,
the values in the constant column is the solution for the problem,
as will be explained later on. Unless the values in the & row under
the arbitrary variables are zero or negative, the solution is not
optimal, and the tableau has to be transformed into a new one.
Changing the tableau consists in interchanging the places of
the variables, in the columns and of the tableau matrix, which is
done by taking one pair at a time. The interchange is generally done
according to a basic principle. It is to select what is called the
pivot, which determines which variables, of the column and the row are
to be interchanged. This,, in turn, is made on the basis of three
simple rules: (1) finding the pivot column as the arbitrary variable
column of the tableau, which has the largest positive number in the
&" row; (2) dividing each negative element in the pivot column into
the corresponding constant in the first (constant) column, selecting
as the pivot row that row for which the quotient is the smallest in
absolute value (that is, smallest disregarding the sign); and (3)
establishing the pivot by the intersection of the pivot row and column—
the pivot showing the variables that are to be interchanged. Such, then,
is briefly the simplex procedures of transforming or changing tableaus,
and the process goes on until the optimal solution is identified as
just mentioned.
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Simplex Methodology; values in new tableau
The final phase of the simplex procedure is to determine the
values in the rows and columns of the matrix as part of the interchange
of the variables. Here is where the simplex method becomes really
simple. In algebra, when a set of equations are developed, the
solutions (roots) of the system are found by using methods such as
elimination, reduction or determinants. Not so in the simplex
transformation. No computation more complex than the four elementary
operations (addition, subtraction, multiplication and division) is
used in the simplex method. More specifically, considering the
numbers in the tableau as elements the following four rules to
obtain the values (numbers) for the new tableau, from the old, may
be used:
(1) Replace the pivot element (number) by its reciprocalj
(2) Replace the elements in the pivot column by the quotient of:
(element/pivot);
(3) Replace the elements of the pivot row by the quotient of:
-(element/pivot)j
(4) Replace the elements not in pivot row or pivot column by
their pivot cross product — the cross product for an
element being:
(Element)(Pivot) - Product of opposite diagonal elements
Pivot
The value obtained are, of course, shown in the appropriate
locations in the new tableau.
To sum up: following the initial tableau, the steps of
simplex procedure consists in (a) determining which variable should be
introduced into the solution, if the solution is not optimum; (b)
determining which variable should be removed from the solution; (c)
constructing a new simplex tableau reflecting the changes that have
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been made in the solution; and (d) repeating the steps (a) to (c)
until an optimum solution is reached i.e.,until the solution cannot
be further improved.
Simplex Method: a case demonstration
The entire methodology may now be demonstrated by taking a
manufacturing case, as given below:
A manufacturer produces three products -<- F, G,
and H. Each product requires two processes,
A and B, which have 10 and 20 hours spare time
per week respectively. Each unit of product F
takes two hours on process A and one hour on B.
Product G requires 3 hours on process B and one
hour on process A, while product H takes two hours
on B and three hours on A. The three products
yield $2.00, |3.00, and #1.00 profits per unit
respectively. How many units of each product
should be manufactured to produce the highest
profit per week?
Mathematical formulation of the problem:
Suppose X = units of Fj Y = units of Gj and Z = units of H,
which would maximize the profit. Given these independent variables,
we can mathematically set up the problem thus:
0 max = 2x + 3y + z (i)
subject to the inequality constraints:
X 3t 0 (ii)j ISO (iii)j Z S& 0 (iv)
2 X + Y + 3Z £=10 (v)
X + 3Y + 2Z ^ 20 (vi)
Since simplex method automatically takes care of non-negative
constraints (i.e., (ii), (iii), and (iv) above) in the process of
solving the other constraints (i.e., (v) and (vi) ) and criteria for
optimum, the non-negative constraints need not be separately provided
for, or attended to.
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Now, the next step is to transform the system of inequalities —
constraints (v) and (vi) — into equalities or equations. For this,
we may introduce slack variables, s and t, that cause equality to
exist, as explained earlier. This is shown below:
g max = 2X + 3Y + Z
2X + Y + 3Z + r = 10
X + 31 + 2Z + S = 20
The objective function in the problem is already expressed in
terms of arbitrary variables. Now, taking X,Y,and Z as arbitrary
variables for the remaining two equations, we may rearrange the
equations as follows:
& max = 0 + 2X + 3Y + Z
r = 10 - 2X - Y - 3Z
a - 20 - X - 3Y - 2Z
Immediately, we can set up the tableau from the above equations,
as required in the simplex procedure:
X Y Z
6 0 2 3 1
r 10 -2 -1 -3
s 20 -1 -3* -2
The physical form of the tableau omits the equality symbols
of the equations and places the variables, X, Y, and Z at the head
of the columns so that attention may be directed toward the constants.
The appearance of X, Y and Z as column heads means that the solution has
X, Y, and Z as arbitrary, and the row variables r and s and objective
function $ are expressed in terms of X, Y, and Z. Directly set up
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from the equations with slacks, the tableau is called the initial
tableau.
As already defined, the solution is optimal only if the
numbers in the 6 row under the arbitrary variables are all zero or
negative. In the present initial tableau, the solution is obviously
not optimal, and the tableau has to be changed according to the rules
given earlier.
Changing the tableau for the optimum;
As explained earlier, the new tableau is framed by replacing
one of the arbitrary variables (X, Y or Z) by one of the non-arbitrary
variables (r or s). This requires the selection of the pivot by
identifying the pivot column and pivot row. The pivot column is the
arbitrary varible column whiekJias the largest positive number in the
row. Hence the column with Y arbitrary is the pivot column. On the
other hand, to find the pivot row, negative elements of the pivot
column have to be divided into the corresponding constants in the
first column, since the pivot row is that row for which the quotient
is the smallest in absolute value. In the present case, the negative
elements are -1 and -3 and, when divided into the corresponding
constants (10 and 20 respectively), the quotient are J10/ j20/3j
giving s. as the pivot row. The intersection of pivot column (Y) and
pivot row (s) defines the pivot indicated by asterisk (*), next to -3,
which is called the pivot element. Now, the new tableau is to be formed
by interchanging the places of variables s and Y.
What about finding out the values of variables for the new
tableau and putting them in appropriate places? Here we follow the
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four rules given earlier*
1. Replacing the pivot element by its reciprocal, we have -1/3
in the place of pivot element -3.
2. Replacing the other elements in the pivot column by the
quotient of Elemegt , we have -1 and 1/3 in place of 3 and -1.
^ pivot
3. Replacing the elements in the pivot row by " pivot— »
we have 20/3, - 1/3 and - 2/3 in the new tableau in place of 20, -1,
and - 2.
U* Replacing the elements not in pivot row or pivot column







■3) - (20 x 3)
—3
c -3} - (-1 x 3)
-3
c -3) - (-2 x 3)
-3
x -3^ - (20 x -1)
-3
x -3} - (-1 x -1)
-3








and they go in their appropriate places — in places of 0, 2, 1, 10,
-2, and -3 in the old tableau.
The new tableau that emerges now is:
X s Z
p 20 1-1-1
r 10/3 -5/3*1/3 -7/3
Y 20/3 -1/3 -1/3 - 2/3
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This, then, is the tableau when first iteration is completed.
Obviously, the new tableau does not give us optimal solution,
because there is still one positive number in the & row under the
arbitrary variable X. The whole process, therefore, must be
continued, following the same rules, and another tableau formed.
For this, the pivot column is X, the pivot row is r, and the
pivot element is -5/3. Following the iteration process, the next




This time, all numbers in the 6 row under arbitrary variables
are negative, therefore, the solution is optimal. No further iteration
is necessary. Now, we may write the solution in the following way:
,\ = 22; X = 2; Y = 6
r=Ojs = O; Z = 0
It means that production of 2 units of F, 6 units of G, and
zero units of H will give $22.00 profit, which is the maximum, given
the facts of the problem. It also means that the idle time of the
two processes will have been fully used up (though it need not always
be the case), since r and s are at the head of columns and are considered
as equal to zero — z is also zero indicating that none of this is
to be produced.














The first two columns in any tableau are known as the solution stub,
because in these columns the solution of the problem is found —- in
the final tableau these are the colunms where we found the optimum
solution. The remaining three columns are known as the body of the
tableau. The tableaus do not separately account for the non-negative
restraint, explained earlier, because this is taken care of in defining
the optimum solution of the problem — namely, by the fact that
numbers in the objective row must be zero or negative if the solution
depicted by a tableau is to be considered as optimal.
The various numbers in the tableau or matrix are not without
their meanings. A negative or zero number in the objective row
indicates the decrease that would occur in the objective function
if one unit of the variable — in this case z ~ heading that column
were introduced into the solution. The other numbers in the tableau
(or matrix) represent the marginal rate of exchange, at the solution
represented in the stub, between the variable in the solution stub
and the variable at the head of the column, of which more shortly.
It is sufficient to state, at this stage, that this interpretation
is completely general and applicable to any successive matrix array.
An alternative simplex procedure;
The simplex procedure that has just been demonstrated is
the one given by Bowen? There is, however, an alternative procedure
that is generally found in the advanced books on the subject, and is
1E. K. Bowen, Mathematics with Applications in Management and
Economics, (Homewood: Richard D. Irwin, Inc., 1963), p. 82-103«
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suggested by Roccoferrera, Metzger and others.1 In place of the
pivot row and column and pivot element, it uses the key row and
column and key number. Further differences are that the latter
uses the identity and objective columns and index row techniques,
and its method of successive iteration follows a slightly different
set of rules, but uses the objective row in the matrix array for
reference only — to evaluate the initial and succeeding solutions.
Often times, the analyst may find this method more comprehensive
and explanatory.
In what follows, the method is demonstrated in solving the
same problem that we used to demonstrate the Bowen method. This
is done with a view to bring out their comparative aspects.
Now, using slack variables to convert the inequalities of
constraints of the problem and using the slack variables in the
objective function, we mathematically formulate the data of the
problem thus:
2x + 3y + z + o.r + O.s = maximum profit
Subject to:
10 = 2x + y + 3z + r
20=x+3y+2z+s
It will be observed that we are using the same notations
throughout, as previously.
The data may be shown in tabular form thus:









































The table is really the matrix of the entire problem. The
various parts of the matrix generally have their nomenclature.
Columbus (1) to (3) are known as the solution stub, while column (1)
is called the objective column, Column (2) the variable column and
column (3) constant column. Columns (4) to (6) constitute the body,
and columns (7) and (8) the identity. Row (A) is the objective row.
It will be noticed that the objective function introduced the slack
variables with zero as their co-efficients. This is to indicate
that there is no gain or loss (profit or cost) in case any process
should be idle partly or wholly. Should the problem situation be
otherwise, the objective function will take a different form, as
will be explained later on. The objective row simply sets up the
co-efficients of the objective function. Row (B) is the variable
row. Rows (C) and (D) are the problem equations. The numbers in
the slack variable columns are mere identities. Such then is the
nomenclature of the various parts of the table, which.<Is the basis
of the first or initial solution.

































It wlU be observed that the initial matrix is the same as
the table before it, except for the index row at the bottom. What
is the purpose of the index row, and how is it derived. Since the
solution of the problem is found in the constant column, the initial
matrix, as just set up, is a trivial solution — a solution when no
production is undertaken. This is why the slacks appear in the
constant column and index row in the constant column shows 0.
The purpose of setting up the index row is simple. To
improve upon the initial solution, some measure of improvement potential
must be developed. This is why the index row has been set up. The
numbers in the index row is developed according to the following
formula:
Index number (in any column) » £.|(num.ber in column) X
(corresponding number in objective column) - (number
in objective row at head of column)!
It will be seen that the numbers in the index row is merely
the negative of the objective row. This is always the case when the
objective column contains all zeros as in this problem. And they
contain zeros because there is no cost due to the processes being
left idle. If it was otherwise, as may well be the case in another
situation, the numbers in the index row would be different. But once
the numbers in the index rowhave been developed according to the
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formula, one need not be concerned with its relationship with the
objective row.
How that the problem is formulated and the initial simplex
matrix is set up, the process of iteration can be used to improve the
solution. How does one go about making improvement? The number
in the index row is the guide here. The presence of negative numbers
in the index row under either the body or identity indicates that the
initial solution may be improved. The larger the negative number,
the greater the potential improvement.
The greatest negative number in the index row occurs in the
column headed by variable "yM. This column is designated as the
key column. Actually, any column containing a negative number could
be selected as the key column. However, this method of selection
will generally converge upon an optimum solution most rapidly when the
column with the greatest negative index number is selected. The
selection of the key column means that the variable "y" will be
introduced into the solution stub, replacing one of the variables
presently there.
The variable to be replaced will depend on which of the two
problem equations limits or restricts "y" to the smallest amount. This,
in turn, is found by a formula: divide each number in the constant
column by the corresponding positive non zero number in the key
column; compare the quotients obtained thereupon, and select the row
with the smallest non-negative quotient. Applying the formula, this
is found in the third row:
Second row: 10/1 = 10
Third row: 20/3 = 6.7
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What is the rationale of the rule just given? Though "y"
shows the greatest possible improvement — whence was the key column —
and though we are interested in making "y" as large as possible, we
cannot surely make it larger than the smaller value as computed. To
do so, would be to violate the second equation — require, in practical
language, more hours in the process B than what is available.
Now, the key column and key row are shown in the initial matrix
by circles. The intersection of the two gives us the key number,
also circles for reference. With the selection of key row and key
column, as also the key number, the process of iteration to establish
a new matrix ~ hence improved solution — can be undertaken.
How is the new matrix developed? There are two rules to be
followed to replace the old numbers in the given matrix by corresponding
new numbers in the second matrix. Firstly, divide the numbers in the
key row by the figures obtained. The new row that takes the place
of the old key row is called the main row. Secondly, all the
remaining numbers in the new table, in the body, identity, constant
column, and index row, may be calculated by the following formula:
New number = Old number - \(corresponding number of
key row) X (corresponding number of key column) /
key number.
The rationale of these rules is to be found in basic algebra. In
basic algebra, specifically the determinants, it will be found that
system of equations can be solved by working with co-efficients
alone, and one does not need to write the variables many times.
It should, of course, be specifically noted that in the new
matrix the variable and its number (0 and s) in the objective column
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will yield places to variable and its number (3 and y) from the
head of the body of the old matrix.
When the computations are made according to the rules, the





























Again we find that the solution is not optimal. Unlike in
the earlier problems, here the presence of negative numbers in the
index row under either the body or identity indicates that the
iteration is necessary. And, we have a negative number in the
index row under x column. So, another iteration — another matrix ~
is required.
Following the rules already given -- selecting the key column
and key row and key number ~ we find that variables 0 and r in the
objective and variable columns must be replaced by the variables x
and 2 from the head of the matrix. Accordingly, and again following
the rules for determining the numbers for the new matrix, we complete
the second iteration. And, the new matrix, thereupon, will be:
1 0 0
z r s
2 x 2 7/5 3/5 -1/5
3 y 6 5/3 -1 2/3
22 12/5 3/5 4/5
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The solution is now clearly identified as optimal, and the
solution is to produce two units of x ( = F) and six units of y
( = G) and none of H. The profit will be $22.00 — the same that
was obtained by the other simplex procedure. The optimum here is
indicated by the presence of zero or positive numbers under the body
or identity in the index row.
Meaning of the numbers in the matrix
Using the optimum matrix, we may now explain the meaning of
the numbers therein. Firstly, take z column. The number in the
index row under the column indicates that the total profit will
decrease by $2,40 if one unit of z (i.e. H product) at the expense
of the other products, which have to be reduced so as to conform to
the constraints. Using the constraints in the problem as equations,
wherein Z will be equal to 1, it will be found that X and Y would;,
now have values of 3/5 and 29/5 respectively. These values of X,
Y and Z, namely 3/5, 29/5, and 1 respectively, may be substituted
into the objective function of 2X + 3Y + Z and the total values
computed. The total values or dollar profit will be equal to #19.60
or 12/5 less than the optimum. A positive number in the index row
under the body indicates the decrease in the objective function that
would occur if one unit of the variable heading that column were
introduced into the solution and vice-versa.
The numbers in the index row of the identity columns have a
different meaning. They indicate that if the total restrictions
relating to them — 10 in the first restriction equation for which
r is the slack variable, and 20 for the second for which s is the
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slack variable — were relaxed by one unit, the profit opportunity
would increase by those numbers. If the first restriction was 11,
and not 10, the total optimum profit could be increased by $0.60;
similarly, if the other restriction was raised from 20 to 21, the
total profit could be increased by |0.80.
In regard to the index row under the identity, a negative
number has the same significance as a negative number under the body
of the matrix array. A positive number, on the other hand, can be
thought of as potential "opportunity for profit" if the restriction
involving that variable could be relaxed by one unit, as just explained.
The numbers within the body or identity of the array represent
the marginal rate of exchange between the variables in the stub and
the variables of the respective columns*
The above interpretation of the array and the index row of
the simplex matrix is general and applies to each tableau in the
process of iteration.
Comments on the Simplex Method?
Firstly, in the example we have been working with, the cost
of keeping the process idle was taken to be nil, and the objective
function was accordingly given by 2X + yi + z. If there were costs
of idle process, the cost would appear as co-efficients of the slack
variables, and the objective function set up accordingly. The
objective variable column would not, however, in such a case, be
zero, as in the problem. Besides the index row in the initial matrix
would not be negative of the profit function row either. Except for
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these differences, the setting up of the initial matrix and
subsequent iterations would be the same as explained above.
Secondly, in the problem, the objective was to maximize
profit. If it was different, the objective function would have to
be set up differently. For example, if the objective was to maximize
the number of pieces produced, the objective function would be
x+y+ z, that was to be maximized. If the objective was to
maximize utilization of the capacities, the objective function would
have been r + s = maximum or -r -s = minimum. All ther other data
would remain as before, and the problem matrix would be changed only
to the extent of the changed objective.
Thirdly, it may be specifically mentioned that in the simplex
procedure the non-negativity constraints are not separately formulated
as in the other methods discussed earlier. This is taken care of in
the definition of the optimum solution of the problem — in the first
method of simplex procedure, by considering the solution optimal if
the numbers in the row under the arbitrary variables are all zero
or negative; in the second method, if the index row contains all
positive numbers or zero.
Finally, in the problem, the constraints were all "less than
or equal to" the constants, the positive slack variables were added
to convert them into equations. If the constraints were "greater than
or equal to", the slack variables would have been negative numbers.
But these would not make any difference in the simplex iteration
process.
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A note on duality of linear programming problems^ :
Since the simplex method is the most general method of
solving linear programming problems, a note of further explanation
of the problem of duality, in addition to what has been said
generally earlier, may be conveniently added at this stage.
For every linear programming problem there is another
intimately related linear programming problem. For every maximization
(or minimization) problem there is a unique similar problem of
minimization (or maximization) involving the same data that describe
the original problem. In other words, there are two ways of
mathematical presentation of the data of a problem, and if one is
called the primal, the other would be its dual — and either can be
considered to be the primal. This is the duality theorem of linear
programming: two paired problems from a given set of data.
This duality can be illustrated by using the case problem
that we have discussed above. It will be remembered that the
mathematical presentation of the problem was:
2x + 3y + z = maximum
subject to:
2x + y + 3z^10
x ♦ 3y + 2z «fc20
And the problem was presented horizontally, so to speak. The
dual to it would be to set up the same problem vertically. And, using
1For detailed view of duality, the interested readers may
consult: Roccaferrera, op. cit.. pp. 683-722.
Roccaferrera, op. cit.. p. 683.
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different notations for independent variables for the dual, to
distinguish from the notations in the primal, the duality would be
thus:
10u + 20v = minimum
subject to:
2u + 1v 52
1u + 3v ^ 3
3u + 2v -^1
A few interesting points of difference between the two
presentations may be noted. The objective (maximization or minimization)
of the dual problem is the reverse of the primal problem. The constants
of the primal problem becomes the objective function of the dual.
Similarly, the objective function of the primal give the constant
column of the dual problem. These changes and comparisons are
completely general and apply equally well to any problem formulation.
It can also be seen that the inequality signs are reversed in the dual
problem.
Furthermore, the number of constraints in the dual is more
than in the primal ~ three in the former as against two in the
latter. This is generally the case when the primal problem (the
one that was first selected as the direct problem) has less constraints
(rows) than unknowns (columns). The reader may check on this by
referring back to the initial matrix of the problem given earlier.
In mathematical terms, the problem equations showed m ^.n, where m
stands for the rows and n stands for the unknowns. And, where win
or vice versa, the problem is described as unsymmetric, as is the
case with the problem under discussion. Where the problem is symmetrical
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i.e.^m = n, this would not be the case. Such then are the
differences in the mathematical formulations of the problem — the
primal versus the dual.
A few words of interpretation of the dual problem. In the
primal (i.e.,first formulation), the problem was to maximize total
profits from the products subject to machine availabilities and
required hours on them for different products. In the dual, the
problem is, so to speak, turned around. The problem is one of
minimizing marginal profits from the two machines — minimizing u
and v — but subject to the profit constraints from different
products and required hours for different products on different
machines. The decision situation or issue has now changed.
What is the relationship between their solutions? Can one
be interpretated in terms of the other? In answer to these questions,
we quote:
"The solution secured from either of the two
approaches is valid for the other. An
optimal solution to the primal has the same
worthiness in relation to its dual and vice
versa. The interpretation of a primal problem
may be logical, but sometimes and interpretation
of its dual is not...The interpretation of the
solution can be referred back to the primal
provided there exists a strict connection
(generally equality) with the solution."^
A note on degeneracy
Dengeneracy is a situation in the solution process, a kind
of technical disturbance of a matrix. It occurs when either the
problem begins to cycle and never reaches optimum or when the problem
collapses (one of the variables disappears) before an optimum has
Roccaferrera, op. cit., p. 684..
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been reached. This can happen because of errors in the solution
process but it can also occur as a result of the problem itself.
In the simplex method, degeneracy can be recognized when selecting
the key row. If a tie occurs between two or more rows (rows having
the same smallest non-negative quotient of the constant column number
divided by the corresponding positive, non-zero key column number),
then the problem is degenerate.
The degeneracy is resolved as follows:
(1) Divide each column in the "tied" rows by
its key column number;
(2) Compare the ratios so obtained term by term
(column by column) from left to right first
in the identity and then in the body;
(3) The tie is broken when the ratios are unequal;




Distribution Methods: general remarks
Complex allocation problems in business, having certain
characteristics, may be solved by a special, highly simplified
version of the simplex method referred to as the transportation,
distribution or stepping-stone method of linear programming. The
method is even simpler than the other linear programming methods
discussed so far. The method is particularly appropriate to source-
to-destination situations, such as transportation of goods from
plants or warehouses to distribution facilities or customer locations —
the problem of distribution of a product from several sources to
numerous localities. The same solution framework, however, may be
applied to a wide variety of other problems, provided that they have
certain characteristics. It is rather the characteristics of the
problem than its institutional or functional setting that determine
whether the technique is applicable or not.
The key characteristic of the problems, where the method may
be applied, is homogeniety: namely, the one-to-one rate of substitution
between variables i.e. the co-efficients of the unknowns are one. Such
a condition is illustrated in the bakery case, studied in the
previous chapter, by the relationship between the real products and
the oven resource: one dozen iced cookies could be substituted for a
dozen of sugar cookies in terms of oven capacity and vice-versa. But
the other rates of substitution in the product-mix example — cookie
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or icing mix, for example — were not one-to-one, and hence the key
characteristic of the distribution method was not met by the problem.
Another aspect of this relates to inputs and outputs. In a trans
portation situation, demand and production or supply both are
related to the same item produced and distributed. (In the bakery
case, the inputs were all different from one another, and they were
different from the outputs.) It is these characteristics of problems ~
linearity or certainty, of course, required as in other problems —
that make them capable of being handled by the distribution method
technique, though they may also be handled by the other methods of
linear programming. The distribution or transportation models may,
therefore, be considered a subclass of the problems capable of being
solved by linear programming technique — generally, they are allocation
and/or assignment problems that frequently arise in business, not
necessarily only problems of physical distribution of commodities from
one geographical point to another.
Many specialized forms of distribution method are presently
known. First is the North-west Corner method to find a basic feasible
solution. The name comes from the fact that it casts the problem in
the form of a matrix or grid, and, without considering the objective
function, allocates quantities (generally called "stones") beginning
with the first square or cell located at the upper left corner of the
grid. The objective, thereafter, is to go on improving the basic
solution in a pedestrian manner or according to prescribed rules,
until the optimum is reached. It is in the latter respect that the
other methods differ. Second, there is the "evaluation by codes"
method, developed by Churchman, Ackoff, and Arnoff. This is somewhat
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of a modification of the original evaluation methods studied by Dantzig
and described by Koopmans in 1951 and later by Henderson and Schlaifer.
Third, there is the pattern of change method — a kind of trial-and-error
technique to reach an optimum solution of a problem. Fourth, there are
the specific techniques for solving .job assignment problems, arising
from the vorks of Dwyer, Flood, Vowat, Orden and Khun which use the
Egervary theorem. Finally, we have more well-known methods called
the stepping-stone. modified distribution (Modi) and the approximation
method, known as VAM. developed by Vogel.
All these methods show an underlying unity of purpose and
approach. They all describe the problem in numeric terms, use the
grid or matrix form of presentation of the problems, express the
problem data by a common unit of measurement, and start with a basic
feasible solution of the problem. They all follow the iterative or
repititive process to improve the initial solution that they start
with — the iterative process relates to evaluating the empty cells
in the matrix. They all use the linear programming device of "tracking"
or "tracing path" in making changes in the original solution to reach
the optimum according to "the principle of closed path", use the same
objective in evaluating the progressive transformation of the starting
model of solution or matrix. Their major differences relate to the
code or index that they may employ to help the iteration such that
the steps to the final optimum solution should be shortened. The
difference also relates to the mathematical criteria and computational
procedures in developing improved solutions until the optimum is reached.
In view of the foregoing, only the well-known and basic distri
bution or transportation methods will be described in what follows —
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namely, the north-western method, stepping stone and the modified
distribution (Modi). It may also be observed that the methodology
of these method types are better presented by means of case problems
than by stating a set of abstract and verbal statements.
Distribution Method: a case study:
A distributor has three warehouses in three locations, but
the customers are in four other locations. The relevant particulars
are:
Warehouse location Supply Customers location Demand
Flint 300 units Chicago 180 units
Jaaesville 80 Cleveland 140
St. Louis 160 Dayton 100
Minneapolis 120
Total Supply 540 units Total Demand 540 units
The distance between the warehouses and the market (customers) is:
To """""
From x Chicago Cleveland Dayton Minneapolis
Flint 270 miles 230 miles 310 miles 690 miles
Janesville 100 450 400 320
St. Louis 300 540 350 570
It costs |0.10 per unit per mile to transport the product. The
problem then is: what warehouse should ship how much product to what
customer so that the distribution costs are minimum?
A problem simple like this may be solved by trial-and-error
method, or sometimes, by inspection. However, this type of approach
is useless in more complicated problems. Moreover, it is a time
consuming process and without assurance that the solution finally
arrived at is optimum. Hence, the need for a programmed solution.
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"Stepping-Stone" Method — Developing initial solution;
"Stepping-stone""' method is one of the systematic methods in
handling problems such as one just given. Let us proceed to apply
it to the problem on hand. Since it costs $0.10 per unit per mile
to distribute the product, the distribution cost per unit from different
warehouses to different customers may be stated thus:
To "~" ""~—~ ' '
From Chicago Cleveland Dayton Minneapolis
Flint #27.00 |23.00 $31.00 $69.00
Janesville 10.00 45.00 40.00 32.00
St. Louis 30.00 54.00 35.00 57.00
Now the cost table, supplies and demands at different locations
may be arranged in the form of a grid or a distribution matrix,2 as
shown in Figure 8.
The readers may observe that the small boxes in Figure 8
contain cost figures per unit which are presented in negative. This
is a matter of rule in mathematical programming that costs are always
assigned a negative ( - ) sign, and profits a positive ( + ) sign.
The data in the last column and last row are given in the problem.
They are called rim conditions, comparable to the total constraints
in the other methods of linear programming.
How does the solution process proceed? Generally speaking,
it may start with an initial or trival solution,3 as in the simplex
'How the name has been derived will be explained later on.
Mathematically, a matrix is an array of numbers and so indeed
is the Figure 8, therefore, it may be also called a distribution matrix.


























method. In the technique of distribution, the initial solution is
known as "north-west corner" solution. The north-west corner solution
is the arbitrary assignment or allocation of quantities beginning with
the upper-left-most corner of the matrix and assigning consecutively
to the right and down in a stepped manner until all assignments have
been made. For example, the supply at Flint warehouse is allocated
to Chicago and Cleveland according to their requirements. Then
supply from Janesville is allocated. This time, allocation naturally
starts by meeting unfulfilled requirements of Cleveland and goes to
meet the requirement of Dayton, by which Janesville supply is exhausted,
and so on. The complete initial distribution is shown by circles in
Figure 9. It will be seen that complete allocation appears as steps
in a ladder.
To facilitate further working with the distribution matrix, a
few technicalities about the matrix may be introduced here. The
demand and supply figures are usually referred to as "rim conditions."
The assignments, which are circled, are called "stones". The squares
containing circled numbers are called "stone squares." The squares
without circled numbers are called "water squares". Each square in
the Figure may be identified by assigning two digits — the first
digit indicating number of row and the second number of column. For
example, a square in row 3 and column 2 would be 32.
Finally, the number of squares in the distribution matrix is
defined by the problem. The case problem has three warehouses and
four customers, and the number of squares is equal to 3 by 4- or 12.
Matrixes are generally dimensioned as m x n, where m is number of













Because the initial allocation appears as steps in a ladder
and because further improvements of the initial solution of the
problem comes from moving the stones on the steps, the approach is
known as "stepping-stone" method.
Stepping-stone Method — Iterative Process;
The next step in the method is to work toward an optimal
solution. This is where this method also becomes an iterative process
like the simplex method, discussed earlier. And, basically the task
is to move about the stones (circled assignments) until the distribution
costs are found to be minimum. In order to determine how and where to
move the stones or assignments, the improvement possibility can be
easily determined by moving the stones to water squares, and examining
the resulting changes in costs.
How is this movement done? This is best done in a pedestrian
manner. Suppose that one unit or stone is moved from Flint to Dayton
reducing supply from Flint to Cleveland by one unit. Then one unit
must be sent from Janesville to Cleveland to make up its requirement.
Finally, if one unit more is sent from Janesville to Cleveland, then
one unit less can be sent to Dayton. It will be observed that the
first change required the other changes due to (a) initial allocation
we started with and (b) the rim conditions of the problem. These
changes are shown by arrow marks in Figure 10.
A few words on rationale and nature of these changes. The
objective of making the changes is to develop an alternative distri
bution or transportation pattern so as to compare the total cost of













it is only through such iteration that alternative transportation
program can be developed, appraised and optimal decision reached.
The improvement possibility is judged by bringing a selected
water square into view. This is done by making assignment to it;
then, the change establishes a "dosed path" by moving through
horizontally and vertically only from the selected water square
via stone squares back to the same water square. Diagramatically,
a right-angle turn is made only at the stone square in the path,
though the path may skip over one or more stone or water squares.
Alternate plus or minus signs, as shown in Figure 10, along this
closed path, beginning with a plus sign in the selected water square,
may be noted. Though the path shown is anti-clockwise, it may be
clockwise, as will be seen later on. Actually, one could say that
a closed path is established by stepping on stones at every turn in
the path beginning at a selected square — one whose improvement
promise is being assured.
In the present case, the closed path could not include square 11,
because one would soon have wet feet stepping in a water square in
the first column, so to speak. Such is the nature of developing
alternative transportation programs.
Now, what is the difference in cost between the initial
solution and the alternate one with square 13? This can be easily
answered. The plus and minus signs along the closed path indicate
where a unit will be added or substracted and where shipping cost
will be accrued ( + ) or saved ( - ). Tabulating the cost will
show the per unit gain or loss of the change in the shipping program,
as given below:
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Cost accrued Cost saved
.00 (square 13) #23.00 (square 12)
$45.00 (square 22) $40.00 (square 23)
$76.00 $63.00
The change would clearly result in a net increase in trans
portation cost of |13.00 per unit, hence not acceptable.
Let us test another square, i.e., square 21. Shifting a
unit from square 11 to square 12, 12 to 22, 22 to 21, as shown in
Figure 11, will bring the following cost changes per unit:
Cost accrued Cost saved
$10.00 (square 21) #27.00 (square 11)
123.00 (square 12) $45.00 (square 22)
#33.00 172.00
Clearly, this time we see that cost will be saved by making
the change from the initial program. And rationally, attempt should
be made to ship as much as possible to attain the maximum possible
cost advantage. But the number of units that can be shipped is
dictated by the smallest stone at a negative place in the closed
path — 20 units in this case. The shipping program is then
improved by adding or substracting the 20 units as indicated by
the signs in the closed path, as in Figure 11.
The difference in the total cost between initial north-west
corner solution and the first improved solution, as developed by
bringing in square 21, is $780.00 as shown below:
1114.
FIGURE 11




































































In the foregoing, we evaluated the "water squares" 13 and 21
as candidates for improvement of the initial north-western corner
solution of the transportation plan. It is now necessary to repeat
or iterate the process: evaluate the other four water squares or
empty cells in the distribution matrix, one by one, in an orderly
fashion (either row by row or column by column) improving the initial
solution step by step, until no further improvement exists. At that
point the optimum would emerge.
It will be evident that though the method is a simple iterative
method, it becomes rather tedious — more so, if the problem should
be larger and more complex than the one we have taken up here. For
this reason, the modified distribution method (MODI), which is based
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upon and uses much the same terminology as the stepping stone method,
is a considerably more efficient method of solving distribution
problems. Accordingly, we may turn to solve the case problem on
hand by using the MODI method, rather than proceed with the stepping
stone method to get the final result.
Modified—Distribution Methods its mechanics and application
The MODI is essentially a more systematic, refined, and coded
process to evaluate water squares in the distribution matrix.
Starting with the initial northwest-corner solution of the stepping-
stone, index or code numbers are given for each row and column,
which is used to evaluate the water squares. How are the index
numbers given? This is done on the basis of the Initial solution
(i.e. assignments) and cost factors, as shown in the squares.
Let R and K stand for the row and column index values, and
C stand for cost, and let us attach a subscript for each row and
column, then
Ri = numerical values assigned to row i,
Kj = numerical values assigned to column j,
and Cij = cost in square ij (the square at thejunction of row
i and column j).
The values of Ri and Kj are then established by the formula:
Ri + Kj = Cij.
Expanding the formula, we have for the different stone squares thus:
R1 + K- - C 11 (a* stone square 11),
1 These relationship can not be established at water squares,
because there are no assignments there, hence no distribution cost.
Secondly, it will be noted that index values once given shall not be
changed in subsequent determination of values of other rows and columns.
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+ K. = C 12 (at stone square 12),
R- + K2 = C 22 (a* stone square 22),
and so on.
In order to establish R and K values, it is necessary to work
with stone squares first and assume a numerical value for one R or K.
Any value given to any R or K will have no effect on solution because
the significance of R and K values is not their absolute numerical
values but rather their inter-related values. Here, R. values will
be assumed as zero. If Rj = 0, and Rj + K^ = C^, then,
K1 = Gjj - Rj = -27 - 0 (since C^ = -27)
therefore, 1^ = -27.
Likewise:
K2 = C12 - R, = -23 - 0
therefore, K2 = -23.
Now, turning to the stone square in the next row:
Rg s C22 - K2j and substituting for the value of Kg = -45 + 23;
therefore Rg = -22.
In the same way, we may calculate the values for each of the
remaining rows and columns. The distribution matrix with their
row and column values and the initial solution of the problem is
shown in Figure 12.
The next step is to evaluate each water square. This can be
done by adapting the earlier formula thus:
R + K - cost = water square evaluation.
If the above process gives positive result, then no improvement is
possible. If it gives negative result, further improvement is possible.
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The tabulation indicates that any of three water squares
(21, 24 and 31) may be selected for further improvement of the
initial solution. More particularly, water square 21 may be selected,
since it has the most negative evaluation and as such offers greatest
improvement. Hence, it leads more rapidly to the optimum solution.
The improvement now indicated is clear: to move as many units
as possible to the water square 21, and making other adjustments so
as to conform to the rim conditions. However, the improvement must
be according to the closed path principle, demonstrated in the stepping-
stone method. Moreover, the maximum that can be moved in such a manner
is limited by the lowest quantity in the stone squares involved —
in the present case, 20 units in the square 22. The process of movement
and emergent the improved solution are shown in Figure 13*
If we compare the total costs of distribution under the initial
north-western corner and the presently improved models, it will be
found that the latter will have a total cost of $780.00 less than
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the initial solution, as shown below:
Savings in cost from the new model of distribution
Total cost of the initial model (given earlier): $19,160.00
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Cost now less by
improvement towards the optimum
18.380.00
$ 780.00
Thus far, the MODI method has accomplished the same improvement
as was obtained with the basic stepping-stone method. What further
improvement may be possible, and how does one go about it? In order
to answer the question, it is necessary to repeat or iterate the
entire process all over again. The presently changed solution makes
some of the R and K values ~ index values of rows and columns —
incorrect, as may easily be found on inspection. New values have,
therefore, to be established for the new model i.e. Figure 14*
Thereafter, the water squares in the Figure have to be evaluated
to ascertain which might help further improvement, and to what extent.
Accordingly, we set up new index or R and K values, choose
the water square to be included in the model, on the basis of the
criterion discussed earlier; move the stones, but limited by the
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thereupon. It will be found that this time we shall have to deal
with square 24, moving units from stone square 23, and the number of
units that may be moved would be 60. Again, on evaluation, we will
find further improvement of the second distribution model-(figure 14)
is possible ~ again, new values of R and K guiding the improvement,
as before. In this manner, the prospect of subsequent Improvements
must be adjudged and made, as each improvement is completed. How
the second, third and the fourth models would look like are given
in Figures 15, 16 and 17. At this point, no further improvement is
possible. All the water square evaluations will now be found to be
positive, indicating that no further improvement is possible. Consequently^
the fourth improved solution, as shown in Figure 17, will be the
optimum (lowest distribution cost) solution.
The MODI Method: a few comments
The problem dealt with here is simple, and the optimal
solution could have been obtained readily by inspection. If, however,
the problem was much large and more complex this could not have been
possible. A scientific method of approach would have been necessary.
This is the rationale of the MODI method, which can solve distribution
problem of any size and degree of complexity.
It is to be noted that every change made at various stages
of the process was rectangular -- the closed path had just four
corners and never crossed itself. But this does not have to be such.
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The problem discussed here involved costs. If a problem
with profit figures had been used, exactly the same mathematics would
apply.
A definite significance can be attached to the evaluation of
water squares: it can be used to predict the savings for each step
toward the final solution* As such, it can also be used to develop
optimum or any chosen less-than-optimum solution.
While demonstrating stepping-stone or the modified distribution
method (MODI), we first of all established an initial solution. No
matter whatever initial solution is established, the MODI method will
give us optimum solution. But, if an initial solution is carefully
established, we may obtain optimum solution very rapidly. This, in
turn, may be accomplished by Vogel's approximation method (abbreviated
as VAM). Once the initial solution is established by the VAM method,
the MODI method may be applied for the quick result. Sometimes,
VAM may give us the optimum solution at the formation of the first
matrix. However, within the limitation of this paper it is not
possible to cover VAM method. The interested reader is suggested
to refer to Roccaferrera.
Three further observations may be made here. Firstly, the
problem in the preceding section had equal demand and supply* But
in actual practice, we often face a problem when demand is greater
than supply or supply is greater than demand. Such types of problems
may be easily handled by MODI method with a little variation.
If demand is greater than supply, we add a dummy warehouse
with its related row in the matrix, which could supply required product,
^Roccaferrera, op. cit., p. 443-455*
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In the same way, if supply is greater than demand, a dummy customer
is added to the matrix and a suitable product demand is created.
Dummy warehouse and customer are treated as real ones in solving the
problem. We start with initial solution (north-west corner) and
follow the same procedure as described in the preceding section.
A distribution matrix is presented in Figure 18, assuming that Flint
has 20 units less stock than in the previous problem. The matrix
also shows north-west corner solution*
Secondly, a distribution problem may also show degeneracy,
as in the simplex case. In distribution problems, this is generally
caused by similar "rim conditions", and is evidenced by an insufficient
number of stones or assignments. From the inspection of the matrices
that we have used in the solution process it can be seen that the
number of stones or assignments is given by a formula m + n -1,
where m = number of rows in a matrix and n - number of stones or
assignments in it. The insufficiency exists when the total number
of assignments in a matrix is less than this, and the problem is
said to be degenerate. (If the total number of assignments is
greater than what is given by the formula, then an error has been made).
These facets of degeneracy in the distribution matrix or model may
be illustrated. In Figure 19, we show the distribution model of the
problem, we have been discussing, with rim conditions slightly changed —
the change is the numbers in the last row (demand row). Given the
changed rim conditions, the north-western solution is shown in the
figure. Note that the stair-step pattern of the usual north-western
corner solution is missing. The total number of stone or assignments,
denoted by circled figures, is five, but according to the formula
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(m + n - 1 = number of stones) it should be six. Here is the
picture of degeneracy in the distribution matrix. We face difficulty
in establishing index values. If R « 0, then values of K-j and Kg can
be determined. But afterwards, we cannot proceed. These, then, are
the facets of degeneracy in a distribution matrix.
In such a situation, the degeneracy can be resolved by
inserting a zero stone ( 0 ) wherever needed. In Figure 19,
this is needed in square 22. We can now proceed to determine the
remaining R and K values* The zero stone will be handled in the
same way as any other stone in the matrix. The zero stone means
nothing, as far as the real physical problem is concerned. It is
merely a computational gimmick which permits the same solution method
to still be applied and solve the problem. Actually there is
considerable latitude concerning the placement of a zero stone in an
initial solution. However, only the correct number of stones, as
defined by the formula ( m + n - 1 = number of stones) must be used.
Thirdly, we have discussed only two dimensional problems so
far, but in actual practice, we may face multi-dimensional problems.
In such a case, the problem has to be formulated algebraically with
the subscript notations. For example, the third dimension may be
added when the products from the original warehouses have to be
routed to destination via intermediate warehouses. In such a three
dimensional problem, general formulation could be as follows:
Let &i - the supply in units at source ij
bj = the demand in units at destination j; and
d = the capacity in units at intermediate warehouse k,
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where: i = ( 1,2,3, ... P1) the sources;
j = ( 1,2|3, ... Pg) the destinations; and
k = ( 1,2,3, ... Pq) the intermediate warehouses.
Then the total rim condition could be expressed as:
p1 P2 P3
y~ bj = ^ bj = yi- dk
and the costs and units would be
X = number of units shipped from source i to destination
• j via intermediate warehouse k;
C..k = cost per unit to ship from source i to destination j
** via intermediate warehouse k.
Given these notations, the general form of the problem would be










Obviously, such multi-dimensional problems can not be
handled by the stepping-stone or MODI method, which, though basic,
can handle only two dimensional problems. Problems, such as these,
can only be solved by the more general method of mathematical
programming -- the simplex, perhaps with the help of machine computation.
However, it may be mentioned that the Dr. B. A. Galler has developed
an approximation method for solving even such problems, though
they do not give exact answer — generally, the answer is 90 percent
or more of the optimum.
PART III
APPROXIMATION METHOD
Sometimes, it is more convenient to solve business problems
by approximation. Very often an approximation to the optimum may be
more useful and economical than the absolute optimum solution.
Approximation methods have been often employed in the following situations:
1. when mathematical formulation is too large for computation
without data processing equipment;
2. when additional advantage from the exact optimum solution
is less than the cost involved in working out such
optimum solution;
3. when the data in formulation are estimates, and exact
solution is anyhow questionable for that reason; and
4. when the approximate solution presents sufficient
information for workable decision, eventhough the
solution is not optimum.
Most widely used approximation methods are the index method
and the modified distribution (NORA) method. In what business
situations these methods are usually employed? The index method
is applied when the number of variables are small. The index method
can not explore the possibilities of splitting an order and running it
on more than one machine. The modified distribution method can easily
be applied to a more complicated problem, and at the same time, it
can handle splitting an order and running it on two or more machines.
The Index Method; 1
The index method of linear programming is simple and rapid
and has been used to advantage in several job shops. To demonstrate
the methodology and application of the technique, let us take the
1R. 0. Ferguson and K. L. Kline, "Linear Programming: A
Special Report," American Mechanist. (McGraw-Hill Book, Inc.,
April 11, 1955), p. 126.
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following case problem:
A small job shop has four orders that are to be run
on three machines. The number of pieces required
for each order is:
Order 1-25 pieces; Order 2-10 pieces;
Order 3 - 20 pieces; Order 4-50 pieces.
Time study has supplied the standard times required
on each machine to run each piece of order.
Machine A Machine B Machine 0
Order 1 3 hrs. 1 hr. 2 hr.
Order 2 2 1
Order 3 3 2 1
Order 4 ~ — 2
The total hours available on each machine are:
100 hrs. 50 hrs. 100 hrs.
Objective Function: Load the machines minimizing total
machine hours required to produce the
orders. Do not split any order.
Index Method: the mechanics:
The basis of index method is to compare the machine which
takes the least time on each job with the alternate machines. The
idea is to run as many parts as possible on the best machine and
to assign overload to the best alternate.
Accordingly, each machine is first rated for efficiency for
each order. This is done by giving the best machine the number zero (0)
and comparable value to the other machines by the formula:
Time of alternate machine — Best machina time
Best machine time
For example, for order 1, machine B is the best and gets (0), while
machine A and B gets 2 and 1 respectively. Similarly for the other
orders. The index numbers for different machines for different orders
are shown in the appropriate columns in Figure 20.
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Now, the allocation of orders to different machines are
made on the basis of this rating — the best machine for each order
getting the maximum load within the limit of their available hours.
Therefore, order 1 is assigned to machine B in full. Order 2
should be assigned to machine C, but since order 4 can only be
done on machine Q and requires all of the available capacity of
100 hours, order 2 win be done on the next best machine, namely A
and will take 10 hours longer.
Order 3 should be done on machine C but runs Into the same
problem as order 2, and the next best alternative for it would be
machine B. But machine B is already loaded with order 1. The
remaining 25 hours available would not be enough to complete order 3.
Therefore, order 3 is scheduled to machine A. This is how the
four orders are distributed over three machines. The distribution
is shown by circled numbers —- the numbers indicating the units of
orders produced. This has been shown in Figure 20.
The ideal scheduling thus emerges: Machine A is to do orders
2 and 3 which utilize 30 hours of its idle capacity; machine B is to
do order 1 utilizing 25 of the 50 hours of the capacity; and machine C
is to do order U utilizing all of the idle capacity.
For complicated problems, this index method is not adequate.
Yet, short of the use of more exact simplex method, another index
method is available, known as modified distribution method, not to
be confused with any of the distribution methods discussed earlier.
Modified Distribution Method:
Modified distribution method is simpler and faster in solving
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many multi-dimensional machine loading problems than the index
method discussed earlier. Due to use of index values, multi
dimensional problems may be solved without using computers. To
demonstrate its technique, let us take a more complicated machine
loading problems1
A job shop has received four orders which can be run
on three machines. The related information is given
below:
(a) Units required:
Order 1 - 100 pieces; Order 2-50 pieces;
Order 3 - 300 pieces; Order U - 400 pieces.
(b) Estimated price per piece:
Order 1 a $3,00; Order 2 = #2.00; Order 3 = 11.00;
and Order 4. = $2.25.
(c) Machine capacity available to process the orders:
Machine A = 30 hours; Machine B = 25 hours; and
Machine C = 20 hours.
(d) Standard pieces per hour:
Machine A Machine 6 Machine G
Order 1 12 16 10
Order 2 20 30 15
Order 3 10 15 8
Order 4 15 20 10
(Average U.25 20.25 10.75
(e) Cost per piece (on different machines):
Order 1 $2.00 #1.00 $2.50
Order 2 1.00 .50 1.50
Order 3 .50 .25 .90
Order A 1.50 1.00 2.00
(f) Objective Function:
To determine the most profitable loading of machines
A, B, and C.
'This problem was discussed and solved in the class of
Industrial Management, by Professor K. K. Das.
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Analysis of the Problemi
Unlike the earlier case, the common unit -in this case, the
index number - must be introduced to arrive at standard machine-hours.
Since objective is machine loading and comparing different machines,
the index number should be determined to express the relative ability
of the machines.
In the present example, B is the most effective machine,
since it produces more standard pieces of each order as compared
to the other machines* Hence, it is assigned the index number of
I.00. Compared to B, the relative indexes of the other machines may
be given. This is done by comparing the average rates of production
on each and dividing the average of each by the average of the chosen
machine B. (The averages calculated by the author are given in the
problem). The resulting indexes are:
Machine A - 0.70; Machine B - 1.00; Machine C - 0.50.
Secondly, the actual machine-hours available must be converted into
standard machine hours by multiplying the actual hours by the indexes
thus:
Machine A = (.70 x 30) = 21 hours; Machine B = (1.00 x 25) = 25
hours; Machine C = (.50 x 20) = 10 hours.
Thirdly, the order quantities are also to be converted to the common
unit, standard machine - hours, by dividing the order quantity of
each order by the production rate of the best machine B for each
order thus:
Order 1 will require 100/16 = 6 standard hours;1
Order 2 will require 50/30 = 2 standard hours;
Order 3 will require 300/15 = 20 standard hours; and


























Order U will require 400/20 = 20 standard hours.
In the same way, profit per standard hour for each order may
be computed, by first getting the profit per piece by subtraetinge
the unit cost from the selling price of each piece for each order,
and multiplying it by the production rate of machine B - the
standard machine.
The, profit computations give the following data:





Having made these various computations to get every thing
on standard hour basis, the method sets up the matrix, as shown in
Figure 21. The matrix is set up with columns headed by order
numbers, and rows by machines. To make computation easier, the
orders and machines are listed in order of average profit as shown
in the figure. Further, profit per standard hour is entered in
corresponding boxes in each square.
The capacity available on each machine in terms of standard
hours is put in the last column. The standard hours required on
each order are put along the bottom row. The sum of capacity available
equals 56 standard hours. The extra column X serves for fictitious
orders and is put in only to satisfy a requirement of the mathematical
method which requires that capacity available equals standard hours











































absorb extra time needed. The problem has available capacity
greater than that required, whence the dummy column and now.
The final step now is to allocate the standard hours of
the machines to different orders. Referring to the matrix in
Figure 21, it is necessary to remember that the matrix is set up in
order of profit such that square B-2 is the most profitable square
both in terms of orders and machines, and so on horizontally and
then vertically. Obviously, as many orders as possible, must then
be allocated to machine B subject to its standard hours capacity.
And the allocation along the B row must be from left to right
because of what has just been said. Accordingly, 2, 6, and 17 hours
of the machine B are allotted to orders 2, 1 and 4 respectively. It
should be noted that orders are taken up according to profitability.
The distribution is controlled by the hours needed for different
orders, as given in the bottom row. Next, we allocate the standard
hours capacity of A machine in the same manner. We start with order
because this still requires 3 more hours to make the needed hours
(standard). Finally, we come to machine C. Having provided the
needed standard hours for the orders 2, 1 and 4, we have to allocate
the standard hours of machine C to order 3* Since, after allocating
2 hours required for order 3, there is no more order left to take
care of, the balance, excess 8 hours, is shown against the ficticious
order X. It should now be clear why the X column shows 8 hours of
C machine and 8 hours in the bottom row of standard hours needed.
We have now completed the task of machine loading from the
point of view of profit-making.
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What is the profit expected from the model of machine loading
arrived at? The profit would be as follows:
Square £-2 = 2 x 45 = # 90.00
B-1 = 6 x 32 = 192.00
B-4 = 17 x 25 = 425.00
A-4 = 3 x 15 = 45.00
A-3 = 18 x 7.5 = 135.00
C-3= 2 x 1.5 = 3.00
1890.00
The above calculation is simple: for each allocation, the
standard hour allocated is multiplied by the appropriate standard
profit in the boxes of the squares, and the products are added up
to give the total profit.
The question now is: is this the optimum profit? To be
absolutely sure on this, values must be assigned to the rows and
columns to aid in search for possible better assignments. The
mathematical rule utilized to achieve this states that the sum of
row and column values of the squares having orders assigned them
must equal profit values in the box as of the squares. Therefore,
giving machine 8 a row value of 0 to make the computation easy, the
value of column 1 becomes $45.00; and, now, 0 plus the column value
(#45.00) equals $45.00, i.e., the profit of the box in square B-2.
Columns 2 and 3 have the values of #32.00 and #25.00 in a similar
manner. These values are shown at the head of the concerned columns
of the matrix. Now, since column 3 has a value of $25*00, A row must
take the value of -10, because -#10.00 plus the column value of #25*00
equals the profit value of the box of the square A-4 (#15.00). Since
A row has a value of -410.00 the value of column 3 becomes #17.50 —
because -#10.00 + #17.50 must equal #7.50 (profit of the box of the
square A-3). Since column 3 has a value of #17.50, the value of C
rov equals -$16.00. Finally, since C row has a value of -$16.00, the
value of column X must be equal to $16.00 — the sum of the two then
being equal to 0 which is the case for the square C-X, as may be
seen in the figure.
Now, how to find if any better assignment could be made.
This is done mathematically by getting the sum of the row and column
value for each square and by comparing the sum with the profit
value in the square. If the sum is greater than or equal to the profit,
no greater profit could be obtained by assigning the work to that
square, hence it can be left vacant. If the sum is less than the
profit of the box, work should be assigned If to gain optimum profit
in loading the machines. It is with this rule that we should judge
the empty squares. Take square A-2. The sum of the row and column
value is -$10.00 + $4-5-00 = $35.00. The profit of the square is $30.00;
therefore, it should be left vacant. Continuing the computation on
through all the vacant squares in the matrix, in Figure 21, it is
seen that the present loading program is the best loading of machines A,
B and C, and a profit of $890.00 is optimum.
A final comment}
Firstly, several approximation methods are available that offer
economical means of near-optimum solutions of many of the business
problems. In the foregoing, we have discussed only two of these methods
index and modified distribution methods - the latter, with slight
variations, is also known as NORA method. The approximation methods are
often tailored to particular types of application; even to multi-product
and multi-plant production planning.
Secondly, approximate solutions of problems are often
required in industry, because of either the time requirements or the
relative lack of highly trained personnel. Several of the approxi
mation methods can be very effectively performed by relatively
unskilled people with little formal mathematical training.
CHAPTER V
LINEAR PROGRAMMING IN PRACTICE
Introduction
In the foregoing chapters, attempt was made to study the
origin and development, the basic requirements and the various forms
or methodologies of linear or mathematical programming ~ one of the
many facets of operations research. Since it is one of a number of
recently developed analytical techniques that have proved useful in
solving certain types of business problems, the objective throughout
was to view linear programming as a new. tool for management or decision-
making.
The "newness" of linear programming —- as also of operations
research generally — lies in the fact that it differs from almost
anything else industry has done in the past, chiefly in method and
approach to a problem. This, in turn, lies in the fact that it requires
an exact statement of the problem with all the variables and factors
included with their proper interrelationships, imposing the obligation
to properly formulate the problem, which, before this time, was usually
overlooked. This, in its own turn, helps management to find the
optimum relationship between the inter-dependent variables, and the
best course of action where many courses of action exist.
Yet, it cannot be said that the industry has taken to the newly
found tool with marked enthusiasm. On the contrary, business manage
ment has often been inclined to dismiss it — as also the operations
research generally — as just a new name for the same thing industry
had been doing by committee for years or by intuitive methods. Indeed,
"this attitude on the part of management plus the often highly sophisticated
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and complicated notations and writing of the operations researchers
has been the principle cause of the relatively slow acceptance of the
techniques of operations research (hence of linear programming) within
industry.
In this cahpter, a few final questions may, therefore, be raised
and answered: what promise of application in business and industry
does the linear programming offer? More precisely, how is it being
employed in practice? And, in the perspectives of answers to these
questions, what final observations could we make?
Linear Progranm>^ngi its applicability in business
The case problems that were used to demonstrate the techniques
and methods of linear programming were all business problems. They,
therefore, provide us with the first glimpse of the applicability of
the linear programming in business.
Linear programming methods may chiefly be applied to the general
class of problems known as allocation problems. And, it is here that
the application of linear programming in business and industry becomes
evident. For, business managers always have been and always will be
confronted with allocation decisions: of decision of allocating scarce
resources between alternative ends according to a defined objectives.
Scarce resources for the business firm include capital, personnel,
equipment and materials. The various products and/or services that
constitute the output of the firm represent alternative ends to which
the resources must be allocated. The criterion or objective, on the
basis of which allocation decisions are to be made, may be some form
of profit maximization or any other appropriate measure of desired
%etzger, op. cit.. p. 2.
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performance. These conjunctions of circumstances for decision-making
do not appear only for the enterprise as a whole. On the contrary,
they also appear perineally throughout the enterprise, at various
levels of organization, in large or small dimensions, and in simple
or oomplex varieties. Accordingly, the methods described in the
previous chapters offer a means of solving a vide variety of business
problems, of which more a little later on.
Prior to the advent of linear programming, these recurring
decision problems were handled, more or less, through the executive's
intuition or experience. But the adequacy of these approaches falls
off rapidly, however, as the number of variables in the problem increases.
Linear programming is most appropriate for complex allocation problems
that cannot be handled satisfactorily with these conventional techniques.
"Linear programming approach to solving industrial problems is much
superior to many of the intuitive methods employed today. It is
interesting, however, to discover that often the intuitive solution
by an experienced person, particularly in a machine assignment problem,
will be very close to the optimum solution obtained by linear programming.
This, however, does not discount the value of the mathematical formulation
and solution, since any individual with only nominal experience can
always obtain the very best answer with mathematical or linear programming.
By contrast, years of experience are usually required to develop any valid
intuitive method of solution."^
The nature and scope of the applicability of linear programming
in business and industry may be stated more specifically. Many types
1Metzger, op cit.. p. 237.
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of allocation problems are found in business, especially in the
production or operations function. Some examples to which linear
programming methods have been successfully applied ares
(1) Determination of product mix; determination of the types
and quantities of products to be manufactured during the next planning
period, taking into account (a) the relative profitability of the items
in the product line; (b) expected demand, the capability and capacities
of production and distribution facilities; (c) management policies,
such as policy on products carried to "round out the line", and (d)
maximization of profit or other preferred objective.
(2) Blending or mixing problems? determining the proportion
of different ingredients, for example, in cases of oils, gasolines,
alloy elements, paints, cattle feed and petroleum products;vtoere
many different ingredients are to be mixed or blended to get the end
product of defined technical specifications, but subject to the avail
ability and relative costs of the ingredients - these defining the
feasible alternatives, from which to choose the optimum such that the
blend will result in minimum material cost per unit of end product.
(3) Production scheduling and inventory planning; developing the
lowest cost producing plan based on sales forecast, available plant
capacity and tangible cost factors; again, determining production schedules
and inventory levels subject to given seasonal demand and limited
production facilities such that the expected demand will be met at
minimum cost of operations.
ftjachi,ne 3,.oqffi,flg oy product flUofiftfri on i processing a series
of orders or jobs at minimum cost through a group of machines which
150
have different costs of employment and/or require different times
for different orders, have varying available capacity, such that all
the orders cannot be processed through the lowest cost equipment and
yet delivered on time, raising the problem of how best to allocate
the work on jobs to the machines so as to minimize either the total
time or total cost for the entire work load or job.
(5) Shipping and physical distribution problemss determining
which warehouse should ship how much product to which customer in the
complex of a distribution of a product from several sources to numerous
localities, so that the total distribution costs are at a minimum;
again, solving the problem of shipping from several production
facilities having limited capacities to field warehouses that anticipate
a given demand during the next planning period, in either case, taking
into account varying transportation and/or production costs of different
alternatives, and the warehouse or plant capacities and demand
restrictions.
(6) Market research; (specifically locating factories,
warehouses and outlets): determining, through linear programming,
the best of several possible warehouse, factory or outlet locations
from various facts about each location,^ and other problem elements.
(7) Job and salary evaluation; linear programming may be
used in place of multiple correlation analysis to determine the
relative weights of factors considered; this applies to salary and
executive-type jobs; and a similar analysis can be applied to any testing
situation to give a better over-all evaluation.
1E. S. Buffa, Modern Production Management (John Wiley & Sons, Inc.,
1961), p. 180.
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(8) Materials handling; this is one of the newer areas of
application; it is considered that linear programming approach can
increase hand or nonautomated material handling upward to 80 per cent.^
(9) Stock slitting; stock slitting refers to here to the
process whereby narrow rolls or coils of paper, cellophane, foil,
textiles, metal, or other materials are cut from wider rolls; such
stock slitting presents problems that can be successfully solved via
linear programming ~ such that orders of coils of various slit widths
may be supplied and at the same time make for the full utilization of
the entire available width of the initial roll, such that there is
absolutely minimum "trim" loss.
These, then, are some of the specific areas of industrial
operations where linear programming technique may be or have been
applied with advantage.
Linear programming in practice
Some of the published applications of linear programming,
other than those presented earlier, are as follows:
(1) Agricultural Economics
(2) Blending aviation gasolines
(3) Evaluating military contract bids
(4) Personnel assignment
(5) Shipping with least-ballast requirement.
These and more applications have been presented in the literature
to date. There is every indication that the list will continue to expand
%etzger, op. eit.. p. 3.
%etzger, op. cit.. p. 237.
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as time passes. One of the limitations to expanded applications of
mathematical programming in the ingenuity of the analysts and their
ability to recognize a possible application.
It may be of interest to give here the experiencesand views of
a few companies on the application of linear programming.
As early as 1956, the Institute of Management Science held a
symposium on industrial applications of linear programming. The
"Progress Report" submitted in the symposium by W. W. Garvin and others
and published in 1957 contains detailed account of application of
linear programming to solve problems of drilling and production,
manufacturing, and distribution and marketing by a number of oil
companies. In fact, the report was prepared on the basis of co-operation
of Magnolia Petroleum, Esso Research and Engineering, Atlantic Refining,
Arabian American Oil and Shell Development.
The authors of the report had this final comment to make:
"There can be no doubt that linear programming has made
a place for itself in the oil industry, particularly in
the manufacturing phase. It is beginning to be appreci
ated by management as an important help in making compli
cated decisions. It must be realized, however, that
everything in the world is not linear and that occasionally
we come across constraints which are mathematically
pathological types... Much still remains to be done.
We need a great deal more basic research on optimization
methods in the universities and industrial research
laboratories.""'
In 1953, Esso's Baton Rouge refinery applied linear programming
to resolve problems of gasoline blending operations. J. W. Daive, the
head of the company's Methods Development and Programming Department,
1W. W. Garvin, et al, "Application of Linear Programming in
the Oil Industry," Management Science. July, 1957, p. 54-
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expressed his views thus:
"... we have largely completed our efforts in making
the system (of linear programming) work. (By March,
1955) we had a linear programming routine which was
suitable for use in planning or scheduling calculations.
By June, we had a program set up for working daily blend
calculations.1
Again, Cities Service Oil Company and its subsidiaries of
New York have made use of linear programming to minimize its
distribution costs. The company markets its products in thirteen
states, from Maine to Virginia, its product originating in refineries
loeated at Charles, Louisiana and Philadelphia, Pennsylvania areas.
The company distributes its products to some forty terminals, and
thence from terminals to customers. The company uses every form of
transportation, including coastal tankers, barges, pipelines, rail
and motors. Speaking of the company's experience, G. H. Blohm,
the manager of the company said:
"We believe that our case study will illustrate to
you the values of linear programming techniques even
when applied to rather simple problems.Wli
Of a different type of company, but again concerned with
distribution, is the experience of H. J. Heinz Company, The Company
manufactures Ketsup in half a dozen plants scattered across the
country from New Jersey to California and distributes the product from
about 70 warehouses located at different parts of the country. Of the
1J. W. Daive, "Improving Gasoline-Blending Operations with EDP
and Linear Programming," American Management Association. Special Report
No. 22 (New York: AMA, Inc., 1957), p. 99.
2G. H. Blohm, "Application of Linear Programming (Transportation
Method) to Minimize Distribution Costs," A Report to the American Management
Association, Operation Research Course No. 1578 (New York: MA, Inc.,
1959), p. 1.
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gain from the application of linear programming by the company, this
is what Henderson and Schlaifer have to say:
"One of the most important advantages gained by H. J. Heinz
Company .. was relief of the senior members of the
distribution department from the burden of preparing
shipping programs ... An equally important gain in the
opinion of these officials themselves is the peacfe
of mind which results from being sure that the program
is the lowest cost possible The direct dollar-and-
cents savings in the company's freight bill was large
enough by itself to make the use of the technique
worthwhile... Furthermore, the risk of backhauling
is very much reduced under the new system."'
The General Electric Company's major appliances division is
reported to have been using linear programming for machine loading.
M. E. Salveson, the manager of Business Research of the Company, who
reported the experience in 1956, observed as follows:
"... illustrative numerical values, names of products,
etc. have been disguised in order to protect the
proprietory information. However, the realistic
characteristics of the product problems have been
carefully preserved in the formulation presented in
the paper in order that the result may be broadly
useful."^
Kay and Duckworth made a research study on the application
of linear programming technique by Glacier Metal Company. The
study was published in 1957 and explains how "linear programming
was used in determining the least cost proportions of new and recovered
metals to be used in making up alloys to specifications.1^
It is interesting to mention here of the linear programming
model for routing aircrafts, published by Ferguson of RAND Corporation
and Dantzig, jointly. The model has been of considerable help to the
^Henderson and Schlaifer, op. cit.. p. 117.
M. E. Salveson, "A Problem in Optimal Machine Loading", Management
Science. April, 1956, p. 46.
<Emil Kay and Eric Duckworth, "Linear Programming in Practice,"
Applied Statistic, March, 1957, p. 28.
155
aircraft companies. In the model, several types of aircrafts are
allocated over a number of routes; the monthly demand for service over
each route is assumed — but interestingly enough, taken only as
probable values. Assuming this kind of uncertain demand, the model
shows "allocation of aircrafts that minimizes the sum of cost of
performing the transportation, plus the expected value of the revenue
cost through the failure to serve aH the traffic that actually developed.
To sum up the fairly long list of experience of linear programming
in practice: no sooner the method of linear programming was generally
made available, various companies began to make use of it to solve
their specific problems; since its advent, the technique has been applied
in a large variety of industrial operations; initially, the application
was limited to static analysis, but "as development progressed, the
production planning problems came to be taken up as the first example
of dynamic analysis (incorporating more than one period of time) with
mathematical (linear) programming, (though not much experience can
be claimed in this respect)."2
A word may be added about the various methods of linear
programming discussed in the previous chapters. The distribution
method can be easily applied to the situations of product distribution
to several customers from several sources of supply so that the distri
bution costs are a minimum. Because of the ease of formulation and
application, the distribution method has been used in the industry to
1A. R. Ferguson and G. B. Dantzig, "The Allocation of Aircraft
to Routes — An Example of Linear Programming Under Uncertain Demand,"
Management Science. October, 1956, p. 32.
TStetzger, op. cit.. p. 238.
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a much greater extent than the simplex. It should also be
mentioned that the problems of distribution do not readily lend
themselves to best solution by trial and error method.
The simplex method is more generally applicable to solving other
types of industrial problems. It is necessary to emphasize that so
far as its application is concerned, a knowledge of high school
algebra should ordinarily be sufficient. Approximation methods,
another major group of linear programming methods, may not always
yield the absolutely best solution of problems, but they do permit a
good solution to be obtained readily and economically. This is very
useful where precise answer may not be worth the added work or may
require more time than is available*
Linear Programming; concluding observations
A few concluding observations on the practice and future of
linear programming may be made.
Firstly, the results of application may not always be spectacular.
Hitherto well tried rule-of-thumb method in industry can approach the
theoretical optimum very closely, and it may well be that linear
programming tried on a larger scale will result in marginal order of
usefulness and improvements. For example, the Glacier Metal Company,
referred to earlier, found recovery of metal going up by only 4$, when
linear programming was made use of in the problem relating to it. But
the value of the new technique must not be adjudged merely by direct
monetary gains. For, in digging for information in the application of
linear programming in specific cases, may uncover previously hidden
problems, which, when exposed, can be easily solved. And, it is not
inconceivable that the gains derived in solving these previously hidden
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problems may far outweigh the direct gains from mathematical
programming. Even more, the technique involves more of a
philosophy of problem approach than merely the solution methods —
forcing a critical new look at what is being done, which, in turn,
may be immense value to an organization. Linear programming and
operations research force a new perspective in the analysis of
problems where reliance had been mainly on judgement, experience
and intuition. To be sure, mathematical programming cannot and
will not replace judgement and experience, but it can be on
immeasurable assistance to the people who have to make decisions.
Secondly, linear programming can readily handle problems with
parametric objective function — a means whereby one can solve a
problem with a variety of parameters affecting the objective function.
While this requires more work, it does supply the management with more
and better information for decisions. For example, a manufacturer is
interested not only in an optimum allocation of resources for his
manufacturing enterprise, but also in effect upon the manufacturing
system caused by a slight change in labor or material costs. Clearly,
«
here the parametric objective function may be of much help to him.
Finally, one cannot but admit that "the linear programming
model is only an approximate representation of the real world (though)
the representation is good enough to yield useful result... (and) one
must not become overzealous and apply some model to situations where
it is completely inapplicable, just because the model is available."1
^Hadley, pp. cit.. p.
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At the same time, let not the reader forget that, in any field of
science or engineering, it is rare, indeed, to find a model which
represents the real world exactly. So, in judging the application
of linear programming, the real question that the management should
weigh is whether the representation of linear programming model is
accurate enough to provide valuable information.
Given these reflections, our concluding observation may well
be thus: "there exists an amazing variety of problems which lend
themselves to solution by linear programming,"1 (its) methods
offer a means of solving a wide variety of problems which had been
approached intuitively or not at all in the past ... though it is
not a panacea for all problem situations, (it aleast) offers a new
approach that can provide management with more and better information
on which to base decisions}"^ and, so viewing the new technique of
linear programming, one may safely predict a much more extensive
and intensive industrial application of linear programming techniques
and methods than has been the case to date — especially so, in the
growing world of larger and more complex organizations, demanding
equally larger and more complex and voluminous decision-making in
the management process.
1Hadley, op. cit.. p. 429.
%etzgsr, op. cit.. p. 236.
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