We consider a nonlocal aggregation equation with degenerate diffusion, which describes the mean-field limit of interacting particles driven by nonlocal interactions and localized repulsion. When the interaction potential is attractive, it is previously known that all steady states must be radially decreasing up to a translation, but uniqueness (for a given mass) within the radial class was open, except for some special interaction potentials. For general attractive potentials, we show that the uniqueness/non-uniqueness criteria are determined by the power of the degenerate diffusion, with the critical power being m = 2. In the case m ≥ 2, we show that for any attractive potential the steady state is unique for a fixed mass. In the case 1 < m < 2, we construct examples of smooth attractive potentials, such that there are infinitely many radially decreasing steady states of the same mass. For the uniqueness proof, we develop a novel interpolation curve between two radially decreasing densities, and the key step is to show that the interaction energy is convex along this curve for any attractive interaction potential, which is of independent interest.
Introduction
In this paper, we study the uniqueness question of steady states of the aggregation equation with degenerate diffusion ∂ t ρ = ∆ρ m + ∇ · (ρ∇(W * ρ)), x ∈ R n , t ≥ 0.
(1.1) Throughout this paper we assume m > 1, and W ∈ C ∞ (R n \ {0}) is a radially symmetric attractive potential, that is, W (r) > 0 for all r > 0, where r is the radial variable. Equation (1.1) arises as the mean-field limit of an interacting particle system driven by localized repulsion and pairwise nonlocal interaction [47, 10] , and it has been extensively studied in various contexts in math biology and physics. It appears in mathematical biology as a macroscopic model for collective animal behavior such as swarming [44, 11, 45, 46, 52, 13] , and the assumption m > 1 models the anti-overcrowding effect [11, 52, 16] . In particular, when W = N is the attractive Newtonian potential in R n , (1.1) is known as the Patlak-Keller-Segel model for chemotaxis, which describes the collective motion of cells attracted by a self-emitted chemical substance; see [49, 36, 33] and the references therein. The case m = 1, W = N for dimensions n = 2, 3 is also called the Smoluchowski-Poisson system in gravitational physics [28, 29] . Besides the above applications, (1.1) also has applications in granular media [7, 26] and material science [32] .
Identifying the steady states of (1.1) is a key step towards understanding the dynamics. The first step is existence of steady states, which has been settled by Lions' concentration-compactness principle and its variations. The next natural question is whether steady states are unique for a given mass. Recently, it was shown that for radial attractive potential W , all bounded steady states must be radially decreasing up to a translation. Thus to answer the uniqueness question, one only needs to focus on uniqueness within the class of radially decreasing densities. To the best of our knowledge, uniqueness results have been only established for the cases when either the interaction potential has some special homogeneity or convexity properties, or for the special diffusion power m = 2. Therefore, for a general attractive potential, even though all steady states are known to be radially decreasing, it was an open question whether they are unique within this class for a given mass. The main point of this paper is to answer the uniqueness question in the positive for m ≥ 2 and in the negative for 1 < m < 2.
1.1. Previous results in the literature. In this subsection, we briefly summarize the previous results in the literature regarding the gradient flow structure of (1.1), as well as the existence, symmetry and uniqueness results on the steady states.
• Gradient flow structure. Equation (1.1) has an associated free energy functional E[ρ], which plays an important role in the study of steady states and well-posedness of solutions. It is defined as
where the entropy S[ρ] corresponds to the nonlinear diffusion term (where S[ρ] becomes R n ρ log ρdx when m = 1), and the interaction energy I[ρ] corresponds to the nonlocal interaction term in (1.1).
In fact, E is more than just a Lyapunov functional of (1.1). It plays a crucial role in this equation, since (1.1) has a formal gradient flow structure. Denote by P 2 (R n ) the set of probability measures with finite second moment. If ρ 0 ∈ P 2 (R n ) with E[ρ 0 ] < ∞, then formally speaking, ρ(t) is the gradient flow of E in P 2 (R n ) endowed with the 2-Wasserstein distance d 2 , in the sense that
for a generalized notion of gradient ∇ d 2 induced by the 2-Wasserstein metric. This observation was first made by Otto in the seminal paper [48] for the porous medium equation, and later generalized to a large family of equations, which can include a drift potential [34] , or a nonlocal interaction term [25, 26] . For a comprehensive presentation of the theory of gradient flows in Wasserstein metric spaces, see the books [2, 53] .
• Existence of steady states. To show the existence of steady states to (1.1), a natural idea is to look for the global minimizer of E. The standard method of proof is the direct method of calculus of variations. That is to say, taking a minimizing sequence, showing that up to a subsequence it converges and proving lower semicontinuity of the functional along this sequence. Of course, this strategy fails if the energy is not bounded below. If W is singular near the origin in the form W ∼ |x| k k with k ∈ (−n, 0), the Hardy-Littlewood-Sobolev inequality gives that the energy is bounded below in the diffusion-dominated regime m > 1 − k/n. The harder step is to show the compactness of the minimizing sequence, namely that the mass of the minimizing sequence does not escape to infinity. Let us formally consider the scaling of the energy functional under the dilation ρ λ (x) = λ n ρ(λx) for 0 < λ 1. For potentials with non-integrable decay W ∼ |x| k k with k ∈ (−n, 0) for |x| 1, we notice the scalings Heuristically, we can see that spreading is not beneficial in terms of the energy if (m − 1)n > −k.
In this case, it can be shown that a global minimizer exists. The first rigorous proof was done by Lions' concentration-compactness principle [40, 41] for the Newtonian potential in the diffusion dominated regime m > 2 − 2/n, and the same proof also works for growing interaction potentials lim |x|→∞ W (x) = ∞ for all m > 1. This result was generalized in [4] to obtain existence of a global minimizer for interaction potentials with decay W ∼ |x| k k for k ∈ (−n, 0) in the regime m > 1 − k/n. For integrable potentials with R n W dx < ∞, the energy scales as follows for the dilation ρ λ with λ 1 (see [19, Section 2.3 .1] for a derivation):
Comparing the two powers of λ suggests that m = 2 is the critical power separating the cases where it is favorable (m < 2) versus unfavorable (m > 2) for the mass to spread to infinity. This is indeed reflected in the following rigorous results. For m > 2, for any attractive potential W , there exists a global minimizer for any given mass [4, 15] . At m = 2, existence versus non-existence of the global minimizer depends on the value of R n W dx. Namely, for any mass, a global minimizer exists if and only if R n W dx ∈ [−∞, −2) [4, 14] . For 1 < m < 2, there is a global minimizer if − R n W dx is sufficiently large [35] .
For potentials with growth lim |x|→∞ W (x) = +∞, there is a global minimizer for all m > 1 for any given mass, see [20, 21] . For m = 1, [21] identified a sharp condition on W that distinguishes existence/non-existence of global minimizers, W has to grow at least logarithmically at infinity to provide confinement of the mass.
In all the above cases, the global minimizer of (1.2) corresponds to a steady state to (1.1) in the sense of distributions. In addition, the global minimizer must be radially decreasing due to Riesz's rearrangement inequality.
• Radial symmetry of steady states. In the cases that a steady state is known to exist, it is natural to ask whether it must be radially symmetric (note that a steady state is not necessarily the global minimizer). For all radial attractive potential W that are no more singular than the Newtonian potential near the origin, [22] showed that every bounded steady state must be radially decreasing up to a translation for all m > 0. This result was later generalized to more singular Riesz potentials W k := |x| k k , k ∈ (−n, 2 − n) in [23] . These radial symmetry results show that when the repulsion is modeled by local (linear/nonlinear) diffusion, symmetry breaking cannot happen in steady states. As a contrast, when repulsion is modeled by nonlocal interaction via an attractiverepulsive interaction potential, numerical and analytical evidence [38, 8, 3] shows that steady states can develop non-radial patterns, despite the radial symmetry of the interaction potential.
• Uniqueness/non-uniqueness of steady states. For a given mass (without loss of generality we set the mass be 1 in the rest of this paper, and let P(R n ) denote the probability densities), uniqueness of steady states is only known in special cases. In fact, even the uniqueness of the global minimizer is only known in the following cases:
If W (x) is convex, it is known that the gradient flow is a contraction in the 2-Wasserstein sense [2, 53] , leading to uniqueness of steady states.
For the attractive Newtonian potential N , uniqueness of steady states among radial functions was first shown by [39] in the diffusion-dominated regime m > 2 − 2/n. This result was generalized to potentials of the form W = N * h for a radially decreasing function h by [37] . For Riesz potentials W k := |x| k k with k ∈ (−n, n) (where W 0 is replaced by ln |x|) in the diffusion-dominated regime m > 1 − k/n, uniqueness of steady states is obtained for dimension n = 1 in [23] , and for n ≥ 1 in the recent work [18] , where both proofs strongly rely on the homogeneity properties of Riesz potentials.
For general attractive potentials, uniqueness was only known for the special case when the diffusion power is m = 2, under the additional assumption W ∈ C 1 (R n ). Note that when m = 2, both terms in (1.1) are quadratic in ρ s . As a result, if ρ s ∈ P(R n ) ∩ L ∞ (R n ) is a steady state supported in B(0, R), then it satisfies 2ρ s + W * ρ s = C in B(0, R), where the left hand side is a linear operator of ρ s . Using the Krein-Rutman theorem, (where the linearity of the left hand side in ρ s is crucial), [14] proved uniqueness of steady states for m = 2, under the additional assumption W ∈ C 1 (R). This result was generalized by [35] to R n .
To the best of our knowledge, among all radial attractive potentials, so far the only nonuniqueness example is when W = C k,n W k is a multiple of Riesz potential with k ∈ (−n, n), and the equation is in the fair-competition case m = 1 − k/n ∈ (0, 2). In this case, it is known that there exists a unique C k,n > 0 such that (1.1) has a one-parameter family of steady states in P(R n ), where all of them are dilations of each other, and they can be characterized as optimizers of a variant of Hardy-Littlewood-Sobolev inequalities [9, 5, 17 ].
1.2.
Our results. Throughout this paper, we assume that m > 1, and W satisfies the following assumptions. Note that these assumptions cover all Riesz potentials
is radially symmetric, and W is an attractive potential, i.e. W (r) > 0 for all r > 0, where r is the radial variable.
(W2) W is no more singular than some locally integrable Riesz potential |x| k k at the origin for some k > −n, in the following sense: W (r) ≤ C w r k−1 for all r ∈ (0, 1) for some k > −n and C w > 0.
(W3) There exists some C w > 0 such that W (r) ≤ C w for all r > 1.
(W4) Either W (r) is bounded for r ≥ 1, or there exists some C w > 0 such that for all a, b ≥ 0 we have
Here the assumptions (W3) and (W4) control the growth of W for r > 1, and they are only to ensure that we can apply the previous results to show that all steady states are radially decreasing and compactly supported (see Lemma 3.2 for the precise statement). Other than in Lemma 3.2, these two assumptions play no role in the uniqueness proof. We note that (W4) is usually referred as the doubling hypothesis.
Our first main result is the uniqueness result of steady states for a general attractive potential for m ≥ 2. For the precise definition of steady states, see Definition 3.1. Theorem 1.1. Assume m ≥ 2, and W satisfies (W1)-(W4). Then (1.1) has at most one steady state in P(R n ) ∩ L ∞ (R n ) up to a translation.
Remark. The result and the proof of Theorem 1.1 can be directly generalized to nonlinear diffusion operators of the form ∇ · (ρ∇Φ (ρ)), where Φ : R + → R + is a strictly increasing smooth function with Φ ≥ 0.
Our second main result is the non-uniqueness result for 1 < m < 2. Since it is known that steady states are unique for all m ≥ 1 for certain potentials (such as convex potentials, or Riesz potentials in the diffusion-dominated regime), it is impossible to obtain a non-uniqueness result for all attractive potentials. That being said, we can still show that the non-uniqueness result for 1 < m < 2 is rather generic, in the following sense. Given any attractive potential W 0 in the diffusion dominated regime (for technical reasons, we also assume it is no more singular than the Newtonian potential at the origin), and an arbitrarily large R 0 > 0, we can always modify the the tail of W 0 in B(0, R 0 ) c into a new attractive potential W , such that (1.1) has infinitely many radially decreasing steady states in P(R n ) ∩ L ∞ (R n ) after the modification. Theorem 1.2. Assume m ∈ (1, 2), W 0 satisfies (W1) and (W2) with k > −n(m−1) and k ≥ −n+ 2. Then for any R 0 > 0, there exists an attractive potential
with potential W has infinitely many radially decreasing steady states in P(R n ) ∩ L ∞ (R n ).
In particular, if we let W 0 be a smooth attractive potential (such as |x| 2 ) in the above theorem, it immediately leads to the following corollary. Corollary 1.3. For any m ∈ (1, 2), there exists a smooth attractive potential W ∈ C ∞ (R n ) ∩ W 1,∞ (R n ), such that (1.1) has infinitely many radially decreasing steady states in P(R n )∩L ∞ (R n ).
We point out that our non-uniqueness result are only in the degenerate diffusion regime m ∈ (1, 2). Its proof strongly relies on the fact that the steady states are compactly supported for m > 1, thus does not apply to the m ∈ (0, 1] case. This leads to the following open question:
Open problem. In the case of m ∈ (0, 1], are radially symmetric steady states of (1.1) unique in P(R n ) for a general attractive potential W ? 1.3. Strategy of proof. We first describe our method of proof for the uniqueness result in Theorem 1.1. For equations with a gradient flow structure, steady states need to be critical points of the energy functional. If for any two critical points, one can construct a smooth curve connecting them such that the energy along this curve is strictly convex, then there cannot be more than one critical points. This natural but powerful idea was formulated into a general Banach framework in [12] and here we adapt it to the case of the Wasserstein metric.
Of course, when trying to apply this interpolation argument to (1.1), the main question is how to find an interpolation curve along which the energy is convex, if it exists at all. Since (1.1) is formally a gradient flow in P 2 with 2-Wasserstein metric, a natural candidate is the geodesic of this space. However, in general E is not convex along a geodesic for non-convex W . Note that other common interpolations (such as linear interpolation) fail for (1.1) with general attractive potentials as well. Convexity along linear interpolation coincides with the Fourier transform satisfyingŴ (ξ) ≥ 0 for all ξ = 0, see [43] .
The key idea of our approach is a novel interpolation curve between any two radially decreasing functions. Let us start with a heuristic explanation; the rigorous definition are postponed to Section 2. If ρ 0 , ρ 1 are both step functions having N horizontal layers with mass 1/N in each layer, then we define the interpolation curve ρ t by deforming each layer so that its height changes linearly, and meanwhile adjust the width so that the mass in each layer remains constant. Figure 1 illustrates the interpolation for step functions with two layers. We can similarly define such interpolation between any two radially decreasing functions in P(R n ), which can be seen as a N → ∞ limit of the step function case.
Note that this interpolation curve ρ t is not the linear interpolation between ρ 0 and ρ 1 , and it is not the geodesic in 2-Wasserstein metric either. We are unaware of any previous results using such an interpolation. While the interpolation may a-priori seem unnatural, it enjoys a remarkable property that the interaction energy I[ρ t ] is strictly convex along this curve for all attractive potentials satisfying (W1) and (W2). (No convexity assumption on the potential is needed.) Regarding the entropy S[ρ t ], a simple argument gives that it is convex along this curve if and only if m ≥ 2. In addition, we will show the curve is Lipschitz in 2-Wasserstein distance. Thus the convexity of Figure 1 . A brief sketch of the interpolation curve {ρ t } t∈[0,1] when ρ 0 , ρ 1 are both step functions with two layers, where the mass of each layer is 1/2. E[ρ t ] for m ≥ 2 leads to the uniqueness of steady states. Here the proof is shorter if (1.1) has a rigorous gradient flow structure, which we describe in Section 3.2. Without a rigorous gradient flow structure, we can still obtain uniqueness via a longer approach in Section 3.3, where we need to establish some fine regularity properties of the curve in Section 4.2.
In the case m ∈ (1, 2), the entropy S[ρ t ] fails to be convex under the interpolation curve described above, thus our uniqueness proof does not apply. In fact, as shown by Theorem 1.2, m = 2 is indeed the threshold separating uniqueness/non-uniqueness of steady states. To obtain non-uniqueness for m ∈ (1, 2), we take a potential W 1 with a steady state ρ 1 s supported in some ball B(0, R 1 ) and we modify its tail so that the new potential is still attractive and it also admits a new steady state.
In particular, the new attractive potential W 2 we construct is identical to W 1 in B(0, 2R 1 ), so that ρ 1 s remains a steady state. To obtain another steady state, we set W 2 (r) ≡ for r > 3R 1 , where 0 < 1 is a sufficiently small constant. Note that if we had set = 0, we would have W 2 ≡ const for |x| > 3R 1 , thus W 2 becomes an integrable potential after subtracting a constant. For integrable potentials, the scaling limit (1.3) suggests that the long term dynamics of (1.1) should be significantly different for the regimes m ∈ (1, 2) and m ∈ (2, ∞). In the case m ∈ (1, 2), if the initial data is sufficiently flat it is energetically favorable for the solution to keep flattening. While in the case m ∈ [2, ∞), it is not. We quantitatively study this phenomenon by tracking the evolution of the L 3−m norm. However, instead of setting = 0, we set 0 < 1 so that a flat enough initial data remains flat for all time, but cannot spread to infinity due to the linear growth of W 2 as |x| → ∞. For such W 2 with flat enough initial data, we show that along a diverging subsequence of time, the dynamical solution converges to a new steady state ρ 2 s that is necessarily flatter than ρ 1 s . Finally, once we have that W 2 has two radially decreasing steady states, we can use an inductive argument to construct a potential with infinitely many steady states.
1.4. Notations. Throughout this paper, we use f p to denote the L p norm of f . We denote by c n the volume of unit ball in R n , and ω n the surface area of (n − 1)-dimensional unit sphere in R n . Let P(R n ) denote the probability densities in R n , and P 2 (R n ) denotes the probability densities in R n with finite second moment.
For a set D ⊂ R n , let 1 D (x) be the indicator function of D. We will often consider the special case where D = B(0, r) is the ball centered at 0 with radius r, and to simplify the notation, we let χ r (x) := 1 B(0,r) (x).
Definition and properties of the interpolation curve
2.1. Definition of the height function. As we explained in the introduction, the proof of the uniqueness result requires a novel interpolation using the "height function with respect to mass". Let ρ ∈ P(R n ) ∩ L ∞ (R n ) be radially decreasing. (In Lemma 3.2 we will show that all steady states belong to this class up to a translation.) For such ρ, we define its associated height function
The definition of h is illustrated in Figure 2 (a): As we use a horizontal plane to cut the region below the graph of ρ, for any given s ∈ (0, 1), h(s) is the (unique) height of the plane such that the mass below the plane is equal to s. See Figure 2 (b) for a sketch of h. In the following lemma we prove some properties of h. 3): note that the green region is an infinitesimally short cylinder with volume ds and height h (s)ds, thus its radius must be (c n h (s)) −1/n . Lemma 2.1. For a radially strictly decreasing probability density ρ ∈ P(R n ) ∩ L ∞ (R n ), let its height function h be given by (2.1). Then h satisfies the following properties. 
3)
where χ r (x) := 1 B(0,r) (x) is as defined in Section 1.4. (See Figure 2 (c) for a graphical explanation of (2.3).) (d) If in addition we assume that ρ is strictly decreasing in the radial variable within its support, then h ∈ C 1 ((0, 1)), and lim It follows that the function s : (0, ∞) → (0, 1) is strictly increasing in h for h ∈ (0, ρ ∞ ), s(0) = 0 and lim h ρ ∞ s(h) = 1. Note that for any h > 0, δ > 0 with h + δ < ρ ∞ , we have
Sending δ → 0 + and using the upper bound, we have that s(h) is continuous for h ∈ (0, ρ ∞ ). In addition, sending δ → 0 + and using the fact that lim δ→0 + |{ρ > h + δ}| = |{ρ > h}|, we have that the right derivative of s satisfies
Similarly, for the left derivative,
Hence, by the monotonicity of |{ρ > h}|, we obtain that s is concave.
Comparing (2.4) with (2.1), the function h(s) in (2.1) is the inverse of s(h). Thus h is continuous, strictly increasing in (0, 1), convex, and satisfies lim s→0 + h(s) = 0, lim s→1 − h(s) = ρ ∞ . In addition, (2.5) directly implies that the right derivative of h satisfies
By monotonicity of h, we also know h is differentiable a.e. in (0, 1), with h satisfying (2.2).
To prove (c), we start with the identity
Since ρ is assumed to be radially decreasing, each level set {ρ > h} is a ball centered at origin with radius (c −1 n |{ρ > h}|) −1/n , thus we have ρ(x) > h if and only if |x| < (c −1 n |{ρ > h}|) 1/n . Combining this with (2.7) gives
finishing the proof of (c).
To show (d), note that if ρ is strictly radially decreasing within its support, it implies {ρ > h} = {ρ ≥ h} for all h > 0. Combining this fact with (2.5) and (2.6) gives that s(h) ∈ C 1 ((0, h ∞ )) with a strictly positive derivative, thus h(s) ∈ C 1 ((0, 1)). In addition, ρ s being strictly radially decreasing near the origin implies that lim h→ ρ − ∞ |{ρ > h}| = 0. Combining this with (2.7) and the fact that lim s→1 − h(s) = h ∞ , we have lim s→1 − h (s) = lim a→ h − ∞ |{ρ > a}| −1 = +∞.
2.2.
Interpolation using the height function. Let ρ 0 and ρ 1 be two radially symmetric and decreasing probability densities, with h 0 and h 1 as their associated height functions. We consider the curve {ρ t } t∈[0,1] of radially symmetric decreasing probability densities, whose height function h t is a linear interpolation between ρ 0 and ρ 1 :
and ρ t is determined by its height function h t via the relation (2.3), that is,
Note that ρ t itself is not the linear interpolation of ρ 0 and ρ 1 . In the next proposition, we will show that if ρ 0 , ρ 1 are both continuous, compactly supported, and strictly radially decreasing within their supports (which is indeed the case for stationary solutions to (1.1)), then {ρ t } t∈[0,1] is a Lipschitz curve in P 2 (R n ) with respect to the 2-Wasserstein distance, although it is not a geodesic. In addition, the energy functional is continuous in t for t ∈ [0, 1].
Assume both of them are compactly supported, and strictly radially decreasing within the support of each of them. Consider the interpolation curve {ρ t } t∈[0,1] defined by (2.8) and (2.9). Then {ρ t } t∈[0,1] is a Lipschitz curve in P 2 (R n ) with respect to the 2-Wasserstein distance d 2 .
In addition, if m ≥ 1 and W satisfies (W1) and (W2), we have
(2.10)
The proof of Proposition 2.2 will be postponed to Section 4.1. The main motivation for us to define this interpolation curve ρ t is that it turns out that the interaction energy I[ρ t ] is strictly convex along this curve for all attractive potentials. In addition, the entropy S[ρ t ] is convex if and only if m ≥ 2. As a result, we have that E[ρ t ] is strictly convex along this curve for all attractive potentials when m ≥ 2. The convexity of S[ρ t ] for m ≥ 2 is rather straightforward to show, and we present the proof here.
Proof. Let Φ : R + → R + be a strictly increasing function that is smooth in (0, ∞), and satisfies Φ (a) > 0 for all a > 0. Then we have
where the third equality follows from the change of variable y = Φ(h t (s)), and the last equality is due to (2.2).
In general, the convexity of this integral in t requires that Φ being convex. To see this, taking the second derivative in t of (2.11), and using the definition of h t (s) in (2.8), we have
a log a for m = 1, we have
which is zero for m = 2, strictly positive for m > 2, and strictly negative for 1 ≤ m < 2. This finishes the proof.
Next we prove that the interaction energy is strictly convex along the interpolation curve in one dimension. The convexity proof in multi-dimension is computationally involved, thus we postpone it to Section 4.3.
Proposition 2.4. Assume W satisfies (W1) and (W2). Let ρ 0 , ρ 1 ∈ P(R) ∩ C(R) be two symmetric decreasing probability densities on R that are not identical. Consider the interpolation curve {ρ t } t∈[0,1] as given in (2.8) and (2.9). Then the function t → I[ρ t ] is strictly convex for t ∈ (0, 1).
Proof. Let us first prove the convexity of t → I[ρ t ], and we will upgrade it to strict convexity at the end of the proof. Note that the integral R ρ(W * ρ)dx is linear with respect to W . Since W is a radial function with W (r) > 0 for r > 0, it suffices to prove convexity of t → I[ρ t ] for each interaction potential of the form
where a > 0. To see this, note that once we prove the convexity of I[ρ t ] for each W a , for any attractive interaction potential W that is bounded below, we can express W (in the radial variable r) as
where w 0 = lim r→0 + W (r). Convexity of the function t → I[ρ t ] immediately follows from the linearity of I in W and the fact that W (a) > 0 for a > 0. And if W is unbounded below, we can set W := max{W, − −1 }, which is bounded for each > 0. Since the interaction energy with potential W is convex for all > 0, sending → 0 gives the convexity of t → I[ρ t ].
From now on, we replace W by W a in the definition of I. Using (2.3), I[ρ t ] can be written as
, |x − y| ≥ a ds 1 ds 2 .
Let us denote the integrand by I(t; s 1 , s 2 ). In the rest of the proof, we aim to show that t → I(t; s 1 , s 2 ) is convex in (0, 1) for a.e. s 1 , s 2 ∈ (0, 1), which would directly imply the convexity of
For any s 1 , s 2 ∈ (0, 1), we denote by R(t; s 1 , s 2 ) the rectangle centered at (0,0), with width and height given by 1 h t (s 1 ) and 1 h t (s 2 ) respectively. Note that I(t; s 1 , s 2 ) ∈ [0, 1) outputs the portion of the rectangle lying outside the diagonal stripe S a := {(x, y) ∈ R 2 : |x − y| < a}, that is,
For every t, s 1 , s 2 ∈ (0, 1), depending on the side lengths of R(t; s 1 , s 2 ), exactly one of the following four cases can happen. See Figure 3 for an illustration of Cases 1-3. Figure 3 . Illustration of the three cases for the rectangle R(t; s 1 , s 2 ).
We start by pointing out that for every t ∈ (0, 1), Case 0 only happens for a zero-measure set of (s 1 , s 2 ) ∈ (0, 1) 2 , therefore can be omitted. This is because for every t ∈ (0, 1), the function s → h t (s) is strictly increasing for s ∈ (0, 1), which follows from Lemma 2.1(a) and the fact that ρ 0 , ρ 1 are both continuous. As a result, for every t ∈ (0, 1) and s 1 ∈ (0, 1), there are at most two values of s 2 ∈ (0, 1) such that Case 0 happens, which yields a zero-measure subset in (0, 1) 2 .
In the rest of the three cases, we aim to show that ∂ 2 ∂t 2 I(t; s 1 , s 2 ) ≥ 0. Case 1 is straightforward: first note that in this case we have R(t; s 1 , s 2 ) ⊂ S a , thus I(t; s 1 , s 2 ) = 0. In addition, the continuity of the map t → h t (s i ) for i = 1, 2 gives that R(t; s 1 , s 2 ) ⊂ S a for allt sufficiently close to t, leading to ∂ 2 ∂t 2 I(t; s 1 , s 2 ) = 0. In Case 2, without loss of generality we assume that 1 h t (s 1 ) ≥ 1 h t (s 2 ) . (That is, the width is longer than height). A direct computation (see Figure 3 for an illustration) yields that
Again, the continuity of the map t → h t (s) gives thatt, s 1 , s 2 belongs to Case 2 for allt sufficiently close to t, thus
In Case 3, let us denote f (t) := h t (s 1 ), g(t) := h t (s 2 ). We then have that the half-width and half-height of R(t; s 1 , s 2 ) are 1/(2f ) and 1/(2g) respectively. Note that t, s 1 In this case, the set R(t; s 1 , s 2 ) ∩ (S a ) c consists of two identical isosceles right triangles, whose legs have length 1 2f + 1 2g − a. (See Figure 3 for an illustration of this fact.) We thus have
Recall that f, g are positive for all t ∈ [0, 1], and they are affine functions of t. Thus f (t), g (t) are constants, which may be positive, negative, or zero. Taking the second derivative in t gives us
where the right hand side is a quadratic form of f and g . We compute its discriminant as
where the inequality is due to the follow reasoning: among the four parentheses on the right hand side, the first two are both positive due to the first inequality of (2.14), the third is positive due to f, g > 0, but the fourth is negative due to the second inequality of (2.14). Combining ∆ < 0 with the fact that g 2f 3 , f 2g 3 > 0, we have that ∂ 2 ∂t 2 I(t; s 1 , s 2 ) ≥ 0 for any f , g ∈ R, and in fact is strictly positive as long as f , g are both non-zero.
This finishes the convexity proof for Case 1-Case 3. Note that t → I(t; s 1 , s 2 ) is C 1 in [0, 1] (clearly the denominator is smooth for t ∈ [0, 1], and one can easily check that the numerator
, and is piecewise smooth. In Case 1-Case 3 we have shown that I is convex on each piece, leading to the convexity of t → I(t; s 1 , s 2 ) for t ∈ [0, 1] for a.e. s 1 , s 2 ∈ (0, 1). Thus the function t → I[ρ t ] is convex for t ∈ (0, 1).
Finally, to improve the convexity of t → I[ρ t ] into strict convexity, note that if ρ 0 and ρ 1 are not identical, h 0 (s) and h 1 (s) cannot be identical in (0, 1), thus they must be strictly ordered in some open interval. Without loss of generality, assume that there is some s 0 ∈ (0, 1), such that h 0 (s) < h 1 (s) in some small open neighborhood of s 0 . Then for every a ∈ (0, h 0 (s 0 )/2), we have that R(t; s 1 , s 2 ) belong to Case 3 for all s 1 , s 2 sufficiently close to s 0 , and for these s 1 , s 2 we have
∂t 2 I(t; s 1 , s 2 ) > 0 for a positive measure of (s 1 , s 2 ) for all sufficiently small a > 0, implying the strict convexity of t → I[ρ t ].
Remark 2.5. Even though in (W1) we assume that W (r) > 0 for all r > 0, from the last paragraph of the proof of Proposition 2.4, one can see that we can obtain strict convexity under a weaker assumption: all we need is that W (r) is non-decreasing in r for r > 0, and W (r) > 0 in (0, r 0 ) for some r 0 > 0. The same result holds for the multi-dimension proof in Proposition 4.5.
The multi-dimension proof will be postponed to Proposition 4.5. Finally, recall that E = S + I. Proposition 2.3 gives the convexity of S[ρ t ] along the interpolation curve for m ≥ 2, whereas Proposition 2.4 (1D case) and Proposition 4.5 (multi-dimension case) give the strict convexity of I[ρ t ] along the interpolation curve. Combining these results together immediately leads to the strict convexity of E[ρ t ] for m ≥ 2.
Theorem 2.6. Let ρ 0 , ρ 1 ∈ P(R n ) ∩ C(R n ) be two radially decreasing probability densities on R n that are not identical. Consider the interpolation curve {ρ t } t∈[0,1] as given in (2.8) and (2.9). Then the function t → E[ρ t ] is strictly convex for t ∈ (0, 1) for m ≥ 2.
Definitions and uniqueness proof of steady states
In this section, we state the notion of steady states to (1.1) and their properties. We then present the proofs for uniqueness of steady states. We first give a shorter proof when (1.1) has a rigorous gradient flow structure in Section 3.2. We then deal with the general case in Section 3.3.
3.1.
Definition and basic properties of steady states. We define the steady state of (1.1) as follows, similar to [23, Definition 1]. Definition 3.1. We say that ρ s ∈ P(R n ) ∩ L ∞ (R n ) is a steady state of the evolution equation
in the sense of distributions in R n .
Below we state some properties of the steady state that we will use later. The proof is a combination of the arguments in the previous literature, which we briefly outline for the sake of completeness.
be a steady state to (1.1) in the sense of Definition 3.1. Then ρ s satisfies the following: where C i can be different if ρ s has more than one connected components.
The proof of (b) follows from [23, Theorem 3]: even though the theorem is stated for Riesz potentials, it does not use any special homogeneity property of the potential, and the proof can be directly adapted to potentials satisfying (W1), (W2) and (W3). Note that ρ s being radially decreasing implies that its support has a single connected component, and combining this with (3.2) gives (c).
To show (d), if lim r→∞ W (r) = +∞, it implies lim r→∞ (W * ρ s )(r) = +∞ for any radially decreasing ρ s ∈ P(R n ). Thus ρ s must have compact support, otherwise it would violate (c). Next we aim to prove (d) under the condition m ≥ 2 and lim r→∞ W (r) being finite. Without loss of generality let lim r→∞ W (r) = 0, so that W is non-positive by assumption (W1). Towards a contradiction, assume that supp ρ s = R n . The fact that ρ s ∈ P(R n ) is radially decreasing gives lim r→∞ ρ s (r) = 0 and lim r→∞ (W * ρ s )(r) = 0, so (c) becomes
If m > 2, we have ρ m−1 s (r) ρ s (r) as r → ∞, but on the other hand because ρ is radially symmetric decreasing and −W is positive there exists some c(W ) > 0 such that ((−W ) * ρ s )(r) ≥ cρ s (r) for 13 all r > 1, and these two facts contradict with (3.3). If m = 2, note that (3.3) and the fact that (−W ) ≥ 0 imply that W ∈ L 1 (R n ) and R n (−W )dx = 2, which allows us to take the Fourier transform on both sides of (3.3) and obtain
We can then apply the proof of [14, Theorem 3.5] to conclude that there cannot be such a W .
Finally, to prove (e), all we need is to improve the radially decreasing result of ρ s in (b) into strictly radially decreasing within supp ρ s . By (c), we have m m−1 ρ m−1 s = C − W * ρ s for some C in B(0, R s ). Using the fact that ρ s is radially decreasing and −W is strictly radially increasing (due to (W1)), we have that C −W * ρ s is strictly radially decreasing, which implies that ρ s = ( m−1 m (C −W * ρ s )) 1/(m−1) is also strictly radially decreasing for r ∈ (0, R s ).
3.2.
A shortcut of uniqueness proof for equations with a gradient flow structure. As we have discussed in the discussion, (1.1) is formally a gradient flow of E in P 2 (R n ) endowed with the 2-Wasserstein distance d 2 . The gradient flow theory has been rigorously established for λconvex potential W ; see the books [2, 53] and the references therein. For such potentials, for any
In addition, the gradient flow coincides with the unique weak solution of (1.1) with initial data ρ 0 . Recently, the gradient flow theory has been generalized to energy functionals E that are ω-convex [30] (where ω is some modulus of convexity), and to the attractive Newtonian potential [27] .
For all these potentials where the gradient flow theory has been rigorously established, we have a short proof of uniqueness of steady states, which we present below. Next we consider the energy functional E[ρ t ] along the interpolation curve, where E[ρ t ] is continuous for t ∈ [0, 1] by Proposition 2.2, and strictly convex by Theorem 2.6. Note that for a continuous and convex function in [0, 1], its left/right derivative is well-defined pointwise (which may be ±∞ at the endpoints), and the strict convexity gives that
.
Thus at least one of the following two conditions must be true :
(3.4) In the rest of the proof, using the gradient flow structure and the fact that both ρ s 0 and ρ s 1 are steady states, we will show that both inequalities in (3.4) must be false, leading to a contradiction.
By assumption, for any initial condition ρ 0 ∈ P 2 (R n ) with E[ρ 0 ] < ∞ and any T > 0, there exists an absolutely continuous curve ρ : [0, T ) → P 2 (R n ) with respect to 2-Wasserstein distance d 2 , which is a gradient flow of E and corresponds to the unique distributional solution to (1.1). More specifically, ρ(t) satisfies an Evolution Variational Inequality (EVI): see [1, Definition 3.5] for λ-convex potential, and [30, Definition 2.10] when W is the Newtonian potential. Then arguing as in [1, Proposition 3.6 ] (see also [24] when W is the Newtonian potential), we have that the EVI implies the following Energy Dissipation Inequality (EDI):
where the metric slope |∂E| and the metric derivative of ρ at time τ are given respectively by
In particular, when the initial data is ρ(0) = ρ s 0 , ρ(t) ≡ ρ s 0 is a distributional solution to (1.1) due to its stationarity. Thus the EDI becomes
Here the last inequality comes from the Lipschitz property in Proposition 2.2, where the Lipschitz constant C > 0 is some finite constant depending on ρ s 0 and ρ s 1 . Note that (3.5) contradicts with the first condition of (3.4).
Likewise, since ρ(t) ≡ ρ s 1 is also a steady state, the EDI leads to |∂E[ρ s 1 ]| = 0. An identical argument as (3.5) then gives
contradicting with the second condition of (3.4). We have shown that both equations of (3.4) must be false, thus there cannot be two different radially decreasing steady states ρ s 0 and ρ s 1 in L ∞ (R n ) ∩ P 2 (R n ), finishing the proof.
3.3.
Uniqueness proof for general attractive potentials. Next we aim to prove uniqueness of steady states for general attractive interaction potentials, for which the gradient flow definition is not well defined.
To begin with, we need to establish some extra regularity and non-degeneracy properties of ρ s . In the next lemma, we will show that ρ s is smooth inside its support, and has a strictly negative Laplacian at the origin. The smoothness property has been shown in [23] when W is a Riesz potential.
Lemma 3.4. Assume m > 1, and W satisfies (W1)-(W4). Let ρ s ∈ P(R n ) ∩ L ∞ (R n ) be a steady state to (1.1) in the sense of Definition 3.1, with center of mass at the origin. Then ρ s is smooth in the interior of its support, and satisfies the following non-degeneracy condition at the origin: is Lipschitz in B R 0 . The fact that ρ s is radially decreasing yields that ρ s ≥ ρ s (r) > 0 in B r for any r < R 0 , thus ρ s is Lipschitz in B r for r < R 0 (where the Lipschitz constant may blow up as r R 0 .) As a result, we have ρ s ∈ C α loc (B R 0 ) for any α ∈ (0, 1). Next we will use an iterative argument to obtain higher regularity of ρ s in B R 0 . Assuming that ρ s ∈ C α loc (B R 0 ) for some α > 0, in each iterative step our goal is to show
where k > −n is the power in the assumption (W2) such that W (r) ≤ C w r k−1 for all 0 < r < 1.
(Here if β > 1, the notation C β stands for C k,s , where k = β and s = β − k.)
Next we take a closer look on the second term on the left hand side, and aim to show that
Once this is done, (3.9) implies that m m−1 ρ m−1 s ∈ C β loc (B R 0 −4 ) for β as above. The fact that ρ s is bounded below by a positive constant in B R 0 −4 then implies that ρ s ∈ C β loc (B R 0 −4 ). Since 0 < 1 can be made arbitrarily small, we obtain (3.7).
Next we prove (3.10). Let us decompose (W φ ,2 ) * ρ s as
We deal with the term T 1 first. By Lemma A.1 in the appendix, the assumptions (W1) and (W2) imply that f 1 := W φ ,2 satisfies
In addition, the iteration assumption ρ s ∈ C α loc (B R 0 ) and the fact that
Thus properties of fractional Laplacian [51] gives that for any α ∈ (0, α),
where in the first inequality we use that g 1 is supported in B R 0 , and in the second inequality we apply [51, Proposition 2.5-2.7]. Combining Young's inequality with the above estimates for f 1 and g 1 , we have that for any α ∈ (0, α) and s as in (3.11) , [51, Proposition 2.9] gives that
. Combining this with the above regularity for T 1 finishes the proof of (3.10), thus gives (3.7) since > 0 can be made arbitrarily small. Once we obtain (3.7), we can iterate its proof and improve the regularity in B R 0 in each iteration, thus ρ s is smooth in the interior of B R 0 .
Next, we show the non-degeneracy property (3.6). For 0 < 1, we decompose W = W φ ,2 + W (1 − φ ,2 ). Using that W (1 − φ ,2 ) is smooth and radially symmetric, as well as the fact that ρ s is supported in B R 0 , we have
Since ρ s is smooth near the origin with ∇ρ s (0) = 0, there exists some finite constant C such that ∂ r ρ s (r) ≤ Cr for any r ∈ (0, 2 ).
Using that W ∈ L 1 loc (R n ) and that |∂ r φ ,2 | ≤ C −1 1 ( ,2 ) , we bound I 2 as lim →0 +
As for I 1 , using ∂ r W > 0, ∂ r ρ s ≤ 0 and the fact that ∂ r ρ s ≡ 0 for r ∈ (0, R 0 ), monotone convergence theorem gives lim →0 +
Putting the above limits for I 1 and I 2 together gives
Next, we use the C 2 regularity of ρ s near the origin and Young's inequality to bound
Combining (3.14) and (3.15) , we obtain the desired non-degeneracy result (3.6).
The above regularity and non-degeneracy result allows us to obtain some further regularity properties of the interpolation curve in Section 4.2. Using these properties, (in particular, using Proposition 4.4), we are now ready to prove Theorem 1.1 under the assumptions (W1)-(W4), without using the gradient flow structure.
Proof of Theorem 1.1. Towards a contradiction, assume that there exist two steady states ρ s 0 , ρ s 1 in L ∞ (R n ) ∩ P(R n ) that are not identical to each other up to a translation. By the same argument as in the first two paragraphs of the proof of Theorem 3.3, (note that the gradient flow structure was not used in these paragraphs), at least one of the following inequalities must be true:
By Proposition 4.4, we know the first equation in (3.16) must be false. Likewise, by considering the same interpolation curve with ρ 0 and ρ 1 interchanged, Proposition 4.4 gives that the second equation in (3.16) must also be false, leading to a contradiction.
Regularity and convexity along the interpolation curve
4.1. Lipschitz property of the interpolation curve. Assume that ρ 0 , ρ 1 ∈ P(R n ) ∩ L ∞ (R n ) are two radially decreasing compactly supported probability densities. In this subsection, we prove Proposition 2.2, which gives that {ρ t } t∈[0,1] is a Lipschitz curve with respect to the 2-Wasserstein distance. We start with a simple lemma that gives some additional properties of the interpolation curve ρ t .
Lemma 4.1. Let ρ 0 , ρ 1 ∈ P(R n ) ∩ L ∞ (R n ) be radially decreasing and compactly supported. Consider the interpolation curve {ρ t } t∈[0,1] defined by (2.8) and (2.9). Then we have the following:
(a) Denote supp ρ i =: B R i for i = 0, 1. Then ρ t is compactly supported for all t ∈ (0, 1) with
where R t := ((1 − t)R −n 0 + tR −n 1 ) −1/n for t ∈ (0, 1).
(4.2)
In particular, note that R t ≤ max{R 0 , R 1 } for t ∈ [0, 1]. (b) If ρ 0 and ρ 1 are both strictly radially decreasing within their supports, then so is ρ t for all t ∈ (0, 1). (c) If ρ 0 and ρ 1 are both in C(R n ), then so is ρ t for all t ∈ (0, 1).
Proof. Let us prove (a) first. Using the definition of h t in (2.8) and Lemma 2.1(b), we have
where R t is as defined in (4.2). Since ρ t is radially decreasing for all t ∈ (0, 1), the support of ρ t must be a ball centered at the origin, thus the above equality is equivalent with (4.1).
Next we prove (b). Let us take any fixed t ∈ (0, 1). By Lemma 2.1(d), we have that h i ∈ C 1 ((0, 1)) for i = 0, 1, thus it follows that h t ∈ C 1 ((0, 1)). By (2.7), we have that |{ρ > h t (s)}| is continuous in s for s ∈ (0, 1). Combining with the fact that h t (s) is continuous and strictly increasing in s (see Lemma 2.1(a)), we have that |{ρ t > h}| is continuous in h for h ∈ (0, ρ t ∞ ), thus ρ t is strictly radially decreasing.
Finally, to prove (c), note that since both ρ 0 and ρ 1 are continuous, h 0 (s) and h 1 (s) must be both strictly increasing in s in (0, 1) due to (2.7). As a result, for any t ∈ (0, 1), h t (s) is also strictly increasing for s ∈ (0, 1). This shows that ρ t must be continuous: if ρ t 0 is discontinuous for some t 0 ∈ (0, 1), then ρ t 0 (r) must have a jump discontinuity somewhere, thus h t 0 (s) must be a constant in some interval, a contradiction.
To understand the regularity properties of the interpolation curve, we will find a vector field V : R n × (0, 1) → R n such that ∂ t ρ t (x) + ∇ · (V (x, t)ρ t (x)) = 0 for t ∈ (0, 1) and x ∈ R n (4.3)
in the weak sense. Since ρ t is radial for t ∈ [0, 1], we can restrict ourselves to vector fields that have the form V (x, t) = v(|x|, t) x |x| . Note that for a fixed r > 0, v(r, t) is related to d dt Br ρ t (x) dx by the identity
To determine v(r, t), we will use another way to compute d dt Br ρ t (x) dx. (2.3) yields that
(4.5) By Lemma 3.2(b,e) and Lemma 4.1(b,c), for any t ∈ [0, 1] we have ρ t ∈ C(R n ), and is strictly radially decreasing with its support. Thus for any t ∈ [0, 1] and r ∈ (0, (c −1 n |supp ρ t |) 1/n ), there exists a unique s r,t that satisfies the implicit equation h t (s r,t ) = (c n r n ) −1 .
(4.6)
The definition of s r,t is illustrated in Figure 4 . By continuity of ρ t , we know s r,t also satisfies ρ t (r) = h t (s r,t ). Differentiating in t, we obtain that
Combining this with (4.4) and (4.7) gives the following explicit expression of v(r, t) (recall that
With v(r, t) explicitly given as above, we are now ready to prove Proposition 2.2.
Proof of Proposition 2.2. From the above computation, the interpolation curve {ρ t } t∈[0,1] satisfies the continuity equation
where v(r, t) is given by (4.8) . We claim that such V (x, t) satisfies the estimate |V (x, t)| = v(|x|, t) ≤ C|x| for all t ∈ (0, 1) and x ∈ supp ρ t , (4.9)
where C < ∞ depends only on ρ 0 and ρ 1 , and is independent of x and t.
In order to obtain (4.9), due to the explicit formula (4.8) for v(r, t), it suffices to control
. For any s ∈ (0, 1), using that h t (s) ≥ min{h 0 (s), h 1 (s)}, we have
For the fraction h 1 (s) h 0 (s) , by L'Hopital's rule and Lemma 2.1(b), we have
where in the last inequality we used that ρ 1 has compact support. Also,
The continuity of h 0 and h 1 in (0, 1) then yields that sup s∈(0,1)
for some C < ∞ only depending on ρ 0 and ρ 1 , finishing the proof of (4.9).
Once we obtain (4.9), using the Benamou-Brenier representation of the 2-Wasserstein distance [6, Proposition 1.1], we have that for every 0 ≤ t 1 < t 2 ≤ 1,
where the last inequality follows from (4.9) and Lemma 4.1(a). Thus (4.10) is the desired Lipschitz property of the interpolation curve.
Next we aim to prove (2.10). The fact that {ρ t } t∈[0,1] is a Lipschitz curve in 2-Wasserstein distance implies that ρ t is weakly continuous for t ∈ [0, 1] [50, Theorem 5.10]. Using that {ρ t } t∈[0,1] is uniformly bounded in L ∞ and radially decreasing, we also have that ρ t ∈ L ∞ t ([0, 1]; BV x ), where BV denotes functions of bounded variations. Combining the compactness of BV in L 1 and weak continuity of ρ t , we have that ρ t ∈ C t ([0, 1]; L 1 (R n )). Finally, using that ρ t ∈ L ∞ t,x , an interpolation argument shows that ρ t ∈ C t ([0, 1]; L p (R n )) for any 1 ≤ p < ∞, (4.11) and in particular taking p = m gives that S[ρ t ] ∈ C([0, 1]). Also, since the assumption (W2) implies that W ∈ L q loc (R n ) for some q > 1, this fact and (4.11) yield that I[ρ t ] ∈ C([0, 1]), and putting the two parts together gives (2.10).
Further Regularity.
In this subsection, our goal is to show:
without using the gradient flow structure of (1.1). To do so, we need to establish some further regularity properties of the interpolation curve in Lemma 4.3. Let us start with a simple lemma, saying that although h t (s) → +∞ as s → 1 − (as given in Lemma 2.1(d)), the singularity power is indeed the same for all t ∈ [0, 1], as long as ρ 0 and ρ 1 are both non-degenerate near the origin.
Lemma 4.2. Let ρ 0 , ρ 1 ∈ P(R n ) ∩ L ∞ (R n ) be strictly radially decreasing and C 2 in the interior of their support, and assume they both satisfy the non-degeneracy condition ∆ρ 0 (0) < 0 and ∆ρ 1 (0) < 0. Then there exist c, C ∈ (0, ∞) ands ∈ (0, 1) that only depend on ρ 0 , ρ 1 , such that
for all t ∈ [0, 1] and s ∈ (s, 1). (4.12)
Proof. It suffices to prove (4.12) for t = 0, 1, since the general result for t ∈ [0, 1] directly follows from the interpolation h t (s) = (1 − t)h 0 (s) + th 1 (s). From now on we focus on ρ 0 , and denote ρ 0 (r) : [0, R 0 ] → R as the function ρ 0 in the radial variable r. Since ρ 0 is strictly decreasing in r for 0 < r < R 0 , (2.3) leads to ρ 0 ((c n h 0 (s)) −1/n ) = h 0 (s) for all s ∈ (0, 1), and taking its derivative gives ρ 0 ((c n h 0 (s)) −1/n )h 0 (s) = −nc 1/n n h 0 (s) 2+ 1 n for all s ∈ (0, 1). (4.13)
By the non-degeneracy condition ∆ρ 0 (0) < 0, we have that ρ 0 (r) < 0 for 0 < r 1, thus ρ 0 ((c n h 0 (s)) −1/n ) < 0 for s ∈ (0, 1) sufficiently close to 1. This gives h 0 (s) = −nc 1/n n h 0 (s) 2+ 1 n ρ 0 c n h 0 (s)) −1/n > 0 for s ∈ (0, 1) sufficiently close to 1.
(4.14)
Since ρ 0 is C 2 around the origin with ∇ρ 0 (0) = 0, there exists some finite C 0 > 0 such that ρ 0 (r) ≥ −C 0 r for 0 < r 1. On the other hand, by the non-degeneracy condition ∆ρ 0 (0) < 0, there exists some c 0 > 0 such that ρ 0 (r) ≤ −c 0 r for 0 < r 1. Plugging these into (4.14), we know there exists some s 0 ∈ (0, 1) such that
for all s ∈ (s 0 , 1).
Integrating this differential inequality gives (4.12) for t = 0 for all s ∈ (s 0 , 1). An identical argument can treat the t = 1 case for all s ∈ (s 1 , 1) (where s 1 ∈ (0, 1)), thus by the interpolation h t (s) = (1−t)h 0 (s)+th 1 (s) we obtain (4.12) for all t ∈ [0, 1] and s ∈ (s, 1), wheres := max{s 0 , s 1 } ∈ (0, 1).
The next lemma deals with regularity of the time derivative ∂ t ρ t . 
where M is the space of signed Radon measures.
Here we say f :
Proof. Let us first prove that
gives ∂ r s r,t = ∂rρt(r) h t (sr,t) , and plugging it into T 2 gives
Note that for all t ∈ [0, 1] and r ∈ (0, R t ), using Lemma 4.2 we have
where in the second inequality we used Lemma 4.2 as well as the monotonicity of h 0 and h 1 by Lemma 2.1(a). Hence for any t ∈ [0, 1],
|T 1 (r) + T 2 (r)|ω n r n−1 dr ≤ C(ρ 0 , ρ 1 ), (4.18) where in the last inequality we used the uniform bound of R t in Lemma 4.1, and the fact that
This finishes the proof of (4.16).
Next we aim to show
where we use the first identity of (4.8) in the second equality. Differentiating in t, we have
Note that ∂ t s r,t can be explicitly computed as follows. Differentiating (4.6) in t (and note that its right hand side is independent of t) gives
where we use that 1 h t (sr,t) = − ∂rρt(r) nc 1/n n h t (sr,t) 2+1/n in the last inequality, which follows from (4.13) (note that even though the equation is stated for ρ 0 , it indeed works for ρ t as well, which is known to be strictly decreasing in its support) and (4.8) .
Plugging (4.21) into (4.20) , the left hand side of (4.20) can be bounded as
where in the second inequality we use (4.17) to control the fraction, and also used ∞ 0 |∂ r ρ t |dr = Rt 0 |∂ r ρ t |dr ≤ max{ ρ 0 ∞ , ρ 1 ∞ }, as well as the fact that h t (s r,t ) ≥ min{h 0 (0), h 1 (0)} > 0. Since the right hand side of (4.22) is independent of t, this concludes the proof of (4.19).
Finally, we put (4.16) and (4.19) together, and apply the Aubin-Lions type Lemma. The com-
Using the previous regularity lemma, for the interpolation curve between any two radial stationary solutions ρ 0 and ρ 1 , we show its energy functional E[ρ t ] has a zero right derivative at t = 0.
Proposition 4.4. Let ρ 0 and ρ 1 be two radially symmetric steady states in the sense of Definition 3.1. We consider ρ t : [0, 1] → P(R n ) the interpolation given by (2.9) . Then for m ≥ 2, we have
Proof. We decompose the energy into the entropy and interaction part. For the entropy S, we use (2.11) with Φ(s) = 1 m−1 s m to rewrite it as
(1 − t)h 0 (s) + th 1 (s) m−1 ds for all t ∈ (0, 1), thus the finite difference can be written as
Note that for all s ∈ (0, 1), the integrand converges to (m − 1)h m−2 0 (h 1 − h 0 ) as t → 0 + . In addition, since m ≥ 2, due to the convexity of h → h m−1 , the absolute value of the integrand is bounded by
Next we deal with the interaction energy I[ρ t ] = 1 2 R n ρ t (ρ t * W )dx, and aim to show that
Once this is done, adding the two inequalities above directly yields (4.23), finishing the proof. 23 We use the representation of the interpolation curve by the continuity equation. Notice that for any t ∈ (0, 1), we have
Let us point out that
To see this, recall that in (4.11) we showed that ρ t ∈ C t (L p x ) for any p ∈ [1, ∞). Combining this with the property that W ∈ L q loc for some q > 1 (by (W2)), as well as the fact that {ρ t } t∈[0,1] are uniformly compactly supported by Lemma 4.1(a), we have (4.26).
Using the continuity property in t, we can send t → 0 + in (4.25) to obtain
where we used Definition 3.1 in the second-to-last inequality.
Writing ρ 0 (x) = ρ 0 (r), the above integral can be written in radial coordinates as
where v(r, 0) is given by (4.8) . Next, we want to take the monotone change of variables c n r n = 1 h 0 (s) to express the right hand side of (4.28) as an integral of s. With this change of variables, we have the identities
and ω n r n−1 dr = − h 0 (s) h 0 (s) 2 ds = nc 1/n n h 0 (s) 1/n ρ 0 ((c n h 0 (s)) −1/n ) ds = nc
where we used the expression for h (s) in (4.14) . Plugging the above into (4.28), and note that we Combining this with (4.27) and (4.28) gives (4.24), finishing the proof. 24 4.3. Convexity of the interaction energy along the curve. In this section, we aim to prove the following proposition:
Proposition 4.5. Let ρ 0 , ρ 1 ∈ P(R n ) ∩ C(R n ) be two radially decreasing probability densities on R n that are not identical. Consider the interpolation curve {ρ t } t∈[0,1] as given in (2.8) and (2.9). Then the function t → I[ρ t ] is strictly convex for t ∈ (0, 1).
Proof. Most of this proof is devoted to the convexity of t → I[ρ t ], except that at the very end we will improve the convexity into strict convexity. By an identical argument as in the first paragraph of the proof of Proposition 2.4, it suffices to obtain the convexity of t → I[ρ t ] for each interaction potential of the form W = W a for all a > 0, with W a (|x|) given by the step function (2.12).
For the potential W = W a , using (2.3), we rewrite the interaction energy in R n as
Denote the integrand by I(t; s 1 , s 2 ). In order to show that I[ρ t ] is convex in t, it suffices to show that I(t; s 1 , s 2 ) is a convex function of t for a.e. s 1 , s 2 ∈ (0, 1). Let us rewrite I as
x a ≤ (c n a n h t (s 1 )) −1/n , y a ≤ (c n a n h t (s 2 )) −1/n , x a − y a > 1 = a 2n h t (s 1 )h t (s 2 ) (x, y) : |x| ≤ (c n a n h t (s 1 )) −1/n , |y| ≤ (c n a n h t (s 2 )) −1/n , |x − y| > 1 .
For any fixed s 1 , s 2 ∈ (0, 1), let us introduce R(t) := (c n a n h t (s 1 )) −1/n and r(t) := (c n a n h t (s 2 )) −1/n for t ∈ [0, 1], so that we can rewrite I in terms of R(t) and r(t):
I(t; s 1 , s 2 ) = c −2 n R(t) −n r(t) −n (x, y) : |x| ≤ R(t), |y| ≤ r(t), |x − y| > 1 =: I(R(t), r(t)).
(4.29) From now on, by a slight abuse of notation, we will denote the function as I(R(t), r(t)). Recall that R(t) −n and r(t) −n are both affine functions of t, since h t (s 1 ) and h t (s 2 ) are both affine in t.
For almost every (s 1 , s 2 ) ∈ (0, 1) 2 , we are in one of the following cases. (By an identical argument as in Proposition 2.4, we can show that |R(t) − r(t)| = 1 or R(t) + r(t) = 1 only happen for a zero measure set of (s 1 , s 2 ) ∈ (0, 1) 2 .) Case 1. R(t) + r(t) < 1. In this case we have I(R(t), r(t)) = 0, and it remains zero in a small interval containing t, thus d 2 dt 2 I(R(t), r(t)) = 0. Case 2. |R(t) − r(t)| > 1. Without loss of generality, assume that R(t) − r(t) > 1. Then we have
dxdy (since B(y, 1) ⊂ B(0, R) for y ∈ B(0, r))
And since R(t) −n is an affine function of t, this leads to d 2 dt 2 I(R(t), r(t)) = 0 in some interval containing t.
Case 3. |R(t) − r(t)| < 1 and R(t) + r(t) > 1. The analysis in this case will be much more involved compared to the 1D proof, since we no longer have an explicit formula of I as a function of t.
Denote α := d dt (R −n ) and β := d dt (r −n ). Note that α, β are constants, which could be positive or negative. We will express d 2 dt 2 I as a quadratic function of α and β (where the coefficients depends on R, r and I RR , I Rr , I rr ), and investigate the coefficients of this quadratic function.
Let us start with the first derivative d dt I(R(t), r(t)): d dt I(R(t), r(t)) = I R (R(t), r(t)) R (t) + I r (R(t), r(t)) r (t).
(4.30)
By definition of α and β, we have
thus
Plugging these into (4.30) gives the following, where we compress the dependence on the variables for notational simplicity:
Taking another derivative in t on both sides gives
With u, v, w defined as above (all are functions of R, r), d 2 dt 2 I can be written as a quadratic function of α, β as n 2 d 2 dt 2 I(R(t), r(t)) = uα 2 + 2vαβ + wβ 2 . In order to show that it is nonnegative for all α, β ∈ R, it suffices to show that u, w > 0 and uw − v2 > 0. By Lemma 4.6, which we will prove right after this proof, we have the explicit expressions of u, v, w:
wherec n and S(R, r) are defined in Lemma 4.6. A direct computation gives
where we used the fact that (R 2 + r 2 − 1) 2 − 4R 2 r 2 = −S(R, r) in the last identity. Since u, w > 0 and uw − v 2 > 0, we then have d 2 dt 2 I ≥ 0 for all α, β ∈ R, finishing the convexity proof. Finally, it remains to upgrade the convexity into strict convexity when ρ 0 and ρ 1 are not identical. This can be done in the same way as the end of the proof of Proposition 2.4: If ρ 0 and ρ 1 are not identical, without loss of generality we can assume h 0 (s) < h 1 (s) in some small open interval containing s 0 ∈ (0, 1). Then for all a > 0 that is sufficiently small and s 1 , s 2 sufficiently close to s 0 , we have that R(t) := (c n a n h t (s 1 )) −1/n and r(t) := (c n a n h t (s 2 )) −1/n belong to Case 3. In addition, for these s 1 , s 2 we have ∂ t h t (s) = h 1 (s) − h 0 (s) > 0 for t ∈ (0, 1), implying that R (t) < 0 and r (t) < 0, thus α, β in (4.31) are both strictly positive. Combining this with the fact that uw − v 2 > 0, we have that ∂ 2 ∂t 2 I(t; s 1 , s 2 ) > 0 for a positive measure of (s 1 , s 2 ) for all sufficiently small a > 0, implying the strict convexity of t → I[ρ t ].
Finally, it remains to prove Lemma 4.6. Recall that in the proof above, for any R, r > 0 satisfying |R − r| < 1 < R + r, the function I(R, r) is given by (4.29), namely
Next we will obtain the following explicit expressions on the second derivatives of I. Although this is the most straightforward way to express I, its second derivative would involve second derivatives of A, whose analytical expression is difficult to obtain. To circumvent this difficulty, we express I(R, r) in another way as follows. By introducing f := 1 B(0,R) , g := 1 B(0,r) and h := 1 B(0,1) , note that (4.32) can be rewritten as
and writing the last integral in radial variable gives
again the integral has upper limit r + 1 since A(r, 1; s) ≡ 0 for all s ≥ r + 1. Differentiating, we get
where we have used that A(r, 1; r + 1) = 0. We will use (4.37) and (4.38) to obtain explicit expressions of U and V in (4.33) and (4.34) . Once this is done, since I(R, r) is symmetric in R, r, a parallel argument gives that W is equal to the right hand side of (4.33) (with R and r switched). Since S(R, r) is also symmetric in R, r, we then have that U = W .
Step 2. Partial derivatives of A(r, 1; s). To prepare for the computations later, in this step we find an integral representation of the term A(r, 1; s) (which appears in the integrand of (4.36)), and find its first derivatives with respect to r and s. Note that s ∈ (R, r + 1) and the assumption |R − r| < 1 < R + r imply that |s − r| < 1 < s + r. In other words, there exists a triangle with side lengths r, s, 1.
Consider two balls with radius r and 1 centered at O = (0, 0) and P = (s, 0) respectively (0 denotes the zero vector in R n−1 ). By definition, A(r, 1; s) is the volume of the intersection of the two balls in R n . To compute A(r, 1; s), we take Q to be any point on both spheres. Let l(r; s) be the distance from Q to the x 1 -axis, and s 1 (r; s) be the x 1 coordinate of Q. The definitions of A(r, 1; s), l(r; s) and s 1 (r; s) are illustrated in Figure 5 .
By law of cosines, we have cos ∠QOP = r 2 +s 2 −1 2rs . This immediately yields
and l(r; s) = r 2 − s 2 1 (r; s) = 4r 2 s 2 − (s 2 + r 2 − 1) 2 2s .
We note that the area of the triangle OP Q is given by
where the right hand side is given by Herron's formula (4.35) . Figure 5 . Illustration of the definitions of A(r, 1; s), l(r; s) and s 1 (r; s). For two balls in R n with radii r and 1 respectively, A(r, 1; s) denotes the volume of their intersection in R n (colored in yellow). Let Q be any intersection of the two spheres. We define l(r; s) as the distance from Q to the x 1 -axis, and s 1 (r; s) as the x 1 coordinate of Q.
For any hyperplane in R n perpendicular to the x 1 -axis, its intersection with the yellow region is non-empty if and only if the x 1 coordinate of the hyperplane is between s − 1 and r. In this case, the intersection is an (n − 1)-dimension ball with radius h(x 1 ), given by the following (the definition of h(x 1 ) is also illustrated in Figure 5 ):
This allows us to express A(r, 1; s) as an integral in We then compute the partial derivatives of A as follows. (Note that s 1 (r; s) is a function of r, s, even though the dependence are compressed below for notational simplicity.) Step 3. Explicit formula for U, W . In this step we prove (4.33). As we discussed at the end of
Step 1, it suffices to focus on U and aim to show that
and the identity for W would follow from a parallel argument.
Using (4.37), we get that
n ω n R n rA R (r, 1; R).
By (4.42), we have A R (r, 1, R) = −c n−1 l(r; R) n−1 . Therefore,
where in the second step we used the fact ω n = nc n as well as the relationship 1 2 Rl(r; R) = We can then use integration by parts to express Γ 1 as follows: In this section, for 1 < m < 2, given any attractive potential W 0 satisfying (W1) and (W2) with k > −n(m − 1) and k ≥ −n + 2, we aim to modify its tail to construct a new attractive potential that has infinitely many radially decreasing steady states in P(R n ). The reason for the two extra assumptions k > −n(m − 1) (i.e. (1.1) is in the diffusion-dominated regime) and k ≥ −n + 2 (i.e. W is no more singular than the Newtonian potential at the origin) is that even though the result only deals with steady states, our proof strategy however requires the dynamical solution to (1.1) to exist globally in time. Under these extra assumptions, it was established in [5] that for any initial data ρ 0 ∈ P(R n ) ∩ L ∞ (R n ), there exists a unique global-in-time weak solution ρ(·, t) to (1.1), which satisfies the Energy Dissipation Inequality: for any t > 0, we have
where D[ρ] = R n ρ|∇( m m−1 ρ m−1 + W * ρ)| 2 dx.
5.1.
Modifying the tail. Let us take any attractive potential W satisfying (W1) and (W2) with k > −n(m − 1) and k ≥ −n + 2. Assume W has a radial steady state ρ s that is supported in some B(0, R). Note that no matter how we modify W outside B(0, 2R), ρ s is still a steady state, since sup x,y∈supp ρs dist(x, y) ≤ 2R. With this in mind, we will modify W as follows to obtain a new steady state. Let η : R → R be a smooth cut-off function, such that η(s) = 0 for s ≤ 0 1 for s ≥ 1, (5.2) and η is strictly increasing in (0, 1) with η < 2. We then modify W (x) into
where w 1 and w 2 are both radial, and by a slight abuse of notation we define them below as functions of the radial variable r. Let their derivatives be given by
for all r > 0, (5.4) and w 2 (r) := η r − 2R R for all r > 0, (5.5) where > 0 is a small constant to be determined later. Note that w 1 (r) = W (r) and w 2 (r) ≡ 0 for all r ∈ (0, 2R]. Let us set in addition that w 1 (r) = W (r) and w 2 (r) ≡ 0 in (0, 2R]. With such definition, W R, (r) is identical to W (r) for r ∈ [0, 2R], and it is smooth and strictly increasing for r ∈ (0, ∞). Note that (5.4) and (5.5) give that w 1 is constant for r ∈ [3R, +∞), and w 2 (r) ≡ for r > 3R. A sketch of W R, is given in Figure 6 .
slope ≡ Figure 6 . Illustration of W (red dotted curve) and the modified W R, (black curve).
5.2.
Heuristics for non-uniqueness. For the interaction potential W R, defined in (5.3), our goal is to show that if > 0 is sufficiently small, then there exists another steady state which is "flatter" than ρ s . Before the rigorous proof in the next subsection, let us first outline some formal heuristics here.
To see the motivation of modifying W into W R, , let us first consider the extreme case = 0, where W R, = w 1 is constant in [3R, ∞). In this case, we can subtract W R, by a constant such that W R, (3R) = 0. In this way, W R, ∈ L 1 (R n ) since it is compactly supported in B(0, 3R). Note that the solution to (1.1) remains unaffected as we add/subtract a constant to the interaction potential.
For an L 1 potential, the following formal scaling argument suggests that it is energy favorable for a sufficiently "flat" initial data to continue spreading. To see this, let us take any continuous function ρ with finite mass, consider its dilation ρ λ (x) := λ n ρ(λx), and check whether E[ρ λ ] is increasing or decreasing in λ as λ → 0 + . Under the dilation, we have (see [19, Section 2.3 .1] for a derivation)
When m < 2, since λ (m−1)n λ n for λ 1, we have that E[ρ λ ] is increasing in λ for λ 1, meaning that it is energy favorable for a sufficiently flat solution to become even flatter. As a result, for = 0 we expect that sufficiently flat initial data should spread to infinity as t → ∞.
Instead of setting = 0, we will actually work with a sufficiently small 0 < 1. On the one hand, using the smallness of , we will show that solutions with sufficiently flat initial data will remain flat for all time, thus ρ(·, t) cannot return to ρ s as t → ∞. On the other hand, for any > 0, it is not possible for ρ(·, t) to spread to infinity either: since W (r) grows linearly in r for large r, we will show that the first moment of ρ(·, t) is uniformly bounded in time. Putting these two pieces together will give us existence of another steady state that is flatter than ρ s .
5.3.
Proving non-uniqueness by tracking the L 3−m norm. In the following lemma, we show that when is sufficiently small in the modified potential W R, , solutions with sufficiently flat initial data will remain flat for all time. Here we control the "flatness" of a solution by tracking the evolution of its L 3−m norm. We choose this norm due to the technical reason that the degenerate diffusion term gives exactly −c(m) ∇ρ 2 2 , making the computation easier. Lemma 5.1. Let 1 < m < 2, and let W satisfy (W1) and (W2) with k > −n(m−1) and k ≥ −n+2. Given any R > 0, a > 0, there exists some δ 0 ∈ (0, a) and ∈ (0, 1) depending on W, R, a and n, such that the solution ρ(x, t) to (1.1) with interaction potential W R, defined in (5.3)-(5.5) satisfies the following: For any initial data with ρ 0 ∈ P(R n ) ∩ L ∞ (R n ) and ρ 0 3−m < δ 0 , the solution ρ(·, t) satisfies ρ(·, t) 3−m < δ 0 for all t > 0.
Proof. The evolution of R n ρ(x, t) 3−m dx in time can be computed as follows. Multiplying (1.1) by ρ 2−m and integrating in R n , we have
Integration by parts gives
where
Before we continue to estimate I 1 and I 2 , let us first point out some properties of the functions w 1 and w 2 defined in (5.4) and (5.5) . Without loss of generality, we can subtract w 1 by a constant (which does not change the solution ρ(·, t)) such that w 1 (3R) = 0. In this way, we have supp w 1 ⊂ B(0, 3R). Since w 1 also satisfies (W2) near the origin, w 1 q ≤ C(W, R) for all q ≥ 1 such that qk > −n, (5.8) 33 where C only depends on W and R. As for w 2 , we have
where we used η ∞ ≤ 2 and η ∞ ≤ 1 in the last inequality. Now let us estimate I 1 . By Hölder's inequality (for three functions), we have
where p is such that 2−m 3−m + 1 2 + 1 p = 1, which leads to p = 2(3−m) m−1 . Note that our assumption m ∈ (1, 2) gives that p > 2, thus Young's inequality and (5.8) yield that
where q is such that 1 q + 1 2 = 1 p + 1, that is, q = 3 − m. Let us check that qk > −n: using the assumption k > −n(m − 1) we have qk > −n(m − 1)(3 − m) > −n, where the last inequality follows from m ∈ (1, 2). This allows us to use (5.8) to control w 1 q , thus (5.11) becomes
and plugging this into (5.10) gives
In the rest of the proof, we fix δ 0 ∈ (0, a) such that C(W, R)δ 2−m 0 < m 4 , with C(W, R) as in (5.12 ). Since m ∈ (1, 2), there indeed exists such a δ 0 . Our goal is to show that for sufficiently small > 0 (to be fixed later), all solutions with initial data ρ 0 3−m < δ 0 satisfy that ρ(t) 3−m < δ 0 for all t > 0. To show this, it suffices to look at the first time that ρ(t) 3−m = δ 0 (call it t 1 ), and aim to show that d dt ρ(x, t) 3−m dx t=t 1 < 0.
From our choice of δ 0 and the definition of t 1 , at t = t 1 we can control I 1 as
Next we move on to I 2 . We first rewrite I 2 as
Let us apply the Young's inequality to I 2 , and combine it with (5.9) and ρ 1 = 1:
By the Gagliardo-Nirenberg inequality, we have
where θ = 2n(2−m) (3−m)(2+n) ∈ (0, 1). Combining this inequality with the assumption that ρ(t 1 ) 3−m = δ 0 , we have
Now we can choose > 0 sufficiently small such that
Finally, combining (5.13) and (5.14), we have |I(t 1 )| ≤ m 2 ∇ρ(t 1 ) 2 2 . Apply this to (5.7) gives
which contradicts the definition of t 1 , thus finishing the proof of the lemma.
In the next lemma, we show that the modified potential W R, in Lemma 5.1 indeed leads to a radial steady state ρ s with ρ s 3−m ≤ δ 0 . As we will see later in the proof of the main theorem, we will apply Lemma 5.2 iteratively to construct an interaction potential with infinitely many steady states.
Lemma 5.2. Let 1 < m < 2, and let W satisfy (W1) and (W2) with k > −n(m − 1) and k ≥ −n + 2. Given any R > 0, a > 0, let δ 0 ∈ (0, a) and ∈ (0, 1) be as given in Lemma 5.1. Then the equation (1.1) with interaction potential W R, has a compactly supported radially decreasing steady state
Proof. Let δ 0 ∈ (0, a) and > 0 be as given in Lemma 5.1, and take any radially symmetric initial data ρ 0 ∈ P(R n ) ∩ L ∞ (R n ) with ρ 0 3−m < δ 0 . It then follows from Lemma 5.1 that the solution ρ(·, t) to (1.1) with potential W R, satisfies ρ(t) 3−m < δ 0 for all t ≥ 0.
Since the interaction potential W R, has linear growth for large |x|, we claim that the first moment of ρ(·, t) is uniformly bounded in time. To see this, first note that the interaction energy itself is uniformly bounded in time: since E[ρ(t)] ≤ E[ρ 0 ] for all t ≥ 0, using the non-negativity of 1 m−1 ρ m (x, t)dx, we have that
By definition of W R, in (5.3)-(5.5), we have that W R, (x − y)dxdy ≥ w 1 (3R) + (|x| − 3R) + ≥ |x| + w 1 (3R) − 3R , and applying it to the previous inequality gives
Finally, to relate the interaction energy with the first moment, by [21, Lemma 2.8] and the fact that ρ 0 ∈ P(R n ), there exists a universal constant C, such that finishing the proof of the claim.
In addition, we have ρ L ∞ (R n ×(0,∞)) ≤ C 2 for some C 2 < ∞. This can be done by the same bootstrap iterative argument in [42, Theorem 1.1] on the L p norm for a sequence of p → ∞. Even though [42] focused on the Newtonian potential in the diffusion-dominated regime, the same proof can be applied to our potential W R, as well. Note that W R, is identical to W in a small 35 neighborhood of the origin, thus it satisfies (W2) with k > −n(m − 1) and k ≥ −n + 2. The first assumption ensures that the equation is in the diffusion-dominated regime, and the second assumption ensures that it is no more singular than the Newtonian potential.
In the rest of the proof we aim to show that there exists a steady state ρ s ∈ P(R n )∩L ∞ (R n ) with ρ s 3−m ≤ δ 0 and R n ρ s |x|dx ≤ C 1 . Roughly speaking, the idea is that "uniform-in-time bounds on ρ(t) + tightness of {ρ(t)} t>0 ⇒ existence of a steady state". The proof is mostly identical to [22, Theorem 4.12] , except the following two differences. The first is that in [22] , tightness of {ρ(t)} t>0 comes from a uniform-in-time bound of the second moment, which is obtained by using some special properties of Newtonian potential in 2D; whereas in this proof tightness comes from the uniform-in-time bound of the first moment (5.15 ). The second difference is that in this proof we will only obtain the existence of a steady state ρ s with the desired bound on the L 3−m norm and the first moment, but without any convergence result ρ(t) → ρ s as t → ∞; whereas in [22] one can obtain convergence as t → ∞ due to uniqueness of steady state in that setting.
For the sake of completeness, we briefly sketch the main steps below. By the Energy Dissipation Inequality thus equivalently, using the fact that D[ρ] = R n ρ|∇h[ρ]| 2 dx, we have that √ ρ j |∇h[ρ j ]| L 2 (R n ×(0,T )) → 0 as j → ∞.
(5.17)
By [22, Lemma 4.17] , there exists a functionρ ∈ L 1 (R n × (0, T )) ∩ L m (R n × (0, T )) and a subsequence of {ρ j } (which we still denote by {ρ j }), such that ρ j (x, t) ρ(x, t) in L 1 (R n × (0, T )) ∩ L m (R n × (0, T )) (5.18)
as j → ∞. Our goal is to show that the functionρ(x, t) is in fact independent of time (call it ρ s (x)), and it is a steady state of (1.1) with ρ s 3−m ≤ δ 0 and ρ s |x|dx ≤ C 1 .
First, note that ρ j L ∞ (R n ×(0,T )) ≤ C 2 for all j, which follows from the bound ρ L ∞ (R n ×(0,∞)) ≤ C 2 . In addition, recall that we have ρ(t) 3−m ≤ δ 0 and ρ(t)|x| 1 ≤ C 1 for all t ≥ 0. Combining these with the weak convergence in (5.18), we have that ρ L ∞ (0,T ;L ∞ (R n )) ≤ C 2 , ρ L ∞ (0,T ;L 3−m (R n )) ≤ δ 0 , ρ|x| L ∞ (0,T ;L 1 (R n )) ≤ C 1 .
(5.19) 36 Proceeding as in Lemma 4.18, 4.19 and 4.20 of [22] , along a further subsequence (which we still denote by {ρ j }), we have ρ j →ρ in L q (R n × (0, T )) for any 1 ≤ q < ∞, ρ p j →ρ p in L 2 (0, T ; H 1 (R n )) for any m −
in L 2 (R n × (0, T ); R n ).
(5.20)
The above convergence results yield thatρ is a weak distributional solution to (1.1) with test functions in L 2 (0, T ; H 1 (R n )). In addition, since the L 2 norm is weakly lower semicontinuous, combining the third weak convergence result in (5.20) with (5.17) gives that ρ|∇h[ρ]| 2 = 0 a.e. in R n × (0, T ),
implying that √ρ ∇h[ρ] = 0 a.e. in R n × (0, T ). In addition, due to the convergence results in (5.20) we know thatρ is a weak distributional solution to (1.1) with test functions in L 2 (0, T ; H 1 (R n )). This gives that ∂ tρ = 0 in L 2 (0, T ; H −1 (R 2 )), thusρ(t, x) ≡ ρ s (x) is independent of time, and is a (weak) steady state. Since ρ(·, t) is a radial solution, we know that ρ s is radial as well, and thus must be radially decreasing by Theorem 2.2 of [22] . From (5.19) , we have that
From [22, Lemma 2.22] and using the uniform first moment of ρ j , we have that no mass is lost as we take the j → ∞ limit, that is, ρ s ∈ P(R n ).
Finally, note that the potential W R, satisfies (W1)-(W4): It satisfies (W1) and (W2) since W R, = W in some neighborhood of the origin. It satisfies (W3) and (W4) since W (r) is a constant for all sufficiently large r. In addition, lim r→∞ W R, = ∞, which allows us to apply Lemma 3.2(b,d) to conclude that ρ s is radially decreasing and compactly supported. Now we are ready to prove the main theorem for the non-uniqueness result.
Proof of Theorem 1.2. The potential W is constructed by an inductive argument. For the base step, using the given potential W 0 and R 0 > 0, let us take any a > 0 (e.g. a = 1), and let W 1 := W R 0 , be the interaction potential given in Lemma 5.2. From the way we modify the tails in (5.3)-(5.5) and the assumptions on W 0 , we have that W 1 ∈ C ∞ (R n \ {0}) ∩ W 1,∞ (B(0, R 0 ) c ), with ∇W 1 L ∞ (B(0,R 0 ) c ) ≤ max{ ∇W 0 L ∞ (B(0,3R 0 )\B(0,R 0 )) , 1}. By Lemma 5.2, equation (1.1) with potential W 1 has a compactly supported radially decreasing steady state ρ 1 s ∈ P(R n ) ∩ L ∞ (R n ), and we denote its support by B(0, R 1 ). (See the red curves in Figure 7 ).
Next we do the inductive step. For N ≥ 1, assume that we have already obtained an attractive potential W N ∈ C ∞ (R n \ {0}) ∩ W 1,∞ (B(0, R 0 ) c ) with a sequence of radial steady states {ρ i s } N i=1 , where ρ i s ∈ P(R n ) ∩ L ∞ (R n ) is compactly supported, and its support is denoted by B(0, R i ) respectively for i = 1, . . . , N . In addition, assume that W N satisfies the estimate ∇W N L ∞ (B(0,R 0 ) c ) ≤ max{ ∇W 0 L ∞ (B(0,3R 0 )\B(0,R 0 )) , 1}.
(5.21)
Our goal is to modify W N into W N +1 ∈ C ∞ (R n \ {0}) ∩ W 1,∞ (B(0, R 0 ) c ), such that it has an extra radial steady state ρ N +1 s in addition to {ρ i s } N i=1 , and it satisfies the estimate (5.21) with N replaced by N + 1. For such W , a and R, let δ 0 ∈ (0, a) and ∈ (0, 1) be as given in Lemma 5.2, and let W N +1 := W R, be the modified potential. By Lemma 5.1 and Lemma 5.2, equation (1.1) with potential W N +1 has a radially decreasing steady state ρ N +1 s ∈ P(R n ) ∩ L ∞ (R n ) with ρ N +1 s 3−m ≤ a. Note that ρ N +1 s must be different from all {ρ i s } N i=1 , since its L 3−m norm is less than a half of each of them by definition of a. In addition, since W N +1 agrees with W N in B(0, 2R), where R ≥ R i for 1 ≤ i ≤ N , we have that {ρ i s } N i=1 are still steady states for the potential W N +1 . As a result, the potential W N +1 has at least N + 1 radial steady states {ρ i s } N +1 i=1 . Moreover, from the way we modify the tails in (5.3)-(5.5), and using the fact that ∈ (0, 1), we have W N +1 ∈ C ∞ (R n \ {0}) ∩ W 1,∞ (B(0, R 0 ) c ), with the estimate
where we used the induction assumption (5.21) in the second inequality.
Finally, to find an attractive potential W with infinitely many steady states, let it be given by (5.23)
First note that this limit exists pointwise, since for each N ≥ 1 we have W i = W N for all i ≥ N in B(0, 2R), where R ≥ 2 N is given by (5.22) . This also gives that W ∈ C ∞ (R n \ {0}) ∩ W 1,∞ (B(0, R 0 ) c ), and it satisfies the estimate (5.21) with W N replaced by W . In addition, note that W = W N in B(0, 2R) with R given by (5.22) , where we have R > R N . This implies ρ N s is a steady state of (1.1) with potential W . Since N is arbitrary, we have that W leads to an infinite sequence of radially decreasing steady states {ρ i s } ∞ i=1 .
