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Abstract
This paper considers the problem of computing the squared volume of a largest j-dimensional
simplex in an arbitrary d-dimensional polytope P given by its vertices (a “V -polytope”), for arbi-
trary integers j and d with 16 j6d. The problem was shown by Gritzmann, Klee and Larman
to be NP-hard. This paper examines the possible accuracy of deterministic polynomial-time ap-
proximation algorithms for the problem. On the negative side, it is shown that unless P=NP,
no such algorithm can approximately solve the problem within a factor of less than 1.09. It is
also shown that the NP-hardness and inapproximability continue to hold when the polytope P
is restricted to be an a9ne crosspolytope.
On the positive side, a simple deterministic polynomial-time approximation algorithm for the
problem is described. The algorithm takes as input integers j and d with 16 j6d and a
V -polytope P of dimension d. It returns a j-simplex S ⊂ P such that
vol2(T )
vol2(S)
6A(Bj)j ;
where T is any largest j-simplex in P, and A and B are positive constants independent of j; d; P.
? 2003 Elsevier B.V. All rights reserved.
MSC: 90C30; 68Q17; 68W25; 52B55
Keywords: Containment problems; Simplex; Crosspolytope; Determinant; Inapproximability;
Polynomial-time; Approximation algorithm; Computational complexity; NP-hardness
1. Introduction
This paper studies some computational aspects of the problem of Cnding j-
dimensional simplices of maximum volume in d-dimensional polytopes. This is a
E-mail address: asa.packer@alum.swarthmore.edu (A. Packer).
0166-218X/03/$ - see front matter ? 2003 Elsevier B.V. All rights reserved.
doi:10.1016/S0166-218X(03)00226-9
214 A. Packer /Discrete Applied Mathematics 134 (2004) 213–237
basic problem in computational convexity, an area of mathematics that is concerned
with the algorithmic aspects of polytopes and more general convex bodies. Because
of various applications to the sciences and other areas of mathematics, the emphasis
in computational convexity is on the case where the dimension d is variable. The pa-
per [10] contains many results about largest j-simplices in d-polytopes, including an
NP-hardness result for the problem considered here. The present paper reCnes this
result in two ways: by proving an inapproximability result, and by showing that the
NP-hardness and inapproximability continue to hold for a restricted version of the prob-
lem, involving crosspolytopes rather than general polytopes. Also, to complement our
inapproximability result, we analyze a simple approximation algorithm for the largest
simplex problem, and bound its worst-case performance ratio.
For a survey of known results about the largest simplex problem and related con-
tainment problems in computational convexity, including some applications, see [9]. In
addition to the applications described in that paper, it should be mentioned that there
are a number of situations in the sciences where one has a set of data points in a
high-dimensional space, and there is reason to believe that the ideal shape of the cloud
of data points is that of a simplex. To recover that simplex from the noisy data, one
needs to Cnd a simplex which in some sense best approximates the shape of the data
cloud. A reasonable choice is a simplex of maximum volume contained in the convex
hull of the data points. Other candidates that have been considered are simplices of
minimum volume containing the data points, or simplices whose HausdorL distance
from the convex hull of the data points is minimal. Data sets of this type can come
from study of the concentrations of various substances in seaMoor sediment [21] or the
atmosphere [23], or the reMectances in various wavelengths of points on the surface of
the earth [1,7].
The paper is organized as follows. Section 2 presents some deCnitions and pre-
cisely states the main results. Section 3 collects some results, proved elsewhere, that
are used throughout the rest of the paper. Included in this section are two technical
lemmas that are useful for extending hardness and inapproximability results for largest
full-dimensional simplices to apply to largest simplices of more general dimension.
Section 4 contains the hardness and inapproximability results, and Section 5 contains
the analysis of the approximation algorithm.
2. Denitions and statements of main results
Everything in this paper takes place in real Euclidean space Rd for some d in the
set N of positive integers. We think of elements of Rd as column vectors and denote
them by bold letters, e.g., x= (x1; x2; : : : ; xd)T ∈Rd. The Euclidean norm of a vector x
will be denoted ‖x‖. Let Bd := {x∈Rd: ‖x‖6 1} denote the closed unit ball of Rd.
The subscript will be omitted if there is no risk of confusion. For a; b∈N, let Ka×b
denote the set of a× b matrices with entries in a set K . If K is a Celd then GL(K; a)
denotes the set of invertible a× a matrices with entries in K . For a matrix M , let MT
denote the transpose of M and M−T denote the transpose of M−1. If A∈Ka×b and
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B∈Kc×d, deCne the direct sum
A⊕ B :=
(
A 0
0 B
)
∈K (a+c)×(b+d):
For n∈N, let In denote the n× n identity matrix and Jn denote the n× n matrix all of
whose entries are 1. In some instances we will be considering expressions of the form
M ⊕ cIn, where M is a matrix and c∈R. In these cases it will be convenient to allow
the possibility that n = 0, interpreting the direct sum then as a vacuous operation. If
x∈Rd, then deCne diag(x)∈Rd×d to be the diagonal matrix whose diagonal entries
are the entries of x, in order.
For X ⊂ Rd, the standard notations conv(X ); aL(X ); lin(X ) will be used to rep-
resent, respectively, the convex hull, a9ne hull, and linear hull of X . If V ∈Rd×n,
let V c ⊂ Rd be the set of points that appear as columns of V . DeCne conv(V ) :=
conv(V c); aL(V ) := aL(V c), and lin(V ) := lin(V c). For a j-dimensional compact con-
vex set X , let vol(X ) denote the j-dimensional Lebesgue measure of X . Let relint(X )
denote the relative interior of X , i.e., the interior of X considered as a subset of the
topological space aL(X ).
If j; d∈N with j6d, a j-simplex in Rd is the convex hull of j + 1 a9nely inde-
pendent points of Rd. Relative to some Cxed polytope P, a j-simplex S ⊂ P is largest
if it has maximum volume among all j-simplices contained in P. The simplex S is
bound to P if all of the vertices of S are also vertices of P. It is shown in [10] that
among the largest j-simplices in P there is always at least one that is bound to P.
A j-crosspolytope in Rd is a set of the form
{w}+ conv({v1; : : : ; vj;−v1; : : : ;−vj});
where w; v1; : : : ; vj ∈Rd and v1; : : : ; vj are linearly independent. For V ∈GL(R; d), de-
Cne the d-crosspolytope C(V ) := conv(V c ∪ (−V )c) ⊂ Rd. We distinguish between
two types of bound simplices in crosspolytopes, called antipodal and nonantipodal.
An antipodal simplex has two vertices that form an antipodal pair of vertices of the
containing crosspolytope, and a nonantipodal simplex has no such pair of vertices. Rel-
ative to some Cxed crosspolytope C, a bound j-simplex S ⊂ C is a largest antipodal
j-simplex if S is antipodal and has maximum volume among all antipodal j-simplices
contained in C, and S is a largest nonantipodal j-simplex if S is nonantipodal and has
maximum volume among all nonantipodal j-simplices contained in C.
A j-parallelotope in Rd is a set of the form
{w}+ {c1v1 + · · ·+ cjvj : −16 ci6 1 for i = 1; : : : ; j};
where w; v1; : : : ; vj ∈Rd and v1; : : : ; vj are linearly independent. For V ∈GL(R; d), deCne
the d-parallelotope P(V ) := {Vx: x∈ [− 1; 1]d} ⊂ Rd.
We assume all the standard notions having to do with NP-hardness (see, for ex-
ample, [6]). Our model of computation is the standard binary Turing machine. In
particular, we do not consider any randomized algorithms. In all the problems consid-
ered here, it is assumed that convex polytopes in the input to a Turing machine are
presented as V -polytopes, that is, we specify a list of the coordinates of the vertices.
We restrict ourselves to polytopes where all the vertices have rational coordinates, so
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that the coordinates are easy to encode for a Turing machine. The other main way of
encoding polytopes is as H -polytopes, that is, we specify the coe9cients of the linear
inequalities deCning the polytopes. Since polytopes can have exponentially many more
vertices than facets, or vice versa, the two encoding methods are not equivalent when
studying questions of polynomial-time computability. See [8] for more details about
V - and H -presentations of polytopes. Our problems are phrased in terms of squared
volume of simplices instead of volume, since the squared volume of a simplex whose
vertices have rational coordinates is itself rational.
Denote the set of positive real numbers by R+. If f; g :N → R+, we say that
f(d) = (g(d)) if there is some c1 ∈R+ such that f(d)¿ c1g(d) for all d∈N. We
say that f(d) = O(g(d)) if there is some c2 ∈R+ such that f(d)6 c2g(d) for all
d∈N. If f(d) = (g(d)) and f(d) = O(g(d)), then we say that f(d) =(g(d)).
Finding largest j-simplices in arbitrary V -polytopes of dimension d, for arbitrary
j; d with j6d, is known to be NP-hard. Even if we restrict j to be a certain Cxed
function of d, the problem remains NP-hard if j grows su9ciently quickly with d.
More precisely, let f :N→ N be a function satisfying f(d)6d for all d, and consider
the following decision problem.
VLGSTSIMPLEXf:
Instance: (d; P; ), where d∈N; P is a d-dimensional rational V -polytope in Rd,
and ∈Q with ¿ 0.
Question: Is there an f(d)-simplex S ⊂ P with vol2(S)¿ ?
The results in [10] imply that if the function f satisCes f(d) = (d1=k) for some
k ∈N, and f(d) can be computed in time polynomial in d, then VLGSTSIMPLEXf is NP-
hard. Another proof, which also works for the H -polytope version of the problem and for
the analogous problems involving smallest containing simplices, can be found in [20].
One of the results of this paper is that, with the above conditions on f, the prob-
lem VLGSTSIMPLEXf remains NP-hard even if we restrict the input polytope to be a
crosspolytope. We show that the following problem is NP-hard, under the additional
assumption that f(d)¡d for all d. This assumption is necessary since, as we will see
later, Cnding largest d-simplices in a d-crosspolytope is trivial.
CROSSLGSTSPXf:
Instance: (d; V; ), where d∈N; V ∈GL(Q; d), and ∈Q with ¿ 0.
Question: Is there an f(d)-simplex S ⊂ C(V ) such that vol2(S)¿ ?
In contrast to this hardness result, we note that if the function f is bounded by
a constant, there is a simple polynomial-time algorithm for CROSSLGSTSPXf. Suppose
V ∈GL(R; d) and 16 j¡d. If S is an antipodal j-simplex in C(V ), then we will see
later that vol(S) is determined if one speciCes which set of j columns of V forms
a basis of lin(S). There are
(
d
j
)
such choices. If S is a nonantipodal j-simplex in
C(V ), then we will see that vol(S) is determined if one speciCes which set of j + 1
columns of V forms a basis of lin(S), together with signs for each of those j + 1
columns. There are 2j+1
(
d
j+1
)
choices, and since vol(S) = vol(−S) we can get away
with examining only 2j
(
d
j+1
)
of them. Since in any polytope there is always a largest
j-simplex that is bound, to determine the volume of a largest j-simplex in C(V ) it
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su9ces to examine the volumes of the antipodal and nonantipodal simplices. By the
above arguments there are
(
d
j
)
+ 2j
(
d
j+1
)
cases that need to be examined, each of
which can be examined in polynomial time by computing a determinant. If j = f(d)
is bounded by some constant, then the number of cases is polynomial in d, so this
exhaustive search is a polynomial-time algorithm. We also note that for f(d)=log(d),
for example, there is no obvious polynomial-time algorithm for CROSSLGSTSPXf, but
our NP-hardness result does not apply. In this case we do not know the complexity
of CROSSLGSTSPXf.
We have just seen that Cnding largest “high-dimensional” (but not full-dimensional)
simplices in crosspolytopes is NP-hard, while Cnding largest “low-dimensional” sim-
plices in crosspolytopes can be done in polynomial-time. In contrast, Cnding largest
1-simplices in parallelotopes is NP-hard (this is equivalent to Theorem 3.1 below).
Finding largest full-dimensional simplices in parallelotopes is di9cult as well—it sub-
sumes the famous problem on the existence of Hadamard matrices (see [12]). The
paper [20] contains a result relating, in certain cases, the largest d-simplices in a
d-polytope with the smallest d-simplices containing the polar of the polytope. This
can easily be used to show that the problem of Cnding smallest d-simplices containing
d-crosspolytopes also subsumes the Hadamard matrix problem. However, the problem
of Cnding smallest d-simplices containing d-parallelotopes has been completely solved
(see [15,16]).
Because of the NP-hardness of Cnding largest simplices, we are interested in poly-
nomial-time algorithms that Cnd “approximately largest” simplices. To make this notion
precise, we need some deCnitions. First of all, we rephrase the decision problems
VLGSTSIMPLEXf and CROSSLGSTSPXf as optimization problems.
VLGSTSIMPLEXoptf :
Instance: (d; P), where d∈N and P is a d-dimensional rational V -polytope in Rd.
Question: What is the squared volume  of a largest f(d)-simplex in P?
CROSSLGSTSPXoptf :
Instance: (d; V ), where d∈N and V ∈GL(Q; d).
Question: What is the squared volume  of a largest f(d)-simplex in C(V )?
For our purposes, an optimization problem involves the computation of a function p
mapping some set X of instances to R+. For example, in the problem CROSSLGSTSPXoptf ,
the function p is deCned by setting p(d; V ) equal to the squared volume of a largest
f(d)-simplex in C(V ). Let $; $∗; %∈R+ with %¿ 1. Then we say that $∗ is an %-
approximation of $ if $=%6 $∗6 %$. Let P be an optimization problem, involving the
computation of a function p from a set X to R+. Let A be an algorithm that produces,
for each x∈X , a positive real number a(x). Let h :X → R+ be a function satisfying
h(x)¿ 1 for all x∈X . Then we say that A is an h(x)-approximation algorithm for
P if for all x∈X; a(x) is an h(x)-approximation of p(x). If h(x) = O(q(x)) for some
q :X → R+, then we say that A is an O(q(x))-approximation algorithm for P. We are
particularly interested in the case where h is a constant function. For %∈R with %¿ 1,
we say that the performance ratio of polynomial-time approximation for P is greater
than (resp. at least) % if for every polynomial-time h(x)-approximation algorithm for
P; h(x)¿% (resp. h(x)¿ %) for some x∈X .
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In this paper we show that, when f satisCes the same conditions as in our NP-
hardness result for CROSSLGSTSPXf, the performance ratio of polynomial-time approxi-
mation for CROSSLGSTSPXoptf is at least 1.09. In the language of computational complex-
ity theory (see [13]), our result implies that the problem CROSSLGSTSPXoptf is APX-hard.
It turns out that, in the very special case where d − f(d) is bounded by a constant,
the problem CROSSLGSTSPXoptf has a polynomial-time 7/3-approximation algorithm, and
thus is in the class APX. We do not know if CROSSLGSTSPXoptf is in the class APX
for more general functions f.
On the positive side, for each k ∈N we exhibit a simple polynomial-time O((j= k√k!)j)-
approximation algorithm for the following problem.
VLGSTSIMPLEXopt:
Instance: (d; j; P), where d; j∈N with j6d, and P is a d-dimensional rational
V -polytope in Rd.
Question: What is the squared volume  of a largest j-simplex in P?
Our algorithm not only determines an approximation ∗ of the squared volume of a
largest j-simplex, but produces a simplex contained in P with squared volume ∗.
Brieden et al. [4] have studied polynomial-time approximation of largest simplices in
general convex bodies, using a more general model of computation where the bodies are
speciCed by oracles. Their inapproximability results do not apply to the problems we are
considering, since a V -presentation of a polytope provides more information about the
polytope than an oracle of the type they use. However, their approximation algorithm
can be applied to the problems we are considering as well as to the corresponding
problems for H -polytopes, since for V - or H -polytopes one can simulate the behavior
of the oracle in polynomial time. This gives a polynomial-time O((cd)2j)-approximation
algorithm for VLGSTSIMPLEXopt, where c is a constant independent of d and j.
There has also been work done on Cnding largest contained simplices and smallest
containing simplices for polytopes of Cxed low dimension. Klee and Laskowski [14]
presented an O(n log2(n)) time algorithm for Cnding the triangles of minimum area
containing a given convex n-gon. This was improved to O(n) by O’Rourke et al. [18].
Chandran and Mount [5] found a connection between the largest triangles contained in
a convex n-gon and the smallest triangles containing the n-gon. They used this to come
up with an O(n) time algorithm that Cnds both largest contained triangles and smallest
containing triangles for n-gons. Vegter and Yap [22] found some conditions that must
be satisCed by minimum volume tetrahedra containing 3-polytopes. Zhou and Suri [25]
have a (n4) time algorithm for Cnding a tetrahedron of minimum volume enclosing a
polytope P ⊂ R3 with n vertices. They also have an O(n+1=(6) time algorithm that pro-
duces a tetrahedron whose volume is within a factor of 1+ ( of optimal, for any (¿ 0.
3. Background results
In this section we collect some results, proved elsewhere, that are used in the rest
of the paper. First we mention the problems that will be the starting points for the
transformations in our proofs.
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[− 1; 1]-PARMAX:
Instance: (d; V; ), where d∈N; V ∈GL(Q; d), and ∈Q with ¿ 0.
Question: Is there x∈ [− 1; 1]d with xTV TVx¿ ?
[− 1; 1]-PARMAXopt:
Instance: (d; V ), where d∈N and V ∈GL(Q; d).
Question: What is maxx∈[−1;1]dxTV TVx?
Theorem 3.1. The decision problem [− 1; 1]-PARMAX is NP-complete.
This is proved in [8], where the problem [−1; 1]-PARMAX is considered in the equivalent
form of lower-bounding the squared circumradius of a parallelotope.
Theorem 3.2 (Proved in Brieden et al. [3]). Unless P=NP, the performance ratio of
polynomial-time approximation for [− 1; 1]-PARMAXopt is greater than 1.09.
We also use the fact that there is a polynomial-time algorithm for computing the
determinant of a square rational matrix, using Gaussian elimination.
We use two formulas for the volume of a simplex. The Crst is quite well-known.
Theorem 3.3. Let S be a j-simplex in Rd. Let F be a facet of S and let v be the
vertex of S not contained in F. Then
vol(S) =
1
j
vol(F)dist({v}; aL(F)):
The second formula comes from [10].
Theorem 3.4. Let V ∈Rd×( j+1) have a:nely independent columns, and let S be the
j-simplex conv(V ). If 0∈ aL(S), then
(j!)2 vol2(S) = det(Jj+1 + V TV ):
If 0 is a vertex of S, then
(j!)2 vol2(S) = det(W TW );
where W ∈Rd×j is formed from V by deleting the zero column.
Finally, we present two lemmas that help with the following situation, which arises
in the course of our hardness and inapproximability proofs. Suppose we have an
m1-dimensional polytope P1 and we know the squared volume 1 of a largest j1-simplex
in P1 for some j1 ∈N with j16m1. Then we would like to construct a new polytope
P2 ⊃ P1 of dimension m1 + m2¿m1 by adding vertices to P1. The goal is that the
squared volume 2 of a largest j2-simplex in P2, for certain values of j2, should be
related to 1 in a somewhat predictable way. The two lemmas are in a sense com-
plementary to each other. The Crst covers the case j2 = j1; it gives a condition under
which none of the new vertices added to P1 are vertices of largest j2-simplices in
220 A. Packer /Discrete Applied Mathematics 134 (2004) 213–237
P2. The second lemma covers the case j2 = j1 +m2; it gives a condition under which
“many” of the new vertices are vertices of largest j2-simplices in P2.
Common hypotheses for the next two lemmas: let m1; m2 ∈N; A1 = {x∈Rm1+m2 :
xm1+1 = · · · = xm1+m2 = 0} and A2 = {x∈Rm1+m2 : x1 = · · · = xm1 = 0}. For i = 1; 2,
let Ci ⊂ Ai be a compact convex set with aL(Ci) = Ai and 0∈ relint(Ci).
Lemma 3.5. Let $ be the largest real number for which $(B ∩ A1) ⊂ C1. Suppose
C2 ⊂ ,(B ∩ A2) for some positive ,¡$. Let j be an integer with 16 j6m1. Then
every largest j-simplex in conv(C1 ∪ C2) is contained in C1.
Lemma 3.6. Let - be the smallest positive real number for which C1 ⊂ -(B ∩ A1).
Suppose ,(B∩A2) ⊂ C2 for some ,¿ 2-. Let j be an integer with m26 j6m1+m2.
Then for every bound largest j-simplex T in conv(C1 ∪ C2), the set of vertices of T
that are extreme points of C2 linearly spans A2.
The proofs, while based on a simple idea, are somewhat lengthy, so we omit them
here. For full details, see [19]. The idea of the proofs is as follows. Let T be a bound
j-simplex in conv(C1 ∪C2). Then T = conv(K1 ∪K2), where for i= 1; 2, Ki is a Cnite
set of extreme points of Ci.
For Lemma 3.5, suppose K2 = ∅. Then it can be shown that there is a map . taking
K2 into C1 in such a way that conv(K1 ∪ .(K2)) is a j-simplex with volume greater
than that of T . The conditions on C1; C2; ,, and $ ensure that there is enough room in
C1 to make this mapping possible. There are several cases, but the map . can always
be chosen to be a rigid motion combined with a scaling.
For Lemma 3.6, suppose lin(K2) = A2. Then it can be shown that there is a subset
V of K1 and a map . taking V into C2 in such a way that conv((K1 \V )∪.(V )∪K2)
is a j-simplex with volume greater than that of T . Again, the conditions on C1; C2; ,,
and - ensure that there is enough room in C2 to make the mapping possible. The map
. can always be chosen to be a rigid motion.
4. Hardness and inapproximability
In this section we prove, for a certain class of functions f, the NP-hardness of
CROSSLGSTSPXf and our inapproximability result for CROSSLGSTSPX
opt
f . There are three
main steps to the proof. First, using polarity, we translate the known hardness and
inapproximability results for [ − 1; 1]-PARMAX and [ − 1; 1]-PARMAXopt to problems
involving largest facets of crosspolytopes. Then, using a matrix direct sum construction,
we show hardness and inapproximability for CROSSLGSTSPXf and CROSSLGSTSPX
opt
f in
the case where f(d)=d−1. Finally, using Lemmas 3.5 and 3.6, we handle the general
case.
We now deCne certain matrices that we associate to antipodal and nonantipodal
simplices for doing volume calculations, and present volume formulae in terms of
those matrices.
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Denition 4.1. Let S be an antipodal j-simplex in the d-crosspolytope C(V ) for some
V ∈GL(R; d). A d× j matrix W is an axis matrix for the simplex S if every vertex
of S is either a column of W or the negative of a column of W .
The proof of the following lemma is trivial and is omitted.
Lemma 4.2. Let S be an antipodal j-simplex in the d-crosspolytope C(V ) for some
V ∈GL(R; d). Then if W is any axis matrix of S,
vol2(S) =
4 det(W TW )
(j!)2
:
One consequence of Lemma 4.2 is that all antipodal d-simplices in a d-crosspolytope
have the same volume, since they all admit the same axis matrices. Since there are no
nonantipodal d-simplices in a d-crosspolytope, this means that all bound d-simplices
in a d-crosspolytope have the same volume, so Cnding largest d-simplices in a d-
crosspolytope is trivial.
Denition 4.3. Let S be a nonantipodal j-simplex in the d-crosspolytope C(V ) for
some V ∈GL(R; d). A d× (j + 1) matrix W is a vertex matrix for the simplex S if
every vertex of S is a column of W .
Lemma 4.4. Let S be a nonantipodal j-simplex in the d-crosspolytope C(V ) for some
V ∈GL(R; d). Then if W is any vertex matrix of S,
vol2(S) =
det(W TW )
(j!)2
(1T(W TW )−11):
Proof. Suppose S = conv({v1; : : : ; vj+1}), where for each i = 1; : : : ; j + 1, either vi or
−vi is a column of V . Let T = conv({v1; : : : ; vj+1; 0}). Then T is a (j + 1)-simplex
and the facet of T opposite 0 is S. By Theorem 3.4,
((j + 1)!)2 vol2(T ) = det(W TW ):
By Theorem 3.3,
vol2(T ) =
1
(j + 1)2
dist2({0}; aL(S)) vol2(S):
Therefore,
vol2(S) =
det(W TW )
(j!)2dist2({0}; aL(S)) :
It now remains only to show that
dist2({0}; aL(S)) = 1
1T(W TW )−11
:
Let x = W (W TW )−11. Then xTW = 1T, so xTvi = 1 for i = 1; : : : ; j + 1 and thus
aL(S) = {y : xTy = 1}. We can write x = c1v1 + · · ·+ cj+1vj+1, where
(c1; : : : ; cj+1)T = (W TW )−11:
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Therefore,
u :=
x
1T(W TW )−11
∈ aL(S)
and
uT(y − z) = 0 for all y; z∈ aL(S):
Therefore, u must be the point of aL(S) that is closest to 0, and
dist2({0}; aL(S)) =
∣∣∣∣
∣∣∣∣ x1T(W TW )−11
∣∣∣∣
∣∣∣∣
2
=
1T(W TW )−TW TW (W TW )−11
(1T(W TW )−11)2
=
1
1T(W TW )−11
:
We are now ready to do the Crst step in our hardness and inapproximability proofs:
translating, via polarity, the hardness and inapproximability results for [−1; 1]-PARMAX
and [ − 1; 1]-PARMAXopt to the following problems, which involve largest facets of
crosspolytopes.
CROSSLGSTFACET:
Instance: (d; V; ), where d∈N; V ∈GL(Q; d); and ∈Q with ¿ 0.
Question: Is there a facet F of C(V ) with vol2(F)¿ ?
CROSSLGSTFACETopt:
Instance: (d; V ), where d∈N; V ∈GL(Q; d).
Question: What is the squared volume  of a largest facet of C(V )?
Lemma 4.5. Let V ∈GL(R; d) for some d. Let  be the maximum of the squared
Euclidean norm on P(V ), and let / be the squared volume of a largest facet of
C(V−T). Then
/ =

((d− 1)!)2 det(V TV ) :
Proof. Each facet of C(V−T) has a vertex matrix of the form V−Tdiag(c) for some
c∈{−1;+1}d, and each such matrix is the vertex matrix of a facet of C(V−T). So by
Lemma 4.4,
/= max
c∈{−1;+1}d
det(diag(c)V−1V−Tdiag(c))
((d− 1)!)2 (1
T(diag(c)V−1V−Tdiag(c))−11)
=
1
det(V TV )((d− 1)!)2 maxc∈{−1;+1}d(c
T(V TV )c):
The vertices of P(V ) are all the vectors of the form V c for c∈{−1;+1}d, so
= max
c∈{−1;+1}d
cT(V TV )c;
and the result follows.
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Lemma 4.6. The problem CROSSLGSTFACET is NP-hard. The performance ratio of
polynomial-time approximation for CROSSLGSTFACETopt is greater than 1.09, unless
P=NP.
Proof. Given an instance (d; V; ) of [− 1; 1]-PARMAX, Lemma 4.5 implies that(
d; V−T;

((d− 1)!)2 det(V TV )
)
is an equivalent instance of CROSSLGSTFACET, which clearly can be constructed in poly-
nomial time. This, together with Theorem 3.1, shows that CROSSLGSTFACET is NP-hard.
Suppose we have a polynomial-time %-approximation algorithm A for
CROSSLGSTFACETopt, for some constant %¿ 1, and we have an instance (d; V ) of
[ − 1; 1]-PARMAXopt. Suppose we use A to calculate an %-approximation /∗ for the
solution of CROSSLGSTFACETopt for the instance (d; V−T). Then Lemma 4.5 implies that
∗ := /∗((d− 1)!)2 det(V TV )
is an %-approximation for the solution of [ − 1; 1]-PARMAXopt for the instance (d; V ).
Thus we have a polynomial-time %-approximation algorithm for [ − 1; 1]-PARMAXopt.
So by Theorem 3.2, %¿ 1:09 unless P=NP.
The next three lemmas together give us what we need to translate our hardness and
inapproximability results from problems involving largest facets of crosspolytopes (i.e.,
largest nonantipodal (d−1)-simplices in d-crosspolytopes) to problems involving largest
(d−1)-simplices in d-crosspolytopes. The idea is the following. For a d×d matrix V ,
the largest (d−1)-simplices in C(V ) may be antipodal. However, the largest antipodal
simplices cannot be too much larger than the largest nonantipodal simplices—this is
Lemma 4.7. Now consider the sequence of matrices V , V ⊕V; V ⊕V ⊕V; : : :; it turns
out that as the number of copies of V increases, the volume of largest nonantipodal
codimension 1 simplices in the corresponding crosspolytopes increases faster than the
volume of largest antipodal codimension 1 simplices. This is the content of Lemmas 4.8
and 4.9. Eventually one gets a crosspolytope whose largest codimension 1 simplices are
nonantipodal, and their volume is related to the volume of largest facets of the original
crosspolytope C(V ). In fact, the crosspolytope C(⊕4i=1V ) always has this property.
Let V ∈GL(R; d) and j∈N. If 16 j6d, let A(V; j) denote the squared volume
of a largest antipodal j-simplex in C(V ). If 16 j¡d, let N (V; j) denote the squared
volume of a largest nonantipodal j-simplex in C(V ).
Lemma 4.7. For any V ∈GL(R; d); N (V; d− 1)¿A(V; d− 1)=4.
Proof. Let S be a largest antipodal (d − 1)-simplex in C(V ), and suppose S has an
axis matrix X with columns x1; : : : ; xd−1. Then
A(V; d− 1) = 4 det(X
TX )
((d− 1)!)2 :
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Let v be the unique column of V such that neither v nor −v is a column of X , and
let w be the orthogonal projection of v onto L=lin({x1; : : : ; xd−1}). Then w=
∑d−1
i=1 cixi
for some c1; : : : ; cd−1 ∈R. For i = 1; : : : ; d− 1, let
pi =
{−1 if ci¿ 0;
+1 otherwise:
Let
F = conv({p1x1; : : : ; pd−1xd−1; v});
and let
F ′ = conv({p1x1; : : : ; pd−1xd−1;w})
be the orthogonal projection of F onto L. Since
0=
|c1|(p1x1) + · · ·+ |cd−1|(pd−1xd−1) + w
|c1|+ · · ·+ |cd−1|+ 1 ;
0∈F ′. So F ′′=conv({p1x1; : : : ; pd−1xd−1; 0}) is contained in F ′ and thus vol2(F ′)¿
vol2(F ′′). Since some of the vertices of F are contained in L and one is not, aL(F)
is not contained in a translate of L. Thus, since F ′ is the orthogonal projection of F
onto L, vol2(F)¿ vol2(F ′). Therefore,
N (V; d− 1)¿ vol2(F)¿ vol2(F ′)¿ vol2(F ′′) = det(X
TX )
((d− 1)!)2 =
A(V; d− 1)
4
:
Lemma 4.8. For any V ∈GL(R; d),
A(
k⊕
i=1
V; kd− 1) = det
k−1(V TV )((d− 1)!)2A(V; d− 1)
((kd− 1)!)2 :
Proof. Let S be a largest antipodal (kd − 1)-simplex in C(⊕ki=1V ), and let X be an
axis matrix for S. We can assume without loss of generality that
X = (
k−1⊕
i=1
V )⊕ Y;
where Y is an axis matrix of an antipodal (d− 1)-simplex in C(V ). Therefore
vol2(S) =
4 det(X TX )
((kd− 1)!)2 =
4 detk−1(V TV ) det(Y TY )
((kd− 1)!)2 :
Clearly, det(Y TY ) must be as big as possible since S is largest. Thus Y must be an
axis matrix of a largest antipodal (d− 1)-simplex in C(V ), so
A(V; d− 1) = 4 det(Y
TY )
((d− 1)!)2
and the result follows.
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Lemma 4.9. For any V ∈GL(R; d),
N (
k⊕
i=1
V; kd− 1) = k det
k−1(V TV )((d− 1)!)2N (V; d− 1)
((kd− 1)!)2 :
Proof. Let S be a largest nonantipodal (kd− 1)-simplex in C(⊕ki=1V ), and let X be a
vertex matrix of S. We can assume without loss of generality that
X =
k⊕
i=1
Xi;
where each Xi is a vertex matrix of a nonantipodal (d−1)-simplex in C(V ). Note that
for each i, det(X Ti Xi) = det(V
TV ), so
vol2(S) =
∏k
i=1 det(X
T
i Xi)
((kd− 1)!)2
(
k∑
i=1
1T(X Ti Xi)
−11
)
=
detk(V TV )
((kd− 1)!)2
(
k∑
i=1
1T(X Ti Xi)
−11
)
:
For S to be largest, 1T(X Ti Xi)
−11 must be as big as possible for each i. Thus each
Xi must be a vertex matrix of a largest nonantipodal (d− 1)-simplex in C(V ), so
N (V; d− 1) = det(V
TV )
((d− 1)!)2 (1
T(X Ti Xi)
−11)
and the result follows.
Let V ∈GL(R; d) for some d. The previous three lemmas show that the largest
(4d− 1)-simplices in C(⊕4i=1V ) are all nonantipodal, and
N (
4⊕
i=1
V; 4d− 1) = 4 det
3(V TV )((d− 1)!)2N (V; d− 1)
((4d− 1)!)2 :
Thus, if we know how to Cnd volumes of largest codimension 1 simplices in crosspoly-
topes of any dimension, we can easily Cnd volumes of largest facets of crosspoly-
topes of any dimension. We could now, without much work, show NP-hardness of
CROSSLGSTSPXf and inapproximability of CROSSLGSTSPX
opt
f for the case where f(d) =
d− 1 for all d. Instead, we will now focus on the tools we need to prove the results
for more general functions f. The idea is as follows. Suppose we want to Cnd largest
(d−1)-simplices in a given d-dimensional crosspolytope C, and we only know how to
Cnd largest f(m)-simplices in m-crosspolytopes for all m. Then we Cnd the smallest m
such that d− 16f(m)6m− 1. We add f(m)− (d− 1) “large” axes to C to get an
(f(m)+ 1)-crosspolytope C1, and we add m− 1−f(m) “small” axes to C1 to end up
with an m-crosspolytope C2. Lemma 3.5 ensures that the largest f(m)-simplices in C2
actually lie in C1, and Lemma 3.6 ensures that the volume of the largest f(m)-simplices
in C1 is related in a predictable way to the volume of the largest (d − 1)-simplices
in C.
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Denition 4.10. For V ∈GL(R; d), with columns v1; : : : ; vd, we deCne the following
constants:
K1(V ) := min
i=1;:::;d
dist(vi ; lin({v1; : : : ; vd} \ {vi}));
and
K2(V ) := max
i=1;:::;d
‖vi‖:
Note that a Turing machine can compute (K1(V ))2 and (K2(V ))2, given V ∈GL(Q; d),
in polynomial time. This is obvious for (K2(V ))2. To see that it is true for (K1(V ))2
as well, let
T = conv({0; v1; : : : ; vd});
let
Si = conv({0; v1; : : : ; vd} \ {vi});
and let Xi be the matrix obtained by deleting the column vi from V . Then Si is the
facet of T that misses the vertex vi and aL(Si)=lin({v1; : : : ; vd}\{vi}), so by Theorems
3.3 and 3.4,
dist2({vi}; lin({v1; : : : ; vd} \ {vi})) = d
2 vol2(T )
vol2(Si)
=
d2 det(V TV )((d− 1)!)2
(d!)2 det(X Ti Xi)
=
det(V TV )
det(X Ti Xi)
:
Therefore (K1(V ))2 can be computed by determining d ratios of determinants, which
can be done in polynomial time.
The next lemma gives us the information needed to apply Lemma 3.5.
Lemma 4.11. If V ∈GL(R; d), then
K1(V )
d
B ⊂ C(V ):
Proof. Let P be the d-parallelotope P((1=d)V ). Then each vertex of P is the centroid
of a facet of C(V ), so P ⊂ C(V ). Let v1; : : : ; vd be the columns of V . For each
i = 1; : : : ; d, let
Hi = {(1=d)vi}+ lin({v1; : : : ; vd} \ {vi}):
Then the facet-deCning hyperplanes of P are H1; : : : ; Hd;−H1; : : : ;−Hd. Clearly
dist({0}; Hi) = dist({0};−Hi) = 1ddist({vi}; lin({v1; : : : ; vd} \ {vi}));
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so if we set
,=
(
1
d
)
min
i=1;:::;d
dist({vi}; lin({v1; : : : ; vd} \ {vi})) = K1(V )d ;
we get that ,B ⊂ P ⊂ C(V ).
Lemma 4.12. Let V ∈GL(R; d) with N (V; d − 1)¿A(V; d − 1). Let M = V ⊕ $Ia ⊕
(Ie, where a and e are non-negative integers and $; (∈R with $¿ 2
√
aK2(V ) and
0¡(¡K1(V )=(a+ d). Then
N (M; a+ d− 1) = a$
2a−2 det(V TV ) + $2a((d− 1)!)2N (V; d− 1)
((a+ d− 1)!)2
¿A(M; a+ d− 1):
Proof. Since $¿K1(V ), it follows that K1(V ⊕ $Ia) = K1(V ). So by Lemma 4.11,
(B ⊂ K1(V )
a+ d
B ⊂ C(V ⊕ $Ia):
Lemma 3.5 thus implies that every largest (a + d − 1)-simplex in C(M) is a largest
(a + d − 1)-simplex in C(V ⊕ $Ia). Let S be a bound largest (a + d − 1)-simplex in
C(V ⊕ $Ia), with vertex or axis matrix X . Since C(V ) ⊂ K2(V )B, and ,B ⊂ C($Ia)
for ,=$=a¿ 2K2(V ), Lemma 3.6 implies that a of the columns of X must come from
the $Ia summand of V ⊕$Ia. Because of the symmetries of C(V ⊕$Ia), we can assume
that X =W ⊕ $Ia, where W is a vertex or axis matrix of some bound (d− 1)-simplex
T in C(V ).
Suppose S, and therefore T , are antipodal. Then
vol2(S) =
4 det(X TX )
((a+ d− 1)!)2 =
4$2a det(W TW )
((a+ d− 1)!)2 =
$2a((d− 1)!)2 vol2(T )
((a+ d− 1)!)2 :
So the largest vol2(S) can be in this case is
A(M; a+ d− 1) = $
2a((d− 1)!)2A(V; d− 1)
((a+ d− 1)!)2 ;
and this is attained when T is a largest antipodal (d− 1)-simplex in C(V ).
Suppose S and T are nonantipodal. Then
vol2(S) =
det(X TX )
((a+ d− 1)!)2 (1
T(X TX )−11)=
$2a det(W TW )
((a+ d− 1)!)2
( a
$2
+1T(W TW )−11
)
=
a$2a−2 det(V TV ) + $2a((d− 1)!)2 vol2(T )
((a+ d− 1)!)2 :
So the largest vol2(S) can be in this case is
N (M; a+ d− 1) = a$
2a−2 det(V TV ) + $2a((d− 1)!)2N (V; d− 1)
((a+ d− 1)!)2 ;
and this is attained when T is a largest nonantipodal (d− 1)-simplex in C(V ).
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Since N (V; d− 1)¿A(V; d− 1),
a$2a−2 det(V TV ) + $2a((d− 1)!)2N (V; d− 1)
((a+ d− 1)!)2 ¿
$2a((d− 1)!)2A(V; d− 1)
((a+ d− 1)!)2 :
Therefore the result follows.
Theorem 4.13. Let V ∈GL(R; d) with N (V; d− 1)¿A(V; d− 1). Let M = V ⊕ $Ia ⊕
(Ie, where a and e are non-negative integers and $; (∈R with $¿ 2
√
aK2(V ), and
0¡(¡K1(V )=(a+d). Let =N (V; d−1); /=N (M; a+d−1). For some real %¿ 1,
let /∗ be an %-approximation of /. Let
∗ := g(/∗) :=
/∗((a+ d− 1)!)2 − a$2a−2 det(V TV )
$2a((d− 1)!)2 :
Let 3∈R with 3¿ 1. If $ satis>es
$2¿
3(%− 1)a(K2(V ))2
3− 1 ;
then ∗ is a 3%-approximation of .
Proof. Since g is an increasing function of /∗, it su9ces to show that
g(%/)

6 3% and
g(/=%)

¿
1
3%
:
Let
A=
((a+ d− 1)!)2
$2a((d− 1)!)2 ; B=
a det(V TV )
$2((d− 1)!)2 :
Then g(x)=xA−B for all x∈R. In particular, Lemma 4.12 implies that =g(/)=/A−B.
We claim that
B6
a(K2(V ))2
$2
:
Let F be a facet of C(V ) of maximum volume, and let S = conv(F ∪ {0}). Then
vol2(S) =
det(V TV )
(d!)2
=
vol2(F) dist2(aL(F); {0})
d2
=
 dist2(aL(F); {0})
d2
6
(K2(V ))2
d2
:
So
B=
ad2
$2
(
det(V TV )
(d!)2
)
6
ad2
$2
(
(K2(V ))2
d2
)
=
a(K2(V ))2
$2
;
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and the claim is established. Thus,
g(%/)

=
%/A− B

=
%(/A− B) + (%− 1)B

= %+
(%− 1)B

6 %+
(%− 1)a(K2(V ))2
$2
6 %+
3(%− 1)a(K2(V ))2
$2
6 %+
$2(3− 1)
$2
6 %+ (3− 1)%
= 3%;
and
g(/=%)

=
(/=%)A− B

=
(1=%)(/A− B) + (1=%− 1)B

=
1
%
+
(1− %)B
%
¿
1
%
+
(1− %)a(K2(V ))2
%$2
=
1
%
+
(3− 1)(1− %)a(K2(V ))2
%(3− 1)$2
¿
1
%
+
(3− 1)(1− %)a(K2(V ))2
%3(%− 1)a(K2(V ))2
=
1
%
+
1− 3
3%
=
1
3%
:
We are now ready to prove our main hardness and inapproximability result.
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Theorem 4.14. Let f :N → N be such that f(d)¡d for all d¿ 1; f(d) is com-
putable in time polynomial in d, and there is some k ∈N such that f(d) = (d1=k).
Then CROSSLGSTSPXf is NP-complete. Unless P = NP, the performance ratio of
polynomial-time approximation for CROSSLGSTSPXoptf is at least 1.09.
Proof. The problem CROSSLGSTSPXf is clearly in NP. The proofs of NP-hardness and
inapproximability rely on a transformation from CROSSLGSTFACET. Let (d; V; ) be an
instance of CROSSLGSTFACET. Find the smallest integer m¿ 1 such that f(m)¿ 4d−1.
This can be done by evaluating f(4d); f(4d+1); : : : until a suitably large value is found.
The assumptions on f ensure that only a polynomial number of function evaluations
are required, and the time taken by each is polynomial in the size of the input (d; V; ).
So m can be found in polynomial time. Now, calculate
(K1(
4⊕
i=1
V ))2 and (K2(
4⊕
i=1
V ))2:
By the remark after DeCnition 4.10, this can be done in polynomial time. Set
a= f(m) + 1− 4d; e = m− f(m)− 1;
$=max(4a(K2(
4⊕
i=1
V ))2; 2); (=min((K1(
4⊕
i=1
V ))2=((a+ 4d)2); 1=2):
The deCnitions of $ and ( imply that they are rational and satisfy
$¿ 2
√
aK2(
4⊕
i=1
V ); 0¡(¡K1(
4⊕
i=1
V )=(a+ 4d):
Let M = (
4⊕
i=1
V )⊕ $Ia ⊕ (Ie and let
/ =
a$2a−2 det4(V TV ) + 4$2a det3(V TV )((d− 1)!)2
((a+ 4d− 1)!)2 :
Then (m;M; /) is an instance of CROSSLGSTSPXf that we generated from (d; V; ) in
polynomial time. We claim that (m;M; /) is a yes-instance of CROSSLGSTSPXf if and
only if (d; V; ) is a yes-instance of CROSSLGSTFACET.
By Lemmas 4.7–4.9,
N (
4⊕
i=1
V; 4d− 1) = 4 det
3(V TV )((d− 1)!)2N (V; d− 1)
((4d− 1)!)2 ¿A(
4⊕
i=1
V; 4d− 1):
So by Lemma 4.12,
A(M; a+ 4d− 1)¡N (M; a+ 4d− 1)
=
a$2a−2 det((⊕4i=1V )T(⊕4i=1V )) + $2a((4d− 1)!)2N (⊕4i=1V; 4d− 1)
((a+ 4d− 1)!)2
=
a$2a−2 det4(V TV ) + 4$2a det3(V TV )((d− 1)!)2N (V; d− 1)
((a+ 4d− 1)!)2 :
So the squared volume of a largest f(m)-simplex in C(M) is N (M; a + 4d − 1), and
N (M; a+ 4d− 1)¿ / if and only if N (V; d− 1)¿ . This proves the NP-hardness.
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Now, suppose we have a polynomial-time %-approximation algorithm for
CROSSLGSTSPXoptf , for some %∈R with %¿ 1. Let 3∈R with 3¿ 1. Let (d; V ) be
an instance of CROSSLGSTFACETopt. Construct m and M as above, except set
$=max
(
4a(K2(
4⊕
i=1
V ))2;
3(%− 1)a(K2(⊕4i=1V ))2
3− 1 ; 2
)
;
so $ is rational and satisCes both
$¿ 2
√
aK2(
4⊕
i=1
V ) and $2¿
3(%− 1)a(K2(⊕4i=1V ))2
3− 1 :
Apply the %-approximation algorithm for CROSSLGSTSPXoptf to the instance (m;M) to
get /∗, and set
∗ =
/∗((a+ 4d− 1)!)2 − a$2a−2det4(V TV )
4$2adet3(V TV )((d− 1)!)2 :
Then Theorem 4.13 implies that
4 det3(V TV )((d− 1)!)2∗
((4d− 1)!)2 =
/∗((a+ 4d− 1)!)2 − a$2a−2 det4(V TV )
$2a((4d− 1)!)2
is a 3%-approximation of N (⊕4i=1V; 4d − 1). Therefore, ∗ is a 3%-approximation of
N (V; d−1), which is the solution of CROSSLGSTFACETopt for the instance (d; V ). So for
every 3¿ 1, we have a polynomial-time 3%-approximation algorithm for
CROSSLGSTFACETopt. Thus by Lemma 4.6, unless P = NP, 3%¿ 1:09 for all 3¿ 1,
and thus %¿ 1:09.
Ye, in [24], showed that there is a polynomial-time 7/3-approximation algorithm for
semideCnite quadratic programming. Brieden et al. in [3], showed that this implies
the existence of a polynomial-time 7/3-approximation algorithm for [− 1; 1]-PARMAX.
Similar considerations yield an approximation result for CROSSLGSTSPXoptf , but only for
a very restricted case. The proof can be found in [19].
Theorem 4.15. Suppose f :N → N satis>es the hypotheses of Theorem 4.14, and
in addition, d − f(d) is bounded by a constant. Then there is a polynomial-time
7/3-approximation algorithm for the problem CROSSLGSTSPXoptf .
5. An approximation algorithm
The goal of this section is to present a simple polynomial-time approximation al-
gorithm for the problem VLGSTSIMPLEXopt, and to bound its worst-case approximation
ratio.
Denition 5.1. Let c = (c1; : : : ; cp)∈Np for some p. Let j0 = 0 and for i = 1; : : : ; p,
let ji =
∑i
a=1 ca. Let P be a d-polytope in Rn for some n¿d¿ jp.
Suppose we have a sequence
{v}= S0 ⊂ S1 ⊂ · · · ⊂ Sp;
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where v is a vertex of P and, for each i = 1; : : : ; p; Si is a bound ji-simplex in P,
containing Si−1 as a ji−1-face, with maximum volume among all such simplices. Then
we say that Sp is a c-incrementally largest jp-simplex in P, with basepoint v.
Let k ∈N be Cxed. Then we deCne an algorithm Ak as follows. We are given as
input a d-dimensional V -polytope P in Qn for some n¿d, and a positive integer
j6d. Suppose j = qk + r, where q and r are non-negative integers and r ¡k. Let
c =
{
(k; k; : : : ; k; r)∈Nq+1 if r ¿ 0;
(k; k; : : : ; k)∈Nq if r = 0:
Then the algorithm Ak Cnds, for each vertex v of P, a c-incrementally largest j-simplex
Sv in P, with basepoint v. The algorithm returns one of these simplices that has max-
imum volume. Since this algorithm only ever has to choose at most k vertices of
P at a time, it runs in polynomial time. Suppose P has m vertices. Then Cnding a
c-incrementally largest j-simplex in P with a given basepoint involves roughly j=k
steps, where each step involves choosing an optimal k-element set of vertices of P.
If we do exhaustive search to determine each optimal set, then each step will involve
roughly mk volume computations (each of which takes polynomial time). So Cnding
each c-incrementally largest j-simplex requires roughly (j=k)mk volume computations,
and we must Cnd one for each vertex of P. Therefore, the algorithm requires roughly
(j=k)mk+1 volume computations.
For the analysis of this algorithm’s performance, we recall some deCnitions. Let
A∈Rm×n and k ∈N with k6min(m; n). Let 1¿ 2¿ · · ·¿ n¿ 0 be the eigenval-
ues of ATA, counted according to multiplicity. The positive square roots of the ’s are
also called the singular values of A. The k-dimensional volume of A is deCned as
volk(A) :=
√√√√ k∏
i=1
k :
The Gram determinant of A is det(ATA). Note that if m¿ n, then det(ATA)=vol2n(A)=
(n!)2 vol2(S), where S is the n-simplex whose vertices are the columns of A together
with 0. The kth compound matrix of A, denoted Ck(A), is the
(m
k
)×( nk ) matrix whose
elements are the determinants of all the k× k submatrices of A, in lexicographic order.
We will use the facts (stated in, for example, [17]) that volk(A) is the largest singular
value of Ck(A), and that (Ck(A))TCk(A) = Ck(ATA). We also recall the following
theorem of Weyl (see, for example, [11] for a proof).
Theorem 5.2. Let A; B∈Rn×n be symmetric, and let
1(A)6 2(A)6 · · ·6 n(A);
1(B)6 2(B)6 : : :6 n(B);
1(A+ B)6 2(A+ B)6 · · ·6 n(A+ B);
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be the eigenvalues of A; B, and A + B. Then for all j; k ∈N with j; k6 n and j +
k¿ n+ 1 we have
j+k−n(A+ B)6 j(A) + k(B):
We can now bound the approximation ratio of our algorithm, after we prove some
lemmas.
Lemma 5.3. Let A∈Rm×n and let k ∈N with k6min(m; n). Suppose for some D∈R
that every m×k minor M of A has det(MTM)=vol2k(M)6D. Then vol2k(A)6D
( n
k
)
.
Proof. As noted above, volk(A) is the largest singular value of Ck(A), which is the
square-root of the largest eigenvalue of (Ck(A))TCk(A). So
vol2k(A)6 tr((Ck(A))
TCk(A)) = tr(Ck(ATA));
which is the sum of the Gram determinants of all the m× k submatrices of A and is
therefore at most D
( n
k
)
.
Lemma 5.4. Let A∈Rr×n; B∈Rp×n. Let q∈N with q6min(p; n) and r + q6 n.
Then
volr+q
((
A
B
))
6 volr
((
A
B
))
volq(B):
Proof. Applying Theorem 5.2 to the matrices ATA and BTB, we get for each i =
0; : : : ; q− 1 that
n−r−i(ATA+ BTB)6 n−r(ATA) + n−i(BTB):
Since the rank of ATA is at most r; n−r(ATA) = 0. Since(
A
B
)T(
A
B
)
= ATA+ BTB;
we get that
vol2r+q
((
A
B
))
=
r+q−1∏
i=0
n−i(ATA+ BTB)
=
r−1∏
i=0
n−i(ATA+ BTB)
q−1∏
i=0
n−r−i(ATA+ BTB)
6
r−1∏
i=0
n−i(ATA+ BTB)
q−1∏
i=0
n−i(BTB)
= vol2r
((
A
B
))
vol2q(B):
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Lemma 5.5. Let P be a d-polytope in Rn for some n¿d, let j∈N with j6d, and
let c=(c1; : : : ; ck)∈Nk for some k, with c1 + · · ·+ck= j. Let T be a largest j-simplex
in P and let S be a c-incrementally largest j-simplex in P. Suppose the basepoint of
S is a vertex of T. Then
vol2(T )
vol2(S)
6
k∏
i=1
(
j
ci
)
:
Proof. For i = 1; : : : ; k, let ji =
∑i
a=1 ca, and let j0 = 0. Let
{v}= S0 ⊂ S1 ⊂ · · · ⊂ Sk = S
be the sequence of simplices referred to in DeCnition 5.1. For each i = 2; : : : ; k, let
(i =
(ji!)2 vol
2(Si)
(ji−1!)2 vol2(Si−1)
;
and let (1 = (j1!)2 vol
2(S1). By applying a suitable translation we can assume that the
basepoint v of S is 0. By applying a suitable rotation, we can assume that for each
i = 1; : : : ; k,
aL(Si) = {x∈Rn: xji+1 = xji+2 = · · ·= xn = 0}:
Let V ∈Rn×j be a matrix whose columns are the nonzero vertices of T . Let i∈{2; : : : ; k}
and let W be any n× ci submatrix of V . Let R=conv(Si−1 ∪ conv(W )). By the incre-
mental largestness of S it must be the case that vol2(R)6 vol2(Si). Let M ∈Rn×ji−1
be a matrix whose columns are the nonzero vertices of Si−1. Then
(ji!)2 vol
2(R) = det((M W )T(M W )):
The matrix (M W ) has the form(
A W1
0 W2
)
;
where A is an invertible ji−1 × ji−1 matrix. Therefore, we can perform elementary
column operations to zero out the W1 block, without changing the Gram determinant.
So, we get that
(ji!)2 vol
2(R) = det

( A 0
0 W2
)T(
A 0
0 W2
)= det(ATA) det(W T2 W2)
= (ji−1!)2 vol2(Si−1) det(W T2 W2):
Therefore,
det(W T2 W2) =
(ji!)2 vol
2(R)
(ji−1!)2 vol2(Si−1)
6
(ji!)2 vol
2(Si)
(ji−1!)2 vol2(Si−1)
= (i:
A similar but simpler argument shows that the preceding formula holds for i = 1 too.
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For each i=1; : : : ; k, let Vi be the (n−ji−1)×j matrix consisting of the bottom n−ji−1
rows of V . We have shown that for each i = 1; : : : ; k, every (n− ji−1)× ci submatrix
B of Vi satisCes det(BTB)6 (i. Therefore, by Lemma 5.3, vol
2
ci(Vi)6 (i
(
j
ci
)
. So
vol2j1 (V ) = vol
2
c1 (V1)6 (1
(
j
c1
)
;
and for each i = 2; : : : ; k, Lemma 5.4 gives that
vol2ji(V )6 vol
2
ji−1 (V ) vol
2
ci(Vi)6 vol
2
ji−1 (V )(
(
j
ci
)
:
So
(j!)2 vol2(T ) = vol2jk (V )6
k∏
i=1
(
(i
(
j
ci
))
:
Since (j!)2 vol2(S) =
k∏
i=1
(i, the result follows.
Theorem 5.6. Let P be a rational d-polytope in Rn for some n¿d, let j∈N with
j6d, and let k ∈N. Let T be a bound largest j-simplex in P and let S be a
j-simplex returned by the algorithm Ak applied to P. Suppose j = qk + r, where
q; r are non-negative integers and r ¡k. Then there is some positive constant Ck ∈R,
depending only on k, such that
vol2(T )
vol2(S)
6Ck
(
j
k
√
k!
)j
:
Proof. Let
c =
{
(k; k; : : : ; k; r)∈Nq+1 if r ¿ 0;
(k; k; : : : ; k)∈Nq if r = 0:
Because Ak Cnds incrementally largest simplices based at each vertex of P, and returns
one of maximum volume, there is some c-incrementally largest j-simplex S ′ in P whose
basepoint is a vertex of T , such that vol(S ′)6 vol(S). Therefore, Lemma 5.5 implies
that
vol2(T )
vol2(S)
6
(
j
k
)q(
j
r
)
whether r is zero or nonzero. Let
Ck = max
t=0;1;:::; k−1
(k!)t=k
t!
:
Then (
j
k
)q(
j
r
)
6
jj
(k!)qr!
=
(k!)r=k
r!
jj
(k!)j=k
6Ck
(
j
k
√
k!
)j
:
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Thus the algorithm Ak is a polynomial-time O((j=
k
√
k!)j)-approximation algorithm for
Cnding the squared volume of a largest j-simplex in a rational V -polytope.
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