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Abstract. For a subset of NP-complete problems Schroeppel and Shamir (1981) described a 
general-purpose algorithm with 0(2”12) time and 0(2”14) space complexity. In this note we try 
to combine their idea with the “selection in X + Y” problem. This approach yields a family of 
algorithms olving a subset of NP-complete problems in 0( n Igk l 2’12) time and 0( k l 2n’k) space. 
It is well known that every pro lem in NP can be solved deterministically b  
exhaustive search with exponential time complexity. For a subset of NP-complete 
problems Schroeppel and Shamir [3] described a general-purpose algorithm with 
0(2”‘*) time and 0(2”/*) space complexity. This improvement is based on the 
properties of special operator 0 defined in [3]. On the other hand, these properties 
characterize a subset of NP-complete problems which can be solved using this 
algorithm in the stated time and space bounds. 
Krentel’s [l] recent attempt to classify more precisely the optimization problems 
by their complexity also indicates at a certain subclas5fication f a set of problems 
according to this time bound, (roughly) denoted as ‘intractable’. This means that 
some intractable (NP-complete) problems are strictly harder than others, although, 
up to this time, all were proven to belong to the same complexity class. So a more 
precise subclassification f a class of intractable problems is needed. 
This paper aims to characterize more precisely the time and space bounds for a 
subset of NP-complete problems characterized bytheir behaviour under Schroeppel- 
Shamir’s 0 operator. The centra! Idea in our algorithms i  one that, up to this time, 
has been used mainly in statistics [2,4], i.e., selection in X + Y If an N-element 
set S is of a special structure X + Y, then S can be represented using only two 
-element sets and some operations on S can still be performed efficiently. 
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approach yields the family of algorithms that solve a subset of NP-complete problems 
in O(nlg” l 2”12) time and Q(k l Yik) space (for k = (2’1 i = 1,2,3,. . .}u 
{2’+21i= 1,2,3,.. .}). 
In order to be self-contained, the following sections begin with a revieav of 
definitions and results from [2,3]. Subsequently, a new approac 
finally, further space improvements (yieldi g O(k- 2n’k) space and O(nlgk l 2”” 
time bounds) are outlined. 
inai 
First we recall some definitions from [3]. 
of size n is a predicate P over n-bit strings. A string x is 
a solution of the p if P(x) is true. The goal is to find one such x, if it exists. 
(1 Pi denotes the size of a problem R) 
Solving problems by divide-and-conquer technique one needs a composition 
operator (in merge step). 
A binary operator @ on problems is a composition operator if 
(i) it is additive: for all P’ and P”, 1 P’@ P”I = 1 P'l + 1 P”I; 
(ii) it is sound : for any two solutions x’ of P’ and X” of P”, the string concatenation 
(or any other length-increasing simple operation) x’x’ is a solution of P’O P’; 
(iii) it is complete: for any so!ution x of P and for any representation of x as 
x = x’x~, there are problems P’ and P’ such that x’ solves P’, x’ solves P’ and 
P = P’@ P”; 
(iv) it is polynomial: the problem P’O P” can be calculated in time polynomial 
in I P’I, and I P”(. 
. A composition operator 0 is monotonic if the problems of each size 
such a way that @ behaves onotonically: I P’I = I P”I and 
< P”Q P and P@ P’c P@ 
A set of problems in polynomially enumerable if there is a po 
m which finds, for each bit string x, the subset of problems which are 
solved by x 
le instances of size n of a set of 
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next sections we will consider only 
wi monotonic ompositio 
NP-complete problems (e.g., exact satisfiability, etc.-see 131) which can 
be solved by propose 
LetX={&=l,2,...,n}and ={Yi[j=l,2,...,?t},then 
Given k problem/solution t les 5 with 0(2”jk) solv 
each, a monotonic omposition operator 8, and a problem P, the k-table problem 
is to determine whether there are k representatives & E ;rl, such that 
P = J$ @ P&9 l 9 08 pk (under a given parenthesization). 
Remark. From now on we will often ignore polynomial multiplicative factors in 
the ‘9’‘-notation of exponential functions. Also we will often replace 8 by + 
everywhere it will be possible; lg x will denote logt x. 
2. Known results 
In this section we recall the 2-table and 4-table (balanced) algorithms of 
Schroeppel-Shamir together with the result of Minaian-Arjomandi about he com- 
plexity of selecting the kth smallest element in X + Y (X and Y sorted!). Then, in 
the subsequent section, we will sketch our main idea (problem/solution tables in 
Schroeppel-Shamir’s algorithms have X + Y structure) and we will illustrate it by 
presenting new 2-table, 4-table and 6-table algorithms. 
Lemma 1 (Minaian and Arjomandi [2]). Given sorted sets X, Y, 1X1= 1 YI = N, there 
exists an algorithm to select the k-th smallest element of X + Y using O(N) time and 
space. 
Lemma 2 (Schroeppel and Shamir [3]). There exists a Stable algorithm to solve a 
subset of NP-complete prob ms in O(2”‘“) time and space. 
?roof. We only recall the algorithm from [3], its correctness and complexity bounds 
are proved in [3] 
) sort T, into increasing, T2 into decreasi 
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(2) 4 9- fid 7% p2c fM V; 
t until ‘next’ is undefined (in this case, print “unsolvable”); 
if P = PI @ P2 then “solvable” and halt 
if P C PI @ P2 then PI + next( PI) 
if P> P1@Pz then Pz*next(P2). Cl 
There are two ways to design 4-table algorithm-bakrnced (i.e., P = (PI 0 Pz) 0 
(P&B Pa)) or unbalanced (i.e., P = P,@( P&B( P,9 Pa))). 
Lemma 3 (Schroeppel and Shamir [3]). nere exists a 4-table balanced algorithm to 
solve a subset of NP-complete problems in 0(2”12) time and 0(2”14) space. 
Proof. Again we only recall the algorithm from 131, 
proof, and complexity analysis can be found in [3]. 
details, correctness 
Algorithm 2 
(1) sort T2 into increasing, T4 into decreasing problem order; 
let Q’ (Q”) be the priority queue for pairs of problems from TI and T2 ( T3 
and T4) so that the pair with the smallest (largest) PI8 P2 (P@ P4) sum is 
accessible in O(1) time; 
VP, E TI insert into Q’ all the pairs (PI, first( T2)); 
VP, E T3 insert into Q” all the pairs ( PB, firs&( T4)); 
(2) repeat until Q’ or Q” becomes empty (in this case print “unsolvable”); 
(PI, P2) * pair with smallest P, @ Pz sum in Q’; 
( P3, P4) + pair with largest P,@ P4 sum in Q”; 
if P = (PI CD P2)9 ( Pf9 P4) then “solvable” and halt 
if P < (PI @ P2) 8 (P,@ P4) then delete( PI, P2) from Q’ 
insert( PI, next( P2)) into Q’ 
if P > (PI 8 P2) 0 ( P30 P4) then delete( P3, P4) from Q” 
ins&( PB, next( P4)) into Q”. Cl 
emark. If next(P,) (next(P,)) is undefined, insert has no effect. 
Analysing both algorithms in the previous ection we can see that they are based 
on the ability to compute quickly the next operation. In both algorithms this is 
solved by storing the complete table in memory and sorting it. Then the 
can be computed in constant ime. But (see Definition 5) if a set (table) is of a 
special structure, we can represent i  using less storage at the cost of increased time 
for manipulating it (e.g., every element must be computed, not only read from the 
memory). is approach can be used in combination with Schroeppel-Shamir’s 
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algorithms or can be used independently. The can be illustrated by the followin 
algorithm. 
A~go~thm 3 (Z-table) 
(1) sort T1 into increasing, Tz into decreasing problem order; 
(2) perform binary search to verify whether P E T&S T2 (by using Minaian- 
Arjomandi’s algorithm to compute the ith element of Ta 0 Tz). 
Analysis: space complexity: 1 T,\ = 1 T,J = 0( 2”‘*); time complexity: 0( lg I T, 6) 
T21 l [time for computing the ith element of Tl 0 Tz]) = O((lg 2”) l O(z”/z)) = 0(2”‘*). 
Combining Algorithm 1 with our approach yields the following algorithm. 
Algorithm 4 (4-table) 
(I) sort Ti , T2 into incre asing, TS, T4 into decreasing problem order; 
(2) tr+l, 1!**1; 
(3) repeat until tl > [ T1 @ T21 or t2 > I T3 Q T4j 
PI * tlth element of T& T2 
P2 + f2fh element of T,@ T4 
if P = PI@ P2 then “solvable” and halt 
if PC P,QP2 then t,+ t,+l 
if P> P,@ P2 then t2+ t2+ 1. 
Analysis: space complexity: IT,I = 1 T21 = I T,[ = i T4j = 0(2”/*); time complexity: 
O(2”” l [time for computing the tth element of T&B T2 (or T3@ T4)]). 
Using Minaian-Arjomandi’s algorithm yields O(3n’4) time, but this approach 
does not make use of the fact that, before c~z~puting the ith element of TI 0 T2 (or 
T3@ T4), the (i - 1)st element is known. Utilizing this knowledge, a better algorithm 
can be shown to exist. 
Theorem 1. Let X={JCi(i=l,2,*..,n &sXi+l}, 1~={yiIj=l,2,***,n, YjbYj+*} 
and let a = x, + yu be the i-th element of X + Y. Then the ( i + 1)st element of X + Y 
can be computed in O(lg n) time. 
Proof 
Vk> v: xu+yk>z; 
Vj> u: Xj+Y,>Z; 
31s 8.4: ~l+y”+~~~~~t-l+Y”+l~~; 
3rnS 0: x,+l+y,>zh~“+l+y*_l<z. 
ext( 2) = (i + 1)st element of 
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I, tll can be found in O(lg n) by binary search, in can be computed in O(1) time, 
so next(z) can be computed in O(lg n) time. 0 
Corollary. 7&e time complexity ofAlgorithm 4 is O(Y1*). 
These algorithms are not better (nor worse) than t ow we apply our 
approach to Algorithm 2. Firstly, we ‘unbalance’ it so that 1 T,I = IT,1 = 0(2n’6) and 
f T21 = I T41 = O(2n/3). Subsequently, T2 ( T4) is repl;esented by two ‘subtables’ so that 
T2 = T@I Tq ( T4 = Ti8 T,“). VP2 E T2: next( P2) ca be computed using the result 
of Theorem 1 in time O(lg 2n/6), so the overall time complexity will be 0(2”/*) and 
space complexity will be improved to O(2”‘“). However, in addition to the 
Schroeppel-Shamir’s algorithm, also the position of Pz (i.e., U, v so that Pz = uth 
of Ti@ vth of Tz) must be stored in Q’ (similarly in Q”), but this does not increase 
asymptotic space complexity, which will be still O(2”16). The description of this 
algorithm (Algorithm 5) differs from Algorithm 2 only in some details and is. left 
to the reader. 
~HMWBI 2. For k = 2,4,6 there exists a k-table algorithm to solve a subset of NP- 
complete problems in 0(2n/2) time and 0(2”lk) space. 
Proof. Algorithms 3, 4, and 5 (for k = 2,4,6) have been outlined in this section. 
Proofs of their correctness are minor modifications of proofs in [3] and are omitted 
here. Time and space bounds are analysed shortly in this section; for more formal 
analsysis combine it with 131. 0 
4. Further space improvements 
Although our Algorithm 5 is better than Algorithm 2 of Schroeppel-Shamir, 
further space improvements are attainable repeatedly by using our approach to the 
Algorithm 1 (Algorithm 2). Our Algorithm 4 (Algorithm 5) is a first step in the 
refinement of method of Algorithm 1 (Algorithm 2). Analysing this approach one 
can see that sorting a (sub)table is needed only for quickly finding some neighbour- 
hood of an element of a table. When we represent a table by two subtables, still 
this neighbourhood can be computed in reasonable time (Theorem 1) and some 
space is saved. However, here we cannot omit polynomial multiplicative factor in 
the “0’‘-notation of time and space complexity as it was done in [3] and previous 
sections. By a careful analysis of this approach one can refine a k-table algorithm 
i 3 a 2k-table algorithm, but time complexity must be multiplied by the factor 
O(4 l lg 2n’2k). s o our approach yields a family of k-table algorithms, k = 2i, i = 
1,2,3, . . . , (k = 2’ + 2, i = 2,3, . . .) with the following characteristics: space: 
owever, for large k our k-table algorithm 
becomes more c 
Improved algorithms for NP-complete problems 227 
eferences 
Ul 
121 
131 
PI 
M.W. Krentel, The complexity of optimization problems, Pkcc. 28th STOC ( 1986) 69-76; atso Rept. 
TR85-719, Cornell University, December 1985. 
A. Minaian and E. Arjoman i, Selection in X + Y and matrices with sorted rows and columns, 
Inform. plocess. Lerr. 20 (1985) 13-17. 
R. Schroeppel and A. Shamir, A T = 0(2”‘*), S = 0(2”14) algorithm for certain Nkompiete prob- 
lems, SIAM .I. Comput. IO(3) (1981) 456-464. 
M.1. Shamos, Geometry and statistics: problems at the interface, in: J.F. Traub, ed., Algorithms and 
Complexity: New Directions and Recent Results (Academic Press, New York, 1976) 251-280. 
