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SOME RESULTS FOLLOWING FROM THE PROPERTIES OF WEYL
FAMILIES OF TRANSFORMED BOUNDARY PAIRS
RYTIS JURSˇE˙NAS
Abstract. We study characteristics, as well as some implications caused by them, of Weyl
families corresponding to the transformed isometric/(essentially) unitary boundary pairs (L,Γ).
A linear relation Γ is assumed to be transformed according to Γ → ΓV or Γ → V Γ with an
isometric/unitary linear relation V between Krein spaces.
1. Introduction
In this paper we deal with a closed symmetric linear relation or operator T in a JH-space
(H, [·, ·]H), that is, in a Krein space with a fundamental (canonical) symmetry JH and an indef-
inite metric [·, ·]H := 〈·, JH·〉H, where H = (H, 〈·, ·〉H) is a Hilbert space with a scalar product
(Hilbert metric) 〈·, ·〉H [AI89]. We are mainly interested in the description of the Weyl family
MΓ corresponding to an isometric/(essentially) unitary boundary pair (L,Γ) or an ordinary
boundary triple ΠΓ ≡ (L,Γ0,Γ1) for the JH-adjoint T+, provided that one transforms a linear
relation Γ to a linear relation ΓV −1 or V Γ with a suitable linear relation V between Krein
spaces. Initially we do not assume that V is necessarily a standard unitary operator (Sec-
tion 3: Theorems 3.7, 3.9, Proposition 3.10). For example, if V is a unitary linear relation
with a closed domain domV ⊇ A∗ := domΓ, and if the componentwise sums T +̂ domV and
T+ +̂ domV are closed linear relations, then Γ→ ΓV −1 implies thatMΓ transforms to the Weyl
family z 7→ Γ(domVz) of a closed symmetric linear relation V (T ); Vz := V ∩ (A∗ × zI). The
transformation result uses Theorem 3.3, which extends a similar result (see e.g. [DHMdS09,
Proposition 3.10(i)]) known for a standard unitary operator V . Another corollary following
from the above transformation result is that a unitary linear relation V with closed domain
and satisfying ker V ⊆ ker Γ (⊆ T ) establishes a one-to-one correspondence between isomet-
ric/(essentially) unitary boundary pairs for T+ and V (T+). See also Corollary 3.8 for the case
of unitary boundary pairs, where now T = ker Γ. The corollary covers as a special case a
previously derived in [BDHdS11, Proposition 3.3] correspondence principle between boundary
relations for T+ and JHT
+. In case Γ → V Γ, an analogous correspondence principle for iso-
metric/(essentially) unitary boundary pairs for T+ is formulated by means of a unitary linear
relation V with closed domain and satisfying ker V ⊆ mul Γ; the corresponding Weyl family
MΓ transforms to the Weyl family z 7→ V (MΓ(z)). The construction of isometric boundary
pairs from other isometric boundary pairs according to the scheme Γ → V Γ is also discussed.
A transformation is realized via an isometric linear relation V such that ker V ⊆ mul Γ and
mul V + ⊆ ker Γ+; Proposition 3.10 covers, for example, the case of quasi-boundary triples
studied in a Hilbert space setting in [BL07].
In case of boundary triples, however, we take for granted T densely defined (i.e. T+ an op-
erator) and V a standard unitary operator (Theorems 5.1, 6.1). For example, for a suitable
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V—as discussed in Section 4, when considering linear fractional transformations of operators—
MΓ transforms to the Weyl function MΓ +∆
V
Γ corresponding to ΠΓV −1 ; the operator function
z 7→ ∆VΓ (z) vanishes iff the eigenspace Nz(T+) is contained in ker pV (z) for a certain quadratic
operator pencil pV (z) (Proposition 5.2). This result implies in particular (Example 5.4) that the
Weyl functions of symmetric operators T and X+TX , with a bijective X and H =
∨
z Nz(T
+)
(the closed linear span is taken w.r.t. z from the resolvent set of ker Γ0), coincide iff X is a
standard unitary operator between Krein spaces – a known fact for simple symmetric operators
in a Hilbert space setting [LT77, Theorem 2.2]; see also [HMM13, Theorem 2.16]. In Theo-
rem 6.2, under hypothesis that T has ΠΓ, that is, T admits a JH-self-adjoint extension in a
JH-space, and by assuming in addition that there exists a ΠΓ for which a linear relation MΓ(z)
is injective at least for some z ∈ CrR, we construct another boundary triple ΠΓ′ for T+ such
that, for some z, the corresponding Weyl function MΓ′(z) is a densely defined closed operator
and moreover 0 ∈ res(MΓ′(z) + τ(z)), with a bounded and boundedly invertible τ(z). The
reasoning takes advantage of Theorem 6.1 and the theorem of extension of a bounded operator
by continuity (see e.g. [RS80, Theorem I.7]). In a Pontryagin space setting a similar result for
boundary relations, but without an additional hypothesis kerMΓ(z) = {0}, is established for
τ(z) = z in [BDHdS11, Proposition 3.12] by using dissimilar arguments. Let us recall that the
points z for which 0 ∈ res(MΓ′(z) + z) constitute the resolvent set of the main transform of Γ′,
which extends T to a larger Krein space.
In Section 2 the main definitions that are used throughout the paper are introduced and
discussed. The main results in Section 3 are based on Theorem 3.3, which states that the Krein
space adjoint V (T )+ = (V +)−1(T+) for linear relations V and T such that T +̂ domV is a closed
linear relation. We examine the adjoint and the closure of the Weyl family corresponding to
an isometric boundary pair for T+ (Theorem 3.4 and Corollaries 3.5, 3.6), and we compare our
results, as well as possible outcomes, with others; we do not rely on a hypothesis that there
exists a JH-self-adjoint extension of T with nonempty resolvent set. In particular (Corollary 3.5)
we obtain that the closure of the Weyl family, MΓ(z) =MΓ(z), z ∈ CrR, corresponding to an
essentially unitary boundary pair (L,Γ) for T+ is the Weyl family corresponding to a unitary
boundary pair (L,Γ) for T+, provided that domΓ +̂ N̂ω(T
+) = T+ for ω = z and ω = z; in a
Hilbert space case the latter assumption is satisfied automatically due to von Neumann formula,
and in this case a similar result is obtained in [Jur18b]. Another application of Theorem 3.3 is
dedicated to the main topic of the present paper - description of a transformed boundary space
(Theorems 3.7, 3.9, Proposition 3.10). In Section 4 we examine linear fractional transformations
of operators, where we concentrate on the properties that we use in Sections 5 (case Γ→ ΓV −1)
and 6 (case Γ→ V Γ), where we examine a transformedWeyl function corresponding to an OBT,
as well as discuss certain consequences following from the transformation results.
2. Preliminaries
A linear relation T from a Hilbert space H = (H, 〈·, ·〉H) to a Hilbert space H = (H, 〈·, ·〉H)
is a subset of H × H [Sch12, HdSS09, HSdSS07]. The set of linear relations from H to H is
denoted by C (H,H). For H = H one writes C (H). A JH-space is a Krein space (H, [·, ·]H)
equipped with a fundamental symmetry JH, i.e. J
∗
H = J
−1
H = JH, and an indefinite metric
[·, ·]H := 〈·, JH·〉H [AI89]. The Hilbert space adjoint of an operator is indicated by a superscript
∗. Given T ∈ C (H,H) from a JH-space to a JH-space, its (JH, JH)-adjoint is a closed linear
relation T+ = JHT
∗JH. From here it follows that T
∗+ = JHTJH, with the closure T = T
∗∗, and
that T++ = T . Thus, whenever one speaks of a closed linear relation T from a JH-space to a
JH-space, one assumes that T is closed with respect to the Hilbert space topology on H × H.
The subset of closed linear relations from C (H,H) (resp. C (H)) is denoted by C˜ (H,H) (resp.
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C˜ (H)). A (JH, JH)-adjoint linear relation is said to be JH-adjoint. T ∈ C (H) is JH-symmetric
(resp. JH-self-adjoint) if T ⊆ T+ (resp. T = T+); for JH = IH one says that T is symmetric
(resp. self-adjoint) in a Hilbert space H. T ∈ C (H,H) is (JH, JH)-isometric (resp. (JH, JH)-
unitary) if T−1 ⊆ T+ (resp. T−1 = T+); T is essentially (JH, JH)-unitary if T −1 = T+.
A (JH, JH)-isometric/(essentially) unitary T ∈ C (H) is said to be JH-isometric/(essentially)
unitary. These notions extends naturally to T ∈ C (H2,H2), where H2 = H × H is equipped
with a fundamental symmetry ĴH :=
(
0 −iJH
iJH 0
)
, and similarly for H2; for JH = IH one writes
Ĵ◦H instead of ĴH. The Hilbert space scalar product in H
2 is denoted by 〈·, ·〉H2 (and is the sum
of two H-metrics), and the corresponding indefinite metric by [·, ·]H2 := 〈·, ĴH·〉H2. The reader
may consult [DHM20, BHdS+13, BLT13, DHMdS12, BDHdS11, BHdS09, BHdS08, DHMdS06]
for more details. Whenever it is convenient, operators are identified with their graphs (single-
valued linear relations). The (graph of the) operator of multiplication by a complex number z
is denoted by z = zIH, where IH denotes the (graph of the) identity operator in H.
Given T ∈ C (H) (or a closed operator T ), we denote by σp(T ) the point spectrum of T
([AI89, Section 2.6]). The eigenspace Nz(T ) := ker(T −z), z ∈ C. The regularity domain reg T
is the set of z ∈ Crσp(T ) such that ran(T −z) is a subspace; subspaces are meant to be closed
linear subspaces. The resolvent set res T is the set of z ∈ reg T such that T − z is surjective,
ran(T − z) = H. Here and elsewhere domT , ranT , ker T , mul T abbreviate the domain, the
range, the kernel, the multivalued part of a linear relation T . The componentwise sum of linear
relations is denoted by +̂ (see e.g. [HdSS09, Section 2.4]). The direct sum of sets is denoted
by ∔. The orthogonal sum with respect to the Hilbert space metric is denoted by ⊕.
Let T ∈ C˜ (H) be JH-symmetric and let Γ ∈ C (H2,L2) (H and L are Hilbert spaces). By mod-
ifying [BDHdS11, Definition 3.1], the pair (L,Γ) is an isometric boundary pair (IBP)/unitary
boundary pair (UBP) for the JH-adjoint T
+ ∈ C˜ (H) if the linear relation A∗ := domΓ is
dense in T+ with respect to the (Hilbert space) topology on H2 and Γ is respectively (ĴH, Ĵ
◦
L)-
isometric/(ĴH, Ĵ
◦
L)-unitary. Note that domΓ = T
+ implies that mul Γ+ = T ; Γ+ is the (ĴH, Ĵ
◦
L)-
adjoint of Γ. The pair (L,Γ) is an essentially unitary boundary pair (EUBP) for T+ if the pair
(L,Γ) is a UBP for T+. Let A∗ := domΓ and A⋆ := domΓ (⊇ A∗). Because A∗ = A⋆ = T+,
the previous definition of an EUBP is equivalent to saying that (L,Γ) is an EUBP for T+ if A∗
is dense in T+ and Γ is essentially (ĴH, Ĵ
◦
L)-unitary. If (L,Γ) is a UBP for T
+, then Γ is also
said to be a boundary relation (BR) for T+; in this case Γ+ = Γ−1 implies mul Γ+ = ker Γ. A
BR Γ is minimal if reg T 6= ∅ and H = ∨z∈reg T Nz(A∗) (closed linear span); the latter condition
means that T is simple. In a Pontryagin space reg T can be replaced by smaller subsets in C±
(z ∈ C such that ℑz > 0 or ℑz < 0) according to [BDHdS11, Proposition 3.12, Corollary 3.14].
Putting in the above mul Γ = {0}, domΓ = T+, mulT+ = {0}, and identifying Γ with the
operator Γ: f 7→ (Γ0f,Γ1f) from domT+ to L2, one recovers the definition of an ordinary
boundary triple of a densely defined operator (cf. [Der95, Definition 2.1], [DHM20, Defini-
tion 1.1]): Let T be a densely defined, closed, JH-symmetric operator in a JH-space. The triple
ΠΓ ≡ (L,Γ0,Γ1) is an ordinary boundary triple (OBT) for the JH-adjoint T+ if Γ is surjective
and if the Green identity holds
[f, T+g]H − [T+f, g]H = 〈Γ0f,Γ1g〉L − 〈Γ1f,Γ0g〉L
for all f, g ∈ domT+. Note that, if (L,Γ) is a BR for T+ ⊇ T such that mul Γ = {0} and
domΓ = T+, then ranΓ = L2 (cf. [DHMdS06, Corollary 2.4(i)]). On the other hand, domΓ
is closed, so ranΓ is also closed, i.e. Γ is surjective (see e.g. [DHMdS06, Corollary 2.4(iii)],
[DHMdS12, Corollary 7.2]). In a Hilbert space case the definition of an OBT for T ∗ is similar
(see e.g. [DHM20, Definition 1.1]). T has an OBT iff it admits a JH-self-adjoint extension in a
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JH-space. More generally, the existence of a BR for T
+ of a JH-symmetric T ∈ C˜ (H) follows
from the existence of a BR for the Hilbert space adjoint [DHMdS06, Proposition 3.7], and
is determined via a Hilbert space unitary operator, which is simultaneously (ĴH, Ĵ
◦
H)-unitary
[BDHdS11, Proposition 3.3], Example 4.1.
Let as above T ∈ C˜ (H) be JH-symmetric and (L,Γ) an IBP/(E)UBP for the JH-adjoint
T+. Following e.g. [BDHdS11, Definition 3.6], the γ-field γΓ and the Weyl family MΓ of T
corresponding to (L,Γ) are defined by the linear relations
γΓ(z) := {(l, fz) ∈ L× H | fz ∈ Nz(A∗) ; (∃l′ ∈ L) ((fz, zfz), (l, l′)) ∈ Γ} ,
MΓ(z) := Γ(N̂z(A∗)) = {l̂ ∈ L2 | (∃f̂z ∈ N̂z(A∗)) (f̂z, l̂) ∈ Γ} , z ∈ C∗ := Cr R .
Here N̂z(A∗) is the set of (fz, zfz) with fz ∈ Nz(A∗), and similarly for other linear relations.
In the case of ordinary boundary triples the definition of the γ-field and the Weyl family (now
Weyl function) reduces as follows. Let T be a densely defined, closed, JH-symmetric operator in
a JH-space and let ΠΓ ≡ (L,Γ0,Γ1) be an OBT for T+. Then by the above, the Weyl function
MΓ corresponding to ΠΓ is characterized by the linear relation
(2.1) MΓ(z) = {(Γ0fz,Γ1fz) | fz ∈ Nz(T+)} , z ∈ C∗ .
By the Green identity MΓ(z) ⊆MΓ(z)∗ and the adjoint MΓ(z)∗ ∈ C˜ (L) is in general multival-
ued; mulMΓ(z)
∗ = (domMΓ(z))
⊥; but see Corollary 3.6. Moreover, the Green identity implies
that ker(Γi | Nz(T+)), i ∈ {0, 1}, is a neutral subspace of a JH-space ([AI89, Section 1.1]), so
Γi | Nz(T+) is in general non-invertible (in contrast to the Hilbert space case). For this same
reason MΓ(z) is (in general) non-invertible and has a nontrivial multivalued part
kerMΓ(z) = Γ0(ker Γ1 ∩Nz(T+)) , mulMΓ(z) = Γ1(ker Γ0 ∩Nz(T+))
which is in contrast to the implication mul Γ = {0} ⇒ kerMΓ(z) = {0} ∧ mulMΓ(z) = {0} in
a Hilbert space case; see e.g. [DHMdS06, Lemma 4.1(ii)].
Under an additional hypothesis (which is satisfied automatically in a Hilbert space case),
the linear relation MΓ(z) becomes a bounded operator (MΓ(z) ∈ [L]) as follows. An extension
TΘ ∈ ExtT of T , i.e. an operator satisfying T ⊆ TΘ ⊆ T+, is uniquely determined by Θ ∈ C (L)
via the equation Θ = ΓdomTΘ with domTΘ = {f ∈ domT+ |Γf ∈ Θ}; see e.g. [Der95, Propo-
sition 2.1]. One assumes that T admits a JH-self-adjoint extension from ExtT with nonempty
resolvent set. Then, without loss of generality, one chooses ΠΓ such that this JH-self-adjoint
extension coincides with T0 := ker Γ0. Because in this case ([Der95, Eq. (2.6)], [Der94, Propo-
sition 3])
(2.2) domT+ = domT0 ∔Nz(T
+) , z ∈ res T0
the operator Γ0 maps Nz(T
+) bijectively onto L. Sequentially, the γ-field γΓ and the Weyl
function MΓ corresponding to ΠΓ are characterized by analytic (on resT0) operator functions
as follows ([Der95, Proposition 2.2, Definition 2.2]):
MΓ(z) = Γ1γΓ(z) ∈ [L] , γΓ(z) = (Γ0 | Nz(T+))−1 ∈ [L,H] , z ∈ resT0 .
In this case MΓ(z)
∗ =MΓ(z). In a Hilbert space setting the γ-field and the Weyl function are
defined similarly, where now resT0 is always nonempty.
3. Transformation of a boundary pair by a unitary linear relation
In what follows H and H are Hilbert spaces equipped additionally with an indefinite metric,
which makes them into a JH-space and a JH-space as described in the previous section.
We first restate a known composition property of linear relations.
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Lemma 3.1. [DHMdS09, Lemma 2.9(ii)] Let Ki, i ∈ {1, 2, 3}, be Hilbert spaces, each equipped
with a JKi-metric, and let S ∈ C˜ (K1,K2). If ranS is closed, then (Y S)+ = S+Y + for every
Y ∈ C (K2,K3) such that domY ⊆ ranS.
By taking the inverses, from this lemma it immediately follows that (SX)+ = X+S+ for a
closed linear relation S and a linear relation X such that ranX ⊆ domS = domS [DHMdS09,
Lemma 2.9(i)].
The next lemma is probably known as well, but we could not find a reference to it (at least
in the form as stated below), so we give a proof.
Lemma 3.2. Let V ∈ C (H2,H2) and let V + be its (ĴH, ĴH)-adjoint. The orthogonal comple-
ment in H2 ×H2 of V is given by V ⊥ = −ĴH(V +)−1ĴH.
Proof. V ⊥ is the set of (f̂ , ĥ) ∈ H2 ×H2 such that (∀(ĝ, ĥ∗) ∈ V )
0 = 〈(ĝ, ĥ∗), (f̂ , ĥ)〉H2×H2 = 〈ĝ, f̂〉H2 + 〈ĥ∗, ĥ〉H2 = [ĝ, ĴHf̂ ]H2 − [ĥ∗,−ĴHĥ]H2 .
Thus V ⊥ consists of (ĴHf̂ ,−ĴHĥ) such that (ĥ, f̂) ∈ V +. 
The next theorem is a generalization of [DHMdS09, Proposition 3.10(i)]. We recall that, for
T ∈ C (H) and V ∈ C (H2,H2), the linear relation V (T ) consists of ĥ ∈ H2 such that (∃f̂ ∈ T )
(f̂ , ĥ) ∈ V . In the terminology of [DHMdS09, Definition 3.9], V (T ) is called the Shmul’yan
transform of T induced by V .
Theorem 3.3. Let T ∈ C (H), V ∈ C (H2,H2), T +̂ domV ∈ C˜ (H). Then V (T )+ =
(V +)−1(T+).
Proof. V (T ) ∈ C (H) is equivalently represented by
V (T ) = ranVT , VT := V | T := V ∩ (T ×H2) .
Sequentially, the JH-adjoint ([⊥] denotes the ĴH-orthogonal complement)
V (T )+ = (ranVT )
[⊥] = ker V +T .
Because
[V + +̂ (T ×H2)+]+ = V ∩ T ×H2 = V ∩ (T ×H2) = V ∩ (T ×H2) = VT
it follows that
V +T = V
+ +̂ (T ×H2)+ , (T ×H2)+ = {0} × T+ .
Let W := T ×H2. Because
V +̂W = V +̂ (T ×H2) = (domV +̂ T )×H2
by our hypothesis V +̂W is therefore closed. But this is possible iff V ⊥ +̂W⊥ is closed
(cf. [HdSS09, Lemma 2.10]). Now (Lemma 3.2)
V ⊥ = −ĴH(V +)−1ĴH
and similarly for W⊥; hence
(V +)−1 +̂ (W+)−1 = (V + +̂W+)−1
is closed, and so is V + +̂W+. Then
V +T = V
+ +̂ ({0} × T+) = V + +̂ ({0} × T+) .
From here one gets that
ker V +T = (V
+)−1(T+)
and the claim follows. 
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Remarks. 1. Recall that V ∈ C (H2,H2) is a standard unitary operator ([DHMdS09, Defini-
tion 2.5(i)]) if V −1 = V + and V ∈ [H2,H2] (in which case also V −1 ∈ [H2,H2]; [DHMdS09,
Corollary 2.7]). Because now domV = H2, one concludes that V (T )+ = V (T+) for a standard
unitary operator V = V .
2. For a suitable V , the inverse of the Shmul’yan transform is also the Shmul’yan transform.
To see this, let T ∈ C (H) and V ∈ C (H2,H2) and T ′ := V (T ). Then
V −1(T ′) = (T ∩ domV ) +̂ ker V .
If ker V ⊆ T ⊆ domV then T = V −1(T ′) is the Shmul’yan transform of T ′ induced by V −1.
3. For a closed domV , condition T +̂ domV ∈ C˜ (H) is equivalent to T+ +̂ mul V + ∈ C˜ (H).
As a byproduct of Theorem 3.3 we have Theorem 3.4 and Corollaries 3.5, 3.6.
Theorem 3.4. Let T ∈ C˜ (H) be JH-symmetric in a JH-space and (L,Γ) an IBP for the JH-
adjoint T+. Let MΓ be the corresponding Weyl family. Define
A∗ := domΓ , A⋆ := domΓ , A# := domΓ# , Γ# := (Γ
+)−1 ,
MΓ#(z) := Γ#(N̂z(A#)) , MΓ(z) := Γ(N̂z(A⋆)) , z ∈ C∗ .
In particular, MΓ is the Weyl family corresponding to an IBP (L,Γ) for T
+.
Moreover:
1◦. Assume that
(A1) A⋆ +̂ N̂z(T
+) = T+ .
Then the adjoint linear relation
MΓ(z)
∗ =MΓ#(z) .
2◦. Assume (A1) and in addition
(A2) A# +̂ N̂z(A#) = A# .
Then the closure
MΓ(z) =MΓ(z) .
Proof. The pair (L,Γ) is an IBP for T+, since Γ is (ĴH, Ĵ
◦
L)-isometric, i.e. Γ
−1 ⊆ Γ+ implies
Γ
−1 ⊆ Γ + = Γ+, and since the closure A⋆ = T+. Next we prove 1◦ and 2◦.
Step 1. We apply Theorem 3.3 to MΓ(z) := Γ(N̂z(A∗)), so first we demonstrate that
N̂z(A∗) = N̂z(T
+) .
We prove that
N̂z(A∗) = zINz(A∗) .
The ĴH-orthogonal complement N̂z(A∗)
[⊥] consists of (f, f ′) ∈ H2 such that f ′−zf ∈ Nz(A∗)[⊥]
(the latter [⊥] denotes the JH-orthogonal complement); thus
N̂z(A∗)
[⊥] = zIH +̂ ({0} ×Nz(A∗)[⊥]) .
From here it follows that
N̂z(A∗) = (zIH)
+ ∩ (Nz(A∗)× H) .
The JH-adjoint (zIH)
+ = zIH, so
N̂z(A∗) = zIH ∩ (Nz(A∗)× H) = zINz(A∗)
as claimed.
WEYL FAMILIES OF TRANSFORMED BOUNDARY PAIRS 7
Next, using that A∗ = T
+, and that the kernel of a closed linear relation is closed, we get
that
Nz(A∗) = ker(A∗ − z) = ker(A∗ − z) = ker(T+ − z) = Nz(T+) .
(In particular this yields Nz(A∗)
[⊥] = Nz(T
+)[⊥].) Therefore
N̂z(A∗) = zINz(T+) = N̂z(T
+) .
(In particular this yields N̂z(A∗)
[⊥] = N̂z(T
+)[⊥].)
Step 2. Now we show that
A⋆ +̂ N̂z(T
+) ∈ C˜ (H) ⇔ A⋆ +̂ N̂z(T+) = T+ .
Because
A⋆ +̂ N̂z(T
+) ∈ C˜ (H) ⇔ A⋆ +̂ N̂z(T+) = A⋆ +̂ N̂z(T+)
and
A⋆ +̂ N̂z(T+) = domΓ +̂ N̂z(T+) = T+ +̂ N̂z(T+) = T+ = T
+ ∈ C˜ (H)
we deduce that A⋆ +̂ N̂z(T
+) ∈ C˜ (H) ⇔ (A1).
Step 3. By the above and Theorem 3.3, if (A1) then
MΓ(z) := Γ(N̂z(A∗)) ⇒ MΓ(z)∗ = (Γ+)−1(N̂z(T+)[⊥]) = Γ#(A# ∩ N̂z(T+)[⊥])
with
A# ∩ N̂z(T+)[⊥] = N̂z(A#) +̂SΓ(z) , N̂z(A#) = A# ∩ zIH ,
SΓ(z) := {0} × (mulA# ∩Mz) , Mz := Nz(T+)[⊥] = ran(T − z) .
We prove that
SΓ(z) = {0} ×mulT and hence SΓ(z) ⊆ ker Γ# = T
from which it would follow that MΓ(z)
∗ =MΓ#(z). Using T ⊆ A# we have that
SΓ(z) ={0} ×mulA# ∩ ran(T − z) = {0} ×mulT ∩ ran(T − z) = {0} × (mulT ∩Mz)
⊆SΓ(z) ⊆ SΓ(z) ⇒ SΓ(z) = SΓ(z) = {0} × (mulT ∩Mz) .
Now
mul T ∩ ran(T − z) = mul(T − z) ∩ ran(T − z) = mul(T − z) = mulT
so
SΓ(z) = {0} ×mul T ∩ ran(T − z) = {0} ×mul T
and this completes the proof of 1◦.
Step 4. To compute MΓ(z) = MΓ(z)
∗∗, we again apply Theorem 3.3 to MΓ(z)
∗ given as in
1◦. Thus first we demonstrate that (note that N̂z(A#) = N̂z(A#) by the same arguments as in
step 1)
A# +̂ N̂z(A#) ∈ C˜ (H) ⇔ A# +̂ N̂z(A#) = A# .
As in step 2, we have that
A# +̂ N̂z(A#) ∈ C˜ (H) ⇔ A# +̂ N̂z(A#) = A# +̂ N̂z(A#) .
But
A# +̂ N̂z(A#) = A# +̂ N̂z(A#) = A#
and this yields (A2).
Step 5. By the above and Theorem 3.3, if (A1)–(A2) then
MΓ(z)
∗ = Γ#(N̂z(A#)) ⇒ MΓ(z) = (Γ+#)−1(N̂z(A#)[⊥]) = Γ(A⋆ ∩ N̂z(A#)[⊥]) .
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Using (see step 1)
N̂z(A#)
[⊥] = zIH +̂ ({0} ×M#z ) , M#z := Nz(A#)[⊥] = ran(A+# − z)
we get that
A⋆ ∩ N̂z(A#)[⊥] = N̂z(A⋆) +̂Dz , Dz := {0} × (mulA⋆ ∩M#z )
so
MΓ(z) = Γ(N̂z(A⋆) +̂Dz) .
We prove that
Dz = {0} ×mulA+# and hence Dz ⊆ ker Γ = A+#
from which it would follow that MΓ(z) = MΓ(z). Using that A⋆ = T
+ and A+# ⊆ T+ we get
that the closure
Dz ={0} ×mulA⋆ ∩ ran(A+# − z) = {0} ×mul T+ ∩ ran(A+# − z)
={0} ×mul(T+ − z) ∩ ran(A+# − z) = {0} ×mul(A+# − z) = {0} ×mulA+# .
On the other hand, because A+# ⊆ A⋆ we find that
Dz ⊇{0} × (mulA⋆ ∩ ran(A+# − z)) = {0} × (mul(A⋆ − z) ∩ ran(A+# − z))
={0} ×mul(A+# − z) = {0} ×mulA+# = Dz .
But Dz ⊆ Dz, so Dz = Dz = {0} ×mulA+#. This completes the proof of 2◦. 
Remarks. 1. For the statement (step 1 in the proof) Nz(A∗) = Nz(T
+), with A∗ = T
+,
the reader may also refer e.g. to [DHM20, Proposition 3.9(i)] in a Hilbert space case and to
[BDHdS11, Corollary 3.14(i)] in a Pontryagin space case.
2. According to [DHM20, Proposition 3.9(i)], in a Hilbert space case (JH = IH), if (L,Γ) is
an IBP for the adjoint T ∗ ⊇ T , and if T0 := ker Γ0 is self-adjoint in H, where Γ0 := pi0Γ and
pi0 : H
2×L2 → H2×L, (f̂ , (l, l′)) 7→ (f̂ , l), then by the von Neumann formula T ∗ = T0 +̂ N̂z(T ∗),
valid for all z ∈ C∗, and using that T0 ⊆ A∗ ⊆ A⋆ ⊆ T ∗, one gets that A⋆ = T0 +̂ N̂z(A⋆) for all
z; hence
A⋆ +̂ N̂z(T
∗) = T0 +̂ N̂z(T
∗) = T ∗
i.e. (A1) holds. By using that A∗# ⊆ A#, i.e. that A∗# ∈ C˜ (H) is symmetric, another von
Neumann formula (e.g. [HdSS12, Eq. (2.6)]) yields
A# = A
∗
# +̂ N̂z(A#) +̂ N̂z(A#)
for all z ∈ C∗. Because A# ⊆ A# it follows that A# +̂ N̂z(A#) ⊆ A#. Assume, for example,
that Γ is essentially (Ĵ◦H, Ĵ
◦
L)-unitary, i.e. Γ = Γ# (see e.g. [DHMdS06, Section 2.3]). In this case
A⋆ = A#, and hence the condition (A2), which now reads A⋆ +̂ N̂z(T
∗) = T ∗, is also satisfied.
3. The above von Neumann formulas do not apply to symmetric linear relations in a Krein
space (but see [ACD03] for a generalized von Neumann formula in a Pontryagin space). Still,
if one restricts z ∈ C∗ to z ∈ resT0, provided that resT0 is nonempty, then T+ = T0 +̂ N̂z(T+)
for z ∈ resT0.
4. Assume in Theorem 3.4 additionally ker Γ = T ; then A# = T
+.
Corollary 3.5. Let T ∈ C˜ (H) be JH-symmetric in a JH-space and (L,Γ) an EUBP for the
JH-adjoint T
+. Let MΓ (resp. MΓ) be the Weyl family corresponding to (L,Γ) (resp. (L,Γ)).
Let A⋆ := domΓ and z ∈ C∗. Assume that
A⋆ +̂ N̂ω(T
+) = T+ for ω = z and ω = z .
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Then the adjoint linear relation MΓ(z)
∗ =MΓ(z) and the closure MΓ(z) =MΓ(z).
Proof. Put A# = A⋆ and Γ = Γ# in Theorem 3.4. 
Remarks. 1. Under assumption of Corollary 3.5, one concludes from [BDHdS11, Theorem 4.8]
that, in a Pontryagin space case the function z 7→ MΓ(z), with a minimal BR Γ for T+,
belongs to the class of generalized Nevanlinna families. In a Pontryagin space, the equality
MΓ(z)
∗ = MΓ(z), with a minimal BR Γ and z from the resolvent set of the main transform
of Γ (see [BDHdS11, Eq. (3.5)], also Section 6), is known from [BDHdS11, Theorem 4.8]. As
pointed out in Remark 3 after Theorem 3.4, in a Krein space the equality A⋆ +̂ N̂z(T
+) = T+
is satisfied for all z ∈ res T0 6= ∅; hence MΓ(z)∗ =MΓ(z), z ∈ res T0.
2. As already discussed in Remark 2 after Theorem 3.4, in a Hilbert space case the equality
A⋆ +̂ N̂z(T
∗) = T ∗ is satisfied for all z ∈ C∗, so we conclude that the closure of the Weyl family
MΓ(z) corresponding to an EUBP (L,Γ) for T
∗ coincides the Weyl family MΓ(z) correspond-
ing to a UBP (L,Γ), and therefore belongs to the class of Nevanlinna families. In particular
this implies that MΓ corresponding to a UBP (L,Γ) for T
∗ is defined by a closed linear re-
lation MΓ(z), z ∈ C∗, whose adjoint MΓ(z)∗ = MΓ(z). This latter conclusion is known from
[DHMdS06, Theorem 3.9].
In the proof of Theorem 6.2 we use the following corollary.
Corollary 3.6. Let T be a densely defined, closed, JH-symmetric operator in a JH-space and
(L,Γ0,Γ1) an OBT for the JH-adjoint T
+. Let MΓ be the corresponding Weyl function. Then
the adjoint linear relation MΓ(z)
∗ =MΓ(z) for all z ∈ C∗.
Proof. Put Γ = Γ and A⋆ = T
+ in Corollary 3.5. 
Remarks. 1. For z ∈ res T0 6= ∅, MΓ(z)∗ =MΓ(z) is known from [Der94, Proposition 5], where
it is shown that MΓ(z) −MΓ(ω)∗ = (z − ω)γΓ(ω)+γΓ(z) for all z, ω ∈ res T0. Recall that, for
z ∈ resT0, MΓ(z) is a bounded operator.
2. The same conclusion in Corollary 3.6 applies to a JH-symmetric T ∈ C˜ (H).
Next we apply Theorem 3.3 for the description of Weyl families corresponding to the trans-
formed isometric/(essentially) unitary boundary pairs (for short, IBP/(E)UBP). We begin with
the transformation scheme Γ→ ΓV −1.
Theorem 3.7. 1◦. Let T ∈ C˜ (H) be JH-symmetric and (L,Γ) an IBP/UBP for the JH-adjoint
T+. Let V ∈ C˜ (H2,H2) be (ĴH, ĴH)-unitary and satisfying
domV = domV ⊇ A∗ (:= domΓ) ,
T +̂ domV ∈ C˜ (H) , T+ +̂ domV ∈ C˜ (H) .
Put T ′ := V (T ) and Γ′ := ΓV −1. Then T ′ ∈ C˜ (H) is JH-symmetric and (L,Γ′) is an IBP/UBP
for the JH-adjoint T
′+ = V (T+), with the corresponding Weyl family MΓ′ defined by the linear
relation
MΓ′(z) = Γ(N̂
V
z (A∗)) , z ∈ C∗ ,
N̂Vz (A∗) := A∗ ∩ V −1(N̂z(V (A∗))) = domVz , Vz := V ∩ (A∗ × zIH) .
If, moreover, ker V ⊆ ker Γ (in which case T +̂ domV = domV = T+ +̂ domV ), then a
unitary V with closed domain establishes a one-to-one correspondence between an IBP/UBP
(L,Γ) for T+ and an IBP/UBP (L,Γ′) for T ′+.
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2◦. Let T ∈ C˜ (H) be JH-symmetric, (L,Γ) an EUBP for T+. Let V ∈ C˜ (H2,H2) be (ĴH, ĴH)-
unitary and satisfying (Γ+ denotes the (ĴH, Ĵ
◦
L)-adjoint of Γ)
domV = domV ⊇ ranΓ+ , T+ +̂ domV ∈ C˜ (H) .
Put T ′ := V (T ) and Γ′ := ΓV −1. Then T ′ ∈ C˜ (H) is JH-symmetric and (L,Γ′) is an EUBP for
T ′+ = V (T+), with the Weyl family MΓ′ defined as above. If, moreover, ker V ⊆ ker Γ, then a
unitary V with closed domain establishes a one-to-one correspondence between an EUBP (L,Γ)
for T+ and an EUBP (L,Γ′) for T ′+.
Proof. 1◦. By Theorem 3.3 and our hypothesis, T ′ is closed and JH-symmetric (the latter
because T is JH-symmetric). By Lemma 3.1 and our hypothesis, the (ĴH, Ĵ
◦
L)-adjoint Γ
′+ =
V Γ+, where Γ+ is the (ĴH, Ĵ
◦
L)-adjoint of Γ. One verifies that mul Γ
′+ = V (T ), so domΓ′ =
V (T+). This shows that (L,Γ′) is an IBP/UBP for the JH-adjoint T
′+ = V (T+).
To compute MΓ′ , put A
′
∗ := domΓ
′. Then A∗ ⊆ domV implies A′∗ = V (A∗) and then the
eigenspace N̂z(A
′
∗) = ranVz = Vz(A∗). Then the corresponding linear relation
MΓ′(z) := Γ
′(N̂z(A
′
∗)) = Γ(V
−1Vz(A∗)) = Γ(A∗ ∩ V −1Vz(A∗)) .
Because
V −1Vz = V
−1V ∩ V −1(A∗ × zIH) , V −1V = IdomV +̂ ({0} × ker V )
and
V −1(A∗ × zIH) = A∗ × {f̂ | (∃ĥ ∈ zIH) (f̂ , ĥ) ∈ V }
it follows that
V −1Vz =[IdomV ∩ V −1(A∗ × zIH)] +̂ [({0} × ker V ) ∩ V −1(A∗ × zIH)]
=IdomVz +̂ ({0} × ker V ) .
Therefore
A∗ ∩ V −1Vz(A∗) = domVz +̂ (A∗ ∩ ker V ) = domVz +̂ ker Vz = domVz
and the formula for MΓ′(z) follows as claimed.
Finally we verify that an IBP/UBP (L,Γ′) for T ′+ leads back to an IBP/UBP (L,Γ) for T+.
Because in this case one assumes in addition that ker V ⊆ ker Γ (⊆ T ), taking the Krein space
adjoints the latter implies that domV ⊇ T+ (⊇ A∗). Thus it follows that T = V −1(T ′) and
T+ = V −1(T ′+) (Remark 2 after Theorem 3.3). Moreover T+ = V −1(T ′)+ by Theorem 3.3,
because
T ′ +̂ domV −1 = V (T ) +̂ ranV = ranV
and because ranV is closed (V is unitary with closed domain); similarly one verifies that T is
closed. Using ker V ⊆ ker Γ one also gets that
Γ′V = ΓV −1V = Γ +̂ (ker V × {0}) = Γ .
Then Γ+ = V −1Γ′+ by applying Lemma 3.1, since domΓ′ = V (A∗) ⊆ ranV . From here it
follows that mul Γ+ = V −1(T ′) = T , so (L,Γ) is an IBP/UBP for T+ ⊇ T .
2◦. In case of an EUBP (L,Γ) we need a slightly stronger assumption domV = domV ⊇
ran Γ+ (⊇ A∗) than that in 1◦, domV = domV ⊇ A∗. By the remark after Lemma 3.1, the
assumption ensures that the closure Γ′ = (V Γ+)+ = ΓV −1 is (ĴH, Ĵ
◦
L)-unitary. The assumption
also implies that T +̂ domV = domV is closed. The remaining arguments are as in the proof
of 1◦, with an additional step in case ker V ⊆ ker Γ that Γ+ = V −1Γ′+ implies Γ = Γ′V , because
ran Γ′+ = V (ran Γ+) ⊆ ranV and ranV is closed. 
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Remarks. 1. In case of an IBP for T+ the hypothesis domV = domV ⊇ A∗ need not necessarily
imply that T +̂ domV is a closed linear relation, since in this case, although T is an extension
of ker Γ, it need not belong to A∗. But in the case of a UBP for T
+, one has T = ker Γ ⊆ A∗,
so T +̂ domV = domV is closed for a closed domV ⊇ A∗.
2. The range restriction Vz of V | A∗ (:= V ∩ (A∗ × H2)) is nonempty for a nonempty set
N̂z(domΓ
′) = Vz(A∗).
3. mul Γ′ = mul Γ iff A∗ ∩ ker V ⊆ ker Γ.
4. For a unitary V with closed domain and satisfying ker V ⊆ ker Γ, the Weyl family MΓ
corresponding to an IBP/(E)UBP (L,Γ) for T+ is expressed in terms of an IBP/(E)UBP (L,Γ′)
for T ′+ by using the formula MΓ(z) = Γ
′(N̂V
−1
z (A
′
∗)), A
′
∗ := domΓ
′, z ∈ C∗.
Corollary 3.8. A one-to-one correspondence between a BR Γ for T+ and a BR Γ′ = ΓV −1 for
T ′+ = V (T+) is established via a unitary linear relation V with closed domain and satisfying
ker V ⊆ T .
Remark. A similar correspondence principle between a BR Γ for T+ and a BR Γ′ for T ′ ∗ = JHT
+
in case JH = IH, H = H, V = UJH :=
(
IH 0
0 JH
)
is formulated in [BDHdS11, Proposition 3.3].
For the present V , the set N̂Vz (A∗) = {(f, JHzf) ∈ A∗}.
The remaining in this section theorems describe transformed boundary pairs by means of
Γ → V Γ, with an isometric/unitary linear relation V between Krein spaces. For a standard
unitary operator V in a Krein space, the description of boundary pairs can be also found e.g. in
[BDHdS11, Lemma 3.5], [DHMdS09, Propositions 3.11, 3.18].
Theorem 3.9. 1◦. Let T ∈ C˜ (H) be JH-symmetric and (L,Γ) an IBP/UBP for the JH-adjoint
T+, with the corresponding Weyl family MΓ. Let V ∈ C˜ (L2,H2) be (Ĵ◦L, Ĵ◦H)-unitary and
satisfying
domV = domV ⊇ ranΓ .
Put Γ′ := V Γ. Then (H,Γ′) is an IBP/UBP for T+, with the corresponding Weyl family MΓ′
defined by the linear relation
MΓ′(z) = V (MΓ(z)) , z ∈ C∗ .
If, moreover, ker V ⊆ mul Γ, then a unitary V with closed domain establishes a one-to-one
correspondence between an IBP/UBP (L,Γ) and an IBP/UBP (H,Γ′) for T+.
2◦. Let T ∈ C˜ (H) be JH-symmetric, (L,Γ) an EUBP for T+, MΓ the corresponding Weyl
family. Let V ∈ C˜ (L2,H2) be (Ĵ◦L, Ĵ◦H)-unitary and satisfying (Γ+ denotes the (ĴH, Ĵ◦L)-adjoint
of Γ)
domV = domV ⊇ domΓ+ .
Put Γ′ := V Γ. Then (H,Γ′) is an EUBP for T+, with the Weyl family MΓ′ defined as above.
If, moreover, ker V ⊆ mul Γ, then a unitary V with closed domain establishes a one-to-one
correspondence between an EUBP (L,Γ) and an EUBP (H,Γ′) for T+.
Proof. 1◦. Taking the Krein space adjoints in domV = domV ⊇ ranΓ one sees that the
assumption is equivalent to ker V ⊆ ker Γ+, where Γ+ denotes the (ĴH, Ĵ◦L)-adjoint of Γ. The
assumption implies in particular that domV ⊇ ran Γ. Then, domΓ′ = domΓ and by Lemma 3.1
(see the remark right after the lemma) the (ĴH, Ĵ
◦
H)-adjoint Γ
′+ = Γ+V −1. Then mul Γ′+ =
mul Γ+ = T and hence (H,Γ′) is an IBP/UBP for T+. The Weyl family MΓ′ then immediately
follows from its definition.
If ker V ⊆ mul Γ (⊆ ker Γ+) with a closed domV , then taking the Krein space adjoints
in the latter inclusion one gets domV ⊇ ranΓ. Both inclusions imply that Γ = V −1Γ′. By
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applying the remark after Lemma 3.1 Γ+ = Γ′+V , because ranV is closed and contains ranΓ′ =
ran(V | ranΓ) (the latter uses domV ⊇ ran Γ); for this same reason (i.e. ran Γ′ ⊆ ranV ) one gets
domΓ = domΓ′. (Moreover, because mul Γ+ = ran(Γ′+ |mulV ) and because ranV ⊇ ranΓ′
implies mulV ⊆ ker Γ′+, one deduces that mul Γ+ = mul Γ′+.) It then follows that (L,Γ) is an
IBP/UBP for T+.
2◦. In case of an EUBP (L,Γ) for T+ a slightly stronger assumption domV = domV ⊇
domΓ+ (which implies ker V ⊆ mul Γ = ker Γ+) is needed to ensure that the closure Γ′ = V Γ
(using Lemma 3.1) is (ĴH, Ĵ
◦
H)-unitary. The remaining arguments are as in the proof of 1
◦,
with an additional step in case ker V ⊆ mul Γ that Γ = (Γ′+V )+ = V −1Γ′, because domΓ′+ =
V (domΓ+) ⊆ ranV and ranV is closed. 
Remark. For a unitary linear relation V with closed domain and satisfying ker V ⊆ mul Γ,
the Weyl family MΓ corresponding to an IBP/(E)UBP (L,Γ) for T
+ is expressed in terms of
the Weyl family MΓ′ , Γ
′ = V Γ, Γ = V −1Γ′, corresponding to an IBP/(E)UBP (H,Γ′) for T+
according to the formula MΓ(z) = V
−1(MΓ′(z)), z ∈ C∗.
If a unitary V is replaced by solely an isometric V , then one can construct an IBP (H,Γ′)
from an IBP (L,Γ) as follows.
Proposition 3.10. Let T ∈ C˜ (H) be JH-symmetric and (L,Γ) an IBP for the JH-adjoint
T+, with the corresponding Weyl family MΓ. Let V ∈ C (L2,H2) be (Ĵ◦L, Ĵ◦H)-isometric and
satisfying ker V ⊆ mul Γ. Put Γ′ := V Γ. Then Γ′ ∈ C (H2,H2) is (ĴH, Ĵ◦H)-isometric, with
domΓ′ = dom(Γ ∩ (H2 × domV )) and ker Γ′ = ker Γ. The Weyl family of Γ′ is defined by the
linear relation
MΓ′(z) = V (MΓ(z)) , z ∈ C∗ .
If, moreover, domV ⊇ ranΓ, then (H,Γ′) is also an IBP for T+.
Proof. For isometric Γ and V , Γ′ is clearly isometric as well, since the (ĴH, Ĵ
◦
H)-adjoint (V Γ)
+ ⊇
Γ+V + ⊇ (V Γ)−1, where Γ+ ⊇ Γ−1 is the (ĴH, Ĵ◦L)-adjoint of Γ and V + ⊇ V −1 is the (Ĵ◦L, Ĵ◦H)-
adjoint of V . Also domΓ′ = dom(Γ∩ (H2× domV )) is clear from the definition of the product
of linear relations. Likewise, ker Γ′ = dom(Γ∩(H2×ker V )), so ker Γ′ = ker Γ for ker V ⊆ mul Γ.
Put A∗ := domΓ and A
′
∗ := domΓ
′ (⊆ A∗). By definition the Weyl family
MΓ′(z) := Γ
′(N̂z(A
′
∗)) = V Γ(N̂z(A
′
∗)) , z ∈ C∗ .
But
N̂z(A
′
∗) = {f̂z ∈ N̂z(A∗) | (∃l̂ ∈ domV ) (f̂z, l̂) ∈ Γ}
so
Γ(N̂z(A
′
∗)) = domV ∩MΓ(z)
and
MΓ′(z) = V (domV ∩MΓ(z)) = V (MΓ(z)) .
We have A∗ ⊆ A∗ = T+, while (H,Γ′) is an IBP for T ′+ = A′∗, T ′ := mul Γ′+ (⊇ T ), provided
T ′ ⊆ T ′+, i.e. mul Γ′+ ⊆ domΓ′. Because the latter inclusion does not follow from the above
assumptions, we claim that, if in addition to ker V ⊆ mul Γ one assumes that domV ⊇ ranΓ,
or equivalently (ker V ⊆) mul V + ⊆ ker Γ+ (⊇ mul Γ), then T ′ = T .
From Γ′ := V Γ and ker V ⊆ mul Γ it follows that
V −1Γ′ = (IdomV +̂ ({0} × ker V ))Γ = Γ ∩ (H2 × domV ) .
Thus domΓ′ = dom(V −1Γ′). Then ([⊥] denotes the ĴH-orthogonal complement)
(domΓ′)[⊥] = mul Γ′+ = (dom(V −1Γ′))[⊥] = mul(V −1Γ′)+ .
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By arguing exactly as in the proof of Theorem 3.3 (where now Γ plays the role of V and
H2 × domV that of T ×H2), the (ĴH, Ĵ◦L)-adjoint
(V −1Γ′)+ = (Γ ∩ (H2 × domV ))+ = Γ+ +̂ (H2 × domV )+ .
Let W := H2 × domV ; then
Γ +̂W = Γ +̂ (H2 × domV ) = H2 × (ran Γ +̂ domV )
is closed, provided that ranΓ +̂ domV is closed. Assuming the latter, this means that Γ+ +̂W+
is closed as well, so
(V −1Γ′)+ = Γ+ +̂ (H2 × domV )+ = Γ+ +̂ (mulV + × {0})
and
mul Γ′+ = mul(V −1Γ′)+ = mul(Γ+ +̂ (mul V + × {0})) = ran(Γ+ |mulV +) .
If mulV + ⊆ ker Γ+ then T ′ := mul Γ′+ = mul Γ+ = T . Moreover, taking the Krein
space adjoints in mul V + ⊆ ker Γ+ yields domV ⊇ ranΓ ⊇ ran Γ, so the linear relation
ran Γ +̂ domV = domV is automatically closed by this hypothesis. 
Remarks. 1. It follows from the description of domΓ′ that, in addition to ker V ⊆ mul Γ, it
would suffice to have domV ⊇ ran Γ to make (H,Γ′) an IBP for T+. The present inclusion
yields mul V + ⊆ ker Γ+, so it is a stronger assumption than that in the proposition. Note
that the converse implication does not necessarily hold, because mulV + ⊆ ker Γ+ implies only
domV ⊇ ranΓ. In addition, domV ⊇ ran Γ implies domΓ′ = domΓ, while mulV + ⊆ ker Γ+
implies domΓ′ ⊆ domΓ and domΓ′ = domΓ.
2. mul Γ′ = ran(V |mulΓ). If in particular mul Γ = {0}, then an IBP (L,Γ) for T+ reduces
to an isometric boundary triple (IBT) ΠΓ ≡ (L,Γ0,Γ1) (see e.g. [DHM20, Section 3.3] for the
Hilbert space case), and subsequently mul Γ′ = mulV . From here one sees that, if ΠΓ is an IBT
for T+ and V is an isometric injective operator such that mul V + ⊆ ker Γ+ (or equivalently
domV ⊇ ranΓ), then ΠΓ′ , with Γ′ := V Γ, is also an IBT for T+.
Example 3.11. Assume that T = ker Γ and ker Γ+ ⊆ ran Γ. By applying [DHMdS12, Lemma 7.6]
in this case one has mul Γ = ker Γ+, and hence (H,Γ′) is an IBP for T+ for a (Ĵ◦L, Ĵ◦H)-isometric
V ∈ C (L2,H2) and satisfying (ker V ⊆) mulV + ⊆ mul Γ. Assume further that Γ is single-
valued. If an IBT ΠΓ ≡ (L,Γ0,Γ1) for T+ is such that ran Γ is dense in L2 and ker Γ0 ⊆ domΓ
is JH-self-adjoint in a JH-space, then by applying [DHMdS12, Remark 7.7] T = ker Γ and
ker Γ+ = {0}, and then ΠΓ′ ≡ (H,Γ′0,Γ′1) is also an IBT for T+ for a (Ĵ◦L, Ĵ◦H)-isometric, densely
defined, injective operator V . In case JH = IH such an IBT ΠΓ is named by a quasi-boundary
triple [BL07]; see also [DHMdS12, Definition 7.56] and references therein. Note that, without
further hypotheses imposed on V , the transformed IBT ΠΓ′ need not be a quasi-boundary
triple.
Example 3.12. Consider a Hilbert space case JH = IH, L = H, and let V =
(
G−1 0
EG−1 G∗
)
with an
invertible operator G ∈ [H] with dense range, and a densely defined symmetric operator E in
H ([DHMdS12, Theorem 7.57], [DHMdS09, Proposition 3.18], [DHM20, Lemma 3.12]). Then
V is a Ĵ◦H-isometric, densely defined, injective operator; hence Proposition 3.10 is applicable
to this example. If, instead, G is assumed to be injective, densely defined, with dense range
([DHM20, Lemma 3.12]), then the proposition is applicable provided ranΓ ⊆ ranGE × domG∗,
where GE := G | domG∩domE. Note that G is not necessarily closable in this case.
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4. On linear fractional transformations of operators
In subsequent paragraphs we apply Theorems 3.7 and 3.9 for the analysis of the Weyl function
in case T is densely defined and V is a standard unitary operator. Since in this case V has
a concrete inner structure (matrix form), the Weyl function corresponding to the transformed
OBT is explicable in much more detail. But first, in the present section, we set down the basic
properties of linear fractional transformations that we use later on.
Let V ∈ C˜ (H2,H2) be a standard unitary operator from a ĴH-space to a ĴH-space. Then V
is characterized by the matrix
(4.1) V =
(
A B
C D
)
, V −1 = V + =
(
D+ −B+
−C+ A+
)
with operators A, B, C, D ∈ [H,H] satisfying (cf. [BHdS09, Eqs. (4.1)–(4.3)] for the Hilbert
space case; [DM15, Corollary 3.4] for the case H = H, ĴH = Ĵ◦H, ĴH = Ĵ◦H)
(4.2)
A+D − C+B = IH , AD+ −BC+ = IH ,
A+C ∈ [H] JH-self-adjoint, AB+ ∈ [H] JH-self-adjoint,
B+D ∈ [H] JH-self-adjoint, CD+ ∈ [H] JH-self-adjoint.
In the following examples one specifies a bijective operator V , which is both a standard
unitary operator between Krein spaces and a Hilbert space unitary operator.
Example 4.1. As it appears from the definition, if V ∈ [H2,H2] is a standard unitary operator
such that ĴHV = V ĴH, then V is a Hilbert space operator; conversely, if V ∈ [H2,H2] is a
Hilbert space unitary operator such that ĴHV = V ĴH, then V is a standard unitary operator.
A general form of an operator V ∈ [H2,H2] satisfying the stated commutation relation is thus:
V = V (A,B; JH, JH) where V (A,B; JH, JH) :=
(
A B
−JHBJH JHAJH
)
for some A,B ∈ [H,H]; cf. (4.1). If, moreover, V is a Hilbert space unitary operator, that is
(ĴH, ĴH)-unitary, then the operators A and B satisfy (cf. (4.2))
(4.3)
A∗A+ JHB
∗BJH = IH , AA
∗ +BB∗ = IH ,
A∗B ∈ [H] JH-self-adjoint, AB+ ∈ [H] JH-self-adjoint.
The inverse is given by
V −1 = V ∗ = V + = V (A∗,−B+; JH, JH) =
(
A∗ −B+
B∗ A+
)
.
In particular, putting JH = IH or JH = IH or both, one constructs from the above a (Ĵ
◦
H, ĴH)-
unitary or a (ĴH, Ĵ
◦
H)-unitary or a (Ĵ
◦
H, Ĵ
◦
H)-unitary operator V , which is simultaneously a Hilbert
space unitary operator. A Hilbert space unitary operator ([BDHdS11, Eq. (3.3)])
UJH := V (IH, 0; JH, IH) = V (IH, 0; IH, JH) =
(
IH 0
0 JH
)
in H2 is both (ĴH, Ĵ
◦
H)-unitary and (Ĵ
◦
H, ĴH)-unitary. Note that
V (A,B; JH, JH) = UJHV
′ , V ′ = V (A,B; JH, IH)
with a (ĴH, Ĵ
◦
H)-unitary (and Hilbert unitary) operator V
′. The operator V ′ further decomposes
as
V ′ = V ′′UJH , V
′′ = V (A,BJH; IH, IH)
with a (Ĵ◦H, Ĵ
◦
H)-unitary (and Hilbert unitary) operator V
′′.
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Example 4.2. Continuing Example 4.1, we now provide one with a somewhat more specific
form of operators A, B. For instance, one can take below a JH-space as a reproducing kernel
Pontryagin space and α as an evaluation mapping, in which case Λ becomes a reproducing
kernel; e.g. [ADRdS98].
Let α ∈ [H,H], Λ := αα∗, and consider complex numbers {µj = rjeiϕj ; rj ≥ 0 ; ϕj :=
arg µj}2j=1. If one of the following three assumptions holds:
(1) r1 > 0, r2 = 0, µ1α ∈ [H,H] is a Hilbert space unitary operator;
(2) r1 = 0, r2 > 0, µ2α
∗β ∈ [H,H] is a Hilbert space unitary operator for some β ∈ [H];
(3) r1 > 0, r2 > 0, µ2α
∗(|β|2 +mIH)1/2 ∈ [H,H], with m := (r1/r2)2 > 0, is a Hilbert space
unitary operator for a normal operator β ∈ [H] satisfying β∗ = e−iϕβ, ϕ ≡ 2(ϕ1 − ϕ2)
mod 2pi, and commuting with Λ
then the operator V ∈ [H2,H2] of the form
V = V (µ1α
+, µ2α
+β; IH, JH)
is both Hilbert unitary and (Ĵ◦H, ĴH)-unitary. Here α
+ = JHα
∗ denotes the (JH, IH)-adjoint of
α. [It is assumed that α 6= 0 and β 6= 0.]
Proof. Substituting A := µ1α
+ and B := µ2α
+β in (4.3) with JH = IH gives
Λ = r−21 IH = r
−2
1 IH , α
∗α = r−21 IH
for r1 > 0, r2 = 0, that is µ1α ∈ [H,H] is unitary; and
β∗Λβ = r−22 IH , α
∗ββ∗α = r−22 IH
for r1 = 0, r2 > 0, that is µ2α
∗β ∈ [H,H] is unitary; and
β∗Λβ +mΛ = r−22 IH , Λβ = e
iϕβ∗Λ ,
α∗(ββ∗ +mIH)α = r
−2
2 IH , α
∗βα = eiϕα∗β∗α
for r1 > 0, r2 > 0. For β
∗ = e−iϕβ the above four conditions reduce to Λβ = βΛ and
(|β|2 +mIH)Λ = r−22 IH , α∗(|β|2 +mIH)α = r−22 IH .
This shows that µ2α
∗(|β|2 +mIH)1/2 ∈ [H,H] is unitary. 
To V as in (4.1) one associates the so-called linear fractional transformation (l.f.t.) as follows.
Let T ∈ C (H) be an operator and define
(4.4) W (A,B;T ) := (A +BT ) | domT .
Observe that W (A, 0;T ) ⊆ A. The l.f.t. of T induced by V is the mapping
T 7→ φV (T ) := W (C,D;T )W (A,B;T )−1 , 0 /∈ σp(W (A,B;T )) .
Linear fractional transformations of contractions with bounded everywhere defined inverses
(i.e. such that 0 ∈ resW (A,B;T )) are extensively studied e.g. in [Shm80b, Shm80a, Shm78,
Kv74].
Likewise, the l.f.t. of T ′ := V (T ) induced by V −1 = V + is then the mapping
T ′ 7→ φV −1(T ′) := W (−C+, A+;T ′)W (D+,−B+;T ′)−1 , 0 /∈ σp(W (D+,−B+;T ′)) .
By comparing the graphs T and V −1(T ′), as well as V (T ) and T ′, it is not difficult to see that
actually φV (T ) = T
′ and φV −1(T
′) = T , and that
(4.5) W (A,B;T )−1 =W (D+,−B+;T ′) .
From here it follows that 0 /∈ σp(W (A,B;T )) iff 0 /∈ σp(W (D+,−B+;T ′)).
Assuming further that T (and hence T ′) is densely defined and 0 /∈ σp(W (A,B;T+)) (hence
0 /∈ σp(W (D+,−B+;T ′+))), and using T ′+ = V (T+), V −1(T ′+) = T+ (Theorem 3.3), similarly
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one concludes that T ′+ = φV (T
+) (resp. T+ = φV −1(T
′+)) is the l.f.t. of T+ (resp. T ′+).
Moreover, if S ⊆ T+ then 0 /∈ σp(W (A,B;T+)) implies 0 /∈ σp(W (A,B;S)) for an arbitrary
restriction S; here W (A,B;S) := (A +BS) | domS, so that W (A,B;S) ⊆ W (A,B;T+) implies
kerW (A,B;S) ⊆ kerW (A,B;T+) = {0}.
Remark. The last implication can be also shown by direct computation as follows. By hypothesis
0 /∈ σp(W (A,B;T+)), (4.5) holds with T ′ := V (T ) = φV (T ). Now consider f ∈ kerW (A,B;S).
Then
W (A,B;S)f = 0 =W (D+,−B+;T ′)W (A,B;S)f .
Let S ′ := V (S); then domS ′ = ranW (A,B;S) and S ′ ⊆ T ′. Then
W (D+,−B+;T ′)W (A,B;S)f =W (D+,−B+;S ′)W (A,B;S)f .
Because
S ′W (A,B;S) domS = W (C,D;S) domS
it therefore follows by applying (4.2) that
0 = W (D+,−B+;S ′)W (A,B;S)f = D+W (A,B;S)f − B+W (C,D;S)f = f ;
hence 0 /∈ σp(W (A,B;S)).
Below we remark that the l.f.t. of an operator T can be represented in a yet another (though
equivalent) form.
Proposition 4.3. Let T be an operator in a JH-space and V =
(
A B
C D
) ∈ [H2,H2] a standard
unitary operator from a ĴH-space to a ĴH-space; A, B, C, D ∈ [H,H]; 0 /∈ σp(W (A,B;T )).
Let W˜ ∈ [H,H] satisfy
(4.6) (W˜ −D)T ⊆ C .
Then the operator
T ′ := W˜TW , W := W (A,B;T )−1
is the l.f.t. of T , i.e. T ′ = φV (T ). Condition (4.6) is necessary and sufficient (for T
′ to be the
l.f.t. of T , provided W exists).
Proof. Necessity: Because
domT ′ = dom(TW ) = ranW (A,B;T )
it follows thatW domT ′ = domT . Thus, every h ∈ domT ′ is of the form h = W−1f with some
f ∈ domT , and vice verse. Subsequently it is necessary that
W˜Tf = W (C,D;T )f .
But the latter is equivalent to (4.6).
Sufficiency: Under hypothesis (4.6), we verify (4.5). For f ∈ domT we have by using (4.2)
W (D+,−B+;T ′)W (A,B;T )f =D+W (A,B;T )f −B+W˜Tf
=D+Af +D+BTf − B+(W˜ −D)Tf −B+DTf
=D+Af −B+Cf = f .
Likewise, for h = W−1f ∈ domT ′ we have by (4.2)
W (A,B;T )W (D+,−B+;T ′)h =W (A,B;T )(D+h−B+W˜Tf)
=W (A,B;T )[D+W (A,B;T )−B+(W˜ −D)T − B+DT ]f
=W (A,B;T )f = h .
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Finally we verify that W˜TW = φV (T ). Indeed, for f , h as above
T ′h = W˜Tf = (W˜ −D)Tf +DTf = Cf +DTf =W (C,D;T )f = φV (T )h . 
Example 4.4. Let JH = IH, JH = IH, A = D, B = C = 0, so that A ∈ [H,H] is Hilbert unitary.
Then φV (T ) = ATA
∗ on domφV (T ) = A domT , while W˜TW = W˜TA
∗ on dom(TA∗) =
A domT with ranT ⊆ ker(W˜ − A); hence also W˜TA∗ = (W˜ −A)TA∗ + ATA∗ = ATA∗.
Corollary 4.5. Let T be a densely defined, closed, JH-symmetric operator in a JH-space and
V =
(
A B
C D
) ∈ [H2,H2] a standard unitary operator from a ĴH-space to a ĴH-space; A, B, C,
D ∈ [H,H]; 0 /∈ σp(W (A,B;T+)). Assume that
ranB ⊆ ranW (A,B;T ) , −φV (T )BT+ ⊆ C .
Then the l.f.t. of T (resp. T+) is represented in the form
φV (T ) = W
+TW = W+TW (resp. φV (T
+) =W+T+W = W+T+W )
with W := W (A,B;T+)−1, W+ ∈ [H,H].
Proof. If we put W˜ := W+ = D − T ′B in Proposition 4.3 applied to T+ instead of T , with
ranB ⊆ domT ′ = ranW (A,B;T ), we obtain that W˜ ∈ [H,H] and −T ′BT+ ⊆ C. Therefore
T ′+ = W+T+W . It remains to verify that W+T+W = W+T+W , and similarly for T . Taking
the JH-adjoint of T
′+ =W+T+W yields
T ′ ⊇W+TW ⊇W+TW .
Thus dom(TW ) ⊆ domT ′. On the other hand, because T ⊆ T+ and T ′ = φV (T ), it follows
that
W domT ′ =W (D+,−B+;T ′+) domT ′ = W (D+,−B+;T ′) domT ′ = domT
so domT ′ ⊆ dom(TW ). This shows
T ′ =W+TW =W+TW .
Taking the JH-adjoint of the latter yields
T ′+ ⊇W+T+W ⊇W+T+W = T ′+ . 
By imposing additional hypotheses on V in the above corollary one can achieve that the l.f.t.
of T is unitarily similar to T (cf. Example 5.4).
5. OBT transformed according to Γ→ ΓV −1
In the present section we prove the following corollary of Theorem 3.7, which we state in an
extended form as a separate theorem. We use pi1 : H
2 → H, (f, f ′) 7→ f .
Theorem 5.1. Let T be a densely defined, closed, JH-symmetric operator in a JH-space and
let ΠΓ ≡ (L,Γ0,Γ1) be an OBT for the JH-adjoint T+, with the corresponding γ-field γΓ and
Weyl function MΓ. Let V =
(
A B
C D
) ∈ [H2,H2] be a standard unitary operator from a ĴH-space
to a ĴH-space; A, B, C, D ∈ [H,H]; 0 /∈ σp(W (A,B;T+)). Put T ′ := V (T ). Then T ′ = φV (T )
is the l.f.t. of T , which is a densely defined, closed, JH-symmetric operator in a JH-space.
The triple ΠΓ′ ≡ (L,Γ′0,Γ′1) defined by Γ′ := ΓW (A,B;T+)−1 is an OBT for the JH-adjoint
T ′+ = φV (T
+), with the corresponding Weyl function MΓ′ characterized by the linear relation
MΓ′(z) = {(Γ0fz,Γ1fz) | fz ∈ NVz (T+)} , z ∈ C∗ ,
NVz (T
+) := pi1N̂
V
z (T
+) = ker pV (z;T
+) , pV (z; ·) := zW (A,B; ·)−W (C,D; ·) .
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Given an extension TΘ ∈ ExtT , Θ ∈ C (L), an extension T ′Θ ∈ ExtT ′ is the l.f.t. of TΘ,
i.e. T ′Θ = φV (TΘ).
Moreover, if T0 := ker Γ0 (resp. T
′
0 := ker Γ
′
0 = φV (T0)) has nonempty resolvent set and
res T0∩ resT ′0 6= ∅, then Γ0 maps NVz (T+), z ∈ resT ′0, bijectively onto L, and the Weyl function
is given by
MΓ′(z) = Γ1γ
V
Γ (z) ∈ [L] , γVΓ (z) := (Γ0 | NVz (T+))−1 ∈ [L,H] , z ∈ resT ′0
(z ∈ resT ′0 iff 0 ∈ res pV (z;T0)). The operator valued function
γVΓ (z) = [IH − pV (z;T0)−1pV (z)]γΓ(z) , z ∈ resT0 ∩ resT ′0 ,
pV (z) := pV (z; z) = z
2B + z(A−D)− C
and therefore for such z the Weyl function of the l.f.t. of T is given by
MΓ′(z) =MΓ(z) + ∆
V
Γ (z) , ∆
V
Γ (z) := −Γ1[pV (z;T0)−1pV (z)γΓ(z)] .
Proof. Put mul Γ = {0}, A∗ = T+, and mul T+ = {0} in Theorem 3.7, and identify Γ ∈
C˜ (H2,L2) with the operator Γ: f 7→ (Γ0f,Γ1f) from domT+ onto L2 (and similarly for Γ′ :=
ΓV −1). This (together with [DHMdS12, Corollary 7.2]) leads to the first part of the theorem.
Next we show that T ′Θ = φV (TΘ). First we remark that 0 /∈ σp(W (A,B;T+)) implies that
0 /∈ σp(W (A,B;TΘ)), so that φV (TΘ) is well-defined. Using φV (TΘ) = V (TΘ), one sees that
domφV (TΘ) = W (A,B;TΘ) domTΘ = ranW (A,B;TΘ) .
On the other hand, domT ′Θ is the set of h ∈ domT ′+ = ranW (A,B;T+) such that
ΓW (A,B;T+)−1h ∈ Θ; hence
domT ′Θ =W (A,B;T
+) domTΘ =W (A,B;TΘ) domTΘ = domφV (TΘ) .
Finally, by the above (∀h ∈ domT ′Θ = domφV (TΘ))
T ′Θh =T
′+h = φV (T
+)h = W (C,D;T+)W (A,B;TΘ)
−1h
=W (C,D;TΘ)W (A,B;TΘ)
−1h = φV (TΘ)h .
It remains to compute MΓ′(z) for z ∈ resT ′0. The set NVz (T+) consists of f ∈ domT+ such
that pV (z;T
+)f = 0. Sequentially
NVz (T
+) =W (A,B;T+)−1Nz(T
′+) , W (A,B;T+)−1 = W (D+,−B+;T ′+) .
Because Γ′0 := Γ0W (A,B;T
+)−1 maps Nz(T
′+) bijectively onto L for z ∈ res T ′0, the latter
shows that Γ0 maps N
V
z (T
+) bijectively onto L for z ∈ res T ′0. This proves MΓ′(z) = Γ1γVΓ (z) ∈
[L], with γVΓ (z) ∈ [L,H] as stated. By using (2.2) f ∈ NVz (T+) ⊆ domT+ is of the form
f = f0 + fz for some f0 ∈ domT0 and fz ∈ Nz(T+), z ∈ resT0; hence (∀l ∈ L)
γVΓ (z)l = f0 + fz , Γ0fz = γΓ(z)l , pV (z;T
+)(f0 + fz) = 0 = pV (z;T0)f0 + pV (z)fz .
Now
T ′0 − z = −pV (z;T0)W (A,B;T0)−1
so
pV (z;T0)
−1 = −W (A,B;T0)−1(T ′0 − z)−1 ∈ [H,H] , z ∈ res T ′0
(in particular, z ∈ res T ′0 iff 0 ∈ res pV (z;T0)) and hence
f0 = −pV (z;T0)−1pV (z)fz , z ∈ res T0 ∩ resT ′0 .
This shows γVΓ (z) as stated. 
The next proposition gives a necessary and sufficient condition to have MΓ(z) =MΓ′(z).
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Proposition 5.2. Under conditions of Theorem 5.1∆VΓ (z) = 0, z ∈ resT0∩res T ′0, iffNz(T+) ⊆
ker pV (z). Assume in addition that (∃z0 ∈ C) 0 ∈ resW (A,B; z0) and let DV (z0) denote
an open disc in C of center z0 and radius ‖BW (A,B; z0)−1‖−1 (operator norm). Then 0 ∈
resW (A,B; z) for z ∈ DV (z0), and moreover ∆VΓ (z) = 0, z ∈ resT0 ∩ res T ′0 ∩ DV (z0), iff
W (A,B; z)Nz(T
+) ⊆ Nz(τ) with τ := φV (z).
Proof. By the definition of ∆VΓ (z) and using ran γΓ(z) = Nz(T
+) we have
∆VΓ (z) = 0 ⇔ pV (z;T0)−1pV (z)Nz(T+) ⊆ domT (= ker Γ0 ∩ ker Γ1)
⇔ (T ′0 − z)−1pV (z)Nz(T+) ⊆ domT ′
⇔ pV (z)Nz(T+) = (T ′ − z)Y , some Y ⊆ domT ′ .
Now
(T ′ − z)Y = pV (z;T )M , M := W (A,B;T )−1Y ⊆ domT
so ∆VΓ (z) = 0 iff
pV (z)Nz(T
+) (= pV (z;T
+)Nz(T
+)) = pV (z;T )M (= pV (z;T
+)M) .
Since Nz(T
+) ∩M = {0} (recall (2.2)), this is equivalent to Nz(T+) ⊆ ker pV (z).
Assume now that (∃z0 ∈ C) 0 ∈ resW (A,B; z0). Let z ∈ C. Using
W (A,B; z) =W (A,B; z0) + (z − z0)B
=[IH + (z − z0)BW (A,B; z0)−1]W (A,B; z0)
and then applying the Neumann series we get that 0 ∈ resW (A,B; z) for z ∈ DV (z0). In this
case
pV (z) = (z − τ)W (A,B; z) ⇒ ker pV (z) = W (A,B; z)−1Nz(τ) . 
Example 5.3. Let V = V (A,B; IH, IH) (Example 4.1). Then W (A,B; z0) ∈ [H,H] is a Hilbert
space unitary operator for z0 ∈ {−i, i}, and DV (z0) = {z | |z − z0| < ‖B‖−1} with ‖B‖ ∈
[0, 1]. Define DV := DV (−i) ∪ DV (i). Then Nz(τ) = H for z = z0 ∈ DV and = A kerB
for z ∈ DV r {z0}; thus ∆VΓ (z) = 0 for z ∈ resT0 ∩ res T ′0 ∩ {−i, i}, while ∆VΓ (z) = 0 for
z ∈ ρV := res T0 ∩ resT ′0 ∩DV r {−i, i} iff Nz(T ∗) ⊆ kerB. The latter implies that HT ⊆ kerB
with HT :=
∨
z∈ρV
Nz(T
∗). If in particular HT = H, then B = 0 and DV = C. It follows that
∆VΓ (z) = 0 for V = V (A, 0; IH, IH), a Hilbert unitary A ∈ [H,H], and z ∈ resT0. Note that
T ′Θ = ATΘA
∗ for Θ ∈ C (L), so T ′0 = AT0A∗. We therefore obtained a known result ([LT77])
that the Weyl functions of unitarily similar simple symmetric operators (T and T ′ = ATA∗)
coincide. On the other hand, pV (z) = 0 for V = V (A, 0; IH, IH), so Nz(T
∗) ⊆ ker pV (z) = H
actually for all HT ⊆ H.
Let us mention that the l.f.t. τ = τ(z) of z = zIH is obtained, for z ∈ DV (z0), V =
V (A,B; IH, IH), from the Nevanlinna family τ , which is induced by the Nevanlinna pair (Φ,Ψ)
according to
τ(z) := {(Φ(z)f,Ψ(z)f) | f ∈ H} , z ∈ C∗ ,
Φ(z) := W (A,B; z) , Ψ(z) :=W (−B,A; z) .
Indeed we have by (4.3) (with JH = IH and JH = IH) Ψ(z)
∗Φ(z) = Φ(z)∗Ψ(z); also
ℑ[Φ(z)∗Ψ(z)] = ℑ[Ψ(z)Φ(z)∗] = (ℑz)IH .
We verify that 0 ∈ res(Ψ(z) + ωΦ(z)) and 0 ∈ res(Ψ(z) + ωΦ(z)) for some ω ∈ C+ and for all
z ∈ C+. It suffices to shows this for ω = i. For z0 ∈ {−i, i}
W (A,B; z0) = η(Ψ(z) + ωΦ(z)) + [1− η(ω + z)]A + [z0 − η(ωz − 1)]B
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for some η ∈ C. Choosing η 6= 0 such that
1− η(ω + z) = 0 , z0 − η(ωz − 1) = 0
one gets that
W (A,B; z0) = η(Ψ(z) + ωΦ(z)) , η =
1
z + z0
, ω = z0 , z ∈ C+ .
Because 0 ∈ resW (A,B; z0), this shows that 0 ∈ res(Ψ(z) ± iΦ(z)) for all z ∈ C±, and one
concludes that (Φ,Ψ) is a Nevanlinna pair. The reader may refer e.g. to [BDHdS11, Defi-
nition 4.1], [BHdS09, Definitions 3.1, 3.2], [Der09, Definition 2.1] for more on (generalized)
Nevanlinna pairs and Nevanlinna families.
Example 5.4. Put A = X−1, B = C = 0, D = X+ for a bijective X ∈ [H,H] (and hence
bijective X+ ∈ [H,H]). Then the l.f.t. of T is given by (cf. Corollary 4.5)
T ′ = X+TX = X−1ιTX , ι := XX+
and is (in general non-unitarily) similar to ιT . In this case the operator pV (z;T
+) and the set
NVz (T
+) are given by
pV (z;T
+) = X−1(z − ιT+) , NVz (T+) = Nz(ιT+) .
The Weyl function MΓ′(z) corresponding to the OBT (L,Γ0X,Γ1X) for T
′+ = X+T+X is
given by MΓ(z) + ∆
V
Γ (z) with
(5.1) ∆VΓ (z) = Γ1[(ιT0 − z)−1(IH − ι)zγΓ(z)] , z ∈ ρι := res T0 ∩ res(ιT0)
and res(ιT0) = resT
′
0. Note that ker pV (z) = ker[(IH − ι)z]. Moreover ι = IH iff X is (JH, JH)-
unitary. Thus ∆VΓ (z) = 0, z ∈ ρι, iff Nz(T+) ⊆ ker[(IH − ι)z] or equivalently, iff zNz(T+) ⊆
ker[(IH− ι)]. The inclusion implies that HT ⊆ N1(ι) with HT :=
∨
z∈ρι
Nz(T
+). Thus if HT = H
then necessarily ι = IH, that is, X is (JH, JH)-unitary. And conversely, if X is (JH, JH)-unitary
then ι = IH implies ∆
V
Γ (z) = 0, z ∈ res T0. In the special case, when considering finite rank
supersingular perturbations of a self-adjoint operator in a Hilbert space, formula (5.1) appears
in [Jur20, Jur18a].
In terms of (T0 − z)−1 rather than (ιT0 − z)−1, the operator ∆VΓ (z) reads thus
(5.2) ∆VΓ (z)l = Γ1f0 , f0 = (T0 − z)−1(IH − ι)(zγΓ(z)l + T0f0) , l ∈ L .
In applications this formula can be more convenient even though now f0 ∈ domT0 is not given
in a closed form. Assume, for example, that a subspace H0 of H is projectively complete [AI89,
Definition 1.7.8, Theorem 1.7.16], that is, H = H0[∔]H1 is the direct JH-orthogonal sum of a
GH0-space and a GH1-space, where GH0 and GH1 are the corresponding Gram operators [AI89,
Definition 1.6.3, Corollary 1.6.12] of the subspaces H0 and H1 := H
[⊥]H
0 , respectively. By the
projective completeness, every f ∈ H is therefore uniquely represented by the sum f = f 0+ f 1
of elements f 0 ∈ H0, f 1 ∈ H1. We denote by P0 a JH-orthogonal, i.e. P+0 = P0, projection onto
H0. Then P1 := IH − P0 is a JH-orthogonal projection onto H1. Put H = H and
X := κP0 + κ
−1P1 (with X
−1 = κ−1P0 + κP1) , κ ∈ Rr {0} .
If κ ∈ Rr {−1, 0, 1}, assume in addition that (T0 := ker Γ0 and T1 := ker Γ1)
K0 := H0 ∩ domT0 ⊇ H0 ∩ domT1 , K1 := H1 ∩ domT1 ⊇ H1 ∩ domT0
and, moreover T0K0 ⊆ H1 and T1K1 ⊆ H0. One verifies that the above X is bijective for
all κ ∈ R r {0} (note X = κIH for κ ∈ {−1, 1}; 1/(1 − κ2) ∈ resP0 = C r {0, 1} for
κ ∈ Rr {−1, 0, 1}), and that the l.f.t. of T coincides with T , i.e. T ′ = T . Moreover
Γ′0 := Γ0X = κ
−1Γ0 , Γ
′
1 := Γ1X = κΓ1
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on domT ′+ = domT+. The bijective operator
ι = κ2P0 + κ
−2P1 , ι
−1 = κ−2P0 + κ
2P1
on H. Formula (5.2) yields
∆VΓ (z) = (κ
2 − 1)MΓ(z) , z ∈ resT0
because by our hypothesis f0 = κXfz − fz and Γ1Xfz = κΓ1fz for fz = γΓ(z)l ∈ Nz(T+); the
formula extends to the domain of analyticity of γΓ, namely res T0. From here one deduces a
known fact that the Weyl functionMΓ′ corresponding to an OBT (L,Γ0/κ,Γ1κ) for T
+ is given
by MΓ′(z) = κ
2MΓ(z), where MΓ is the Weyl function corresponding to an OBT (L,Γ0,Γ1) for
T+ (see e.g. [HMM13, Section 5.2] for κ =
√
3, JH = IH; there, one can take P0, for example,
as the projection onto the space H0 of symmetric functions). Indeed, for every f ∈ domT+
f 0 := (X − κ−1)f ∈ domT0 , f 1 := (κ−1 − κ)f + f0 ∈ domT1 .
Subsequently
Γ′0f :=Γ0Xf = Γ0(κ
−1f + f 0) = κ−1Γ0f ,
Γ′1f :=Γ1Xf = Γ1(κ
−1f + f 0) = Γ1(κf + f
1) = κΓ1f
so the γ-field γΓ′ and the Weyl function MΓ′ corresponding to the OBT (L,Γ
′
0,Γ
′
1) are given
by γΓ′(z) = κγΓ(z) and MΓ′(z) = κ
2MΓ(z) for z ∈ res T0. It follows in particular that, for
κ ∈ R r {−1, 0, 1}, X cannot be JH-unitary. Moreover, for an operator Θ in L, the l.f.t.
T ′Θ ∈ ExtT of TΘ ∈ ExtT is an extension TΘ′ ∈ ExtT parametrized by the operator Θ′ = κ−2Θ.
6. On the existence of an OBT whose associated main transform in a Krein
space has nonempty resolvent set
Here we restate Theorem 3.9 in case of ordinary boundary triples and consider some of its
implications when analyzing the main transform of an OBT.
Theorem 6.1. Let T be a densely defined, closed, JH-symmetric operator in a JH-space, ΠΓ ≡
(L,Γ0,Γ1) an OBT for the JH-adjoint T
+, and MΓ the Weyl function corresponding to ΠΓ. Let
V =
(
A B
C D
) ∈ [L2,H2] be a standard unitary operator from a Ĵ◦L-space to a Ĵ◦H-space; A, B, C,
D ∈ [L,H]. Then ΠΓ′ ≡ (H,Γ′0,Γ′1), with Γ′ = V Γ, is an OBT for T+, and the corresponding
Weyl function MΓ′ is given by the linear relation MΓ′(z) = V (MΓ(z)), z ∈ C∗.
As we are more interested in the description of the Weyl function (or Weyl family) correspond-
ing to the transformed OBT (or UBP), we do not provide one with an analogous formulation for
the γ-field. But the reader may refer e.g. to [DHMdS09, Proposition 3.11] for the case H = L.
We recall (see the discussion concerning an OBT in Section 2, right below the Green identity)
that the surjectivity of Γ′ follows from the unitarity of a single-valued Γ′ with closed domain
domΓ′ = T+ (hence closed range).
Let T be a densely defined, closed, JH-symmetric operator in a JH-space and ΠΓ ≡ (L,Γ0,Γ1)
an OBT for T+, with the Weyl function MΓ. The main transform of Γ is the operator AΓ
(identified with its graph) defined by [DHMdS06, Equation (2.16)], [BDHdS11, Eq. (3.5)]
AΓ := {((f,Γ0f), (T+f,−Γ1f)) | f ∈ domT+} .
Because Γ ∈ C˜ (H2,L2) is (ĴH, Ĵ◦L)-unitary, AΓ ∈ C˜ (H × L) is (JH ⊕ IL)-self-adjoint
(cf. [DHMdS06, Proposition 2.10]). Note that AΓ is a (JH ⊕ IL)-self-adjoint extension of T
in a (JH ⊕ IL)-space. The inverse of AΓ − z, z ∈ C, in the sense of linear relations is given by
(AΓ − z)−1 = {
(
((T+ − z)f,−(Γ1 + zΓ0)f), (f,Γ0f)
) | f ∈ domT+} .
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Let
Mz := ({0} × L) ∩ ran(AΓ − z) = {(0,−(Γ1 + zΓ0)fz) | fz ∈ Nz(T+)} .
Then by the above
(AΓ − z)−1 |Mz = {
(
(0,−(Γ1 + zΓ0)fz), (fz,Γ0fz)
) | fz ∈ Nz(T+)} .
On the other hand, one observes from (2.1) that the inverse linear relation of the operator-like
sum −(MΓ(z) + z) is given by
−(MΓ(z) + z)−1 = {(−(Γ1 + zΓ0)fz,Γ0fz) | fz ∈ Nz(T+)} , z ∈ C∗ .
Let PL be a projection in (H × L)2 onto ({0} × L)2 and let EL : L2 → ({0} × L)2, (l, l′) 7→
((0, l), (0, l′)) be an embedding. By comparing the last two formulas one sees that
PL(AΓ − z)−1 |Mz = EL(−(MΓ(z) + z)−1) , z ∈ C∗ .
(If {0}×L is identified with L, then one can drop off the embedding operator EL; cf. [BDHdS11,
Equation (3.6)], [DHMdS06, Equation (3.13)].) Because
domPL(AΓ − z)−1 |Mz =Mz = {0} × ran(MΓ(z) + z) ,
mulPL(AΓ − z)−1 |Mz ={0} × ker(MΓ(z) + z)
for z ∈ C∗, one concludes from the above that
PL(AΓ − z)−1 | {0}×L = EL(−(MΓ(z) + z)−1) ∈ [{0} × L] , 0 ∈ res(MΓ(z) + z) , z ∈ C∗ .
Because also Mz = {0} × L for z ∈ resAΓ, it follows that
resAΓ ∩ C∗ = {z ∈ C∗ | 0 ∈ res(MΓ(z) + z)} .
We note that in a Hilbert space case resAΓ ⊇ C∗, but in a Krein space case this is no longer
true in general. In this latter case it might happen that resAΓ = ∅ if e.g. ker(MΓ(z)+z) 6= {0};
the example of the main transform with an empty resolvent set is given e.g. in [BDHdS11,
Example 3.7] forMΓ(z) = −z, in the case of a one-dimensional Pontryagin space. The existence
of a BR Γ for T+ in a Pontryagin space with nonempty resAΓ is established in [BDHdS11,
Proposition 3.12]. Here, we consider a slightly weaker version of the existence of an OBT ΠΓ
for T+ in a Krein space with nonempty resAΓ. Namely, we assume that there exists an OBT
ΠΓ with an injective MΓ(z) for some z ∈ C∗. Recall that a subset of C∗ is symmetric if it
contains both z and z.
Theorem 6.2. Let T be a densely defined, closed, JH-symmetric operator in a JH-space, and
such that there exists a JH-self-adjoint extension of T in a JH-space; that is, assume that T has
an OBT for the JH-adjoint T
+. Assume that among all OBTs for T+ there exists at least one
OBT ΠΓ ≡ (L,Γ0,Γ1) with the Weyl function MΓ such that MΓ(z) ∈ C (L) is injective for some
z from a symmetric subset ΣΓ ⊆ C∗. Let τ(z) ∈ [L], 0 ∈ res τ(z), z ∈ C∗. There exists an OBT
ΠΓ′ ≡ (L,Γ′0,Γ′1) for T+—with the Weyl function MΓ′ such that MΓ′(z), z ∈ ΣΓ, is a densely
defined closed operator—and a nonempty set UΓ′,τ ⊆ ΣΓ such that 0 ∈ res(MΓ′(z) + τ(z)) for
z ∈ UΓ′,τ .
Proof. Step 1. First we prove the lemma.
Lemma 6.3. Let ΠΓ ≡ (L,Γ0,Γ1) be an OBT for T+ with the corresponding Weyl function
MΓ such that kerMΓ(z) = {0} for z ∈ ΣΓ 6= ∅. There exists an OBT ΠΓ˚ ≡ (L, Γ˚0, Γ˚1) for T+
with the Weyl function MΓ˚ such that MΓ˚(z), z ∈ ΣΓ, is a densely defined closed operator in L.
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Proof. Let V = V (0, B; IL, IL) with a Hilbert unitary B ∈ [L] (Example 4.1). Then by The-
orem 6.1, ΠΓ˚ ≡ (L, Γ˚0, Γ˚1), with Γ˚0 := BΓ1, Γ˚1 := −BΓ0, is an OBT for T+ with the Weyl
function
MΓ˚(z) = V (MΓ(z)) = −BMΓ(z)−1B∗ , MΓ(z) ∈ C (L) , z ∈ C∗ .
Because mulMΓ˚(z) = B kerMΓ(z), we have that MΓ˚(z) is an operator for z ∈ ΣΓ. That it is
densely defined and closed follows from Theorem 3.3 and Corollary 3.6:
MΓ˚(z)
∗ =V (MΓ(z))
∗ = V (MΓ(z)
∗) = V (MΓ(z)) = −BMΓ(z)−1B∗ , z ∈ C∗
⇒mulMΓ˚(z)∗ = B kerMΓ(z) = {0} , z ∈ ΣΓ
and similarly
MΓ˚(z) = V (MΓ(z)) = V (MΓ(z)) = V (MΓ(z)) =MΓ˚(z) , z ∈ C∗ . 
Consider Lz := (domMΓ˚(z), ‖·‖z), z ∈ ΣΓ, equipped with the graph norm of the operator
MΓ˚(z): ‖l‖z := ‖l‖L + ‖MΓ˚(z)l‖L, l ∈ domMΓ˚(z). Then MΓ˚(z) is a continuous linear mapping
from a normed (not necessarily complete) space Lz to a Banach space (L, ‖·‖L). By the lemma,
the closure Lz
‖·‖L
= L, i.e. Lz is dense in L, so MΓ˚(z) extends by continuity to a bounded
everywhere defined on L operator, which we denote by M˜Γ˚(z) ∈ [L].
Step 2. Given an OBT ΠΓ˚ ≡ (L, Γ˚0, Γ˚1) for T+, with the Weyl function MΓ˚ as in the lemma,
ΠΓε ≡ (L, ε−1/2Γ˚0, ε1/2Γ˚1), ε > 0, is another OBT for T+ (put A = ε−1/2, B = C = 0, D = ε1/2
in Theorem 6.1 with H = L), with the Weyl function MΓε(z) = V (MΓ˚(z)) = εMΓ˚(z), z ∈ C∗.
ThenMΓε(z) for z ∈ ΣΓ is a densely defined closed operator in L, which extends to the operator
M˜Γε(z) := V (M˜Γ˚(z)) = εM˜Γ˚(z) ∈ [L].
By applying the Neumann series to M˜Γε(z) + τ(z) it follows that (‖·‖ denotes the operator
sup-norm)
0 ∈ res(M˜Γε(z) + τ(z)) for z ∈ UΓε,τ := {z ∈ ΣΓ | ‖M˜Γ˚(z)τ(z)−1‖ <
1
ε
} .
There exists at least one suitable ε > 0 for which UΓε,τ 6= ∅. For assume otherwise, then
(∀ε > 0) ‖M˜Γ˚(z)τ(z)−1‖ ≥ ε−1 implies ‖M˜Γ˚(z)τ(z)−1‖ = ∞, which is a contradiction to
M˜Γ˚(z)τ(z)
−1 ∈ [L].
Step 3. By the above (∃ε > 0) (∀z ∈ UΓε,τ 6= ∅) 0 ∈ res(M˜Γε(z) + τ(z)). Among all such ε
pick one (any) and put Γ′ := Γε. Define for brevity
Xz :=MΓ′(z) + τ(z) , X˜z := M˜Γ′(z) + τ(z) , z ∈ UΓ′,τ .
Then Xz is a closed operator with domXz = domMΓ˚(z), while X˜z ∈ [L] with the inverse
X˜−1z ∈ [L]. The latter implies in particular that (∃cz > 0) (∀l ∈ L) ‖X˜zl‖L ≥ cz‖l‖L.
Consider an arbitrary l ∈ L. Since domXz is dense in L, (∀δ > 0) (∃l′ ∈ domXz) ‖l−l′‖L ≤ δ.
Then
‖X˜zl‖L = ‖Xzl′ + X˜z(l − l′)‖L ≤ ‖Xzl′‖L + δ‖X˜z‖
and hence
‖Xzl′‖L ≥ ‖X˜zl‖L − δ‖X˜z‖ ≥ cz‖l‖L − δ‖X˜z‖ .
Using
‖l‖L = ‖l′ + l − l′‖L ≥ ‖l′‖L − ‖l − l′‖L ≥ ‖l′‖L − δ
it follows that
‖Xzl′‖L ≥ cz‖l′‖L − δ(cz + ‖X˜z‖) .
Letting δ → 0 one concludes that 0 ∈ regXz; i.e. the inverse X−1z exists and is a bounded
operator on ranXz = ranXz.
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Step 4. With the notation and hypotheses as above, let Pz be an orthogonal projection in L
onto ranXz. Then Yz := X
−1
z Pz ∈ [L] defines an extension to L of X−1z . Moreover, let l ∈ L
and l′ := X˜−1z l ∈ L. Let (ln) ⊆ domXz be a sequence such that ‖l′ − ln‖L → 0 as n → ∞.
Then
‖(Yz − X˜−1z )l‖L =‖Yzl − l′‖L = ‖(X−1z Pzl − ln) + (ln − l′)‖L
=‖X−1z (Pzl −Xzln) + (ln − l′)‖L
=‖X−1z (PzX˜zl′ −Xzln) + (ln − l′)‖L
=‖X−1z (PzX˜z(l′ − ln) + PzX˜zln −Xzln) + (ln − l′)‖L
=‖(IL −X−1z PzX˜z)(ln − l′)‖L
≤‖IL −X−1z PzX˜z‖ ‖ln − l′‖L → 0 , n→∞
which shows that X−1z Pz = X˜
−1
z in the strong operator topology.
Step 5. Let l0 ∈ ranXz; then
X−1z l0 = X˜
−1
z l0 + (X
−1
z − X˜−1z )l0 = X˜−1z l0 + X˜−1z (X˜z −Xz)X−1z l0 .
Because X−1z l0 ∈ domXz, we have
(X˜z −Xz)X−1z l0 = (Xz −Xz)X−1z l0 = 0
so X˜−1z = X
−1
z on ranXz. Let l ∈ L arbitrary. By using l = l0 + l1 with respect to the
decomposition L = ranXz ⊕ kerPz we have
X˜−1z l = X˜
−1
z l0 + X˜
−1
z l1 = X
−1
z l0 + X˜
−1
z l1 .
Then, by applying the conclusion in step 4 we get that
0 = ‖Yzl − X˜−1z l‖L = ‖X−1z l0 −X−1z l0 − X˜−1z l1‖L = ‖X˜−1z l1‖L .
This shows that X˜−1z l1 = 0, and hence l1 = 0. Subsequently ranXz = L, and then 0 ∈
resXz. 
Remarks. 1. In case MΓ(z) = −z on L, z ∈ C, the set ΣΓ = C∗ extends to C r {0}, and steps
2–5 in the above proof become trivial. Then by Lemma 6.3, MΓ˚(z) = z
−1 on L, z ∈ C r {0},
and this leads to resAΓ˚ ∩ C∗ = C∗ r {−i, i}. Note that σp(AΓ˚) = {−i, i}.
2. The assumption kerMΓ(z) = {0}, z ∈ ΣΓ, in Theorem 6.2 can be replaced by an equivalent
one: mulMΓ(z) = {0}, z ∈ ΣΓ. For, assume the latter, then for V as in the proof of Lemma 6.3
one gets that ker V (MΓ(z)) = BmulMΓ(z) = {0}, z ∈ ΣΓ. In the proof of the theorem one
then applies Lemma 6.3 to V (MΓ(z)) instead.
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