In the equatorial Indian Ocean, sea surface has warmed by 0.5°-1°C over the 1960-99 period, while waters have cooled at thermocline depth and the net atmospheric heat flux has decreased. Among a set of twentieth-century climate simulations from 12 coupled models, the Centre National de Recherches Météorologiques Coupled Global Climate Model version 3 (CNRM-CM3) reproduces key observed features of these changes. It is used to investigate changes in the heat budget of the upper equatorial Indian Ocean and identify mechanisms responsible for the warming. By comparing twentieth-century and control simulations, significant shifts in the mean balance of the heat budget between the preindustrial and the 1960-99 periods can be identified. The main cause of the surface warming is a decrease in the upwellingrelated oceanic cooling. It occurs in the thermocline dome region because of a slowdown of the wind-driven Ekman pumping. The observed decrease in net heat flux is a negative feedback driven by evaporation, which is enhanced by the equatorial warming and associated strengthening of trade winds.
Introduction
Anthropogenic climate change is the main driver of the global oceanic warming observed during the past 50 years (Levitus et al. 2001; Barnett et al. 2005) . Oceans play a key role in the climate system at this time scale as, because of their large heat capacity, they absorb most of the excess solar heating trapped by greenhouse gases (Levitus et al. 2005) . The tropical Indian Ocean is a region where the surface warming signal has emerged at a steady pace during the past half century (Knutson et al. 2006) . As sea surface temperature (SST) is an important variable for ocean-atmosphere coupling, the rising trend is likely to affect natural modes of variability like the Indian Ocean dipole (Saji et al. 1999 ) and its associated climatic impacts on the Asian monsoon (Krishnan et al. 2006) and Australian rainfall (Ashok et al. 2003) . Atmospheric models have shown that the Indian Ocean warming trend is mostly responsible for droughts in the African Sahel (Giannini et al. 2003; Hoerling et al. 2006) and has a strong influence on the northern midlatitudes (Lu et al. 2004; Hoerling et al. 2004) , which can also result in droughts (Hoerling and Kumar 2003) .
Observed temperature trends in the Indian Ocean present complex patterns that cannot be explained by surface heating alone. The heat storage has apparently increased more in the southern part than in the northern part of the Indian Ocean (Levitus et al. 2005) , although this result may be biased by the sparse data coverage, particularly in the south (Harrison and Carson 2007) . The strongest warming is found near the subtropical front and extends as deep as 800 m; it is not directly linked to surface heating but rather due to a southward shift of the oceanic gyre circulation and associated thermal structure (Alory et al. 2007) . Along the equator and in the southern tropics there is a shallow warming with a subsurface cooling below (Alory et al. 2007 ). Again, the surface warming here seems not to be directly linked to surface heating as heat flux prod-ucts do not show any increase in the last decade in the tropical Indian Ocean (Yu et al. 2007) . But changes in the shallow meridional overturning circulation, which brings relatively cold subtropical waters to the tropics, have been reported and may play an important role (Lee 2004; Schoenefeldt and Schott 2006) .
The goal of this paper is to test with a quantitative analysis the qualitative interpretation in the earlier paper by Alory et al. (2007) , which concluded that ocean dynamics play a larger role in Indian Ocean warming than surface heat fluxes. To reach this goal, and more precisely to identify the mechanisms responsible for the equatorial SST warming, we make a long-term heat budget of the equatorial Indian Ocean surface layer. Data and models are presented in section 2. Climate model simulations are compared to available long-term observations of oceanic temperature and heat fluxes in the tropical Indian Ocean, to identify at least one model realistic enough to be used as a tool for the heat budget, in section 3. The heat budget analysis, including the long-term balance and changes in the 1960-99 period relative to the preindustrial period, is conducted in section 4. Then a summary and discussion of our findings is presented in section 5.
Data and models

a. Data
We use three different gridded sets of SST to identify long-term trends. The Extended Reconstructed SST (ERSST; Smith and Reynolds 2004) and Hadley Centre Sea Ice and SST dataset (HadISST; Rayner et al. 2003) are monthly reconstructions of SST based on combined satellite and in situ observations. To reconstruct the SST field, global spatial modes of SST variability are extracted from the satellite observations available since 1982 and are then fitted to observations including those from the presatellite era. The main difference between ERSST and HadISST is that in ERSST the fit is applied to in situ data (ship, drifting buoys and mooring), whereas in HadISST it is applied to both in situ and satellite data. Also, their spatial resolution is 2°and 1°, respectively. The National Centers for Environmental Prediction (NCEP) SST is based on the Optimally Interpolated SST (Reynolds et al. 2002) from 1982, and the Global Sea Ice and SST (Rayner et al. 1996) , for earlier periods. It has a 2°spatial resolution and it is used to provide boundary conditions for the NCEP atmospheric reanalyses described later.
The Indian Ocean Thermal Archive (IOTA) is a compilation of historical temperature profiles that are quality controlled using both statistical and manual expert methods (Gronell and Wijffels 2008) . The mean seasonal climatology is computed from a "loess" mapping method (Ridgway et al. 2002) , which deals well with the varying data densities found in IOTA, and removed from observations. The long-term trend in the meridionally averaged equatorial ocean (6°N-9°S) is then extracted from 5°ϫ 5 yr longitude-time bins by a linear fit weighted by the time-varying data density. The very low data density before 1960 makes IOTA hardly usable to compute trends before this time.
We use net heat fluxes and wind stress from the NCEP (Kistler et al. 2001 ) and 40-yr European Centre for Medium-Range Weather Forecasts (ECMWF) ReAnalysis (ERA-40; Uppala et al. 2005 ) atmospheric reanalyses. These reanalyses are outputs from global atmospheric models that use SST as a boundary condition and assimilate available atmospheric observations. NCEP and ERA-40 reanalyses have, respectively, a spatial resolution of 2°and 2.5°, and start in 1948 and 1957, which allows their comparison from 1960 on.
b. Models
We selected 12 climate models from the World Climate Research Programme's (WCRP's) Coupled Model Intercomparison Project phase 3 (CMIP3) multimodel dataset. The selection is based on the availability of surface/subsurface temperature and heat fluxes outputs, and also excludes some outdated model versions. Models resolution is given in Table 1 ; more details can be found in given references or online (http:// www-pcmdi.llnl.gov/ipcc/model_documentation/ipcc_ model_documentation.php). The set of simulations compared to long-term observations is the so-called Climate of the Twentieth-Century Experiment (20C3M), which includes changes in radiative forcing including greenhouse gases, aerosols, and volcanic and solar forcing. The 20C3M experiments end in 1999 for most models, which prevents comparison to observations in more recent years.
For the Centre National de Recherches Météoro-logiques Coupled Global Climate Model version 3 (CNRM-CM3), the 500-yr-long Preindustrial Control Experiment (PICNTRL) that does not include changes in radiative forcing is used to estimate the range of natural coupled variability and compared to the 20C3M run of the same model. To reduce interpolation errors, all heat budget terms are computed in CNRM-CM3 from the original outputs on the irregular grid of the Océan Parallélisé (OPA) oceanic component (Madec et al. 1998) , rather than from the interpolated outputs provided to the WCRP CMIP3 database. The vertical grid resolution is 10 m from 5 to 105 m and 25 m near 200 m. The mixed layer depth is defined in the model as the depth where in situ density is 0.01 kg m Ϫ3 larger than the surface density. Only monthly averaged model outputs were available for this study.
Model validation
The focus of this multimodel validation is on the equatorial Indian Ocean. The objective is to identify at least one model that reproduces the main features of observed long-term trends so that it can be used as a tool to estimate changes in the regional heat budget, rather than trying to investigate causes for intermodel differences.
a. Sea surface temperature
Observed and simulated long-term trends in SST are compared in Fig. 1 . Observations show a general SST warming in the tropical Indian Ocean. This warming is particularly large along the equator east of 60°E, exceeding 1°C over 40 yr in the HadISST and NCEP datasets. It has been suggested that such an enhanced equatorial warming relative to the subtropics is an important tropical SST fingerprint to global warming (Liu et al. 2005) . All models reproduce an overall warming. However, they show large differences in their warming pattern and some even show local cooling areas. The few models with a distinct equatorial tongue of warming are the Bjerknes Centre for Climate Research Bergen Climate Model version 2.0 (BCCR-BCM2.0), Institute of Atmospheric Physics Flexible Global Ocean-Atmosphere-Land System (IAP FGOALS), and CNRM-CM3.
SST time series spatially averaged in the 9°S-6°N equatorial band for the observations and the CNRM-CM3 model are shown in Fig. 2 . The mean modeled SST is about 2°C colder than observed. This is a known bias in the model; however, the simulated equatorial SST distribution correctly reproduces an equatorial warm pool extending over the western Pacific and eastern Indian Oceans. Also, this cold bias does not prevent this model from being one of the more realistic at simulating the mechanisms of interannual variability of the tropical Indian Ocean (Saji et al. 2006 ) and hopefully those operating at longer time scales. The interannual variability in the coupled model has, as expected, an amplitude close to observations. The long-term warming is estimated as a linear trend over 40 yr. It ranges from 0.49°to 0.70°C for observations, which is 95% significant for HadISST and NCEP SST. It is slightly larger (0.76°C) for the model, where it is also 95% significant. Also, whether the temperature is averaged in the upper 50-m layer or in the mixed layer, it has the same interannual signal and long-term trend as SST (Fig. 2) , which means the heat budget could be done in either of these layers to investigate the cause of SST warming.
b. Subsurface temperature
Long-term trends in subsurface temperature can reflect changes in subsurface oceanic processes. They are compared for observations and models in the equatorial Indian Ocean in Fig. 3 . Observations show a cooling between 50 and 200 m, reaching a maximum of 1°C over 40 yr. It is centered on the 20°C isotherm, which indicates the thermocline depth. This cooling corresponds to a shoaling of the thermocline and, associated (Fig. 4) . The simulated subsurface cooling is as large as but shallower than observed, which is consistent with the location of the 20°C isotherm, also shallower in the model than observed (Fig.  3) . The shallow location of isotherms in the model is itself consistent with the cold SST bias already noted. The upper-layer warming is larger in the model than observed, which, combined with the shallower cooling, makes for an upper heat content increase almost similar to observed.
c. Heat flux
Surface heat fluxes are with SST the most important variables for thermodynamic coupling between ocean and atmosphere at all time scales. The long-term mean and trend in net surface heat fluxes are compared for atmospheric reanalyses and models in Fig. 5 . The mean downward net heat flux is positive over the equatorial Indian Ocean, and reanalyses and models roughly agree on a value around 20 Wm components in NCEP and ERA-40 reanalyses is an increase in the latent heat flux, which is also found in all but one model (not shown).
d. Wind stress
Available data suggest that SST increased although heat fluxes decreased over 1960-99, therefore climate dynamics may play a larger role than thermodynamics for the sea surface warming. Wind stress and ocean dynamics are closely related, particularly near the surface. As CNRM-CM3 is one of the only models able to reproduce both SST and heat flux trends, it is important to check how it simulates winds. The seasonal variations and long-term trends of wind stress in CNRM-CM3 are shown, and the later compared to the trends found in atmospheric reanalyses, in Fig. 6 .
The monsoon cycle, which peaks in January and July, is a major feature of the Indian Ocean (Schott and McCreary 2001) . In January (Fig. 6a) , northeast monsoon winds are found north of the equator and weak westerlies are found between the equator and 10°S. In July (Fig. 6b ), this pattern is reversed, with particularly strong southwest monsoon winds in a narrow band of the Arabian Sea forming the Findlater (1969) jet. The southwest monsoon pattern dominates the annual mean (Fig. 6c) . South of 10°S, the tropical Indian Ocean is characterized by a trade wind circulation, stronger in July than January. These simulated seasonal wind variations are consistent with observations (Schott and McCreary 2001) .
The trends in wind stress and wind speed over the 1960-99 period simulated by CNRM-CM3 are compared to those found in NCEP and ERA-40 reanalyses (Figs. 6d-f). While the climatological mean is similar for the three wind fields (not shown), there are large differences between their respective trends. In the model, there is a strengthening of trade winds south of the equator, a westward trend along the equator, and relatively small trends in the Arabian Sea and Bay of Bengal. The strengthening in trade winds is also found south of 10°S in ERA-40 but only in a few patches near Madagascar and Australia in NCEP, as a strong east- ward trend dominates the southern tropics in this product. Along the equator, there is a strong eastward trend in ERA-40, while the trend oscillates from eastward to slightly westward in NCEP. Only in the Arabian Sea and Bay of Bengal do ERA-40 and NCEP agree on a strong northeasterly wind trend. Given the differences between NCEP and ERA-40, it is difficult to validate the model winds. It has been shown that wind reanalyses include spurious trends due to changes in the observing systems (Alory et al. 2005 ). In the equatorial band, because of spurious trends in wind observations, sea level pressure gradient is often used as an alias to study long-term wind changes (Clarke and Lebedev 1996) . Using this approach, Vecchi et al. (2006) showed that equatorial Pacific trade winds weakened since the mid-nineteenth century because of a greenhouse-forced slowdown of the Indo-Pacific Walker circulation. The equatorial westward wind trend simulated by CNRM-CM3 is the expected signature of this slowdown in the Indian Ocean (Vecchi and Soden 2007) .
e. Oceanic circulation
The CNRM-CM3 model is further validated by checking how it simulates large-scale oceanic circulation. The tropical Indian Ocean is closed by a northern boundary, so its water exchanges with the other basins can be quickly diagnosed by looking at the top to bottom transports in the Indonesian Throughflow (ITF) and the Mozambique Channel, where direct observations are available, and whose difference gives the transport between Madagascar and Australia because of mass conservation. The mean simulated inflow from the ITF and outflow to the Mozambique Channel are, respectively, 9.3 and 15. to the observed values of 10 Sv (Gordon 2005 ) and 14 Sv (Ridderinkhof and de Ruijter 2003) . Shallow meridional cells are a major feature of the tropical oceans that connect them to the subtropics. While meridional transport streamfunctions are often difficult to interpret as they only provide a zonally integrated picture and integrate different physical processes, they are a useful tool to identify meridional cells. The seasonal variations, climatological mean and long-term trend of the CNRM-CM3 meridional transport streamfunction are shown in Fig. 7 north of the ITF.
The streamfunction has large seasonal variations. In January (Fig. 7a) , the winds (Fig. 6a) induce a northward Ekman flow both sides of the equator in the upper 100 m, which drives a clockwise overturning circulation. In July (Fig. 7b) , as the wind pattern is reversed (Fig.  6b) , the overturning circulation is counterclockwise, with two meridional cells. North of 10°N, waters of subtropical origins moves upward and feed the Northern Hemisphere upwelling areas off Somalia and Oman before moving southward, this is the cross-equatorial cell (Miyama et al. 2003) . South of the equator, a second cell feeds open-ocean upwelling in the thermocline dome area (5°-10°S) before joining the southward flow, this is the southern cell . Also, in the upper 50 m near the equator, there is an equatorial roll that reverses seasonally, driven by the opposite Ekman transport and equatorial meridional wind, and that has been directly observed . Overall, the seasonal variations of the meridional transport streamfunction in CNRM-CM3 are very consistent with those found in the GFDL model (Lee and Marotzke 1998) .
On annual mean, the only hint of a cross-equatorial cell in the meridional transport streamfunction is found near 100-m depth with a very restricted extension in the Northern Hemisphere, while a southern cell is still present (Fig. 7c) . The southern cell is therefore the dominant feature of the meridional circulation in CNRM-CM3. A similar annual mean streamfunction is found in a forced version of the Modular Ocean Model version 2 (MOM2; Hu et al. 2005) , while the southwest monsoon pattern dominates the annual mean in the coupled Japan Agency for Marine-Earth Science and Technology (JAMSTEC) model (Miyama et al. 2003) . More generally, the northward extension of the annual mean cross-equatorial cell in the WCRP CMIP3 database is strongly model dependent (not shown).
The long-term trend of the streamfunction (Fig. 7d ) mostly shows an anticlockwise cell south of the equator and a smaller clockwise cell north of the equator in the upper 100 m. This corresponds to an equatorial upwelling anomaly and a downwelling anomaly in the 5°-10°S latitude band.
Heat budget
Based on the above multimodel comparison, CNRM-CM3 is one of the very few models to reproduce observed trends in SST, subsurface temperature, and heat flux on the 1960-99 period, in particular the coinciding increase in SST and decrease in heat flux. Moreover, the climatological oceanic circulation simulated by this model is consistent with our current knowledge in the Indian Ocean, while long-term trends of this circulation are not available from observations. The CNRM-CM3 model may therefore provide a possible explanation of processes at work in the real ocean and responsible for the observed SST trend. It is used here as a tool to investigate changes in the heat budget responsible for the SST warming.
a. Heat budget formulation
The 9°S-6°N equatorial band, where the SST warming is rather homogeneous (Fig. 1) , is the geographical domain chosen to assess the heat budget. Our hypothesis is that heat transports through large sections are responsible for the warming. As heat transport can be highly variable at one grid point, the analysis in a large box helps increase the signal-to-noise ratio. The 9°S-6°N box has continental boundaries to the west and east so there is no zonal advection term. As the 0-50-m layer temperature and SST have a similar warming trend (Fig. 2) , a fixed bottom at 50 m is chosen for the heat budget to avoid entrainment terms. Reducing the number of terms eases interpretation but also reduces potential error sources in the computation. The heat budget is formulated as
where T is temperature; T box is the temperature spatially averaged in the domain; t is time; box , S 0 , S L , and S h are, respectively, the volume, surface, lateral, and bottom boundaries of the domain; Q 0 and Q h are, respectively, the net heat flux at the surface and penetrating deeper than h ϭ 50 m; and C p are the density and heat capacity of seawater; V and W are the meridional and vertical current; and R is a residual term. The use of temperature anomalies relative to the domain temperature is recommended to take into account external advection processes only in the heat budget (Lee et al. 2004 ). In the heat flux term, Q h is about 5% of the shortwave heat flux with the ocean transparency assumed in the model. Advection through the lateral boundaries includes heat exchanges with the Arabian Sea, Bay of Bengal, and southern Indian Ocean. Vertical advection is expected to reflect upwelling processes occurring in the Indian Ocean. The residual term includes diffusion and subgrid-scale mixing processes but also potential errors in the heat terms computation.
b. Heat budget balance
In this section we evaluate the temperature change from one year to the next simulated by the CNRM-CM3 twentieth-century run and assess which mechanisms represented by the terms in Eq. (1) Table 2 . On average, heat fluxes contribute to warming (2.5°Cyr Ϫ1 ) while vertical advection contributes to cooling (Ϫ1.5°Cy r Ϫ1 )o ft h e equatorial Indian Ocean. Meridional advection has a rather small contribution. The decreasing trend in the heat flux term discussed previously is the largest trend of all heat terms.
The annual temperature change simulated by the model (dT in Fig. 8 ) and the annual change reconstituted from the sum of the atmospheric and advective heat terms [dT(Q ϩ VT ϩ WT ) in Fig. 8 ] are highly correlated (r ϭ 0.95) with a similar amplitude {(dT)/ [dT(Q ϩ VT ϩ WT)] ϭ 1.07}. This means this heat budget formulation explicitly resolves most of the interannual variability of SST, and diffusion-eddy processes can be neglected at this time scale.
The difference between the simulated and reconstituted temperature change (Fig. 8) is an estimate of the annual strength of the diffusion-eddy processes. This term is typically close to Ϫ1°Cy r
Ϫ1
, and much less variable at the interannual time scale than surface fluxes or upwelling. The vertical subgrid-scale processes are parameterized in the CNRM-CM3 model as K z ‫ץ‬T/‫ץ‬z, where K z is a vertical eddy viscosity and diffusivity coefficient and ‫ץ‬T/‫ץ‬z is the vertical temperature gradient. Because of large submonthly variations in K z and ‫ץ‬T/‫ץ‬z near the base of the mixed layer, this term cannot be estimated from monthly averaged data. Since only monthly data is available for this study at this time, there is no choice but to compute diffusion as a residual term. A previous model study where the surface flux, 
c. Changes in the heat budget relative to the preindustrial period
As demonstrated in appendix B, the main drivers for the long-term trend in temperature are the long-term means of the different heat terms. To investigate changes in the heat budget linked to the ongoing climate change, the mean balance of the heat budget over 1960-99 estimated from the twentieth-century simulation (Fig. 8) can be compared to a similar long-term heat budget estimated from the preindustrial control simulation also available for the CNRM-CM3 model. The relatively weak variability of the residual term representing submonthly diffusive/eddy processes noted in Fig. 8 is consistent with assuming that this term is not very different between the two periods. The assumption can be tested in the future using higher-frequency model output.
A running 40-yr heat budget is thus computed from the 500-yr-long control simulation, to represent the range of natural variability with statistical significance. The probability density function (PDF) for a 40-yr temperature trend (from a linear fit), 40-yr temperature change (from a simple year-to-year difference), and 40-yr mean of each heat term in the preindustrial state are compared in Fig. 9 to the same terms corresponding to the 1960-99 period. The heat budget tendencies for the preindustrial and 1960-99 simulations and the percent of significance ( p) of the changes due to radiative forcing, deduced by comparing these simulations, are reported in Table 2 . Most of the PDFs look like normal distributions, which suggests the 500-yr control simulation is long enough to provide a significant statistical analysis. While the 1960-99 temperature trend is far outside the range of natural variability ( Fig. 9a ; p ϭ 100%), the temperature change on this same period is less significant (Fig. 9b ; p ϭ 82%) as it underestimates the former because of interannual variability (see appendix B). The effect of interannual variability could be reduced by averaging several ensemble simulations, which were unfortunately not available for the CNRM-CM3 model. However, if significant changes in the heat budget are found in this critical underestimation case, their significance is potentially reinforced in other cases.
There are indeed significant changes in the heat terms between the preindustrial state and the 1960-99 periods. The mean atmospheric warming contribution has very significantly decreased by about 0.2°Cy r Ϫ1 ( Fig. 9c; p ϭ 98% ). This shift in the long-term mean is obviously related to the decreasing trend of the net heat flux over 1960-99 (Fig. 5) . A decomposition of the atmospheric heat term (Figs. 9e-h) shows that all flux components have significantly changed, and that the decrease in atmospheric warming is mostly due to an increase in the latent heat flux (Q lat ) associated with evaporation ( Fig. 9f) , while a smaller decrease in the shortwave flux (Q sw ) also contributes (Fig. 9e) . The longwave (Q lw ) and sensible (Q sens ) heat fluxes have both decreased, acting as a damping term (Figs. 9g,h) .
However, the decrease in the atmospheric warming is TABLE 2. Mean value of the different heat budget terms computed from a 40-yr running window in the preindustrial control run and from the 1960-99 period in the twentieth-century run, changes in the 1960-99 period compared to the preindustrial control simulation, and their significance based on the PDFs shown in Fig. 9, assuming a symmetric and reconstituted from the heat budget (dashed black) defined as the sum of heat fluxes (downward triangles), meridional (squares), and vertical (upward triangles) advection heat terms, and the difference between the temperature simulated and reconstituted from this heat budget (circles) from CNRM-CM3 and for the 0-50-m layer of the equatorial Indian Ocean (9°S-6°N).
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ALORY AND MEYERS overcompensated by a slightly larger decrease in the mean oceanic cooling (Fig. 9d) , which thus drives the SST warming. A decomposition of the oceanic heat term (Figs. 9i-l) reveals that the change in the oceanic contribution is mostly due to a very significant decrease ( p ϭ 99%) in the main cooling term: vertical advection (Fig. 9k) . While meridional advection (Fig. 9j ) and diffusion (Fig. 9l ) also contribute to the warming, the changes in these heat terms are in the range of natural variability.
d. Changes in vertical heat advection
Following Eq. (C3) in appendix C, mean vertical heat advection at 50 m (Fig. 10e) is decomposed into two terms: the product of mean velocity and mean temperature (Fig. 10c) and a monthly eddy heat advection term (Fig. 10d , submonthly eddy advection is part of the residual diffusion-eddy term). On spatial average in the equatorial band, both terms contribute about the same amount of cooling (Table 3) . Mean velocity (Fig. 10a) and temperature (Fig. 10b) are both related to the mean wind field (Fig. 11a) . In the south, the positive wind curl (Fig. 11b) drives upward velocity by Ekman pumping. This moves isotherms upward, with a cumulating effect in the west due to westward-propagating upwelling Rossby waves, creating a thermocline dome (Hermes and Reason 2008 ) that can be seen as a patch of negative temperature anomalies (relative to T box ) between 5°and 10°S in Fig. 10b . Mean velocity and temperature combine here in a large patch of advective cooling (Fig. 10c) . There is also a strong equatorial upwelling (Fig. 10a) off the African coast, likely associ- (9°S-6°N) . Mean values of the heat terms for the preindustrial and 1960-99 periods and percent of significance of the changes between these periods are reported in Table 2. ated with the Southern Gyre (Schott and McCreary 2001) . Cooling by eddy advection is maximum along the western boundary where coastal upwelling occurs seasonally because of alongshore winds (Fig. 10d) .
Changes in vertical heat advection (Fig. 10f) are decomposed into four components (Figs. 10i-l; Table 3) following Eq. (C7). The ⌬W⌬T term (Fig. 10k) is small everywhere, while the ⌬(WЈTЈ) term (Fig. 10l) is locally strong but negligible on spatial average. The equatorial westward wind anomaly (Fig. 11c) drives an equatorial upwelling anomaly (Fig. 10g ) that has little effect on heat advection (Fig. 10i) . A decrease in wind curl in the south (Fig. 11d) , particularly strong in the southeast where it can generate westward-propagating downwelling Rossby waves (Xie et al. 2002) , affects both velocity and temperature at 50 m. It produces a shift toward less advective cooling in the thermocline dome by both ⌬WT (Fig. 10i) and W⌬T (Fig. 10j) processes. However, ⌬WT is stronger than W⌬T in the thermocline dome; moreover W⌬T is very small on spatial average (Table 3 ).
e. Changes in meridional advection
Changes in meridional advection are smaller than changes in vertical advection but also contribute to the TABLE 3. Spatially averaged values of the vertical heat advection terms shown in Fig. 10 . 10 . Long-term mean in the CNRM-CM3 control simulation at 50-m depth of (a) vertical velocity W, (b) temperature T, and (c) vertical heat advection WT decomposed as the sum of (d) WЈTЈ and (e) WT. Changes (relative to the control period) in the 1960-99 period of the CNRM-CM3 twentieth-century simulation of (g) vertical velocity ⌬W, (h) temperature ⌬T, and (f) vertical heat advection ⌬(WT) decomposed as the sum of (i) ⌬WT, (j) W⌬T, (k) ⌬W⌬T, and (l) ⌬(WЈTЈ). Temperature is the temperature anomaly T Ϫ T box . Velocity is positive when upward. Positive heat advection corresponds to a heat gain in the 0-50-m layer.
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ALORY AND MEYERS equatorial warming (Table 2 ). However, they are not very significant, which means the climate change signal does not overcome natural variability. Nevertheless, we also decomposed the mean and changes in meridional advection following appendix C and across the different meridional boundaries of the box (Fig. 12) . On average, eddy-advection terms are dominant and import heat from the south, which is partly compensated by a heat export to the Arabian Sea. The increase in meridional advective warming is equally due to heat gain from the Arabian Sea, Bay of Bengal, and from the south. Changes in eddy advection are dominant across the northern boundary. In the south, the increasing heat gain is mostly due to southward advection by the mean current of a negative ⌬T (not shown). This apparent cooling at the southern boundary is in fact due to a lower warming rate compared to the box average, as we use relative temperature (T Ϫ T box ) in Eq. (1).
f. Changes in heat fluxes
Changes in the different heat fluxes, as well as cloudiness, are shown in Fig. 13 . It is clear that the decrease of the downward heat flux is mostly due to an increase in evaporation, as changes in Q lat (Fig. 13d) dominate the Q net changes pattern (Fig. 13a) . This increase in evaporation is related to the strengthening of trade winds, as changes in Q lat (Fig. 13d ) and wind speed (Fig.  11c) are strongly correlated. However, the wind effect is complemented by a general shift to enhanced evaporation due to the warming SST, following the ClaudiusClapeyron law (Knutson and Manabe 1995) . Note that the strengthening of trade winds in the south (Fig. 11c) is a Gill atmosphere response to the meridional SST gradient in the warming pattern (Fig. 1) .
Changes in Q lat also drive changes in the other fluxes. The large increase in evaporation in the southwest (Fig.  13d ) means more moisture is available here for cloud formation. Indeed, downstream of this region following the mean trade winds (Fig. 11a) , cloud cover is increased (Fig. 13b) . The similarity of Q sw and Q lw changes (Figs. 13c,e) with cloud cover changes reflect a cloud filtering effect: cloud cover reduces the incoming Q sw and the heat loss by Q lw .
Summary and discussion
In the equatorial Indian Ocean, SST has warmed by 0.5°-1°C over the 1960-99 period, consistent with the ongoing climate change. Observations also show a subsurface cooling corresponding to a shoaling of the thermocline. A shoaling of the tropical thermocline has also been observed in the western Pacific, where the decreasing Walker circulation produces upwelling-favorable wind anomalies (Vecchi et al. 2006 ). In the Indian Ocean, the thermocline cooling could be due to a similar local process or/and transmitted from the western Pacific by the ITF (Han et al. 2006; Alory et al. 2007; Vecchi and Soden 2007; Wainwright et al. 2008) .
While rising greenhouse gas concentration implies an increase in the global net heat flux, two different sets of atmospheric reanalysis suggest a regional decrease in the net heat flux in the equatorial Indian Ocean over the 1960-99 period, although with a very different amplitude. The scarcity of data available before the satellite era can bias long-term trends in atmospheric reanalyses (Alory et al. 2005 ) and explain differences also found in the wind trends. Similarly, an extensive com- (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) , when the observation density is better and more datasets are available, reveals large differences between products, but all point to a stable or decreasing net heat flux in the tropical Indian Ocean (Yu et al. 2007 ). The most consistent heat flux trend in the two reanalyses is an increase in the latent heat flux. Among a set of 12 climate models including greenhouse forcing, the CNRM-CM3 model is one of the more realistic at reproducing the observed long-term trends described above, making it a suitable tool to investigate the changes in the heat budget responsible for the SST warming. The heat budget approach is commonly used to explain temperature variability at interannual and shorter time scales but has rarely been applied to explain long-term temperature trends. In the later case, a careful analysis (appendix B) shows that the long-term mean of heat budget terms, rather than their long-term trend, drives the long-term temperature trend. It implies that the trend in heat budget terms cannot directly explain the trend in SST, which has been assumed in previous studies (Liu and Huang 2000) . It also implies that the long-term heat budget should be precisely closed. To fulfill this condition, nonlinear heat terms can be computed online at every time step of the model to explicitly close the heat budget (Liu et al. 2005) . However, this is not applicable to WCRP CMIP3 simulations whose standard outputs are monthly averaged and do not include diffusion, which has to be estimated as a residual term.
In this study, we set a new methodology to investigate climate change-related shifts in the heat budget, when only monthly averaged model output is available. It consists of comparing, for a given time period, the long-term mean of the heat budget terms computed from a twentieth-century climate model simulation to its expected range of natural variability, extracted from a similar heat budget computed from the preindustrial control simulation. This method allows highlighting the heat budget terms that are significantly affected by changes in radiative forcing, in particular the anthropogenic greenhouse forcing. This is an efficient way to identify the physical processes responsible for longterm temperature trends.
When applied to the equatorial Indian Ocean, this method reveals that the SST warming, far outside the range of natural variability, is mostly due to oceanic processes, in particular vertical advection. Similarly, advection has been suggested to be the dominant process in the increase of the northern Indian Ocean heat content, contrary to other basins where heat fluxes prevail (Barnett et al. 2005) . We find that the upwellingfavorable wind curl decreased in the south, which, through the ⌬WT term, decreased cooling in the thermocline dome region. This result is consistent with the slowdown of the southern meridional overturning cell over the recent period (Lee 2004) , which in the long term is driven by the increasing sea level trend off Western Australia (Lee and McPhaden 2008) . Therefore, while climate change is globally driven by thermodynamics, its regional expression in the equatorial Indian Ocean is mostly driven by ocean dynamics.
The decrease in oceanic cooling is only partially compensated by the decrease in atmospheric warming, though also significant. The net heat flux decrease is mostly due to an increase in evaporation, which also affects the other fluxes through cloudiness. The increase in evaporation is partly driven by a strengthening of the trade winds and by the surface warming, which enhances the hydrological cycle. Recent heat flux analyses suggest the trend in SST rather than wind speed is the main driver (Yu and Weller 2007) . In fact, the strengthening of the trade winds is itself due to the SST warming pattern. Therefore the decrease in heat flux really is a negative feedback response to the SST warming, due to the strong ocean-atmosphere coupling in the equatorial Indian Ocean.
grated from 1 January to 31 December of a given year y, it contributes to dT y1J , the temperature change from 1 January of year y to 1 January of year y ϩ 1, which means that
where m represents the calendar month, and the righthand term is called Q y . Instantaneous temperature on every 1 January were available from the model and used to compute dT y1J . The Q y and dT y1J time series are shown in Fig. A1 . They are slightly shifted because of the residual term but are indeed very well correlated (r ϭ 0.97). This heat budget formulation can therefore explain annual temperature changes from a 1 January to the next. However, dT y1J does not properly represent interannual variability. While seasonal variability is removed because of the synchronized calendar day, dT y1J includes intraseasonal variability as it is based on instantaneous temperature. Interannual temperature variability is more significantly represented by the difference between the annual means of temperature expressed as
where T y m is the temperature averaged in month m of year y. This can be rewritten as
Adapting Eq. (A1), we can write that
assuming that in month m the average temperature is not too different from the instantaneous midmonth temperature, and the temperature change between the middle and the start/end of month is due to half the monthly averaged heat term. From (A3) and (A4) comes where the right-hand term, called Q yw , is a weighted integral of the monthly heat terms of years y and y ϩ 1. The Q yw and dT yINT time series are shown in Fig. A1 . Again, they are slightly shifted because of the residual term but are very well correlated (r ϭ 0.95). On the opposite, dT y1J and dT yINT are only moderately correlated (r ϭ 0.43) because of the intraseasonal variability included in dT y1J . In this paper and particularly in Fig.  8 , we use the formulation presented in Eq. (A6) rather than (A1), as the former is more suitable to study interannual variability and longer time scales.
APPENDIX B
Interpretation of Long-Term Trend and Mean of Heat Budget Terms for the Long-Term Temperature Trend
While the heat budget is a tool widely used to understand intraseasonal to interannual temperature variations, it has rarely been applied to understand longterm temperature trends. However, this approach is likely to develop in the climate change context, where it can rely on the increasingly realistic climate simulations available. The interpretation of the heat budget at this time scale, and particularly of the long-term trend and mean of its different terms, requires caution as explained here. Figure B1 shows the annual temperature change (‫ץ‬T/‫ץ‬t) and annual temperature time series in the equatorial Indian Ocean from the CNRM-CM3 model. The former is given by the heat budget Eq. (1) and extracted from Fig. 8 ; the latter includes the warming trend we wish to explain and is extracted from Fig. 2 . The former is simply time derived from the latter. The long-term mean and trend of ‫ץ‬T/‫ץ‬t (shown as lines in Fig. B1 for the 1960-99 and 1960-97 periods) result from the contribution of the different heat terms [right-hand terms in Eq. (1)]. The mean is slightly positive and the trend slightly negative for the 1960-99 period. A simple time integration shows that the long-term mean of ‫ץ‬T/‫ץ‬t corresponds to the temperature change over the whole period, while its long-term trend is secondary and corresponds to a quadratic fit of the temperature time series (Fig. B1) . Consequently, a negative long-term trend in ‫ץ‬T/‫ץ‬t is not inconsistent with a long-term SST warming, as illustrated with the 1960-99 period. The ‫ץ‬T/‫ץ‬t trend is also very sensitive to interannual variability as, in the present study, it becomes positive when considering the 1960-97 period instead of 1960-99. On the contrary, the ‫ץ‬T/‫ץ‬t mean is consistently positive when considering a period long enough that the longterm SST warming outruns interannual variability. However, because of interannual variability, the longterm warming is underestimated by the temperature change in the 1960-99 period and overestimated when considering the 1960-97 period (Fig. B1) .
This analysis reveals that the long-term mean of heat budget terms, rather than their long-term trend, drive the long-term temperature trend. It implies that a mean reference state is needed to study changes in the longterm mean of heat budget terms. In the context of anthropogenic climate change studies based on models, these changes can be estimated by comparing a twentieth-century simulation including radiative forcing to the corresponding preindustrial control simulation, as done in the present study.
APPENDIX C
Decomposition of Heat Advection
At every grid point, the time mean of a heat advection term on a given period can be written as
where X and XЈ denote the mean and eddy term of variable X, respectively. As XЈ ϭ 0 and X ϭ X, it further comes that
can be simplified in
Now, the change in heat advection between the preindustrial and the twentieth-century period can be written as
or, using (C3),
Taking the preindustrial period as a reference, this further gives ⌬͑VT͒ ϭ ͑V ϩ ⌬V͒͑T ϩ ⌬T͒ Ϫ V T ϩ ⌬͑VЈTЈ͒, ͑C6͒
which eventually gives
where the sum represents the changes in heat advection due to, respectively, the change in temperature, the change in velocity, the covariant changes in velocity and temperature, and the change in eddy advection.
