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Einleitung 1
Kapitel 1
Einleitung
Das Auffinden von maximalen Kreispackungen und die Bestimmung der zugeho¨rigen
Kreispackungszahl stellen zwei bekannte Problemstellungen aus dem Bereich der Graphen-
theorie dar. Die Graphentheorie hat eine lange Geschichte. In den meisten Aufzeichnungen
wird der Ursprung der Graphentheorie im Jahr 1736 gesehen. In diesem Jahr stellte Leo-
nard Euler das so genannte Ko¨nigsberger-Bru¨cken-Problem vor [33]. Euler bescha¨ftigte
sich mit der folgenden Situation (vgl. Abb. 1.1).
Abbildung 1.1: Das Ko¨nigsberger-Bru¨cken-Problem von L. Euler 1
Durch die Stadt Ko¨nigsberg fu¨hrt ein Fluss, der Pregel. Er unterteilt die Stadt in vier
Bereiche. Diese sind in der Abbildung mit A bis D gekennzeichnet. Man gelangt von
einem Bereich der Stadt in einen anderen angrenzenden Bereich, indem man eine der
sieben Bru¨cken u¨berquert. In der Abbildung sind diese mit den Namen a bis g benannt.
Ist man im Bereich A, so gelangt man beispielsweise u¨ber die Bru¨cke c in den Bereich C
der Stadt. Euler stellte sich die Frage, ob es mo¨glich ist, im Stadtbereich A zu starten und
1Entnommen von http://www.matheprisma.uni-wuppertal.de/MathePrisma/Module/Koenigsb/index.htm
(Original in [33])
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von da aus die Bereiche B,C und D zu besuchen und abschließend zum Ausgangspunkt
im Stadtbereich A zuru¨ckzukehren und dabei jede eingezeichnete Bru¨cke a, . . . , g genau
einmal zu benutzen. Fu¨hrt man das Problem auf eine graphentheoretische Fragestellung
zuru¨ck, so ergibt sich folgender Graph in Abbildung 1.2.
DA
C
B
Abbildung 1.2: Das Ko¨nigsberger-Bru¨cken-Problem als Graph
Die Punkte, im Allgemeinen Knoten genannt, stellen die Bereiche A bis D dar. Jede
Linie, auch Kante genannt, welche zwei Knoten verbindet, repra¨sentiert eine Bru¨cke. Die
Fragestellung lautet nun: Ist es mo¨glich, eine Tour u¨ber die Kanten zu finden, so dass
diese Tour im Knoten A startet und endet und jede Kante genau einmal entha¨lt. Euler
hat 1736 einen solchen Graphen zwar nicht definiert, allerdings hat er gezeigt, dass eine
solche Tour nicht existiert. Der Grund liegt in der Tatsache, dass es sich bei dem Graphen
um keinen Eulergraphen handelt. Eulergraphen zeichnen sich dadurch aus, dass sie eine
Eulertour besitzen. Eine Eulertour ist eine Tour, die in einem bestimmten Knoten startet
und endet und alle Kanten genau einmal entha¨lt. Man kann erkennen, dass der gegebene
Graph kein Eulergraph ist, da beispielsweise der Knoten D mit drei Kanten verbunden
ist. Folglich wa¨re in einer Tour mindestens eine Kante entweder nicht enthalten oder
mehrfach enthalten. Allgemein tritt dies immer dann auf, wenn ein Knoten mit einer
ungeraden Anzahl Kanten verbunden ist.
Im Zusammenhang mit Eulergraphen ist das so genannte Chinese Postman Problem
(CPP) ein viel beschriebenes Problem, welches auch der Ausgangspunkt der Forschung
fu¨r diese Arbeit war. Das CPP wurde erstmalig 1960 von dem Chinesen Mei Ko Kwan
in [61] (vgl. auch [62]) beschrieben, nach dem es auch benannt wurde. Zu Grunde liegt
eine praktische Fragestellung eines Postboten: Ein Postbote startet und beendet seine
Posttour an einem Postdepot. Er hat eine Menge von Straßen gegeben, in denen er die
Post ausliefern muss. Fu¨r jede Straße ist dem Postboten bekannt, wie viel Zeit er zum
Verteilen der Post in der Straße beno¨tigt. Der Postbote stellt sich die Frage, in welcher
Reihenfolge er die Straßen ablaufen muss, so dass er mo¨glichst wenig Zeit beno¨tigt, um
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alle Briefe zu verteilen und anschließend wieder zum Depot zuru¨ckzukehren. Stellt man
das Straßennetz als gewichteten Graphen dar, so repra¨sentiert jede Kante eine Straße. Die
Knoten repra¨sentieren Straßenabzweigungen bzw. das Depot. Die Zeit, die der Postbote
zum Verteilen der Briefe in einer Straße beno¨tigt, wird als Wert der entsprechenden Kante
gewa¨hlt. Liegt ein Eulergraph vor, so ist die Lo¨sung einfach. In diesem Fall existiert eine
Eulertour. In dieser Tour kommt jede Kante genau einmal vor. U¨bertra¨gt man die Reihen-
folge, in der die Kanten in der Tour angeordnet sind, auf die Straßen, so ergibt sich eine
Reihenfolge, in der die Straßen beliefert werden sollen. Der Postbote wird auf seiner Tour
keine Straße mehrfach durchlaufen und beno¨tigt fu¨r seine Tour daher genau die Mindest-
zeit, welche sich durch das Verteilen der Briefe auf allen Straßen ergibt. Im Allgemeinen
liegt kein Eulergraph vor. Folglich mu¨ssen einige Straßen mehrfach durchlaufen werden.
Dies fu¨hrt zu der Fragestellung, wie oft die einzelnen Straßen durchlaufen werden mu¨ssen,
so dass sich insgesamt eine zeitminimale Postbotentour ergibt. Graphentheoretisch kann
man dieses Problem lo¨sen, indem man den Graphen, der das Straßennetz repra¨sentiert, zu
einem Eulergraphen erweitert. Dabei werden ausgewa¨hlte Kanten vervielfacht. Jede Kopie
einer Kante bekommt den gleichen Wert, wie die urspru¨ngliche Kante. Fu¨r jede Kante, die
hinzugefu¨gt wird, muss die zugeho¨rige Straße in der Postbotentour einmal mehr durch-
laufen werden. Folglich kann der Graph nicht beliebig erweitert werden, da in dem zu
Grunde liegenden Problem eine zeitminimale Postbotentour gesucht wird. Der durch die
Erweiterung entstandene Eulergraph muss ein Graph mit minimalem Gesamtwert, unter
allen, durch eine Erweiterung konstruierbaren, Eulergraphen sein. Abschließend kann man
aus der Eulertour im erzeugten Eulergraphen die Lo¨sung des CPP herleiten.
Im Rahmen der Betrachtung des CPP und mo¨glichen verwandten Problemen, ergab sich
in einer Diplomarbeit (vgl. [89]) folgende Problembeschreibung: Man hat ein großes Stra-
ßennetz gegeben sowie mehrere Postboten, welche die Ha¨user dieser Straßen mit Post
beliefern sollen. Es stellt sich die Frage, wie man das Straßennetz in einzelne Teilstra-
ßennetze fu¨r die Postboten aufteilen soll, so dass sich fu¨r jeden Postboten in seinem Teil
des Straßennetzes eine ungefa¨hr gleich zeitintensive Postbotentour zum Verteilen der Post
ergibt. Ein heuristischer Ansatz ist: Man stellt das gesamte Straßennetz als Graph dar
und erweitert diesen zu einem Eulergraphen mit minimalem Gesamtwert. Der entstandene
Eulergraph wird anschließend in mo¨glichst viele kantendisjunkte Kreise zerlegt. Die Krei-
se werden anschließend zu zusammenha¨ngenden Teilgraphen zusammengefasst, sodass die
Eulertouren der einzelnen Teilgraphen Postbotentouren mit einer ungefa¨hr gleichen Zeit
implizieren. Ein wesentliches Problem dieses heuristischen Vorgehens ist die Zerlegung
eines Eulergraphen in eine mo¨glichst große Anzahl kantendisjunkter Kreise. Es ergibt
sich die verallgemeinerte Problemstellung: Finde eine maximale Menge kantendisjunkter
Kreise fu¨r einen ungerichteten Graphen.
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Diese Problemstellung wurde in der Vergangenheit unter verschiedenen Aspekten un-
tersucht. Dabei wird eine maximale Menge kantendisjunkter Kreise auch als maximale
Kreispackung bezeichnet. Die Kreispackungszahl gibt die Anzahl der Kreise einer maxi-
malen Kreispackung an. Holyer zeigte 1981 in [50] erstmalig, dass das Auffinden einer
maximalen Menge kantendisjunkter Kreise der La¨nge drei NP -schwer ist. Basierend auf
diesem Beweis wurde in spa¨teren Jahren belegt, dass das Problem des Auffindens einer ma-
ximalen Kreispackung fu¨r einen beliebigen ungerichteten Graphen NP -schwer ist, verglei-
che hierzu [15], [18], [19] und [73]. In [18] zeigten Caprara, Panconesi und Rizzi weiterhin,
dass das Problem APX -schwer ist. In diesem Zusammenhang bedeutet APX -schwer, dass
es eine Zahl ρ gibt, so dass kein ρ-Algorithmus existiert, welcher in polynomieller Zeit eine
Lo¨sung mit einem Wert liefert, welcher ho¨chstens dem 1
ρ
-fachen des Optimallo¨sungswertes
entspricht. In [18] wurde zudem gezeigt, dass das Problem auch fu¨r planaren Graphen NP -
schwer ist. Weiterhin wird in [15] auf den Beweis von Holyer verwiesen, um zu zeigen, dass
dies ebenfalls fu¨r Eulergraphen gilt. Weitere Aussagen zu maximalen Kreispackungen in
ungerichteten Graphen wurde unter anderem von Harant, Rautenbach, Recht, Regen und
Degenhardt in [47] und [76] vero¨ffentlicht. Die dargestellten Resultate beziehen sich auf
einen Zusammenhang zwischen der Kreispackungszahl und der Cyclomatischen Zahl fu¨r
einen ungerichteten Graphen. Dabei wurde unter anderem bewiesen, dass die Gleichheit
beider Zahlen lediglich fu¨r sogenannte Kaktusgraphen vorliegt. Erdo¨s und Posa vero¨ffent-
lichten 1962 in [31] Ergebnisse im Bezug auf einen Zusammenhang zwischen der Knoten-
bzw. Kantenanzahl eines ungerichteten Graphen G und der Existenz einer Menge mit
genau k kantendisjunkten Kreisen in G. Weitere Resultate bezu¨glich dieses Zusammen-
hangs vero¨ffentlichte Moon 1964 in [68]. Erste approximative algorithmische Resultate
stammen aus dem Jahr 1990 von Bodlaender, vgl. [11]. Er entwickelte ein theoretisches
Verfahren um zu pru¨fen, ob ein gegebener ungerichteter Graph eine Menge mit mindes-
tens k kantendisjunkten Kreisen besitzt. Das bislang beste approximative Verfahren zur
na¨herungsweisen Bestimmung einer maximalen Kreispackung stellten Krivelevich, Nutov,
Salavatipour, Verstraete und Yuster im Jahr 2007 vor (vgl. dazu [40], [41], [58], [59] und
[79]). Das Verfahren ist eine Variante des modifizierten Greedy Verfahrens von Caprara,
Panconesi und Rizzi aus dem Jahr 2003 (siehe [18]).
Da das Auffinden einer maximalen Kreispackung in einem ungerichteten Graphen
NP -schwer ist und man dieses Problem daher im Allgemeinen nur approximativ lo¨sen
kann, hat man im Laufe der Zeit versucht, Graphenklassen zu finden, fu¨r die das Problem
in polynomieller Zeit lo¨sbar ist, oder gute Na¨herungen herzuleiten. Eine Graphenklasse,
fu¨r die das Problem lo¨sbar ist, stellt die Klasse der vollsta¨ndigen Graphen Kn dar. Die
bekannteste Frage zur Problemstellung fu¨r vollsta¨ndige Graphen stammt von Alspach
aus dem Jahr 1981 in [2]. Er nahm an, dass fu¨r n > 0 die Summe a1 + a2 + · · · + ar mit
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3 ≤ ai ≤ n fu¨r i = 1, . . . , r eine Zerlegung von
(
n
2
)
(falls n ungerade) bzw. von
(
n
2
) − 1
2
n
(falls n gerade) ist. Dann stellte er die Frage, ob eine Zerlegung der Kantenmenge des
vollsta¨ndigen Graphen Kn (fu¨r n ungerade) bzw. des Graphen Kn−I (fu¨r n gerade und I
ein 1-Faktor von Kn) in r Kreise mit den La¨ngen a1, a2, . . . , ar existiert. Positiv beantwor-
tet wurde Alpachs Frage erst im Jahr 2013 von Bryant, Horsley und Pettersson in [25]. Es
gibt aber schon fru¨here Ergebnisse bezu¨glich maximaler Kreispackungen von vollsta¨ndi-
gen Graphen, beispielsweise von Chartrand, Geller und Hedetniemi 1971 in [21] (siehe
Seite 42). Das Problem des Auffindens einer maximalen Kreispackung wurde ebenfalls
fu¨r gerichtete Graphen untersucht. Auch fu¨r diese Graphen ist das Problem NP -schwer,
siehe [28]. Einige algorithmische Resultate zu der Problemstellung in gerichteten Graphen
sind unter anderem in [58] und [59] dargestellt. Ein Algorithmus fu¨r r-regula¨re gerichtete
Graphen ist in [1] zu finden, zudem sind einige Resultate zu gerichteten Eulergraphen
in [82] beschrieben. Ein verwandtes Problem ist die Suche nach der maximalen Menge
knotendisjunkter Kreise. Dieses Problem ist ebenfalls NP -schwer und wurde ausfu¨hrlich
untersucht, vergleiche [11], [22], [23], [27], [29], [30], [31], [32], [37], [43], [48], [74], [83] und
[87].
In dieser Arbeit werden maximale Kreispackungen zuna¨chst an Hand einiger graphen-
theoretischer Beispiele eingefu¨hrt. In diesem Rahmen werden einige formale Definitionen
gegeben, so dass ein einheitliches Versta¨ndnis der Notation gewa¨hrleistet ist. Anschließend
wird auf die Frage nach der praktischen Anwendbarkeit na¨her eingegangen. Dazu werden
in Kapitel 2.1 drei praktische Problemstellungen vorgestellt, deren Lo¨sungen sich durch
das Auffinden einer maximalen Kreispackung oder die Bestimmung der Kreispackungszahl
auf einem geeigneten Graphen herleiten lassen.
Im dritten Kapitel wird der Zusammenhang zwischen Knotenseparatoren und maxima-
len Kreispackungen erla¨utert. Dazu werden zuna¨chst Graphen betrachtet, welche einen
Knotenseparator mit zwei bzw. drei Knoten enthalten. Es werden auf Basis der Separa-
torknoten Bedingungen formuliert, welche Ru¨ckschlu¨sse auf eine maximale Kreispackung
und die Kreispackungszahl zulassen. Diese Bedingungen werden zudem algorithmisch zur
Bestimmung einer maximalen Kreispackung auf einem entsprechenden Graphen umge-
setzt. Abschließend wird der Fall eines Graphen mit einem Knotenseparator mit einer
beliebigen Anzahl von Knoten behandelt.
In Kapitel 4 wird schließlich eine spezielle Graphenfamilie, die Familie der verallgemei-
nerten Petersen Graphen betrachtet. Dabei werden zwei Fa¨lle unterschieden. Unter der
Annahme, dass die Knotenanzahl groß genug ist, wird fu¨r einen der beiden Fa¨lle gezeigt,
dass immer eine maximale Kreispackung existiert, welche, bis auf ho¨chstens einen Kreis,
ausschließlich aus Kreisen der La¨nge acht besteht.
Definitionen und Beispiele 6
Kapitel 2
Die Problemstellung
Um einen ersten Eindruck von maximalen Kreispackungen in Graphen zu erhalten, werden
zuna¨chst einige notwendige Definitionen gegeben. Im Anschluss werden beispielhaft einige
ausgesuchte Graphen betrachtet und fu¨r diese eine maximale Kreispackung bestimmt.
2.1 Definitionen und Beispiele
Ein Graph G ist dabei gegeben durch ein Paar (V (G), E(G)) mit den Eigenschaften, dass
V (G) 6= ∅ und E(G) ⊆ {e | e = (v, w), v ∈ V (G), w ∈ V (G), v 6= w} ist. Die Menge V (G)
wird als Knotenmenge bezeichnet. Die Menge E(G) ist die Teilmenge einer Multimenge
und wird als Kantenmenge bezeichnet. Betrachtet man zwei Knoten v, w ∈ V (G), so
nennt man diese adjazent, falls eine Kante e = (v, w) = (w, v) ∈ E(G) existiert. Fu¨r
einen Knoten v ∈ V wird die Anzahl der zu v adjazenten Knoten durch δ(v) angegeben.
Man nennt δ(v) den Grad des Knotens v. Haben alle Knoten eines Graphen den gleichen
Grad r, so nennt man den Graphen r-regula¨r. Betrachtet man eine Kante e = (v, w),
werden die Knoten v und w als Endknoten der Kante e bezeichnet. Man sagt e ist mit v
und w inzident. Zwei Kanten e1 = (v, w) und e2 = (v, w) mit den identischen Endknoten
v, w ∈ V nennt man parallele Kanten. Ko¨nnen die Mengen V (G) und E(G) aus dem
Kontext eindeutig einem Graphen G zugeordnet werden, so wird G verku¨rzt beschrieben
durch V und E.
Ein Untergraph G′ = (V (G′), E(G′)) eines Graphen G = (V (G), E(G)), fu¨r den gilt
V (G′) ⊆ V (G) und E(G′) = {e = (v, w) ∈ E(G) | v, w ∈ V (G′)} heißt der durch V (G′)
induzierte Untergraph von G.
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Die Vereinigung G˜ = G∪ G¯ von zwei Graphen G = (V (G), E(G)) und G¯ = (V (G¯), E(G¯))
ist definiert durch G˜ := (V (G˜), E(G˜)) mit Knotenmenge V (G˜) = V (G) ∪ V (G¯) und
Kantenmenge E(G˜) = E(G) ∪ E(G¯). Der Schnitt G′ = G ∩ G¯ zweier Graphen
G = (V (G), E(G)) und G¯ = (V (G¯), E(G¯)) ist analog definiert durch G′ := (V (G′), E(G′))
mit V (G′) = V (G)∩V (G¯) und E(G′) = E(G)∩E(G¯). Die Differenz Gˆ = G\G¯ eines Gra-
phen G = (V (G), E(G)) und eines Untergraphen G¯ = (V (G¯), E(G¯)) von G ist definiert
durch Gˆ := (V (Gˆ), E(Gˆ)) mit V (Gˆ) = V (G) \ V (G¯) und E(Gˆ) = E(G) \ E(G¯).
Fu¨r einen Graphen G = (V,E) ist ein Kreis C eine endliche Folge von r paarweise dis-
junkten Knoten und Kanten (vi0 , e0, vi1 , e1, . . . , vir−1 , er−1, vir) mit ej = (vij , vij+1), vij ∈ V
und vi0 = vir . Verku¨rzt schreibt man C = (vi0 , vi1 , . . . , vir−1). Die La¨nge eines Kreises C
ist gegeben durch d(C) := r und entspricht der Kantenanzahl (bzw. Knotenanzahl) von
C. Fu¨r einen Graphen G ist girth(G) die La¨nge des ku¨rzesten Kreises in G. Falls der
Bezug zum Graphen eindeutig aus dem Kontext zu erkennen ist, schreibt man kurz girth.
Man kann einen Kreis alternativ als Untergraphen G′ = (V (G′), E(G′)) eines Graphen
G = (V (G), E(G)) auffassen, fu¨r den gilt V (G′) ⊆ V (G) und E(G′) ⊆ E(G). Man schreibt
auch G′ ⊆ G. In diesem Fall wird ein Kreis C = (vi1 , e1, vi2 , e2, . . . , er−1, vir) beschrieben
durch C = (V (C), E(C)) mit V (C) := {vi1 , vi2 , . . . , vir−1} und E(C) := {e1, e2, . . . , er−1}.
Eine Kreispackung P˜ = {C1, . . . , Cq} ist eine Menge kantendisjunkter Kreise Ci, mit
i = 1, . . . , q, fu¨r die gilt
⋃
iCi ⊆ G. Es gilt V (P˜) :=
⋃q
i=1 V (Ci) und E(P˜) :=
⋃q
i=1E(Ci).
Fu¨r einen gegebenen Graphen G ist eine maximale Kreispackung P(G) eine Kreispackung,
fu¨r die gilt, dass die Anzahl der Kreise in P(G) mindestens so groß ist, wie in jeder
beliebigen anderen Kreispackung von G, kurz |P(G)| ≥ |P˜(G)| fu¨r jede Kreispackung
P˜(G) von G. Die Kreispackungszahl ν(G) gibt die Anzahl der Kreise in P(G) an. Es gilt
somit:
ν(G) := |P(G)|
Falls der Bezug zum Graphen eindeutig aus dem Kontext zu erkennen ist, schreibt man
ebenfalls verku¨rzt P fu¨r eine maximale Kreispackung. Gleiches gilt fu¨r Kreispackungen,
welche nicht maximal sind.
Analog zur Definition eines Kreises ist, fu¨r einen Graphen G, ein Weg W (von vi0 nach
vir−1) eine endliche Folge von r paarweise disjunkten Knoten und r − 1 paarweise dis-
junkten Kanten (vi0 , e0, vi1 , e1, . . . , er−2, vir−1) mit ej = (vij , vij+1) und vij ∈ V . Verku¨rzt
schreibt man W = (vi0 , vi1 , . . . , vir−1). Die La¨nge eines Weges W ist gegeben durch
d(W ) := r − 1 und entspricht der Kantenanzahl. Ein ku¨rzester Weg von G ist ein Weg
mit minimaler La¨nge.
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Im folgenden werden drei Beispielgraphen betrachtet und fu¨r diese eine maximale Kreispa-
ckung bestimmt. Als erstes Beispiel ist der Goldner-Harary Graph gegeben (vgl. [75]).
Beispiel 2.1:
Der Goldner-Harary Graph ist in Abbildung 2.1 dargestellt.
v9
v5
v6v8
v2
v4
v3
v1
v10
v11 v7
Abbildung 2.1: Der Goldner-Harary Graph
Der Graph hat elf Knoten V = {v1, . . . , v11} und 27 Kanten. Die Knoten v1, v10 und v11
haben den Knotengrad acht. Bei den Knoten v6 und v7 ist der Knotengrad sechs und
fu¨r alle u¨brigen Knoten betra¨gt der Knotengrad drei. Des weiteren gilt girth = 3. Ein
Beispiel fu¨r einen Kreis der La¨nge drei ist der Kreis (v1, v2, v11). Einen ku¨rzeren Kreis
gibt es nicht, da dies nur bei mindestens zwei parallel verlaufenden Kanten mo¨glich ist. In
Abbildung 2.2 ist eine Kreispackung P˜ mit sechs Kreisen fu¨r den Goldner-Harary Graph
farbig veranschaulicht.
Es stellt sich die Frage, ob diese Kreispackung maximal ist. Man sieht, dass die Kreis-
packung aus vier Kreise der La¨nge drei und zwei Kreise der La¨nge besteht und nicht,
durch das Hinzufu¨gen eines weiteren kantendisjunkten Kreises, erweitert werden kann.
Hinsichtlich der Frage der Maximalita¨t kann es hilfreich sein zuna¨chst eine obere Schranke
fu¨r ν(Goldner-Harary Graph) zu bestimmen.
Allgemein gilt: Eine obere Schranke fu¨r die maximale Anzahl von Kreisen in einer Kreispa-
ckung ergibt sich, indem man annimmt, dass eine maximale Kreispackung, bestehend aus
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Abbildung 2.2: Eine Kreispackung im Goldner-Harary Graphen
der maximalen Anzahl von Kreisen ku¨rzester La¨nge existiert. Man erha¨lt die nachfolgende
Proposition.
Proposition 2.1:
Sei G = (V (G), E(G)) ein Graph. Es gilt
ν(G) ≤ |E(G)|
girth(G)
Einen Spezialfall bilden 2-regula¨re und 3-regula¨re Graphen, da in diesen Graphen jeder
Knoten ho¨chstens in einem Kreis einer maximalen Kreispackung enthalten sein kann. Da-
mit ergibt sich fu¨r diese Graphen eine im Allgemeinen scha¨rfere obere Schranke.
Proposition 2.2:
Sei G = (V (G), E(G)) ein Graph mit δ(v) = 2 fu¨r alle v ∈ V (G) oder δ(v) = 3 fu¨r alle
v ∈ V (G). Dann gilt
ν(G) ≤ |V (G)|
girth(G)
Nachfolgend wird zuna¨chst ν(Goldner-Harary Graph) unter Verwendung der oberen Schran-
ke aus Propsition 2.1 abgescha¨tzt und anschließend exakt bestimmt.
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Fortsetzung Beispiel 2.1:
Der Goldner-Harary Graph hat 27 Kanten und girth = 3. Somit kann eine maximale
Kreispackung ho¨chstens aus
|E(Goldner-Harary Graph)|
girth
=
27
3
= 9
Kreisen bestehen. Die Knoten v2, v3, v4, v5, v8 und v9 haben allerdings alle einen Kno-
tengrad von drei. Daher ko¨nnen diese Knoten jeweils in ho¨chstens einem Kreis ent-
halten sein. Zudem existiert keine Kante e = (w, z) ∈ E(Goldner-Harary Graph) mit
w, z ∈ {v2, v3, v4, v5, v8, v9}. Es ergibt sich fu¨r eine beliebige Kreispackung P¯ , dass fu¨r
jeden dieser Knoten mindestens eine inzidente Kante nicht in der Kantenmenge E(P¯)
enthalten ist. Es gilt somit fu¨r jede Kreispackung P¯ , dass |E(P¯)| ≤ 27− 6 = 21. Folglich
kann eine maximale Kreispackung ho¨chstens sieben Kreise enthalten. Betrachtet man den
Graphen genauer, so stellt man fest, dass es eine Kreispackung mit sieben Kreisen gibt
und die in Abbildung 2.2 dargestellte Kreispackung nicht maximal ist. Die nachfolgen-
de Graphik 2.3 zeigt eine maximale Kreispackung des Goldner-Harary Graphen. Es gilt
ν(Goldner-Harary Graph) = 7.
v10
v11 v7 v9
v5
v6v8
v2
v4
v3
v1
Abbildung 2.3: Eine maximale Kreispackung vom Goldner-Harary Graphen
Als zweites Beispiel wird der Coxeter Graph betrachtet (vgl. [75]). Bei der Bestimmung
einer maximalen Kreispackung wird deutlich, wie wichtig oft eine
”
richtige“ graphische
Darstellung eines Graphen ist.
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Beispiel 2.2:
Eine graphische Darstellung des Coxeter Graphen ist in Abbildung 2.4 zu finden.
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Abbildung 2.4: Der Coxeter Graph
Der Graph hat 28 Knoten und 42 Kanten. Zudem ist girth = 7 bekannt. Da der Graph
3-regula¨r ist, kann jeder Knoten nur in maximal einem Kreis enthalten sein. Somit gilt
ν(Coxeter Graph) ≤ |V |
girth
= 4.
Betrachtet man den Coxeter Graphen in Abbildung 2.4 genauer, so hat man auf den
ersten Blick den Eindruck, dass es zwar eine klare graphische Struktur gibt, diese aber
wenig Ansatzpunkte fu¨r die Konstruktion einer maximalen Kreispackung liefert. Es ist
allerdings bei der Konstruktion maximaler Kreispackungen ha¨ufig wichtig, welche gra-
phische Darstellung eines Graphen gewa¨hlt wurde. In der nachfolgenden Abbildung 2.5
ist ebenfalls der Coxeter Graph dargestellt. Die Knoten und Kanten sind jedoch anders
angeordnet.
In der alternativen Darstellung in Abbildung 2.5 erkennt man intuitiv drei Kreise. Diese
sind in Abbildung 2.6 farbig markiert.
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Abbildung 2.5: Der Coxeter Graph in einer alternativen Darstellung
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Abbildung 2.6: Eine Kreispackung im Coxeter Graphen
Bildet man eine Kreispackung mit den drei farbig markierten Kreisen, la¨sst sich diese
durch keinen weiteren Kreis mehr vergro¨ßern. Es stellt sich wiederum die Frage, ob diese
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Kreispackung maximal ist, bzw. ob es eine Kreispackung mit vier Kreisen gibt.
Um diese Frage zu beantworten, muss man die Struktur des Graphen genauer untersuchen.
Wie zuvor erwa¨hnt, ist der Coxeter Graph 3−regula¨r. Folglich kann jeder Knoten ho¨chs-
tens in einem Kreis enthalten sein. Da des weiteren |V | = 28 und girth = 7 gilt, mu¨ssen
in einer Kreispackung mit vier Kreisen alle Kreise eine La¨nge von sieben haben und jeder
Knoten in genau einem Kreis enthalten sein. Man betrachte die Knoten des rot markier-
ten Kreises C1 = (v22, v23, v24, v25, v26, v27, v28) (vgl. Abb. 2.6). Ein Kreis der La¨nge sieben,
welcher mindestens einen Knoten der Menge {v22, v23, . . . , v28} entha¨lt, muss entweder ge-
nau zwei Knoten der Menge enthalten oder alle sieben. Sei Pˆ eine Kreispackung mit einem
Kreis C ∈ Pˆ , fu¨r den gilt, dass |V (C)∩{v22, v23, . . . , v28}| = 2. Dann gibt es einen Knoten
w ∈ {v22, v23, . . . , v28} mit w /∈ V (Pˆ) und es folgt |Pˆ| ≤ 3. In einer Kreispackung mit
vier Kreisen muss folglich der Kreis C1 enthalten sein. Mit der gleichen Argumentation
muss auch der gru¨n markierte Kreis C2 = (v15, v18, v21, v17, v20, v16, v19) in einer Kreispa-
ckung mit vier Kreisen enthalten sein. Entha¨lt eine Kreispackung P˜ die Kreise C1 und
C2, folgt {v8, v9, . . . , v14} 6⊆ V (P˜). Es folgt ν(Coxeter Graph) ≤ 3 und damit, dass die in
Abbildung 2.6 dargestellte Kreispackung maximal ist und ν(Coxeter Graph) = 3 gilt.
Abschließend wird ein Graph betrachtet, welcher die Antwort auf eine praxisbezogene
Fragestellung graphisch abbildet. Das Beispiel zeigt, dass es auch bei einem Graphen mit
einer eindeutig definierten Knoten- und Kantenmenge, aufwendig sein kann, eine maxi-
male Kreispackung zu bestimmen.
Beispiel 2.3:
Der nachfolgende Graph entstand in den USA bei der Analyse, welche Staaten unter-
einander durch eine befahrbare Schnellstraße verbunden sind. Jeder Knoten stellt dabei
einen amerikanischen Staat dar. Kann man von einem Staat auf einer Schnellstraße di-
rekt, ohne einen dritten Staat zu passieren, in einen anderen Staat gelangen, so werden die
entsprechenden zwei Knoten durch eine Kante verbunden. Der resultierende Contiguous
USA Graph ist in Abbildung 2.7 dargestellt (vgl. [56]).
Dieser Graph hat 49 Knoten und 107 Kanten. Er ist nicht r−regula¨r und es gilt girth = 3.
Damit folgt, dass die Kreispackungszahl nach oben durch 107
3
= 352
3
beschra¨nkt ist. Fu¨r
die Konstruktion einer maximalen Kreispackung kann der Knoten vME und die zu ihm
inzidente Kante bei der weiteren Betrachtung vernachla¨ssigt werden, da ein Knoten vi
mit δ(vi) = 1 in keinem Kreis enthalten sein kann. Konstruiert man eine Kreispackung,
welche ausschließlich aus Kreisen der La¨nge drei besteht, so ko¨nnte sich die in Abbildung
2.8 dargestellte Kreispackung P¯ ergeben.
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Abbildung 2.7: Der Contiguous USA Graph
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Abbildung 2.8: Eine Kreispackung im Contiguous USA Graphen
Diese Kreispackung entha¨lt 29 Kreise. Auf Grund der großen Differenz zur oberen Schran-
ke von 35 Kreisen, ko¨nnte man vermuten, dass diese Kreispackung nicht maximal ist. Es
wird allerdings nachfolgend gezeigt, dass ν(Contiguous USA Graphen) = 29 gilt. Dies
erfolgt, indem die obere Schranke fu¨r ν(Contiguous USA Graphen) sukzessive verscha¨rft
wird.
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Bei genauerer Betrachtung des Graphen, stellt man fest, dass die in Abbildung 2.9 rot
markierten Knoten alle einen ungeraden Knotengrad haben.
vUT
vTN
vDCvV AvAZ
vNM
vOK
vTX vLA
vNCvGAvALvMS
vSCvFL
vRIvCT
vPA
vCA
vNHvV T
vMA
vNJ
vMIvWIvMN
vND
vWA vMT
vID
vOR
vDE
vWY vIA
vKY vMD
vCOvNV vMO vWVvKS
vNE vIL vIN
vSD
vOH
vNY
vAR
Abbildung 2.9: Die Knoten ungeraden Grades im Contiguous USA Graphen
Es sind 18 Knoten mit ungeradem Knotengrad. Bestenfalls sind immer zwei dieser Kno-
ten adjazent. Daher sind mindestens neun Kanten nicht in der Kantenmenge einer ma-
ximalen Kreispackung enthalten. Folglich besteht eine solche Kantenmenge ho¨chstens
aus 106 − 9 = 97 Kanten. Daraus ergibt sich eine neue verscha¨rfte obere Schranke fu¨r
ν(Contiguous USA Graphen) von 32 Kreisen. Im Folgenden wird diese obere Schranke
weiter verscha¨rft, indem zusa¨tzliche Kantenmengen bestimmt werden, welche in einer
maximalen Kreispackung nicht enthalten sein ko¨nnen.
Untersucht man die Knoten mit ungeradem Knotengrad genauer, sieht man, dass bei-
spielsweise der Knoten vND mit keinem anderen rot markierten Knoten adjazent ist.
Gleiches gilt fu¨r die Knoten vGA und vLA. Dennoch ist, auf Grund des ungeraden Knoten-
grades, mindestens eine mit vND inzidente Kante nicht in der Kantenmenge einer maxima-
len Kreispackung enthalten. Alle mit vND adjazenten Knoten weisen aber einen geraden
Knotengrad auf. Damit folgt, dass es bei der Betrachtung einer maximalen Kreispackung
immer mindestens einen mit vND adjazenten Knoten vi (i ∈ {MT,SD,MN}) gibt, fu¨r
den gilt, dass mindestens zwei mit vi inzidente Kanten nicht in der Kantenmenge der
maximalen Kreispackung enthalten sind. Durch fortfu¨hren dieser U¨berlegung erha¨lt man
einen Weg von vND zu einem anderen Knoten ungeraden Grades, dessen Kanten nicht
in der Kantenmenge der maximalen Kreispackung enthalten sind. Analog gilt dies fu¨r
die Knoten vGA und vLA. Um die Ho¨chstzahl von Kanten abzuscha¨tzen, welche in der
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Kantenmenge einer maximalen Kreispackung enthalten sein ko¨nnen, ist es notwendig, die
ku¨rzesten Wege der drei Knoten vND, vGA und vLA zu allen anderen Knoten mit ungera-
dem Knotengrad zu bestimmen.
Betrachtet man den Knoten vND und alle Wege von vND zu einem beliebigen anderen
Knoten mit ungeradem Knotengrad (in Abb. 2.9 rot markiert), so haben diese alle eine
Mindestla¨nge von drei. Das bedeutet, dass die Kanten eines Weges von vND zu einem
anderen Knoten ungeraden Grades mit einer Mindestla¨nge von drei nicht in der Kanten-
menge einer maximalen Kreispackung enthalten sind. Gleiches gilt fu¨r die Kanten eines
Weges von vLA bzw. vGA zu einem anderen Knoten ungeraden Grades. Diese Wege haben
ebenfalls eine Mindestla¨nge von drei. Da der Weg W1 = (vLA, vMS, vAL, vGA) von vLA nach
vGA die La¨nge drei hat, ist es nicht notwendig fu¨r vLA und vGA zwei separate Wege zu
betrachten. Insgesamt muss man somit zwei Wege der La¨nge drei beru¨cksichtigen. Fu¨r
jeden dieser Wege wurde zuvor eine Kante von den 106 Kanten abgezogen. Folglich kann
die Kantenmenge einer optimalen Kreispackung ho¨chstens 97 + 2 − 3 − 3 = 93 Kanten
enthalten, womit sich erneut eine scha¨rfere obere Schranke fu¨r die Kreispackungszahl von
31 Kreisen ergibt.
Fu¨r eine weitere Analyse kann man sich auf die Betrachtung zweier kantendisjunkter
Untergraphen H1 und H2 des Contiguous USA Graphen beschra¨nken (vgl. Abb. 2.10).
Die beiden dargestellten Graphen H1 und H2 haben lediglich einen gemeinsamen Knoten
vNY und keine gemeinsamen Kanten. Daraus folgt, dass es keinen Kreis im Contiguous
USA Graphen gibt, welcher Kanten aus E(H1) und E(H2) entha¨lt. Der Graph H2 ist
ein kleiner Graph (wenige Knoten und Kanten) und man sieht, dass ν(H2) = 2 gilt.
Der Graph H1 hat noch 43 Knoten, wovon 14 einen ungeraden Knotengrad haben. Zu-
dem hat H1 noch 97 Kanten. Daraus ergibt sich ν(H1) ≤ 97−7+2−3−33 = 2823 und somit
ν(Contiguous USA Graph) ≤ 30.
Fu¨r die weitere Betrachtung des Graphen H1 sei angenommen, dass eine maximale Kreis-
packung P(H1) mit 28 Kreisen existiert. Dies wird nachfolgend durch eine sukzessive
Verscha¨rfung der oberen Schranke fu¨r ν(H1) widerlegt. Eine maximale Kreispackung
P(H1) mit |P(H1)| = 28 muss aus mindestens 26 Kreisen der La¨nge drei bestehen. Sie
entha¨lt zudem ho¨chstens einen Kreis der La¨nge fu¨nf oder zwei Kreise der La¨nge vier.
Gilt fu¨r jeden Kreis C ∈ P(H1), dass d(C) = 3, existieren zwei Kanten e˜ und eˆ mit
e˜, eˆ 6∈ E(P(H1)).
Man nehme zuna¨chst an, dass die Kante e1 = (vCA, vNV ) nicht in der Kantenmenge
E(P(H1)) enthalten ist. In diesem Fall sind drei Mo¨glichkeiten zu betrachten. Es gilt
entweder vCA 6∈ V (P(H1)) oder vCA ∈ V (P(H1)) und vCA liegt in einem Kreis der La¨nge
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Abbildung 2.10: Der Contiguous USA Graphen mit zwei Untergraphen H1 und H2
vier oder fu¨nf. Zuna¨chst sei angenommen, dass vCA 6∈ V (P(H1)) gilt. In diesem Fall folgt
(vCA, vNV ), (vCA, vOR), (vCA, vAZ) 6∈ E(P(H1)). Auf Grund des ungeraden Knotengrades
wurde bereits zuvor angenommen, dass eine dieser Kanten nicht in E(P(H1)) liegt. Es er-
gibt sich ν(H1) ≤ 97−7+2−3−3−23 = 28 und alle Kreise in P(H1) haben eine La¨nge von drei.
Des weiteren ist mindestens eine Kante der Menge {(vOR, vWA), (vOR, vID), (vOR, vNV )}
nicht in E(P(H1)) enthalten. Auf Grund der Maximalita¨t von P(H1), folgt
(vOR, vNV ) ∈ E(P(H1)). Zudem gilt (vOR, vID) ∈ E(P(H1)), da andernfalls vWA in ei-
nem Kreis mit einer Mindestla¨nge von vier enthalten oder P(H1) nicht maximal wa¨re.
Es folgt (vOR, vWA), (vWA, vID) 6∈ E(P(H1)) und vWA 6∈ V (P(H1)). Es ist mo¨glich, dass
in E(H1) \ E(P(H1)) ein Weg von vCA nach vND der La¨nge fu¨nf existiert, welcher den
Knoten vWA und die Kante (vCA, vOR) entha¨lt. In diesem Fall wird die maximale An-
zahl in E(P(H1)) enthaltener Kanten um eins verringert. Andernfalls verringert sich die
Anzahl um zwei. Daher ergibt sich ν(H1) ≤ 97−7+2−3−3−2−13 = 2723 und somit ein Wider-
spruch. Es folgt vCA ∈ V (P(H1)). Sei zuna¨chst angenommen, dass vCA in einem Kreis
C1 der La¨nge vier enthalten ist. Dann gilt vCA ∈ V (C1) mit C1 = (vCA, vOR, vNV , vAZ) und
C1 ∈ P(H1). Allerdings kann man in diesem Fall den Kreis C1 durch den Kreis
C˜1 = (vCA, vOR, vNV ) mit e1 ∈ E(C˜1) ersetzen, ohne die Kreisanzahl in der Kreispackung
zu verringern, d.h. Pneu(H1) = (P(H1)\{C1})∪{C˜1} mit |Pneu(H1)| = |P(H1)|. Abschlie-
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ßend sei nun angenommen, dass vCA in einem Kreis Cˆ1 der La¨nge fu¨nf enthalten ist. Alle
u¨brigen Kreise in P(H1) haben eine La¨nge von drei. Es gilt (vCA, vOR), (vCA, vAZ) ∈ E(Cˆ1).
Des weiteren muss (vOR, vNV ) in der Menge E(Cˆ1) enthalten sein, da andernfalls vWA
in einem Kreis mit einer Mindestla¨nge von vier oder nicht in V (P(H1)) liegt. Damit
kann der Kreis Cˆ1 analog zum vorherigen Fall durch den Kreis C˜1 = (vCA, vOR, vNV ) mit
e1 ∈ E(C˜1) ersetzt werden. Es ergibt sich, dass vCA ∈ V (P(H1)) gilt und man o. B. d. A.
e1 ∈ E(P(H1)) annehmen kann.
Der Knoten vCA hat einen ungeraden Knotengrad und W2 = (vCA, vNV ) ist der einzige
Weg der La¨nge eins zu einem anderen Knoten mit ungeradem Knotengrad. Somit ergibt
sich, dass die Kanten eines Weges zwischen vCA und einem anderen Knoten ungeraden
Grades mit einer Mindestla¨nge von zwei nicht in der Kantenmenge E(P(H1)) enthalten
sind. Es folgt ν(H1) ≤ 97−7+2−3−3+1−23 = 2813 . Da die Anzahl der Kanten, welche in einer
maximalen Kreispackung P(H1) enthalten sein ko¨nnen, um eine weitere Kante verringert
wurde, folgt, dass P(H1) keinen Kreis der La¨nge fu¨nf und ho¨chstens einen Kreis der La¨nge
vier hat. Hat jeder Kreis C ∈ P(H1) eine La¨nge d(C) = 3, gibt es genau eine Kante e˜ mit
e˜ 6∈ E(P(H1)).
Im na¨chsten Schritt sei angenommen, dass der Kreis C2 = (vUT , vAZ , vNM , vCO) mit
d(C2) = 4 in der Kreispackung P(H1) enthalten ist. Dies wird nachfolgend widerlegt.
Gilt C2 ∈ P(H1), folgt fu¨r jeden Kreis C ∈ P(H1) mit C 6= C2, dass d(C) = 3 ist. Zudem
sind lediglich die 7 − 2 + 3 + 3 − 1 + 2 = 12 Kanten, welche vorab, auf Grund des un-
geraden Knotengerades abgezogen wurden, nicht in E(P(H1)). Alle u¨brigen Kanten sind
mit einem Knoten mit einem geraden Knotengrad inzident und in E(P(H1)) enthalten.
Daraus ergibt sich, dass alle in Abbildung 2.11 farbig gekennzeichneten Kreise in P(H1)
liegen mu¨ssen.
Betrachtet man die u¨brigen Kanten (schwarz markiert), so folgt, dass ein ku¨rzester Weg
zwischen vUT und einem anderen Knoten ungeraden Grades, dessen Kanten nicht in
E(P(H1)) liegen, eine Mindestla¨nge von vier hat. Damit gilt allerdings |P(H1)| ≤ 27,
was ein Widerspruch zur Annahme |P(H1)| = 28 ist. Es folgt, dass C2 /∈ P(H1). Dadurch
ergibt sich allerdings, dass e2 = (vAZ , vNM) 6∈ E(P(H1)), da e2 andernfalls in einem Kreis
mit einer Mindestla¨nge von fu¨nf enthalten wa¨re.
Sei nun angenommen, dass der Kreis C3 = (vCA, vAZ , vNV ) in P(H1) liegt. Damit ist
e3 = (vUT , vAZ) 6∈ E(P(H1)). Analog zu den vorherigen U¨berlegungen fu¨r den Knoten
vND, existiert in E(H1) \ E(P(H1)) ein Weg W von vUT zu einem anderen Knoten un-
geraden Grades, fu¨r den gilt e2, e3 ∈ E(W ). Ein solcher Weg hat mindestens eine La¨nge
von vier, da der ku¨rzeste Weg von vUT zu einem anderen Knoten ungeraden Knotengra-
des, welcher die Kanten e2 und e3 entha¨lt, von vUT nach vLA geht. Zudem hat dann der
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Abbildung 2.11: Kreise einer speziellen Kreispackung P(H1) im Contiguous USA Graphen
ku¨rzeste Weg zwischen vGA (vgl. Abb. 2.10) und einem anderen Knoten ungeraden Gra-
des, dessen Kanten nicht in E(P(H1)) liegen, eine Mindestla¨nge von zwei. Damit ergibt
sich |P(H1)| ≤ 27. Dies ist ein Widerspruch und es folgt C3 6∈ P(H1). Man erha¨lt wei-
terhin, dass C˜1 = (vCA, vOR, vNV ) ∈ P(H1) und e4 = (vCA, vAZ) /∈ E(P(H1)) ist. Damit
ergibt sich mit e5 = (vNV , vAZ) auch e3, e5 ∈ E(P(H1)), da ν(H1) ≤ 2813 .
Da man weiß, dass e2, e4 /∈ E(P(H1)), folgt, dass diese beiden Kanten auf einem Weg
von vCA zu einem anderen Knoten ungeraden Grades liegen, dessen Kanten nicht in
E(P(H1)) sind. Dieser Weg entspricht dem WegW3 = (vCA, vAZ , vNM , vTX , vLA). Da zuvor
ein Weg von vLA nach vGA aus der potentiellen Kantenmenge fu¨r P(H1) herausgenommen
wurde, ist es nun notwendig den Knoten vGA (vgl. Abb. 2.10) erneut zu betrachten. Es
ergibt sich, dass der ku¨rzeste Weg von vGA zu einem anderen Knoten ungeraden Grades,
dessen Kanten nicht in E(P(H1)) liegen, eine Mindestla¨nge von zwei hat. Dies fu¨hrt zu
|P(H1)| ≤ 97−7+2−3−4+1−23 = 28. Es folgt, dass P(H1) ausschließlich aus Kreisen der La¨nge
drei besteht.
Da e3, e5 ∈ E(P(H1)), folgt e6 = (vNV , vUT ) ∈ E(P(H1)). Damit erha¨lt man, dass der
ku¨rzeste Weg von vNV , bzw. vUT , zu einem anderen Knoten ungeraden Grades, dessen
Kanten nicht in E(P(H1)) liegen, eine Mindestla¨nge von zwei hat und damit |P(H1)| ≤ 27
gilt.
Insgesamt ergibt sich, dass keine maximale Kreispackung P(H1) mit 28 Kreisen in H1
existiert. Es folgt ν(H1) ≤ 27. Damit ergibt sich ν(Continous USA Graph) ≤ 29 und die
Kreispackung in Abbildung 2.8 ist eine maximale Kreispackung.
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In den drei vorgestellten Beispielen sieht man, dass es fu¨r bestimmte Graphen mo¨glich
ist, eine maximale Kreispackung herzuleiten, indem man verschiedene Eigenschaften der
Graphen ausnutzt. Das zweite Beispiel zeigt, wie wichtig die graphische Darstellung fu¨r
das Erkennen von Kreisen sein kann. Im letzten Beispiel wird deutlich, dass die Bestim-
mung einer maximalen Kreispackung auch fu¨r einen konkreten Graphen sehr aufwendig
sein kann. Bevor maximale Kreispackungen in der Theorie weiter betrachtet werden, soll
zuna¨chst die Frage nach dem praktischen Nutzen von maximalen Kreispackungen und der
Kreispackungszahl beantwortet werden.
Ein erster praktischer Nutzen wurde im Rahmen der Aufteilung eines großen Postgebietes
auf verschiedene Brieftra¨ger in der Einleitung bereits vorgestellt. Eine a¨hnliche Problem-
stellung ko¨nnte sich im Rahmen der Planung von Fernbusreisen beispielsweise in den USA
ergeben. Man stelle sich ein Unternehmen vor, welches Fernbusreisen in den USA durch
verschiedene Staaten anbieten mo¨chte. Das Unternehmen hat zehn Busse zur Verfu¨gung
und diese sollen derart geplant werden, dass jeder Bus von einem noch nicht festgeleg-
ten Standort aus eine Rundreise durch verschiedene Staaten macht. Die Bustouren sollen
nicht identisch sein, sondern insgesamt mo¨glichst viele Staaten der USA abdecken. Fu¨r
eine erste Grobplanung mo¨chte sich das Unternehmen einen Plan der Staaten anschauen,
auf dem verzeichnet ist, von welchem Staat man gut u¨ber eine Straße zum na¨chsten Nach-
barstaat gelangt. Wie aus Beispiel 2.4 bekannt ist, wird ein solcher Plan graphisch z. B.
durch den Contiguous USA Graphen dargestellt. Das Unternehmen mo¨chte nun anhand
dieses Planes
”
grob“ die zehn Touren festlegen. Eine heuristische Vorgehensweise dazu
ko¨nnte sein, aus dem Graphen unter Verwendung der Kreise einer maximalen Kreispa-
ckung zehn kantendisjunkte zusammenha¨ngende Teilgraphen zu bilden. Jeder Teilgraph
repra¨sentiert eine Menge von Staaten und Straßen, durch welche anschließend eine Tour
geplant wird. Die nachfolgende Abbildung 2.12 zeigt beispielhaft zehn Teilgraphen des
Contiguous USA Graphen. Jeder Teilgraph entspricht der Vereinigung von drei (bzw.
zwei) Kreisen der maximalen Kreispackung aus Abbildung 2.8.
Jeder Teilgraph ko¨nnte als Grundlage zur Konstruktion einer Tour durch die Staaten, den
Knoten des Teilgraphen entsprechend, genutzt werden.
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Abbildung 2.12: Zehn Teilgraphen des Contiguous USA Graphen
Im nachfolgenden Unterkapitel werden drei weitere Problemstellungen vorgestellt, fu¨r de-
ren Lo¨sung die Bestimmung einer maximalen Kreispackung oder der Kreispackungszahl
von Nutzen ist.
2.2 Drei praxisbezogene Problemstellungen
In der Literatur (siehe [7]und [15]) wird ha¨ufig eine sehr bekannte Problemstellung be-
schrieben, fu¨r deren Lo¨sung eine maximale Kreispackung in einem speziellen, fu¨r diese
Problemstellung konstruierten, Graphen genutzt werden kann. Es handelt sich um das
so genannte Sorting by Reversals, welches im Zusammenhang mit dem Genome Rear-
rangement Problem auftaucht. Beide Problemstellungen werden im ersten Unterkapitel
erla¨utert. Im zweiten Unterkapitel wird eine Problemstellung im Zusammenhang mit op-
tischen Netzwerken vorgestellt, welche besonders interessant ist, da die in Kapitel 4 be-
schriebenen generalisierten Petersen Graphen als Topologien fu¨r Verbindungsnetzwerke
Genome Rearrangement und Sorting by Reversals 22
genutzt werden. Abschließend werden im letzten Unterkapitel Problemstellungen im Rah-
men von Spontaneous Postman Problemen vorgestellt.
2.2.1 Genome Rearrangement und Sorting by Rever-
sals
Das Genome Rearrangement Problem ist eine Problemstellung, welche in der Moleku-
larbiologie im Rahmen der Konstruktion evolutiona¨rer Ba¨ume auftaucht. Solche Ba¨ume
werden erstellt, um den genetischen Verwandtschaftsgrad verschiedener Lebewesen abzu-
bilden. Dieser genetische Verwandtschaftsgrad wird dabei in einer
”
Distanz“ angegeben,
welche durch den Vergleich der Gensequenzen zweier Lebewesen ermittelt wird. Moti-
viert wurde die Untersuchung solcher Gensequenzen 1984 durch Nedeau und Taylor in
[69], welche sich mit dem Vergleich der Gensequenzen eines Menschen und einer Maus
bescha¨ftigten.
In der Genetik gibt es die Annahme, dass die DNA aller Lebewesen auf einen gemeinsamen
Ursprung zuru¨ckgefu¨hrt werden kann. Betrachtet man ein einzelnes Lebewesen, so entha¨lt
jede Zelle dieses Lebewesens seine gesamten Erbinformationen, das so genannte Genom.
Bei ho¨her entwickelten Wesen, beispielsweise einem Menschen, ist die gesamte Erbinforma-
tion im Kern einer Zelle in der Form von Chromosomen zu finden. Diese bestehen aus einer
DNA-Doppelhelix, also zwei umeinander gewundenen, miteinander verbundenen Stra¨ngen
von so genannten Basen. Ein Gen ist ein Teil des DNA-Stranges. Im Zusammenhang mit
der Erforschung genetischer Verwandtschaftsverha¨ltnisse verschiedener Lebewesen wird
angenommen, dass es einen speziellen DNA-Strang gibt, aus welchem die DNA-Stra¨nge
aller Lebewesen durch so genannte Mutationen hervorgegangen sind. Unter einer Mutation
versteht man in diesem Zusammenhang eine sequenzielle Vera¨nderung einer Genabfolge.
Im Rahmen des Genome Rearrangement betrachtet man die Genstra¨nge zweier verschie-
dener Lebewesen und u¨berfu¨hrt den Genstrang des einen Lebewesens durch verschiedene
Mutationen in den Genstrang des anderen Lebewesens. Ein Reversal beschreibt dabei die
Umkehr einer Teilabfolge der Gene eines gegebenen Genstranges. Im Allgemeinen ist es
bei zwei gegebenen Genstra¨ngen nicht mo¨glich, den einen Genstrang in den anderen durch
genau ein Reversal zu u¨berfu¨hren. Dieser Sachverhalt wird in dem nachfolgenden Beispiel
deutlich.
Beispiel 2.4:
Gegeben seien die zwei Gensequenzen a und i, welche beide aus den gleichen 10 Genen in
unterschiedlicher Reihenfolge bestehen. Die beiden Gensequenzen sind in der folgenden
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Abbildung 2.13 dargestellt. Dabei sind die einzelnen Gene von eins bis zehn nummeriert.
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Abbildung 2.13: Die Gensequenzen a und i
Versucht man die Gensequenz a in die Gensequenz i zu u¨berfu¨hren, sieht man, dass dies
durch die einmalige Umkehrung einer Teilabfolge der Gene, oder der ganzen Genfolge,
nicht mo¨glich ist. Es ist notwendig, mehrere Reversals hintereinander durchzufu¨hren. Jedes
Reversal entspricht dabei einer Mutation in der Fortpflanzung von einer Generation zur
na¨chsten. Es gibt im Allgemeinen verschiedene Mo¨glichkeiten, eine Gensequenz in eine
andere zu u¨berfu¨hren. Da die Gensequenz i der von links nach rechts aufsteigend sortierten
Gensequenz der zehn Gene entspricht, kann man beispielsweise die Gensequenz a genweise
sortieren und somit a in die Gensequenz i u¨berfu¨hren. Bei diesem Vorgehen erfolgt die
U¨berfu¨hrung von a in die Gensequenz i durch fu¨nf Reversals. Dies ist in Abbildung 2.14
veranschaulicht.
Das erste Reversal entspricht der Umkehrung der Abfolge der ersten drei Gene der Gense-
quenz a. In der na¨chsten Generation entsteht somit die Gensequenz a1. Nach dem ersten
Reversal steht das Gen Nummer eins in der Gensequenz a1 an der ersten Position. Zufa¨llig
werden die Gene Nummer 2 und 3 durch das Reversal ebenfalls an die richtigen Positionen
gebracht. Das Gen Nummer 4 ist bereits in der Gensequenz a an der richtigen Position
gewesen. Dies wurde durch das erste Reversal nicht vera¨ndert. Durch ein zweites Reversal
muss folglich das Gen Nummer 5, welches in der Gensequenz a1 an der Position neun
steht, auf die Position Nummer fu¨nf gebracht werden. Somit entspricht das zweite Rever-
sal der Umkehrung der Abfolge der Gene an den Positionen fu¨nf bis neun der Gensequenz
a1. Es entsteht die Gensequenz a2 in der sich nun die Gene mit den Nummern 1 bis 5
an den richtigen Positionen befinden. Setzt man dieses Vorgehen fort, so erha¨lt man nach
dem fu¨nften Reversal die Gensequenz i.
Wie bereits erwa¨hnt, gibt es verschiedene Mo¨glichkeiten eine Gensequenz in eine andere
zu u¨berfu¨hren. Dabei kann die Reihenfolge der Reversals variieren. Es ko¨nnen aber auch
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Abbildung 2.14: Die U¨berfu¨hrung der Gensequenz a in die Gensequenz i durch fu¨nf Re-
versals
andere Reversals genutzt werden. Eine alternative Mo¨glichkeit die Gensequenz a in die
Gensequenz i zu u¨berfu¨hren ist in der nachfolgenden Abbildung 2.15 verdeutlicht.
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Abbildung 2.15: Die U¨berfu¨hrung der Gensequenz a in die Gensequenz i durch drei Re-
versals
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Das erste Reversal ist identisch zu dem in der zuvor betrachteten Mo¨glichkeit (vgl. Abb.
2.14). Es entsteht wiederum die Gensequenz a1. Das zweite Reversal entspricht nun der
Umkehrung der Abfolge der Gene an den Positionen sieben bis zehn der Gensequenz a1. Es
entsteht die Gensequenz a˜2, in der sich nun die Gene mit den Nummern 1 bis 4, sowie 9 und
10, an den richtigen Positionen befinden. Bei dem letzten Reversal erfolgt eine Umkehrung
der Genreihenfolge der Gene der Positionen fu¨nf bis acht in der Gensequenz a˜2. In diesem
Fall werden nur drei Reversals beno¨tigt um die Gensequenz a in die Gensequenz i zu
u¨berfu¨hren.
Um eine Aussage u¨ber den genetischen Verwandtschaftsgrad von zwei Lebewesen mit
verschiedenen Genstra¨ngen zu treffen, betrachtet man die so genannte Reversaldistanz,
welche die minimale Anzahl an Reversals angibt, die notwendig sind um die eine Gense-
quenz, im Beispiel a, in die sortierte Gensequenz i zu u¨berfu¨hren. Die Bestimmung dieser
Reversaldistanz stellt die Molekularbiologen vor eine schwere Aufgabe. In verschiedenen
Papern, wird gezeigt, dass das Bestimmen der Reversaldistanz, auch Sorting by Reversals
genannt, ein NP -schweres Problem ist. Vergleiche hierzu [15].
Im Allgemeinen stellt man eine Gensequenz von n nummerierten Genen analog zu [15]
durch eine Permutation der Zahlen 1 bis n dar, das heißt pi = (pi1, . . . , pii, . . . , pij, . . . , pin)
mit pil ∈ {1, . . . , n} fu¨r alle l = 1, . . . , n und pil 6= pik fu¨r l 6= k. Im Beispiel 2.4 bedeutet das
a = (3, 2, 1, 4, 8, 7, 10, 9, 5, 6) und i = (1, 2, 3, 4, 5, 6, 7, 8, 9, 10). Ein Reversal wird ebenfalls
durch eine Permutation p = (1, . . . , i − 1, j, j − 1, . . . , i + 1, i, j + 1, . . . , n) dargestellt.
Das erste Reversal im Beispiel 2.4 entspricht der Umkehrung Abfolge der ersten drei
Gene der Gensequenz a und wird dargestellt durch p = (3, 2, 1, 4, 5, 6, 7, 8, 9, 10). Die
Verknu¨pfung pip der Gensequenz pi mit dem Reversal p erzeugt eine neue Gensequenz
pip = (pi1, . . . , pii−1, pij, . . . , pii, pij+1, . . . , pin). Im Beispiel erzeugt ap die Gensequenz a1. Die
Identita¨tspermutation sei i = (1, 2, . . . , n − 1, n). Die Reversaldistanz d(pi) wird als die
minimale Anzahl an Permutationen {p1, . . . , pd(pi)} definiert, so dass pip1 · · · pd(pi) = i gilt.
Das Problem, eine minimale Anzahl an Permutationen mit pip1 · · · pd(pi) = i zu finden,
wurde von Carprara als MIN-SBR betitelt (vgl. [15]). Er hat gezeigt, dass MIN-SBR
NP -schwer ist, indem er es auf das Problem der Suche nach einer maximalen Kreis-
packung in einem geeigneten Eulergraphen zuru¨ckgefu¨hrt hat. Die Grundlage fu¨r diese
U¨berfu¨hrung liefert eine untere Schranke fu¨r die Reversaldistanz, welche von Bafna und
Pevzner in [7] hergeleitet wurde. Sie definierten fu¨r eine gegebene Permutation pi einen so
genannten Breakpoint-Graphen G(pi).
Ein Breakpoint, in einer Permutation pi, ist gegeben, wenn fu¨r zwei aufeinanderfolgende
Elemente pii und pii+1 gilt, dass pii + 1 6= pii+1 6= pii − 1.
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Das bedeutet, falls in einer Gensequenz an der i-ten Position das Gen Nummer k steht,
liegt ein Breakpoint zwischen der i-ten und (i+ 1)-ten Position vor, falls an der Position
i+ 1 weder das Gen Nummer k− 1, noch das Gen Nummer k+ 1 liegt. Die Gensequenz a
hat vier Breakpoints. Diese sind in der nachfolgenden Abbildung 2.16 rot gekennzeichnet.
a = (3, 2, 1, 4, 8, 7, 10, 9, 5, 6)
Abbildung 2.16: Die Breakpoints in der Gensequenz a
Die Anzahl aller Breakpoints einer Permutation pi wird mit b(pi) bezeichnet. Der
Breakpoint-Graph G(pi) zur Gensequenz pi (siehe [7]und [15]) ist ein Graph, dessen Kanten
in zwei Farben eingefa¨rbt sind. Der Graph besteht aus n + 2 Knoten, nummeriert von
0 bis n + 1. Die Knoten 1 bis n entsprechen dabei den jeweiligen Genen mit den Num-
mern 1 bis n. Zwei Knoten k und l aus der Menge {1, . . . , n} werden durch eine schwarz
gefa¨rbte Kante verbunden, falls die Gene mit den Nummern k und l an zwei aufeinander-
folgenden Positionen pii und pii+1 in pi liegen und zwischen diesen ein Breakpoint gegeben
ist. Zwei Knoten k und k + 1 aus der Menge {1, . . . , n} werden durch eine rot gefa¨rbte
Kante verbunden, falls die entsprechenden Gene mit den Nummern k und k + 1 nicht an
zwei aufeinander folgenden Positionen in pi liegen. Zusa¨tzlich wird, falls pi1 6= 1 gilt, eine
schwarz gefa¨rbte Kante zwischen dem Knoten 0 und dem Knoten pi1 und eine rot gefa¨rbte
Kanten zwischen dem Knoten 0 und dem Knoten 1 eingefu¨hrt. Analog wird, sofern pin 6= n
gilt, eine schwarz gefa¨rbte Kante zwischen dem Knoten n + 1 und dem Knoten pin und
eine rot gefa¨rbte Kante zwischen dem Knoten n+ 1 und dem Knoten n eingefu¨hrt.
Der Breakpoint-Graph zur Gensequenz a ist in Abbildung 2.17 dargestellt.
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Abbildung 2.17: Der Breakpoint-Graph G(a) zur Gensequenz a
Der Graph besteht aus 12 Knoten und 12 Kanten, wovon sechs Kanten rot gefa¨rbt und
sechs Kanten schwarz gefa¨rbt sind. Ein Breakpoint-Graph entha¨lt immer die gleiche An-
zahl rot und schwarz gefa¨rbter Kanten. Ebenso ist jeder Knoten mit der gleichen Anzahl
von rot und schwarz gefa¨rbten Kanten inzident. Wie man in der Abbildung sieht, muss
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nicht jeder Knoten mit einer Kante inzident sein. In einem Breakpoint-Graphen werden
nun so genannte alternierende Kreise gesucht.
Ein alternierender Kreis ist ein Kreis in einem Breakpoint-Graphen, so dass die Kanten
des Kreises farblich alternierend, also abwechselnd rot und schwarz, gefa¨rbt sind. Man
bezeichnet mit c(pi) die maximale Anzahl alternierender kantendisjunkter Kreise in dem
Breakpoint-Graph G(pi) zur Permutation pi.
Auf Grund von [7] und der Tatsache, dass die maximale Anzahl alternierender kantendis-
junkter Kreise in G(pi) ho¨chstens so groß ist, wie die Kreispackungszahl ν(G(pi)) gilt die
folgende Schranke
d(pi) ≥ b(pi)− c(pi) ≥ b(pi)− ν(G(pi))
Die Reversaldistanz d(pi) der Gensequenz pi ist also mindestens so groß, wie die Anzahl der
Breakpoints b(pi) in pi, abzu¨glich der maximalen Anzahl alternierender kantendisjunkter
Kreise c(pi) in G(pi). Man kann eine Bedingung angeben, unter welcher diese Schranke
angenommen wird. Da es viele Fa¨lle gibt, in denen die Gleichheit gilt [14], untersuch-
te Caprara den Zusammenhang zwischen dem Auffinden einer maximalen alternierenden
Kreispackung auf einem Breakpoint-Graphen und einer maximalen Kreispackung auf ei-
nem geeigneten Eulergraphen, siehe [15]. Er konstruierte zuna¨chst, zu einem gegebenen
Breakpoint-Graphen, einen entsprechenden Eulergraphen und zeigte anschließend, dass
die beiden Probleme unter Verwendung des konstruierten Eulergraphen a¨quivalent sind.
Somit ist es im Allgemeinen mo¨glich, die Reversaldistanz einer Gensequenz pi durch die
Anzahl der Breakpoints b(pi) und die Kreispackungszahl im entsprechenden Eulergraphen
zu bestimmen.
In der Diplomarbeit von E. Lamberts [64] wird an Hand zweier Praxisbeispiele dargelegt,
dass das Sorting by Reversals auf verschiedene Sortierprobleme, welche sich durch Per-
mutationen darstellen lassen, anwendbar ist. Bei den Praxisbeispielen handelt es sich zum
einen um das Sortieren der Waggons von Gu¨terzu¨gen in so genannten Rangierbahnho¨fen.
Dabei wird ein Gu¨terzug mit Waggons fu¨r n Zielorte durch eine Permutation der Zah-
len 1 bis n dargestellt. Die Zuordnung der Zahlen 1 bis n zu den n Zielorten ist dabei
durch die Anfahrtsreihenfolge der Zielorte gegeben. Die Waggons sind so zu sortieren,
dass sie in der Reihenfolge, in der die Zielorte angefahren werden, nacheinander abgekop-
pelt werden ko¨nnen. Das entspricht einer U¨berfu¨hrung der gegebenen Permutation in die
Identita¨tspermutation.
Zum anderen wird eine Problemstellung aus dem Bereich der Fließproduktion vorgestellt.
Dabei betrachtet man das Umsortieren von Materialien in einem Fertigungsprogramm, in
Optische Netzwerke und Kreispackungen in Graphen 28
dem, fu¨r die einzelnen Produktionsaggregate, eine fest vorgegebene Materialreihenfolge
einzuhalten ist.
Im folgenden Unterkapitel wird eine weitere Problemstellung vorgestellt, fu¨r die es eben-
falls mo¨glich ist, eine Lo¨sung herzuleiten, indem man in einem geeigneten Graphen eine
maximale Kreispackung bzw. die Kreispackungszahl bestimmt. Diese Problemstellung ist
ein Spezialfall bei der Datenverschickung innerhalb optischer Netzwerke und im Zusam-
menhang mit dem so genannten Traffic Grooming (Datenbu¨ndelung) zu finden.
2.2.2 Optische Netzwerke und Kreispackungen in Gra-
phen
Optische Netzwerke sind Netzwerke bei denen die Datenu¨bertragung u¨ber Lichtwellen
in einem Fiberkabel im Inneren eines Datenu¨bertragungskabels verla¨uft. Verschickt oder
empfa¨ngt man einzelne Datensa¨tze jeweils u¨ber ein Fiberkabel, so beno¨tigt man in einem
Datenu¨bertragungskabel mindestens zwei Fiberkabel, siehe auch [26]. Eines der beiden Ka-
bel wird zum Versenden von Daten verwendet. U¨ber das andere Kabel erfolgt der Daten-
empfang. Der Aufbau eines Netzwerkes, in welchem die Datensa¨tze jeweils einzeln u¨ber ein
Fiberkabel verschickt werden, ist auf Grund der großen Anzahl von beno¨tigten Fiberkabeln
sehr teuer. Aus diesem Grund wird ha¨ufig das so genannte Dichte Wellenla¨ngen-Multiplex
Verfahren (Dense Wavelength-Division Multiplexing DWDM) verwendet. Bei diesem Ver-
fahren werden die Datensa¨tze in einem Fiberkabel u¨ber Lichtwellenkana¨le u¨bertragen. Die
Lichtwellenkana¨le entstehen durch die Aufspaltung des Lichtes in Bestandteile mit unter-
schiedlichen Wellenla¨ngen. Ein Datensatz, welcher u¨ber ein Fiberkabel verschickt wird,
wird in diesem u¨ber genau einen Lichtwellenkanal mit einem bestimmten Wellenla¨ngenbe-
reich u¨bertragen. Ein Fiberkabel kann dabei bis zu 1000 verschiedene Lichtwellenkana¨le
beinhalten und somit zur zeitgleichen U¨bertragung von bis zu 1000 verschiedenen Da-
tensa¨tzen verwenden werden (vgl. [26]). In Abbildung 2.18 ist zur Veranschaulichung ein
Fiberkabel mit verschiedenen Lichtwellenkana¨len dargestellt.
Lichtwellenkana¨le
mit unterschiedlichen Wellenla¨ngen
Fiberkabel
Abbildung 2.18: Lichtwellenkana¨le in einem Fiberkabel
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Das Datenvolumen entspricht der Gro¨ße eines Datensatzes, welcher u¨ber einen einzelnen
Lichtwellenkanal transportiert werden kann. Es darf die Bandbreite der Wellenla¨ngen der
Lichtwellen des Kanals nicht u¨berschreiten. Angelehnt an [5] wird im Folgenden fu¨r al-
le Lichtwellenkana¨le eines Fiberkabels die gleiche Bandbreite B angenommen. Bei der
U¨bertragung einer Menge von einzelnen Datensa¨tzen kann man jeden Datensatz u¨ber
einen separaten Lichtwellenkanal verschicken. Dabei passiert es ha¨ufig, dass das Daten-
volumen eines zu u¨bertragenden Datensatzes wesentlich kleiner als B ist. Daher ist das
Vorgehen, alle Datensa¨tze einzeln u¨ber separate Lichtwellenkana¨le zu verschicken, im Hin-
blick auf die Ausnutzung der gegebenen Bandbreite eines Lichtwellenkanals, ineffizient und
man verwendet das so genannte traffic grooming. Dabei werden verschiedene Datensa¨tze
gebu¨ndelt und u¨ber Teilstrecken gemeinsam als Bu¨ndel u¨ber einen Lichtwellenkanal ver-
schickt. Es ist also fu¨r eine gegebene Menge an Datensa¨tzen, welche jeweils zwischen zwei
bestimmten Orten u¨bertragen werden mu¨ssen, zu entscheiden, welche Datensa¨tze auf wel-
chen Strecken gebu¨ndelt werden sollen. Das Ziel dieser Entscheidung ist die Minimierung
der Kosten. Bei der Datenu¨bertragung ko¨nnen verschieden Kosten anfallen. Ein Beispiel
sind Kosten fu¨r die Nutzung eines Kabels. Die hier betrachteten Kosten werden zu einem
spa¨teren Zeitpunkt konkretisiert, nachdem eine entsprechende Terminologie eingefu¨hrt
wurde.
Allgemein sei folgender Sachverhalt gegeben. In einem Netzwerk sollen k Datensa¨tze
ai(ui, vi) mit i = 1, . . . k u¨ber die Lichtwellenkana¨le in den Fiberkabeln u¨bertragen werden,
wobei der Datensatz Nummer i zwischen den Standorten ui und vi zu verschicken ist. Das
Netzwerk kann durch einen Graphen G = (V,E) dargestellt werden. Die Knotenmenge
V = {1, . . . , n} entspricht einer Menge von n Standorten in dem betrachteten Netzwerk.
Diese Standorte entsprechen zum einen Orten, von welchen aus die Datensa¨tze verschickt
oder in welchen sie empfangen werden sollen. Zum anderen kann ein solcher Standort
einen Ort repra¨sentieren, in dem Datensa¨tze weitergeleitet werden ko¨nnen. Jede Kante
e = (u, v) ∈ E entspricht einem Fiberkabel zwischen den Standorten Nummer u und v.
Um den Sachverhalt zu veranschaulichen, wird das nachfolgende Beispiel betrachtet.
Beispiel 2.5:
Gegeben sei ein
”
u¨berschaubares“ Netzwerk G = (V,E) mit sechs Standorten (siehe Abb.
2.19).
Es seien die fu¨nf Datensa¨tze a1(1, 4), a2(1, 2), a3(1, 5), a4(2, 4) und a5(4, 6) im Netzwerk
zu verschicken. Fu¨r alle Datensa¨tze gelte, dass das Datenvolumen bai fu¨r den Datensatz
Nummer i ho¨chstens B ist. Um zu entscheiden, welche Datensa¨tze auf welchen Strecken
gebu¨ndelt u¨bertragen werden sollen, bestimmt man so genannte light paths.
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Abbildung 2.19: Ein Datennetzwerk
Ein light path mit den Endpunkten u und v ist eine Folge von Lichtwellenkana¨len zwi-
schen den Standorten Nummer u und v, durch welche bestimmte Datensa¨tze nacheinander
u¨bertragen werden mu¨ssen.
Im Graphen G wird ein light path durch einen Weg von Knoten u nach v beschrieben.
Hat man eine Menge von light paths gegeben, so induziert diese eine begrenzte Anzahl
von Mo¨glichkeiten, wie die Datensa¨tze u¨bertragen werden ko¨nnen. Zudem ist festgelegt,
welche Datensa¨tze auf welchen Kabeln gebu¨ndelt u¨ber einen Lichtwellenkanal u¨bertragen
werden mu¨ssen. Immer dann, wenn zwei oder mehr Datensa¨tze u¨ber den gleichen light
path verschickt werden sollen, werden diese gebu¨ndelt u¨bertragen. Es ist zu beachten, dass
ein Datensatz u¨ber einen light path immer von einem seiner Endpunkte zum anderen
Endpunkt u¨bertragen werden muss. Dass bedeutet, dass es nicht mo¨glich ist, dass ein
Datensatz lediglich u¨ber einen Teil eines light paths verschickt wird. Es gibt verschiedene
Mengen von light paths, allerdings sind diese nicht alle zula¨ssig.
Eine Menge von light paths heißt zula¨ssig, wenn fu¨r jeden Datensatz ai(ui, vi) mit
i = 1, . . . k eine Folge von light paths existiert, so dass Datensatz Nummer i im Netz-
werk G zwischen den Orten ui und vi verschickt werden kann.
Fu¨r das betrachtete Beispiel sind in Abbildung 2.20 vier Mengen von light paths an Hand
von vier Graphen farblich dargestellt.
Die einzelnen Wege in G, welche die light paths repra¨sentieren sind mit unterschiedlichen
Farben markiert. Im Graphen G1 sind fu¨nf light paths dargestellt. Jeder light path ent-
spricht einem Weg der La¨nge eins. Es ist leicht zu sehen, dass diese Menge von light paths
zula¨ssig ist, da es mo¨glich ist alle fu¨nf Datensa¨tze u¨ber die light paths zu verschicken.
Im Graphen G2 sind vier light paths dargestellt. Die Menge von light paths ist ebenfalls
zula¨ssig. Der Datensatz a3(1, 5) wu¨rde u¨ber den blau markierten und den gelb markierten
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Abbildung 2.20: Vier Mengen von light paths
light path u¨bertragen. Der Datensatz a1(1, 2) wu¨rde zuna¨chst u¨ber den blau markierten
und anschließend u¨ber den gru¨n markierten light path u¨bertragen. Das bedeutet, dass
der Datensatz, von Standort Nummer eins ausgehend, zuna¨chst u¨ber den blau markierten
light path u¨ber den Standort Nummer drei zum Standort Nummer vier verschickt wird.
Anschließend wird er u¨ber den gru¨n markierten light path wiederum u¨ber den Standort
Nummer drei weiter zum Standort Nummer zwei geschickt. Da ein Datensatz u¨ber einen
light path immer von einem Endpunkt zum anderen u¨bertragen werden muss, kann der
Datensatz a1(1, 2) nicht u¨ber den blau markierten light path nur vom Standort Nummer
eins zum Standort Nummer drei und von dort aus direkt weiter u¨ber den gru¨n markierten
light path zum Standort Nummer zwei verschickt werden. Im Graphen G3 sind ebenfalls
vier light paths dargestellt. Die Menge von light paths ist wiederum zula¨ssig. Im Graphen
G4 sind auch vier light paths angegeben. Allerdings ist die dargestellte Menge von light
paths nicht zula¨ssig, da die Datensa¨tze a2(1, 4) und a4(2, 4) u¨ber die light paths nicht
verschickt werden ko¨nnen.
Wie zuvor erwa¨hnt, ist das Ziel, die Menge der gegebenen Datensa¨tze mit minimalen Ge-
samtkosten zu verschicken. Dabei ist zu beachten, dass die einzelnen light paths zusa¨tzliche
Kosten erzeugen. Diese entstehen durch das beno¨tigte Equipment zur Datenverteilung,
welches an den zwei Endpunkten eines jeden light paths installiert werden muss. Wie in
[5], sollen im Weiteren ausschließlich Kosten fu¨r das Equipment eines light path anfal-
len. Die Kosten fu¨r die Nutzung eines Kabels werden nicht beru¨cksichtigt. Zudem wird
festgelegt, dass die Kosten pro light path identisch sind. Das fu¨hrt zu der Zielsetzung,
eine zula¨ssige Menge von light paths zu finden, welche unter allen zula¨ssigen Mengen eine
minimale Kardinalita¨t hat.
In dem gegebenen Beispiel wa¨ren die Mengen mit vier light paths im Graphen G2 und
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G3 unter den in Abbildung 2.20 dargestellten Mengen die besten. Allerdings muss man
noch pru¨fen, ob diese Mengen auch einer optimalen Lo¨sung entsprechen. Dazu ist zu
untersuchen, ob die Mengen minimal sind und eine zula¨ssige Zuordnung der Datensa¨tze
zu den light paths, unter Beru¨cksichtigung der Bandbreite B, existiert. Das bedeutet,
dass jedem Datensatz eine Menge von light paths zugeordnet wird, so dass der Datensatz
u¨ber diese light paths zwischen den entsprechenden Standorten verschickt werden kann.
Zudem darf das gesamte Volumen aller Datensa¨tze, welche einem light path zugeordnet
werden, die Bandbreite B eines Lichtkanals nicht u¨berschreiten.
Das Problem, fu¨r einen gegebenen Datentransfer, eine zula¨ssige, minimale Menge von
light paths zu bestimmen, fu¨r die eine zula¨ssige Zuordnung der Datensa¨tze existiert und
die Datensa¨tze zuzuordnen, wird als light path minimization bezeichnet. Die Lo¨sung des
Problems besteht aus zwei Teilen. Der erste Teil entspricht der Konstruktion der light
paths, der zweite Teil der Zuordnung der Datensa¨tze zu den light paths.
Betrachtet man das light path minimization Problem graphentheoretisch (siehe [5]), so
hat man, wie zuvor beschrieben, induziert durch das gegebene Netzwerk einen Graphen
G = (V,E) und eine Menge D := {a1(u1, v1), . . . , ak(uk, vk)} von k zu verschickenden
Datensa¨tzen vorliegen. Zu jedem Datensatz ai(ui, vi) ∈ D geho¨ren zwei ausgezeichnete
Endpunkte ui und vi, zwischen denen der Datensatz u¨bertragen werden soll, sowie ein
Volumen bai . Gesucht ist eine minimale Menge L := {l1, . . . , lh} von Wegen in G mit
einer zula¨ssigen bina¨ren Relation R zwischen L und D. Ein Weg lj ∈ L ist dabei ein
Weg zwischen den Knoten xj und wj und repra¨sentiert einen light path zwischen den
Standorten Nummer xj und wj. Fu¨r die bina¨re Relation R zwischen L und D bedeutet
(lj, ai(ui, vi)) ∈ R, dass der Datensatz Nummer i u¨ber den durch lj repra¨sentierten light
path u¨bertragen und somit dem entsprechenden light path zugeordnet wird. Eine solche
Relation R ist zula¨ssig, falls zum einen zu jedem Datensatz ai(ui, vi) (i = 1, . . . , k) eine
Menge von Wegen in Relation steht, so dass der Datensatz Nummer i u¨ber die, durch
diese Wege repra¨sentierten, light paths zwischen Standort Nummer ui und vi u¨bertragen
werden kann. Zum anderen muss fu¨r jeden Weg lj (j = 1, . . . , h) gelten, dass die Summe
der Datenvolumen bai aller zu lj in Relation stehenden Datensa¨tze ho¨chstens B ist. Eine
minimale Menge L von Wegen in G mit einer zula¨ssigen bina¨ren Relation R zwischen
L und D induziert schließlich eine minimale zula¨ssige Menge von light paths, sowie eine
zula¨ssige Zuordnung der einzelnen Datensa¨tze zu den light paths.
In [5] wird gezeigt, dass das light path minimization Problem sogar fu¨r Spezialfa¨lle
APX-schwer ist. Einer der betrachteten Spezialfa¨lle des vorgestellten Problems ist das
light path minimization Problem mit Halb-Wellenla¨ngen Volumen. In diesem Fall haben
alle Datensa¨tze ai(ui, vi) ∈ D (i = 1, . . . , k) ein Datenvolumen bai = B2 , welches genau der
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Ha¨lfte der Bandbreite eines Lichtwellenkanals entspricht. Um die minimale Anzahl OPT
von light paths zu bestimmen, welche ausreicht, um das Problem zu lo¨sen, kann man die
Kreispackungszahl im so genannten Nachfrage-Graphen nutzen.
Es sei GD = (V (GD), E(GD)) der durch D induzierte Nachfrage-Graph mit V (GD) := V .
Die Menge der Kanten in GD ist dabei, wie folgt, definiert: Fu¨r jeden zu verschickenden
Datensatz mit Endknoten u und v existiert eine Kante (u, v) ∈ E(GD).
Es ist mo¨glich, dass zwei oder mehr Datensa¨tze zwischen zwei identischen Orten u und
v verschickt werden mu¨ssen. In diesem Fall entha¨lt der Nachfrage-Graph zwei oder mehr
parallele Kanten mit identischen Endknoten u und v. Der Nachfrage-Graph fu¨r das zuvor
betrachtete Beispiel ist in Abbildung 2.21 dargestellt.
3
1 2
5 6
4
Abbildung 2.21: Der Nachfrage-Graph
Die Kante (1, 4) repra¨sentiert die U¨bertragung des Datensatzes a1(1, 4), die Kante (1, 2)
die U¨bertragung des Datensatzes a2(1, 2), die Kante (1, 5) die U¨bertragung des Daten-
satzes a3(1, 5), die Kante (2, 4) die U¨bertragung des Datensatzes a4(2, 4) und die Kante
(4, 6) die U¨bertragung des Datensatzes a5(4, 6).
Nach [5] gilt nun folgender Zusammenhang zwischen der minimalen Anzahl OPT von
light paths und der Kreispackungszahl ν(GD)
OPT = |D| − ν(GD)
Das bedeutet, dass die minimale Anzahl von light paths genau der Anzahl von Datensa¨tzen
abzu¨glich der maximalen Anzahl kantendisjunkter Kreise im Nachfrage-Graphen GD ent-
spricht.
Betrachtet man das vorherige Beispiel und nimmt fu¨r alle Datensa¨tze bai = B
2
fu¨r
(i = 1, . . . , 5) an, so erkennt man im Nachfrage-Graphen (vgl. Abb. 2.21), dass dieser
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genau einen Kreis entha¨lt. Damit gilt OPT = |D| − ν(GD) = 5 − 1 = 4. Folglich ist die
Menge von light paths, welche in G2 in Abbildung 2.20 dargestellt ist, minimal. Es wurde
zuvor bereits gezeigt, dass die Menge auch zula¨ssig ist.
Es stellt sich nun die Frage, ob fu¨r die Menge eine zula¨ssige Zuordnung der Datensa¨tze exis-
tiert. Lediglich ein light path entha¨lt das Kabel zwischen den Standorten Nummer eins und
drei. U¨ber dieses Kabel mu¨ssen allerdings die drei Datensa¨tze a1(1, 4), a2(1, 2) und a3(1, 5)
verschickt werden. Folglich u¨berschreitet das Gesamtvolumen der drei Datensa¨tze von 3·B
2
die Bandbreite B und es ist nicht mo¨glich, alle drei Datensa¨tze u¨ber den einen light path
zu verschicken. Somit existiert fu¨r die betrachtete Menge von light paths keine zula¨ssige
Zuordnung. Im Graphen G3 ist ebenfalls eine minimale Menge von light paths dargestellt.
Die Menge L = {l1, . . . , l4} mit l1 = (1, 3, 4, 5), l2 = (1, 3, 4), l3 = (2, 3, 4) und l4 = (4, 6)
und die Relation R = {(l1, a3(1, 5)), (l2, a1(1, 4)), (l2, a2(1, 2)), (l3, a2(1, 2)), (l3, a4(2, 4)),
(l4, a5(4, 6))} induzieren eine optimale Lo¨sung des light path minimization Problems fu¨r
das gegebene Beispiel mit Halb-Wellenla¨ngen Volumen. Der erste Datensatz wird durch
die beiden light paths, welche durch die Wege l2 und l3 repra¨sentiert werden, u¨bertragen.
Der light path zur U¨bertragung des zweiten Datensatzes wird durch den Weg l2 repra¨sen-
tiert. Zur U¨bertragung des dritten Datensatzes wird der light path zum Weg l1 genutzt.
Der vierte Datensatz wird durch den light path, welcher durch den Weg l3 repra¨sentiert
wird, u¨bertragen und die U¨bertragung des fu¨nften Datensatzes erfolgt u¨ber den light
path zum Weg l4. Da keinem light path mehr als zwei Datensa¨tze zugeordnet sind, ist die
Zuordnung zula¨ssig.
Der Zusammenhang von OPT und ν(GD) und damit auch ein Vorgehen zur Bestim-
mung einer zula¨ssigen minimalen Menge von light paths, zu der eine zula¨ssige Zuord-
nung existiert, la¨sst sich auf einen einfachen Sachverhalt zuru¨ckfu¨hren. Betrachtet man
im Nachfrage-Graphen GD einen Kreis C = (v0, v1, . . . , vr−1) mit den r zu verschicken-
den Datensa¨tzen ai(vi−1, vi) fu¨r alle i = 1, . . . , r − 1 und ar(vr−1, v0), so kann man alle
Datensa¨tze verschicken und zula¨ssig zuordnen, indem man r − 1 light paths, wie folgt,
konstruiert: li = (vi−1, vi) fu¨r alle i = 1, . . . , r − 1. Der i-te Weg repra¨sentiert also einen
light path vom Standort Nummer vi−1 zum Standort Nummer vi. Man kann fu¨r die ersten
r − 1 Datensa¨tzen den Datensatz Nummer i dem light path zum Weg li zuordnen. Der
Datensatz Nummer r wird allen r − 1 light paths zugeordnet. Insgesamt beno¨tigt man
pro Kreis im Nachfrage-Graphen einen light path weniger, als die Anzahl der Datensa¨tze,
welche diesen Kreis erzeugen.
Der Kreis C = (1, 4, 2) im Nachfrage-Graphen GD in Abbildung 2.21 wird durch die drei
Datensa¨tze a1(1, 4), a4(2, 4) und a2(1, 2) erzeugt. Zur U¨bertragung der drei Datensa¨tze
werden in der optimalen Lo¨sung zwei light paths genutzt. Der erste Datensatz a1(1, 4) wird
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durch den light path zwischen den Standorten Nummer eins und vier (repra¨sentiert durch
den Weg l2) u¨bertragen. Der vierte Datensatz a4(2, 4) wird durch den light path zwischen
den Standorten Nummer vier und zwei (repra¨sentiert durch den Weg l3) u¨bertragen. Der
zweite Datensatz a2(1, 2) wird beiden light paths zugeordnet.
Um den Sachverhalt noch einmal zu verdeutlichen sei das Beispiel um die Datensa¨tze
a6(4, 5) und a7(5, 6) mit b
a6 = ba7 = B
2
erweitert. Der neue Nachfrage-Graph GDneu hat
nun folgende in Abbildung 2.22 dargestellte Form.
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Abbildung 2.22: Der neue Nachfrage-Graph GDneu
Man sieht, dass ν(GDneu) = 2 und somit OPT = |D| − ν(GDneu) = 7 − 2 = 5 gilt. Eine
minimale zula¨ssige Menge von light paths fu¨r das erweiterte Problem ist Abbildung 2.23
wiederum anhand eines Graphen und den farbig markierten Wegen dargestellt, welche die
light paths repra¨sentieren.
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Abbildung 2.23: Eine minimale, zula¨ssige Menge von light paths fu¨r das erweiterte Beispiel
Die Menge Lneu = L ∪ {l5} wurde durch die Erweiterung der Menge L um den Weg
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l5 = (4, 5) erzeugt. Erweitert man die RelationR um die 2-Tupel (l5, a6(4, 5)), (l5, a7(5, 6))
und (l4, a7(5, 6)) zu Rneu = R ∪ {(l5, a6(4, 5)), (l5, a7(5, 6)), (l4, a7(5, 6))}, so induzieren
Lneu undRneu eine optimale Lo¨sung des light paths minimization Problems im erweiterten
Beispiel.
Im nachfolgenden Kapitel werden abschließend drei Spontaneous Postman Probleme, so-
wie das Problem der Rundgangsplanung am Beispiel eines Museums vorgestellt. Die Be-
stimmung einer optimalen bzw. zula¨ssigen Lo¨sung dieser Probleme kann wiederum auf
die Bestimmung einer maximalen Kreispackung zuru¨ck gefu¨hrt werden.
2.2.3 Spontaneous Postman Probleme und ein Bei-
spiel der Rundgangsplanung
Dem Spontaneous Postman Problemen (SPP) liegt die folgende praktische Situation zu
Grunde: Ausgehend von einem Startort verteilt ein Postbote die Post in einem gegebenen
Straßennetz. Die Reihenfolge, in welcher die einzelnen Straßen durchlaufen werden, ist
nicht a priori festgelegt. Der Postbote beginnt am Startort mit einer beliebigen Straße. An
jeder Kreuzung entscheidet er sich fu¨r die na¨chste Straße, indem er eine Straße auswa¨hlt,
in der er noch nicht gewesen ist. Hat er an einer Kreuzung bereits alle abgehenden Straßen
besucht, stoppt er und beendet seine Tour.
Im Zusammenhang mit dieser zu Grunde liegenden Situation ergeben sich verschiedene
Problemstellungen, welche als SPP bezeichnet werden (vgl. [78]). Erste Problemstellung:
Wie muss ein Straßennetz, mit einem vorher festgelegten Startort, aussehen, sodass der
Postbote zu dem Zeitpunkt, zu dem er seine Tour beendet, alle Straßen des Straßennetzes
besucht hat und wieder am Startort ist? Um eine solche Problemstellung graphentheo-
retisch zu betrachten, stellt man analog zur Betrachtung des CPP ein Straßennetz als
Graph G = (V,E) dar. Dabei wird jede Straße durch eine Kante e ∈ E und jede Stra-
ßenkreuzung durch einen Knoten v ∈ V repra¨sentiert. Ein Knoten v und eine Kante e
sind folglich inzident, falls die entsprechende durch e repra¨sentierte Straße von der durch
v repra¨sentierten Kreuzung abgeht.
Als Lo¨sung der gegebenen Problemstellung wird, ausgehend von einem festen Startort,
ein entsprechendes Straßennetz gesucht. Dieses wird durch einen Graphen G = (V,E)
mit einem ausgezeichneten Knoten v ∈ V repra¨sentiert. Ba¨rbler und Ore zeigten in [6]
und [71], dass der gesuchte Graph ein spezieller Eulergraph ist, welchen sie als Trace
bezeichneten. Dieser ist, wie folgt, definiert (vgl. [78]):
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Fu¨r einen Graphen G ist ein Pfad L (von vi0 nach vir−1) eine Folge von Knoten und Kanten
(vi0 , e0, vi1 , e1, . . . , er−2, vir−1) mit ej = (vij , vij+1) und vij ∈ V , wobei die Kanten paarweise
disjunkt sind. Verku¨rzt schreibt man wiederum L = (vi0 , vi1 , . . . , vir−1). Die La¨nge eines
Pfades L ist, analog zur Definition der La¨nge eines Weges, gegeben durch d(L) := r−1 und
entspricht der Kantenanzahl. Fu¨r einen Eulergraphen H = (V (H), E(H)) wird ein Knoten
v ∈ V (H) als proper bezeichnet, falls jeder Pfad, welcher in v startet zu einer Eulertour in
H erweiterbar ist. Ein Trace T = (V (T ), E(T )) ist ein Eulergraph mit mindestens einem
properen Knoten.
In Abbildung 2.24 ist ein Trace beispielhaft dargestellt.
v1
v4
v5
v9 v11
v2
v3
v6
v7
v8
v10
Abbildung 2.24: Ein Beispiel fu¨r einen Trace
Der Knoten v1 ist proper. Dies ist leicht zu erkennen, da in [71] bewiesen wurde, dass
fu¨r einen gegebenen Eulergraphen H = (V (H), E(H)) ein Knoten v ∈ V (H) genau dann
proper ist, wenn fu¨r jeden Kreis C ⊆ H gilt, dass v ∈ V (C). Das bedeutet, dass ein Trace
T die Vereinigung einer Menge kantendisjunkter Kreise ist, so dass jeder Kreis in T den
Knoten v entha¨lt. In [6], [71] und [78] sind weitere Bedingungen angegeben, unter denen
ein Knoten proper ist.
Zweite Problemstellung: Gegeben sei ein Straßennetz. Man bestimme fu¨r einen Postboten,
ausgehend von einem Startort, ein
”
mo¨glichst großes“ Teilgebiet des vorliegenden Straßen-
netzes, so dass der Postbote nach Beendigung seiner Tour alle Straßen dieses Teilgebietes
durchlaufen hat und zum Startort zuru¨ckgekehrt ist.
”
Mo¨glichst groß“ bedeutet in diesem
Zusammenhang, dass eine Erweiterung des Teilgebietes um eine oder mehrere Straßen ei-
ne unzula¨ssige Lo¨sung liefert. Um dieses Problem graphentheoretisch zu betrachten, sind
folgende Definitionen notwendig.
Sei G = (V,E) ein Graph. Einen eulerschen Untergraph T (v) ⊆ G, fu¨r den v proper ist,
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bezeichnet man als Trace in v. Gilt zudem fu¨r jeden Trace T˜ (v) in v mit T (v) 6= T˜ (v), dass
T (v) 6⊂ T˜ (v) ist, so nennt man T (v) einen gesa¨ttigten Trace in v. Wie zuvor beschrieben,
ist ein Trace T (v) in v die Vereinigung einer Menge kantendisjunkter Kreise, so dass jeder
Kreis in T (v) den Knoten v entha¨lt. Sei T (v) ein Trace in v, welcher der Vereinigung
der kantendisjunkten Kreise {C1, . . . , Ck∗} entspricht. Man nennt T (v) einen maximalen
Trace in v, falls fu¨r jeden Trace T¯ (v) in v mit T (v) 6= T¯ (v) gilt, dass T¯ (v) die Vereinigung
von k′ kantendisjunkten Kreisen mit k′ ≤ k∗ ist.
Graphentheoretisch hat man in der zweiten Problemstellung einen Graphen G = (V,E)
mit einem ausgezeichneten Knoten v vorliegen. Fu¨r diesen Graphen ist ein gesa¨ttigter
Trace T (v) in v zu bestimmen. Dieser gesa¨ttigte Trace T (v) repra¨sentiert ein Teilgebiet
des gegebenen Straßennetzes, welches eine Lo¨sung der zuvor beschriebenen Problemstel-
lung darstellt. In [78] wurde gezeigt, dass jeder maximale Trace in v ein gesa¨ttigter Trace
in v ist. Folglich kann man sich darauf beschra¨nken, einen maximalen Trace zu bestim-
men. Ist der vorliegende Graph ein Eulergraph, kann man folgenden in [78] bewiesenen
Zusammenhang nutzen:
Sei H = (V (H), E(H)) ein Eulergraph und P = {C1, . . . , Cν(H)} eine maximale Kreispa-
ckung. Weiterhin sei v ∈ V (H) ein ausgezeichneter Knoten und P¯ = {C¯1, . . . , C¯k∗} ⊆ P
die Menge aller Kreise in P , fu¨r die gilt v ∈ V (C¯i) fu¨r alle i = 1, . . . , k∗. Dann entspricht
die Vereinigung der Kreise C¯1, . . . , C¯k∗ einem maximalen Trace T (v) in v.
Ist der Graph G, welcher das Straßennetz repra¨sentiert, ein Eulergraph, so kann man
nach der Bestimmung einer maximalen Kreispackung einen maximalen Trace fu¨r jeden
beliebigen, ausgezeichneten Knoten bestimmen und daraus eine Lo¨sung der zweiten Pro-
blemstellung ableiten. Hat man keinen Eulergraphen vorliegen, kann man fu¨r G dennoch,
unter Verwendung einer maximalen Kreispackung von G, einen Trace in v bestimmen
(vgl. [78]). Dieser Trace ist nicht zwingend maximal und induziert daher eine zula¨ssige
Lo¨sung der Problemstellung, allerdings nicht notwendiger Weise eine optimale Lo¨sung.
Alternativ kann man G zu einem Eulergraphen H = (V (H), E(H)) erweitern und unter
Verwendung einer maximalen Kreispackung von H einen maximalen Trace T (v) in v be-
stimmen. Gilt E(T (v)) ⊆ E(G), so kann man wiederum eine Lo¨sung der Problemstellung
ableiten. Andernfalls entspricht das durch T (v) repra¨sentierte Teilgebiet des Straßennet-
zes keiner zula¨ssigen Lo¨sung der Problemstellung, da es in T (v) Kanten gibt, die bei der
Erweiterung des Graphen hinzugefu¨gt wurden. Entha¨lt T (v) keine parallelen Kanten, so
kann man in T (v) alle Kanten aus E(T (v))\ (E(T (v))∩E(G)) durch eine parallele Kante
aus E(G) \E(T (v)) ersetzen und erha¨lt so einen maximalen Trace Tˆ (v). Dieser induziert
eine Optimallo¨sung der Problemstellung. Entha¨lt T (v) parallele Kanten, welche die selbe
Straße repra¨sentieren, kann man die entsprechenden Straßen aus dem bestimmten Teil-
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gebiet entfernen. In diesem Fall ist es allerdings mo¨glich, dass das bestimmte Teilgebiet
einer zula¨ssigen Lo¨sung, nicht aber der Optimallo¨sung, entspricht.
Analog kann man maximale Kreispackungen zur Lo¨sung einer dritten Problemstellung
der SPP nutzen: Man hat wiederum ein Straßennetz gegeben. In diesem sollen nun l
Postboten mit l verschiedenen Startorten die Post unter Verwendung der zu Beginn
erla¨uterten Regeln verteilen. Die Problemstellung ist in diesem Fall, fu¨r jeden Postbo-
ten ein Teilgebiet zu bestimmen, so dass jede Straße des Straßennetzes mindestens ei-
nem Postboten zugeordnet ist. Fu¨r den Fall, dass der Graph, welcher das Straßennetz
repra¨sentiert, wiederum ein Eulergraph ist, kann man unter der Annahme, dass l groß
genug gewa¨hlt wurde, analog zum Vorgehen zur Lo¨sung der zweiten Problemstellung eine
Lo¨sung herleiten. Man bestimmt wiederum einen maximalen Trace fu¨r jeden beliebigen,
ausgezeichneten Knoten. Anschließend sucht man eine Menge von l ausgezeichneten Kno-
ten {vi1 , vi2 , . . . , vil} ⊆ V , so dass fu¨r jede Kante e ∈ E gilt: Es existiert ein ausgezeichne-
ter Knoten vj mit j ∈ {i1, i2, . . . , il}, fu¨r den gilt, dass die Kante e in der Kantenmenge
des zuvor bestimmten maximalen Traces in vj enthalten ist, d.h. e ∈ E(T (vj)). Aus den
maximalen Traces in den Knoten vi1 , vi2 , . . . , vil lassen sich die Teilgebiete der l Post-
boten ableiten. Sollten diese maximalen Traces nicht paarweise kantendisjunkt sein, ist
es notwendig abschließend die zu mehreren Teilgebieten zugeordneten Straßen eindeutig
zuzuordnen.
Abschließend wird das nachfolgende Beispiel zur Rundgangsplanung in einem Museum
vorgestellt, welches ebenfalls auf den Regeln der SPP basiert.
Beispiel 2.6:
Ein Museum wurde fu¨r eine Ausstellung in vier Bereiche A - D unterteilt. Der in Ab-
bildung 2.25 dargestellte Graph G repra¨sentiere die Wege (Ga¨nge) und die Gabelungen
(analog zu den Kreuzungen) von Wegen in dem Museum. Der Museumseingang wird dabei
durch den Knoten v0 abgebildet.
In den einzelnen Bereichen A − D sollen nun Rundga¨nge zur Betrachtung der Ausstel-
lungsstu¨cke geplant werden. Fu¨r jeden Rundgang wird ein Startpunkt festgelegt. Die vier
Startpunkte (pro Bereich einer) werden in Abbildung 2.25 durch die Knoten v1, v2, v3
und v4 repra¨sentiert. Nach erfolgreicher Planung sollen die einzelnen Rundga¨nge durch
farbige Markierungen in den Museumsga¨ngen ausgewiesen werden. Die Planung erfolgt
unter folgenden Vorgaben: Durchla¨uft ein Besucher einen Rundgang, so entscheidet er sich
an jeder Gabelung fu¨r einen markierten Gang, welchen er zuvor noch nicht besucht hat.
Nachdem ein Besucher einen Rundgang durchlaufen hat, muss er alle Ga¨nge des Rund-
ganges genau einmal besucht haben und zum Startpunkt zuru¨ckgekehrt sein. Zudem soll
Spontaneous Postman Probleme und ein Beispiel der Rundgangsplanung 40
v1
v4
v2
v3
A B
CD
v0
Abbildung 2.25: Museumsgrundriss mit den Bereichen A - D
ein Rundgang mo¨glichst viele Ga¨nge eines Bereiches enthalten. Auf Grund der Vorgaben
entspricht die Rundgangsplanung einem SPP. Im Graphen G werden maximale Traces in
v1, v2, v3 und v4 gesucht. Von diesen lassen sich die entsprechenden Rundga¨nge ableiten.
In Abbildung 2.26 ist fu¨r den Graphen aus Abbildung 2.25 zuna¨chst eine maximale
Kreispackung farbig dargestellt.
Die maximale Kreispackung entha¨lt 16 Kreise, von denen jeweils vier Kreise genau einen
der Knoten vi (i = 1, . . . , 4) enthalten. Die Vereinigung der jeweiligen vier Kreise ent-
spricht einem maximalen Trace in vi. Man sieht, dass der maximale Trace in v1 alle
Kanten des Bereiches A entha¨lt. Dies gilt analog fu¨r die anderen drei Bereiche. Folglich
bilden alle Wege innerhalb eines Bereiches genau einen Rundgang, mit dem die Besu-
cher alle Ausstellungsstu¨cke des jeweiligen Bereiches sehen ko¨nnen. Ein entsprechender
Rundgangsplan ist an Hand des Graphen in Abbildung 2.25 farbig in der nachfolgenden
Abbildung 2.27 veranschaulicht.
Die schwarzen Kanten repra¨sentieren die einzelnen Wege vom Eingang zu den Startpunk-
ten der einzelnen Rundga¨nge. In jedem einzelnen Bereich sind alle Kanten mit der gleichen
Farbe markiert, da die entsprechenden Wege einen Rundgang bilden.
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Abbildung 2.26: Eine maximale Kreispackung auf dem gegebenen Beispielgraphen
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Abbildung 2.27: Museumsgrundriss mit den Rundga¨ngen in den Bereichen A - D
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In dem Beispiel wird deutlich, dass die Rundgangsplanung unter der Vorgabe zu den
SPP geho¨rt. Weiterhin wurde veranschaulicht, dass das Auffinden eines entsprechenden
Rundgangsplans auf die Bestimmung einer maximalen Kreispackung zuru¨ckgefu¨hrt wer-
den kann.
Nachdem verschiedene praktische Problemstellungen vorgestellt wurden, fu¨r deren Lo¨sung
man maximale Kreispackungen verwenden kann, wird in den folgenden Kapiteln die Be-
stimmung von ν(G) und einer maximalen Kreispackung P(G) unabha¨ngig von einer
praktischen Problemstellung betrachtet.
2.3 Theoretische Ergebnisse zur Bestimmung maxi-
maler Kreispackungen
Sowohl das Auffinden einer maximalen Kreispackung P(G), als auch das Bestimmen der
Kreispackungszahl ν(G) fu¨r einen Graphen G stellt ein Problem dar. Bislang wurde in den
dargestellten Beispielgraphen eine maximale Kreispackung exakt bestimmt, woraus sich
ebenfalls die Kreispackungszahl ergab. Es ist allerdings mo¨glich, herzuleiten, welche Kreise
eine maximale Kreispackung enthalten muss, ohne dabei eine maximale Kreispackung
exakt zu bestimmen. In diesem Fall liegt keine exakte maximale Kreispackung vor und
ν(G) la¨sst sich nicht ableiten. Ein Beispiel dafu¨r ist in Kapitel 4 zu finden. Ebenso kann
man in einigen Fa¨llen ν(G) bestimmen, ohne eine maximale Kreispackung zu kennen.
Es gibt Graphenklassen, fu¨r die beide Problemstellungen gelo¨st wurden. Eine solche stellt
die Klasse der vollsta¨ndigen Graphen Kn dar.
Ein vollsta¨ndiger Graph Kn = (V,E) ist ein Graph, fu¨r den gilt V = {v1, v2, . . . , vn} und
E := {(vi, vj) | vi, vj ∈ V und i < j}.
Im Jahr 1971 zeigten Chartrand, Geller und Hedetniemi als erste in [21], dass fu¨r einen
Graphen Kn gilt:
ν(Kn) =
⌊
n
3
⌊
n− 1
2
⌋⌋
.
Eine entsprechende maximale Kreispackung besteht in fast allen Fa¨llen ausschließlich aus
Kreisen der La¨nge drei. Lediglich im Fall n mod 6 = 5 entha¨lt eine maximale Kreispackung
genau einen Kreis der La¨nge vier. Die u¨brigen Kreise haben ebenfalls eine La¨nge von drei
(vgl. [21], [38], [46]).
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Eine weitere Graphenklasse, fu¨r welche die Problemstellungen gelo¨st wurden, ist die Klasse
der planaren Eulergraphen.
Ein planarer Eulergraph ist ein Eulergraph, welcher sich in der Ebene, ohne U¨berschnei-
dung der Kanten, darstellen la¨sst.
Im Jahr 2001 zeigten Caprara, Panconesi und Rizzi in [16] und [17], dass man auf der
Basis von [39] einen Algorithmus angeben kann, mit welchem man in polynomieller Zeit
eine maximale Kreispackung fu¨r einen planaren Eulergraphen bestimmen kann.
In den nachfolgenden Kapiteln werden die beiden Problemstellungen fu¨r bestimmte Gra-
phen weiter untersucht. Dabei gibt es zwei verschiedene Ansa¨tze. Zum einen kann man
sich, wie zuvor gesehen, spezielle Graphenklassen anschauen, und fu¨r diese Aussagen u¨ber
ν(G) und eine entsprechende maximale Kreispackung P(G) formulieren. Dies erfolgt in
Kapitel 4 fu¨r die Familie der verallgemeinerten Petersen Graphen.
Zum anderen kann man versuchen, strukturelle Eigenschaften eines Graphen zu nutzen,
um fu¨r den entsprechenden Graphen G Aussagen u¨ber ν(G) und P(G) zu machen. Eine
erste solche Eigenschaft liefert die Betrachtung des folgenden Beispiels.
Beispiel 2.7:
Gegeben sei folgender Graph G1 (Abbildung 2.28).
Abbildung 2.28: Ein Graph G1
Fu¨r den Graphen ist in Abbildung 2.29 eine Kreispackung farbig skizziert.
Die dort angegebene Kreispackung ist maximal. Dies erkennt man, indem man den Gra-
phen in einer alternativen Darstellung betrachtet (vgl. Abb. 2.30). Es ist zu sehen, dass
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Abbildung 2.29: Eine Kreispackung fu¨r den Beispielgraphen G1
der Graph aus vier Zusammenhangskomponenten besteht.
Fu¨r einen Graphen G = (V,E) ist eine Zusammenhangskomponente Zi ein Untergraph
Zi = (V (Zi), E(Zi)), fu¨r den gilt:
• Fu¨r zwei beliebige Knoten v, w ∈ V (Zi) gibt es einen Weg W von v nach w mit
e ∈ E(Zi) fu¨r alle e ∈ E(W ).
• Fu¨r jeden Knoten v ∈ V (Zi) und jeden Knoten w ∈ V (G) \ V (Zi) gibt es keinen
Weg von v nach w in G.
G ist die Vereinigung seiner Zusammenhangskomponenten. Besteht ein Graph aus genau
einer Zusammenhangskomponente, so nennt man ihn zusammenha¨ngend. Die Zusammen-
hangszahl χ(G) ist definiert durch
χ(G) := min{|V ′| | V \V ′ induziert einen nicht zusammenha¨ngenden Untergraphen von G}.
Die Zusammenhangszahl χ(G) gibt eine Mindestanzahl an Knoten von G an, welche
man, zuzu¨glich aller mit diesen Knoten inzidenten Kanten, aus dem Graphen G entfernen
muss, so dass durch die u¨brigen Knoten ein nicht zusammenha¨ngender Untergraph von
G induziert wird.
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Abbildung 2.30: Eine maximale Kreispackung fu¨r den Beispielgraphen G1 mit vier Zu-
sammenhangskomponenten
Im Beispiel ist es fu¨r jede dieser Zusammenhangskomponenten Z1, . . . , Z4 leicht, ν(Zi)
und eine maximale Kreispackung P(Zi) fu¨r i = 1, . . . , 4 zu bestimmen. Da nach [76]
ν(G1) =
4∑
i=1
ν(Zi)
gilt, folgt ν(G1) = 5.
In dem Beispiel wird deutlich, dass man die einzelnen Zusammenhangskomponenten eines
Graphen komponentenweise betrachten und daraus sowohl ν(G1) als auch eine maximale
Kreispackung ableiten kann. Es gilt somit folgendes Lemma.
Lemma 2.3:
Fu¨r einen Graphen G seien Z1, Z2, . . . , Zt die Zusammenhangskomponenten von G. Zu-
dem sei P(Zi) eine maximale Kreispackung von Zi fu¨r i = 1, . . . , t. Dann ist
P(G) =
t⋃
i=1
P(Zi)
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eine maximale Kreispackung von G und es gilt
ν(G) =
t∑
i=1
ν(Zi).
Beweis:
Siehe [76] 
Man kann vermuten, dass es
”
einfacher“ ist, ν(G) und P(G) fu¨r einen Graphen G mit
wenigen Knoten und Kanten zu bestimmen. Daher stellt sich die Frage, ob es fu¨r zusam-
menha¨ngende Graphen ebenfalls Mo¨glichkeiten gibt, diese in Untergraphen zu zerlegen
und nach deren Betrachtung Aussagen u¨ber ν(G) zu machen. Ein Beispiel dafu¨r lieferte
der Contiguous USA Graph im Beispiel 2.3. Entfernt man aus dem Graphen den Kno-
ten vNY , entstehen zwei knotendisjunkte Untergraphen. Im Beispiel wurde bereits kurz
erla¨utert, dass sich in diesem Fall aus den Untergraphen und dem entfernten Knoten zwei
Graphen H1 und H2 ergeben, welche man wiederum separat betrachten kann.
In Abbildung 2.31 ist beispielhaft ein Graph G = (V,E) dargestellt, fu¨r den gilt, dass der
durch V \ {x} induzierte Untergraph von G nicht zusammenha¨ngend ist. Man nennt den
Knoten x einen Schnittknoten.
x
Abbildung 2.31: Veranschaulichung eines Graphen mit einem Schnittknoten x
Entfernt man den Schnittknoten x und alle mit x inzidenten Kanten aus dem Graphen,
so entstehen zwei Untergraphen G1 und G2. Dies ist fu¨r den gegebenen Graphen G in
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Abbildung 2.32 zu erkennen.
G1
G2
Abbildung 2.32: Veranschaulichung der Untergraphen G1 und G2
Betrachtet man einen Kreis als Knoten- und Kantenfolge, so muss jeder Kreis, welcher
sowohl Kanten aus E(G1), als auch Kanten aus E(G2) enthalten soll, den Knoten x
mindestens zwei Mal enthalten. Dies ist ein Widerspruch zu der Definition eines Kreises.
Folglich existieren solche Kreise nicht und man kann in diesem Fall die Untergraphen
H1 und H2, welche sich aus den Graphen G1 bzw. G2 und dem Knoten x ergeben (vgl.
Abbildung 2.33), separat betrachten.
Allgemein ergibt sich folgendes Lemma.
Lemma 2.4:
Gegeben sei ein Graph G = (V (G), E(G)) mit einem Knoten x ∈ V (G), fu¨r den gilt, dass
der durch V (G) \ {x} induzierte Untergraph G˜ nicht zusammenha¨ngend ist. Zudem seien
G1, . . . , Gt die Zusammenhangskomponenten von G˜ und
Hi := (V (Gi) ∪ {x}, E(Gi) ∪ {(x, y) ∈ E(G) | y ∈ V (Gi)})
fu¨r alle i = 1, . . . , t. Weiterhin sei P(Hi) eine maximale Kreispackung fu¨r Hi mit
i = 1, . . . , t. Dann ist
P(G) =
t⋃
i=1
P(Hi)
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Abbildung 2.33: Veranschaulichung der Untergraphen H1 und H2
eine maximale Kreispackung von G und es gilt
ν(G) =
t∑
i=1
ν(Hi).
Beweis:
Siehe [76] 
Im allgemeinen Fall kann man fu¨r einen zusammenha¨ngenden Graphen G = (V,E) ei-
ne Menge von Knoten S ⊆ V bestimmen, so dass die Knotenmenge V \ S einen nicht
zusammenha¨ngenden Untergraphen induziert. Eine solche Menge S nennt man einen Kno-
tenseparator. Entha¨lt S mindestens zwei Knoten, ist es, analog zum zuvor beschriebenen
Vorgehen, mo¨glich Untergraphen von G zu konstruieren, nach deren Analyse man Aus-
sagen u¨ber P(G) und ν(G) machen kann. Dies wird im nachfolgenden Kapitel detailliert
erla¨utert.
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Kapitel 3
Die Bestimmung der
Kreispackungszahl und einer
maximalen Kreispackung unter der
Verwendung von Knotenseparatoren
In dem nachfolgenden Kapitel werden fu¨r bestimmte Graphen die Kreispackungszahl und
eine maximale Kreispackung unter der Zuhilfenahme von Knotenseparatoren bestimmt.
Dazu werden zuna¨chst die Knotenseparatoren eingefu¨hrt. Anschließend werden zwei Spe-
zialfa¨lle betrachtet. Im abschließenden Unterkapitel wird der allgemeine Fall dargestellt.
Erste Ergebnisse zum Zusammenhang von maximalen Kreispackungen und Knotensepa-
ratoren gab es im Jahr 2008 von P. Recht, J. Harant, D. Rautenbach und I. Schiermeyer.
Die Aussagen fu¨r die beiden Spezialfa¨lle sind zu großen Teilen dem Arbeitspapier aus dem
Jahr 2008 entnommen und wurden in Zusammenarbeit mit P. Recht beweistechnisch kor-
rigiert und u¨berarbeitet. Die im letzten Unterkapitel beschriebenen, wesentlichen Sa¨tze
wurden gemeinschaftlich in [48] vero¨ffentlicht.
Die Idee, Knotenseparatoren zur Bestimmung der Kreispackungszahl und einer maxima-
len Kreispackung eines Graphen G = (V,E) zu nutzen, basiert auf der Vermutung, dass es
in einem Graphen mit einer geringen Knoten- und Kantenanzahl im Allgemeinen
”
einfa-
cher“ ist, eine maximale Kreispackung und die Kreispackungszahl zu bestimmen. Mittels
eines Knotenseparators soll der Graph G in zwei Untergraphen
”
aufgeteilt“ werden. Die-
se Untergraphen werden modifiziert. In den modifizierten Untergraphen wird dann die
Kreispackungszahl und eine maximale Kreispackung bestimmt, um daraus ν(G) und eine
maximale Kreispackung P(G) herzuleiten. Haben die Untergraphen wiederum eine große
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Anzahl an Knoten und Kanten, kann man diese im Allgemeinen mittels eines Knotense-
parators weiter unterteilen. Das beschriebene Vorgehen wird nachfolgend veranschaulicht.
Sei zuna¨chst die Definition eines k-Knotenseparators gegeben.
Sei G = (V,E) ein Graph und S, V1, V2 ⊂ V paarweise disjunkte nicht leere Teilmen-
gen von V mit S ∪ V1 ∪ V2 = V . Die Knotenmenge S = {v1, . . . , vk} ⊂ V wird ein
k-Knotenseparator (oder kurz k-Separator oder Separator) genannt, falls keine Kante
e = (u,w) ∈ E existiert, so dass u ∈ V1 und w ∈ V2. Die Knoten v1, . . . , vk bezeichnet
man als Separatorknoten.
Die Definition wird an Hand der nachfolgenden Abbildung 3.1 veranschaulicht.
vk
v1
v2
vk−1
Abbildung 3.1: Veranschaulichung eines k-Separators in einem gegebenen Graphen G
In Abbildung 3.1 ist ein Graph G mit einem Knotenseparator S = {v1, . . . , vk} dargestellt.
Die Knotenmenge V1 entspricht der Menge der gru¨n markierten Knoten. Die Menge V2
entha¨lt die rot markierten Knoten. Der Untergraph G\S, welcher durch die Knotenmenge
V \S induziert wird, besteht aus zwei Zusammenhangskomponenten. Es gibt somit keine
zwei Knoten u ∈ V1 und w ∈ V2, so dass eine Kante (u,w) ∈ E existiert. Es ist zu erkennen,
dass die, durch V1 bzw. V2, induzierten Untergraphen G1 und G2 zusammenha¨ngend sind.
Dies muss nicht gegeben sein. Fu¨r einen betrachteten Graphen gibt es im Allgemeinen
mehrere Separatoren mit einer unterschiedlichen Anzahl von Separatorknoten. Es kann
aber auch verschiedene Separatoren mit der gleichen Anzahl von Separatorknoten geben.
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Die Bestimmung der Zusammenhangszahl eines Graphen, sowie das Auffinden eines Se-
parators in einem gegebenen Graphen sind kein wesentlicher Bestandteil dieser Arbeit.
Es wird angenommen, dass ein entsprechender Separator vorab bestimmt wurde. Fu¨r das
Vorgehen zum Bestimmen eines Separators wird auf [10], [34] und [35] verwiesen. Diverse
Verfahren, mit denen man fu¨r einen Graphen einen k-Separator mit minimaler Kardina-
lita¨t bestimmen kann, sind bspw. in [51], [52], [55] und [65] beschrieben.
Es sei also im Folgenden G = (V,E) ein Graph und S = {v1, . . . , vk} ein k-Separator
von G. Zudem seinen V1 und V2 wie zuvor definiert. Man betrachtet nun die beiden
Untergraphen Gi, welche durch die Knotenmengen Vi, fu¨r i = 1, 2, induziert werden,
sowie den durch S induzierten Untergraphen GS. Die Untergraphen werden in Abbildung
3.2 an Hand des Graphen aus Abbildung 3.1 veranschaulicht.
G2
v1
GS
v2
vk−1
vk
G1
Abbildung 3.2: Veranschaulichung eines k-Separators S mit den induzierten Untergraphen
G1, G2 und GS
Fu¨r den Fall, dass |E(GS)| > 0, wird der Graph G modifiziert. Dazu werden alle Kanten
aus E(Gs) unterteilt, indem man sie jeweils durch einen neuen Knoten und zwei Kanten
ersetzt. Fu¨r jede Kante e = (vi, vj) ∈ E(GS) wird ein Knoten u in G eingefu¨gt und e durch
zwei neue Kanten e1 = (vi, u) und e2 = (u, vj) ersetzt. Der Knoten u wird einer der beiden
Mengen V1 oder V2 zugeordnet. Man erha¨lt die Mengen V
∗
1 und V
∗
2 . Der modifizierte Graph
wird H genannt. Es gilt S, V ∗1 , V
∗
2 ⊂ V (H) mit V ∗1 ∩ S = ∅, V ∗2 ∩ S = ∅, V ∗1 ∩ V ∗2 = ∅ und
V ∗1 ∪ V ∗2 ∪ S = V (H). Zudem existiert keine Kante e = (u,w) ∈ E(H), so dass u ∈ V ∗1
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und w ∈ V ∗2 ist. Folglich gilt |V (G)| ≤ |V (H)|, ν(G) = ν(H) und S ist ein k-Separator
fu¨r den Graphen H. Das Vorgehen ist beispielhaft in der nachfolgenden Abbildung 3.3 zu
erkennen. Es wurde wiederum der Graph aus Abbildung 3.1 zu Grunde gelegt.
vk
v2
vk−1
v1
S
Abbildung 3.3: Veranschaulichung eines k-Separators S im Graphen H
Wie man sieht, wurden die beiden Kanten (v1, v2) und (v2, vk−1) durch je einen neuen
Knoten und zwei neue Kanten ersetzt. Diese sind in Abbildung 3.3 gru¨n markiert. Die
beiden neuen Knoten wurden der Menge V1 zugeordnet.
Da H lediglich durch das Unterteilen von Kanten aus G entsteht, gilt ν(G) = ν(H).
Daher kann im Folgenden immer von einem Graphen H ohne adjazente Separatorknoten
ausgegangen werden. Man betrachtet die zwei modifizierten Untergraphen H1 und H2.
Dabei sei H1 = (V (H1), E(H1)) der durch V (H1) := V
∗
1 ∪ S induzierte modifizierte
Untergraph und H2 = (V (H2), E(H2)) der durch V (H2) := V
∗
2 ∪S induzierte modifizierte
Untergraph von H. Fu¨r den Beispielgraphen H aus Abbildung 3.3 sind die modifizierten
Untergraphen in Abbildung 3.4 dargestellt.
Allgemein gilt offenbar:
ν(H) ≥ ν(H1) + ν(H2)
Die Gleichheit ergibt sich, falls eine maximale Kreispackung P(H) = {C1, . . . , Cν(H)}
existiert, so dass fu¨r jeden Kreis Cj mit j = 1, . . . , ν(H) gilt, dass es i ∈ {1, 2} gibt,
so dass V (Cj)∩V ∗i = ∅. Das bedeutet, dass P(H) keinen Kreis erha¨lt, der sowohl Knoten
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H1 H2
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Abbildung 3.4: Veranschaulichung der modifizierten Untergraphen H1 und H2 des Gra-
phen H
aus V ∗1 , als auch Knoten aus V
∗
2 hat. Ein Kreis in G, der sowohl Knoten aus V
∗
1 , als auch
Knoten aus V ∗2 besitzt, wird als U¨bergangskreis bezeichnet.
Zur Veranschaulichung der U¨bergangskreise sei der Beispielgraph H aus Abbildung 3.3
erneut betrachtet (vgl. Abb. 3.5).
In der Abbildung ist zu erkennen, dass die blau markierten Kanten (sowie die gru¨n mar-
kierten Kanten) keinen U¨bergangskreis bilden. Ausschließlich die rot markierten Kanten
ergeben einen Kreis, welcher sowohl Knoten aus V ∗1 , als auch Knoten aus V
∗
2 , entha¨lt.
Dieser Kreis ist demnach ein U¨bergangskreis. Ist es nun zwingend notwendig, dass der rot
markierte Kreis in jeder maximalen Kreispackung von H enthalten ist, so folgt
ν(H) > ν(H1) + ν(H2).
Um aus Gro¨ßen ν(H1) und ν(H2) die Kreispackungszahl ν(H) herzuleiten, ist es bei
der Analyse der modifizierten Untergraphen H1 und H2 notwendig, zu u¨berpru¨fen, ob
es maximale Kreispackungen ohne U¨bergangskreise gibt, bzw. wie viele U¨bergangskreise
in jeder maximalen Kreispackung H mindestens enthalten sind. Dies erfolgt durch die
Hinzunahme einzelner Kanten bei der Analyse von H1 und H2. Dazu sei definiert:
H + F := (V (H), E(H) ∪ F ),
wobei F ⊆ {(u, v) | u, v ∈ V (H), u 6= v} eine Kantenmenge ist.
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H2H1
Abbildung 3.5: Veranschaulichung eines U¨bergangskreises in den modifizierten Untergra-
phen H1 und H2 des Graphen H
Außerdem sei fu¨r eine Kante e
H + e := (V (H), E(H) ∪ {e}).
Analog sei H \ F := (V (H), E(H) \ F ), wobei F ⊆ {(u, v) | u, v ∈ V (H), u 6= v} eine
Kantenmenge ist und H \ e := (V (H), E(H) \ {e}) fu¨r eine Kante e.
Es sei zuna¨chst folgendes Lemma bewiesen.
Lemma 3.1:
Sei H ein Graph und P(H) eine maximale Kreispackung von H. Fu¨r
v, w ∈ V sei e = (v, w) /∈ E(H). Dann gelten die folgenden Aussagen:
1.) Es gilt:
ν(H) ≤ ν(H + e) ≤ ν(H) + 1
2.) Seien Ci, Cj ∈ P(H) mit Ci 6= Cj, so gilt:
|V (Ci) ∩ V (Cj)| ≤ 2
Beweis:
1.) Es gilt ν(H) ≤ ν(H + e), da eine maximale Kreispackung in H eine Kreispackung
fu¨r H+e ist. Zudem kann e ho¨chstens in einem weiteren Kreis enthalten sein. Damit
Die Kreispackungszahl und maximale Kreispackungen mittels Separatoren 55
ergibt sich ν(H + e) ≤ ν(H) + 1.
2.) Man nehme an, dass es in der maximalen Kreispackung P(H) zwei Kreise Ci und
Cj gibt mit |V (Ci) ∩ V (Cj)| =: I ≥ 3. Der Untergraph H¯ = (V¯ , E¯) von H mit
V¯ = V (Ci) ∪ V (Cj) und E¯ = E(Ci) ∪ E(Cj) entha¨lt mindestens drei Knoten v mit
δ(v) = 4. Fu¨r jeden weiteren Knoten v¯ ergibt sich δ(v¯) = 2. Sei C ⊂ H¯ ein Kreis,
dessen Knotenmenge mindestens einen und maximal I−1 Knoten aus V (Ci)∩V (Cj)
entha¨lt und H˜ = H¯ \ C. Ein solcher Kreis C existiert, da I ≥ 3. Zur Konstruktion
von C betrachte man zwei Knoten y, z ∈ V¯ und nutze die vier kantendisjunkten
Wege von y nach z in H¯. Sei weiterhin A := {w ∈ V (H˜) | δ(w) = 0}. Dann ist
Hˆ = (V (Hˆ), E(Hˆ)) mit V (Hˆ) = V (H˜) \ A und E(Hˆ) = E(H˜) ein Graph, dessen
Knoten alle einen geraden Knotengrad haben. Weiterhin hat mindestens ein Knoten
den Grad vier. Damit entha¨lt Hˆ mindestens zwei Kreise und man kann Ci und Cj
in P(H) durch drei Kreise ersetzen. Dies ist ein Widerspruch zur Maximalita¨t von
P(H). 
Die Aussage 1.) von Lemma 3.1 besagt, dass sich durch das Hinzufu¨gen einer Kante e zur
Kantenmenge eines Graphen dessen Kreispackungszahl nicht verringert und ho¨chstens
um eins erho¨ht. Dies liegt daran, dass es mo¨glich ist, mit der neu eingefu¨gten Kante
einen zusa¨tzlichen Kreis zu finden. Es wird maximal ein zusa¨tzlicher Kreis gefunden,
da die Kante in ho¨chstens einem Kreis einer Kreispackung enthalten ist. Lemma 3.1
2.) besagt, dass zwei Kreise einer maximalen Kreispackung ho¨chstens zwei gemeinsame
Knoten haben.
Das genaue Vorgehen zur Analyse der modifizierten Untergraphen H1 und H2 wird in
den nachfolgenden zwei Unterkapiteln an Hand der Betrachtung von Graphen mit einem
2-Separator bzw. mit einem 3-Separator na¨her erla¨utert. Dazu sei folgende Definition
gegeben
Fu¨r einen Graphen H sei C(H) die Menge aller maximalen Kreispackungen von H. Es sei
Ca(H) := {{C1, . . . , Cν(H)} ∈ C(H) | {C1, . . . , Cν(H)} hat genau a U¨bergangskreise}
und
C≤a(H) := {{C1, . . . , Cν(H)} ∈ C(H) | {C1, . . . , Cν(H)} hat ho¨chstens a U¨bergangskreise}.
Die Menge Ca(H) entha¨lt alle maximalen Kreispackungen von H mit genau a U¨bergangs-
kreisen. Entsprechend beinhaltet die Menge C≤a(H) alle maximalen Kreispackungen von
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H mit ho¨chstens a U¨bergangskreisen. Fu¨r die definierten Mengen la¨sst sich fu¨r a = 0
und ν(H), unabha¨ngig von der Anzahl der Separatorknoten eines k-Separators von H,
zeigen, dass ν(H) = ν(H1) + ν(H2) gilt, falls mindestens eine maximale Kreispackung
ohne U¨bergangskreise existiert, somit C0(H) 6= ∅ ist.
Lemma 3.2:
Sei H ein Graph und S ein k-Separator von H, dann gilt
C0(H) 6= ∅ genau dann, wenn ν(H) = ν(H1) + ν(H2).
Beweis:
⇒
Sei C0(H) 6= ∅ und P(H) ∈ C0(H) eine maximale Kreispackung, dann la¨sst sich P(H)
darstellen als P(H) = P1(H)∪P2(H) mit P1(H)∩P2(H) = ∅ und V (P1(H))∩V (H2) = ∅,
sowie V (P2(H)) ∩ V (H1) = ∅. Es folgt, dass Pi(H) eine maximale Kreispackung von Hi
ist, da andernfalls P(H) nicht maximal ist. Damit folgt ν(H) = ν(H1) + ν(H2).
⇐
Sei Pi(H) eine maximale Kreispackung von Hi fu¨r i = 1, 2, so ist P(H) = P1(H)∪P2(H)
eine maximale Kreispackung von H mit P(H) ∈ C0(H). 
Fu¨r einen Graph H, welcher einen 1-Separator S = {x} besitzt, gilt immer, dass es eine
maximale Kreispackung ohne U¨bergangskreise gibt. Dies wird in dem folgenden Lemma
gezeigt.
Lemma 3.3:
Sei H ein Graph mit einem 1-Separator S = {x} von H, dann gilt
C0(H) 6= ∅.
Beweis:
Sei C0(H) = ∅. Sei i die kleinste Zahl, fu¨r die gilt Ci(H) 6= ∅ und P(H) ∈ Ci(H) eine
maximale Kreispackung. Es folgt, dass es eine Menge {C1, . . . , Ci} ⊆ P(H) von Kreisen
aus P(H) gibt, fu¨r welche gilt x ∈ V (Cj), ∀j = 1, . . . , i. Sei i ≥ 1. Man betrachte den Kreis
C1 ∈ {C1, . . . , Ci} der La¨nge d(C1). Dann ist C1 = (x, v12 , . . . , v1k−1 , x, v1k+1 , . . . , v1d(C1))
mit {v12 , . . . , v1k−1} ⊆ V (H1) und {v1k+1 , . . . , v1d(C1)} ⊆ V (H2). Folglich ha¨tte der Knoten
x in C1 einen Knotengrad von vier, was der Definition eines Kreises widerspricht. 
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3.1 Aussagen fu¨r Graphen mit 2-Separatoren bzw.
3-Separatoren
In den folgenden Unterkapiteln werden ausschließlich Graphen betrachtet, welche mindes-
tens einen 2-Separator, bzw. mindestens einen 3-Separator haben. Wie zuvor beschrieben,
werden diese Graphen mittels der Separatoren in Untergraphen unterteilt und in der modi-
fizierten Form bezu¨glich der U¨bergangskreise untersucht. Im letzten Unterkapitel werden
die Ergebnisse algorithmisch umgesetzt.
3.1.1 Aussagen fu¨r Graphen, die einen 2-Separator
enthalten
Im folgenden Unterkapitel sei H ein Graph, fu¨r den ein 2-Separator S = {x, y} existiert.
Wie zuvor festgelegt, enthalte H keine Kanten (x, y). Das folgende Lemma 3.4 liefert
die Aussage, dass es in einem Graphen mit einem 2-Separator immer eine maximale
Kreispackung mit einem oder keinem U¨bergangskreis gibt. Eine Voru¨berlegung dazu sei
zuna¨chst in Abbildung 3.6 beispielhaft veranschaulicht.
H1 H2
x
y y
x
Abbildung 3.6: Veranschaulichung zweier U¨bergangskreise in einem Graphen mit einem
2-Separator
In der Abbildung sind zwei U¨bergangskreise C1 (blau markiert) und C2 (gru¨n markiert)
Aussagen fu¨r Graphen, die einen 2-Separator enthalten 58
zu sehen. Man kann erkennen, dass man aus den beiden Kreisen zwei neue Kreise kon-
struieren kann, welche keine U¨bergangskreise sind. Dabei ersetzt man in C1 den Teil der
Knotenfolge, welcher Knoten aus H1 entha¨lt, durch den Teil der Knotenfolge von C2, wel-
cher Knoten aus H2 entha¨lt, und umgekehrt. Mit diesem Vorgehen kann man aus einer
Kreispackung mit zwei oder mehr U¨bergangskreisen eine Kreispackung mit keinem oder
ho¨chstens einem U¨bergangskreis konstruieren. Somit erha¨lt man:
Lemma 3.4:
Sei H ein Graph und S = {x, y} ein 2-Separator von H, dann gilt
C≤1(H) 6= ∅.
Beweis:
Sei angenommen, dass C≤1(H) = ∅, dann folgt C0(H) = C1(H) = ∅. Sei i die kleinste
Zahl, fu¨r die gilt Ci(H) 6= ∅ und P(H) ∈ Ci(H) eine maximale Kreispackung von H.
Damit ergibt sich, dass es eine Menge {C1, . . . , Ci} ⊆ P(H) von Kreisen aus P(H) gibt,
fu¨r welche gilt x, y ∈ V (Cj) fu¨r alle j = 1, . . . , i. Es gilt i ≥ 2. Man betrachte die Kreise
C1, C2 ∈ {C1, . . . , Ci}. Der Kreis C1 bzw. C2 hat die La¨nge d(C1), bzw. d(C2). Dann ist
C1 = (x, v12 , . . . , v1k−1 , y, v1k+1 , . . . , v1d(C1)) und C2 = (x, v22 , . . . , v2l−1 , y, v2l+1 , . . . , v2d(C2)).
O. B. d. A. sei angenommen, dass {v12 , . . . , v1k−1} ⊆ V (H1) und {v1k+1 , . . . , v1d(C1)} ⊆
V (H2), sowie {v22 , . . . , v2l−1} ⊆ V (H1) und {v2l+1 , . . . , v2d(C2)} ⊆ V (H2) gilt. Es seien
C¯1 = (x, v12 , . . . , v1k−1 , y, v2l−1 , . . . , v22) und C¯2 = (y, v2l+1 , . . . , v2d(C2) , x, v1d(C1) , . . . , v1k+1)
zwei neue Kreise. Man ersetze C1 und C2 in P(H) durch C¯1 und C¯2. In diesem Fall erha¨lt
man wieder eine maximale Kreispackung mit i− 2 U¨bergangskreisen. Dies ist ein Wider-
spruch zur Aussage, dass i die Mindestanzahl von U¨bergangskreisen in einer maximalen
Kreispackung von H ist. 
Unter Ausnutzung von Lemma 3.2 und 3.4 kann man weiterhin das Folgende zeigen:
Lemma 3.5:
Sei H ein Graph und S = {x, y} ein 2-Separator von H, dann gilt
C0(H) = ∅ und C1(H) 6= ∅ genau dann, wenn ν(H) = ν(H1) + ν(H2) + 1
Beweis:
⇒
Wegen Lemma 3.2 ergibt sich ν(H) ≥ ν(H1) + ν(H2) + 1. Eine maximale Kreispackung
P(H) ∈ C1 hat genau einen U¨bergangskreis und damit ho¨chstens ν(H1)+ν(H2)+1 Kreise.
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⇐
Wegen Lemma 3.2 folgt C0 = ∅ und Lemma 3.4 liefert C1 6= ∅. 
In den beiden Lemmata 3.4 und 3.5 werden ausschließlich Aussagen u¨ber den Zusam-
menhang von ν(H) und der Anzahl von U¨bergangskreisen in einer maximalen Kreispa-
ckung von H gemacht. Es ist allerdings auch mo¨glich, aus der Struktur der modifizierten
Untergraphen H1 und H2, Ru¨ckschlu¨sse auf ν(H) zu ziehen. Dazu betrachte man die
Graphen Hi + e fu¨r i = 1, 2 und e = (x, y). Es ist zu u¨berpru¨fen, ob i existiert, so dass
ν(Hi + e) > ν(Hi). Ist dies nicht der Fall, kann man durch die Vereinigung einer maxi-
malen Kreispackung von H1 mit einer maximalen Kreispackung von H2 eine maximale
Kreispackung von H erzeugen. Zudem kennt man ν(H) als Summe der Kreispackungs-
zahlen aus H1 und H2. Umgekehrt gilt, dass eine maximale Kreispackung von H einen
U¨bergangskreis haben muss, falls sich ν(Hi + e) > ν(Hi) fu¨r alle i = 1, 2 ergibt. Dieser
Sachverhalt wird in Abbildung 3.7 verdeutlicht.
H1 H2
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Abbildung 3.7: Veranschaulichung des Hinzufu¨gens der Kante e zu H1 und H2
Es ist zu erkennen, dass die Kanten des Weges W1 (blau markiert) von x nach y in H1 in
der Kantenmenge einer maximalen Kreispackung von H1 nicht enthalten sind. Gleiches
gilt fu¨r die Kanten des Weges W2 (gru¨n markiert) in H2. Mit der zugefu¨gten Kante e in
H1 bzw. in H2 ergibt sowohl W1 in H1, als auch W2 in H2 einen zusa¨tzlichen Kreis. In
diesem Fall kann man durch die Vereinigung von W1 und W2 in H einen zusa¨tzlichen Kreis
konstruieren. Es gilt also keine Gleichheit und somit ν(H) > ν(H1) + ν(H2). Allgemein
ergibt sich folgender Satz.
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Satz 3.6:
Sei H ein Graph und S = {x, y} ein 2-Separator von H. Dann sind folgende Aussagen
a¨quivalent
1.) ν(H) = ν(H1) + ν(H2)
2.) ∃i ∈ {1, 2} mit ν(Hi + e) = ν(Hi)
Beweis:
1.) ⇒ 2.)
Es sei angenommen, dass gilt ν(Hi + e) > ν(Hi) fu¨r alle i = 1, 2. Dann gibt es fu¨r Hi + e
eine maximale Kreispackung P(Hi + e) mit genau einem Kreis Ci ∈ P(Hi + e), fu¨r den
gilt e ∈ E(Ci). Es sei P˜(H) = (P(H1 + e) ∪ P(H2 + e)) \ {C1, C2} ∪ {C˜} eine neue
Kreispackung mit C˜ = (C1 \ {e}) ∪ (C2 \ {e}). Diese hat ν(H1 + e) + ν(H2 + e) − 2 + 1
Kreise. Da ν(H1 +e)+ν(H2 +e)−2+1 = ν(H1)+ν(H2)+2−2+1 = ν(H1)+ν(H2)+1,
ist dies ein Widerspruch zu 1.).
2.) ⇒ 1.)
Es sei angenommen, dass ν(H) = ν(H1)+ν(H2)+1 gilt. Mit Lemma 3.5 folgt, dass C0 = ∅
und C1 6= ∅. Damit existiert eine maximale Kreispackung P(H) ∈ C1. Diese la¨sst sich
darstellen als P(H) = P(H1) ∪ P(H2) ∪ {C ′}, wobei P(Hi) eine maximale Kreispackung
vonHi und C
′ ein U¨bergangskreis ist. Folglich existiert inHi fu¨r alle i = 1, 2 eine maximale
Kreispackung P(Hi) und einem Weg Wi = (x, . . . , y), wobei fu¨r alle Kanten q ∈ E(Wi)
gilt q /∈ E(P(Hi)). Damit folgt aber, dass ν(Hi + e) > ν(Hi) fu¨r alle i = 1, 2, was einen
Widerspruch zu 2.) darstellt. 
3.1.2 Aussagen fu¨r Graphen, die einen 3-Separator
enthalten
Im folgenden Unterkapitel sei H ein Graph mit einem 3-Separator S = {x, y, z}. Dann
la¨sst sich zeigen, dass es immer eine maximale Kreispackung mit ho¨chstens drei U¨ber-
gangskreisen gibt.
Lemma 3.7:
Sei H ein Graph und S = {x, y, z} ein 3-Separator von H, dann gilt
C≤3(H) 6= ∅.
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Beweis:
Sei C≤3(H) = ∅, dann folgt C0(H) = C1(H) = C2(H) = C3(H) = ∅. Sei i die kleinste
Zahl, fu¨r die gilt Ci(H) 6= ∅ und P(H) ∈ Ci(H) eine maximale Kreispackung. Es folgt,
dass es eine Menge {C1, . . . , Ci} ⊆ P(H) von Kreisen aus P(H) gibt, fu¨r welche gilt,
dass zwei Knoten uj, wj ∈ S mit uj, wj ∈ V (Cj) fu¨r j = 1, . . . , i gibt. Es gilt i ≥ 4.
Bei mindestens vier Kreisen gibt es mindestens zwei Kreise Cj, Cr ∈ {C1, . . . , Ci}, fu¨r die
gilt uj = ur und wj = wr. O. B. d. A. seien dies die Kreise C1, C2 ∈ {C1, . . . , Ci} und
u1 = u2 = x und w1 = w2 = y. Der Kreis C1 = (x, v12 , . . . , v1k−1 , y, v1k+1 , . . . , v1d(C1)) bzw.
C2 = (x, v22 , . . . , v2l−1 , y, v2l+1 , . . . , v2d(C2)) hat die La¨nge d(C1) bzw. d(C2). O. B. d. A.
gilt {v12 , . . . , v1k−1} ⊆ V (H1) und {v1k+1 , . . . , v1d(C1)} ⊆ V (H2), sowie {v22 , . . . , v2l−1} ⊆
V (H1) und {v2l+1 , . . . , v2d(C2)} ⊆ V (H2). Es sei C¯1 = (x, v12 , . . . , v1k−1 , y, v2l−1 , . . . , v22) und
C¯2 = (y, v2l+1 , . . . , v2d(C2) , x, v1d(C1) , . . . , v1k+1). Man ersetze C1 und C2 in P(H) durch C¯1
und C¯2. Die Kreispackung Pneu(H) = P(H) \ (C1 ∪ C2) ∪ (C¯1 ∪ C¯2) ist maximal und
hat i − 2 U¨bergangskreise. Dies ist ein Widerspruch dazu, dass i die Mindestanzahl von
U¨bergangskreisen in einer maximalen Kreispackung von H ist. 
Mit Lemma 3.7 la¨sst sich folgendes Lemma beweisen, welches einen Zusammenhang zwi-
schen der Mindestanzahl von U¨bergangskreisen einer maximalen Kreispackung von H und
ν(H) herstellt.
Lemma 3.8:
Sei H ein Graph und S = {x, y, z} ein 3-Separator von H. Dann gelten folgende Aussagen:
1.) Wenn C0(H) = ∅ und C1(H) 6= ∅, dann folgt ν(H) = ν(H1) + ν(H2) + 1
2.) Wenn C0(H) = C1(H) = ∅ und C2(H) 6= ∅, dann folgt ν(H) = ν(H1) + ν(H2) + 1
oder ν(H) = ν(H1) + ν(H2) + 2
3.) Wenn C0(H) = C1(H) = C2(H) = ∅, dann folgt ν(H) = ν(H1) + ν(H2) + 1
Beweis:
1.) Wegen Lemma 3.2 folgt ν(H) ≥ ν(H1) + ν(H2) + 1. Eine maximale Kreispackung
P(H) ∈ C1 hat genau einen U¨bergangskreis und damit ho¨chstens ν(H1) + ν(H2) + 1
Kreise.
2.) Wegen Lemma 3.2 folgt ν(H) ≥ ν(H1) + ν(H2) + 1. Eine maximale Kreispackung
P(H) ∈ C2 hat genau zwei U¨bergangskreise und damit ho¨chstens ν(H1) + ν(H2) + 2
Kreise.
3.) Auf Grund von Lemma 3.2 folgt ν(H) ≥ ν(H1) + ν(H2) + 1. Aus Lemma 3.7 folgt
zudem C3(H) 6= ∅. Sei P(H) ∈ C3(H) eine maximale Kreispackung von H und
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C,C ′, C ′′ ∈ P(H) die drei U¨bergangskreise von P(H) mit x, y ∈ E(C), x, z ∈ E(C ′)
und y, z ∈ E(C ′′). Dann ist (C ∪ C ′ ∪ C ′′) ∩ Hi ein Untergraph von Hi fu¨r alle
i = 1, 2, welcher mindestens einen Kreis Ci entha¨lt. Betrachtet man die Kreis-
packung P˜(H) = P(H)\{C,C ′, C ′′}∪{C1, C2}, so hat P˜(H) keine U¨bergangskreise
und damit ho¨chstens ν(H1) + ν(H2) Kreise. Daraus folgt ν(H) ≤ ν(H1) + ν(H2) + 1
und damit die Behauptung. 
In Lemma 3.8 ist vorausgesetzt, dass jede maximale Kreispackung mindestens einen U¨ber-
gangskreis entha¨lt und daher ν(H) ≥ ν(H1) + ν(H2) + 1 gilt. Es wird bewiesen, dass
ν(H) = ν(H1) + ν(H2) + 2 nur in dem Fall auftreten kann, dass jede maximale Kreispa-
ckung mindestens zwei U¨bergangskreise entha¨lt und eine mit genau zwei U¨bergangskreisen
existiert. In allen anderen Fa¨llen gilt ν(H) = ν(H1) + ν(H2) + 1. Aus Lemma 3.8 folgt
somit, dass
ν(H) ≤ ν(H1) + ν(H2) + 2.
Mit Lemma 3.7 kann man zudem den folgenden Zusammenhang zwischen ν(H) und den
Kreispackungszahlen der modifizierten Untergraphen H1 und H2 beweisen. Die Beweis-
idee ist dabei dieselbe, wie im Fall des 2-Separators. Die Idee wird im Anschluss an das
Lemma noch einmal graphisch veranschaulicht.
Lemma 3.9:
Sei H ein Graph, S = {x, y, z} ein 3-Separator von H und F = {(x, y), (x, z), (y, z)}.
Dann sind die folgenden Aussagen 1.) und 2.) a¨quivalent
1.) ν(H) ≥ ν(H1) + ν(H2) + 1
2.) Von den folgenden Aussagen (a)-(c) ist mindestens eine erfu¨llt
(a) ∃e ∈ F mit ν(Hi + e) = ν(Hi) + 1 fu¨r alle i = 1, 2.
(b) ∃e, f ∈ F mit ν(Hi + {e, f}) ≥ ν(Hi) + 1 fu¨r alle i = 1, 2 und
∃i ∈ {1, 2} mit ν(Hi + {e, f}) = ν(Hi) + 2
(c) ν(Hi + F ) = ν(Hi) + 2 fu¨r alle i = 1, 2.
Beweis:
1.) ⇐ 2.)
Die Aussagen (a)-(c) werden separat betrachtet:
(a) Sei Aussage (a) erfu¨llt, dann gibt es fu¨r Hi+e eine maximale Kreispackung P(Hi+e)
mit genau einem Kreis Ci ∈ P(Hi + e), fu¨r den gilt e ∈ E(Ci). Man bilde eine
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neue Kreispackung P˜(H) = (P(H1 + e) ∪ P(H2 + e)) \ {C1, C2} ∪ {C˜}, fu¨r die gilt
C˜ = (C1 \ {e}) ∪ (C2 \ {e}). Diese hat ν(H1 + e) + ν(H2 + e) − 2 + 1 Kreise. Da
ν(H1 + e) + ν(H2 + e) − 2 + 1 = ν(H1) + ν(H2) + 2 − 2 + 1 = ν(H1) + ν(H2) + 1
folgt 1.).
(b) Sei Aussage (b) erfu¨llt. Dann sind zwei Fa¨lle zu unterscheiden:
(I) Sei ν(Hi + {e, f}) = ν(Hi) + 2 fu¨r alle i = 1, 2. Es gilt (a) sowohl fu¨r die Kante
e, als auch fu¨r die Kante f . Damit folgt 1.).
(II) Es sei ν(Hi + {e, f}) = ν(Hi) + 2 fu¨r ein i ∈ {1, 2}. O. B. d. A. sei
ν(H1 +{e, f}) = ν(H1)+1 und ν(H2 +{e, f}) = ν(H2)+2. Damit gilt fu¨r jede
maximale Kreispackung P(H2 +{e, f}) in H2 +{e, f}, dass folgende Form vor-
liegt P(H2+{e, f}) = {C1, . . . , Cν(H2)}∪C¯2∪C¯2 mit e ∈ E(C¯2) und f ∈ E(C¯2).
Folglich entha¨lt die Kreispackung P(H2 + {e, f}) \ {C¯2, C¯2} insgesamt ν(H2)
kantendisjunkte Kreise. Weiterhin existieren fu¨r e = (x, y) und f = (y, z) zwei
Wege W 12 = (x, . . . , y) = C¯2\{e} und W 22 = (y, . . . , z) = C¯2\{f}, welche eben-
falls zueinander und zu den Kreisen in P(H2 +{e, f})\{C¯2, C¯2} kantendisjunkt
sind.
Fu¨r H1 + {e, f} sind wiederum zwei Fa¨lle zu unterscheiden:
(II.1) Es existiert eine maximale Kreispackung P(H1 + {e, f}), fu¨r die gilt
e ∈ E(P(H1 + {e, f})) und f /∈ E(P(H1 + {e, f})). Dann ist fu¨r die
Kante e Aussage (a) erfu¨llt und es folgt 1.).
(II.2) Fu¨r jede maximale Kreispackung P(H1 + {e, f}) gilt e, f ∈ E(P(H1 +
{e, f})). Dann gibt es erneut zwei Unterfa¨lle:
(II.2.1) Es sei angenommen, dass ein Kreis C¯1 ∈ P(H1 + {e, f}) mit
e, f ∈ E(C¯1) existiert. Die Kreispackung P(H1 +{e, f})\{C¯1} entha¨lt
dann insgesamt ν(H1) kantendisjunkte Kreise. Weiterhin existieren in
C¯1 fu¨r e = (x, y) und f = (y, z) zwei Wege W
1
1 = (x, . . . , y) und
W 21 = (y, . . . , z), welche ebenfalls zueinander und zu den Kreisen in
P(H1 + {e, f}) \ {C¯1} kantendisjunkt sind. Dann ist fu¨r die Kanten
g = (z, x) die Aussage (a) erfu¨llt, da die Kante g zusammen mit
W 11 ∪ W 21 einen Kreis bilden. Zusa¨tzlich gibt es in H2 + g und in
P(H2+{e, f}), abgesehen von den beiden Wegen, noch ν(H2) disjunkte
Kreise. In der Kreispackung P(H1 + {e, f}) kann man einfach die bei-
den Kanten e, f durch die Kante g ersetzen und die neue Kreispackung
hat ebenfalls ν(H1) + 1 Kreise.
(II.2.2) Alle maximalen Kreispackungen P(H1 + {e, f}) enthalten zwei Kreise
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C¯1 und C¯1 fu¨r die gilt e ∈ E(C¯1) und f ∈ E(C¯1). Dann ist
P˜(H) = P(H2 + {e, f}) \ {C¯2, C¯2} ∪ P(H1 + {e, f}) \ {C¯1, C¯1}
∪{(C¯1 \ {e}) ∪ (C¯2 \ {e})} ∪ {(C¯1 \ {f}) ∪ (C¯2 \ {f})}
eine Kreispackung mit ν(H2) + 2− 2 + ν(H1) + 1− 2 + 1 + 1 Kreisen.
Diese Kreispackung ist nicht zwingend maximal. Es ergibt sich 1.), da
ν(H2) + 2− 2 + ν(H1) + 1− 2 + 1 + 1 = ν(H2) + ν(H1) + 1.
(c) Sei nun Aussage (c) erfu¨llt. In Hi+F existiert entweder eine maximale Kreispackung
P(Hi + F ) = {C1, . . . , Cν(Hi)} ∪ {C ′i} ∪ {C ′′i } mit E(C ′i) ∩ F 6= ∅, E(C ′′i ) ∩ F 6= ∅
und {E(C1), . . . , E(Cν(Hi))} ∩ F = ∅ oder alle maximalen Kreispackungen sind von
der Form P ′(Hi + F ) = {C1, . . . , Cν(Hi)−1} ∪ {C ′i} ∪ {C ′′i } ∪ {C ′′′i } mit e ∈ E(C ′i),
f ∈ E(C ′′i ) und g ∈ E(C ′′′i ).
Angenommen, es existiert i ∈ {1, 2}, so dass es in Hi + F eine maximale
Kreispackung P(Hi + F ) gibt, fu¨r die gilt F ⊂ E(P(Hi + F )). O. B. d. A. sei
F ⊂ E(P(H1 + F )) und e = (x, y) ∈ E(C ′1), sowie f = (y, z), g = (z, x) ∈ E(C ′′1 ).
Dann entha¨lt die Kreispackung P(H1 + F ) \ {C ′1, C ′′1} insgesamt ν(H1) kanten-
disjunkte Kreise und es existieren zwei Wege W 11 = (x, . . . , y) = C
′
1 \ {e} und
W 21 = (y, . . . , x) = C
′′
1 \ {f, g}, welche zueinander und zu den ν(H1) u¨brigen Krei-
sen kantendisjunkt sind. Dann ist P¯(H1) = P(H1 + F ) \ {C ′1, C ′′1} ∪ (W 11 ∪ W 21 )
eine Kreispackung in H1 mit ν(H1) + 1 Kreisen, was einen Widerspruch zu ν(H1)
darstellt. Damit gilt fu¨r eine maximale Kreispackung der Form P(Hi + F ), dass
F ∩ E(P(Hi + F )) 6= F ist. Man unterscheidet nun drei Fa¨lle, welche nicht zwin-
gend disjunkt sind.
(U1) Fu¨r alle i = 1, 2 existiert mindestens eine maximale Kreispackung der Form
P(Hi +F ). Dann gibt es eine Kante qi ∈ F mit qi /∈ E(PHi+F ) fu¨r alle i = 1, 2.
Man betrachte zwei Fa¨lle
(U1.1) q1 = q2 = e: Damit ist fu¨r die Kante f (bzw. g) die Aussage (a) erfu¨llt und
es gilt 1.).
(U1.2) e = q1 6= q2 = f : In diesem Fall ist Aussage (a) fu¨r die Kante g erfu¨llt und
es gilt 1.)
(U2) Fu¨r alle i = 1, 2 existiert mindestens eine maximale Kreispackung der Form
P ′(Hi + F ). Dann ist
P¯ (H) = P ′(H1 + F ) \ {C ′1, C ′′1 , C ′′′1 } ∪ P ′(H2 + F ) \ {C ′2, C ′′2 , C ′′′2 }
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∪{(C ′1 \{e})∪(C ′ \{e})}∪{(C ′′1 \{f})∪(C ′′2 \{f})}∪{(C ′′′1 \{g})∪(C ′′′2 \{g})}
eine Kreispackung von H mit ν(H1) + ν(H2) + 1 Kreisen und Aussage 1.) ist
erfu¨llt.
(U3) O. B. d. A. sei gegeben, dass in H1 alle maximalen Kreispackungen die Form
P(H1 + F ) und in H2 alle maximalen Kreispackungen die Form P ′(H2 + F )
haben. Dann gibt es eine Kante e ∈ F mit e /∈ E(P(H1 + F )). Folglich ist fu¨r
die Kanten {f, g} Aussage (b) erfu¨llt und es gilt 1.).
1.) ⇒ 2.)
Es gilt ν(H) ≥ ν(H1) +ν(H2) + 1 und nach Lemma 3.2 und 3.7 existiert fu¨r H eine maxi-
male Kreispackung mit der kleinsten Anzahl a von U¨bergangskreisen mit 1 ≤ a ≤ 3.
Diese hat die Form P(H) = {C1. . . . , Ck1} ∪ {Ck1+1, . . . , Ck1+k2} ∪ {C ′1, . . . , C ′a} mit
{C1. . . . , Ck1} ⊆ H1, {Ck1+1, . . . , Ck1+k2} ⊆ H2 und ν(H) = k1 +k2 +a. Es gilt k1 ≤ ν(H1)
und k2 ≤ ν(H2). Jeder U¨bergangskreis C ′i hat genau zwei Knoten ui, vi ∈ {x, y, z}. Es
gilt {ui, wi} 6= {uj, wj} fu¨r alle i 6= j. Es sei F ′ = {(ui, wi) | i = 1, . . . , a}, dann sind zwei
Fa¨lle zu unterscheiden
(I) Es sei a = 1 und |F ′| = 1: Dann folgt wegen ν(Hi) + 1 ≥ ν(Hi + F ′) ≥ ki + 1
fu¨r alle i = 1, 2 (vgl. Lemma 3.1 und die Darstellung von P(H)), dass gilt
ν(H1)+ν(H2)+2 ≥ ν(H1+F ′)+ν(H2+F ′) ≥ k1+k2+2. Mit k1+k2+2 = ν(H)+1 ≥
ν(H1) + ν(H2) + 2 ergibt sich die Gleichheit und somit ν(H1 + F
′) = ν(H1) + 1,
sowie ν(H2 + F
′) = ν(H2) + 1. Folglich ist Aussage (a) erfu¨llt.
(II) Es sei a > 1 und |F ′| = a: Man erha¨lt wegen ν(Hi) + 2 ≥ ν(Hi + F ′) ≥ ki + a fu¨r
alle i = 1, 2, dass gilt ν(H1) + ν(H2) + 4 ≥ ν(H1 +F ′) + ν(H2 +F ′) ≥ k1 + k2 + 2a.
Weiterhin gilt k1 + k2 + 2a = ν(H) + a ≥ ν(H1) + ν(H2) + a+ 1. Somit ergibt sich
ν(H1) + ν(H2) + 4 ≥ ν(H1) + ν(H2) + a+ 1.
Sei a = 2, so folgt ν(H1)+ν(H2)+4 ≥ ν(H1 +F ′)+ν(H2 +F ′) ≥ ν(H1)+ν(H2)+3
und Aussage (b) gilt.
Sei a = 3, so folgt ν(H1)+ν(H2)+4 ≥ ν(H1 +F ′)+ν(H2 +F ′) ≥ ν(H1)+ν(H2)+4.
Daher ist ν(H1 +F
′) = ν(H1) + 2 und ν(H2 +F ′) = ν(H2) + 2 und (c) ist erfu¨llt.
Die Aussage von Lemma 3.9 2.) (a) wurde bereits in Abbildung 3.7 veranschaulicht. In
Lemma 3.9 2.) (b) werden zwei Kanten in H1 bzw. H2 hinzugefu¨gt. Dies ist beispielhaft in
Abbildung 3.8 dargestellt. Dabei wurden die Graphen H1 und H2 jeweils um die Kanten
e = (x, y) und g = (y, z) erweitert.
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Abbildung 3.8: Veranschaulichung des Hinzufu¨gens der Kanten e und g zu H1 und H2
Es gibt sowohl in H1, als auch in H2, eine maximale Kreispackung, welche die Kanten
des jeweiligen Weges W 1i (gru¨n markiert) bzw. W
2
i (blau markiert) fu¨r alle i = 1, 2 nicht
entha¨lt. Dadurch erho¨ht sich durch das Zufu¨gen der Kanten e und g in beiden Untergra-
phen die Kreispackungszahl um zwei. In einer maximalen Kreispackung von H ergeben
die Wege W 11 und W
1
2 , sowie die Wege W
2
1 und W
2
2 , insgesamt zwei U¨bergangskreise. Folg-
lich entha¨lt jede maximale Kreispackung von H mindestens zwei U¨bergangskreise und es
ergibt sich ν(H) > ν(H1) + ν(H2). Lemma 3.9 2.) (c) kann man analog veranschaulichen.
Es ist allerdings zu beru¨cksichtigen, dass die drei eingefu¨gten Kanten e, f und g einen
Kreis bilden. Aus Lemma 3.9 folgt weiterhin sofort:
Korollar 3.10:
Sei H ein Graph, S = {x, y, z} ein 3-Separator von H und F = {(x, y), (x, z), (y, z)},
dann gilt
C0(H) 6= ∅ genau dann, wenn keine der drei Bedingungen aus Lemma 3.9 2.) erfu¨llt ist.
In Lemma 3.9 wurden Bedingungen hergeleitet, unter welchen ν(H) ≥ ν(H1) + ν(H2) + 1
gilt. Ebenso ist es mo¨glich weitere Bedingungen anzugeben, mit welchen sich fu¨r die
Kreispackungszahl ν(H) = ν(H1) + ν(H2) + 2 ergibt. Man betrachte folgenden Satz:
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Satz 3.11:
Sei H ein Graph, S = {x, y, z} ein 3-Separator von H und F = {(x, y), (x, z), (y, z)}.
Dann sind die folgenden Aussagen 1.) und 2.) a¨quivalent
1.) ν(H) = ν(H1) + ν(H2) + 2
2.) Es existieren zwei Kanten e, f ∈ F mit e 6= f , so dass folgende Bedingungen erfu¨llt
sind
(a) ν(Hi + e) > ν(Hi) fu¨r alle i = 1, 2
(b) ν(Hi + {e, f}) > ν(Hi + e) fu¨r alle i = 1, 2
Beweis:
1.) ⇒ 2.)
Aus Lemma 3.8 kann man folgern, dass C0(H) = C1 = ∅ und C2 6= ∅ gilt. Es sei
P(H) = {C1, ..., Cν(H)} ∈ C2(H) eine maximale Kreispackung von H mit zwei U¨bergangs-
kreisen C,C ′ ∈ P(H). In diesem Fall kann man die Kreispackung P(H) darstellen durch
P(H) = {C1, ..., Cν(H1)}∪ {Cν(H1)+1, ..., Cν(H1)+ν(H2)}∪ {C}∪ {C ′}, wobei fu¨r die Mengen
{C1, ..., Cν(H1)} = P(H1) ⊆ H1 und {Cν(H1)+1, ..., Cν(H1)+ν(H2)} = P(H2) ⊆ H2 gilt.
O. B. d. A. gelte x, y ∈ V (C) und y, z ∈ V (C ′). Damit ergibt sich in Hi mit der maximalen
Kreispackung P(Hi) mit ν(Hi) Kreisen, dass es in Hi \P(Hi) zwei kantendisjunkte Wege
W 1i = (x, ..., y) und W
2
i = (y, ..., z) gibt. Wa¨hlt man nun e = (x, y) und f = (y, z), so
folgt ν(Hi + e) > ν(Hi) und ν(Hi + {e, f}) > ν(Hi + e) fu¨r alle i = 1, 2.
1.) ⇐ 2.)
Mit Bedingung (a) ist die Bedingung 2.)(a) aus Lemma 3.9 erfu¨llt. Damit folgt
ν(H) ≥ ν(H1) + ν(H2) + 1.
Sei H ′ = (H + e) + e und H ′i = Hi + e. Aus Bedingung (b) folgt ν(H
′
i + f) > ν(H
′
i) fu¨r
alle i = 1, 2. Somit erfu¨llt H ′i die Bedingung 2.)(a) aus Lemma 3.9 fu¨r die Kante f und
es folgt ν(H ′) ≥ ν(H ′1) + ν(H ′2) + 1.
Auf Grund von Bedingung (a) ergibt sich ν(H ′i) ≥ ν(Hi) + 1 und man erha¨lt
ν(H ′) ≥ ν(H ′1) + ν(H ′2) + 1 ≥ ν(H1) + ν(H2) + 3. Es gilt aber ν(H ′) = ν(H) + 1. Daraus
folgt ν(H) + 1 ≥ ν(H1) + ν(H2) + 3 und damit ν(H) ≥ ν(H1) + ν(H2) + 2. Aus Lemma
3.8 ist allerdings bekannt, dass ν(H) ≤ ν(H1) + ν(H2) + 2. Es folgt die Behauptung 1.).
Aus den Lemmata 3.8 - 3.9 und Satz 3.11 kann man schließen, dass ν(H) = ν(H1)+ν(H2)
gilt, falls keine der Bedingungen aus Lemma 3.9 2.) bzw. Satz 3.11 2.) erfu¨llt sind.
Nachdem nun einige Aussagen zur Herleitung von ν(H) gemacht wurden, kann man damit
die Aussagen aus Lemma 3.8 verbessern. Sei dazu zuna¨chst Lemma 3.8 2.) betrachtet:
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Lemma 3.12:
Sei H ein Graph und S = {x, y, z} ein 3-Separator von H. Dann sind die folgenden
Aussagen 1.) und 2.) a¨quivalent
1.) C0(H) = C1(H) = ∅ und C2(H) 6= ∅
2.) ν(H) = ν(H1) + ν(H2) + 2
Beweis:
1.) ⇒ 2.)
Es sei P(H) = {C1, . . . , Cν(H)−2} ∪ {C ′} ∪ {C ′′} ∈ C2(H) eine maximale Kreispackung
von H mit den zwei U¨bergangskreisen C ′, C ′′ ∈ P(H). O. B. d. A. gelte x, y ∈ V (C ′) und
x, z ∈ V (C ′′). Mit e = (x, y) und f = (x, z) sind die Bedingungen aus Satz 3.11 2.) erfu¨llt
und es folgt ν(H) = ν(H1) + ν(H2) + 2.
1.) ⇐ 2.)
Wegen Lemma 3.8 1.) gilt C0(H) = C1(H) = ∅ und wegen Lemma 3.8 3.) folgt C2(H) 6= ∅.
Es wurde somit gezeigt, dass im Falle ν(H) = ν(H1) + ν(H2) + 2 gilt, dass jede maximale
Kreispackung von H mindestens zwei U¨bergangskreise besitzt und es zudem immer eine
maximale Kreispackung von H mit genau zwei U¨bergangskreisen gibt. Bislang ist es aller-
dings fu¨r den Fall ν(H) = ν(H1)+ν(H2)+1 nicht klar, ob es eine maximale Kreispackung
mit genau einem U¨bergangskreis gibt, oder ob jede maximale Kreispackung mindestens
drei U¨bergangskreise besitzt. In dem nachfolgenden Lemma wird eine Bedingung formu-
liert, unter der es eine maximale Kreispackung in H mit genau einem U¨bergangskreis gibt.
Lemma 3.13:
Sei H ein Graph, S = {x, y, z} ein 3-Separator von H und F = {(x, y), (x, z), (y, z)}.
Zudem sei ν(H) = ν(H1) + ν(H2) + 1. Dann sind die folgenden Aussagen 1.) und 2.)
a¨quivalent
1.) C0(H) = ∅ und C1(H) 6= ∅
2.) ∃e ∈ F mit ν(Hi + e) > ν(Hi) fu¨r alle i = 1, 2
Beweis:
1.) ⇒ 2.)
Es sei P(H) = {C1, . . . , Cν(H)−1}∪{C ′} ∈ C1(H) eine maximale Kreispackung von H mit
genau einem U¨bergangskreis C ′ ∈ P(H). Man kann annehmen, dass x, y ∈ V (C ′). Folg-
lich kann man die Kreispackung P(H) darstellen durch P(H) = P˜(H1) ∪ P˜(H2) ∪ {C ′}
mit P˜(H1) := {C1, . . . , Cν(H)−1} ∩ H1 und P˜(H2) := {C1, . . . , Cν(H)−1} ∩ H2, sowie
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P˜(H1) ∪ P˜(H2) = {C1, . . . , Cν(H)−1}. Die Kreispackung P˜(H1) hat ho¨chstens ν(H1) und
die Kreispackung P˜(H2) ho¨chstens ν(H2) Kreise. Da allerdings ν(H) = ν(H1)+ν(H2)+1
vorausgesetzt wird, folgt mit ν(H) − 1 = ν(H1) + ν(H2), dass P˜(H1) genau ν(H1) und
P˜(H2) genau ν(H2) Kreise entha¨lt. Betrachtet man den U¨bergangskreis C ′ und die Kante
e = (x, y), so folgt, dass P˜(H1)∪ ((C ′∩H1)∪{e}) eine maximale Kreispackung fu¨r H1 +e
und P˜(H2) ∪ ((C ′ ∩H2) ∪ {e}) eine maximale Kreispackung fu¨r H2 + e ist. Damit ist die
Bedingung 2.) erfu¨llt.
1.) ⇐ 2.)
Da ν(H) = ν(H1) + ν(H2) + 1 gilt, folgt C0(H) = ∅.
Sei P(Hi+e) = {Ci1 , . . . , Cν(Hi)}∪{C ′i} eine maximale Kreispackung von Hi+e. O. B. d. A.
gilt e ∈ E(C ′i). Dann ist P˜(H) = P(H1 + e) ∪ P(H2 + e) \ {C ′1, C ′2} ∪ ((C ′1 \ {e}) ∪
(C ′2 \ {e})) eine Kreispackung von H mit ν(H1) + ν(H2) + 1 Kreisen. Auf Grund der
Voraussetzung ergibt sich, dass P˜(H) eine maximale Kreispackung von H mit genau
einem U¨bergangskreis ist. Damit gilt C1(H) 6= ∅. 
Aus Lemma 3.13 la¨sst sich ableiten, dass im Fall ν(H) = ν(H1)+ν(H2)+1 eine maximale
Kreispackung von H mindestens drei U¨bergangskreise haben muss, falls die Bedingungen
aus 2.) nicht erfu¨llt sind.
Es soll nun noch nachfolgend eine alternative Methode aufgezeigt werden, um im Fall
ν(H) = ν(H1) + ν(H2) + 1 zu bestimmen, ob C1(H) 6= ∅ gilt. Dazu sei die folgende
allgemeine Notation gegeben:
Sei H = (V,E) ein Graph mit einem k-Separator S und F = {(vi, vj) ∈ E | vi, vj ∈ S}.
Zudem sei e = (x, y) ∈ F . Dann bezeichnet der Graph H+2e˙ einen modifizierten Graphen
von H. Der Graph H + 2e˙ entsteht durch das Hinzufu¨gen zweier Knoten w1, w2 /∈ V (H)
und den entsprechenden Kanten (x,w1), (x,w2), (y, w1) und (y, w2). Damit ist
H + 2e˙ = (V (H) ∪ {w1, w2}, E(H) ∪ {(x,w1), (x,w2), (y, w1), (y, w2)}).
Zudem seien die Kantenmengen e˙1 := {(x,w1), (y, w1)} und e˙2 := {(x,w2), (y, w2)}
definiert. Die modifizierten Untergraphen vom Graphen H + 2e˙ haben die Form
H˙1 = ({V (H1) ∪ {w1}}, {E(H1) ∪ e˙1}) und H˙2 = ({V (H2) ∪ {w2}}, {E(H2) ∪ e˙2}).
Damit la¨sst dich das folgende Lemma formulieren:
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Lemma 3.14:
Sei H ein Graph, S = {x, y, z} ein 3-Separator von H und F = {(x, y), (x, z), (y, z)}.
Zudem sei ν(H) = ν(H1) + ν(H2) + 1. Dann sind die folgenden Aussagen 1.) und 2.)
a¨quivalent
1.) C0(H) = ∅ und C1(H) 6= ∅
2.) ∃e ∈ F mit C0(H + 2e˙) 6= ∅
Beweis:
1.) ⇒ 2.)
Es sei P(H) = {C1, . . . , Cν(H)−1}∪{C ′} ∈ C1(H) eine maximale Kreispackung von H mit
genau einem U¨bergangskreis C ′ ∈ P(H). O. B. d. A. gelte x, y ∈ V (C ′). Mit e = (x, y)
folgt dann die Bedingung 2.).
1.) ⇐ 2.)
Es sei P(H + 2e˙) = {C1, . . . , Cν(H)+1} ∈ C0(H + 2e˙) eine maximale Kreispackung von
H + 2e˙, welche keine U¨bergangskreise entha¨lt. Dann sind drei Fa¨lle zu unterscheiden.
(a) In P(H + 2e˙) gibt es einen Kreis C¯ mit {(x,w1), (x,w2), (y, w1), (y, w2)} ⊆ E(C¯).
Dann ist P(H+2e˙)\{C¯} eine maximale Kreispackung von H ohne U¨bergangskreise.
Das stellt wiederum einen Widerspruch zu ν(H) = ν(H1) + ν(H2) + 1 dar.
(b) In P(H+2e˙) gibt es genau einen Kreis C¯ mit e˙1 ⊆ E(C¯) und es gilt (x,w2), (y, w2) /∈
E(P(H + 2e˙)). Dann ist P(H + 2e˙) \ {C¯} eine maximale Kreispackung von H ohne
U¨bergangskreise, was einen Widerspruch zu ν(H) = ν(H1) + ν(H2) + 1 darstellt.
(c) In P(H + 2e˙) gibt es genau einen Kreis C¯ mit e˙1 ⊆ E(C¯) und einen Kreis C¯ mit
e˙2 ⊆ E(C¯}. Dann ist P(H+2e˙)\{C¯, C¯}∪{Cˆ} mit Cˆ = ((C¯\ e˙1)∪(C¯\ e˙2))\{w1, w2}
eine maximale Kreispackung von H mit genau einem U¨bergangskreis Cˆ. Damit gilt
C1(H) 6= ∅. 
3.1.3 Bestimmung einer maximalen Kreispackung fu¨r
Graphen, die einen 2- bzw. 3-Separator enthal-
ten
In dem nachfolgenden Unterkapitel werden die Aussagen aus den Kapiteln 3.1.1 und 3.1.2
algorithmisch umgesetzt. Das bedeutet, dass in den Algorithmen die Kreispackungszahl
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ν(G) und eine maximale Kreispackung P(G) fu¨r einen Graphen G durch die Analyse der
modifizierten Untergraphen H1 und H2 des Graphen H bestimmt werden sollen. Dabei
wird der Fall eines Graphen mit einem 2-Separator getrennt vom Fall eines Graphen mit
einem 3-Separator betrachtet. In beiden Fa¨llen werden zuna¨chst die einzelnen Schritte des
Algorithmus beschrieben und anschließend der Algorithmus im Pseudocode formuliert.
Bestimmung einer maximalen Kreispackung fu¨r Graphen, die
einen 2-Separator enthalten
Nachfolgend wird ein Algorithmus zur Bestimmung einer maximalen Kreispackung P(G)
fu¨r einen Graphen G mit einem 2-Separator vorgestellt. Der Algorithmus liefert außerdem
die Kreispackungszahl ν(G). Zuna¨chst wird eine Beschreibung des Algorithmus gegeben.
Dabei seien G und H sowie H1 und H2 wie zuvor. Im Allgemeinen kann man, wie bereits
erwa¨hnt, nicht davon ausgehen, dass ein Separator gegeben ist. Fu¨r den speziellen Fall
des Auffindens eines 2-Separators sei daher auf [86] verwiesen.
Gegeben
Ein Graph G, welcher mindestens einen 2-Separator entha¨lt.
Schritt 1
Man bestimmt zuna¨chst einen 2-Separator S = {x, y} von G und setzt die Kante
e := (x, y). Anschließend werden die beiden Teilgraphen H1 und H2 erzeugt. Aller-
dings kann es in G Kanten (x, y) geben.
Wenn es in G Kanten (x, y) gibt, geht man zu Schritt 2.
Sonst geht man zu Schritt 3.
Schritt 2
In diesem Schritt werden die in G vorhandenen Kanten (x, y) ersetzt. Fu¨r jede
Kante (x, y) werden ein neuer Knoten und zwei neue Kanten eingefu¨gt. Anschließend
werden alle Kanten (x, y) aus dem Graphen entfernt und man geht zu Schritt 3.
Schritt 3
Es werden die Graphen Hi + e fu¨r alle i = 1, 2 gebildet, indem in H1 und H2 ei-
ne Kante e hinzugefu¨gt wird. Dann muss fu¨r die Graphen Hi bzw. Hi + e fu¨r alle
i = 1, 2 die Kreispackungszahl ν(Hi) bzw. ν(Hi + e) und eine maximale Kreispa-
ckung bestimmt werden. Anschließend ist zu unterscheiden, ob man auf Schritt 4
oder Schritt 5 verzweigt.
Falls das Kriterium aus Satz 3.6 nicht erfu¨llt ist, gibt es in einer maximalen Kreispa-
ckung immer mindestens einen U¨bergangskreis und es gilt ν(G) = ν(H1)+ν(H2)+1.
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In diesem Fall geht man zu Schritt 4.
Sonst geht man zu Schritt 5.
Schritt 4
In diesem Schritt wird aus den bisher bestimmten maximalen Kreispackungen ei-
ne maximale Kreispackung P(G) mit einem U¨bergangskreis und die entsprechende
Kreispackungszahl ν(G) bestimmt.
Wurde der Graph in Schritt 2 modifiziert, muss dies in der erzeugten Kreispackung
P(G) ru¨ckga¨ngig gemacht werden. Das geschieht in Schritt 6.
Ist dieser Schritt nicht notwendig, da in G keine Kante (x, y) enthalten ist, geht
man direkt zu Schritt 7.
Schritt 5
In diesem Schritt wird aus den bisher bestimmten maximalen Kreispackungen eine
maximale Kreispackung P(G) fu¨r G und die entsprechende Kreispackungszahl ν(G)
bestimmt. Die maximale Kreispackung P(G) entha¨lt keinen U¨bergangskreis.
Analog zu Schritt 4 muss, im Falle einer Modifikation des Graphen in Schritt 2, diese
in der erzeugten Kreispackung P(G) ru¨ckga¨ngig gemacht werden. Das geschieht in
Schritt 6.
Ist dieser Schritt nicht notwendig, geht man zu Schritt 7.
Schritt 6
Nachdem ν(G) und P(G) bestimmt wurden, werden die, in Schritt 2 eingefu¨gten
Knoten und Kanten, in Schritt 6 wieder durch die urspru¨nglichen Kanten (x, y)
ersetzt. Anschließend geht man zu Schritt 7.
Schritt 7
Abschließend wird in diesem Schritt die Kreispackung dem Graphen G zugeordnet,
da im Algorithmus alles unter Verwendung eines Hilfsgraphen durchgefu¨hrt wird.
Es folgt der Algorithmus im Pseudocode.
Algorithmus 1
Input G mit mindestens einem 2-Separator
Schritt 1 Bestimme 2-Separator {x, y} ∈ G
Setze e := (x, y) und G¯ := G
Bilde H1 = (V1, E1), H2 = (V2, E2) ⊂ G = (V (G), E(G)) mit
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V1 ∩ V2 = {x, y}
V1 ∪ V2 = V (G) ∪ {x, y}
E1 ∪ E2 = E(G)
Falls e ∈ E(G)
Gehe zu Schritt 2.
Sonst
Gehe zu Schritt 3.
Schritt 2 Bestimme F ′ := {p | p ∈ E(G), p = (x, y)}, m := |F ′| und n := |E1 ∩ F ′|
Setze E(G¯) = E(G¯) \ F ′ und
V (G¯) = V (G¯) ∪ {ui | i = 1, . . . ,m;ui /∈ V (G¯)}
Fu¨r i = 1, . . . ,m
Bilde ei1 := (x, ui) und ei2 := (ui, y)
Setze E(G¯) := E(G¯) ∪ {ei1 , ei2}
Setze E1 = E1 \ {E1 ∩ F ′} und E2 = E2 \ {E2 ∩ F ′}
Falls n 6= 0
Fu¨r j = 1, . . . , n
Setze V1 := V1 ∪ {uj} und
E1 = E1 ∪ {ej1 , ej2}
Falls n 6= m
Fu¨r j = n+ 1, . . . ,m
Setze V2 := V2 ∪ {uj} und
E2 = E2 ∪ {ej1 , ej2}
Sonst
Fu¨r j = 1, . . . ,m
Setze V2 := V2 ∪ {uj} und
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E2 = E2 ∪ {ej1 , ej2}
Schritt 3 Bilde H1 + e und H2 + e
Bestimme ν(H1), ν(H2), ν(H1 + e) und ν(H2 + e)
mit P(H1), P(H2), P(H1 + e) und P(H2 + e),
den mo¨glichen zugeho¨rigen maximalen Kreispackungen.
Falls ν(Hi + e) > ν(Hi) fu¨r alle i = 1, 2
Gehe zu Schritt 4.
Sonst
Gehe zu Schritt 5.
Schritt 4 Sei C1 ∈ P(H1 + e) mit e ∈ C1
und C2 ∈ P(H2 + e) mit e ∈ C2
Setze P(G¯) = P(H1 + e) ∪ P(H2 + e) \ {C1, C2} ∪ {C¯}
mit C¯ = (C1 ∪ C2) \ (C1 ∩ C2)
und ν(G) = ν(H1) + ν(H2) + 1
Falls {e} ∩ E(G) 6= ∅
Gehe zu Schritt 6.
Sonst
Gehe zu Schritt 7.
Schritt 5 Setze P(G¯) = P(H1) ∪ P(H2)
und ν(G) = ν(H1) + ν(H2)
Falls e ∈ E(G)
Gehe zu Schritt 6.
Sonst
Gehe zu Schritt 7.
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Schritt 6 Fu¨r i = 1, . . . ,m
Falls es C ∈ P(G¯) gibt mit ei1 = (x, ui), ei2 = (ui, y) ∈ C
Setze C = C \ {ei1 , ei2}+ {e}
und E(G¯) := E(G¯) \ {ei1 , ei2} ∪ {e}
Schritt 7 Setze P(G) = P(G¯)
STOP!
Bestimmung einer maximalen Kreispackung fu¨r Graphen, die
einen 3-Separator enthalten
Analog zum vorherigen Unterkapitel wird ein Algorithmus vorgestellt, welcher eine maxi-
male Kreispackung P(G) sowie die Kreispackungszahl ν(G) fu¨r einen gegebenen Graphen
G mit einem 3-Separator liefert. Es wird zuna¨chst wiederum eine Beschreibung des Algo-
rithmus gegeben. Dabei seien G und H sowie H1 und H2 wie zuvor.
Gegeben
Ein Graph G mit mindestens einem 3-Separator.
Schritt 1
Zuna¨chst bestimmt man einen 3-Separator S = {x, y, z} und setzt die Kantenmenge
F = {e, f, g} mit e := (x, y), f := (x, z) und g := (y, z). Anschließend werden die
beiden Teilgraphen H1 und H2 erzeugt. Allerdings kann es in G Kanten (x, y), (x, z)
und (y, z) geben. Diese werden in Schritt 2 beliebig H1 oder H2 zugeordnet.
Wenn es in G Kanten (x, y), (x, z) und (y, z) gibt, geht man daher zu Schritt 2.
Sonst geht man zu Schritt 3.
Schritt 2
In diesem Schritt werden die in G vorhandenen Kanten (x, y), (x, z) und (y, z) er-
setzt. Fu¨r jede Kante (x, y) bzw. (x, z) oder (y, z) werden ein neuer Knoten und zwei
neue Kanten eingefu¨gt. Anschließend werden alle Kanten (x, y), (x, z) und (y, z) aus
dem Graphen entfernt und man geht zu Schritt 3.
Schritt 3
Es werden die Graphen Hi + e,Hi + f,Hi + g,Hi + {e, f}, Hi + {e, g}, Hi + {g, f}
und Hi + F fu¨r alle i = 1, 2 gebildet. Anschließend muss fu¨r die Graphen Hi + e,
Hi + f,Hi + g,Hi + {e, f}, Hi + {e, g}, Hi + {g, f} und Hi + F fu¨r alle i = 1, 2 die
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Kreispackungszahl ν(Hi + e), ν(Hi + f), ν(Hi + g), ν(Hi + {e, f}), ν(Hi + {e, g}),
ν(Hi + {g, f}) und ν(Hi + F ) sowie eine entsprechende maximale Kreispackung
bestimmt werden. Anschließend ist zu unterscheiden, ob auf Schritt 4 oder Schritt
6 verzweigt wird.
Falls eine der Aussagen (a)-(c) aus Lemma 3.9 erfu¨llt ist, gibt es in einer maximalen
Kreispackung immer mindestens einen U¨bergangskreis und es gilt ν(G) ≥ ν(H1) +
ν(H2) + 1. In diesem Fall geht man zu Schritt 4.
Anderenfalls geht man zu Schritt 6.
Schritt 4
In diesem Schritt wird u¨berpru¨ft, wie viele U¨bergangskreise eine maximale Kreispa-
ckung von G mindestens enthalten muss.
Falls Aussage 2.) aus Satz 3.11 erfu¨llt ist, gibt es immer eine maximale Kreispackung
mit zwei U¨bergangskreisen und es folgt ν(G) = ν(H1) + ν(H2) + 2. In diesem Fall
geht man zu Schritt 5.
Falls Aussage 2.) aus Satz 3.11 nicht erfu¨llt ist, allerdings das Kriterium aus Lem-
ma 3.13, gibt es immer eine maximale Kreispackung mit einem U¨bergangskreis und
es ergibt sich ν(G) = ν(H1) + ν(H2) + 1. Aus den bisher bestimmten maximalen
Kreispackungen wird eine maximale Kreispackung P(G) mit einem U¨bergangskreis
erzeugt und die entsprechende Kreispackungszahl ν(G) identifiziert. Danach geht
man zu Schritt 7.
Falls das Kriterium aus Lemma 3.13 nicht erfu¨llt ist, gibt es immer eine maximale
Kreispackung mit drei U¨bergangskreisen und es gilt ν(G) = ν(H1)+ν(H2)+1. Man
konstruiert aus den bisher bestimmten maximalen Kreispackungen eine maximale
Kreispackung P(G) mit drei U¨bergangskreisen und bestimmt die entsprechende
Kreispackungszahl ν(G). Anschließend geht man zu Schritt 7.
Schritt 5
In diesem Schritt werden aus den bisher gefundenen maximalen Kreispackungen eine
maximale Kreispackung P(G) mit zwei U¨bergangskreisen und die entsprechende
Kreispackungszahl ν(G) bestimmt. Anschließend geht man zu Schritt 7.
Schritt 6
In diesem Schritt werden aus den bisher bestimmten maximalen Kreispackungen
eine maximale Kreispackung P(G) ohne U¨bergangskreise und die entsprechende
Kreispackungszahl ν(G) bestimmt. Anschließend geht man zu Schritt 7.
Schritt 7
Wurde der Graph in Schritt 2 modifiziert, muss dies in der erzeugten Kreispackung
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P(G) ru¨ckga¨ngig gemacht werden. Das geschieht in Schritt 8.
Ist dieser Schritt nicht notwendig, da in G keine Kante (x, y), (x, z) bzw. (y, z)
enthalten ist, geht man direkt zu Schritt 9.
Schritt 8
Nachdem ν(G) und P(G) bestimmt wurden, werden die, in Schritt 2 eingefu¨gten
Knoten und Kanten, in Schritt 8 wieder durch die urspru¨nglichen Kanten (x, y),
(x, z) und (y, z) ersetzt. Anschließend geht man zu Schritt 9.
Schritt 9
Abschließend wird in diesem Schritt die Kreispackung dem Graphen G zugeordnet,
da im Algorithmus alles unter Verwendung eines Hilfsgraphen durchgefu¨hrt wird.
Es folgt der Algorithmus im Pseudocode.
Algorithmus 2
Input G mit mindestens einem 3-Separator
Schritt 1 Bestimme 3-Separator {x, y, z} ∈ G
Setze e := (x, y), f := (x, z) und g := (y, z), F˜ := {e, f, g} und G¯ := G
Bilde H1 = (V1, E1), H2 = (V2, E2) ⊂ G = (V (G), E(G)) mit
V1 ∩ V2 = {x, y, z}
V1 ∪ V2 = V (G) ∪ {x, y, z}
E1 ∪ E2 = E(G)
Falls F˜ ∩ E(G) 6= ∅
Gehe zu Schritt 2.
Sonst
Gehe zu Schritt 3.
Schritt 2 Falls e ∈ E(G)
Bestimme F ′1 := {p | p ∈ E(G), p = (x, y)}, m1 := |F ′1|
und n1 := |E1 ∩ F ′1|
Setze E(G¯) = E(G¯) \ F ′1 und
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V (G¯) = V (G¯) ∪ {ui | i = 1, . . . ,m1;ui /∈ V (G¯)}
Fu¨r i = 1, . . . ,m1
Bilde ei1 := (x, ui) und ei2 := (ui, y)
Setze E(G¯) := E(G¯) ∪ {ei1 , ei2}
Setze E1 = E1 \ (E1 ∩ F ′1) und E2 = E2 \ (E2 ∩ F ′1)
Falls n1 6= 0
Fu¨r j = 1, . . . , n1
Setze V1 := V1 ∪ {uj} und
E1 = E1 ∪ {ej1 , ej2}
Falls n1 6= m1
Fu¨r j = n1 + 1, . . . ,m1
Setze V2 := V2 ∪ {uj} und
E2 = E2 ∪ {ej1 , ej2}
Sonst
Fu¨r j = 1, . . . ,m1
Setze V2 := V2 ∪ {uj} und
E2 = E2 ∪ {ej1 , ej2}
Falls f ∈ E(G)
Bestimme F ′2 := {p | p ∈ E(G), p = (x, z)}, m2 := |F ′2|
und n2 := |E1 ∩ F ′2|
Setze E(G¯) = E(G¯) \ F ′2 und
V (G¯) = V (G¯) ∪ {vi | i = 1, . . . ,m2; vi /∈ V (G¯)}
Fu¨r i = 1, . . . ,m2
Bilde fi1 := (x, vi) und fi2 := (vi, z)
Setze E(G¯) := E(G¯) ∪ {fi1 , fi2}
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Setze E1 = E1 \ (E1 ∩ F ′2) und E2 = E2 \ (E2 ∩ F ′2)
Falls n2 6= 0
Fu¨r j = 1, . . . , n2
Setze V1 := V1 ∪ {vj} und
E1 = E1 ∪ {fj1 , fj2}
Falls n2 6= m2
Fu¨r j = n2 + 1, . . . ,m2
Setze V2 := V2 ∪ {vj} und
E2 = E2 ∪ {fj1 , fj2}
Sonst
Fu¨r j = 1, . . . ,m2
Setze V2 := V2 ∪ {vj} und
E2 = E2 ∪ {fj1 , fj2}
Falls g ∈ E(G)
Bestimme F ′3 := {p | p ∈ E(G), p = (y, z)}, m3 := |F ′3|
und n3 := |E1 ∩ F ′3|
Setze E(G¯) = E(G¯) \ F ′3 und
V (G¯) = V (G¯) ∪ {wi | i = 1, . . . ,m3;wi /∈ V (G¯)}
Fu¨r i = 1, . . . ,m3
Bilde gi1 := (y, wi) und gi2 := (wi, z)
Setze E(G¯) := E(G¯) ∪ {gi1 , gi2}
Setze E1 = E1 \ (E1 ∩ F ′3) und E2 = E2 \ (E2 ∩ F ′3)
Falls n3 6= 0
Fu¨r j = 1, . . . , n3
Setze V1 := V1 ∪ {wj} und
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E1 = E1 ∪ {gj1 , gj2}
Falls n3 6= m3
Fu¨r j = n3 + 1, . . . ,m3
Setze V2 := V2 ∪ {wj} und
E2 = E2 ∪ {gj1 , gj2}
Sonst
Fu¨r j = 1, . . . ,m3
Setze V2 := V2 ∪ {wj} und
E2 = E2 ∪ {gj1 , gj2}
Schritt 3 Bilde
H1 + e, H1 + f , H1 + g, H1 + {e, f}, H1 + {e, g}, H1 + {g, f}
und H1 + F˜ sowie
H2 + e, H2 + f , H2 + g, H2 + {e, f}, H2 + {e, g}, H2 + {g, f}
und H2 + F˜
Bestimme ν(Hi), ν(Hi + e), ν(Hi + f), ν(Hi + g), ν(Hi + {e, f}),
ν(Hi + {e, g}),ν(Hi + {g, f}) und ν(Hi + F˜ ) fu¨r alle i = 1, 2
mit P(Hi), P(Hi + e), P(Hi + f), P(Hi + g), P(Hi + {e, f}),
P(Hi + {e, g}), P(Hi + {g, f}) und P(Hi + F˜ ) fu¨r alle i = 1, 2.
Falls es p ∈ F˜ gibt mit ν(Hi + p) > ν(Hi) fu¨r alle i = 1, 2
Gehe zu Schritt 4.
Falls es p, q ∈ F˜ , p 6= q gibt mit
ν(H1 + {p, q}) + ν(H2 + {p, q}) = ν(H1) + ν(H2) + 3
Gehe zu Schritt 4.
Falls ν(Hi + F˜ ) = ν(Hi) + 2 fu¨r alle i = 1, 2
Gehe zu Schritt 4.
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Sonst
Gehe zu Schritt 6.
Schritt 4 Falls es p ∈ F˜ gibt mit ν(Hi + p) > ν(Hi) fu¨r alle i = 1, 2
Falls es q ∈ F˜ , p 6= q gibt
mit ν(Hi + {p, q}) > ν(Hi + p) fu¨r alle i = 1, 2
Gehe zu Schritt 5.
Sonst
Sei C1 ∈ P(H1 + p) mit p ∈ C1
und C2 ∈ P(H2 + p) mit p ∈ C2
Setze P(G¯) = {P(H1 + p) ∪ P(H2 + p)} \ {C1, C2} ∪ {C¯}
mit C¯ = (C1 ∪ C2) \ (C1 ∩ C2)
und ν(G) = ν(H1) + ν(H2) + 1
Gehe zu Schritt 7.
Sonst
Sei Ci1 ∈ P(Hi + F˜ ) mit e ∈ Ci1 fu¨r alle i = 1, 2
und Ci2 ∈ P(Hi + F˜ ) mit f ∈ Ci2 fu¨r alle i = 1, 2
und Ci3 ∈ P(Hi + F˜ ) mit g ∈ Ci3 fu¨r alle i = 1, 2
Setze
P(G¯) = {P(H1 + F˜ ) ∪ P(H2 + F˜ )} \ {C11 , C21 , C12 , C22 , C13 , C23}
∪{C1} ∪ {C2} ∪ {C3}
mit C1 = (C11 ∪ C21) \ (C11 ∩ C21)
und C2 = (C12 ∪ C22) \ (C12 ∩ C22)
und C3 = (C13 ∪ C23) \ (C13 ∩ C23)
und ν(G) = ν(H1) + ν(H2) + 1
Gehe zu Schritt 7.
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Schritt 5 Sei Ci1 ∈ P(Hi + {p, q}) mit p ∈ Ci1 fu¨r alle i = 1, 2
und Ci2 ∈ P(Hi + {p, q}) mit q ∈ Ci2 fu¨r alle i = 1, 2
Setze
P(G¯) = {P(H1 + {p, q}) ∪ P(H2 + {p, q})} \ {C11 , C21 , C12 , C22} ∪ {C1} ∪ {C2}
mit C1 = (C11 ∪ C21) \ (C11 ∩ C21)
und C2 = (C12 ∪ C22) \ (C12 ∩ C22)
und ν(G) = ν(H1) + ν(H2) + 2
Gehe zu Schritt 7.
Schritt 6 Setze P(G¯) = P(H1) ∪ P(H2)
und ν(G) = ν(H1) + ν(H2)
Gehe zu Schritt 7.
Schritt 7 Falls F˜ ∩ E(G) 6= ∅
Gehe zu Schritt 8.
Sonst
Gehe zu Schritt 9.
Schritt 8 Falls e ∈ E(G)
Fu¨r i = 1, . . . ,m1
Falls es C ∈ P(G¯) gibt mit ei1 := (x, ui), ei2 := (ui, y) ∈ C
Setze C = C \ {ei1 , ei2}+ {e}
und E(G¯) := E(G¯) \ {ei1 , ei2} ∪ {e}
Falls f ∈ E(G)
Fu¨r i = 1, . . . ,m2
Falls es C ∈ P(G¯) gibt mit fi1 := (x, ui), fi2 := (ui, z) ∈ C
Setze C = C \ {fi1 , fi2}+ {f}
und E(G¯) := E(G¯) \ {fi1 , fi2} ∪ {f}
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Falls g ∈ E(G)
Fu¨r i = 1, . . . ,m3
Falls es C ∈ P(G¯) gibt mit gi1 := (y, ui), gi2 := (ui, z) ∈ C
Setze C = C \ {gi1 , gi2}+ {g}
und E(G¯) := E(G¯) \ {gi1 , gi2} ∪ {g}
Schritt 9 Setze P(G) = P(G¯)
STOP!
Das vorgestellte algorithmische Konzept erlaubt eine rekursive Anwendung in Graphen,
in denen die Untergraphen Hi, bzw. die modifizierten Untergraphen mit zugefu¨gten Kan-
ten, wiederum mindestens einen 2- oder 3-Separator besitzen. Bestenfalls wa¨re es mo¨glich,
die Graphen so zu
”
verkleinern“ (Verringerung der Knoten und Kantenanzahl), dass man
Graphen entha¨lt, fu¨r die es
”
einfach“ ist, eine maximale Kreispackung zu bestimmen.
Dies ist beispielsweise der Fall, wenn eine maximale Kreispackung fu¨r den Graphen be-
reits bekannt ist. In diesem Fall ko¨nnte man durch eine Ru¨ckwa¨rtsrechnung ebenfalls
eine maximale Kreispackung fu¨r G erzeugen. Das bedeutet, setzt man die Kenntnis der
maximalen Kreispackungen von H1, H2 und den, um die entsprechenden Kanten erwei-
terten, modifizierten Untergraphen voraus, so kann man unter Verwendung der Aussagen
aus Kapitel 3.1 aus diesen maximalen Kreispackungen eine maximale Kreispackung von
G herleiten. Des weiteren ist es mo¨glich Bedingungen fu¨r einen Graphen zu formulie-
ren, welche garantieren, dass eine sukzessive Verkleinerung des Graphen durch bestimmte
k-Separatoren mo¨glich ist. Betrachtet man beispielsweise einen Graphen G = (V,E), wel-
cher einen k-Separator mit k ≤ 3 entha¨lt, so liefert die Bedingung δ(v) ≤ 3 fu¨r alle v ∈ V ,
dass G iterativ durch k-Separatoren mit k ≤ 3 zerlegbar ist (vgl. hierzu [8]).
3.2 Aussagen fu¨r Graphen, die einen k-Separator mit
k ≥ 4 enthalten
In den Kapiteln 3.1.1 und 3.1.2 kann man erkennen, dass es formale A¨hnlichkeiten in
den Bedingungen im Fall eines vorliegenden 2-Separators und im Fall eines vorliegenden
3-Separators gibt. Die Bedingungen aus Satz 3.6 finden sich beispielsweise bei der Betrach-
tung eines Graphen mit einem 3-Separator in Lemma 3.13 wieder. Sie mu¨ssen allerdings
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um zusa¨tzliche Bedingungen erweitert werden, damit ν(H) = ν(H1) + ν(H2) + 1 auch
im Falle des 3-Separators gewa¨hrleistet werden kann. In einigen Fa¨llen ist es allerdings
mo¨glich, dass die Betrachtung von zwei der drei Separatorknoten x, y und z ausreichen
wu¨rde, um erste Aussagen u¨ber ν(G) und P(G) zu ta¨tigen. Dies wa¨re zum Beispiel der Fall,
wenn ν(Hi+e) = ν(Hi)+1 fu¨r e = (x, y) und alle i = 1, 2. In diesem Fall kann man sofort
ν(H) > ν(H1) + ν(H2) schließen. Es stellt sich die Frage, ob man Bedingungen fu¨r ei-
ne Teilmenge der Separatorknoten angeben kann, welche ebenfalls eine Bestimmung von
ν(G) und P(G) ermo¨glichen. Allgemeine Aussagen zu den Zusammenha¨ngen von ν(G)
mit bestimmten Bedingungen an eine Teilmenge von Separatorknoten wurden in [48]
vero¨ffentlicht. Die dort dargestellten Ergebnisse werden nachfolgend kurz wiedergegeben
und erla¨utert. Da sie aber keinen wesentlichen Anteil dieser Arbeit darstellen, wird fu¨r
die Beweise auf [48] verwiesen.
Es sei G ein Graph und S ein k-Separator von G mit 1 ≤ k ≤ |V (G)| − 2. Die Knoten-
mengen V1 und V2 seien, wie zuvor, definiert. Der gegebene Graph G wird zuna¨chst zu
einem Graphen G(T ) modifiziert, wobei T eine Teilmenge der Separatorknoten ist. Fu¨r
die Modifikation sind einige Definitionen notwendig.
Sei x ∈ S ein Separatorknoten, dann beschreibt die Kantenmenge
EG(x,W ) := {q ∈ E(G) | q = (x, u), u ∈ W ⊆ V (G)}
die Menge aller Kanten aus E(G) mit Endknoten x und einem Endknoten u aus
W ⊆ V (G). Fu¨r W = S ist EG(x, S) die Menge aller Kanten aus E(G) mit Endknoten
x und einem weiteren Separatorknoten. Die Multimengen E1 und E2 seien zwei disjunkte
Teilmengen von EG(x, S) mit E1 ∪ E2 = EG(x, S).
Fu¨r eine Teilmenge T der Separatorknoten mit T ⊆ S\{x} entsteht G(T ) folgendermaßen
• Man lo¨scht zuna¨chst x.
• Anschließend fu¨gt man zwei neue Knoten x1 und x2 ein, also
V (G(T )) = V (G) \ x ∪ {x1, x2}
mit x1 ∈ V1 und x2 ∈ V2.
• Nun wird jede Kante (x, y) ∈ {E1 ∪EG(x, V1)} durch eine Kante (x1, y) ersetzt und
jede Kante (x, y) ∈ {E2 ∪ EG(x, V2)} durch eine Kante (x2, y) ersetzt.
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• Abschließend fu¨gt man fu¨r alle y ∈ T zwei zusa¨tzliche Kanten e1,y = (x1, y) und
e2,y = (x2, y) ein. Es folgt
E(G(T )) = E(G)\((E1∪EG(x, V1))∪(E2∪EG(x, V2)))
∪{(x1, y) | (x, y) ∈ (E1∪EG(x, V1))}∪{(x2, y) | (x, y) ∈ (E2∪EG(x, V2))}
∪{(x1, y) | y ∈ T} ∪ {(x2, y) | y ∈ T}
Die Modifikation bedeutet, dass man in G(T ) die Anzahl der Separatorknoten gegenu¨ber
G um einen Knoten reduziert hat. Zur Veranschaulichung sei der in Abbildung 3.9 dar-
gestellte Graph G mit einem k-Separator S = {v1, . . . , vk} betrachtet.
v1
v2
vk−1
vk
T
Abbildung 3.9: Ein Beispielgraph G mit einem k-Separator S und der Teilmenge T ⊆ S
Die Separatorknoten, welche im blau markierten Bereich liegen, geho¨ren in diesem Beispiel
zur Menge T . Zudem seien (v1, v2) und (v2, vk) (lila markiert) Kanten der Menge E1 und
(v1, vk) (rot markiert) eine Kante der Menge E2. Des weiteren sei x = v1 festgelegt. Der
modifizierte Graph G(T ) ist in Abbildung 3.10 abgebildet.
Bei der Modifikation von G wird zuna¨chst der festgelegte Knoten v1 durch einen Knoten
v11 in der Menge V1 und einen Knoten v12 in der Menge V2 ersetzt. Alle mit v1 inzidenten
Kanten aus V1 bzw. alle E1 zugeordneten Kanten mit Endknoten v1 werden durch inzi-
dente Kanten mit v11 ersetzt (lila markiert). Analog werden alle mit v1 inzidenten Kanten
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v2
vk−1
vk
T
v11 v12
Abbildung 3.10: Der modifizierte Graph G(T )
aus V2 bzw. alle E2 zugeordneten Kanten mit Endknoten v1 durch inzidente Kanten mit
v12 ersetzt (rot markiert). Abschließend fu¨gt man fu¨r jeden Separatorknoten y ∈ T je eine
neue Kante mit Endknoten y und v11 bzw. y und v12 ein (gru¨n markiert). Dies erfolgt
auch, falls diese Kante durch den vorherigen Schritt bereits besteht.
Mit dem modifizierten Graphen G(T ) ist in [48] folgender Satz formuliert.
Satz 3.15:
Falls G, S, V1, V2, x, E1, und E2, wie zuvor definiert, gegeben sind, gilt
ν(G) = max {ν(G(T ))− |T | | T ⊆ S \ {x}} .
Die Aussage aus Satz 3.15 besagt, dass man ν(G) bestimmen kann, indem man einen
Separatorknoten x festlegt und fu¨r alle Teilmengen T der restlichen Separatorknoten die
Kreispackungszahl ν(G(T )) bestimmt. Die maximale Differenz zwischen ν(G(T )) und der
Anzahl von Knoten in T ergibt dann ν(G). Der Satz folgt aus den beiden nachfolgenden
Lemmata. In Lemma 3.16 wird dabei zuna¨chst ausgesagt, dass die Differenz aus ν(G(T ))
und der Anzahl von Knoten in T fu¨r alle Teilmengen T eine untere Schranke von ν(G)
darstellt.
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Lemma 3.16:
Falls G, S, V1, V2, x, E1, und E2, wie zuvor definiert, gegeben sind, dann gilt
ν(G) ≥ ν(G(T ))− |T | fu¨r alle T ⊆ S \ {x}.
Die Existenz einer Menge T , sodass die Ungleichung in Lemma 3.16 mit Gleichheit erfu¨llt
ist, wird durch Lemma 3.17 gezeigt.
Lemma 3.17:
Falls G, S, V1, V2, x, E1, und E2 gegeben sind, wie zuvor definiert, dann existiert eine
Menge T ⊆ S \ {x} so dass gilt
ν(G) = ν(G(T ))− |T |.
Abschließend wird nun eine allgemeine Aussage u¨ber den Zusammenhang der Mindestan-
zahl von U¨bergangskreisen in einer maximalen Kreispackung von H und einer maximalen
Kreispackung von H + 2e˙ bewiesen werden. Dabei seien die Graphen H und H + 2e˙ wie
zuvor definiert.
Satz 3.18:
Es sei H ein Graph, S ein k-Separator von H und F = {(x, y) | x, y ∈ S, x 6= y}
mit (x, y) = (y, x), fu¨r alle x, y ∈ S. Zudem sei a ∈ N mit 2 ≤ a ≤ ν(H) und
C0(H) = ∅,. . . , Ca−1(H) = ∅. Dann folgt aus Bedingung 1.) die Bedingung 2.)
1.) Ca(H) 6= ∅
2.) ∀e ∈ F gilt C0(H + 2e˙) = · · · = Ca−2(H + 2e˙) = ∅ und eine der folgenden zwei
Bedingungen ist erfu¨llt
(a) ∃e ∈ F , so dass Ca−1(H + 2e˙) 6= ∅
(b) ∀e ∈ F gilt Ca−1(H + 2e˙) = ∅ und es existiert a′ ∈ N mit Ca′(H + 2e˙) 6= ∅ und
a ≤ a′ ≤ a+ 1
Beweis:
Angenommen, es existiere b ∈ N mit 0 ≤ b < a− 1 und e ∈ F derart, dass
C0(H + 2e˙) = · · · = Cb−1(H + 2e˙) = ∅ und Cb(H + 2e˙) 6= ∅.
Dann sind drei Fa¨lle zu unterscheiden:
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1.) Es gibt eine maximale Kreispackung P¯(H + 2e˙) ∈ Cb(H + 2e˙) mit einem U¨ber-
gangskreis C1 = (e˙1 ∪ e˙2) ∈ P¯(H + 2e˙). Dann ist P¯(H + 2e˙) \ {C1} eine maximale
Kreispackung von H mit b− 1 < a− 2 U¨bergangskreisen. Dies ist ein Widerspruch
zu C0(H) = · · · = Ca−1(H) = ∅.
2.) Es gibt eine maximale Kreispackung P¯(H + 2e˙) ∈ Cb(H + 2e˙), fu¨r die gilt
e˙1 ⊆ E(C1) ⊆ E(P¯(H+2e˙)) und e˙2∩E(P¯(H+2e˙)) = ∅. Dann ist P¯(H+2e˙)\{C1}
eine maximale Kreispackung von H mit ho¨chstens b < a−1 U¨bergangskreisen. Dies
ist ein Widerspruch zu C0(H) = · · · = Ca−1(H) = ∅.
3.) In jeder maximalen Kreispackung vom Graphen H + 2e˙ gibt es zwei Kreise
C1, C2 ∈ P(H + 2e˙) ∈ Cb(H + 2e˙), fu¨r die gilt e˙1 ⊂ E(C1) und e˙2 ⊂ E(C2). In
diesem Fall ist Pˇ(H) = P (H + 2e˙) \ {C1, C2} ∪ ((C1 ∪ C2) \ (e˙1 ∪ e˙2)) eine maxi-
male Kreispackung von H mit ho¨chstens b + 1 < a U¨bergangskreisen. Dies ist ein
Widerspruch zu C0(H) = · · · = Ca−1(H) = ∅.
In allen drei Fa¨llen hat man einen Widerspruch erzeugt. Somit gilt fu¨r jede Kante e ∈ F ,
dass C0(H+2e˙) = · · · = Ca−2(H+2e˙) = ∅. Es bleibt zu zeigen, dass eine der Bedingungen
2.) (a) und (b) erfu¨llt ist.
Sei nun P(H) = {C1, . . . , Cν(H)−a} ∪ {C ′1} ∪ · · · ∪ {C ′a} ∈ Ca(H) eine maximale Kreispa-
ckung von H mit a U¨bergangskreisen C ′1, . . . , C
′
a. Zudem sei definiert
QP(H) = {s ∈ S | ∃ ein U¨bergangskreis C ∈ P(H) mit s ∈ V (C)}
Man unterscheidet zwei Fa¨lle
1.) Es existiert eine maximale Kreispackung P¯(H) ∈ Ca(H) mit einem U¨bergangskreis
C¯ ∈ P¯(H) fu¨r den gilt |V (C¯) ∩ S| = 2. Es sei {x, y} ⊆ S mit C¯ ∩ QP¯(H) = {x, y}.
Wa¨hle e = (x, y), dann ist P¯(H+2e˙) = P¯(H)\{C¯}∪(C¯∩H1∪e˙1)∪(C¯∩H2∪e˙2) eine
maximale Kreispackung von H+2e˙ mit ν(H)+1 Kreisen und a−1 U¨bergangskreisen.
Damit ist Bedingung 2.)(a) erfu¨llt.
2.) Fu¨r alle maximalen Kreispackungen von H mit P(H) ∈ Ca(H) gilt, dass es in der
Knotenmenge eines jeden U¨bergangskreises C ∈ PH mindestens vier Separatorkno-
ten gibt, also |V (C) ∩QP(H)| ≥ 4.
Es sei angenommen, dass Ca−1(H + 2e˙) 6= ∅. Dann sind analog zum Beweis von
C0(H + 2e˙) = ∅,. . . , Ca−2(H + 2e˙) = ∅ wiederum drei Fa¨lle zu unterscheiden:
(a) Es gibt eine maximale Kreispackung P˜(H + 2e˙) ∈ Ca−1(H + 2e˙) mit einem
U¨bergangskreis Cˆ1 ∈ P˜(H + 2e˙) mit E(Cˆ1) = {e˙, e˙}: In diesem Fall ist
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P˜(H + 2e˙) \ {Cˆ1} eine maximale Kreispackung von H mit a − 2 U¨bergangs-
kreisen. Dies ist ein Widerspruch zu C0(H) = · · · = Ca−1(H) = ∅.
(b) Es gibt eine maximale Kreispackung Pˆ(H + 2e˙) ∈ Cb(H + 2e˙), fu¨r die gilt
e˙1 ⊆ E(Cˆ1) ⊆ E(Pˆ(H + 2e˙)) und e˙2 ∩ E(Pˆ(H + 2e˙)) = ∅: Dann ist
Pˆ(H+2e˙)\{Cˆ1} eine maximale Kreispackung von H mit ho¨chstens a−1 U¨ber-
gangskreisen. Dies ist wieder ein Widerspruch zu C0(H) = · · · = Ca−1(H) = ∅.
(c) In allen maximalen Kreispackungen von H + 2e˙ gibt es zwei Kreise
Cˆ1, Cˆ2 ∈ P(H + 2e˙) ∈ Ca−1(H + 2e˙) mit e˙1 ⊂ E(Cˆ1) und e˙2 ⊂ E(Cˆ2): Dann ist
Pˇ(H) = P (H+2e˙)\{Cˆ1, Cˆ2}∪{Cˆ3} mit Cˆ3 = (Cˆ1∪Cˆ2)\(e˙1∪e˙2) eine maximale
Kreispackung von H. In dem betrachteten Fall entha¨lt jeder U¨bergangskreis
einer maximalen Kreispackung von H mindestens vier Separatorknoten. Falls
Cˆ3 ein U¨bergangskreis ist, ergibt sich, dass mindestens einer der beiden Kreise
Cˆ1 und Cˆ2 ebenfalls ein U¨bergangskreis ist. Damit hat Pˇ(H) ho¨chstens a − 1
U¨bergangskreise. Dies ist ein Widerspruch zu C0(H) = · · · = Ca−1(H) = ∅.
In allen drei Fa¨llen ergibt sich erneut ein Widerspruch. Daher war die Annahme
falsch und man erha¨lt Ca−1(H + 2e˙) = ∅.
Sei nun e = (x, y) mit x, y ∈ QP(H) so, dass ein Kreis C¯ ∈ P¯(H) existiert, fu¨r den
gilt {x, y} ⊂ V (C¯). Dann ist mindestens einer der Kreise C˜1 = (C¯ ∩ H1) ∪ e˙1 und
C˜2 = (C¯ ∩H2)∪ e˙2 ein U¨bergangskreis und P¯(H + 2e˙) = P¯(H) \ {C¯}∪{C˜1}∪{C˜2}
ist eine maximale Kreispackung von H + 2e˙ mit a oder a + 1 U¨bergangskreisen.
Folglich existiert a′ ∈ N mit Ca′(H + 2e˙) und a ≤ a′ ≤ a+ 1 und es folgt Bedingung
2.)(b). 
Es zeigt sich, dass die Aussagen 1.) und 2.) keine a¨quivalenten Aussagen sind. Man be-
trachte dazu folgenden Beispielgraphen H in Abbildung 3.11.
Fu¨r den Graphen H ist S = {v1, v2, v3, v4} ein 4-Separator. Außerdem gilt ν(H) = 6
und eine maximale Kreispackung P(H) ist eindeutig. Sie besteht aus den sechs farbig
markierten Kreisen C1 (rot), C2 (gru¨n), C3 (blau), C4 (lila), C5 (gelb) und C6 (braun).
Es sei a = 5 gesetzt. Offensichtlich gilt C0(H) = C1(H) = C2(H) = C3(H) = C4(H) = ∅.
Zudem ist Bedingung 2.)(b) erfu¨llt. Um dies zu verdeutlichen, sei O. B. d. A. e = (v1, v2).
In diesem Fall hat der Graph H + 2e˙ die in Abbildung 3.12 dargestellte Form
Es gilt ν(H + 2e˙) = 7 und eine maximale Kreispackung ist nicht eindeutig. Allerdings
entha¨lt jede maximale Kreispackung die Kreise C1, C2, C4, C5 und C6. Folglich ergibt sich
C0(H+2e˙) = C1(H+2e˙) = C2(H+2e˙) = C3(H+2e˙) = C4(H+2e˙) = ∅. Bezeichnet man den
in Abbildung 3.12 blau markierten Kreis mit C˜3 und den rosa markierten Kreis mit C˜7, so
Aussagen fu¨r Graphen, die einen k-Separator mit k ≥ 4 enthalten 90
v2
v4
v3
v1
Abbildung 3.11: Ein Beispielgraph H mit einem 4-Separator S = {v1, v2, v3, v4}
v2
v4
v3
v1
Abbildung 3.12: Ein Graph H + 2e˙ mit e = (v1, v2)
ist P(H + 2e˙) = {C1, C2, C˜3, C4, C5, C6, C˜7} eine maximale Kreispackung und man erha¨lt
C5(H + 2e˙) 6= ∅. Folglich ist fu¨r die Kante e = (v1, v2) Aussage 2.)(b) gegeben. Analog
ergibt sich dies fu¨r jede weitere Kante f ∈ F mit f 6= e. Damit sind alle Bedingungen aus
Aussage 2.)(b) erfu¨llt. Allerdings ist C5(H) = ∅ und Aussage 1.) gilt nicht.
Man kann aber zeigen, dass aus Aussage 2.)(a) Aussage 1.) folgt.
Aussagen fu¨r Graphen, die einen k-Separator mit k ≥ 4 enthalten 91
Lemma 3.19:
Es sei H ein Graph, S ein k-Separator von H und F = {(x, y) | x, y ∈ S, x 6= y}
mit (x, y) = (y, x), fu¨r alle x, y ∈ S. Zudem sei a ∈ N mit 2 ≤ a ≤ ν(H) und
C0(H) = · · · = Ca−1(H) = ∅. Dann gilt: 2 .)⇒ 1 .) fu¨r die Bedingungen
1.) Ca(H) 6= ∅
2.) ∀e ∈ F gilt C0(H + 2e˙) = · · · = Ca−2(H + 2e˙) = ∅ und es existiert e ∈ F , so dass
Ca−1(H + 2e˙) 6= ∅
Beweis:
Sei P(H + 2e˙) = {C1, . . . , Cν(H)+1−(a−1)} ∪ {C ′1} ∪ · · · ∪ {C ′a−1} ∈ Ca−1(H + 2e˙) eine
maximale Kreispackung von H + 2e˙ mit a − 1 U¨bergangskreisen C ′1, . . . , C ′a−1. Es gilt
Ca−2(H + 2e˙) = ∅. Man unterscheidet drei Fa¨lle
(i) In P(H + 2e˙) gibt es einen Kreis C¯ mit {e˙1 ∪ e˙2} ⊆ E(C¯): Dann ist C¯ ein U¨ber-
gangskreis. Damit ist {C1, . . . , Cν(H)+1−(a−1)}∪{C ′1}∪ · · ·∪{C ′a−1}\{C¯} ∈ Ca−2(H)
eine maximale Kreispackung von H mit a − 2 U¨bergangskreisen. Dies ist einen
Widerspruch zu Ca−2(H) = ∅.
(ii) In P(H + 2e˙) existiert ein Kreis C¯ mit e˙1 ⊆ E(C¯) und e˙2 * E(P(H + 2e˙)): Man
betrachte zwei Fa¨lle
α) C¯ ∈ {C ′1, . . . , C ′a−1}: Dann ist {C1, . . . , Cν(H)+1−(a−1)} ∪ {C ′1} ∪ · · · ∪ {C ′a−1} \
{C¯} ∈ Ca−2(H) eine maximale Kreispackung von H mit a−2 U¨bergangskreisen.
Dies ist ebenfalls ein Widerspruch zu Ca−2(H) = ∅.
β) C¯ ∈ {C1, . . . , Cν(H)+1−(a−1)}: In diesem Fall ist {C1, . . . , Cν(H)+1−(a−1)}∪{C ′1}∪
· · · ∪ {C ′a−1} \ {C¯} ∈ Ca−1(H) eine maximale Kreispackung von H mit a − 1
U¨bergangskreisen. Das ist ein Widerspruch zu Ca−1(H) = ∅.
(iii) In P(H + 2e˙) existieren zwei Kreise C¯ mit e1 ⊆ E(C¯) und C¯ mit e2 ⊆ E(C¯)): Man
betrachte erneut zwei Fa¨lle
α) O. B. d. A. sei C¯ ∈ {C ′1, . . . , C ′a−1} und C¯ ∈ {C1, . . . , Cν(H)+1−(a−1)}: Dann
ist P(H + 2e˙) \ {C¯, C¯} ∪ {Cˆ} mit E(Cˆ) = (E(C¯) ∪ E(C¯)) \ (e˙1 ∪ e˙2) eine
maximale Kreispackung von H mit a − 2 bzw. a − 1 U¨bergangskreisen, was
einen Widerspruch zu Ca−2(H) = ∅ bzw. Ca−1(H) = ∅ darstellt.
β) C¯, C¯ ∈ {C1, . . . , Cν(H)+1−(a−1)}: O. B. d. A. kann man annehmen, dass
C¯ ∈ H1 + e˙ und C¯ ∈ H2 + e˙. Dann ist P(H + 2e˙) \ {C¯, C¯} ∪ {Cˆ} mit
Cˆ = (C¯ ∪ C¯) \ (e˙1 ∪ e˙2) eine maximale Kreispackung von H mit a U¨ber-
gangskreisen C ′1, . . . , C
′
a−1 and Cˆ. Es gilt Ca(H) 6= ∅.
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γ) C¯, C¯ ∈ {C ′1, . . . , C ′a−1}: In diesem Fall ist P(H + 2e˙) \ {C¯, C¯} ∪ {Cˆ} mit
E(Cˆ) = (E(C¯) ∪ E(C¯)) \ (e˙1 ∪ e˙2) eine maximale Kreispackung von H mit
a− 2 U¨bergangskreisen, was einen Widerspruch zu Ca−2(H) = ∅ darstellt. 
In Kapitel 3 wurde gezeigt, dass es mo¨glich ist, die Kreispackungszahl ν(G) unter Aus-
nutzung bestimmter Eigenschaften eines Graphen zu bestimmen. In diesem Fall wurden
Knotenseparatoren betrachtet, um einen Graphen sukzessive in kantendisjunkte Unter-
graphen zu zerlegen. Dabei lag die Idee zugrunde, dass es in einem
”
kleineren“ Graphen
”
einfacher“ ist, ν(G) zu bestimmen. Hat man die Kreispackungszahlen fu¨r die Untergra-
phen von G vorliegen, kann man, nach entsprechender Betrachtung einiger modifizierter
Untergraphen, ν(G) herleiten.
Im nachfolgenden Kapitel wird nun eine Familie von Graphen na¨her betrachtet und fu¨r
diese bewiesen, dass es immer eine maximale Kreispackung, bestehend aus einer speziellen
Art von Kreisen, gibt.
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Kapitel 4
Die Familie der verallgemeinerten
Petersen Graphen P (n, k)
In diesem Kapitel wird die Bestimmung der maximalen Anzahl kantendisjunkter Kreise
und einer zugeho¨rigen maximalen Kreispackung fu¨r die verallgemeinerten Petersen Gra-
phen behandelt. Der bekannteste Graph dieser Familie ist
”
Der Petersen Graph“, welcher
in Abbildung 4.1 dargestellt ist.
Abbildung 4.1: Der Petersen Graph
Der Graph wurde erstmalig von A. Kempe 1886 in [53] vero¨ffentlicht. Benannt wurde er
allerdings nach dem Mathematiker Julius Petersen, nachdem dieser
”
den Petersen Gra-
phen“ in einem Artikel 1898 graphisch darstellte (siehe [72]). Seitdem wird
”
dem Petersen
Graphen“ in der Graphentheorie eine große Bedeutung beigemessen. Auf Grund seiner ge-
ringen Anzahl von Knoten und Kanten, sind fu¨r den Graphen viele Eigenschaften bekannt.
Man weiß beispielsweise, dass der ku¨rzeste Kreis im Graphen eine La¨nge von fu¨nf hat.
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Außerdem ist er zusammenha¨ngend, 3-regula¨r und symmetrisch, allerdings nicht planar,
hamiltonsch oder eulersch. Seine Bedeutung erlangt
”
der Petersen Graph“ aber dadurch,
dass er fu¨r viele graphentheoretische Aussagen als Beispiel oder Gegenbeispiel dient. So
ist
”
der Petersen Graph“ einer der wenigen bekannten Graphen, welcher Knoten-transitiv,
zusammenha¨ngend und nicht hamiltonsch ist. Eine Zusammenfassung weiterer graphen-
theoretischer Zusammenha¨nge fu¨r
”
den Petersen Graphen“ findet man in
”
The Petersen
Graph“ von D. Holton und J. Sheehan (siehe [49]).
Die Graphenfamilie der verallgemeinerten Petersen Graphen wurde erstmals 1950 von
H. S. M. Coxeter beschrieben (siehe [24]). Namentlich betitelt und graphentheoretisch
interessant wurden die Graphen allerdings erst 1969 von M. E. Watkins in [88], als er
die These aufstellte, dass man fu¨r alle verallgemeinerten Petersen Graphen, außer
”
dem
Petersen Graphen“, ein Tait Coloring angeben kann. Watkins zeigte fu¨r einige, bestimmte
verallgemeinerte Petersen Graphen, dass man alle Kanten eines solchen Graphen mit drei
Farben einfa¨rben kann, sodass fu¨r jeden Knoten die drei mit dem Knoten inzidenten Kan-
ten unterschiedliche Farben haben. Allgemein wurde Watkins’ These schließlich von G.
P. F. Castagna und G. Prins im Jahr 1972 bewiesen (siehe [20]). Seitdem wurden die Ei-
genschaften der Familie der verallgemeinerten Petersen Graphen vielfach untersucht. Die
spezielle Struktur in der Darstellung dieser Graphen ist dabei insbesondere fu¨r Beweise
in der Betrachtung aller Graphen der Familie sehr hilfreich. Im Jahr 1995 beantworteten
R. Nedela und M. Skoviera die Frage, welche verallgemeinerten Petersen Graphen auch
Cayley Graphen sind (siehe [70]). R. Frucht, J. E. Graver und M. E. Watkins zeigten 1971,
unter welchen Bedingungen ein verallgemeinerter Petersen Graph Knoten-symmetrisch
(und damit auch Knoten-transitiv) ist. Das bedeutet, wann ein Automorphismus auf der
Knotenmenge des Graphen existiert, mit welchem ein Knoten x auf einen beliebigen an-
deren Knoten y des Graphen abgebildet werden kann (vgl. [42]). B. Alsbach bescha¨ftigte
sich mit einigen Kollegen mit der Frage, unter welchen Annahmen ein verallgemeiner-
ter Petersen Graph hamiltonsch ist (siehe [3], [4], [9] und [12]). Weitere Eigenschaften,
wie z.B. das Spektrum und Isomorphieeigenschaften, sind in [36], [44], [60], [67] und [84]
zu finden. Dabei stellte sich eine wesentliche Bedeutung der verallgemeinerten Petersen
Graphen im Zusammenhang mit Verbindungsnetzwerken oder parallel geschalteten Netz-
werken heraus. Dies ist unter anderem auf die Tatsache zuru¨ckzufu¨hren, dass es in einem
verallgemeinerten Petersen Graphen zwischen zwei beliebigen Knoten eine Vielzahl von
Wegen gibt, deren Kantenmengen sich paarweise in mindestens einer Kante unterscheiden.
Da sich daraus beispielsweise eine Robustheit im Bezug auf Streckenausfa¨lle ergibt, sind
verallgemeinerte Petersen Graphen als Grundgeru¨st fu¨r die Konstruktion von Netzwerken
geeignet. Neuere Vero¨ffentlichungen dazu sind unter anderem in [13], [45], [54], [57], [63],
[66], [80], [90] und [91] zu finden.
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In diesem Kapitel wird fu¨r die Graphen einer speziellen Familie der verallgemeinerten
Petersen Graphen bewiesen, dass es bei einer gegebenen Mindestanzahl von Knoten immer
eine maximale Kreispackung gibt, deren Kreise, mit Ausnahme von ho¨chstens einem Kreis,
alle die La¨nge acht haben. Um diese Graphen na¨her zu beschreiben, ist es notwendig,
zuna¨chst einen verallgemeinerten Petersen Graphen zu definieren.
Ein verallgemeinerter Petersen Graph wird mit P (n, k) bezeichnet, wobei u¨ber die Para-
meter n und k die Struktur des Graphen festgelegt ist. Der Graph P (n, k) hat 2n Knoten,
bestehend aus zwei disjunkte Knotenmengen Vout und Vin. Der Parameter k ist grundle-
gend, um fu¨r die Knoten der Menge Vin anzugeben, welche Knoten adjazent sind. Formal
ist der P (n, k) wie folgt definiert:
Es seien n, k ∈ N mit k ≤ n
2
. Ein verallgemeinerter Petersen Graph P (n, k) ist ein Graph
mit folgenden Eigenschaften
(i) V (P (n, k)) = Vout ∪ Vin mit
Vout := {v0, . . . , vn−1}, Vin := {u0, . . . , un−1}, und Vout ∩ Vin = ∅.
(ii) E(P (n, k)) = Eout ∪ Ein ∪ Ecross mit
Eout := {(vi, v(i+1) mod n) | i = 0, . . . , n− 1},
Ein := {(ui, u(i+k) mod n) | i = 0, . . . , n− 1} und
Ecross := {(vi, ui) | i = 0 . . . , n− 1}
Die Knoten der Menge Vout heißen Außenknoten, die Knoten der Menge Vin Innenknoten.
Analog nennt man die Kanten der Menge Eout Außenkanten und die Kanten der Men-
ge Ein Innenkanten. Die Kanten der Menge Ecross heißen U¨bergangskanten. Zudem sei
Gout := (Vout, Eout) und Gin := (Vin, Ein) definiert. Sollte aus dem Kontext der Bezug
zum entsprechenden Graphen nicht eindeutig hervor gehen, beschreibt man fu¨r einen be-
trachteten Graphen P (n, k) die Menge der Außenknoten durch V
P (n,k)
out . Diese Schreibweise
wird analog fu¨r Vin, Eout, Ein, Ecross sowie Gout und Gin verwendet.
Beispielhaft ist in der nachfolgenden Abbildung 4.3 der Graph P (12, 3) dargestellt.
Im P (12, 3) ist laut Definition Vout := {v0, . . . , v11} und Vin := {u0, . . . , u11}. Die Außen-
kanten entsprechen der rot markierten Kantenmenge, die Innenkanten der gru¨n markierten
Kantenmenge und die U¨bergangskanten der blau markierten Kantenmenge. Der Parame-
ter k wird fu¨r Definition der Innenkanten beno¨tigt. Eine Innenkante verbindet immer den
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Abbildung 4.2: Der verallgemeinerte Petersen Graph P (12, 3)
Knoten Nummer i mit dem Knoten Nummer (i+k) mod n. Im Beispiel ist k = 3. Folglich
wird der Knoten Nummer i mit dem Knoten Nummer (i+ 3) mod 12 verbunden.
Wie man sieht, ist ein verallgemeinerter Petersen Graph ein 3-regula¨rer Graph mit 2nKno-
ten und 3n Kanten. Der Untergraph Gout besteht aus den n Außenknoten und den n Au-
ßenkanten und ist ein Kreis. Der Untergraph Gin ist eine Vereinigung von
τ := ggT (n, k) Kreisen der La¨nge n/τ . Im Beispiel des Graphen P (12, 3) besteht Gin
aus der Vereinigung der drei Kreise C1 = (u0, u3, u6, u9), C2 = (u1, u4, u7, u10) und
C3 = (u2, u5, u8, u11) der La¨nge vier.
Im weiteren Verlauf dieses Kapitels wird ein Kreis C im Graphen P (n, k) beschrieben
durch C = (V (C), E(C)) mit
V (C) = V Cout ∪ V Cin , V Cout ⊆ Vout mit V Cin ⊆ Vin
und
E(C) = ECout ∪ ECin ∪ ECcross mit ECout ⊆ Eout, ECin ⊆ Ein, ECcross ⊆ Ecross.
Im Beispiel des Graphen P (12, 3) sei der Kreis C = (u0, u3, v3, v2, v1, v0) betrachtet. Die-
ser wird nun beschrieben durch C = (V (C), E(C)) mit V (C) = {v0, v1, v2, v3, u0, u3} und
E(C) = {(v0, v1), (v1, v2), (v2, v3), (v0, u0), (v3, u3), (u0, u3)}. Die Menge der Außenknoten
von C ist V Cout = {v0, v1, v2, v3}. Die Menge der Innenknoten ist V Cin = {u0, u3}. Der Kreis C
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hat drei Außenkanten ECout = {(v0, v1), (v1, v2), (v2, v3)}, eine Innenkante ECin = {(u0, u3)}
und zwei U¨bergangskanten ECcross = {(v0, u0), (v3, u3)}. Um Aussagen u¨ber einzelne Kno-
ten im Zusammenhang mit einer gegebenen Kreispackung einfacher zu formulieren, wird
die folgende Definition gegeben.
Fu¨r eine gegebene Kreispackung P˜(P (n, k)) von P (n, k) heißt eine Kante e ∈ E(P (n, k))
belegt, falls es einen Kreis C ∈ P˜(P (n, k)) gibt mit e ∈ E(C). Eine Kante e ∈ E(P (n, k))
heißt blockiert, falls e nicht belegt ist und fu¨r jede Kreispackung P ′(P (n, k)) mit
P˜(P (n, k)) ⊂ P ′(P (n, k)) gilt e 6∈ E(P ′(P (n, k))). Ist eine Kante e ∈ E(P (n, k)) nicht
belegt und nicht blockiert, nennt man e frei. Die Begriffe gelten analog fu¨r Knoten.
Um die Darstellung etwas kompakter und u¨bersichtlicher zu halten, wird der Ausdruck
i mod n vereinfacht durch [i] dargestellt. Zudem beschreibe P immer eine maximale
Kreispackung P(P (n, k)).
In den nachfolgenden Unterkapiteln wird die Familie der verallgemeinerten Petersen Gra-
phen P (n, k) differenziert nach k betrachtet. Die Fa¨lle k ∈ {1, 2, 3} wurden bereits im
Jahre 2008 behandelt (siehe [81] und [77]) und waren die Motivation fu¨r die weitere Ar-
beit. Fu¨r diese drei Familien wurde die Kreispackungszahl ν(P (n, k)) bestimmt.
Lemma 4.1:
Sei k = 1 und n ≥ 4 oder k ∈ {2, 3} und n ≥ k3 + 1, dann folgt
ν(P (n, k)) =
n
k + 1

Durch die Aussage in Lemma 4.1 ergab sich damals die Vermutung, dass allgemein gilt
ν(P (n, k)) =
n
k + 1
fu¨r ausreichend großes n.
Diese Vermutung wird sich im Laufe des ersten Unterkapitels als falsch erweisen. In Kapitel
4.1 wird gezeigt, dass fu¨r k = 4 gilt
ν(P (n, 4)) =
⌊n
4
⌋
fu¨r 4 6≡ n mod 8 und n ≥ 76
und
ν(P (n, 4)) =
⌊n
4
⌋
− 1 fu¨r 4 ≡ n mod 8 und n ≥ 81.
Bei der Betrachtung der Graphen P (n, k) mit k ≥ 5 werden die Fa¨lle k gerade und k unge-
rade in den Kapiteln 4.2 und 4.3 separat behandelt. Dabei liegt der Fokus auf der Familie
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der verallgemeinerten Petersen Graphen P (n, k) mit geradem k. Fu¨r diese Graphenfamilie
werden in Kapitel 4.2 untere Schranken fu¨r die Kreispackungszahl ν(P (n, k)) bestimmt.
Außerdem werden verschiedene Eigenschaften der Kreise einer maximalen Kreispackung,
wie beispielsweise eine maximale Kreisla¨nge, bewiesen. Im letzten zentralen Unterkapitel
4.2.2 wird schließlich unter Ausnutzung der Schranken und weiteren Eigenschaften eine
maximale Kreispackung hergeleitet. Es wird gezeigt, dass es, falls n groß genug ist, fu¨r
jeden Graphen P (n, k) mit geradem k ≥ 6 eine maximale Kreispackung gibt, welche aus
ho¨chstens einem Kreis der La¨nge k+1 und außerdem ausschließlich aus Kreisen der La¨nge
acht besteht.
Fu¨r den Fall, dass k ungerade ist, kann man viele Ergebnisse aus dem Fall, dass k ge-
rade ist, u¨bertragen. Dies erfolgt im Kapitel 4.3. Allerdings ist, im Falle k ungerade, die
Differenz zwischen der bisher besten gefundenen unteren und oberen Schranke fu¨r die
Kreis- packungszahl so groß, dass sich die Aussagen aus dem Unterkapitel 4.2.2 nicht
u¨bertragen lassen. Ein Grund fu¨r die große Differenz ist die Tatsache, dass die untere
Schranke durch die Konstruktion einer bestimmten Kreispackung induziert wird. Diese
Kreispackung besteht, bis auf einen mo¨glichen anderen Kreis, aus Kreisen der La¨nge acht
mit einer speziellen Struktur. Diese werden nachfolgend definiert.
Sei P (n, k) ein verallgemeinerter Petersen Graph. Ein Kreis SCi mit i = 0, . . . , n − 1 ist
definiert durch
(i) V (SCi) = {vi, v[i+1], v[i+k], v[i+k+1], ui, u[i+1], u[i+k], u[i+k+1]}
(ii) E(SCi) = {(vi, v[i+1]), (v[i+k], v[i+k+1]), (ui, u[i+k]), (u[i+1], u[i+k+1]), (vi, ui),
(v[i+1], u[i+1]), (v[i+k], u[i+k]), (v[i+k+1], u[i+k+1])}.
In Abbildung 4.3 sind zur Veranschaulichung die Kreise SC0, SC2 und SCk−2 dargestellt.
Sowohl in Abbildung 4.3, wie auch in den meisten anderen Abbildungen dieses Kapitels,
wird nur ein, fu¨r die Veranschaulichung relevanter, Untergraph eines verallgemeinerten
Petersen Graphen dargestellt. Einige Kanten sind gestrichelt dargestellt. Diese repra¨sen-
tieren eine Fortsetzung der Graphenstruktur zwischen den beiden Endknoten der gestri-
chelt dargestellten Kanten. Da k und n nicht genau determiniert sind, kann man die
Graphen mit steigendem k und n, auf Grund der großen Anzahl an Knoten und Kanten,
nicht vollsta¨ndig darstellen.
In Abbildung 4.3 repra¨sentieren die gestrichelt dargestellten Kanten, die Knoten
v4, v5, . . . , vk−4, vk−3, u4, u5, . . . , uk−4, uk−3 sowie die Knoten vk+4, vk+5, . . . , v2k−4, v2k−3,
uk+4, uk+5, . . . , u2k−4, u2k−3 und die entsprechenden zugeho¨rigen Kanten. Fu¨r k = 8 bei-
spielsweise wu¨rden die gestrichelt dargestellten Kanten in Abbildung 4.3 die Knoten
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Abbildung 4.3: Eine beispielhafte Veranschaulichung von SC0, SC2 und SCk−2
v4, v5, u4, u5, v12, v13, u12 und u13 und die entsprechenden Kanten (v3, v4), (v4, v5), (v5, v6),
(v11, v12), (v12, v13), (v13, v14) sowie (v4, u4), (v5, u5), (v12, u12), (v13, u13) und (u4, u12),
(u5, u13) repra¨sentieren.
Im folgenden Unterkapitel wird nun die Kreispackungszahl und eine zugeho¨rige maximale
Kreispackung fu¨r die Graphen der Familie der verallgemeinerten Petersen Graphen P (n, 4)
mit entsprechend großem n bestimmt. Diese Graphenfamilie ist gesondert zu betrachten,
da girth(P (n, 4)) = 7 fu¨r n ≥ 28 gilt. Im Kapitel 4.2 wird fu¨r k ≥ 6 und k gerade
girth(P (n, k)) = 8 fu¨r n > 8k bewiesen.
4.1 Die Familie der verallgemeinerten Petersen
Graphen P (n, 4)
Fu¨r die Familie der verallgemeinerten Petersen Graphen P (n, 4) ist girth(P (n, 4)) = 7
fu¨r n ≥ 28 bekannt. Da alle P (n, k) 3-regula¨r sind, ergibt sich
ν(P (n, 4)) ≤
⌊
2n
7
⌋
.
In diesem Unterkapitel wird gezeigt, dass
ν(P (n, 4)) =
⌊n
4
⌋
fu¨r 4 6≡ n mod 8 und n ≥ 76
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und
ν(P (n, 4)) =
⌊n
4
⌋
− 1 fu¨r 4 ≡ n mod 8 und n ≥ 81
gilt. Außerdem werden entsprechende maximale Kreispackungen bestimmt, indem zuna¨chst
die obere Schranke
⌊
2n
7
⌋
verscha¨rft wird. Dazu ist eine vorangehende, na¨here Betrachtung
der Kreise C ⊂ P (n, 4) mit d(C) = 7 notwendig. Anschließend werden zwei untere Schran-
ken, differenziert nach 4 6≡ n mod 8 und 4 ≡ n mod 8, bestimmt. Im Falle 4 6≡ n mod 8
folgt mit der unteren und der verscha¨rften oberen Schranke sofort ν(P (n, 4)) =
⌊
n
4
⌋
.
Im anderen Fall ist eine weitere Verscha¨rfung der oberen Schranke notwendig um
ν(P (n, 4)) =
⌊
n
4
⌋− 1 nachzuweisen.
Fu¨r einen Kreis der La¨nge sieben gilt folgendes:
Lemma 4.2:
Sei n ≥ 29 und C ⊂ P (n, 4) ein Kreis mit d(C) = 7, dann gilt
|V Cout| = 5 und |V Cin | = 2.
Beweis:
Sei C ⊂ P (n, 4) ein Kreis mit d(C) = 7. Man betrachte folgende Fa¨lle:
1.) Fall |V Cout| = 0: Der Kreis C entha¨lt ausschließlich Innenknoten und Innenkanten.
Ein solcher Kreis hat eine La¨nge von n
τ
. Wegen k = 4, gilt τ = ggT (n, 4) ∈ {1, 2, 4}
und damit n
τ
= 7, falls n = 7, n = 14 oder n = 28. Dies ist ein Widerspruch zu
n ≥ 29.
2.) Fall |V Cout| = 2: C entha¨lt zwei Außen- und fu¨nf Innenknoten und somit eine Außen-
kante, zwei U¨bergangskanten und vier Innenkanten. Da |ECout| = 1 ist der Untergraph
G = (V Cin , E
C
in) zusammenha¨ngend. Sei o. B. d. A. V
C
out = {vi, v[i+1]}, dann gilt entwe-
der
V Cin = {ui, u[i+4], u[i+8], u[i+12], u[i+1]} und n ≤ 15
oder
V Cin = {u[i+1], u[i+5], u[i+9], u[i+13], ui} und n ≤ 17.
Dies ist ebenfalls ein Widerspruch zu n ≥ 29.
3.) Fall |V Cout| = 3: Nun entha¨lt C drei Außen- und vier Innenknoten und somit zwei Au-
ßenkanten, zwei U¨bergangskanten und drei Innenkanten. Der Untergraph
G = (V Cin , E
C
in) ist zusammenha¨ngend. Sei o. B. d. A. V
C
out = {vi, v[i+1], v[i+2]}, dann
gilt entweder
V Cin = {ui, u[i+4], u[i+8], u[i+2]} und n ≤ 10
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oder
V Cin = {u[i+2], u[i+6], u[i+10], ui} und n ≤ 14.
Dies ist wiederum ein Widerspruch zu n ≥ 29.
4.) Fall |V Cout| = 4: Wegen |V Cin | = 3, ist der Untergraph G = (V Cin , ECin) und
auch der Untergraph G˜ = (V Cout, E
C
out) zusammenha¨ngend. Es sei o. B. d. A.
V Cout = {vi, v[i+1], v[i+2], v[i+3]}, dann gilt entweder
V Cin = {ui, u[i+4], u[i+3]} und n ≤ 5
oder
V Cin = {u[i+3], u[i+7], ui} und n ≤ 11.
Dies ist ebenfalls ein Widerspruch zu n ≥ 29.
Die Fa¨lle |V Cout| = 1 und |V Cout| = 6 mu¨ssen nicht betrachtet werden, da jeder Kreis keinen
oder mindestens zwei Außen- bzw. Innenknoten entha¨lt.
Da der Fall |V Cout| = 7 ausschließlich fu¨r n = 7 vorkommen kann, folgt fu¨r n ≥ 29 die
Behauptung mit V (C) = {vi, v[i+1], v[i+2], v[i+3], v[i+4], u[i+4], ui}. 
Fu¨r n ≥ 29 ist ein Kreis C ⊂ P (n, k) mit d(C) = 7 in der nachfolgenden Abbildung 4.4
dargestellt.
Abbildung 4.4: Eine Veranschaulichung eines Kreises der La¨nge sieben im Graphen P (n, 4)
mit n ≥ 29
Die obere Schranke
⌊
2n
7
⌋
la¨sst sich fu¨r den Fall n ≥ 76 verscha¨rfen. Um dies zu zeigen, sind
vorab drei Lemmata notwendig. Es wird angenommen, dass eine maximale Kreispackung
P mit mindestens ⌊n
4
⌋
+ 1 Kreisen existiert und bewiesen, dass diesem Fall jeder Kreis in
P mindestens vier Außenknoten entha¨lt.
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Lemma 4.3:
Sei n ≥ 29, C ⊂ P (n, 4) ein Kreis mit |V Cout| = 0 und P eine maximale Kreispackung mit
|P| ≥ ⌊n
4
⌋
+ 1, dann gilt
C 6∈ P
Beweis:
Angenommen, es gebe einen Kreis C ∈ P (n, 4) mit |V Cout| = 0 und C ∈ P , dann sind drei
Fa¨lle zu unterscheiden:
Fall 1) ggT (n, 4) = 1: In diesem Fall muss d(C) = n gelten, womit ν(P (n, 4)) = 2 folgt.
Dies ist ein Widerspruch zu |P| ≥ ⌊n
4
⌋
+ 1.
Fall 2) ggT (n, 4) = 2: Im zweiten Fall ist d(C) = n
2
. Da P eine maximale Kreispackung
von P (n, 4) ist, gilt
(2n− n
2
)/7 + 1 ≥ |P| = ν(P (n, 4)) ≥
⌊n
4
⌋
+ 1
⇔
(2n− n
2
)/7 + 1 ≥ n− 2
4
+ 1
⇔
2n− n
2
≥ 7 · n− 2
4
⇔
8n− 2n ≥ 7n− 14
⇔
n ≤ 14
Man erha¨lt einen Widerspruch zu n ≥ 29.
Fall 3) ggT (n, 4) = 4: In diesem Fall gilt d(C) = n
4
. Es sei C ′ ∈ P mit C ′ 6= C und
d(C ′) = 8. Da P eine maximale Kreispackung von P (n, 4) ist, folgt
(2n− n
4
− 8)/7 + 2 ≥ |P| = ν(P (n, 4)) ≥
⌊n
4
⌋
+ 1
⇔
(2n− n
2
− 8)/7 + 1 ≥ n
4
⇔
Die Familie der verallgemeinerten Petersen Graphen P (n, 4) 103
2n− n
2
− 8 + 7 ≥ 7 · n
4
⇔
8n− 2n− 4 ≥ 7n
⇔
6n− 4 ≥ 7n
⇔
n ≤ −4
Dies ist ein Widerspruch zu n ≥ 29, somit gilt fu¨r jeden Kreis C¯ ∈ P mit C¯ 6= C,
dass d(C¯) = 7 und damit |V C¯out| = 5 (Lemma 4.2). Da |V P (n,4)out | = n, folgt
ν(P (n, 4)) =
⌊n
5
⌋
+ 1 <
n
4
+ 1, fu¨r n ≥ 29.
Da n ≥ 29 gilt, wurde in allen drei Fa¨llen ein Widerspruch konstruiert und damit die
Annahme widerlegt. 
Mit Lemma 4.3 folgt fu¨r jeden Kreis C ∈ P , dass |V Cout| ≥ 2.
Lemma 4.4:
Sei n ≥ 76, C ⊂ P (n, 4) ein Kreis mit |V Cout| = 2 und P eine maximale Kreispackung mit
|P| ≥ ⌊n
4
⌋
+ 1, dann gilt
C 6∈ P
Beweis:
Wiederum wird die Annahme C ∈ P zum Widerspruch gefu¨hrt.
Zu betrachten bleibt nur der Fall, dass gilt ggT (n, 4) = 1, da sonst ein Kreis C mit
|V Cout| = 2 als Untergraph des P (n, 4) nicht existiert. Es gilt d(C) ≥
⌊
n
4
⌋
+ 3. Es werden
zwei Fa¨lle unterschieden:
Fall 1) Sei 1 ≡ n mod 4: Da P eine maximale Kreispackung von P (n, 4) ist, gilt
(2n− (
⌊n
4
⌋
+ 3))/7 + 1 ≥ |P| = ν(P (n, 4)) ≥
⌊n
4
⌋
+ 1
⇔
(2n− (
⌊n
4
⌋
+ 3))/7 ≥
⌊n
4
⌋
⇔
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2n−
⌊n
4
⌋
− 3 ≥ 7 ·
⌊n
4
⌋
⇔
2n− 3 ≥ 8 ·
⌊n
4
⌋
⇔
2n− 3 ≥ 8 · n− 1
4
⇔
8n− 12 ≥ 8n− 8
Dies ist ein Widerspruch.
Fall 2) Sei 3 ≡ n mod 4: Gegeben seien vier Kreise C1, C2, C3 und C4 mit Ci ∈ P und
d(Ci) ≥ 8 fu¨r alle i = 1, . . . , 4. Da P eine maximale Kreispackung ist, folgt
(2n− (
⌊n
4
⌋
+ 3)− 4 · 8)/7 + 5 ≥ |P| = ν(P (n, 4)) ≥
⌊n
4
⌋
+ 1
⇔
(2n− (
⌊n
4
⌋
+ 3)− 32)/7 + 4 ≥
⌊n
4
⌋
⇔
2n−
⌊n
4
⌋
− 3− 32 + 28 ≥ 7 ·
⌊n
4
⌋
⇔
2n− 7 ≥ 8 ·
⌊n
4
⌋
⇔
2n− 7 ≥ 8 · n− 3
4
⇔
8n− 28 ≥ 8n− 24
Dies ist ebenfalls ein Widerspruch.
Folglich gibt es maximal drei Kreise {C1, C2, C3} ∈ P mit Ci 6= C und d(Ci) ≥ 8
fu¨r alle i = 1, 2, 3. Fu¨r jeden Kreis C¯ ∈ P mit C¯ /∈ {C,C1, C2, C3} gilt d(C¯) = 7
und damit |V C¯out| = 5. Da |V P (n,4)out | = n, folgt
ν(P (n, 4)) =
⌊n
5
⌋
+ 4 <
⌊n
4
⌋
+ 1, fu¨r n ≥ 76.
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Im ersten Fall fu¨hrt die Annahme C ∈ P unabha¨ngig von n zum Widerspruch. Im zweiten
Fall folgt der Widerspruch, da n ≥ 76. 
Mit den Lemmata 4.3 und 4.4 folgt nun fu¨r jeden Kreis C ∈ P , dass |V Cout| ≥ 3.
Lemma 4.5:
Sei n ≥ 29, C ⊂ P (n, 4) ein Kreis mit |V Cout| = 3 und P eine maximale Kreispackung mit
|P| ≥ ⌊n
4
⌋
+ 1, dann folgt
C 6∈ P
Beweis:
Es wird wiederum C ∈ P angenommen.
Im Falle ggT (n, 4) 6= 2, folgt mit |V Cout| = 3, dass ggT (n, 4) = 1 und d(C) ≥ 2n4 gilt. Da P
eine maximale Kreispackung von P (n, k) ist, erha¨lt man
(2n− 2n
4
)/7 + 1 ≥ |P| = ν(P (n, 4)) ≥
⌊n
4
⌋
+ 1
⇔
(2n− 2n
4
)/7 ≥
⌊n
4
⌋
⇔
2n− 2n
4
≥ 7 ·
⌊n
4
⌋
⇔
6n
4
≥ 7 ·
⌊n
4
⌋
Dies ist ein Widerspruch fu¨r n ≥ 29.
Es muss also ggT (n, 4) = 2 gelten. Damit folgt d(C) ≥ ⌊n
4
⌋
+ 4. Sei C ′ ∈ P mit C ′ 6= C
und d(C ′) = 8. Da P eine maximale Kreispackung von P (n, k) ist, gilt
(2n− (
⌊n
4
⌋
+ 4)− 8)/7 + 2 ≥ |P| = ν(P (n, 4)) ≥
⌊n
4
⌋
+ 1
⇔
(2n− (
⌊n
4
⌋
+ 4)− 8)/7 + 1 ≥
⌊n
4
⌋
⇔
2n−
⌊n
4
⌋
− 4− 8 + 7 ≥ 7 ·
⌊n
4
⌋
⇔
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2n− 5 ≥ 8 ·
⌊n
4
⌋
⇔
2n− 5 ≥ 8 · n− 2
4
⇔
8n− 20 ≥ 8n− 16
Dies ist ein Widerspruch. Daher gilt wiederum fu¨r jeden Kreis C¯ ∈ P mit C¯ 6= C, dass
d(C¯) = 7 und damit |V C¯out| = 5 ist. Es folgt
ν(P (n, 4)) =
⌊n
5
⌋
+ 1 <
⌊n
4
⌋
+ 1, fu¨r n ≥ 29.
Damit ist die Annahme widerlegt und die Behauptung bewiesen. 
Mit den Lemmata 4.3, 4.4 und 4.5 folgt |V Cout| ≥ 4 fu¨r jeden Kreis C ∈ P . Es la¨sst sich
nun die folgende Verscha¨rfung der oberen Schranke fu¨r ν(P (n, 4)) beweisen.
Lemma 4.6:
Sei n ≥ 76, dann gilt
ν(P (n, 4)) ≤
⌊n
4
⌋
.
Beweis:
Sei ν(P (n, 4)) ≥ ⌊n
4
⌋
+ 1 und P eine maximale Kreispackung. Auf Grund der erbrachten
Beweise zu den Lemmata 4.3 - 4.5 folgt, dass jeder Kreis C in P mindestens vier Außenk-
noten hat, also |V Cout| ≥ 4. Da jeder Knoten lediglich in einem Kreis von P enthalten sein
kann und es insgesamt n Außenknoten gibt, folgt ν(P (n, 4)) <
⌊
n
4
⌋
+ 1, ein Widerspruch
zur Annahme.
Es gilt also
ν(P (n, 4)) ≤
⌊n
4
⌋
.
Damit ist die Behauptung bewiesen. 
Nachdem die obere Schranke nun verscha¨rft wurde, stellt sich die Frage nach einer geeig-
neten unteren Schranke. Eine solche erha¨lt man unter Verwendung der speziellen Kreise
SCi ⊂ P (n, 4) mit i = 0, . . . n− 1.
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Lemma 4.7:
Fu¨r n ≥ 9 gilt
1.) n
4
− 1 ≤ ν(P (n, 4)), falls 4 ≡ n mod 8
2.)
⌊
n
4
⌋ ≤ ν(P (n, 4)) sonst
Beweis:
1.) Im Fall 4 ≡ n mod 8, la¨sst sich eine Kreispackung mit n
4
− 1 Kreisen angeben durch
P˜ = {SC0, SC2, . . . , SC(bn8 c−1)·8, SC(bn8 c−1)·8+2}
2.) Zum Beweis werden die u¨brigen sieben Fa¨lle i ≡ n mod 8, i ∈ {0, 1, 2, 3, 5, 6, 7}
eingehend betrachtet
(a) Falls i ∈ {0, 1, 2, 3}, dann liefert P˜ eine Kreispackung mit ⌊n
4
⌋
Kreisen.
(b) Im Falle i ∈ {6, 7} liefert
˜˜P = {SC0, SC2, . . . , SC(bn8 c−1)·8, SC(bn8 c−1)·8+2, SC(bn8 c)·8}
eine Kreispackung mit
⌊
n
4
⌋
Kreisen.
(c) Falls i = 5, ist eine Kreispackung mit
⌊
n
4
⌋
Kreisen gegeben durch
P¯ = {SC0, SC2, . . . , SC(bn8 c−1)·8, SC(bn8 c−1)·8+2, C}
mit
V (C) = {v(bn8 c)·8, v(bn8 c)·8+1, v(bn8 c)·8+2, v(bn8 c)·8+3, v(bn8 c)·8+4, u(bn8 c)·8+4, u(bn8 c)·8}

Mit der unteren Schranke und der verscha¨rften oberen Schranke
⌊
n
4
⌋
folgt fu¨r 4 6≡ n mod 8
sofort folgende Aussage.
Lemma 4.8:
Sei 4 6≡ n mod 8 und n ≥ 76, dann gilt
ν(P (n, 4)) =
⌊n
4
⌋
.

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Im Fall von 4 ≡ n mod 8 und n ≥ 76 wurde in Lemma 4.6 und 4.7 bewiesen, dass
n
4
− 1 ≤ ν(P (n, 4)) ≤ n
4
.
Es la¨sst sich aber Folgendes zeigen:
Lemma 4.9:
Sei 4 ≡ n mod 8 und n ≥ 76, dann gilt
ν(P (n, 4)) =
n
4
− 1.
Beweis:
Es wird ν(P (n, 4)) = n
4
angenommen. Da 4 ≡ n mod 8, folgt ggT (n, 4) = 4. Folglich ist
Gin die Vereinigung von vier Kreisen der La¨nge
n
4
.
Sei P eine maximale Kreispackung. Analog zu den Aussagen in Lemma 4.3 - 4.5 folgt fu¨r
jeden Kreis C ∈ P , dass |V Cout| ≥ 4. Auf Grund der Annahme ν(P (n, 4)) = n4 gilt, dass
jeder Kreis C ∈ P genau vier Außenknoten belegt, also |V Cout| = 4.
Jeder Kreis C ⊂ P (n, 4) mit genau vier Außenknoten hat allerdings mindestens vier
Innenknoten. Da es in einem Graphen P (n, 4) nur n Innenknoten gibt und ν(P (n, 4)) = n
4
angenommen wurde, besteht P ausschließlich aus Kreisen mit genau vier Innenknoten.
Damit folgt fu¨r jeden Kreis C ∈ P , dass |V Cout| = |V Cin | = 4.
Es sei nun C˜ ∈ P ein Kreis und der Untergraph G˜ = (V C˜out, EC˜out) zusammenha¨ngend.
O. B. d. A. sei V C˜out = {vi, v[i+1], v[i+2], v[i+3]}, dann gilt entweder
V C˜in = {ui, u[i+4], u[i+8], u[i+3]} und n = 8
oder
V C˜in = {u[i+3], u[i+7], u[i+11], ui} und n = 14.
Da dies ein Widerspruch zu n ≥ 76 ist, folgt fu¨r jeden Kreis C ∈ P , dass der Untergraph
G = (V Cout, E
C
out) nicht zusammenha¨ngend ist und somit |ECout| = 2. Da außerdem V Cin = 4
gilt, erha¨lt man |ECin| = 2. Fu¨r jeden Kreis C ∈ P folgt, dass C ∈ {SCi | i = 0, . . . , n−1}.
Auf Grund der Struktur der Kreise SCi (siehe Abbildung 4.5) ergibt sich |P| = n4 − 1.
Folglich ist die Annahme ν(P (n, 4)) = n
4
falsch. Es gilt ν(P (n, 4)) ≤ n
4
− 1. Auf Grund
der unteren Schranke n
4
−1 erha¨lt man die Gleichheit und die Behauptung ist bewiesen.
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Abbildung 4.5: Eine Veranschaulichung der Kreise SCi im P (n, 4)
Es wurde fu¨r die Familie der Graphen P (n, 4) somit gezeigt
ν(P (n, 4)) =
⌊n
4
⌋
fu¨r 4 6≡ n mod 8 und n ≥ 76
und
ν(P (n, 4)) =
n
4
− 1 fu¨r 4 ≡ n mod 8 und n ≥ 81.
Entsprechende maximale Kreispackungen sind im Beweis von Lemma 4.7 zu finden.
4.2 Die Familie der verallgemeinerten Petersen
Graphen P (n, k) mit k ≥ 6 und k mod 2 = 0
Im folgenden Unterkapitel werden verallgemeinerte Petersen Graphen P (n, k) mit k ≥ 6
und k mod 2 = 0 betrachtet. Zuna¨chst werden verschiedene Eigenschaften von Kreisen
einer maximalen Kreispackung im P (n, k) hergeleitet und bewiesen. Fu¨r alle Aussagen
gelten dabei generell die Voraussetzungen k ≥ 6 und k mod 2 = 0. Diese werden daher
nicht mehr explizit angegeben. Bei der Betrachtung der verallgemeinerten Petersen Gra-
phen P (n, k) liegt die Idee zu Grunde, dass die spezielle Struktur von verallgemeinerten
Petersen Graphen es ermo¨glicht, allgemein eine maximale Kreispackung anzugeben, die im
wesentlichen aus speziellen Kreisen des Typs SCi besteht. Nachfolgend werden zuna¨chst
untere bzw. obere Schranken fu¨r ν(P (n, k)) hergeleitet. Wie bereits zuvor erwa¨hnt, kann
eine obere Schranke fu¨r ν(P (n, k)) unter Ausnutzung der La¨nge der ku¨rzesten Kreise eines
Graphen angegeben werden. Um girth(P (n, k)) zu bestimmen, ist vorab der Beweis der
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folgenden Aussagen notwendig.
Lemma 4.10:
Sei n > 8k. Dann gilt
1.) {C ⊂ P (n, k) | |V Cout| = % und d(C) ≤ 8} = ∅ fu¨r alle % ∈ {0, 2, 3, 5, 6, 7, 8}
2.) {C ⊂ P (n, k) | |V Cout| = 1 oder |V Cin | = 1} = ∅
3.) {C ⊂ P (n, k) | |V Cout| = 4 und d(C) ≤ 8} = {SCi | i = 0, . . . , n− 1}
Beweis:
1.) Die Fa¨lle werden nun separat bewiesen
(a) % = 0: In diesem Fall ist Gin =
⋃τ
i=1 Ci die disjunkte Vereinigung der τ Krei-
se im Graphen P (n, k), fu¨r die gilt |V Ciout| = 0. Fu¨r jeden dieser Kreise gilt
außerdem
d(Ci) =
n
τ
≥ n
k
>
8k
k
= 8,∀i = 1, . . . , τ.
Damit ist die Behauptung bewiesen.
(b) % = 2: Sei C ⊂ P (n, k) ein Kreis mit |V Cout| = 2, dann gilt |V Cin | ≥ 2 und damit
d(C) ≥ 4. Zudem sei d(C) ≤ 8. Es folgt |V Cin | ≤ 6, sowie |ECin| ≤ 5. Folglich ist
n ≤ 5k + 1, ein Widerspruch zu n > 8k.
(c) % = 3: Sei C ⊂ P (n, k) ein Kreis mit |V Cout| = 3, dann gilt |V Cin | ≥ 2 und somit
d(C) ≥ 5. Außerdem sei d(C) ≤ 8. Es folgt |V Cin | ≤ 5, |ECin| ≤ 4. Man erha¨lt
n ≤ 4k + 2, ein Widerspruch zu n > 8k.
(d) % = 5: Es sei C ⊂ P (n, k) ein Kreis mit |V Cout| = 5, dann gilt wieder |V Cin | ≥ 2
und folglich d(C) ≥ 7. Sei wiederum d(C) ≤ 8, dann folgt |V Cin | ≤ 3 und
|ECin| ≤ 2. Man betrachte zwei Fa¨lle
i. Es sei V Cout = {vi, v[i+1], v[i+2], v[i+3], v[i+4]}. Wegen |ECin| ≤ 2, ergibt sich
n ≤ 2k + 4, ein Widerspruch zu n > 8k.
ii. O. B. d. A. sei V Cout = {vi, v[i+1], vj, v[j+1], v[j+2]} mit j > i und vj /∈ {v[i−3],
v[i+2]}. Dann gilt |V Cin | ≥ 4 und d(C) ≥ 9. Dies ist ein Widerspruch zu
d(C) ≤ 8.
(e) % = 6: Sei C ⊂ P (n, k) ein Kreis mit |V Cout| = 6 und d(C) ≤ 8. In diesem
Fall erha¨lt man |V Cin | = 2 und d(C) = 8, sowie |ECin| = 1. Weiterhin gilt
V Cout = {vi, v[i+1], v[i+2], v[i+3], v[i+4], v[i+5]} und damit n = k+5, ein Widerspruch
zu n > 8k.
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(f) % = 7: Es sei C ⊂ P (n, k) ein Kreis mit |V Cout| = 7 und d(C) ≤ 8. Wegen 2.)
folgt n = 7, ein Widerspruch zu n > 8k.
(g) % = 8: Sei C ⊂ P (n, k) ein Kreis mit |V Cout| = 8 und d(C) ≤ 8. Es gilt d(C) = 8
und n = 8. Das ist ebenfalls ein Widerspruch zu n > 8k.
2.) Da in einem Graphen P (n, k) jeder Außenknoten mit zwei Außen- und einem In-
nenknoten adjazent ist, hat jeder Kreis keinen oder mindestens zwei Außenknoten.
Dies gilt analog fu¨r die Innenknoten.
3.) Sei C ⊂ P (n, k) ein Kreis mit |V Cout| = 4, dann gilt |V Cin | ≥ 2 und d(C) ≥ 6. Zudem
sei d(C) ≤ 8. In diesem Fall folgt |V Cin | ≤ 4, |ECin| ≤ 3. Man betrachte zwei Fa¨lle
(a) Es sei V Cout = {vi, v[i+1], v[i+2], v[i+3]}. Wegen |ECin| ≤ 3, gilt n ≤ 3k + 3, ein
Widerspruch zu n > 8k.
(b) O. B. d. A. sei V Cout = {vi, v[i+1], vj, v[j+1]} mit j > i und vj /∈ {v[i−2], v[i+2]}.
Dann gilt |V Cin | = 4, |ECin| = 2 und d(C) = 8. Es sei angenommen, dass
C /∈ {SCi | i = 0, . . . , n − 1}. Dann folgt ECin = {(u[i+1], uj), (u[j+1], ui)}
und n = 2k + 1. Dies ist ein Widerspruch zu n > 8k. Folglich ergibt sich
C ∈ {SCi | i = 0, . . . , n− 1}.
Sei nun C˜ ⊂ P (n, k) ein Kreis mit C˜ ∈ {SCi | i = 0, . . . , n − 1}. Laut Defi-
nition ist |V C˜out| = 4 und d(C˜) = 8. Folglich ergibt sich fu¨r den Kreis C˜, dass
C˜ ∈ {C¯ ⊂ P (n, k) | |V C¯out| = 4 und d(C¯) ≤ 8} ist.

Mit Lemma 4.10 ergibt sich sofort folgendes:
Korollar 4.11:
Sei n > 8k und C ⊂ P (n, k) ein Kreis, dann gilt
1.) d(C) ≥ 8
2.) d(C) = 8⇔ C ∈ {SCi | i = 0, . . . , n− 1}
Beweis:
Beide Aussagen folgen aus Lemma 4.10. 
Mit Lemma 4.10 und Korollar 4.11 erha¨lt man, dass jeder Kreis eine Mindestla¨nge von
acht hat. Zudem folgt, dass es in jedem Graphen P (n, k) mit n > 8k Kreise der La¨nge
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acht gibt und ein Kreis der La¨nge acht eindeutig der Menge {SCi | i = 0, . . . , n − 1}
zuzuordnen ist. Damit ergibt sich die nachfolgende Aussage.
Proposition 4.12:
Sei n > 8k. Es gilt
girth(P (n, k)) = 8.
Beweis:
Nach Korollar 4.11 folgt fu¨r jeden Kreis C ⊂ P (n, k), dass d(C) ≥ 8. Weiterhin gilt
fu¨r jeden Kreis C ∈ {SCi | i = 0, . . . , n − 1}, dass d(C) = 8 und die Behauptung ist
bewiesen. 
Mit Hilfe von Proposition 4.12 kann man nun eine erste untere und obere Schranke fu¨r
ν(P (n, k)) angeben.
Lemma 4.13:
Sei n > 8k. Es gilt
(i) ν(P (n, k)) ≥ ⌊ n
2k
⌋ · k
2
(ii) ν(P (n, k)) ≤ ⌊n
4
⌋
Beweis:
(i) Es ist
P˜ = {SC0, SC2, . . . , SCk−2, SC2k, SC2k+2, . . . , SC3k−2, SC4k, SC4k+2, . . . ,
SC(b n2kc−1)·2k, SC(b n2kc−1)·2k+2, . . . , SCb n2kc·2k−k−2}
eine Kreispackung mit
⌊
n
2k
⌋ · k
2
Kreisen.
(ii) Die Behauptung folgt unmittelbar aus girth(P (n, k)) = 8. Da ein Graph P (n, k)
3-regula¨r ist, gilt
ν(P (n, k)) ≤ |V (P (n, k))|
girth(P (n, k))
=
2n
8
=
n
4
.

Die im Beweis von Lemma 4.13 (i) konstruierte Kreispackung P˜ wird in Abbildung 4.6
veranschaulicht.
Im Folgenden wird die untere Schranke aus Lemma 4.13 verscha¨rft und anschließend ge-
nutzt, um besondere Eigenschaften der Kreise einer maximalen Kreispackung im P (n, k)
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v2k
v0
vk
vk+2
vk+1
v2k+2
vb n2k c·2k−3
v2k+1
v2k+3
vb n2k c·2k−2
vb n2k c·2k−1
v3
v2
v1
vk+3
Abbildung 4.6: Eine Veranschaulichung einer Kreispackung mit
⌊
n
2k
⌋ · k
2
Kreisen
herzuleiten. Betrachtet man einen Graphen P (n, k) genauer, so lassen sich, zuna¨chst un-
abha¨ngig von der unteren Schranke, die nachfolgenden zwei Aussagen machen.
Lemma 4.14:
Es sei P eine maximale Kreispackung im P (n, k). Weiterhin sei vi ∈ Vout ein Außenkno-
ten. Dann gilt mindestens einer der folgenden drei Fa¨lle:
1.) {vi} ∩ V (P) = ∅
2.) Es existiert ein Kreis C ∈ P mit {vi, ui} ⊂ V (C)
3.) Es existiert ein Kreis C ∈ P mit {vi, v[i−1], v[i+1]} ⊂ V (C)
Beweis:
Zu betrachten sind zwei Situationen:
(i) ui /∈ V (P)
Dann gilt fu¨r vi einer der folgenden zwei Fa¨lle:
a) {vi} ∩ V (P) = ∅
b) Es existiert ein Kreis C ∈ P mit {vi, v[i−1], v[i+1]} ⊂ V (C)
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(ii) ui ∈ V (P)
In diesem Fall existiert ein Kreis C˜ ∈ P mit ui ∈ V (C˜) und es gilt fu¨r vi einer der
folgenden drei Fa¨lle:
a) {vi} ∩ V (P) = ∅
b) vi ∈ V (C˜)
c) Es existiert ein Kreis C ∈ P mit C 6= C˜ und {vi, v[i−1], v[i+1]} ⊂ V (C).
Es folgt die Behauptung. 
Bei der na¨heren Betrachtung fa¨llt auf, dass die beiden Fa¨lle 2.) und 3.) gleichzeitig auf-
treten ko¨nnen. In diesem Falle existiert in einer maximalen Kreispackung P von P (n, k)
ein Kreis C ∈ P mit {ui, vi, v[i−1], v[i+1]} ⊂ V (C) und es gilt folgende Aussage:
Lemma 4.15:
Sei n > 8k und C ⊂ P (n, k) ein Kreis der La¨nge d(C). Es existiere ein Index i mit
0 ≤ i ≤ n − 1, vi, ui ∈ V (C) und e = (vi, ui) /∈ E(C). Dann gibt es einen Kreis
C˜ = (V (C˜), E(C˜)) mit
• V (C˜) ⊂ V (C),
• e ∈ E(C˜) und E(C˜) ⊂ (E(C) ∪ {e}) und somit
• d(C˜) < d(C)
Beweis:
Es seien W1 = (V (W1), E(W1)) und W2 = (V (W2), E(W2)) zwei Wege von vi nach ui und
• V (W1) ∪ V (W2) = V (C),
• V (W1) ∩ V (W2) = {vi, ui},
• E(W1) ∪ E(W2) = E(C) und
• E(W1) ∩ E(W2) = ∅.
Es folgt C = W1 ∪W2 und 1 < d(Wj) < d(C)− 1 mit j = 1, 2. Setze C˜ = (V (C˜), E(C˜))
mit V (C˜) = V (W1) und E(C˜) = E(W1) ∪ {(vi, ui)}. Dann gilt d(C˜) = d(W1) + 1 < d(C)
und die Behauptung ist bewiesen. 
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Der in Lemma 4.15 beschriebene Zusammenhang zwischen den Kreisen C, C˜ ⊂ P (n, k)
fu¨hrt zu der so genannten
”
Substitutionseigenschaft von Kreisen“.
Fu¨r einen Graphen P (n, k) sei P˜ eine beliebige Kreispackung und C, C˜ ⊂ P (n, k) zwei
Kreise mit C ∈ P˜ und C˜ 6∈ P˜ . Zudem sei P˜ ′ := P˜ \ {C} ∪ {C˜}. Man sagt in P˜ ′ wurde C
durch C˜ substituiert. Man bezeichnet die Substitution als zula¨ssig, falls P˜ ′ eine Kreispa-
ckung von P (n, k) ist, d.h. |P˜ ′| = |P˜|.
Hat man fu¨r eine beliebige Kreispackung P˜ die Voraussetzungen aus Lemma 4.15 gegeben,
kann man den Kreis C durch den Kreis C˜ zula¨ssig substituieren, da sich die Kreisanzahl
bei der Konstruktion der neuen Kreispackung P˜ ′ := P˜ \ {C} ∪ {C˜} nicht verringert.
Eine zula¨ssige Kreissubstitution, unter den Voraussetzungen von Lemma 4.15, wird in
Abbildung 4.7 noch einmal veranschaulicht.
ui
vi
u[i+k]
v[i−1]
u[i−k]
v[i+1] vi
u[i+k]
v[i−1]
u[i−k]
v[i+1]
ui
Abbildung 4.7: Eine Veranschaulichung einer Kreissubstitution
In Abbildung 4.7 ist auf der linken Seite der fu¨r die Kreissubstitution relevante Teil des
Kreises C beispielhaft blau markiert. Es gilt vi, ui ∈ V (C) und (vi, ui) /∈ E(C). Die
Kante (ui, vi) ist durch den Kreis C blockiert und kann in keinem anderen Kreis der
Kreispackung P˜ enthalten sein. Es gilt also (vi, ui) /∈ E(P˜). Dadurch ist es mo¨glich, mit
den Kanten von C und der Kante (vi, ui), den ku¨rzeren Kreis C˜ zu konstruieren. Der fu¨r
die Kreissubstitution relevante Teil des neu konstruierten Kreises C˜ ist beispielhaft in der
rechten Graphik rot markiert.
Betrachtet man eine maximale Kreispackung P von P (n, k), so ergibt sich mit Aussage
4.15 folgendes: Es seien C, C˜ ∈ P zwei Kreise, welche die Voraussetzungen aus Aussage
4.15 erfu¨llen, dann ist P ′ = (P \ {C}) ∪ {C˜} ebenfalls eine maximale Kreispackung.
Durch die Voraussetzungen in Lemma 4.15 wird eine spezielle Situation beschrieben, in
der eine Kreissubstitution mo¨glich ist. Im Verlauf dieses Kapitels werden weitere solche
Situationen dargestellt. Zudem wird die
”
Kreissubstitutionseigenschaft“ von wesentlicher
Bedeutung fu¨r die spa¨tere Konstruktion einer maximalen Kreispackung sein.
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Bei genauer Betrachtung la¨sst sich die untere Schranke aus Lemma 4.13 verscha¨rfen. Dazu
wird die folgende eindeutige Schreibweise von n verwendet.
Lemma 4.16:
Fu¨r jedes n ∈ N0 gibt es eindeutig bestimmte Zahlen
j ∈ N0, α, γ ∈ {0, 1} und β ∈ {0, . . . , k
2
− 1}
mit der Eigenschaft
n = 2jk + αk + 2β + γ
Beweis:
Sei n beliebig, so la¨sst sich n eindeutig beschreiben durch
n = j · (2k) + r mit j ∈ N0 und 0 ≤ r ≤ 2k − 1.
Der Rest r wird eindeutig beschrieben durch
r = α · k + r′ mit α ∈ {0, 1} und 0 ≤ r′ ≤ k − 1.
Der Rest r′ wird im Fall r′ mod 2 = 0 eindeutig beschrieben durch
r′ = 2β + γ mit β ∈ {0, . . . , k
2
− 1} und γ = 0
und im Fall r′ mod 2 = 1 durch
r′ = 2β + γ mit β ∈ {0, . . . , k
2
− 1} und γ = 1.

Nachfolgend wird durchgehend n = 2jk + αk + 2β + γ mit j ∈ N0, α, γ ∈ {0, 1} und
β ∈ {0, . . . , k
2
− 1} vorausgesetzt. Zudem sei der Rest r definiert als r := αk + 2β + γ.
Wie im Beweis gesehen, gilt 0 ≤ r ≤ 2k − 1. Damit kann die untere Schranke wie folgt
verscha¨rft werden.
Lemma 4.17:
Sei n > 8k, dann gilt
ν(P (n, k)) ≥ jk
2
+ α(β + γ − γ
⌈
β
β + 1
⌉
)
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Beweis:
Wie in Lemma 4.13, ist
P˜ = {SC0, SC2, . . . , SCk−2, SC2k, SC2k+2, . . . , SC3k−2, SC4k, SC4k+2, . . . ,
SC(b n2kc−1)·2k, SC(b n2kc−1)·2k+2, . . . , SCb n2kc·2k−k−2}
eine Kreispackung im P (n, k) mit
⌊
n
2k
⌋ · k
2
= j · k
2
Kreisen.
Gilt r ≤ k, folgt α = 0 oder α = 1 und β = γ = 0 und damit α(β + γ − γ
⌈
β
β+1
⌉
) = 0. Es
ist zu zeigen, dass ν(P (n, k)) ≥ jk
2
gilt. Dies folgt sofort, da P˜ genau jk
2
Kreise hat.
Betrachte r = k + 1. Es gilt α = γ = 1 und β = 0. Damit ist zu beweisen, dass
ν(P (n, k)) ≥ jk
2
+ 1 · (0 + 1− 1 ·
⌈
0
0 + 1
⌉
) =
jk
2
+ 1.
Sei Cj·2k = (V (Cj·2k), E(Cj·2k)) der durch die Knotenmenge
V (Cj·2k) := {vj·2k, vj·2k+1, . . . , vj·2k+k−1, vj·2k+k, uj·2k, uj·2k+k}
induzierte Kreis. Dieser hat genau k+ 1 Außen- und zwei Innenknoten. Die Kreispackung
P¯ := P˜ ∪ Cj·2k ist dann eine Kreispackung vom P (n, k) mit jk2 + 1 Kreisen und die
Behauptung ist bewiesen.
Sei r ≥ k + 2, dann gilt α = 1 und β ≥ 1 und α(β + γ − γ
⌈
β
β+1
⌉
) = β. Es ist zu zeigen,
dass ν(P (n, k)) ≥ jk
2
+ β. Die Kreispackung P¯ := P˜⋃βb=1 SCj·2k+2b−2 hat jk2 + β Kreise
und ist in Abbildung 4.8 veranschaulicht.
Damit ist die Behauptung bewiesen. 
Unter Beru¨cksichtigung der in Lemma 4.17 bewiesenen unteren Schranke, werden nun
nachfolgend einige Aussagen zu den Kreisen in einer maximalen Kreispackung vom P (n, k)
gemacht.
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v0
vk
vj·2k−k−4vj·2k−k−2
vj·2k−4
vk+2
vj·2k+k
vj·2k
v2
vj·2k−4
vj·2k+2β−2
vj·2k+k+2β−1
Abbildung 4.8: Die Veranschaulichung der Kreispackung P¯ := P˜⋃βb=1 SCj·2k+2b−2
Lemma 4.18:
Sei n > 8k und P eine maximale Kreispackung von P (n, k). Zudem sei C ⊂ P (n, k) ein
Kreis und τ := ggT (n, k), wie zuvor. Es gilt:
1.) Falls V Cin = ∅, folgt C /∈ P .
2.) Sei λ1 := |{C˜ ∈ P | |V C˜in | = 2}|, dann ergibt sich λ1 ≤ 14.
3.) Falls |V Cin | = 3, dann gilt einer der beiden folgenden Fa¨lle
(a) C /∈ P .
(b) C ∈ P und es existiert ein Kreis C¯ ⊂ P (n, k) mit |V C¯in | = 2, so dass
P¯ = (P \ {C}) ∪ {C¯} eine maximale Kreispackung ist.
Beweis:
1.) Es sei angenommen, dass C ∈ P gilt. Der Kreis C belegt alle Außenknoten. Somit
gilt fu¨r jeden weiteren Kreis C ′ ∈ P mit C ′ 6= C, dass V C′out = ∅ und
ν(G) = τ + 1 ≤ k + 1.
Aus Lemma 4.13 ist ν(G) ≥ jk
2
bekannt. Daher muss jk
2
≤ k + 1 gelten und damit
j ≤ 2. Es folgt n < 6k. Das ist ein Widerspruch zu n > 8k und es gilt in diesem
Fall C /∈ P .
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2.) Fu¨r jeden Kreis C˜ ⊂ P (n, k) mit |V C˜in | = 2 ergibt sich d(C˜) ≥ k+ 3. Da P maximal
ist, folgt mit der unteren Schranke aus Lemma 4.17 und girth(P (n, k)) = 8
(|V | − λ1(k + 3))/8 + λ1 ≥ |P| = ν(P (n, k)) ≥ jk
2
+ α(β + γ − γ
⌈
β
β + 1
⌉
)
Wegen |V | = 2n und n = 2kj + αk + 2β + γ gilt
(2(2jk + αk + 2β + γ)− λ1(k + 3))/8 + λ1 ≥ jk
2
+ α(β + γ − γ
⌈
β
β + 1
⌉
)
⇔
(4jk + 2αk + 4β + 2γ − λ1k − 3λ1)/8 + λ1 ≥ jk
2
+ αβ + αγ − αγ
⌈
β
β + 1
⌉
⇔
4jk + 2αk + 4β + 2γ − λ1k − 3λ1 + 8λ1 ≥ 4jk + 8αβ + 8αγ − 8αγ
⌈
β
β + 1
⌉
Folglich erha¨lt man
2αk + 4β + 2γ − λ1k + 5λ1 ≥ 8αβ + 8αγ − 8αγ
⌈
β
β + 1
⌉
und somit
λ1(k − 5) ≤ 2αk + 4β + 2γ − 8αβ − 8αγ + 8αγ
⌈
β
β + 1
⌉
Da
⌈
β
β+1
⌉
∈ {0, 1}, gilt
λ1(k − 5) ≤ 2αk + 4β + 2γ − 8αβ − 8αγ + 8αγ
⇔
λ1(k − 5) ≤ 2αk + 4β + 2γ − 8αβ
Auf Grund von γ ∈ {0, 1} folgt analog
λ1(k − 5) ≤ 2αk + 4β + 2− 8αβ
Man unterscheidet nun zwei Fa¨lle:
(a) α = 0: Dann gilt
λ1(k − 5) ≤ 4β + 2 ≤ 2k − 4 + 2
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da β ≤ k
2
− 1. Weiterhin ergibt sich
λ1 ≤ 2k − 2
k − 5
(b) α = 1: Man erha¨lt
λ1(k − 5) ≤ 2k + 4β + 2− 8β = 2k − 4β + 2 ≤ 2k + 2
da β ≥ 0 und daher
λ1 ≤ 2k + 2
k − 5
Es folgt λ1 ≤ 2 · k−1k−5 , falls α = 0 und λ1 ≤ 2 · k+1k−5 , falls α = 1. Da fu¨r k ≥ 6
k − 1
k − 5 <
k + 1
k − 5
gilt, sei nun die Funktion
f1 : R+ → R
mit f1(t) =
t+1
t−5 betrachtet. Offenbar ist f1(t) streng monoton fallend fu¨r t ≥ 6 (Es
gilt f ′1(t) = − 6t2−10t+25 < 0 fu¨r t ≥ 6) und f1(6) = 7.
Dies bedeutet fu¨r den Quotienten k+1
k−5 , dass
k + 1
k − 5 ≤ 7 fu¨r k ≥ 6
Damit ergibt sich allgemeinen
λ1 ≤ 2 · k + 1
k − 5 ≤ 14.
3.) Sei o. B. d. A. V Cin = {u0, uk, u2k}. Die Menge der Außenknoten V Cout induziert einen
Weg. Es wird angenommen, dass C ∈ P gilt, dann sind zwei Fa¨lle zu unterscheiden:
(i) v1 ∈ V Cout: In diesem Fall gilt V Cout = {v0, v1, v2, . . . , vk, vk+1, vk+2, . . . , v2k−1, v2k}
und C kann durch den Kreis C˜ mit V C˜out = {v0, v1, v2, . . . , vk} und somit
|V C˜in | = 2 substituiert werden. Es folgt (b).
(ii) v1 /∈ V Cout: Im zweiten Fall gilt V Cout = {v2k, v2k+1, v2k+2, . . . , vn−2, vn−1, v0} und
|V Cout| = n − (2k − 1). Jeder weitere Kreis C ′ ∈ P mit C ′ 6= C hat entweder
keine oder mindestens zwei Außenknoten. Da C ∈ P , erha¨lt man
|{C ′ ∈ P | V C′out = ∅}| ≤ τ − 1 ≤ k − 1
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und
|{C ′′ ∈ P | |V C′′out | ≥ 2}| ≤
|Vout| − |V Cout|
2
=
2k − 1
2
= k − 1
2
.
Es folgt
|P| ≤ k − 1 + k − 1
2
+ 1
Auf Grund der unteren Schranke in Lemma 4.13 muss allerdings gelten
jk
2
≤ ν(P (n, k)) = |P| ≤ 2k − 1
2
Folglich ergibt sich
jk ≤ 4k − 1 ⇔ j ≤ 4− 1
k
und somit
n < 8k
Das ist ein Widerspruch zur Annahme n > 8k. Die Annahme C ∈ P ist in
diesem Fall falsch. 
Aus Lemma 4.18 kann man zum einen folgern, dass fu¨r jeden Kreis C in einer maximalen
Kreispackung P gilt |V Cin | ≥ 2. Zum anderen kann man fu¨r eine betrachtete maximale
Kreispackung P annehmen, dass {Cˆ ∈ P | |V Cˆin | = 3} = ∅. Außerdem gibt es ho¨chstens
14 Kreise C˜ ∈ P mit |V C˜in | = 2, womit sich fu¨r jeden weiteren Kreis C¯ ∈ P mit |V C¯in | 6= 2
ergibt, dass |V C¯in | ≥ 4.
Nachfolgend wird bewiesen, dass ein Kreis C im Graphen P (n, k), welcher keine Außen-
knoten entha¨lt, nicht in einer maximalen Kreispackung vom P (n, k) enthalten ist. Ebenso
gilt dies fu¨r einen Kreis C, dessen Menge der Außenknoten V Cout einen Weg W der La¨nge
d(W ) ≤ k − 1 induziert.
Lemma 4.19:
Es sei n ≥ k2 + 34k und P eine maximale Kreispackung von P (n, k). Zudem sei
C ⊂ P (n, k) ein Kreis mit einer der folgenden beiden Eigenschaften:
1.) ECout = {(vj, v[j+1]), . . . , (v[j+i−1], v[j+i])} und 1 ≤ i ≤ k − 1
2.) V Cout = ∅
Dann gilt
C /∈ P .
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Beweis:
Aus Lemma 4.18 ist bekannt, dass es in P ho¨chstens 14 Kreise C˜ ∈ P mit |V C˜in | = 2 gibt
und jeder weitere Kreis Cˆ ∈ P die Eigenschaft hat, dass |V Cˆin | ≥ 4 gilt.
Nun sei angenommen, dass C ∈ P . Da vorausgesetzt wurde, dass entweder
ECout = {(vj, v[j+1]), . . . , (v[j+i−1], v[j+i])} und 1 ≤ i ≤ k − 1 oder V Cout = ∅ gilt, folgt
|V Cin | ≥
⌊
n
τ
⌋ ≥ ⌊n
k
⌋
und es ergibt sich wegen der unteren Schranke in Lemma 4.17
(|Vin| −
⌊n
k
⌋
− 2 · 14)/4 + 1 + 14 ≥ |P| = ν(P (n, k)) ≥ jk
2
+ α(β + γ − γ
⌈
β
β + 1
⌉
)
Wegen |Vin| = n = 2jk + αk + 2β + γ folgt
(2jk+αk+ 2β+γ−
⌊
2jk + αk + 2β + γ
k
⌋
− 28)/4 + 1 + 14 ≥ jk
2
+α(β+γ−γ
⌈
β
β + 1
⌉
)
Da 2β + γ ≤ k − 1, gilt ⌊2jk+αk+2β+γ
k
⌋
= 2j + α und somit
(2jk + αk + 2β + γ − 2j − α− 28)/4 + 15 ≥ jk
2
+ α(β + γ − γ
⌈
β
β + 1
⌉
)
⇔
2jk + αk + 2β + γ − 2j − α− 28 + 60 ≥ 2jk + 4α(β + γ − γ
⌈
β
β + 1
⌉
)
Dies ist gleichbedeutend mit
αk + 2β + γ − 2j − α + 32 ≥ 4α(β + γ − γ
⌈
β
β + 1
⌉
)
und man erha¨lt
2j ≤ αk + 2β + γ − α + 32− 4α(β + γ − γ
⌈
β
β + 1
⌉
)
Man unterscheide wiederum zwei Fa¨lle:
1.) α = 0: Dann gilt
2j ≤ 2β + γ + 32
⇔
j ≤ β + γ
2
+ 16 <
k
2
− 1 + 17 = k
2
+ 16
da β ≤ k
2
− 1 und γ ∈ {0, 1}.
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Dies wiederum heißt
n < 2(k
2
+ 16)k + 2β + γ
= k2 + 32k + 2β + γ
≤ k2 + 32k + k − 2 + γ
≤ k2 + 33k − 2 + 1
= k2 + 33k − 1.
2.) α = 1: Man erha¨lt mit der gleichen Argumentation
2j ≤ k + 2β + γ − 1 + 32− 4β − 4γ + 4γ
⌈
β
β + 1
⌉
⇔
2j ≤ k − 2β + γ + 31− 4γ + 4γ
⇔
j ≤ k
2
− β + γ
2
+ 15, 5 ≤ k
2
− β + 16 ≤ k
2
+ 16
Damit ergibt sich
n ≤ 2(k
2
+ 16)k + k + 2β + γ
= k2 + 33k + 2β + γ
≤ k2 + 33k + k − 2 + γ
≤ k2 + 34k − 2 + 1
= k2 + 34k − 1.
In beiden Fa¨lle entsteht also ein Widerspruch, da n ≥ k2 + 34k vorausgesetzt war. Somit
ist die Annahme C ∈ P falsch. 
Mit Lemma 4.18 erha¨lt man eine untere Schranke fu¨r die Anzahl der Innenknoten eines
Kreises C einer maximalen Kreispackung P . Lemma 4.20 ergibt, dass C außerdem min-
destens vier Außenknoten belegen muss.
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Lemma 4.20:
Sei n ≥ k2 + 34k und P eine maximale Kreispackung von P (n, k). Weiterhin sei C ∈ P
ein Kreis, dann gilt
|V Cout| ≥ 4.
Beweis:
Nach Lemma 4.19 gilt V Cout 6= ∅. Angenommen V Cout induziert einen zusammenha¨ngenden
Untergraphen, dann gilt nach Lemma 4.19, dass |V Cout| ≥ k+ 1. Andernfalls induziert V Cout
einen Untergraphen mit mindestens zwei Zusammenhangskomponenten. In diesem Fall
gilt |V Cout| ≥ 4 und die Behauptung ist bewiesen. 
Weiter lassen sich mit Lemma 4.19 die Kreise C˜ ⊂ P (n, k) einer maximalen Kreispackung
P mit |V C˜in | = 2 (vgl. Lemma 4.18 2.)) genauer beschreiben.
Lemma 4.21:
Fu¨r n ≥ k2 + 34k sei P eine maximale Kreispackung von P (n, k) und C˜ ∈ P ein Kreis
mit |V C˜in | = 2. Dann folgt
|V C˜out| = k + 1
Beweis:
Da C˜ ∈ P folgt aus Lemma 4.19, dass V C˜out ≥ k + 1.
Es sei angenommen, dass V C˜out > k+1 ist. O. B. d. A. sei V
C˜
in = {u0, uk}. Wegen V C˜out > k+1,
ergibt sich V C˜out = {vk, vk+1, vk+2, . . . , vn−2, vn−1, v0} und |V C˜out| = n − (k − 1). Analog zur
Beweisfu¨hrung in Lemma 4.18 3.) hat jeder weitere Kreis C ′ ∈ P mit C ′ 6= C˜ entweder
keine oder mindestens zwei Außenknoten. Wegen C˜ ∈ P muss gelten
|{C ′ ∈ P | V C′out = ∅}| ≤ τ − 1 ≤ k − 1
und
|{C ′′ ∈ P | |V C′′out | ≥ 2}| ≤
|Vout| − |V C˜out|
2
=
k − 1
2
=
k
2
− 1
2
.
Es folgt
|P| ≤ k − 1 + k
2
− 1
2
+ 1
Mit der unteren Schranke in Lemma 4.13 erha¨lt man
jk
2
≤ ν(P (n, k)) = |P| ≤ 3k
2
− 1
2
Folglich ergibt sich
jk ≤ 3k − 1 ⇔ j ≤ 3− 1
k
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und somit
n < 6k
Das ist ein Widerspruch zur Annahme n ≥ k2 + 34k. Damit ist die Annahme V C˜out > k+ 1
falsch und die Behauptung bewiesen. 
Im folgenden Lemma werden nun Kreise C betrachtet, deren Menge der Außenknoten
V Cout einen Weg W der La¨nge d(W ) ≥ k induziert. Unter der zusa¨tzlichen Annahme
|V Cin | = 2, erha¨lt man die in Lemma 4.21 betrachteten speziellen Kreise der La¨nge k + 3,
die zu einem spa¨teren Zeitpunkt fu¨r die Konstruktion einer maximalen Kreispackung von
wesentlicher Bedeutung sein werden. Beispielhaft ist ein solcher Kreis in Abbildung 4.9
rot markiert dargestellt.
vk
v0
Abbildung 4.9: Veranschaulichung eines Kreises mit genau zwei Innenknoten
Aus Lemma 4.18 2.) ist bereits bekannt, dass es in einer maximalen Kreispackung P von
P (n, k) ho¨chstens 14 solcher Kreise gibt.
Lemma 4.22:
Fu¨r n ≥ k2 + 34k sei P eine maximale Kreispackung von P (n, k). Zudem sei
λ2 := |{C ∈ P | |V Cout| ≥ k + 1}| gegeben.
Dann gilt:
1.) Falls α = 0 und 2β + γ ≥ k − 3 ⇒ λ2 ≤ 1
2.) Falls k = 6, α = 1 und 2β + γ = 0 ⇒ λ2 ≤ 2
3.) Falls k ≥ 8, α = 1 und 2β + γ = 0 ⇒ λ2 ≤ 1
4.) Falls α = 1 und 1 ≤ 2β + γ ≤ 3 oder 2β + γ = 5 ⇒ λ2 ≤ 1
5.) In allen u¨brigen Fa¨llen ist λ2 = 0
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Beweis:
Da P maximal ist und jeder Kreis in P mindestens vier Außenknoten belegt (vgl. Lemma
4.20), gilt
(|Vout| − λ2(k + 1))/4 + λ2 ≥ |P| = ν(P (n, k)) ≥ jk
2
+ α(β + γ − γ
⌈
β
β + 1
⌉
)
Aus |Vout| = n = 2kj + αk + 2β + γ ergibt sich auf diese Weise
(2jk + αk + 2β + γ − λ2(k + 1))/4 + λ2 ≥ jk
2
+ α(β + γ − γ
⌈
β
β + 1
⌉
)
Das heißt,
2jk + αk + 2β + γ − λ2(k + 1) + 4λ2 ≥ 2jk + 4α(β + γ − γ
⌈
β
β + 1
⌉
)
oder a¨quivalent
αk + 2β + γ − λ2(k − 3) ≥ 4α(β + γ − γ
⌈
β
β + 1
⌉
)
Es ergibt sich allgemein die Ungleichung
λ2(k − 3) ≤ αk + 2β + γ − 4α(β + γ − γ
⌈
β
β + 1
⌉
)
Nun werden zwei Fa¨lle unterschieden:
1.) α = 0: In diesem Fall gilt
λ2(k − 3) ≤ 2β + γ
Es ist β ∈ N0 und β ≤ k−22 . Betrachte folgende Unterfa¨lle:
(a) 2β + γ ≥ k − 2: Es gilt
λ2(k − 3) ≤ 2β + 1 ≤ k − 2 + 1 = k − 1
⇔
λ2 ≤ k − 1
k − 3 .
Die Argumentation erfolgt nun analog zum Beweis von Lemma 4.19. Betrachte
die Funktion
f2 : R+ → R
P (n, k) mit k ≥ 6 und k mod 2 = 0 127
mit f2(t) =
t−1
t−3 . Die Funktion f2(t) ist ebenfalls streng monoton fallend fu¨r
t ≥ 6 (Es gilt f ′2(t) = − 2t2−6t+9 < 0 fu¨r t ≥ 6) und f2(6) = 53 . Damit la¨sst sich
folgende Abscha¨tzung machen
λ2 ≤ k − 1
k − 3 ≤
5
3
Da λ2 ∈ N0 folgt
λ2 ≤ 1.
(b) 2β + γ = k − 3: In diesem Unterfall erha¨lt man
λ2(k − 3) ≤ 2β + 1 ≤ k − 4 + 1 = k − 3
⇔
λ2 ≤ 1
(c) 2β + γ ≤ k − 4: Folglich ist
λ2(k − 3) ≤ 2β + γ = r ≤ k − 4
⇔
λ2 ≤ k − 4
k − 3
Man betrachte nun die Funktion
f3 : R+ → R
mit f3(t) =
t−4
t−3 . In diesem Fall ist f3(t) streng monoton steigend fu¨r t ≥ 6 (Es
gilt f ′3(t) =
1
t2−6t+9 > 0 fu¨r t ≥ 6) und f3(6) = 23 . Damit la¨sst sich folgern
λ2 ≤ k − 4
k − 3 < 1
und somit
λ2 = 0.
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2.) α = 1: In diesem Fall wird die allgemeine Ungleichung zu
λ2(k − 3) ≤ k + 2β + γ − 4β − 4γ + 4γ
⌈
β
β+1
⌉
= k − 2β − 3γ + 4γ
⌈
β
β+1
⌉
= k − 2β + γ(4
⌈
β
β+1
⌉
− 3)
Man betrachte wiederum einige Unterfa¨lle:
(a) 2β + γ = 0: Es folgt
λ2(k − 3) ≤ k
⇔
λ2 ≤ k
k − 3 .
Somit ist die Funktion
f4 : R+ → R
mit f4(t) =
t
t−3 zu betrachten. Offenbar ist f4(t) wiederum streng monoton
fallend fu¨r t ≥ 6 (Es ist f ′4(t) = − 3t2−6t+9 < 0 fu¨r t ≥ 6) und f4(6) = 2.
Außerdem ist f4(8) = 1
3
5
. Damit la¨sst sich folgende Abscha¨tzung machen:
λ2 ≤ k
(k − 3) = 2 fu¨r k = 6
und
λ2 ≤ k
(k − 3) ≤ 1
3
5
fu¨r k ≥ 8.
Auf Grund der Ganzzahigkeit ergibt sich
λ2 ≤ 1 fu¨r k ≥ 8.
(b) 1 ≤ 2β + γ ≤ 3: In diesem Unterfall ergibt sich
λ2(k − 3) ≤ k − 1
⇔
λ2 ≤ k − 1
k − 3 .
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Wie zuvor bereits gezeigt, folgt
λ2 ≤ 1.
(c) 2β + γ = 4: Es gilt
λ2(k − 3) ≤ k − 4
⇔
λ2 ≤ k − 4
k − 3 .
Wie zuvor, gilt dann
λ2 = 0.
(d) 2β + γ = 5: In diesem Unterfall erha¨lt man
λ2(k − 3) ≤ k − 3
⇔
λ2 ≤ 1.
(e) 2β + γ ≥ 6: Es ergibt sich
λ2(k − 3) ≤ k − 5
⇔
λ2 ≤ k − 5
k − 3 .
Man betrachte die Funktion
f5 : R+ → R
mit f5(t) =
t−5
t−3 . Die Funktion f5(t) ist streng monoton steigend fu¨r t ≥ 6 (Es
gilt f ′5(t) =
2
t2−6t+9 > 0 fu¨r t ≥ 6) und f5(6) = 13 . Damit kann man wiederum
wegen
k − 5
k − 3 < 1
folgern, dass
λ2 = 0.

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Die Schranken in Lemma 4.22 gelten insbesondere auch fu¨r die Anzahl der Kreise
C ⊂ P (n, k) einer maximalen Kreispackung P von P (n, k) mit |V Cin | = 2 und |V Cout| = k+1
(vgl. Abbildung 4.9). Wie zuvor erwa¨hnt, sind diese Kreise im Zusammenhang mit der
Konstruktion einer maximalen Kreispackung von besonderer Bedeutung. Mit Lemma 4.22
folgt fu¨r solche Kreise, dass lediglich im Fall k = 6 und n = 12j + 6 zwei dieser Kreise
in einer maximalen Kreispackung P von P (n, k) enthalten sein ko¨nnen. In allen ande-
ren Fa¨llen kann eine maximale Kreispackung ho¨chstens einen solchen Kreis beinhalten.
Dies ist wesentlich, da im Verlauf dieses Kapitels gezeigt wird, dass immer eine maximale
Kreispackung existiert, welche ausschließlich aus Kreisen der La¨nge acht und ho¨chstens
einem Kreis C ⊂ P (n, k) mit |V Cout| = k + 1 und |V Cin | = 2 besteht.
Bei der Betrachtung einer maximalen Kreispackung P ergibt sich mit den Aussagen aus
den Lemmata 4.18 - 4.20 zusammenfassend, dass fu¨r jeden Kreis C ∈ P gilt:
|V Cout| ≥ 4 und |V Cin | ≥ 2.
In Satz 4.23 werden nun obere Schranken fu¨r die Anzahl der Außen- bzw. Innenknoten
eines Kreises einer maximalen Kreispackung von P (n, k) hergeleitet. Dazu wird folgende
Voru¨berlegung gemacht:
Man betrachte einen Kreis C ⊂ P (n, k) mit {vj, v[j+1], . . . , v[j+k+1]} ⊆ V Cout,
{(vj, v[j+1]), (v[j+1], v[j+2]), . . . , (v[j+k], v[j+k+1])} ⊆ ECout und (vj, uj) ∈ ECcross. Dann ist es
mo¨glich, den Kreis C durch einen ku¨rzeren Kreis C˜ ⊂ P (n, k) zu substituieren, welcher
durch V (C˜) := {vj, v[j+1], . . . , v[j+k], uj, u[j+k]} induziert wird. Man kann folglich o. B. d. A.
annehmen, dass
C /∈ P .
Damit lassen sich obere Schranken fu¨r die Anzahl von Außen- bzw. Innenknoten von Krei-
sen einer maximalen Kreispackung formulieren.
Satz 4.23:
Es sei n ≥ k2 + 34k und P eine maximale Kreispackung von P (n, k). Zudem sei
C ⊂ P (n, k) ein Kreis mit C ∈ P, dann gilt:
1.) Falls α = 0, folgt
|V Cin | ≤ k + 7 und |V Cout| ≤ k + 3
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2.) Falls α = 1, folgt
|V Cin | ≤ k + 9 und |V Cout| ≤ k + 5
Beweis:
Es wird zuna¨chst die Gu¨ltigkeit der beiden oberen Schranken fu¨r die Anzahl der Innen-
knoten von C bewiesen. Anschließend wird auf die Gu¨ltigkeit der Schranken fu¨r die Anzahl
der Außenknoten eingegangen.
(i) Aus Lemma 4.18 1.) ist fu¨r jeden Kreis C¯ ∈ P bekannt, dass |V C¯in | ≥ 2. Zudem weiß
man aus Lemma 4.21 und Lemma 4.22, dass die Anzahl |{C˜ ∈ P | |V C˜in | = 2}| ≤ 2
ist und sich fu¨r jeden weiteren Kreis Cˆ ∈ P mit |V Cˆin | 6= 2 ergibt, dass |V Cˆin | ≥ 4. Da
P maximal ist, erha¨lt man
(|Vin| − |V Cin | − 2 · 2)/4 + 1 + 2 ≥ |P| = ν(P (n, k)) ≥
jk
2
+ α(β + γ − γ
⌈
β
β + 1
⌉
)
Durch |Vin| = n ergibt sich
n− |V Cin | − 2 · 2 + 4 + 8 ≥ 2jk + 4αβ + 4αγ − 4αγ
⌈
β
β + 1
⌉
Da n = 2jk + αk + 2β + γ, erha¨lt man
2jk + αk + 2β + γ − |V Cin |+ 8 ≥ 2jk + 4αβ + 4αγ − 4αγ
⌈
β
β + 1
⌉
⇔
αk + 2β + γ − |V Cin |+ 8 ≥ 4αβ + 4αγ − 4αγ
⌈
β
β + 1
⌉
A¨quivalent erha¨lt man
|V Cin | ≤ αk + 2β + γ + 8− 4αβ − 4αγ + 4αγ
⌈
β
β+1
⌉
≤ αk + 2β + γ + 8− 4αβ − 4αγ + 4αγ
= αk + 2β + γ + 8− 4αβ
≤ αk + 2β + 9− 4αβ
Man unterscheidet zwei Fa¨lle:
a) α = 0: In diesem Fall gilt
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|V Cin | ≤ 2β + 9 ≤ k − 2 + 9 = k + 7.
b) α = 1: Im zweiten Fall ergibt sich
|V Cin | ≤ k + 2β − 4β + 9 = k − 2β + 9 ≤ k + 9
(ii) Aus Lemma 4.20 ist fu¨r jeden Kreis C¯ ∈ P bekannt, dass |V C¯out| ≥ 4. Da P maximal
ist, gilt
(|Vout| − |V Cout|)/4 + 1 ≥ |P| = ν(P (n, k)) ≥
jk
2
+ α(β + γ − γ
⌈
β
β + 1
⌉
)
Da |Vout| = n, folgt
n− |V Cout|+ 4 ≥ 2jk + 4αβ + 4αγ − 4αγ
⌈
β
β + 1
⌉
Mit n = 2jk + αk + 2β + γ erha¨lt man
2jk + αk + 2β + γ − |V Cout|+ 4 ≥ 2jk + 4αβ + 4αγ − 4αγ
⌈
β
β + 1
⌉
⇔
αk + 2β + γ − |V Cout|+ 4 ≥ 4αβ + 4αγ − 4αγ
⌈
β
β + 1
⌉
A¨quivalent gilt
|V Cout| ≤ αk + 2β + γ + 4− 4αβ − 4αγ + 4αγ
⌈
β
β+1
⌉
≤ αk + 2β + γ + 4− 4αβ − 4αγ + 4αγ
= αk + 2β + γ + 4− 4αβ
≤ αk + 2β + 5− 4αβ
Es werden wiederum zwei Fa¨lle unterschieden:
a) α = 0: Im ersten Fall erha¨lt man
|V Cout| ≤ 2β + 5 ≤ k − 2 + 5 = k + 3.
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b) α = 1: Analog folgt im zweiten Fall
|V Cout| ≤ k + 2β − 4β + 5 = k − 2β + 5 ≤ k + 5

Fasst man Lemma 4.20 und Satz 4.23 zusammen, so ergibt bei der Betrachtung einer
maximalen Kreispackung P fu¨r einen Kreis C ∈ P :
4 ≤ V Cout ≤ k + 5
Auf Grund der Beweisfu¨hrung kann man fu¨r 2 Kreise C, C˜ ∈ P schließen, dass
8 ≤ |V Cout ∪ V C˜out| ≤ k + 5 + 4
Fu¨hrt man diesen Ansatz fort, so bedeutet das fu¨r u Kreise einer maximalen Kreispackung
C1, . . . , Cu ∈ P :
4u ≤ |
u⋃
i=1
V Ciout| ≤ k + 5 + 4(u− 1)
Mit der nachfolgenden Abbildung 4.10 soll eine weitere Aussage u¨ber die Kreise einer
maximalen Kreispackung veranschaulicht werden.
u[j−k]
vjvj−1 vj+1
uj
uk−1u0
ub
uj+k
Abbildung 4.10: Eine Veranschaulichung eines Kreises mit einer speziellen Knotenbelegung
Wie zuvor gezeigt, hat jeder Kreis einer maximalen Kreispackung eine beschra¨nkte Anzahl
von Außen- und Innenknoten und damit eine beschra¨nkte Gesamtla¨nge. In der Abbildung
ist blau markiert ein Ausschnitt von einem Kreis skizziert, fu¨r den die Knoten uj und vj
in der Knotenmenge enthalten sind. Die Kante (uj, vj) ist allerdings kein Element der
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Kantenmenge. Betrachtet man den Index j als Element einer Menge von k − 2 aufein-
anderfolgenden Indizes (hier o. B. d. A. {1, . . . , k − 2}), so wird nachfolgend gezeigt, dass
es einen zweiten Index b in der k elementigen Indexmenge {0, . . . , k − 1} gibt, so dass
der Knoten ub ebenfalls ein Element des Kreises ist. Anderenfalls wa¨re der Kreis zu lang
und in keiner maximalen Kreispackung enthalten. Der beschriebene Zusammenhang er-
gibt sich analog in dem Falle, dass vj nicht in der Knotenmenge des Kreises enthalten ist.
Man erha¨lt folgendes Resultat.
Lemma 4.24:
Sei n ≥ 2k2 + 14k, P eine maximale Kreispackung von P (n, k) und C ∈ P ein Kreis.
Zudem sei o. B. d. A. uj ∈ V Cin und (uj, vj) /∈ E(C) mit j ∈ {1, . . . , k − 2}. Dann gilt
∃b ∈ {0, . . . , k − 1} mit b 6= j mit ub ∈ V Cin
Beweis:
Da uj ∈ V Cin und (uj, vj) /∈ E(C), ergibt sich uj+k, u[j−k] ∈ V Cin . Außerdem ist fu¨r jeden
Kreis C¯ ∈ P bekannt, dass V C¯out ≤ k + 5.
Nun sei angenommen, dass kein Index b ∈ {0, . . . , k− 1} mit b 6= j und ub ∈ V Cin existiert.
In diesem Fall gibt es einen Weg W = (uj+k, . . . , u[j−k]) mit der Eigenschaft ui /∈ V (W )
fu¨r alle i ∈ {0, . . . , k − 1} und W ∪ {(u[j−k], uj), (uj, uj+k)} = C. Insbesondere bedeutet
dies uj /∈ V (W ) und V Wout = V Cout.
1.) vj ∈ V Cout: In diesem Fall ergibt sich durch {u0, . . . , uk−1} ∩ V (W ) = ∅, dass
{v0, . . . , vk−1} ∪ {vk} ∪ {vn−1} ⊂ V Wout
Da |{vn−1, v0, . . . , vk−1, vk}| = k + 2 und |V Wout| = |V Cout| ≤ k + 5, induziert die
Menge V Wout einen Graphen mit ho¨chstens zwei Zusammenhangskomponenten. Man
unterscheide wiederum zwei Fa¨lle:
(a) V Wout induziert einen Graphen mit genau einer Zusammenhangskomponente: In
diesem Fall ist V Wout = {v[j−k], . . . , vn−1, v0, . . . , vk−1, vk, . . . , vj+k} und folglich
|V Wout| = 2k + 1. Das ist ein Widerspruch und die Annahme ist in diesem Fall
widerlegt.
(b) V Wout induziert einen Graphen mit genau zwei Zusammenhangskomponenten:
Demzufolge liegt einer der folgenden beiden Fa¨lle vor:
i. {vk+1, . . . , vj+k} ⊂ V Wout: Dann gilt {vk+1, . . . , vj+k} = {vk+1} und da-
mit j = 1. Demzufolge ist u1 ∈ V (C) sowie un−k+1, uk+1 ∈ V (C). Da
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{vn−1, v0, . . . , vk−1, vk} ⊂ V Wout, folgt un−1, un−k−1 ∈ V (C). Somit ergibt
sich auf Grund von un−k−1, un−k+1 ∈ V (C), dass die zweite Zusammen-
hangskomponente von W ∩ Gout mindestens drei Außenknoten hat. Es
folgt |V Wout| ≥ k + 6, ein Widerspruch.
ii. {v[j−k], . . . , vn−2} ⊂ V Wout: In dem Fall folgt {v[j−k], . . . , vn−2} = {vn−2} und
damit j = k − 2. Das bedeutet uk−2, uk ∈ V (C), sowie u2k−2, u2k ∈ V (C)
und die zweite Zusammenhangskomponente von W ∩Gout entha¨lt wieder-
um mindestens drei Außenknoten. Es ergibt sich der Widerspruch durch
|V Wout| ≥ k + 6.
2.) vj /∈ V Cout: Damit erha¨lt man
{v0, . . . , vk−1} ∩ V (W ) = ∅
und
{(uδ, uδ+k) | δ ∈ {0, . . . , k − 1}} ∩ E(W ) = ∅
Daraus ergibt sich, dass
|E(W )| ≥
⌊n
k
⌋
Da |V Wout| = |V Cout| ≤ k + 5 und |V Win | = |V Cin | − 1 ≤ k + 9− 1 erha¨lt man
|E(W )| = |V (W )| − 1 ≤ k + 5 + k + 9− 1− 1 = 2k + 12
Folglich muss gelten ⌊n
k
⌋
≤ 2k + 12
⇔
2jk + αk
k
≤ 2k + 12
⇔
2j + α ≤ 2k + 12
⇔
j ≤ k + 6− α
2
≤ k + 6
Das bedeutet
n ≤ 2k2 + 12k + αk + 2β + γ < 2k2 + 14k
Dies ist ein Widerspruch und die Annahme ist falsch. 
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Nachdem in den vorangegangenen Lemmata verschiedene Aussagen u¨ber die Anzahl der
Kreise in einer maximalen Kreispackung mit einer bestimmten Anzahl von Innen- bzw.
Außenknoten gemacht wurden, wird nachfolgend auf die Kreise einer maximalen Kreispa-
ckung mit einer Mindestanzahl von U¨bergangskanten eingegangen. Es wird gezeigt, dass
in einer maximalen Kreispackung die Anzahl der Kreise mit mindestens sechs U¨bergangs-
kanten fu¨r n ≥ k2 + 34k nach oben durch beschra¨nkt k+4
2
ist.
Lemma 4.25:
Fu¨r n ≥ k2 + 34k sei P eine maximale Kreispackung von P (n, k). Zudem sei
λ3 := |{C ∈ P | |ECcross| ≥ 6}|, dann gilt
λ3 ≤ k + 4
2
.
Beweis:
Wie zuvor, ist λ1 = |{C ∈ P | |V Cin | = 2}| = |{C ∈ P | |ECcross| = 2}| fu¨r P gegeben.
Zudem wird λ4 := |{C ∈ P | |ECcross| = 4}| definiert. Mit Lemma 4.22 weiß man bereits,
dass λ1 ≤ 2 gilt. Man betrachte nun zwei Fa¨lle:
1.) λ4 ≥ jk2 + α(β + γ − γ
⌈
β
β+1
⌉
): In diesem Fall erha¨lt man die Abscha¨tzung:
4λ4 ≥ 2jk + 4α(β + γ − γ
⌈
β
β+1
⌉
)
= n− (αk + 2β + γ) + 4α(β + γ − γ
⌈
β
β+1
⌉
)
Man betrachte wiederum die zwei mo¨glichen Auspra¨gungen von α separat:
(a) α = 0: Man erha¨lt
4λ4 ≥ n− 2β − γ
Da 2λ1 + 4λ4 + 6λ3 ≤ |Ecross| = n, ergibt sich
2λ1 + 6λ3 ≤ n− (n− 2β − γ)
= 2β + γ
≤ 2β + 1
≤ k − 2 + 1
= k − 1
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Folglich ist
6λ3 ≤ k − 1− 2λ1 ≤ k − 1
⇔
λ3 ≤ k − 1
6
(b) α = 1: In diesem Fall gilt
4λ4 ≥ n− k − 2β − γ + 4(β + γ − γ
⌈
β
β+1
⌉
)
≥ n− k − 2β − γ + 4(β + γ − γ)
= n− k + 2β − γ
Wie zuvor erha¨lt man mit 2λ1 + 4λ4 + 6λ3 ≤ |Ecross| = n
2λ1 + 6λ3 ≤ n− (n− k + 2β − γ)
= k − 2β + γ
≤ k − 2β + 1
≤ k + 1
Das bedeutet
6λ3 ≤ k + 1− 2λ1 ≤ k + 1
⇒
λ3 ≤ k + 1
6
2.) λ4 <
jk
2
+α(β + γ − γ
⌈
β
β+1
⌉
): Es ist bekannt, dass P keinen Kreis Cˆ ⊂ P (n, k) mit
|ECˆcross| = 0 entha¨lt, da fu¨r einen solchen Kreis entweder V Cˆout = ∅ oder V Cˆin = ∅ gilt.
Das bedeutet, dass
λ1 + λ4 + λ3 = |P| = ν(P (n, k)) ≥ jk
2
+ α(β + γ − γ
⌈
β
β + 1
⌉
) (4.1)
Wie bereits erwa¨hnt, muss außerdem
2λ1 + 4λ4 + 6λ3 ≤ |Ecross| = n = 2jk + αk + 2β + γ
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erfu¨llt sein. Daher folgt:
λ1
2
+ λ4 +
3
2
λ3 ≤ jk
2
+
αk
4
+
β
2
+
γ
4
(4.2)
Man betrachte wiederum die zwei Auspra¨gungen von α getrennt
(a) α = 0: In diesem Fall gelten folgende drei Ungleichungen
λ4 <
jk
2
(4.3)
λ1 + λ4 + λ3 ≥ jk
2
(4.4)
λ1
2
+ λ4 +
3
2
λ3 ≤ jk
2
+
β
2
+
γ
4
(4.5)
Die Ungleichung (4.3) folgt aus λ4 <
jk
2
+α(β+γ−γ
⌈
β
β+1
⌉
). Ungleichung (4.4)
ergibt sich aus Ungleichung (4.1) und Ungleichung (4.3) folgt aus Ungleichung
(4.2).
Mit Ungleichung (4.3) ergibt sich
λ4 <
jk
2
≤ jk
2
+
β
2
+
γ
4
.
Zudem kann man 1
2
λ3, wie folgt, darstellen
1
2
λ3 =
λ1
2
+ λ4 +
3
2
λ3 − (λ1
2
+ λ4 + λ3) (4.6)
Daher erha¨lt man unter Verwendung der Ungleichungen (4.4) und (4.5) die
Abscha¨tzung
1
2
λ3 ≤ jk
2
+
β
2
+
γ
4
− (λ1
2
+ λ4 + λ3)︸ ︷︷ ︸
≥ jk
2
−λ1
2
Damit ergibt sich
1
2
λ3 ≤ jk
2
+
β
2
+
γ
4
− jk
2
+
λ1
2
=
β
2
+
γ
4
+
λ1
2
Und somit
λ3 ≤ β + γ
2
+ λ1 ≤ β + 1
2
+ λ1 ≤ k
2
− 1 + 1
2
+ 2 =
k + 3
2
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(b) α = 1: Auch in diesem Fall ergeben sich drei Ungleichungen
λ4 <
jk
2
+ β + γ − γ
⌈
β
β + 1
⌉
(4.7)
λ1 + λ4 + λ3 ≥ jk
2
+ β + γ − γ
⌈
β
β + 1
⌉
(4.8)
λ1
2
+ λ4 +
3
2
λ3 ≤ jk
2
+
k
4
+
β
2
+
γ
4
(4.9)
Mit Ungleichung (4.7) erha¨lt man analog zum Fall (a)
λ4 <
jk
2
+ β + γ − γ
⌈
β
β + 1
⌉
≤ jk
2
+ β + γ
Verwendet man wiederum die Darstellung von 1
2
λ3 (Ungleichung (4.6)), sowie
die Ungleichungen (4.8) und (4.9), so ergibt sich
1
2
λ3 =
λ1
2
+ λ4 +
3
2
λ3 − (λ1
2
+ λ4 + λ3)
≤ jk
2
+
k
4
+
β
2
+
γ
4
− (λ1
2
+ λ4 + λ3)︸ ︷︷ ︸
≥ jk
2
+β+γ−γd ββ+1e−λ12
≤ jk
2
+
k
4
+
β
2
+
γ
4
− jk
2
− β − γ + γ
⌈
β
β + 1
⌉
+
λ1
2
=
k
4
− β
2
+
γ
4
− (γ − γ
⌈
β
β + 1
⌉
)︸ ︷︷ ︸
≥0
+
λ1
2
≤ k
4
− β
2
+
γ
4
+
λ1
2
≤ k
4
− β
2
+
1
4
+
2
2
≤ k
4
+ 1, 25
Demnach ist
λ3 ≤ k
2
+ 2, 5
Insgesamt folgt:
λ3 ≤ max
{
k − 1
6
,
k + 1
6
,
k + 3
2
,
k + 5
2
}
=
k + 5
2
.
Da λ3 ∈ N0 erha¨lt man die Behauptung. 
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4.2.1 Die Bestimmung einer maximalen Kreispackung
Zuvor wurde bereits erwa¨hnt, dass sich aus der Konstruktion einer Kreispackung fu¨r den
Beweis einer unteren Schranke der Kreispackungszahl eine Vermutung aufstellen la¨sst, wie
man eine maximale Kreispackung fu¨r einen beliebigen Graphen P (n, k) ermitteln kann.
Vermutung 1:
Es gibt in einem Graphen P (n, k) mit n ≥ max{k2 + 34k, 4k2 − 14k + 12} immer eine
maximale Kreispackung, welche ausschließlich aus Kreisen der La¨nge acht und ho¨chstens
einem Kreis der La¨nge k + 3 mit genau zwei Innenknoten besteht.
Die beiden in Vermutung 1 beschriebenen Kreistypen sind beispielhaft noch einmal in den
nachfolgenden Abbildungen 4.11 und 4.12 dargestellt.
v[i+k+1]
vi
Abbildung 4.11: Ein Kreis der La¨nge acht
vi
v[i+k]
Abbildung 4.12: Ein Kreis mit der La¨nge
k + 3 und genau zwei Innenknoten
Vermutung 1 erweist sich unter bestimmten Bedingungen als richtig. Dies wird nachfol-
gend gezeigt. Wie zuvor, wird n beschrieben durch
n = 2jk + αk + 2β + γ︸ ︷︷ ︸
=r
mit j ∈ N0, α, γ ∈ {0, 1} und β ∈ {0, . . . , k2−1}. Zuna¨chst wird n > 8k vorausgesetzt. Da-
her sind die Kreise SCi mit i = 0, . . . , n−1 die einzigen Kreise der La¨nge acht im Graphen
P (n, k). Außerdem beschreibt P weiterhin eine maximale Kreispackung im P (n, k).
Es sei G˜ = (V˜ , E˜) der Untergraph von P (n, k), welcher durch die Knotenmenge
V˜ = {v0, . . . , v2jk−1, u0, . . . , u2jk−1} induziert wird. Zudem sei R der so genannte Rest-
graph von P (n, k), welcher durch die Knotenmenge V \ V˜ induziert wird, sofern diese
nicht leer ist. Der Untergraph G˜ und der Restgraph R sind in der Abbildung 4.13 veran-
schaulicht.
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vj·2k−1
vj·2k
Restgraph R
Der
vj·2k+αk+2β+γ−1
induziert durch V˜
Untergraph G˜
Der
v0
Abbildung 4.13: Eine Veranschaulichung des Untergraphen G˜ und des Restgraphen R
Fu¨r eine maximale Kreispackung P sei
C(P) := {C ∈ P | V Cout ∩ {v0, . . . , v2jk−1} 6= ∅}
die Menge aller Kreise aus P , deren Knotenmenge mindestens einen Außenknoten des
Untergraphen G˜ entha¨lt. Aus dem Beweis von Lemma 4.13 (i) (Seite 112), der ersten un-
teren Schranke fu¨r ν(P (n, k)), ist eine Kreispackung fu¨r G˜ bekannt. Die dort konstruierte
Kreispackung P˜ besteht aus jk
2
Kreisen der La¨nge acht und ist fu¨r G˜ maximal. Um diese
Tatsache fu¨r die weitere Beweisfu¨hrung zu nutzen, unterscheidet man zwei Fa¨lle:
Fall I: Es existiert eine maximale Kreispackung P fu¨r die gilt |C(P)| ≤ jk
2
Fall II: Fu¨r alle maximalen Kreispackungen P gilt |C(P)| > jk
2
Fu¨r die beiden Fa¨lle wird nachfolgend separat gezeigt, dass Vermutung 1 fu¨r bestimmte
Werte der Parameter n und k richtig ist. Der U¨bersichtlichkeit halber sei
µ8(P) := |{C ∈ P | d(C) = 8}|
die Anzahl von Kreisen der La¨nge acht in einer maximalen Kreispackung P und
µ(k+3)(P) := |{C ∈ P | d(C) = k + 3, |V Cin | = 2}|,
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die Anzahl von Kreisen der La¨nge k+ 3 und genau zwei Innenknoten in einer maximalen
Kreispackung P .
Fall I: Es existiert eine maximale Kreispackung P im Graphen
P (n, k) fu¨r die gilt |C(P)| ≤ jk2
Der nachfolgende Satz sagt aus, dass im Fall I Vermutung 1 bereits fu¨r n ≥ k2 + 34k
korrekt ist. Im Beweis wird eine neue maximale Kreispackung Pneu konstruiert. Dies ge-
schieht auf Basis einer maximalen Kreispackung P , fu¨r die gilt |C(P)| ≤ jk
2
, und un-
ter Ausnutzung der Kenntnis der maximalen Kreispackung P˜ von G˜. Fu¨r Pneu wird
fu¨r den Fall µ(k+3)(Pneu) ≥ 1 gezeigt, dass µ8(Pneu) + µ(k+3)(Pneu) = ν(P (n, k)) und
µ(k+3)(Pneu) ≤ 1 gilt. Im Fall µ(k+3)(Pneu) = 0 wird durch die Substitution einiger ge-
eigneter Kreise durch Kreise der La¨nge acht eine weitere maximale Kreispackung P¯neu
erzeugt, fu¨r welche µ8(P¯neu) = ν(P (n, k)) und µ(k+3)(P¯neu) = 0 gilt. Damit wa¨re Vermu-
tung 1 fu¨r diese Situation bewiesen.
Satz 4.26:
Sei n ≥ k2 + 34k und P eine maximale Kreispackung von P (n, k) mit |C(P)| ≤ jk
2
. Dann
gibt es eine maximale Kreispackung Pˆ von P (n, k) fu¨r die gilt
µ8(Pˆ) + µ(k+3)(Pˆ) = ν(P (n, k)) und µ(k+3)(Pˆ) ≤ 1.
Beweis:
Man konstruiere zuna¨chst eine neue maximale Kreispackung Pneu, indem alle Kreise aus
C(P) ⊆ P durch die jk
2
Kreise in P˜ ersetzt werden. Das heißt
Pneu := (P \ C(P))︸ ︷︷ ︸
=:C¯(P)
∪P˜ .
Betrachte nun die Kreispackung C¯(P) = P \ C(P). Fu¨r alle Kreise C ∈ C¯(P) gilt
V Cout ∩ {v0, . . . , v2jk−1} = ∅.
Falls r ≤ k gilt, so folgt C¯(P) = ∅, da jeder Kreis in C¯(P) mindestens eine Innenkante von
R enthalten muss. Folglich hat R mindestens k + 1 Innenknoten. Wenn C¯(P) = ∅, kann
man schließen, dass ν(P (n, k)) = jk
2
. Dann ist Pˆ = Pneu eine maximale Kreispackung von
P (n, k) mit µ8(Pˆ) = ν(P (n, k)) ist. Damit gilt in diesem Fall die Behauptung.
Falls r ≥ k + 1, so gilt α = 1 und γ + β ≥ 1. Unterscheide zwei Fa¨lle:
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Fall 1: Man nehme an, dass µ(k+3)(Pneu) ≥ 1. Dies bedeutet, es gibt einen Kreis C¯ ∈ C¯(P)
mit d(C¯) = k + 3 und |V C¯in | = 2. Wegen Lemma 4.22 (Seite 125) gilt in diesem
Fall r ≤ k + 3 oder r = k + 5.
a) Sei r ≤ k + 3, so gilt |Vout \ (V C¯out ∪ V P˜out)| ≤ 2 und damit C¯(P) = {C¯}
und ν(P (n, k)) = jk
2
+ 1. Somit ist Pneu eine maximale Kreispackung mit
µ8(Pneu) = ν(P (n, k))− 1 und µ(k+3)(Pneu) = 1.
b) Sei r = k + 5, so gilt |Vout \ (V C¯out ∪ V P˜out)| = 4. Es ergibt sich |C¯(P)| ≤ 2.
Man nehme an, dass es C˜ ∈ C¯(P) gibt mit C˜ 6= C¯. Fu¨r den Kreis C˜
gilt, auf Grund der k + 1 Außenknoten von C¯, dass |EC˜in| ≥ 2. Sei j der
kleinste Index der Menge der Innenknoten V C˜in von C˜, dann entha¨lt E
C˜
in,
wegen der Außenknoten von C¯, die Kanten (uj, uj+k) und (uj+k, uj+2k). Da
EC˜in ⊆ E C¯(P)in , ist dies ein Widerspruch zu r = k + 5. Somit gilt C¯(P) = {C¯}
und ν(P (n, k)) = jk
2
+ 1. Es folgt, dass Pneu eine maximale Kreispackung
mit µ8(Pneu) = ν(P (n, k))− 1 und µ(k+3)(Pneu) = 1 ist.
Es ergibt sich somit fu¨r den Fall 1, dass Pˆ = Pneu eine maximale Kreispackung
mit µ8(Pˆ) = ν(P (n, k)) − 1 und µ(k+3)(Pˆ) = 1 ist. Damit ist fu¨r diesen Fall die
Behauptung bewiesen.
Fall 2: Man nehme an, dass µ(k+3)(Pneu) = 0. Daraus folgt, dass die Menge von Außen-
knoten V Cˆout eines beliebigen Kreises Cˆ ∈ C¯(P) mindestens zwei knotendisjunkte
Zusammenhangskomponenten induziert. Zudem gilt fu¨r Cˆ: Falls vi ∈ V Cˆout und
ui /∈ V Cˆin , folgt
ui /∈ V C¯(P)in ,
da andernfalls (u[i−k], ui), (ui, u[i+k]) ∈ ECˆin ⊆ E C¯(P)in wa¨ren und folglich r ≥ 2k+ 1
gelten mu¨sste. Dies wa¨re ein Widerspruch zu r ≤ 2k − 1. Als Konsequenz ergibt
sich
ui /∈ V Pneuin ,
weil fu¨r einen Kreis C˜ ∈ P mit ui ∈ V C˜in gilt, dass C˜ ∈ C(P). Dieser Kreis wurde
in Pneu substituiert.
Sei q der kleinste Index von V (Cˆ). Dann gilt vq, v[q+1], uq, u[q+k] ∈ V (Cˆ). Zudem
muss v[q+k] ∈ V (Cˆ) gelten, da Cˆ ∈ C¯(P). Es werden wieder zwei Fa¨lle unterschie-
den:
(a) u[q+1] ∈ V (Cˆ): Es folgt, dass u[q+k+1], v[q+k+1] ∈ V (Cˆ). Der Kreis Cˆ ist ent-
weder ein Kreis der La¨nge acht oder kann durch den Kreis SCq substituiert
werden.
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(b) u[q+1] /∈ V (Cˆ): Wie zuvor, gilt dann u[q+1] /∈ V Pneuin . Man unterscheide:
• Falls v[q+k+1] ∈ V (Cˆ), gilt ebenso u[q+k+1] /∈ V Pneuin und der Kreis Cˆ kann
durch den Kreis SCq substituiert werden.
• Im Fall v[q+k+1] /∈ V (Cˆ), gilt v[q+k+1] /∈ V (C¯(P)) und u[q+k+1] /∈ V (C¯(P)).
Dann kann der Kreis Cˆ ebenfalls durch den Kreis SCq substituiert wer-
den.
Zusammenfassend ergibt sich im Fall 2, dass alle Kreise C ∈ C¯(P) durch
Kreise der La¨nge acht substituierbar sind. Damit gilt |{C ∈ C¯(P)}| = β und
ν(P (n, k)) = jk
2
+ β. Man konstruiere Pˆ indem in Pneu alle Kreise aus C¯(P)
durch Kreise der La¨nge acht substituiert werden. Damit ergibt sich, dass Pˆ eine
maximale Kreispackung mit µ8(Pˆ) = ν(P (n, k)) und µ(k+3)(Pˆ) = 0 ist.
Im Fall 1 hat die Kreispackung Pˆ = Pneu die Eigenschaften µ8(Pˆ) = ν(P (n, k))− 1 und
µ(k+3)(Pˆ) = 1. Im Fall 2 wird durch die Substitution aller Kreise in Pneu durch Kreise der
La¨nge acht eine Kreispackung Pˆ mit µ8(Pˆ) = ν(P (n, k)) und µ(k+3)(Pˆ) = 0 erzeugt. In
beiden Fa¨llen gilt µ8(Pˆ) + µ(k+3)(Pˆ) = ν(P (n, k)) und µ(k+3)(Pˆ) ≤ 1. Damit gibt es in
beiden Fa¨llen eine Kreispackung mit den geforderten Eigenschaften und die Behauptung
ist bewiesen. 
Fu¨r den Fall I ist nachgewiesen, dass Vermutung 1 richtig ist. In diesem Fall gibt es fu¨r
P (n, k) mit n ≥ k2 + 34k immer eine maximale Kreispackung, welche ausschließlich aus
Kreisen SCi der La¨nge acht und ho¨chstens einem Kreis der La¨nge k + 3 mit genau zwei
Innenknoten besteht. Nachfolgend wird der Fall II betrachtet.
Fall II: Fu¨r alle maximalen Kreispackungen P im Graphen P (n, k)
gilt |C(P)| > jk2
Fu¨r den Fall II wird vorausgesetzt, dass fu¨r alle maximalen Kreispackungen P in P (n, k)
gilt |C(P)| > jk
2
. Zuna¨chst soll an einem kleinen Beispiel (fu¨r den P (32, 6)) eine solche
Situation veranschaulicht werden. In Abbildung 4.14 ist der P (32, 6) mit einer maximalen
Kreispackung P mit vier Kreisen farbig dargestellt.
Man kann zeigen, dass eine maximale Kreispackung im P (32, 6) (bis auf Isomorphie)
eindeutig ist. Dazu beweist man zuna¨chst folgende Aussagen.
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Abbildung 4.14: Eine maximale Kreispackung im P (32, 6)
Lemma 4.27:
1.) Es gilt
(a) {C ⊂ P (32, 6) | |V Cout| = % und d(C) ≤ 8} = ∅ fu¨r alle % ∈ {0, 2, 3, 5, 6, 7, 8}
(b) {C ⊂ P (32, 6) | |V Cout| = 1 oder |V Cin | = 1} = ∅
(c) {C ⊂ P (32, 6) | |V Cout| = 4 und d(C) ≤ 8} = {SCi | i = 0, . . . , n− 1}
2.) Sei C ⊂ P (32, 6) ein Kreis, dann gilt
(a) d(C) ≥ 8
(b) d(C) = 8⇔ C ∈ {SCi | i = 0, . . . , 31}
3.) girth(P (32, 6)) = 8.
Beweis:
Der Beweis der Aussagen 1.) (a)-(c) erfolgt analog zu den Beweisen von Lemma 4.10. Die
Aussagen 2.) (a) und (b) werden analog zu den Beweisen von Korollar 4.11 gezeigt. Der
Beweis zu Aussage 3.) la¨sst sich analog zum Beweis von Proposition 4.12 fu¨hren. 
Mit Lemma 4.27 erha¨lt man, dass jeder Kreis im Graphen P (32, 6) eine Mindestla¨nge von
acht hat. Zudem folgt, dass im P (32, 6) Kreise der La¨nge acht existieren und ein Kreis der
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La¨nge acht eindeutig der Menge {SCi | i = 0, . . . , 31} zuzuordnen ist. Da die in Abbildung
4.14 dargestellte maximale Kreispackung ausschließlich aus Kreisen SCi der La¨nge acht
besteht, folgt, dass jede maximale Kreispackung vom P (32, 6) genau acht Kreise der La¨nge
acht entha¨lt. Da die Kreise der La¨nge acht eindeutig der Menge {SCi | i = 0, . . . , 31}
zugeordnet werden ko¨nnen, ist eine maximale Kreispackung vom P (32, 6) eine Teilmenge
von {SCi | i = 0, . . . , 31} der Ma¨chtigkeit acht.
Konstruiert man eine maximale Kreispackung P vom P (32, 6), so kann man o. B. d. A.
annehmen, dass SC0 ∈ P gilt. Damit folgt v0, v1 ∈ V (SC0). Fu¨r die Knoten v2 und v3 gibt
es zwei Mo¨glichkeiten. Entweder gilt v2, v3 ∈ V (SC28) mit SC28 ∈ P oder v2, v3 ∈ V (SC2)
mit SC2 ∈ P . Des weiteren erha¨lt man fu¨r die Knoten v4 und v5 entweder v4, v5 ∈ V (SC4)
mit SC4 ∈ P oder v4, v5 ∈ V (SC30) mit SC30 ∈ P . Daraus ergeben sich zwei Kon-
struktionsmo¨glichkeiten fu¨r eine Kreispackung. Unter der Annahme SC28, SC0, SC4 ∈ P
erha¨lt man die maximale Kreispackung P = {SCi | i ∈ {0, . . . , 31}; i mod 4 = 0}
(vgl. Abbildung 4.14). Die Annahme SC0, SC2, SC4 ∈ P impliziert ein Vorgehen,
wie im Fall I, und ergibt einen Widerspruch. Man erha¨lt die Kreispackung
P˜ = {SC0, SC2, SC4, SC12, SC14, SC16, SC24} mit sieben Kreisen (vgl. Abbildung 4.15).
Da ν(P (32, 6)) = 8 gilt, ist diese Kreispackung nicht maximal.
Abbildung 4.15: Eine Kreispackung im P (32, 6) mit sieben Kreisen
Folglich ist eine maximale Kreispackung vom P (32, 6) eindeutig (bis auf Isomorphie). Es
gilt fu¨r jede maximale Kreispackung P , dass |C(P)| = 7 = 2·6
2
+ 1 = jk
2
+ 1 ist. Man
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kann erkennen, dass die im Fall I verwendete Konstruktionsweise im P (32, 6) zu keiner
maximalen Kreispackung fu¨hrt. Betrachtet man aber erneut die maximale Kreispackung
aus Abbildung 4.14, so sieht man, dass diese ausschließlich aus Kreisen der La¨nge acht
besteht, was Vermutung 1 zumindest in dem kleinen Beispiel dennoch besta¨tigt. Im Bei-
spiel gilt 32 = n < 8k + 1 = 47. Fall II liegt allerdings auch bei n > 8k vor. Dies ist zum
Beispiel fu¨r k = 6 und n mod 4 = 0 mit n > 48 gegeben. Somit muss Vermutung 1 fu¨r
den Fall II ebenfalls bewiesen werden.
Um die Gu¨ltigkeit von Vermutung 1 auch im Fall II nachzuweisen wird zuna¨chst gezeigt,
dass es in einer maximalen Kreispackung P keinen Kreis der La¨nge k + 3 mit genau
zwei Innenknoten gibt und somit fu¨r alle maximalen Kreispackungen µ(k+3)(P) = 0 gilt.
Anschließend wird bewiesen, dass im Fall II außerdem immer eine maximale Kreispackung
Pˆ von P (n, k) existiert, welche ausschließlich aus Kreisen der La¨nge acht besteht. Fu¨r Pˆ
gilt also µ8(Pˆ) = ν(P (n, k)) und somit µ(k+3)(Pˆ) = 0. Damit folgt Vermutung 1 auch fu¨r
den Fall II.
Im Fall II kann man die bisher beste angegebene untere Schranke ν(P (n, k)) (vgl. Lemma
4.17 Seite 116) weiter verscha¨rfen. Es gilt in dieser speziellen Situation
ν(P (n, k)) ≥ jk
2
+ α(β + γ − γ
⌈
β
β + 1
⌉
) + 1.
Andernfalls wa¨re mit der im Beweis von Lemma 4.17 konstruierten Kreispackung zur
bisher besten unteren Schranke von ν(P (n, k)) eine maximale Kreispackung P gefunden.
Fu¨r diese wu¨rde |C(P)| = jk
2
gelten und der Fall I la¨ge vor.
Zuna¨chst wird nun gezeigt, dass es in einer maximalen Kreispackung keinen Kreis der
La¨nge k+3 mit genau zwei Innenknoten gibt. Dazu wird ein Widerspruchsbeweis gefu¨hrt.
Satz 4.28:
Fu¨r n ≥ k2 + 34k sei P eine maximale Kreispackung mit |C(P)| > jk
2
. Dann gilt
µ(k+3)(P) = 0
Beweis:
Es sei angenommen, dass µ(k+3)(P) ≥ 1. Zudem sei C ∈ P mit d(C) = k+3 und |V Cin | = 2.
Betrachte P \ C. Da jeder Kreis in P mindestens vier Außenknoten hat, gilt
|P \ C| ≤
⌊
n− (k + 1)
4
⌋
=
⌊
2jk + r − (k + 1)
4
⌋
=
jk
2
+
⌊
r − (k + 1)
4
⌋
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und somit
|P| ≤ jk
2
+
⌊
r − (k + 1)
4
⌋
+ 1
Wegen ν(P (n, k)) ≥ jk
2
+ α(β + γ − γ
⌈
β
β+1
⌉
) + 1 und damit |P | ≥ jk
2
+ 1, folgt weiterhin
r ≥ k + 1. Mit Lemma 4.22 resultiert dann entweder k + 1 ≤ r ≤ k + 3 oder r = k + 5.
Dies fu¨hrt zur nachfolgenden Unterscheidung:
Fall 1: Es sei k + 1 ≤ r ≤ k + 3. In diesem Fall gilt ν(P (n, k)) ≥ jk
2
+ 2, da entweder
α = γ = 1 und β = 0 oder α = β = 1 und γ ∈ {0, 1} gegeben ist. Daraus ergibt
sich
|P| ≥ jk
2
+ 2
und wegen
⌊
r−(k+1)
4
⌋
= 0 muss
jk
2
+ 1 ≥ jk
2
+ 2
erfu¨llt sein. Dies ist ein Widerspruch. Das bedeutet, dass im Fall 1 µ(k+3)(P) ≤ 0
ist.
Fall 2: Es sei r = k + 5, dann gilt α = γ = 1 und β = 2 und somit
ν(P (n, k)) ≥ jk
2
+ β + 1 =
jk
2
+ 3.
Folglich erha¨lt man
|P| ≥ jk
2
+ 3.
In diesem Fall ist
⌊
r−(k+1)
4
⌋
= 1 und es folgt
jk
2
+ 1 + 1 ≥ |P| ≥ jk
2
+ 3.
Dies ist ebenfalls ein Widerspruch und es folgt, wie im Fall 1, µ(k+3)(P) ≤ 0.

Es wurde gezeigt, dass fu¨r alle maximalen Kreispackungen P im Fall II µ(k+3)(P) = 0
gilt. Daher muss man, um Vermutung 1 zu beweisen, nun noch nachweisen, dass es
in dieser Situation immer mindestens eine maximale Kreispackung Pˆ im P (n, k) mit
µ8(Pˆ) = ν(P (n, k)) gibt.
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Im Fall I wurde Vermutung 1 bewiesen, indem durch geeignete Substitutionen einiger
Kreise eine entsprechende maximale Kreispackung angegeben wurde. Diese Idee, in einer
gegebenen maximalen Kreispackung einzelne Kreise durch Kreise der La¨nge acht zu sub-
stituieren, soll nun auch im Fall II weiter verwendet werden. Die zentrale Frage in diesem
Zusammenhang ist, unter welchen Bedingungen man einen Kreis durch einen geeigne-
ten Kreis der La¨nge acht substituieren kann. Betrachtet man die Kreise SCi der La¨nge
acht einmal genauer, so stellt man fest, dass die Menge der Innenknoten V SCiin , wie folgt,
aussieht
V SCiin = {ui, u[i+1], u[i+k], u[i+k+1]}
Durch die vier Innenknoten der Menge V SCiin werden die beiden Innenkanten
(ui, u[i+k]), (u[i+1], u[i+k+1]) ∈ E(SCi) induziert.
Sei nun C ein Kreis in einer maximalen Kreispackung P mit ui, u[i+1], u[i+k], u[i+k+1] ∈ V Cin ,
so kann man C durch den Kreis SCi substituieren, sofern
{vi, v[i+1], v[i+k], v[i+k+1]} 6⊂ V (P) \ V (C).
Das bedeutet, dass die zu den betrachteten Innenknoten adjazenten Außenknoten nicht
durch andere Kreise der Kreispackung P belegt sein du¨rfen. Es gilt folgender Sachverhalt.
Lemma 4.29:
Fu¨r n ≥ 8k + 1 sei P eine maximale Kreispackung, fu¨r die gilt |C(P)| > jk
2
. Fu¨r jeden
Kreis C ∈ P existiere ein Index i, so dass ui, u[i+1], u[i+k], u[i+k+1] ∈ V Cin . Dann gibt es
eine maximale Kreispackung Pˆ mit
µ8(Pˆ) = ν(P (n, k)).
Beweis:
Sei C ∈ P ein Kreis mit ui, u[i+1], u[i+k], u[i+k+1] ∈ V Cin . Dann kann C durch den Kreis SCi
substituiert werden. Da dies fu¨r jeden Kreis C˜ ∈ P gilt, folgt sofort die Behauptung. 
Im Allgemeinen kann nicht davon ausgegangen werden, dass es im Fall II stets P gibt, fu¨r
welche die Voraussetzung aus Lemma 4.29 erfu¨llt ist. Allerdings fu¨hrt Lemma 4.29 zu der
Frage, ob es mo¨glich ist, fu¨r jeden Kreis einer maximalen Kreispackung eine Menge von
vier speziellen geeigneten Innenknoten {ui, u[i+1], u[i+k], u[i+k+1]} zu bestimmen, so dass
diese kantendisjunkte Kreise der La¨nge acht induzieren. Diese Frage wird im Rest des
Kapitels positiv beantwortet und fu¨hrt so auf den Nachweis der Gu¨ltigkeit von Vermutung
1 im Fall II. Dazu wird zuna¨chst ein Spezialfall von Lemma 4.29 betrachtet, in dem
eine zusa¨tzliche Anforderung an den Index i gestellt wird. Anschließend wird fu¨r eine
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gegebene maximale Kreispackung diejenige maximale Anzahl von Kreisen bestimmt, fu¨r
die es mo¨glich sein kann, dass sie die Voraussetzung aus Lemma 4.29 nicht erfu¨llen. Diese
maximale Anzahl ergibt sich zum einen durch eine Mindestla¨nge, die diese Kreise haben
mu¨ssen und zum anderen durch die im Fall II verscha¨rfte untere Schranke fu¨r ν(P (n, k)).
Bevor die zentrale Frage beantwortet wird, wird vorab die Beweisidee an Hand von einigen
Beispielen erla¨utert.
Um die besondere Situation aus Lemma 4.29 im Allgemeinen zu beschreiben, ist zuna¨chst
die Definition eines Ankerknotens notwendig.
Sei C ⊂ P (n, k) ein Kreis fu¨r den gilt, dass ein Index i existiert, so dass vi, ui ∈ V (C)
und uj /∈ V (C) fu¨r alle j ∈ {[i− k], [i− k + 1], . . . , [i− 1]}. Dann ist vi der Ankerknoten
von C.
Die Definition eines Ankerknotens wird in der folgenden Abbildung 4.16 veranschaulicht.
ui
ul
u[l+k]
vi
v[i+1]
u[i+k]
vl
Abbildung 4.16: Ankerknoten vi von dem rot markierten Kreis
In der Abbildung ist ein rot markierter Kreis zu sehen. Der Ankerknoten ist der Knoten vi.
Dieser ist in dem betrachteten Kreis der Außenknoten, welcher gegen den Uhrzeigersinn
”
am weitesten links“ liegt. Allgemein hat nicht jeder Kreis in P (n, k) einen Ankerknoten.
Ein Beispiel dafu¨r ist Gout.
Auf Grund der oberen Schranken fu¨r die Anzahl von Außen- bzw. Innenknoten eines Krei-
ses einer maximalen Kreispackung (siehe Satz 4.23, S. 130) ergibt sich fu¨r n ≥ 2k2 + 16k
folgendes Resultat.
Lemma 4.30:
Fu¨r n ≥ max{k2 + 34k, 2k2 + 16k} sei P eine maximale Kreispackung, fu¨r die gilt
|C(P)| > jk
2
. Dann hat jeder Kreis C ∈ P einen Ankerknoten.
Beweis:
Sei C ∈ P ein Kreis der maximalen Kreispackung P ohne Ankerknoten und τ = ggT (n, k),
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wie zuvor. Wegen Satz 4.23 gilt |V (C)| ≤ 2k + 14. Ein Kreis ohne Ankerknoten
hat aber mindestens n
τ
≥ n
k
Knoten. Wegen n ≥ 2k2 + 16k folgt dann allerdings
|V (C)| ≥ n
k
≥ 2k2+16k
k
= 2k + 16. Dies ist ein Widerspruch. 
Mit Lemma 4.29 und Lemma 4.30 ergibt sich sofort folgendes Ergebnis.
Proposition 4.31:
Fu¨r n ≥ max{k2 + 34k, 2k2 + 16k} sei P eine maximale Kreispackung, fu¨r die gilt
|C(P)| > jk
2
. Fu¨r jeden Kreis C ∈ P existiere ein Index i, so dass vi der Ankerknoten von
C ist und ui, u[i+1], u[i+k], u[i+k+1] ∈ V Cin . Dann gibt es eine maximale Kreispackung Pˆ mit
µ8(Pˆ) = ν(P (n, k)).
Beweis:
Der Beweis erfolgt analog zu Lemma 4.29. 
In Proposition 4.31 wird ein Kreis C mit dem Ankerknoten vi durch den Kreis SCi
substituiert. Man sagt, der Kreis C wird an seinem Ankerknoten durch einen Kreis der
La¨nge acht substituiert. Wenn nachfolgend bei einer Kreissubstitution ein Kreis an seinem
Ankerknoten durch einen Kreis der La¨nge acht substituiert wird, schreibt man verku¨rzt:
C wird an seinem Ankerknoten substituiert.
Existiert keine maximale Kreispackung im P (n, k), so dass die Voraussetzungen in Propo-
sition 4.31 erfu¨llt sind, bedeutet dies, dass in jeder maximalen Kreispackung mindestens
ein Kreis C existiert, fu¨r den gilt:
Wenn vi der Ankerknoten von C ist, dann folgt v[i+1] ∈ V (C) und u[i+1] /∈ V (C).
Das Ziel ist, auch derartige Kreise durch jeweils einen Kreis der La¨nge acht zu substituie-
ren. Gelingt dies, wu¨rde man eine maximale Kreispackung erhalten, welche ausschließlich
aus Kreisen der La¨nge acht besteht. Ein einfacher Fall, indem es mo¨glich ist, einen solchen
Kreis C ebenfalls an seinem Ankerknoten vi zu substituieren ist:
u[i+1], u[i+1+k], v[i+1+k] /∈ V (P).
Das bedeutet, dass die Knoten vi, v[i+1], ui und u[i+k] durch den Kreis C belegt sind, die
Knoten u[i+1], u[i+1+k] und v[i+1+k] frei sind und der Knoten v[i+k] frei oder durch C belegt
ist. In diesem Fall kann C ebenfalls an seinem Ankerknoten substituiert werden.
Da man in einer beliebigen maximalen Kreispackung im Allgemeinen nicht weiß,
welche Knoten zu welchem Kreis geho¨ren, bzw. welche Knoten frei sind, ist eine
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solche Substitution nicht
”
einfach“ mo¨glich. Man kann allerdings an der Stelle
einzelner Kreise eine Menge von Kreisen in einem Schritt durch eine Menge von Kreisen
{SCi | i ∈ I ⊂ {0, . . . , n − 1}} zula¨ssig substituieren. Dies wird im Folgenden erla¨utert
und bewiesen, dass ein solches Vorgehen mo¨glich ist. Zuna¨chst soll dazu eine Aussage u¨ber
die maximale Anzahl von Kreisen {C ∈ P | vi ist Ankerknoten von C, u[i+1] /∈ V (C)} in
P gemacht werden. Fu¨r derartige Kreise ist d(C) ≥ 9 bekannt, da sie nicht in der Menge
{SCi | i ∈ {0, . . . , n − 1}} enthalten sind. Im Fall k = 6 hat ein Kreis mit k + 1 = 7
Außen- und genau 2 Innenknoten die La¨nge neun. Andere Kreise der La¨nge neun gibt es
im P (n, 6) mit n > 8 · 6 nicht. Im Fall k ≥ 8 mit n > 8k gibt es keine Kreise der La¨nge
neun. Somit hat man fu¨r k = 6 und µ(k+3)(P) = 0 oder k ≥ 8 sogar d(C) ≥ 10 gegeben.
Sei nun fu¨r eine beliebige maximale Kreispackung P die Menge M(P) definiert:
M(P) := {C ∈ P | d(C) ≥ 9}.
Die Menge M(P) entha¨lt alle Kreise von P mit einer Mindestla¨nge von neun. Die Anzahl
der Kreise in M(P) sei
µ(≥9)(P) := |M(P)|.
Dann gilt folgendes Lemma:
Lemma 4.32:
Fu¨r n ≥ 9k + 1 sei P eine maximale Kreispackung, fu¨r die gilt |C(P)| > jk
2
. Dann folgt
mit r = αk + 2β + γ
µ(≥9)(P) ≤ r − 4.
Beweis:
Da P maximal ist, folgt wegen Lemma 4.28, dass µ(k+3)(P) = 0. Damit gilt d(C) ≥ 10
fu¨r alle C ∈M(P). Somit muss gelten
(2n− 10µ(≥9)(P))/8 + µ(≥9)(P) ≥ |P| ≥ jk
2
+ α(β + γ − γ
⌈
β
β + 1
⌉
) + 1
⇔
(2(2jk + αk + 2β + γ)− 10µ(≥9)(P))/8 + µ(≥9)(P) ≥ jk
2
+ α(β + γ − γ
⌈
β
β + 1
⌉
) + 1
⇔
4jk + 2αk + 4β + 2γ − 10µ(≥9)(P) + 8µ(≥9)(P) ≥ 4jk + 8α(β + γ − γ
⌈
β
β + 1
⌉
) + 8
⇔
2αk + 4β + 2γ − 2µ(≥9)(P) ≥ 8α(β + γ − γ
⌈
β
β + 1
⌉
) + 8
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Man unterschiede nach α:
1.) Sei α = 0, so gilt
4β + 2γ︸ ︷︷ ︸
=2r
−8 ≥ 2µ(≥9)(P)
⇔
r − 4 ≥ µ(≥9)(P)
2.) Sei α = 1, so gilt
2k + 4β + 2γ − 2µ(≥9)(P) ≥ 8β + 8γ − 8γ
⌈
β
β + 1
⌉
+ 8
⇔
2k + 4β + 2γ − 8β − 8γ + 8γ
⌈
β
β + 1
⌉
− 8 ≥ 2µ(≥9)(P)
⇔
2k − 4β − 6γ + 8γ
⌈
β
β + 1
⌉
− 8 ≥ 2µ(≥9)(P)
Es werden fu¨r β zwei Fa¨lle unterschieden:
(a) Sei β = 0, so muss folgen
2k − 6γ︸ ︷︷ ︸
=2r−8γ
−8 ≥ 2µ(≥9)(P)
⇔
r − 4γ − 4 ≥ µ(≥9)(P)
(b) Sei β ≥ 1, so folgt
2k − 4β − 6γ + 8γ − 8 ≥ 2µ(≥9)(P)
⇔
2k − 4β + 2γ︸ ︷︷ ︸
=2r−8β
−8 ≥ 2µ(≥9)(P)
⇔
r − 4β − 4 ≥ µ(≥9)(P)

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Man kann also ho¨chstens r− 4 Kreise nicht, im Sinne von Proposition 4.31, an ihrem An-
kerknoten substituieren. Mo¨chte man dennoch eine derartige Substitution durchfu¨hren,
muss man fu¨r jeden dieser Kreise eine geeignete Menge von vier Knoten bestimmen,
mit denen man anschließend den entsprechenden Kreis durch einen Kreis der La¨nge acht
substituieren kann. Sei C ein Kreis, den man nicht, im Sinne von Proposition 4.31, substi-
tuieren kann. Dann gilt fu¨r C, dass es einen Index i gibt, so dass vi der Ankerknoten von
C ist und u[i+1] 6∈ V (C) ist. Außerdem gilt ui, u[i+k], v[i+1] ∈ V (C). Dies ist in Abbildung
4.17 noch einmal graphisch veranschaulicht. Der Kreis C ist dabei rot markiert.
u[i+k]
ui
vi
u[i+1]
v[i+k]
u[i+k+1]
v[i+k+1]
v[i+1]
Abbildung 4.17: Ein Untergraph eines Kreises C ∈ P mit dem Ankerknoten vi
Die Menge M(P) entha¨lt alle Kreise aus P , welche eine La¨nge von mindestens zehn haben.
Das bedeutet, dass M(P) im Allgemeinen auch Kreise enthalten kann, die, im Sinne von
Proposition 4.31, an ihrem Ankerknoten substituiert werden ko¨nnen. Fu¨r eine maximale
Kreispackung P sei daher B(P) ⊆ M(P) die Menge der Kreise, welche sich nicht, im
Sinne von Proposition 4.31, an ihrem Ankerknoten substituieren lassen. Die Menge B(P)
ist definiert durch
B(P) := {C ∈ P | ∃i mit vi, ui ∈ V (C) und
vi ist der Ankerknoten von C, v[i+1] ∈ V (C), u[i+1] /∈ V (C)}.
Ist es nicht mo¨glich, jeden Kreis in P an seinem Ankerknoten zu substituieren und gilt
µ(k+3)(P) = 0 ( wie fu¨r den Fall II bereits bewiesen), so ergibt sich aus dem Vorherigen:
1 ≤ |B(P)| ≤ µ(≥9)(P) ≤ r − 4.
Im na¨chsten Schritt soll nun fu¨r Kreise aus der Menge B(P) eine Mo¨glichkeit dargestellt
werden, diese ebenfalls zu substituieren. Gelingt diese Substitution, so ist Vermutung
1 richtig. Somit la¨sst sich im Fall II jeder Kreis einer maximalen Kreispackung P durch
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einen Kreis der La¨nge acht ersetzen. Der Beweis dazu ist sehr technisch. Um die Beweisidee
zu veranschaulichen, wird daher das Vorgehen zuna¨chst an Hand einiger u¨berschaubarer
Beispiele veranschaulicht.
Die Grundidee fu¨r den Beweis ist weiterhin, dass fu¨r alle Kreise in P eine Menge von vier
geeigneten Innenknoten der Form {ui, u[i+1], u[i+k], u[i+k+1]} bestimmt werden soll, so dass
alle Kreise durch Kreise der La¨nge acht substituiert werden ko¨nnen. Dabei muss fu¨r die
Substitution des entsprechenden Kreises C ∈ P nicht zwingend gegeben sein, dass vi der
Ankerknoten des Kreises ist.
Illustration der Substitution von Kreisen in B(P)
Es sind insgesamt sechs Fallunterscheidungen notwendig, um Vermutung 1 zu zeigen. Je-
der dieser Fa¨lle wird nachfolgend an Hand eines Beispiels illustriert. Im Fall II wurden
bisher alle Kreise an ihrem Ankerknoten substituiert. Dies ist fu¨r die einzelnen Kreise
aus B(P) nicht mo¨glich. Wie zuvor erwa¨hnt, kann man aber ebenfalls eine Menge von
Kreisen in einem Schritt durch eine Menge von Kreisen der La¨nge acht substituieren. Um
dies durchzufu¨hren, ist es notwendig, zuna¨chst die so genannte a¨ußere Zusammenhangs-
komponente eines Kreises C ∈ P , in welcher der Ankerknoten von C liegt, genauer zu
beschreiben.
Fu¨r einen gegebenen Graphen P (n, k) sei C ⊂ P (n, k) ein Kreis mit Ankerknoten vi.
Zudem sei C ′ der durch die Menge V Cout ∩ Vout induzierte Untergraph von C und Zl eine
Zusammenhangskomponente von C ′. Dann bezeichnet man Zl als a¨ußere Zusammen-
hangskomponente von C.
Wie zuvor bewiesen, existiert fu¨r jeden Kreis C ∈ P ein Index i, so dass vi der Ankerknoten
von C ist. Die a¨ußere Zusammenhangskomponente von C, welche den Ankerknoten vi von
C entha¨lt, entspricht einem Weg von vi zu einem Knoten vq ∈ Vout. Sie wird die erste
a¨ußere Zusammenhangskomponente von C genannt und mit LC1 bezeichnet. Der relevante
Untergraph von C ∈ B(P) , sowie die erste a¨ußere Zusammenhangskomponente LC1 sind
in der folgenden Abbildung 4.18 fu¨r einen Beispielkreis C ∈ B(P) dargestellt.
Es ist nur ein Ausschnitt des Kreises C zu sehen. Welche weiteren Knoten oder Kan-
ten der Kreis C belegt, ist nicht bekannt. Wie zuvor bereits erwa¨hnt, wa¨re allerdings
u[i+1], u[i+1+k], v[i+1+k] /∈ V (P) eine Mo¨glichkeit, unter der man den Kreis C an seinem
Ankerknoten durch den Kreis SCi substituieren kann. In diesem Fall ist eine Substitution
des Kreises C durch den in der nachfolgenden Abbildung 4.19 violett markierten Kreis
SCi mo¨glich und liefert eine neue maximale Kreispackung P ′.
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vi
v[i+1]
LC1
vj
uj
ui
u[i+k]
u[j+k]
Abbildung 4.18: Ein Untergraph eines Kreises C ∈ B(P) mit dem Ankerknoten vi und
der ersten a¨ußeren Zusammenhangskomponente LC1
u[j+k]
ui
vi
v[i+1]
vj
uj
u[i+k]
Abbildung 4.19: Substitution eines Kreises C ∈ B(P) an seinem Ankerknoten vi
Die neue Kreispackung ist maximal, da bei der Substitution fu¨r den violett markierten
Kreis ausschließlich Knoten und Kanten genutzt wurden, welche entweder vorher durch
den Kreis C belegt oder frei waren. Die u¨brigen in der Abbildung 4.19 rot markierten
urspru¨nglichen Kanten von C sind nach der Substitution in der neuen Kreispackung nicht
mehr belegt. Von einer solchen Situation kann generell aber nicht ausgegangen werden.
Man betrachte daher das erste Beispiel:
Beispiel 4.1:
Es sei angenommen, dass der Innenknoten u[i+1] nicht frei ist. Wegen u[i+1] 6∈ V (C) gibt
es Cˆ ∈ P mit u[i+1] ∈ V (Cˆ) ⊆ V (P) und der Knoten geho¨rt zur Knotenmenge eines
anderen Kreises Cˆ der maximalen Kreispackung P . Falls v[i+1−k] der Ankerknoten von Cˆ
ist, kann man die Kreise C und Cˆ nicht an ihren Ankerknoten durch die Kreise SCi und
SC[i+1−k] substituieren. In dem Fall wu¨rden die Knoten v[i+1] und u[i+1] zur Substitution
des Kreises Cˆ beno¨tigt. Dieses Problem la¨sst sich lo¨sen, indem die beiden Kreise C und Cˆ
in einem Schritt durch zwei Kreise der La¨nge acht mit geeigneten Ankerknoten substituiert
werden. Dabei erfolgt die Substitution nicht zwingend fu¨r beide Kreise an ihrem jeweiligen
Die Bestimmung einer maximalen Kreispackung 157
Ankerknoten vi bzw. v[i+1−k]. Um das Vorgehen zu motivieren, sei angenommen, dass
u[i+1], . . . , u[j−1] ∈ V (P) \ V (B(P)). Das bedeutet, dass die betrachteten Innenknoten
alle von Kreisen der maximalen Kreispackung belegt sind. Fu¨r jeden dieser Kreise Cl
gilt, dass sein zugeho¨riger Ankerknoten vl, sowie die Knoten ul, v[l+1] und u[l+1] alle zu
seiner Knotenmenge V (Cl) geho¨ren. Die Situation ist in der nachfolgenden Abbildung 4.20
dargestellt. Fu¨r den rot markierten Kreis C gilt uj = u[i+5]. Zusa¨tzlich sei vorausgesetzt,
dass die Knoten v[i+k], . . . , v[j+k] frei sind, bzw. zu dem rot, blau oder gelb markierten
Kreis geho¨ren.
vl
ui
uj
u[j+k]
vi
v[i+1]
vj
u[i+k]
u[l+1]
u[l+k]
u[l+1+k]
ul
Abbildung 4.20: Ein Kreis C ∈ B(P) mit Ankerknoten vi und zwei Kreisen Cl und C[l+2]
Wie man sieht, wu¨rde eine Substitution des rot markierten Kreises C an seinem Ankerkno-
ten vi sowohl Knoten als auch Kanten des blau markierten Kreises beno¨tigen. Andererseits
wu¨rde man durch die Substitution des gelb, bzw. blau markierten Kreises an seinem je-
weiligen Ankerknoten vl bzw. v[l+2] Knoten des roten Kreises beno¨tigen. In beiden Fa¨llen
wu¨rde eine neue Kreispackung erzeugt, welche nicht maximal ist. Daher sind diese Substi-
tutionen nicht zula¨ssig. Eine zula¨ssige Substitution kann durchgefu¨hrt werden, wenn alle
drei Kreise simultan und nicht sukzessive substituiert werden. In der folgenden Abbildung
4.21 ist dargestellt, wie die drei Kreise C, Cl und C[l+2] simultan durch die drei neuen
Kreise SCi, SC[i+2] und SC[i+4] substituiert werden ko¨nnen.
Bei dieser simultanen Substitution wird der rot markierte Kreis C an seinem Ankerknoten
vi durch den violett markierten Kreis SCi substituiert. Der blau markierte Kreis Cl wird
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vl
ui
uj
u[j+k]
vi
v[i+1]
vj
u[i+k]
u[l+1]
u[l+k]
u[l+1+k]
ul
Abbildung 4.21: Simultane Substitution dreier Kreise I
durch den hellblau markierten Kreis SC[i+2] und der gelb markierte Kreis C[l+2] durch den
orange farbig markierten Kreis SC[i+4] substituiert. Es entsteht eine neue Kreispackung,
welche maximal ist, da bei der Substitution wiederum ausschließlich Knoten und Kanten
genutzt wurden, welche entweder vorher durch einen der Kreise C, Cl und C[l+2] belegt
oder frei waren. Die u¨brigen in Abbildung 4.21 rot, blau oder gelb markierten urspru¨ngli-
chen Kanten von C, Cl und C[l+2] sind nach der Substitution in der neuen Kreispackung
wiederum nicht mehr belegt.
Fu¨r die in diesem Beispiel durchgefu¨hrte simultane Substitution der drei Kreise ist aller-
dings vorausgesetzt, dass die Knoten v[i+k], . . . , v[j+k] urspru¨nglich in P frei oder durch
einen der drei Kreise C, Cl und C[l+2] belegt waren. Diese Situation wird generell nicht
immer vorliegen.
Allgemeiner formuliert, gibt es die Mo¨glichkeit, dass ein Kreis C˜ ∈ P existiert, so dass es
gemeinsame Knoten in der Knotenmenge der ersten a¨ußeren Zusammenhangskomponente
LC˜1 von V
C˜
out definiert durch den Ankerknoten von C˜ und der Menge {v[i+k], . . . , v[j+k]} gibt,
das bedeutet {v[i+k], . . . , v[j+k]}∩V (LC˜1 ) 6= ∅. In diesem Fall liegt eine so genannte Schach-
telung des Kreises C mit dem Kreis C˜ vor. Es ist zu beachten, dass dies keiner Schachte-
lung des Kreises C˜ mit dem Kreis C entspricht. Im Falle einer Schachtelung des Kreises C
mit einem anderen Kreis aus P sind zwei Fa¨lle zu unterscheiden. Der erste Fall ist, dass
mindestens einer der Knoten v[i+k+1], . . . , v[j+k−1] ein Ankerknoten eines anderen Kreises
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C˜ ∈ P \B(P) ist. Im zweiten Fall ist mindestens einer der Knoten v[i+k+1], . . . , v[j+k−1] ein
Knoten eines anderen Kreises C˜ ∈ B(P). Es wird sich herausstellen, dass im ersten Fall
die Kreise direkt durch entsprechende Kreise SCi zula¨ssig substituiert werden ko¨nnen. Im
zweiten Fall mu¨ssen, vor der Substitution, geeignete Knotenmengen identifiziert werden,
die den Ankerknoten fu¨r eine zula¨ssige Substitution enthalten. Da diese relevanten Kno-
ten durch die Indizes bestimmt sind, geht es also darum, diese zu ermitteln. Die beiden
Fa¨lle C˜ ∈ P \ B(P) und C˜ ∈ B(P) werden in den nachfolgenden Beispielen zur besse-
ren Veranschaulichung getrennt behandelt, da sie ein unterschiedliches Vorgehen bei der
Substitution der Kreise erfordern. Sie ko¨nnen aber im Allgemeinen zeitgleich auftreten.
Im folgenden Beispiel wird der erste Fall betrachtet.
Beispiel 4.2:
Im ersten Fall C˜ ∈ P \ B(P) ko¨nnte beispielhaft folgende Situation vorliegen (vgl. Abb.
4.22).
ui
uj
u[j+k]
vi
v[i+1]
vj
u[i+k]
u[i+1]
u[i+2]
vl
ul
vh
Abbildung 4.22: Ein Kreis C ∈ B(P) (rot) mit Ankerknoten vi und zwei weiteren nicht
sukzessive substituierbaren Kreisen C˜ (lila) und Ch (gelb)
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Man erkennt sofort, dass der Ankerknoten vl des lila markierten Kreises C˜ dem Knoten
v[i+k+1] entspricht. Es gilt also {v[i+k], . . . , v[j+k]}∩V (LC˜1 ) = {v[i+k+1], v[i+k+2]} 6= ∅ und es
liegt eine Schachtelung des rot markierten Kreises C mit dem Kreis C˜ vor. Zudem ist fest-
zustellen, dass die gru¨n markierten Knoten u[i+1] und u[i+2] nicht in der Knotenmenge von
P enthalten sind, d.h. u[i+1], u[i+2] 6∈ V (P). Ebenso sind die gru¨n markierten Kanten kei-
ne Kanten aus P , d.h. (u[i+1], u[i+k+1]), (u[i+2], u[i+k+2]) 6∈ E(P). In dieser Situation wu¨rde
eine Substitution des Kreises C an seinem Ankerknoten sowohl Knoten als auch Kanten
des Kreises C˜ beno¨tigen. Dies ist nicht zula¨ssig. Die Substitution des gelb markierten
Kreises Ch an seinem Ankerknoten fu¨hrt ebenfalls zu einer nicht zula¨ssigen Substitution.
Substituiert man allerdings wiederum diese drei Kreise simultan, wie in Abbildung 4.23
dargestellt, so wird der Kreis C an seinem Ankerknoten durch den violett markierten
Kreis SCi, der Kreis C˜ durch den rosa markierten Kreis SC[i+2] und der Kreis Ch durch
den orange markierten Kreis SC[i+4] substituiert.
vh
ui
uj
u[j+k]
vi
v[i+1]
vj
u[i+k]
u[i+1]
u[i+2]
ul
vl
Abbildung 4.23: Simultane Substitution dreier Kreise II
Es entsteht eine neue Kreispackung. Diese ist maximal. Damit ist die Substitution zula¨ssig,
da dabei wiederum ausschließlich Knoten und Kanten genutzt wurden, welche entweder
vorher durch einen der Kreise C, C˜ und Ch belegt oder frei waren. Die u¨brigen in der
Abbildung 4.23 rot, lila oder gelb markierten urspru¨nglichen Kanten von C, C˜ und Ch
sind nach der Substitution in der neuen Kreispackung wiederum nicht mehr belegt.
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Sei nun der zweite Fall betrachtet, d.h. C˜ ∈ B(P). Es bezeichne vl den Ankerknoten
von C˜ und {vl, . . . , vh} = V (LC˜1) die Knotenmenge der ersten a¨ußeren Zusammen-
hangskomponente von V C˜out. Der Kreis C ist mit dem Kreis C˜ geschachtelt. Damit gilt
{v[i+k], . . . , v[j+k]} ∩ {vl, . . . , vh} 6= ∅. Es ergeben sich vier zu betrachtende Unterfa¨lle.
Unterfall 1: Die Menge {v[i+k], . . . , vh} ist eine Teilmenge der Menge {vl, . . . , vh}.
Unterfall 2: Die Menge {vl, . . . , v[j+k]} ist eine Teilmenge der Menge {vl, . . . , vh}.
Unterfall 3: Die Menge {v[i+k], . . . , v[j+k]} ist eine Teilmenge von {vl, . . . , vh}.
Unterfall 4: Die Menge {v[i+k], . . . , v[j+k]} ist eine Teilmenge von {vl, . . . , vh}.
Diese vier Unterfa¨lle, sowie zula¨ssige Substitutionsmo¨glichkeiten, werden nun nachfolgend
einzeln an Hand zweier geschachtelter Kreise beispielhaft dargestellt. In den folgenden vier
Beispielen wird der U¨bersichtlichkeit halber angenommen, dass keine weitere Schachte-
lung der beiden betrachteten Kreise C und C˜ mit anderen Kreisen aus B(P) vorliegt. Das
bedeutet unter anderem auch, dass die vier Fa¨lle separat betrachtet werden. Im Allgemei-
nen ko¨nnen der erste, der zweite und der vierte Fall zeitgleich in Kombination auftreten.
Die graphische Veranschaulichung der betrachteten Beispielsituation erfolgt fu¨r jeden Un-
terfall an Hand einer Abbildung. In dieser ist untereinander zwei Mal der gleiche fu¨r die
Situation relevante Untergraph des P (n, k) zu sehen. Im oberen Untergraphen ist die Aus-
gangssituation des Beispiels fu¨r den jeweiligen Fall abgebildet. Das bedeutet, dass jeweils
in rot markiert der relevante Teil des Kreises C und in blau markiert der relevante Teil
des Kreis C˜ dargestellt ist. Zudem sind fu¨r beide Kreise die relevanten Knotenmengen von
Außenknoten markiert. Fu¨r den Kreis C sind die beiden Knotenmengen gelb markiert,
fu¨r den Kreis C˜ hellblau. In dem zweiten unteren Graphen sind die neu identifizierten
Knotenmengen von Außenknoten fu¨r beide Kreise, wiederum in den gleichen Farben, wie
im ersten Graphen, farbig markiert. Dabei ist zu erkennen, dass die Anzahl der markier-
ten Knoten im zweiten Graphen geringer ist, als im ersten Graphen. Im ersten Fall wird
in einer dritten separaten Abbildung auf der Grundlage der neu identifizierten Knoten-
mengen eine mo¨gliche zula¨ssige Substitution dargestellt. In den Abbildungen bedeuten
gestrichelte Kanten, wie zuvor, ein Fortsetzen des Graphen zwischen den entsprechenden
Endknoten. Man betrachte zuna¨chst den Unterfall 1.
Beispiel 4.3:
Es gilt {v[i+k], . . . , vh} ⊂ {vl, . . . , vh}. In Abbildung 4.24 ist der Unterfall 1 beispielhaft
an Hand der Kreise C (rot) und C˜ (blau) dargestellt.
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u[h−k]
vj
vj
u[j+k]
u[h+k]
uhul
vl
uj
uj
ul
vl
u[j+k]
u[l+k]
vh
v[h−k]
v[j+k]
u[l+k]
vi
ui
u[i+2k]
v[i+k]
u[i+k]
v[i+k]
u[i+k] v[j+k]
vi
ui
uh
v[l+k]
v[h+k]
v[l+k]
vh
v[i+2k]
u[h−k]
Abbildung 4.24: Fall 1
Die gru¨n markierte Kante und der gru¨n markierte Knoten sind beide durch die Kreise C
und C˜ blockiert und damit nicht in der Kantenmenge bzw. Knotenmenge von P enthalten,
d.h. (u[h−k], uh) 6∈ E(P) und u[h−k] 6∈ V (P). Es ist zu erkennen, dass in beiden Graphen
vier Knotenmengen farbig markiert sind. Im oberen Graphen werden die beiden gelb mar-
kierten Knotenmengen V (LC1 ) = {vi, . . . , vj} und {v[i+k], . . . , v[j+k]} zum Kreis C, die bei-
den hellblau markierten Knotenmengen V (LC˜1 ) = {vl, . . . , vh} und {v[l+k], . . . , v[h+k]} zum
Kreis C˜ zugeordnet. Man sieht im oberen Graphen, dass offenbar eine Schachtelung von C
mit C˜ vorliegt, da die Schnittmenge {v[i+k], . . . , v[j+k]}∩{vl, . . . , vh} = {v[i+k], . . . , vh} ist.
Die Idee ist nun, fu¨r beide Kreise neue Knotenmengen zu identifizieren, so dass keinerlei
U¨berschneidung der Knotenmengen mehr vorliegt. In diesem Fall sind alle vier Knoten-
mengen disjunkt. Dazu werden fu¨r die Knoten mit dem kleinsten bzw. gro¨ßten Index der
neuen Mengen ausschließlich Knoten verwendet, bei denen die zugeho¨rigen Innenknoten
mit dem identischen Index durch V (C) oder V (C˜) belegt oder blockiert, oder frei sind.
Im unteren Graphen sind die neu identifizierten Knotenmengen wiederum farbig mar-
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kiert. Die zwei neuen, zum Kreis C geho¨renden, Knotenmengen sind {v[h−k], . . . , vj} und
{v[h], . . . , v[j+k]}. Die zwei neuen, zum Kreis C˜ geho¨renden, Knotenmengen sind {vl, v[i+k]}
und {v[l+k], v[i+2k]}. Die vier Knotenmengen sind nun disjunkt. Man sagt: Die Schachte-
lung ist aufgelo¨st. In dem hier gegebenen Beispiel liegen keine weiteren Schachtelungen
vor. Somit kann die Substitution, wie zuvor gezeigt, erfolgen. Dies ist in der nachfolgenden
Abbildung 4.25 zu erkennen.
u[h−k]
vj
uj
ul
vl
uh
u[j+k]
u[l+k]
v[h−k]
u[i+2k]
v[i+k]
u[i+k]
vi
v[j+k]
ui
vh
v[l+k]
v[i+2k]
Abbildung 4.25: Die Substitution im ersten Fall
In diesem Beispiel wird der rot markierte Kreis C durch den orange markierten Kreis
SC[h−k] und der blau markierte Kreis C˜ durch den violett markierten Kreis SCl substi-
tuiert. Man sieht, dass der Kreis SC[h−k] den Ankerknoten v[h−k] hat, orientiert an der
neu identifizierten Knotenmenge fu¨r C. Es entsteht, wie zuvor, eine neue Kreispackung.
Diese ist maximal und die Substitution zula¨ssig, da bei der Substitution wiederum aus-
schließlich Knoten und Kanten genutzt wurden, welche entweder vorher durch einen der
Kreise C und C˜ belegt oder frei waren. Die u¨brigen in der Abbildung 4.25 rot oder blau
markierten urspru¨nglichen Kanten von C und C˜ sind nach der Substitution in der neuen
Kreispackung nicht mehr belegt. Im nachfolgenden Beispiel wird nun der Unterfall 2 be-
trachtet.
Beispiel 4.4:
Es gilt {vl, . . . , v[j+k]} ⊂ {vl, . . . , vh}. In Abbildung 4.26 ist der Unterfall 2 wiederum
beispielhaft an Hand der Kreise C (rot) und C˜ (blau) dargestellt.
Die gru¨n markierte Kante und der gru¨n markierte Knoten sind beide durch die Krei-
se C und C˜ blockiert und damit nicht in der Kantenmenge bzw. Knotenmenge von P
enthalten, d.h. (u[l−k], ul) 6∈ E(P) und u[l−k] 6∈ V (P). Im oberen Graphen werden, analog
zum ersten Unterfall, die beiden gelb markierten Knotenmengen V (LC1 ) = {vi, . . . , vj} und
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u[j+2k]
vl
u[h+k]
vi
ui
u[h+k]
u[l+k]
ui
uj
u[i+k]
ul
u[j+k]
uh
u[l−k]
u[i+k]
vh
v[i+k]
v[j+k]
v[l−k]
vj
vi
vh
v[j+k]
uh
v[h+k]
v[l+k]
ul
u[j+k]
vj
uj
v[i+k]
vl
v[h+k]
v[l+k]u[l+k]
u[j+2k]
Abbildung 4.26: Fall 2
{v[i+k], . . . , v[j+k]} zum Kreis C, die beiden hellblau markierten Knotenmengen
V (LC˜1 ) = {vl, . . . , vh} und {v[l+k], . . . , v[h+k]} zum Kreis C˜ zugeordnet. Man sieht im obe-
ren Graphen, dass eine Schachtelung von C mit C˜ vorliegt, da die Schnittmenge der zwei
Knotenmengen {v[i+k], . . . , v[j+k]} ∩ {vl, . . . , vh} = {vl, . . . , v[j+k]} ist. Zur neuen Identifi-
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zierung von Knotenmengen fu¨r die beiden Kreise C und C˜ werden fu¨r die Knoten mit
dem kleinsten bzw. gro¨ßten Index der neuen Mengen wiederum ausschließlich Knoten ver-
wendet, fu¨r welche die zugeho¨rigen Innenknoten mit dem gleichen Index durch V (C) oder
V (C˜) belegt oder frei sind. Im unteren Graphen sind die neu identifizierten Knotenmen-
gen, wie zuvor, farbig markiert. Die zwei neuen zum Kreis C geho¨renden Knotenmengen
sind {vi, . . . , v[l−k]} und {v[i+k], . . . , vl}. Die zwei neuen zum Kreis C˜ geho¨renden Knoten-
mengen sind {v[j+k], vh} und {v[j+2k], v[h+k]}. Die vier neuen Knotenmengen sind disjunkt
und die Schachtelung ist aufgelo¨st. In dem hier gegebenen Beispiel liegen keine weiteren
Schachtelungen vor. Die Substitution kann, analog zum Unterfall 1, erfolgen. Man be-
trachte nun den Unterfall 3.
Beispiel 4.5:
Es gilt {v[i+k], . . . , v[j+k]} ⊂ {vl, . . . , vh}. In Abbildung 4.27 ist der Unterfall 3 wiederum
beispielhaft dargestellt.
Im oberen Graphen werden, analog zu den ersten beiden Unterfa¨llen, die
beiden gelb markierten Knotenmengen V (LC1 ) = {vi, . . . , vj} und {v[i+k], . . . , v[j+k]} zum
Kreis C, die beiden hellblau markierten Knotenmengen V (LC˜1 ) = {vl, . . . , vh} und
{v[l+k], . . . , v[h+k]} zum Kreis C˜ zugeordnet. Man sieht im oberen Graphen, dass eine
Schachtelung von C mit C˜ vorliegt, da die Schnittmenge der zwei Knotenmengen
{v[i+k], . . . , v[j+k]} ∩ {vl, . . . , vh} = {v[i+k], . . . , v[j+k]} ist. Im unteren Graphen sind die
neu identifizierten Knotenmengen, wie zuvor, farbig markiert. Die zwei neuen, zum Kreis
C geho¨renden, Knotenmengen sind {vl, . . . , v[i+k]} und {v[l+k], . . . , v[i+2k]}. Die zwei neu-
en, zum Kreis C˜ geho¨renden, Knotenmengen sind {v[j+k], . . . , vh} und {v[j+2k], . . . , v[h+k]}.
Die vier neuen Knotenmengen sind disjunkt und die Schachtelung ist aufgelo¨st. In dem
Beispiel liegen, wie zuvor, keine weiteren Schachtelungen vor und die Substitution der
Kreise kann durchgefu¨hrt werden. Abschließend betrachte man nun Unterfall 4.
Beispiel 4.6:
Es gilt {vl, . . . , vh} ⊂ {v[i+k], . . . , v[j+k]}. In Abbildung 4.28 ist der Unterfall 4 am Beispiel
dargestellt.
Die gru¨n markierten Kanten und Knoten sind beide durch die Kreise C und C˜ blo-
ckiert und damit nicht in der Kantenmenge bzw. Knotenmenge von P enthalten, d.h.
(u[l−k], ul), (u[h−k], uh) 6∈ E(P) und u[l−k], u[h−k] 6∈ V (P). Im oberen Graphen werden
die beiden gelb markierten Knotenmengen V (LC1 ) = {vi, . . . , vj} und {v[i+k], . . . , v[j+k]}
zum Kreis C, die beiden hellblau markierten Knotenmengen V (LC˜1 ) = {vl, . . . , vh} und
{v[l+k], . . . , v[h+k]} zum Kreis C˜ zugeordnet. Man sieht im oberen Graphen, dass eine
Schachtelung von C mit C˜ vorliegt, da die Schnittmenge der zwei Knotenmengen
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u[l+k]
vl
vl
u[h+k]
u[h+k]
v[j+k]
v[i+k]
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u[j+k]
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v[i+k]
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Abbildung 4.27: Fall 3
{v[i+k], . . . , v[j+k]} ∩ {vl, . . . , vh} = {vl, . . . , vh} ist. Im unteren Graphen sind die neu
identifizierten Knotenmengen, wie zuvor, farbig markiert. Die zwei neuen zum Kreis C
geho¨renden Knotenmengen sind {vi, v[l−k]} und {v[i+k], vl}. Die zwei neuen zum Kreis
C˜ geho¨renden Knotenmengen sind {v[h−k], . . . , vj} und {vh, . . . , v[j+k]}. Die vier neuen
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Abbildung 4.28: Fall 4
Knotenmengen sind disjunkt und die Schachtelung ist aufgelo¨st. Im Beispiel liegen keine
weiteren Schachtelungen vor und die Substitution der Kreise kann durchgefu¨hrt werden.
Es wurde fu¨r die Schachtelung eines Kreises C ∈ B(P) mit einem Kreis C˜ ∈ P an Hand der
zwei Fa¨lle C˜ ∈ P \ B(P) und C˜ ∈ B(P) beispielhaft dargestellt, wie man diese Schach-
telungen von Kreisen einer gegebenen maximalen Kreispackung P zuna¨chst aufzulo¨sen
und die geschachtelten Kreise durch Kreise der La¨nge acht zula¨ssig substituieren kann.
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Dabei wurde gezeigt, dass das Vorgehen bei einer Schachtelung eines Kreises C ∈ B(P)
mit einem Kreis C˜ ∈ P \ B(P) darin besteht, mehrere Kreise simultan zu substituieren.
Im zweiten Fall C, C˜ ∈ B(P) wird die Schachtelung zuna¨chst aufgelo¨st, indem fu¨r jeden
der beiden Kreise zwei neue Knotenmengen identifiziert werden, welche anschließend fu¨r
eine zula¨ssige Substitution der Kreise durch Kreise der La¨nge acht genutzt werden. Dabei
sind vier Unterfa¨lle zu unterscheiden, fu¨r welche das Vorgehen allerdings identisch ist.
Bei genauerer Betrachtung erkennt man, dass die Unterfa¨lle drei und vier bei geeigneter
Umnummerierung der Knoten identisch sind. Allerdings ist es fu¨r die Verallgemeinerung
der Fa¨lle notwendig, eine einheitliche Nummerierung beizubehalten, weshalb die Fa¨lle un-
terschieden werden mu¨ssen. Wie zuvor bereits erwa¨hnt, werden die Knotenmengen durch
die Indizes der Knoten bestimmt. Im Folgenden wird bewiesen, dass das in den Beispie-
len gezeigte Vorgehen auf den allgemeinen Fall u¨bertragen werden kann. Im allgemeinen
Fall werden sukzessive alle Schachtelungen zweier Kreise aus B(P) einer gegebenen ma-
ximalen Kreispackung P aufgelo¨st, indem fu¨r jeden geschachtelten Kreis zwei geeignete
neue Indexmengen identifiziert werden, die die entsprechenden Knotenmengen beschrei-
ben. Dabei werden beide Fa¨lle nicht nur separat, sondern auch in Kombination betrachtet.
Zudem werden alle Kombinationen beru¨cksichtigt, in denen die vier Unterfa¨lle des zwei-
ten Falles auftreten ko¨nnen. Sind alle Schachtelungen der Kreise C ∈ B(P) mit je einem
oder mehreren anderen Kreisen aus B(P) aufgelo¨st, so kann man die Schachtelungen der
Kreise C ∈ B(P) mit einem oder mehreren Kreisen aus P \B(P) und die Schachtelungen
der Kreise C ′ ∈ P \ B(P) mit einem Kreis C˜ ∈ B(P) durch die simultane Substitution
mehrerer Kreise auflo¨sen. Substituiert man abschließend noch alle u¨brigen Kreise an Hand
der Indexmengen, so erha¨lt man eine neue maximale Kreispackung, welche ausschließlich
aus Kreisen der La¨nge acht besteht.
Eine Verallgemeinerung der Auflo¨sung von Schachtelungen
Im Folgenden wird das zuvor beispielhaft dargestellte Vorgehen zur Auflo¨sung von Schach-
telungen generalisiert und Vermutung 1 bewiesen. In den Beispielen wurden geeignete
Knotenmengen identifiziert, welche fu¨r eine zula¨ssige Substitutiuon der Kreise verwendet
werden konnten. Im allgemeinen Fall werden keine Knotenmengen, sondern die zu den
Knotenmengen geho¨renden Indexmengen, betrachtet. Es werden somit fu¨r die geschach-
telten Kreise jeweils zwei geeignete Indexmengen identifiziert, welche fu¨r eine zula¨ssige
Substitutiuon der Kreise verwendet werden ko¨nnen. Um die zwei Indexmengen fu¨r einen
beliebigen Kreis C ∈ P zu beschreiben, werden vier Indizes bC1 , bC2 , bC3 und bC4 beno¨tigt, die
sich im Laufe der Konstruktion vera¨ndern ko¨nnen. Die vier Indizes beschreiben fu¨r C die
Indexmengen {bC1 , . . . , bC2 } und {bC3 , . . . , bC4 }. An Hand dieser Indexmengen werden nach-
folgend alle vorliegenden Schachtelungen bestimmt und aufgelo¨st. Fu¨r einen beliebigen
Die Bestimmung einer maximalen Kreispackung 169
Kreis C ∈ P mit Ankerknoten vi und V (LC1 ) = {vi, v[i+1], . . . , vj} werden die beiden rele-
vanten Indexmengen, wie folgt, initialisiert: bC1 := i, b
C
2 := j, b
C
3 := [i+k] und b
C
4 := [j+k].
In Abbildung 4.29 ist die erste a¨ußere Zusammenhangskomponente LC1 mit den entspre-
chenden Knoten eines Kreises C mit Ankerknoten vi noch einmal veranschaulicht.
vbC1 = vi
ubC1
ubC3
ubC4
ubC2
vbC2 = vj
Abbildung 4.29: Veranschaulichung der gesetzten Indizes
Fu¨r jeden Kreis C ∈ P liegen die beiden relevanten Indexmengen vor. An Hand dieser
Indexmengen werden die Schachtelungen nun zuna¨chst identifiziert.
Seien dazu C ∈ B(P) und C ′ ∈ P zwei Kreise einer maximalen Kreispackung P , dann
gilt
C ist mit C ′ geschachtelt ⇔
{bC3 , . . . , bC4 } ∩ {bC
′
1 , . . . , b
C′
2 } 6= ∅
In den betrachteten Beispielen war bei einer Schachtelung der Schnitt der betrachteten
Knotenmengen nicht leer. Analog wird nun eine Schachtelung eines Kreises C mit einem
anderen Kreis C ′ an Hand der nicht leeren Schnittmenge der relevanten Indexmengen
{bC3 , . . . , bC4 } und {bC′1 , . . . , bC′2 } identifiziert. Es ist aber zu beachten, dass die Tatsache,
dass C mit C ′ geschachtelt ist nicht a¨quivalent dazu ist, dass C ′ mit C geschachtelt ist.
Fu¨r entsprechend großes n gilt auf Grund der nach oben beschra¨nkten Knotenanzahl der
Kreise einer maximalen Kreispackung (vgl. Satz 4.23, S.130) sogar
C ist mit C ′ geschachtelt⇒ C ′ ist nicht mit C geschachtelt
Unter der Annahme |B(P)| ≥ 1, ergibt sich fu¨r den Fall, dass kein Kreis C ∈ B(P) mit
einem anderen Kreis C ′ ∈ B(P) geschachtelt ist, folgendes Lemma. Es dru¨ckt allgemein
die Situation aus, welche in den Beispielen 4.1 und 4.2 illustriert wurde.
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Lemma 4.33:
Fu¨r n ≥ max{k2 + 34k, 2k2 + 16k} sei P eine maximale Kreispackung, fu¨r die gilt
|C(P)| > jk
2
, |B(P)| ≥ 1 und {bC3 , . . . , bC4 } ∩ {bC′1 , . . . , bC′2 } = ∅ fu¨r alle Kreise
C,C ′ ∈ B(P). Dann existiert eine maximale Kreispackung P˜ mit
µ8(P˜) = ν(P (n, k))
Beweis:
Sei C ∈ B(P) ein Kreis mit Ankerknoten vi und S(C) := {C ′ ∈ P | C ist geschachtelt mit
C ′ oder C ′ ist geschachtelt mit C}. Dann gilt fu¨r alle C ′ ∈ S(C), dass C ′ ∈ P \B(P) und
|S(C)| ≤
⌊
|{bC1 ,...,bC2 }|−2
2
⌋
, da jeder Kreis C ′ ∈ S(C) zwei Innenknoten uj und u[j+1] der
Knotenmenge {u[bC1 +1], . . . , u[bC2 −1]} belegt oder blockiert. Man substituiere C und alle
Kreise aus S(C) simultan durch die
⌊
|{bC1 ,...,bC2 }|
2
⌋
Kreise
{SCbC1 , SC[bC1 +2], . . . , SC[bC2 −2]} falls |{bC1 , . . . , bC2 }| mod 2 = 1 oder
{SCbC1 , SC[bC1 +2], . . . , SC[bC2 −1]} falls |{bC1 , . . . , bC2 }| mod 2 = 0
und erha¨lt eine neue maximale Kreispackung Pˆ . Man fu¨hre die simultane Substitution
analog sukzessive fu¨r alle Kreise Cˆ ∈ B(Pˆ) durch. So erha¨lt man eine maximale Kreis-
packung Pˆ , fu¨r die gilt B(Pˆ) = ∅. Anschließend substituiere man alle Kreise C˜ ∈ Pˆ mit
d(C˜) ≥ 9 an ihrem Ankerknoten. Es entsteht eine maximale Kreispackung P˜ , fu¨r die gilt
µ8(P˜) = ν(P (n, k)). 
Fu¨r das Auflo¨sen von Schachtelungen reicht es im Weiteren also aus, den Fall einer Schach-
telung von C mit C ′ mit C,C ′ ∈ B(P) zu betrachten. Dieser Fall ist allerdings nur re-
levant, falls derartige Kreise in einer maximalen Packung existieren. Daher wird fu¨r die
weitere Betrachtung vorausgesetzt, dass mindestens eine maximale Kreispackung P eines
Graphen P (n, k) existiert, fu¨r die gilt |B(P)| ≥ 1. Der Fall C,C ′ ∈ B(P) besteht, wie in
den Beispielen motiviert, auch im Allgemeinen aus vier Unterfa¨llen. Der erste Unterfall
ist noch einmal als Beispiel mit den definierten Indizes in Abbildung 4.30 zu sehen.
Um das nachfolgende Theorem zu beweisen, werden einige technische Vorbereitungen
beno¨tigt, die zu einer Sortierung der Kreise in B(P) fu¨hren. Dabei wird folgende wichtige
Eigenschaft genutzt:
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ubC4
vbC1
vbC′2
vbC2
ubC1
ubC′1
ubC3 ubC′2
ubC′3
ubC′4
ubC2
vbC′1
Abbildung 4.30: Die Schachtelung zweier Kreise aus B(P)
Lemma 4.34:
Fu¨r n ≥ max{k2 + 34k, 4k2 − 14k + 12} sei P eine maximale Kreispackung, fu¨r die gilt
|C(P)| > jk
2
. Sei |B(P)| ≥ 1, dann existiert C ∈ B(P) mit der folgenden Eigenschaft
{bC1 , . . . , bC2 } ∩ {bC
′
3 , . . . , b
C′
4 } = ∅, ∀C ′ ∈ B(P).
Beweis:
Es wird ein Widerspruchsbeweis gefu¨hrt. Dazu sei angenommen:
Fu¨r jeden Kreis C ∈ B(P) existiert ein Kreis C ′ ∈ B(P) mit C 6= C ′, so dass
{bC1 , . . . , bC2 } ∩ {bC
′
3 , . . . , b
C′
4 } 6= ∅.
Sei B(P) = {C1, . . . , C|B(P)|} und o. B. d. A. vbC11 := v0. Sortiere B(P) derart, dass gilt
bCi1 < b
Cj
1 ⇔ i < j.
Wegen Lemma 4.32 gilt |B(P)| ≤ r − 4. Zudem kann man nach Lemma 4.15 annehmen,
dass fu¨r jeden Kreis C ∈ P die Ungleichung |{bC1 , . . . , bC2 , bC3 , . . . , bC4 }| ≤ 2k erfu¨llt ist.
Andernfalls wird der Kreis C entsprechend Lemma 4.15 substituiert. Des weiteren gilt:
Sei der Kreis C ∈ B(P) mit C ′ ∈ B(P) geschachtelt, dann entha¨lt die Schnittmenge
der beiden Indexmengen {bC3 , . . . , bC4 } und {bC′1 , . . . , bC′2 } mindestens zwei Indizes, also
|{bC3 , . . . , bC4 } ∩ {bC′1 , . . . , bC′2 }| ≥ 2.
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Somit ergibt sich
|{bC11 , . . . , bC12 , bC13 , . . . , bC14 , bC21 , . . . , bC24 , . . . , bC|B(P)|1 , . . . , bC|B(P)|2 , bC|B(P)|3 , . . . , bC|B(P)|4 }|
≤ 2k + (|B(P)| − 1) · (2k − 2) ≤ 2k + (r − 4− 1) · (2k − 2)
≤ 2k + (2k − 1− 5) · (2k − 2) = 2k + (4k2 − 16k + 12)
= 4k2 − 14k + 12.
Wegen bC11 = 0, folgt b
C|B(P)|
4 ≤ 4k2 − 14k + 12 − 1. Da die Menge B(P) sortiert ist und
n ≥ 4k2− 14k+ 12 gilt, ergibt sich fu¨r C1, dass {bC11 , . . . , bC12 }∩ {bC′3 , . . . , bC′4 } = ∅ fu¨r alle
C ′ ∈ B(P) gilt. Dies ist ein Widerspruch zur Annahme. Somit existiert C ∈ B(P) mit
der Eigenschaft {bC1 , . . . , bC2 } ∩ {bC′3 , . . . , bC′4 } = ∅ fu¨r alle C ′ ∈ B(P). 
Lemma 4.34 sagt aus, dass es immer mindestens einen Kreis C ∈ B(P) gibt, derart, dass
kein Kreis C ′ ∈ B(P) mit C geschachtelt ist. Der Kreis C kann allerdings mit anderen
Kreisen aus B(P) geschachtelt sein. Mit den gleichen Argumenten, wie im Beweis zu Lem-
ma 4.34, folgt außerdem
Korollar 4.35:
Fu¨r n ≥ max{k2 + 34k, 4k2 − 14k + 12} sei P eine maximale Kreispackung, fu¨r die gilt
|C(P)| > jk
2
. Sei |B(P)| ≥ 1 und A(P) ⊆ B(P) die Menge aller Kreise, fu¨r welche
die Eigenschaft aus Lemma 4.34 erfu¨llt ist. Dann existiert C ∈ A(P) mit der folgenden
Eigenschaft
{bC2 , . . . , bC3 } ∩ {bC
′
3 , . . . , b
C′
4 } = ∅, ∀C ′ ∈ B(P).
Sind fu¨r C die Eigenschaften aus Lemma 4.34 und Korollar 4.35 erfu¨llt und ist C au-
ßerdem mit mindestens einem anderen Kreis aus B(P) geschachtelt, so kann man eine
gro¨ßtmo¨gliche Menge geschachtelter Kreise in B(P) bestimmen, welche C entha¨lt und
außerdem keinen weiteren Kreis C˜ mit C 6= C˜, fu¨r welchen die Eigenschaften aus Lemma
4.34 und Korollar 4.35 erfu¨llt sind. Betrachtet man die Kreise in dieser Menge im Gra-
phen P (n, k)
”
gegen den Uhrzeigersinn“, so ist der Kreis C der Kreis, dessen Ankerknoten
”
mo¨glichst weit links“ liegt. Des weiteren existiert fu¨r jeden Kreis C ′ der Menge ein Kreis
C ′′ in der Menge, so dass entweder C ′ mit C ′′ oder C ′′ mit C ′ geschachtelt ist. Im Allge-
meinen kann es mehrere Kreise in B(P) geben, fu¨r welche die beiden Eigenschaften aus
Lemma 4.34 und Korollar 4.35 erfu¨llt sind.
Um die Kreise in B(P) zu sortieren, wa¨hle man zuna¨chst einen Kreis C ∈ B(P), fu¨r
den Korollar 4.35 erfu¨llt ist. Der Kreis C habe den Ankerknoten vq. Nummeriere nun die
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Knoten des P (n, k) neu mit vq := v0. Nun sortiere man die Kreise in B(P) aufsteigend
nach dem Index ihres jeweiligen Ankerknoten, d.h. fu¨r Ci, Cj ∈ B(P) gilt
i < j ⇔ bCi1 < bCj1 .
Also gilt C1 = C. Fu¨r die sortierte Menge B(P) la¨sst sich nun folgende Aussage machen:
Theorem 4.1:
Es sei n ≥ max{k2 + 34k, 4k2 − 14k + 12} und P eine maximale Kreispackung mit
|C(P)| > jk
2
und |B(P)| ≥ 1. Dann existieren fu¨r jeden Kreis C ∈ P Indexmengen
{bC1 , . . . , bC2 } und {bC3 , . . . , bC4 }, so dass fu¨r je zwei beliebige Kreise Ci, Cj ∈ B(P) gilt:
{bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } = ∅
Beweis:
O. B. d. A. sei B(P) sortiert. Aus Lemma 4.28 ist µk+3(P) = 0 bekannt. Liegt keine
Schachtelung zweier Kreise aus B(P) vor, ist die Aussage richtig (Lemma 4.33). Es sei
daher angenommen, dass es mindestens zwei Kreise Ci, Cj ∈ B(P) gibt, so dass Ci mit
Cj geschachtelt ist und somit
{bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } 6= ∅.
Dann liegt immer einer der folgenden vier Fa¨lle vor:
Fall 1: {v
b
Ci
3
, . . . , v
b
Cj
2
} ⊂ {v
b
Cj
1
, . . . , v
b
Cj
2
} und bCj2 < bCi4 .
Fall 2: {v
b
Cj
1
, . . . , v
b
Ci
4
} ⊂ {v
b
Cj
1
, . . . , v
b
Cj
2
} und bCi3 < bCj1 .
Fall 3: {v
b
Ci
3
, . . . , v
b
Ci
4
} ⊂ {v
b
Cj
1
, . . . , v
b
Cj
2
}.
Fall 4: {v
b
Cj
1
, . . . , v
b
Cj
2
} ⊂ {v
b
Ci
3
, . . . , v
b
Ci
4
}.
Auf Grund der Sortierung der Kreise in B(P) gilt dann i < j. Sei i der kleinste Index,
so dass Ci mit einem anderen Kreis C ∈ B(P) geschachtelt ist. Falls i > 1, ist keiner
der Kreise C1, . . . , Ci−1 mit einem Kreis aus B(P) geschachtelt. Zu betrachten sind fu¨r
Ci und Cj die vier Fa¨lle. Es ist zu beachten, dass der Kreis Ci mit mehreren Kreisen aus
B(P) geschachtelt sein kann. Sei j ∈ {i + 1, . . . , |B(P)|} der kleinste Index, so dass Ci
mit Cj ∈ B(P) geschachtelt ist.
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Fall 1: Es sei angenommen {v
b
Ci
3
, . . . , v
b
Cj
2
} ⊂ {v
b
Cj
1
, . . . , v
b
Cj
2
} und bCj2 < bCi4 :
Offenbar hat man in diesem Fall:
(i) {bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } 6= ∅
(ii) (u
b
Ci
1
, u
b
Ci
3
), (u
b
Ci
2
, u
b
Ci
4
), (u
b
Ci
3
, u
[b
Ci
3 +k]
) ∈ ⋃iq=1 E(Cq)
(iii) (u
b
Cj
1
, u
b
Cj
3
), (u
b
Cj
2
, u
b
Cj
4
) ∈ E(Cj)
(iv) (u
[b
Cj
2 −k]
, u
b
Cj
2
) 6∈ E(P)
Setzt man
bCi1 = [b
Cj
2 − k], bCj2 = bCi3 , bCj4 = [bCi3 + k], bCi3 = [bCi1 + k]
dann gilt nach der Neuindizierung offenbar:
(i) {bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } = ∅
(ii) (u
b
Ci
2
, u
b
Ci
4
), (u
b
Cj
2
, u
b
Cj
4
) ∈ ⋃iq=1E(Cq)
(iii) (u
b
Cj
1
, u
b
Cj
3
) ∈ E(Cj)
(iv) (u
b
Ci
1
, u
b
Ci
3
) 6∈ E(P)
Damit ist die Schachtelung von Ci mit Cj aufgelo¨st. Der Kreis Cj kann mit
einem anderen Kreis Ca ∈ B(P) geschachtelt sein. Da der Index bCj1 bei der
Neuindizierung nicht vera¨ndert wurde, gilt j < a. Es gilt fu¨r Cj und Ca wieder
einer der vier Fa¨lle.
Angenommen es liegt eine weitere Schachtelung von Ci mit einem anderen Kreis
Cz ∈ B(P) vor, dann gilt z > j und somit bCz1 > bCi3 . Damit liegt fu¨r Ci und Cz
der erste und dritte Fall nicht vor und somit kommen nur Fall 2 und Fall 4 in
Frage. Sei z ∈ {j + 1, . . . , |B(P)|} der kleinste Index, so dass Ci mit Cz ∈ B(P)
geschachtelt ist.
Fall 1.2: Es gelte {vbCz1 , . . . , vbCi4 } ⊂ {vbCz1 , . . . , vbCz2 } und b
Ci
3 < b
Cz
1 :
Dann gilt:
(i) {bCi3 , . . . , bCi4 } ∩ {bCz1 , . . . , bCz2 } 6= ∅
(ii) (u
b
Ci
2
, u
b
Ci
4
), (u
b
Ci
4
, u
[b
Ci
4 +k]
) ∈ ⋃iq=1 E(Cq)
(iii) (ubCz1
, ubCz3
), (ubCz2
, ubCz4
) ∈ E(Cz)
(iv) (u
b
Ci
1
, u
b
Ci
3
), (u[bCz1 −k], ubCz1 ) 6∈ E(P)
Setzt man
bCi2 = [b
Cz
1 − k], bCz1 = bCi4 , bCz3 = [bCi4 + k], bCi4 = [bCi2 + k]
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dann hat man nach der Neuindizierung:
(i) {bCi3 , . . . , bCi4 } ∩ {bCz1 , . . . , bCz2 } = ∅
(ii) (ubCz1
, ubCz3
) ∈ ⋃iq=1E(Cq)
(iii) (ubCz2
, ubCz4
) ∈ E(Cz)
(iv) (u
b
Ci
1
, u
b
Ci
3
), (u
b
Ci
2
, u
b
Ci
4
) 6∈ E(P)
Damit ist die Schachtelung von Ci mit Cz aufgelo¨st. Der Kreis Cz kann
mit einem anderen Kreis Ch ∈ B(P) geschachtelt sein. Da auch nach
der Neuindizierung vbCz1
∈ V (LCz1 ), gilt z < h. Es folgt fu¨r Cz und Ch
wiederum einer der vier Fa¨lle.
Der Kreis Ci ist nun mit keinem Kreis mehr aus B(P) geschachtelt. Sei
w der kleinste Index, so dass Cw mit einem anderen Kreis C ∈ B(P)
geschachtelt ist. Sei t ∈ {w+1, . . . , |B(P)|} der kleinste Index, so dass
Cw mit Ct ∈ B(P) geschachtelt ist. Dann gilt wieder einer der vier
Fa¨lle.
Fall 1.4: Es gelte {vbCz1 , . . . , vbCz2 } ⊂ {vbCi3 , . . . , vbCi4 }:
In diesem Fall hat man:
(i) {bCi3 , . . . , bCi4 } ∩ {bCz1 , . . . , bCz2 } 6= ∅
(ii) (u
b
Ci
2
, u
b
Ci
4
) ∈ ⋃iq=1E(Cq)
(iii) (ubCz1
, ubCz3
), (ubCz2
, ubCz4
) ∈ E(Cz)
(iv) (u
b
Ci
1
, u
b
Ci
3
), (u[bCz1 −k], ubCz1 ), (u[bCz2 −k], ubCz2 ) 6∈ E(P)
Setzt man
bCi2 = [b
Cz
1 − k], bCz1 = [bCz2 − k], bCz2 = [bCi4 − k],
bCi4 = [b
Ci
2 + k], b
Cz
3 = [b
Cz
1 + k], b
Cz
4 = [b
Cz
2 + k]
dann gilt nach der Neuindizierung:
(i) {bCi3 , . . . , bCi4 } ∩ {bCz1 , . . . , bCz2 } = ∅
(ii) (ubCz2
, ubCz4
) ∈ ⋃iq=1E(Cq)
(iii) (u
b
Ci
1
, u
b
Ci
3
), (u
b
Ci
2
, u
b
Ci
4
), (ubCz1
, ubCz3
) 6∈ E(P)
Damit ist die Schachtelung von Ci mit Cz aufgelo¨st. Der Kreis Ci ist
nun mit keinem Kreis mehr aus B(P) geschachtelt, da z der kleinste
Index war.
Der Kreis Cz kann mit einem anderen Kreis Ch ∈ B(P) geschach-
telt sein. Da nach der Neuindizierung vbCz1
∈ V (LCi1 ), gilt z < h. Sei
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l ∈ {z + 1, . . . , |B(P)|} der kleinste Index, so dass Cz mit Cl ∈ B(P)
geschachtelt ist. Dann liegt fu¨r Cz und Cl wiederum eine Situation,
wie im Fall 1.2 oder im Fall 1.4, vor und kann analog aufgelo¨st werden.
Ist der Kreis Cz mit keinem anderen Kreis aus B(P) geschachtelt,
sortiere die Kreise C ∈ B(P) aufsteigend nach dem Index bC1 . Sei w
der kleinste Index, so dass Cw mit einem anderen Kreis C ∈ B(P)
geschachtelt ist. Sei t ∈ {w + 1, . . . , |B(P)|} der kleinste Index, so
dass Cw mit Ct ∈ B(P) geschachtelt ist. Dann gilt wiederum einer der
vier Fa¨lle.
Ist der Kreis Ci mit keinem anderen Kreis aus B(P) mehr geschachtelt, sei w
der kleinste Index, so dass Cw mit einem anderen Kreis C ∈ B(P) geschachtelt
ist. Sei t ∈ {w + 1, . . . , |B(P)|} der kleinste Index, so dass Cw mit Ct ∈ B(P)
geschachtelt ist. Dann gilt wiederum einer der vier Fa¨lle.
Fall 2: Es sei angenommen {v
b
Cj
1
, . . . , v
b
Ci
4
} ⊂ {v
b
Cj
1
, . . . , v
b
Cj
2
} und bCj4 < bCi2 :
Offenbar hat man in diesem Fall:
(i) {bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } 6= ∅
(ii) (u
b
Ci
1
, u
b
Ci
3
), (u
b
Ci
2
, u
b
Ci
4
), (u
b
Ci
4
, u
[b
Ci
4 +k]
) ∈ ⋃iq=1 E(Cq)
(iii) (u
b
Cj
1
, u
b
Cj
3
), (u
b
Cj
2
, u
b
Cj
4
) ∈ E(Cj)
(iv) (u
[b
Cj
1 −k]
, u
b
Cj
1
) 6∈ E(P)
Setzt man
bCi2 = [b
Cj
1 − k], bCj1 = bCi4 , bCj3 = [bCi4 + k], bCi4 = [bCi2 + k]
dann gilt nach der Neuindizierung:
(i) {bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } = ∅
(ii) (u
b
Ci
1
, u
b
Ci
3
), (u
b
Cj
1
, u
b
Cj
3
) ∈ ⋃iq=1E(Cq)
(iii) (u
b
Cj
2
, u
b
Cj
4
) ∈ E(Cj)
(iv) (u
b
Ci
2
, u
b
Ci
4
) 6∈ E(P)
Damit ist die Schachtelung von Ci mit Cj aufgelo¨st. Der Kreis Ci ist nun mit
keinem Kreis mehr aus C ∈ B(P) geschachtelt, da j der kleinste Index war.
Der Kreis Cj kann mit einem anderen Kreis Ca ∈ B(P) geschachtelt sein. Da der
Index b
Cj
1 bei der Neuindizierung nicht vera¨ndert wurde, gilt j < a. Es gilt fu¨r Cj
und Ca wieder einer der vier Fa¨lle.
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Sei w der kleinste Index, so dass Cw mit einem anderen Kreis C ∈ B(P) geschach-
telt ist. Sei t ∈ {w+ 1, . . . , |B(P)|} der kleinste Index, so dass Cw mit Ct ∈ B(P)
geschachtelt ist. Dann gilt wiederum einer der vier Fa¨lle.
Fall 3: Es sei angenommen {v
b
Ci
3
, . . . , v
b
Ci
4
} ⊂ {v
b
Cj
1
, . . . , v
b
Cj
2
}:
Man hat in diesem Fall:
(i) {bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } 6= ∅
(ii) (u
b
Ci
1
, u
b
Ci
3
), (u
b
Ci
2
, u
b
Ci
4
), (u
b
Ci
3
, u
[b
Ci
3 +k]
), (u
b
Ci
4
, u
[b
Ci
4 +k]
) ∈ ⋃iq=1E(Cq)
(iii) (u
b
Cj
1
, u
b
Cj
3
), (u
b
Cj
2
, u
b
Cj
4
) ∈ E(Cj)
Setzt man
bCi1 = b
Cj
1 , b
Cj
1 = b
Ci
4 , b
Ci
2 = b
Ci
3 ,
bCi3 = b
Cj
3 , b
Cj
3 = [b
Ci
4 + k], b
Ci
4 = [b
Ci
2 + k]
dann folgt nach der Neuindizierung offenbar:
(i) {bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } = ∅
(ii) (u
b
Ci
2
, u
b
Ci
4
), (u
b
Cj
1
, u
b
Cj
3
) ∈ ⋃iq=1E(Cq)
(iii) (u
b
Ci
1
, u
b
Ci
3
), (u
b
Cj
2
, u
b
Cj
4
) ∈ E(Cj)
Damit ist die Schachtelung von Ci mit Cj aufgelo¨st. Die Kreise Ci und Cj ko¨nnen
aber jeweils mit einem anderen Kreis Cz ∈ B(P) geschachtelt sein. Da nach der
Neuindizierung v
b
Ci
1
, v
b
Cj
1
∈ V (LCj1 ), gilt i < j < z. Fu¨r weitere Schachtelungen
gilt, wie zuvor, einer der vier Fa¨lle.
Sortiere die Kreise C ∈ B(P) aufsteigend nach dem Index bC1 . Sei w der kleins-
te Index, so dass Cw mit einem anderen Kreis C ∈ B(P) geschachtelt ist. Sei
t ∈ {w + 1, . . . , |B(P)|} der kleinste Index, so dass Cw mit Ct ∈ B(P) geschach-
telt ist. Dann gilt wiederum einer der vier Fa¨lle.
Fall 4: Es sei angenommen {v
b
Cj
1
, . . . , v
b
Cj
2
} ⊂ {v
b
Ci
3
, . . . , v
b
Ci
4
}:
Offenbar gilt in diesem Fall:
• {bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } 6= ∅
• (u
b
Ci
1
, u
b
Ci
3
), (u
b
Ci
2
, u
b
Ci
4
) ∈ ⋃iq=1E(Cq)
• (u
b
Cj
1
, u
b
Cj
3
), (u
b
Cj
2
, u
b
Cj
4
) ∈ E(Cj)
• (u
[b
Cj
1 −k]
, u
b
Cj
1
), (u
[b
Cj
2 −k]
, u
b
Cj
2
) 6∈ E(P)
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Setzt man
bCi2 = [b
Cj
1 − k], bCj1 = [bCj2 − k], bCj2 = [bCi4 − k],
bCi4 = [b
Ci
2 + k], b
Cj
3 = [b
Cj
1 + k], b
Cj
4 = [b
Cj
2 + k]
dann hat man nach der Neuindizierung:
(i) {bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } = ∅
(ii) (u
b
Ci
1
, u
b
Ci
3
), (u
b
Cj
2
, u
b
Cj
4
) ∈ ⋃iq=1E(Cq)
(iii) (u
b
Ci
2
, u
b
Ci
4
), (u
b
Cj
1
, u
b
Cj
3
) 6∈ E(P)
Damit ist die Schachtelung von Ci mit Cj aufgelo¨st. Der Kreis Ci ist nun mit
keinem Kreis mehr aus B(P) geschachtelt, da j der kleinste Index war.
Der Kreis Cj kann mit einem anderen Kreis Cz ∈ B(P) geschachtelt sein. Da
nach der Neuindizierung v
b
Cj
1
∈ V (LCi1 ) ist, gilt j < z. Sei l ∈ {j + 1, . . . , |B(P)|}
der kleinste Index, so dass Cj mit Cl ∈ B(P) geschachtelt ist. Dann liegt fu¨r
Cj und Cl eine Situation wie im Fall 1.2 oder im Fall 1.4 vor und kann analog
aufgelo¨st werden.
Ist der Kreis Cj mit keinem anderen Kreis C ∈ B(P) geschachtelt, sortiere B(P)
aufsteigend nach dem Index bC1 . Sei w der kleinste Index, so dass Cw mit einem
anderen Kreis C ∈ B(P) geschachtelt ist. Sei t ∈ {w+1, . . . , |B(P)|} der kleinste
Index, so dass Cw mit Ct ∈ B(P) geschachtelt ist. Dann gilt wiederum einer der
vier Fa¨lle.
Bei jeder Neuindizierung verkleinern sich sowohl die Indexmengen, als auch die Gesamtan-
zahl von Schachtelungen von Kreisen aus B(P), um mindestens eins. Zudem ist jede Index-
menge, wie auch die Anzahl von Schachtelungen, endlich. Daher folgt, dass nach endlich
vielen Schritten fu¨r jeden Kreis C ∈ P zwei Indexmengen {bC1 , . . . , bC2 } und {bC3 , . . . , bC4 }
identifiziert worden sind, so dass fu¨r je zwei beliebige Kreise Ci, Cj ∈ B(P) gilt:
{bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } = ∅
Damit ist die Aussage bewiesen. 
Mit Theorem 4.1 und Lemma 4.33 folgt
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Korollar 4.36:
Fu¨r n ≥ 4k2−14k+12 sei P eine maximale Kreispackung im P (n, k), so dass |C(P)| > jk
2
und |B(P)| ≥ 1. Dann existiert eine maximale Kreispackung Pˆ mit
µ8(Pˆ) = ν(P (n, k)).
Das Vorgehen zum Beweis von Theorem 4.1 wird nachfolgend algorithmisch zusammenge-
fasst und liefert eine maximale Kreispackung, deren Kreise ausschließlich die La¨nge acht
haben.
Algorithmus 4.1:
Gegeben: maximale Kreispackung P mit C(P) > jk
2
, B(P), h := |B(P)|, D := ∅, F := ∅,
x := −1
Schritt 1:
Sortiere B(P).
Pru¨fe, ob es zwei Kreise Ci, Cj ∈ B(P) gibt mit:
{bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } 6= ∅
Falls ja, gehe zu Schritt 2
Sonst STOP.
Schritt 2:
Suche den kleinsten Index i ∈ {1, . . . , h} mit Ci ∈ B(P) so, dass ein Kreis
Cj ∈ B(P) existiert mit:
{bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } 6= ∅
Setze C = Ci und gehe zu Schritt 3.
Schritt 3:
Suche den kleinsten Index j ∈ {i+ 1, . . . , h} mit Cj ∈ B(P) so, dass:
{bCi3 , . . . , bCi4 } ∩ {bCj1 , . . . , bCj2 } 6= ∅
Setze D = Cj.
Gehe zu Schritt 4.
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Schritt 4: Pru¨fe, ob {vbC3 , . . . , vbD2 } ⊂ {vbD1 , . . . , vbD2 } und bD2 < bC4
Falls nein, gehe zu Schritt 6.
Sonst, setze
bC1 = [b
D
2 − k], x = bD2 , bD2 = bC3 , bD4 = [bC3 + k], bC3 = x
Gehe zu Schritt 5.
Schritt 5: Pru¨fe, ob es einen Kreis Cz ∈ B(P) gibt mit:
{bC3 , . . . , bC4 } ∩ {bCz1 , . . . , bCz2 } 6= ∅
Falls nein, gehe zu Schritt 1.
Falls ja, suche den kleinsten Index z ∈ {i+ 1, . . . , h} mit Cz ∈ B(P) mit:
{bC3 , . . . , bC4 } ∩ {bCz1 , . . . , bCz2 } 6= ∅
Setze F = Cz, gehe zu Schritt 5.1
Schritt 5.1: Pru¨fe, ob {vbF1 , . . . , vbC4 } ⊂ {vbF1 , . . . , vbF2 } und bC3 < bF1
Falls nein, gehe zu Schritt 5.2
Sonst, setze
bC2 = [b
F
1 − k], x = bF1 , bF1 = bC4 , bF3 = [bC4 + k], bC4 = x
Gehe zu Schritt 1.
Schritt 5.2: Pru¨fe, ob {vbF1 , . . . , vbF2 } ⊂ {vbC3 , . . . , vbC4 }
Falls nein, gehe zu Schritt 1.
Sonst, setze
x = bC2 , b
C
2 = [b
F
1 −k], bF1 = [bF2 −k], bF2 = x, bC4 = [bC2 +k], bF3 = [bF1 +k], bF4 = [bF2 +k]
Setze C = F , gehe zu Schritt 5.
Schritt 6: Pru¨fe, ob {vbD1 , . . . , vbC4 } ⊂ {vbD1 , . . . , vbD2 } und bC3 < bD1
Falls nein, gehe zu Schritt 7.
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Sonst, setze
bC2 = [b
D
1 − k], x = bD1 , bD1 = bC4 , bD3 = [bC4 + k], bC4 = x
Gehe zu Schritt 1.
Schritt 7: Pru¨fe, ob {vbC3 , . . . , vbC4 } ⊂ {vbD1 , . . . , vbD2 }
Falls nein, gehe zu Schritt 8.
Sonst, setze
bC1 = b
D
1 , b
D
1 = b
C
4 , b
C
2 = b
C
3 ,
x = bC3 , b
C
3 = b
D
3 , b
D
3 = [b
C
4 + k], b
C
4 = [x+ k]
Gehe zu Schritt 1.
Schritt 8: Pru¨fe, ob {vbD1 , . . . , vbD2 } ⊂ {vbC3 , . . . , vbC4 }
Falls nein, gehe zu Schritt 1.
Sonst, setze
x = bC2 , b
C
2 = [b
D
1 −k], bD1 = [bD2 −k], bD2 = x, bC4 = [bC2 +k], bD3 = [bD1 +k], bD4 = [bD2 +k]
Setze C = D und gehe zu Schritt 5.
Mit dem gegebenen Algorithmus werden die Indexmengen der Kreise C ∈ B(P) so lange
neuindiziert, bis alle paarweise disjunkt sind. Mit dem nachfolgenden Algorithmus 4.2
werden nun alle Kreise substituiert.
Algorithmus 4.2:
Gegeben:
maximale Kreispackung P, B(P) mit disjunkten Indexmengen fu¨r alle Kreise,
Pneu = ∅, N = ∅
Schritt 1:
Setze Pneu = P.
Bestimme fu¨r jeden Kreis Ci ∈ B(P) den Wert ki := bCi2 − bCi1 .
Setze j = 1 und gehe zu Schritt 2.
Schritt 2:
Pru¨fe, ob C ∈ P \ (N ∪B(P)) existiert mit
{bCj3 , . . . , bCj4 } ∩ {bC1 , bC2 } 6= ∅
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Falls ja, setze N = N ∪ {C} und gehe zu Schritt 2.
Sonst gehe zu Schritt 3.
Schritt 3:
Pru¨fe, ob C ∈ P \ (N ∪B(P)) existiert mit
{bC3 , bC4 } ∩ {bCj1 , . . . , bCj2 } 6= ∅
Falls ja, setze N = N ∪ {C} und gehe zu Schritt 3.
Sonst gehe zu Schritt 4.
Schritt 4:
Setze Pneu = Pneu \ (N ∪ {Cj}) Falls kj mod 2 = 1, gehe zu Schritt 4.1.
Sonst gehe zu Schritt 4.2.
Schritt 4.1:
Setze
Pneu = Pneu ∪ {SCbCj1 , . . . , SCbCj2 −1}
Falls j 6= |B(P)|, setze j = j + 1 und gehe zu Schritt 2.
Sonst gehe zu Schritt 5.
Schritt 4.2:
Setze
Pneu = Pneu ∪ {SCbCi1 , . . . , SCbCi2 −2}
Falls j 6= |B(P)|, setze j = j + 1 und gehe zu Schritt 2.
Sonst gehe zu Schritt 5.
Schritt 5:
Substituiere alle Kreise C ∈ Pneu mit d(C) ≥ 9 an ihrem Ankerknoten vi durch den
Kreis SCi.
STOP
In Algorithmus 4.2 wird eine neue Kreispackung Pneu erzeugt, indem nicht nur die Kreise
Cj ∈ B(P) substituiert werden, sondern zeitgleich auch alle Kreise C /∈ B(P), welche mit
Cj geschachtelt sind oder mit welchen ein solcher Kreis Cj geschachtelt ist. Abschließend
substituiert man in Schritt 6 alle u¨brigen Kreise Cl ∈ Pneu mit d(Cl) ≥ 9 an ihrem
jeweiligen Ankerknoten vl durch den entsprechenden Kreis SCl. So entsteht eine neue
maximale Kreispackung, welche ausschließlich aus Kreisen der La¨nge acht besteht.
P (n, k) mit k ≥ 5 und k mod 2 = 1 183
4.3 Die Familie der verallgemeinerten Petersen
Graphen P (n, k) mit k ≥ 5 und k mod 2 = 1
Im nachfolgenden Kapitel sollen nun einige Aussagen, welche fu¨r den Fall k mod 2 = 0 her-
geleitet wurden, auf den Fall k mod 2 = 1 u¨bertragen werden. Dabei ist zu erkennen, dass
die Verscha¨rfung der unteren Schranke nicht so gut ist, wie im Fall k mod 2 = 0. Es wird
analog zu Kapitel 4.2 fu¨r alle Aussagen k mod 2 = 1 vorausgesetzt. Diese Grundannahme
wird daher im Weiteren wiederum nicht mehr explizit angegeben. Im Fall k mod 2 = 1
ist es bei einigen Aussagen notwendig fu¨r k die Auspra¨gungen k ∈ {5, 7, 9} gesondert zu
betrachten. Fu¨r k ≥ 11 sind die Aussagen und Beweise vollkommen analog zu denen im
Fall k mod 2 = 0. Dennoch werden die Beweise der Vollsta¨ndigkeit halber noch einmal
dargestellt. Wie im Fall k mod 2 = 0 soll im ungeraden Fall zuna¨chst eine erste untere
Schranke fu¨r ν(P (n, k)) bestimmt werden. Es ergibt sich die nachfolgende Proposition:
Lemma 4.37:
Sei k ≥ 5 und n > 8k. Dann gilt
1.) {C ⊂ P (n, k) | |V Cout| = % und d(C) ≤ 8} = ∅ fu¨r alle % ∈ {0, 2, 3, 5, 6, 7, 8} und
k ≥ 7
2.) {C ⊂ P (n, k) | |V Cout| = % und d(C) ≤ 8} = ∅ fu¨r alle % ∈ {0, 2, 3, 5, 7, 8} und k = 5
3.) {C ⊂ P (n, k) | |V Cout| = 6 und d(C) ≤ 8} = {C¯ ⊂ P (n, k) | |V C¯out| = 6 und
|V C¯in | = 2} fu¨r k = 5
4.) {C ⊂ P (n, k) | |V Cout| = 1 oder |V Cin | = 1} = ∅
5.) {C ⊂ P (n, k) | |V Cout| = 4 und d(C) ≤ 8} = {SCi | i = 0, . . . , n− 1}
Beweis:
Die Behauptungen 1.)-3.) werden zusammen bewiesen. Die Auspra¨gungen von % werden
dabei analog zum Beweis von Lemma 4.10 1.) separat betrachtet. Die Beweise verlaufen
identisch. Lediglich der Fall % = 6 ist anzupassen. Ebenso werden die Behauptungen 4.)
und 5.) analog zu den Behauptungen 2.) und 3.) aus Lemma 4.10 bewiesen.
1.) (e) % = 6: Sei C ⊂ P (n, k) ein Kreis mit |V Cout| = 6 und d(C) ≤ 8. In diesem
Fall erha¨lt man |V Cin | = 2 und d(C) = 8, sowie |ECin| = 1. Weiterhin gilt
V Cout = {vi, v[i+1], v[i+2], v[i+3], v[i+4], v[i+5]} und damit einer der folgenden beiden Fa¨lle:
(i) k = 5: Es gilt ECin = {(ui, u[i+5])} ⊂ EP (n,5)in . Damit ergibt sich Behauptung 3.).
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(ii) k ≥ 7: Dann ist (ui, u[i+5]) /∈ EP (n,k)in und somit n = k + 5. Es folgt ein Wider-
spruch zu n > 8k. 
Mit Lemma 4.37 erha¨lt man sofort:
Korollar 4.38:
Sei k ≥ 5, n > 8k und C ⊂ P (n, k) ein Kreis, dann gilt
1.) d(C) ≥ 8
2.) fu¨r k = 5:
d(C) = 8⇔ C ∈ {{SCi | i = 0, . . . , n−1}∪{C¯ ⊂ P (n, k) | |V C¯out| = 6 und |V C¯in | = 2}}
3.) fu¨r k ≥ 7:
d(C) = 8⇔ C ∈ {SCi | i = 0, . . . , n− 1}
Beweis:
Die Behauptungen folgen aus Lemma 4.37. 
Mit den Aussagen aus Lemma 4.37 und Korollar 4.38 folgt, wie im Fall k mod 2 = 0:
Proposition 4.39:
Sei k ≥ 5 und n > 8k. Es gilt
girth(P (n, k)) = 8.
Beweis:
Der Beweis verla¨uft analog zum Beweis von Proposition 4.12. 
Mit Hilfe von Proposition 4.39 kann man analog, zum Fall k mod 2 = 0, erste Schranken
fu¨r ν(P (n, k)) angeben.
Lemma 4.40:
Fu¨r k ≥ 5 und n > 8k gilt
(i) ν(P (n, k)) ≥ ⌊ n
2k−1
⌋ · k−1
2
(ii) ν(P (n, k)) ≤ ⌊n
4
⌋
P (n, k) mit k ≥ 5 und k mod 2 = 1 185
Beweis:
(i) Es ist
P˜ = {SC0, SC2, . . . , SCk−3, SC2k−1, SC2k+1, . . . , SC3k−4, SC4k−2, SC4k, . . . ,
SC5k−5, . . . , SC(b n2k−1c−1)·(2k−1), SC(b n2k−1c−1)·(2k−1)+2, . . . , SCb n2k−1c·(2k−1)−k−2}
eine Kreispackung mit
⌊
n
2k−1
⌋ · k−1
2
Kreisen.
(ii) Die Behauptung folgt unmittelbar aus girth(P (n, k)) = 8. Da ein Graph P (n, k)
3-regula¨r ist, gilt
ν(P (n, k)) ≤ |V (P (n, k))|
girth(P (n, k))
=
2n
8
=
n
4
. 
Analog zum Fall k mod 2 = 0, la¨sst sich die untere Schranke auch im Fall k mod 2 = 1
noch verscha¨rfen. Dazu wird die folgende eindeutige Schreibweise von n verwendet.
Lemma 4.41:
Fu¨r jedes n ∈ N0 gibt es eindeutig bestimmte Zahlen
j ∈ N0 und 0 ≤ r ≤ 2k − 2 mit r ∈ N0.
mit der Eigenschaft
n = j · (2k − 1) + r
Beweis:
Man erha¨lt j =
⌊
n
2k−1
⌋
. Die Zahl r gibt den Rest bei der Division von n durch 2k−1 an.
Im weiteren Verlauf dieses Unterkapitels wird durchgehend n = j · (2k − 1) + r mit
j, r ∈ N0 und 0 ≤ r ≤ 2k− 2 vorausgesetzt. Damit kann die untere Schranke aus Lemma
4.40 verscha¨rft werden.
Lemma 4.42:
Sei k ≥ 5 und n > 8k, dann gilt
ν(P (n, k)) ≥ j(k − 1)
2
+
⌊
r
k + 1
⌋
= 2j +
⌊r
6
⌋
fu¨r k = 5
und
ν(P (n, k)) ≥ j(k − 1)
2
+
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+
⌊
r
k + 1
⌋
fu¨r k ≥ 7
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Beweis:
Es ist
P˜ = {SC0, SC2, . . . , SCk−3, SC2k−1, SC2k, . . . , SC3k−4, SC4k−2, SC4k−1, . . . ,
SCj(2k−1)−2k+1, SCj(2k−1)−2k+2, . . . , SCj(2k−1)−k−2}
eine Kreispackung mit j(k−1)
2
Kreisen. Unterscheide die nachfolgenden Fa¨lle:
1.) k = 5:
(a) Sei 0 ≤ r ≤ 5: Dann gilt ⌊r
6
⌋
= 0
und P˜ ist eine entsprechende Kreispackung mit j(k−1)
2
Kreisen.
(b) r = 6: In diesem Fall erha¨lt man
⌊r
6
⌋
=
⌊
6
6
⌋
= 1
Es gilt 2k − 1 = 9. Sei C9j = (V (C9j), E(C9j)) der durch die Knotenmenge
V (C9j) := {v9j, v9j+1, . . . , v9j+5−1, v9j+5} ∪ {u9j, u9j+5}
induzierte Kreis. Dieser hat genau 6 Außen- und zwei Innenknoten, dann ist
P1neu = P˜ ∪ {C9j}
eine Kreispackung mit j(k−1)
2
+ 1 = 2j + 1 Kreisen.
(c) 7 ≤ r ≤ 8: Das bedeutet wiederum⌊
r
k + 1
⌋
=
⌊r
6
⌋
= 1.
P1neu ist, wie zuvor, eine entsprechende Kreispackung mit j(k−1)2 + 1 = 2j + 1
Kreisen.
2.) k ≥ 7:
(a) Sei 0 ≤ r ≤ k: Es gilt⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+
⌊
r
k + 1
⌋
= 0 ·
⌈
r − (k + 3)
2
⌉
+ 0 = 0
P (n, k) mit k ≥ 5 und k mod 2 = 1 187
und P˜ ist eine entsprechende Kreispackung mit j(k−1)
2
Kreisen.
(b) r = k + 1: In diesem Fall erha¨lt man⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+
⌊
r
k + 1
⌋
= 0 ·
⌈
r − (k + 3)
2
⌉
+ 1 = 1
Sei Cj·(2k−1) = (V (Cj·(2k−1)), E(Cj·(2k−1))) der durch die Knotenmenge
V (Cj·(2k−1)) := {vj·(2k−1), vj·(2k−1)+1, . . . , vj·(2k−1)+k−1, vj·(2k−1)+k}
∪{uj·(2k−1), uj·(2k−1)+k}
induzierte Kreis. Dieser hat genau k + 1 Außen- und zwei Innenknoten, dann
ist
P1neu = P˜ ∪ {Cj·(2k−1)}
eine Kreispackung mit j(k−1)
2
+ 1 Kreisen.
(c) k + 2 ≤ r ≤ k + 3: Das bedeutet wiederum⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+
⌊
r
k + 1
⌋
= 0 ·
⌈
r − (k + 3)
2
⌉
+ 1 = 1.
P1neu ist, wie zuvor, eine entsprechende Kreispackung mit j(k−1)2 + 1 Kreisen.
(d) r = k + 4: Es folgt⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+
⌊
r
k + 1
⌋
= 1 · 1 + 1 = 2.
Eine Kreispackung mit j(k−1)
2
+ 2 Kreisen ist gegeben durch
P2neu = P˜ ∪ {SCj·(2k−1), SCj·(2k+1)+2}
(e) k + 5 ≤ r ≤ 2k − 2: In diesen Fa¨llen gilt⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+
⌊
r
k + 1
⌋
= 1 ·
⌈
r − (k + 3)
2
⌉
+ 1.
Unterscheide zwei Fa¨lle:
i. r mod 2 = 0: Die Kreispackung
P3neu = P˜ ∪ {SCj(2k−1), SCj(2k−1)+2 . . . , SCj(2k−1)+r−(k+3)}
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ist eine entsprechende Kreispackung mit j(k−1)
2
+ r−(k+3)
2
+ 1 Kreisen.
ii. r mod 2 = 1: In diesem Fall ist
P4neu = P˜ ∪ {SCj(2k−1), SCj(2k−1)+2 . . . , SCj(2k−1)+r−(k+3)+1}.
eine Kreispackung mit j(k−1)
2
+ r−(k+3)+1
2
+ 1 Kreisen. 
Das Vorgehen, nach dem die einzelnen Kreispackungen im Beweis von Lemma 4.42 kon-
struiert wurden, ist analog zum Fall k mod 2 = 0. Trotzdem ist die resultierende verscha¨rf-
te untere Schranke schlechter, als im Fall mit k mod 2 = 0. Den Grund erkennt man in
der nachfolgenden Abbildung 4.31.
vn−1
v0
v1
v2k−3
vk+3
vk+1
vk
v3
v2 vk+2
v2k−2vn−2
vk−3 vk−1vk−2
Abbildung 4.31: Eine Veranschaulichung der Kreise SCi im Fall k mod 2 = 1
Wie man sieht, sind die Knoten vk−1 und uk−1 in keinem Kreis enthalten. Dies setzt sich
in der Konstruktion fort, so dass schon in der Kreispackung
P˜ = {SC0, SC2, . . . , SCk−3, SC2k−1, SC2k, . . . , SC3k−4, SC4k−2, SC4k−1, . . . ,
SCj(2k−1)−2k+1, SCj(2k−1)−2k+2, . . . , SCj(2k−1)−k−2}
insgesamt 2j Außen- bzw. Innenknoten der Knoten v0, . . . , vj(2k−1)−1, u0, . . . , uj(2k−1)−1 frei
bleiben. Dadurch ist die verscha¨rfte untere Schranke mit steigendem n und damit auch
steigendem j wesentlich schlechter, als im Fall k mod 2 = 0. Es ist dennoch mo¨glich, unter
Verwendung der unteren Schranke aus Lemma 4.42, einige Aussagen u¨ber die Kreise einer
maximalen Kreispackung zu machen.
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Lemma 4.43:
Sei k ≥ 5, n ≥ 16k − 7 und P eine maximale Kreispackung von P (n, k). Zudem sei
C ⊂ P (n, k) ein Kreis. Es gilt:
1.) Falls V Cin = ∅, folgt C /∈ P .
2.) Sei λ˜1 := |{C˜ ∈ P | |V C˜in | = 2}|, dann ergibt sich
(a) λ˜1 ≤ 5j4 + 4 falls k = 5
(b) λ˜1 ≤ 2j+4kk−5 falls k ≥ 7
3.) Falls |V Cin | = 3, dann gilt einer der beiden folgenden Fa¨lle
(a) C /∈ P .
(b) C ∈ P und es existiert ein Kreis Cˆ ⊂ P (n, k) mit |V Cˆin | = 2, so dass
Pˆ = (P \ {C}) ∪ {Cˆ} eine maximale Kreispackung ist.
Beweis:
Es sei τ := ggT (n, k), wie zuvor.
1.) Es sei angenommen, dass C ∈ P gilt. Der Kreis C belegt alle Außenknoten. Somit
gilt fu¨r jeden weiteren Kreis C ′ ∈ P mit C ′ 6= C, dass V C′out = ∅ und
ν(P (n, k)) = τ + 1 ≤ k + 1
Aus Lemma 4.40 ist allerdings ν(P (n, k)) ≥ j(k−1)
2
bekannt. Daher muss j(k−1)
2
≤ k+1
gelten. Es ergibt sich j ≤ 3 und damit n ≤ 8(2k − 1). Das ist ein Widerspruch zu
n ≥ 16k − 7 und es gilt in diesem Fall C /∈ P .
2.) Man betrachte die folgenden beiden Fa¨lle separat:
(a) k = 5: Sei C˜ ⊂ P (n, k) ein Kreis mit |V C˜in | = 2. Dann gilt |V C˜out| = 6 oder
|V C˜out| = n− 4.
Angenommen, es gilt |V C˜out| = n − 4 und C ∈ P , dann entha¨lt P ho¨chstens
zwei Kreise mit genau zwei Außenknoten. Fu¨r jeden weiteren Kreis in P ist die
Menge der Außenknoten leer. Es folgt
ν(P (n, 5)) ≤ τ + 1 + 2 ≤ k + 3 = 8.
Nach Lemma 4.40 gilt aber ν(P (n, 5)) ≥ 2j ≥ 18. Somit erha¨lt man einen
Widerspruch.
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Folglich gilt fu¨r jeden Kreis C¯ ∈ P mit |V C˜in | = 2, dass |V C˜out| = 6 ist. Nimmt
man λ˜1 ≥ 1 an, so entha¨lt P ho¨chstens vier Kreise C ′ mit V C′out = ∅. Folglich
belegt jeder weitere Kreis in P mindestens zwei Außenknoten. Damit ergibt
sich
(|Vout| − 6λ˜1)/2 + λ˜1 + 4 ≥ |P| = ν(P (n, k))
und somit
(n− 6λ˜1)/2 + λ˜1 + 4 ≥ j(k − 1)
2
+
⌊
r
k + 1
⌋
= 2j +
⌊r
6
⌋
⇔
(9j + r − 6λ˜1)/2 + λ˜1 + 4 ≥ 2j +
⌊r
6
⌋
⇔
9j + r − 6λ˜1 + 2λ˜1 + 8 ≥ 4j + 2 ·
⌊r
6
⌋
⇔
5j + r − 4λ˜1 + 8 ≥ 2 ·
⌊r
6
⌋
⇔
5j + r + 8− 2 ·
⌊r
6
⌋
≥ 4λ˜1
⇔
5j + r + 8− 2 · ⌊ r
6
⌋
4
≥ λ˜1
Es folgt
λ˜1 ≤ 5j + 8 + 8− 2 · 0
4
=
5j
4
+ 4
(b) k ≥ 7: Fu¨r jeden Kreis C˜ ⊂ P (n, k) mit |V C˜in | = 2 ergibt sich d(C˜) ≥ k + 3.
Da P maximal ist, folgt mit der unteren Schranke aus Lemma 4.42 und
girth(P (n, k)) = 8
(|V | − λ˜1(k + 3))/8 + λ˜1 ≥ |P| = ν(P (n, k))
und damit
(|V | − λ˜1(k + 3))/8 + λ˜1 ≥ j(k − 1)
2
+
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+
⌊
r
k + 1
⌋
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Wegen |V | = 2n und n = j(2k − 1) + r gilt
(2(j(2k−1)+r)−λ˜1(k+3))/8+λ˜1 ≥ j(k − 1)
2
+
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+
⌊
r
k + 1
⌋
⇔
(4jk−2j+2r−λ˜1(k+3))/8+λ˜1 ≥ j(k − 1)
2
+
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+
⌊
r
k + 1
⌋
⇔
4jk−2j+2r−λ˜1k−3λ˜1+8λ˜1 ≥ 4jk−4j+8
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+8
⌊
r
k + 1
⌋
Folglich erha¨lt man
2j + 2r − λ˜1k + 5λ˜1 ≥ 8
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+ 8
⌊
r
k + 1
⌋
und somit
λ˜1(k − 5) ≤ 2j + 2r − 8
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
− 8
⌊
r
k + 1
⌋
Man unterscheidet nun drei Fa¨lle:
i. r ≤ k: Dann gilt
λ˜1(k − 5) ≤ 2j + 2r ≤ 2j + 2k
und somit
λ˜1 ≤ 2j + 2k
k − 5
ii. k + 1 ≤ r ≤ k + 3: Man erha¨lt
λ˜1(k − 5) ≤ 2j + 2r − 8 ≤ 2j + 2k − 2
und daher
λ˜1 ≤ 2j + 2k − 2
k − 5
iii. r ≥ k + 4: Das bedeutet
λ˜1(k − 5) ≤ 2j + 2r − 8
⌈
r − (k + 3)
2
⌉
− 8
≤ 2j + 2(2k − 2)− 8
⌈
k + 4− (k + 3)
2
⌉
− 8
= 2j + 4k − 4− 8− 8
= 2j + 4k − 20.
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Folglich ergibt sich
λ˜1 ≤ 2j + 4k − 20
k − 5
Es folgt
λ˜1 ≤ max
{
2j + 2k
k − 5 ,
2j + 2k − 2
k − 5 ,
2j + 4k − 20
k − 5
}
≤ 2j + 4k
k − 5 .
3.) Sei o. B. d. A. V Cin = {u0, uk, u2k}. Die Menge der Außenknoten V Cout induziert einen
Weg. Es wird angenommen, dass C ∈ P gilt, dann sind zwei Fa¨lle zu unterscheiden:
(i) v1 ∈ V Cout: In diesem Fall gilt V Cout = {v0, v1, v2, . . . , vk, vk+1, vk+2, . . . , v2k−1, v2k}
und C kann durch den Kreis Cˆ mit V Cˆout = {v0, v1, v2, . . . , vk} und somit
|V Cˆin | = 2 substituiert werden. Es folgt (b).
(ii) v1 /∈ V Cout: Im zweiten Fall gilt V Cout = {v2k, v2k+1, v2k+2, . . . , vn−2, vn−1, v0} und
|V Cout| = n − (2k − 1). Jeder weitere Kreis C ′ ∈ P mit C ′ 6= C hat entweder
keine oder mindestens zwei Außenknoten. Da C ∈ P , erha¨lt man
|{C ′ ∈ P | V C′out = ∅}| ≤ τ − 1 ≤ k − 1
und
|{C ′′ ∈ P | |V C′′out | ≥ 2}| ≤
|Vout| − |V Cout|
2
=
2k − 1
2
= k − 1
2
.
Es folgt
|P| ≤ k − 1 + k − 1
2
+ 1
Auf Grund der unteren Schranke in Lemma 4.40 muss allerdings gelten
j(k − 1)
2
≤ ν(P (n, k)) = |P| ≤ 2k − 1
2
Folglich ergibt sich
j(k − 1) ≤ 4k − 1 ⇔ j ≤ 4 + 3
k − 1 < 5
und somit
n < 5(2k − 1)
Das ist ein Widerspruch zur Annahme n ≥ 16k − 7. Die Annahme C ∈ P ist
in diesem Fall falsch. 
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Aus Lemma 4.43 kann man wiederum folgern, dass fu¨r jeden Kreis C in einer maximalen
Kreispackung P gilt |V Cin | ≥ 2. Des weiteren wurde gezeigt, dass P fu¨r k ≥ 7 ho¨chstens
2j+4k
k−5 Kreise C˜ ∈ P mit |V C˜in | = 2 entha¨lt. Der Fall k = 5 ist separat zu betrachten,
da in diesem Fall k + 3 = 8 gilt. Es ergibt sich, dass P in diesem Fall ho¨chstens 5j
4
+ 4
Kreise C˜ ∈ P mit |V C˜in | = 2 entha¨lt. Außerdem kann man fu¨r eine betrachtete maximale
Kreispackung P annehmen, dass {Cˆ ∈ P | |V Cˆin | = 3} = ∅. Damit ergibt sich fu¨r jeden
weiteren Kreis C¯ ∈ P mit |V C¯in | 6= 2, dass |V C¯in | ≥ 4.
Im Folgenden wird unter der Verwendung von Lemma 4.43 bewiesen, dass ein Kreis C im
Graphen P (n, k) (mit ausreichend großem n), welcher keine Außenknoten hat oder dessen
Menge der Außenknoten V Cout einen Weg W der La¨nge d(W ) ≤ k − 1 induzieren, nicht in
einer maximalen Kreispackung vom P (n, k) mit k ≥ 11 enthalten ist.
Lemma 4.44:
Es sei k ≥ 11, n ≥ 32k2 + 120k und P eine maximale Kreispackung von P (n, k). Zudem
sei C ⊂ P (n, k) ein Kreis mit einer der folgenden beiden Eigenschaften:
1.) ECout = {(vj, v[j+1]), . . . , (v[j+i−1], v[j+i])} und 1 ≤ i ≤ k − 1
2.) V Cout = ∅
Dann gilt
C /∈ P .
Beweis:
Aus Lemma 4.43 ist bekannt, dass es in P ho¨chstens 2j+4k
k−5 Kreise C˜ ∈ P mit |V C˜in | = 2
gibt und dass jeder weitere Kreis Cˆ ∈ P die Eigenschaft |V Cˆin | ≥ 4 hat.
Nun sei angenommen, dass C ∈ P . Da vorausgesetzt wurde, dass entweder
ECout = {(vj, v[j+1]), . . . , (v[j+i−1], v[j+i])} und 1 ≤ i ≤ k − 1 oder V Cout = ∅ gilt, folgt
|V Cin | ≥
⌊
n
τ
⌋ ≥ ⌊n
k
⌋
und es ergibt sich auf Grund der unteren Schranke in Lemma 4.42(
|Vin| −
⌊n
k
⌋
− 2 · 2j + 4k
k − 5
)
/4 + 1 +
2j + 4k
k − 5 ≥ |P| = ν(P (n, k))
≥ j(k − 1)
2
+
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+
⌊
r
k + 1
⌋
Wegen |Vin| = n = j(2k − 1) + r folgt
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(
j(2k − 1) + r −
⌊
j(2k − 1) + r
k
⌋
− 2 · 2j + 4k
k − 5
)
/4 + 1 +
2j + 4k
k − 5
≥ j(k − 1)
2
+
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+
⌊
r
k + 1
⌋
⇔(
2jk − j + r − 2j −
⌊−j + r
k
⌋
− 2 · 2j + 4k
k − 5
)
/4 + 1 +
2j + 4k
k − 5
≥ j(k − 1)
2
+
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+
⌊
r
k + 1
⌋
⇔
2jk + r − 3j −
⌊−j + r
k
⌋
− 2 · 2j + 4k
k − 5 + 4 + 4 ·
2j + 4k
k − 5
≥ 2j(k − 1) + 4
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+ 4
⌊
r
k + 1
⌋
⇔
r −
⌊−j + r
k
⌋
+ 2 · 2j + 4k
k − 5 + 4 ≥ j + 4
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+ 4
⌊
r
k + 1
⌋
Da n ≥ 32k2 + 120k, gilt j > r und somit
r +
⌈
j − r
k
⌉
+ 2 · 2j + 4k
k − 5 + 4 ≥ j + 4
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+ 4
⌊
r
k + 1
⌋
⇒
r +
j − r
k
+ 1 + 2 · 2j + 4k
k − 5 + 4 ≥ j + 4
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+ 4
⌊
r
k + 1
⌋
⇔
k(k − 5)r + (k − 5)(j − r) + 2k(2j + 4k) + 5k(k − 5)
≥ k(k − 5)j + 4k(k − 5)
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+ 4k(k − 5)
⌊
r
k + 1
⌋
⇔
k(k − 5)j − (k − 5)j − 4kj
≤ k(k−5)r+8k2+5k(k−5)−r(k−5)−4k(k−5)
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
−4k(k−5)
⌊
r
k + 1
⌋
⇔
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(k2 − 10k + 5)j
≤ k2r − 5kr + 8k2 + 5k2 − 25k − rk + 5r − (4k2 − 20k)
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
−(4k2 − 20k)
⌊
r
k + 1
⌋
⇔
(k2 − 10k + 5)j
≤ k2r−6kr+13k2−25k+5r− (4k2−20k)
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
− (4k2−20k)
⌊
r
k + 1
⌋
Man unterscheide wiederum drei Fa¨lle:
1.) r ≤ k: Dann gilt
(k2 − 10k + 5)j ≤ k2r − 6kr + 13k2 − 25k + 5r
und damit
j ≤ k
2r − 6kr + 13k2 − 25k + 5r
k2 − 10k + 5
≤ k
3 + 13k2 − 25k + 5k
k2 − 10k + 5
=
k3 + 13k2 − 20k
k2 − 10k + 5
= k · k
2 + 13k − 20
k2 − 10k + 5
= k ·
(
1 +
23k − 25
k2 − 10k + 5︸ ︷︷ ︸
<15
)
< 16k
Dies wiederum heißt
n = j(2k − 1) + r < 16k(2k − 1) + r = 32k2 − 16k + r ≤ 32k2 − 16k
2.) k + 1 ≤ r ≤ k + 3: Dann ergibt sich
(k2 − 10k + 5)j ≤ k2r − 6kr + 13k2 − 25k + 5r − (4k2 − 20k)
und man erha¨lt
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j ≤ k
2r − 6kr + 9k2 − 5k + 5r
k2 − 10k + 5
≤ k
3 + 3k2 − 6k2 − 6k + 9k2 − 5k + 5k + 15
k2 − 10k + 5
=
k3 + 6k2 − 6k + 15
k2 − 10k + 5
= k ·
(k2 + 6k − 6 + 15
k
k2 − 10k + 5
)
= k ·
(
1 +
16k − 11 + 15
k
k2 − 10k + 5︸ ︷︷ ︸
<11
)
< 12k
Das bedeutet
n < 12k(2k − 1) + r = 24k2 − 12k + r ≤ 24k2 − 12k
3.) r ≥ k + 4: Dann gilt
(k2−10k+5)j ≤ k2r−6kr+13k2−25k+5r−(4k2−20k)
⌈
r − (k + 3)
2
⌉
−(4k2−20k)
⇔
(k2−10k+5)j ≤ k2r−6kr+9k2−5k+5r−4k2
⌈
r − (k + 3)
2
⌉
+20k
⌈
r − (k + 3)
2
⌉
⇔
(k2 − 10k + 5)j
≤ k2(2k − 2)− 6k(k + 4) + 9k2 − 5k + 5(2k − 2)− 4k2 + 20k
⌈
2k − 2− (k + 3)
2
⌉
⇔
(k2 − 10k + 5)j ≤ 2k3 − 2k2 − 6k2 − 24k + 5k2 − 5k + 10k − 10 + 20kk − 5
2
⇔
(k2 − 10k + 5)j ≤ 2k3 − 3k2 − 19k − 10 + 10k2 − 50k = 2k3 + 7k2 − 69k − 10
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Dies ist a¨quivalent zu
j ≤ 2k
3 + 7k2 − 69k − 10
k2 − 10k + 5
= k ·
(2k2 + 7k − 69− 10
k
k2 − 10k + 5
)
= k ·
(
2 +
27k − 79− 10
k
k2 − 10k + 5︸ ︷︷ ︸
<14
)
< 16k
Damit ergibt sich analog zu 1.)
n < 32k2 − 16k
In allen drei Fa¨llen entsteht ein Widerspruch zu n ≥ 32k2 + 120k. Somit ist die Annahme
falsch und es gilt C /∈ P . 
Die Aussage aus Lemma 4.44 gilt nicht fu¨r k ∈ {5, 7, 9}. Fu¨r diese drei Fa¨lle ist es nicht
mo¨glich auszuschließen, dass eine maximale Kreispackung P von P (n, k) einen Kreis C
mit ECout = {(vj, v[j+1]), . . . , (v[j+i−1], v[j+i])} und 1 ≤ i ≤ k− 1 oder V Cout = ∅ entha¨lt. Man
kann allerdings beweisen, dass P ho¨chstens einen solchen Kreis enthalten kann.
Lemma 4.45:
Es sei k ∈ {5, 7, 9}, n ≥ 56k−28 und P eine maximale Kreispackung von P (n, k). Zudem
sei P1 ⊆ P eine Kreispackung, fu¨r die gilt: Jeder Kreis C ∈ P1 erfu¨llt eine der folgenden
beiden Eigenschaften:
1.) ECout = {(vj, v[j+1]), . . . , (v[j+i−1], v[j+i])} und 1 ≤ i ≤ k − 1
2.) V Cout = ∅
Des weiteren sei λ˜4 := |P1|. Dann gilt
λ˜4 ≤ 1.
Beweis:
Man nehme an, dass P1 6= ∅ ist. Da vorausgesetzt wurde, dass fu¨r jeden Kreis C ∈ P1
entweder ECout = {(vj, v[j+1]), . . . , (v[j+i−1], v[j+i])} und 1 ≤ i ≤ k − 1 oder V Cout = ∅ gilt,
folgt |V Cin | ≥
⌊
n
τ
⌋ ≥ ⌊n
k
⌋
fu¨r alle C ∈ P1. Auf Grund der unteren Schranke in Lemma 4.42
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ergibt sich (
|V | − λ˜4
⌊n
k
⌋)
/8 + λ˜4 ≥ j(k − 1)
2
⇔(
2n− λ˜4
⌊n
k
⌋)
/8 + λ˜4 ≥ j(k − 1)
2
⇔(
2(j(2k − 1) + r)− λ˜4
⌊
j(2k − 1) + r
k
⌋)
/8 + λ˜4 ≥ j(k − 1)
2
⇔(
2j(2k − 1) + 2r − λ˜4
⌊
2j +
−j + r
k
⌋)
/8 + λ˜4 ≥ j(k − 1)
2
⇔(
4jk − 2j + 2r − λ˜4 · 2j − λ˜4
⌊−j + r
k
⌋)
/8 + λ˜4 ≥ j(k − 1)
2
⇔
4jk − 2j + 2r − λ˜4 · 2j − λ˜4
⌊−j + r
k
⌋
+ 8λ˜4 ≥ 4jk − 4j
⇔
2j + 2r − λ˜4 · 2j − λ˜4
⌊−j + r
k
⌋
+ 8λ˜4 ≥ 0
⇔
2j + 2r − λ˜4 · 2j + λ˜4
⌈
j − r
k
⌉
+ 8λ˜4 ≥ 0
⇒
2j + 2r − λ˜4 · 2j + λ˜4 · j − r
k
+ λ˜4 + 8λ˜4 ≥ 0
⇔
2jk + 2rk − λ˜4 · 2jk + λ˜4 · (j − r) + 9λ˜4k ≥ 0
⇔
2jk + 2rk ≥ λ˜4 · 2jk − λ˜4 · (j − r)− 9λ˜4k
⇔
2jk + 2rk ≥ (2jk − (j − r)− 9k)λ˜4
⇔
2jk + 2rk
2jk − (j − r)− 9k ≥ λ˜4
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⇔
2jk − j + j + r − r − 9k + 9k + 2rk
2jk − (j − r)− 9k ≥ λ˜4
⇔
1 +
j − r + 9k + 2rk
2jk − (j − r)− 9k ≥ λ˜4
Auf Grund von n ≥ 56k − 28, folgt
λ˜4 ≤ 1 + j − r + 9k + 2rk
2jk − (j − r)− 9k < 2
und damit
λ˜4 ≤ 1
Aus Lemma 4.44 ergibt sich fu¨r k ≥ 11 analog zum Fall k mod 2 = 0 sofort, dass ein Kreis
C einer maximalen Kreispackung mindestens vier Außenknoten entha¨lt.
Lemma 4.46:
Sei k ≥ 11, n ≥ 32k2 + 120k und P eine maximale Kreispackung von P (n, k). Weiterhin
sei C ∈ P ein Kreis, dann gilt
|V Cout| ≥ 4.
Beweis:
Nach Lemma 4.44 gilt V Cout 6= ∅. Angenommen V Cout induziert einen zusammenha¨ngenden
Untergraphen, dann gilt nach Lemma 4.44, dass |V Cout| ≥ k+ 1. Andernfalls induziert V Cout
einen Untergraphen mit mindestens zwei Zusammenhangskomponenten. In diesem Fall
gilt |V Cout| ≥ 4 und die Behauptung ist bewiesen. 
Fu¨r die Fa¨lle k ∈ {5, 7, 9} la¨sst sich unter Verwendung von Lemma 4.45 sofort ableiten,
dass eine maximale Kreispackung P von P (n, k) ho¨chstens einen Kreis mit maximal drei
Außenknoten besitzt. Jeder weitere Kreis in P entha¨lt mindestens vier Außenknoten.
Lemma 4.47:
Sei k ∈ {5, 7, 9}, n ≥ 56k+28 und P eine maximale Kreispackung von P (n, k). Weiterhin
sei P2 := {C ∈ P | |V Cout| ≤ 3}, dann gelten folgende zwei Bedingungen
1.) |P2| ≤ 1
2.) |V C¯out| ≥ 4 fu¨r alle C¯ ∈ P \ P2
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Beweis:
Nach Lemma 4.45 gilt λ˜4 = |P1| = |{C ∈ P | ECout = {(vj, v[j+1]), . . . , (v[j+i−1], v[j+i])} mit
1 ≤ i ≤ k − 1 oder V Cout = ∅}| ≤ 1. Zudem ist P2 ⊆ P1 und damit folgt Bedingung 1.).
Fu¨r jeden Kreis C¯ ∈ P mit C¯ /∈ P2 gilt per Definition |V C¯out| ≥ 4 und damit Bedin-
gung 2.). 
Mit den Lemmata 4.44 und 4.45 kann man u¨ber die Kreise C˜ ⊂ P (n, k) einer maximalen
Kreispackung P mit |V C˜in | = 2 (vgl. Lemma 4.43 2.)) wiederum folgende Aussagen machen.
Lemma 4.48:
Fu¨r k ≥ 5 und n ≥ 32k2 + 120k sei P eine maximale Kreispackung von P (n, k) und
C˜ ∈ P ein Kreis mit |V C˜in | = 2. Dann folgt
|V C˜out| = k + 1
Beweis:
Da |V C˜in | = 2 folgt, dass entweder V C˜out = k + 1 oder V C˜out > k + 1 gilt.
Es sei angenommen, dass V C˜out > k+1 ist. O. B. d. A. sei V
C˜
in = {u0, uk}. Wegen V C˜out > k+1,
ergibt sich V C˜out = {vk, vk+1, vk+2, . . . , vn−2, vn−1, v0} und |V C˜out| = n − (k − 1). Analog zur
Beweisfu¨hrung in Lemma 4.43 3.) hat jeder weitere Kreis C ′ ∈ P mit C ′ 6= C˜ entweder
keine oder mindestens zwei Außenknoten. Wegen C˜ ∈ P und den Lemmata 4.44 und 4.45
muss gelten
|{C ′ ∈ P | V C′out = ∅}| ≤ 1
und
|{C ′′ ∈ P | |V C′′out | ≥ 2}| ≤
|Vout| − |V C˜out|
2
=
k − 1
2
=
k
2
− 1
2
.
Es folgt
|P| ≤ 1 + k
2
− 1
2
+ 1
Mit der unteren Schranke in Lemma 4.40 erha¨lt man
j(k − 1)
2
≤ ν(P (n, k)) = |P| ≤ 1 + k
2
+
1
2
Folglich ergibt sich
j(k − 1) ≤ k + 3 ⇔ j ≤ 3 + k
k − 1 = 4 +
1
k − 1
und somit ist
n < 5(2k − 1)
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Das ist ein Widerspruch zur Annahme n ≥ 32k2+120k. Somit ist die Annahme V C˜out > k+1
falsch und die Behauptung bewiesen. 
Nachfolgend werden wiederholt die Kreise C ∈ P betrachtet, deren Menge der Außen-
knoten V Cout jeweils einen Weg W der La¨nge d(W ) ≥ k induziert. Dies ist unter anderem
fu¨r die Kreise der La¨nge k + 3 mit genau zwei Innenknoten der Fall.
Lemma 4.49:
Fu¨r k ≥ 5 und n ≥ 32k2 +120k sei P eine maximale Kreispackung von P (n, k). Weiterhin
sei λ˜2 := |{C ∈ P | |V Cout| ≥ k + 1}|. Dann gilt:
λ˜2 ≤ j
k − 3 + 2
Beweis:
Da P maximal ist, gibt es ho¨chstens einen Kreis mit weniger als vier Aussenknoten (vgl.
Lemma 4.47). Jeder weitere Kreis in P mindestens vier Außenknoten belegt (vgl. Lemma
4.46), gilt
(|Vout| − λ˜2(k + 1))/4 + λ˜2 + 1 ≥ |P| = ν(P (n, k))
und somit, unter der Verwendung von Lemma 4.42,
(|Vout| − λ˜2(k + 1))/4 + λ˜2 + 1 ≥ j(k − 1)
2
+
⌊
r
k + 1
⌋
Aus |Vout| = n = j(2k − 1) + r ergibt sich auf diese Weise
(j(2k − 1) + r − λ˜2(k + 1))/4 + λ˜2 + 1 ≥ j(k − 1)
2
+
⌊
r
k + 1
⌋
Das heißt,
j(2k − 1) + r − λ˜2(k + 1) + 4λ˜2 + 4 ≥ 2j(k − 1) + 4
⌊
r
k + 1
⌋
oder a¨quivalent
j + r − λ˜2k + 3λ˜2 + 4 ≥ 4
⌊
r
k + 1
⌋
Es ergibt sich also allgemein die Ungleichung
λ˜2(k − 3) + 4 ≤ j + r − 4
⌊
r
k + 1
⌋
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Nun werden drei Fa¨lle unterschieden:
1.) r ≤ k: In diesem Fall gilt
λ˜2(k − 3) ≤ j + r − 4 ≤ j + k − 4
Daraus folgt
λ˜2 ≤ j + k − 4
k − 3 ≤
j
k − 3 + 1.
2.) k + 1 ≤ r ≤ k + 3: In diesem Fall wird die allgemeine Ungleichung zu
λ˜2(k − 3) ≤ j + r − 8 ≤ j + k + 3− 8 = j + k − 5
Damit erha¨lt man
λ˜2 ≤ j + k − 5
k − 3 ≤
j
k − 3 + 1.
3.) k + 4 ≤ r ≤ 2k − 2: Es ergibt sich
λ˜2(k − 3) ≤ j + r − 8 ≤ j + 2k − 2− 8 = j + 2k − 10
Es folgt
λ˜2 ≤ j + 2k − 10
k − 3 ≤
j
k − 3 + 2.

Wie man in Lemma 4.49 sieht, ergibt sich fu¨r die Anzahl der Kreise der La¨nge k + 3 mit
|V Cin | = 2 eine obere Schranke, welche von j abha¨ngt. Dies ergibt sich, da die im Beweis
verwendete untere Schranke fu¨r ν(P (n, k)) (vgl. Lemma 4.42) nicht so scharf ist, wie im
Fall k mod 2 = 0. Da die obere Schranke aus Lemma 4.49 nicht so beschra¨nkend ist, wie
die obere Schranke im Fall k mod 2 = 0, stellt sich die Frage, ob Vermutung 1 auch im
Fall k ungerade fu¨r hinreichend großes n gilt.
Obwohl die hergeleiteten Schranken weniger restriktiv sind, als im Fall k mod 2 = 0, lassen
sich einige Bedingungen u¨bertragen, unter denen Vermutung 1 auch im Fall k mod 2 = 1
fu¨r entsprechendes n bewiesen werden kann. Dies wird nachfolgend gezeigt.
Es sei G˜ = (V˜ , E˜) der Untergraph von P (n, k), welcher durch die Knotenmenge
V˜ = {v0, . . . , v2jk−1, u0, . . . , uj(2k−1)−1} induziert wird. Zudem sei R, wie schon im Fall
k mod 2 = 0, der Restgraph von P (n, k), welcher durch die Knotenmenge V \ V˜ indu-
ziert wird, sofern diese nicht leer ist. Der Untergraph G˜ und der Restgraph R sind in der
Abbildung 4.32 veranschaulicht.
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Der
induziert durch V˜
Untergraph G˜
Der
vj(2k−1)+r−1
v0
vj(2k−1)−1
vj(2k−1)
Restgraph R
Abbildung 4.32: Eine Veranschaulichung des Untergraphen G˜ im Fall k mod 2 = 1
Fu¨r eine maximale Kreispackung P sei
C(P) := {C ∈ P | V Cout ∩ {v0, . . . , vj(2k−1)−1} 6= ∅}
die Menge aller Kreise aus P , deren Knotenmenge mindestens einen Außenknoten des
Untergraphen G˜ entha¨lt. Aus dem Beweis der ersten unteren Schranke fu¨r ν(P (n, k))
(Lemma 4.40 (i)), ist eine Kreispackung fu¨r G˜ bekannt. Die dort konstruierte Kreispa-
ckung P˜ entha¨lt j(k−1)
2
Kreise der La¨nge acht und ist fu¨r G˜ maximal. Um diese Tatsache
fu¨r die weitere Beweisfu¨hrung zu nutzen, unterscheidet man, analog zum Fall n mod 2 = 0,
zwei Fa¨lle:
Fall I: Es existiert eine maximale Kreispackung P fu¨r die gilt |C(P)| ≤ j(k−1)
2
Fall II: Fu¨r alle maximalen Kreispackungen P gilt |C(P)| > j(k−1)
2
Fu¨r den ersten Fall wird analog zu k mod 2 = 0 gezeigt, dass die Vermutung fu¨r bestimmte
Werte der Parameter n und k richtig ist. Im zweiten Fall lassen sich ebenfalls Bedingungen
finden, unter denen die Vermutung stimmt, allerdings kann man die Aussagen aus Kapitel
4.2 an dieser Stelle nicht vollsta¨ndig u¨bertragen. Der U¨bersichtlichkeit halber sei wieder
µ8(P) := |{C ∈ P | d(C) = 8}|
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die Anzahl von Kreisen in einer maximalen Kreispackung P mit der La¨nge acht und
µ(k+3)(P) := |{C ∈ P | d(C) = k + 3, |V Cin | = 2}|,
die Anzahl von Kreisen in einer maximalen Kreispackung P mit der La¨nge k + 3 und
genau zwei Innenknoten.
Fall I: Es existiert eine maximale Kreispackung P im Graphen
P (n, k) fu¨r die gilt |C(P)| ≤ j(k−1)2
Mit dem folgenden Satz erha¨lt man, dass im Fall I Vermutung 1 fu¨r k ≥ 11 fu¨r
n ≥ 32k2 + 120k korrekt ist. Der Beweis verla¨uft erneut analog zum Fall k mod 2 = 0.
Fu¨r die Beweisfu¨hrung ist Lemma 4.44 von wesentlicher Bedeutung. Daher la¨sst sich die
Aussage nicht analog auf die Fa¨lle k ∈ {5, 7, 9} u¨bertragen.
Satz 4.50:
Sei k ≥ 11, n ≥ 32k2 + 120k und P eine maximale Kreispackung von P (n, k) mit
|C(P)| ≤ j(k−1)
2
. Dann gibt es eine maximale Kreispackung Pˆ von P (n, k) fu¨r die gilt
µ8(Pˆ) + µ(k+3)(Pˆ) = ν(P (n, k)) und µ(k+3)(Pˆ) ≤ 1.
Beweis:
Man konstruiere zuna¨chst eine neue maximale Kreispackung Pneu, indem alle Kreise aus
C(P) ⊆ P durch die j(k−1)
2
Kreise in P˜ ersetzt werden. Das heißt
Pneu := (P \ C(P))︸ ︷︷ ︸
=:C¯(P)
∪P˜ .
Betrachte nun die Kreispackung C¯(P) = P \ C(P). Fu¨r alle Kreise C ∈ C¯(P) gilt
V Cout ∩ {v0, . . . , vj(2k−1)−1} = ∅.
Falls r ≤ k gilt, so folgt C¯(P) = ∅, da jeder Kreis in C¯(P) mindestens eine Innenkante
von R enthalten sein muss (vgl. Lemma 4.44). Damit ergibt sich, dass R mindestens
k + 1 Innenknoten hat. Wenn C¯(P) = ∅, kann man schließen, dass ν(P (n, k)) = j(k−1)
2
und Pˆ = Pneu eine maximale Kreispackung mit µ8(Pˆ) = ν(P (n, k)) ist. Damit gilt die
Behauptung in diesem Fall.
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Falls r ≥ k + 1, unterscheide man zwei Fa¨lle:
Fall 1: Man nehme an, dass µ(k+3)(Pneu) ≥ 1. Das bedeutet, es gibt einen Kreis C¯ ∈ C¯(P)
mit d(C¯) = k+3 und |V C¯in | = 2. Wegen |V C¯out| = k+1 gilt in diesem Fall r ≥ k+1.
Man unterscheide zwei Fa¨lle:
a) Sei r ≤ k + 3, so gilt |Vout \ (V C¯out ∪ V P˜out)| ≤ 2 und damit C¯(P) = {C¯} und
ν(P (n, k)) = j(k−1)
2
+ 1. Somit ist Pneu eine maximale Kreispackung mit
µ8(Pneu) = ν(P (n, k))− 1 und µ(k+3)(Pneu) = 1.
b) Sei k+ 4 ≤ r ≤ 2k− 2, so gilt |Vout \ (V C¯out ∪ V P˜out)| ≥ 3. Man nehme an, dass
es C˜ ∈ C¯(P) gibt mit C˜ 6= C¯. Fu¨r den Kreis C˜ gilt |EC˜in| ≥ 2, wegen der k+1
Außenknoten von C¯. Sei j der kleinste Index der Menge der Innenknoten V C˜in
von C˜, dann entha¨lt EC˜in, auf Grund der Außenknoten von C¯, die Kanten
(uj, uj+k) und (uj+k, uj+2k). Da E
C˜
in ⊆ E C¯(P)in , ist dies ein Widerspruch zu
r ≤ 2k − 2. Man erha¨lt C¯(P) = {C¯} und ν(P (n, k)) = j(k−1)
2
+ 1. Es folgt,
dass Pneu ist eine maximale Kreispackung mit µ8(Pneu) = ν(P (n, k)) − 1
und µ(k+3)(Pneu) = 1.
Es ergibt sich somit fu¨r den Fall 1, dass Pˆ = Pneu eine maximale Kreispackung
mit µ8(Pˆ) = ν(P (n, k))− 1 und µ(k+3)(Pˆ) = 1 ist. Folglich ist fu¨r diesen Fall die
Behauptung bewiesen.
Fall 2: Man nehme an, dass µ(k+3)(Pneu) = 0. Daraus folgt, dass die Menge von Außen-
knoten V Cˆout eines beliebigen Kreises Cˆ ∈ C¯(P) mindestens zwei knotendisjunkte
a¨ußere Zusammenhangskomponenten von Cˆ induziert. Zudem gilt fu¨r Cˆ: Falls
vi ∈ V Cˆout und ui /∈ V Cˆin , folgt
ui /∈ V C¯(P)in ,
da andernfalls (u[i−k], ui), (ui, u[i+k]) ∈ ECˆin ⊆ E C¯(P)in wa¨ren und folglich r ≥ 2k+ 1
gelten mu¨sste. Dies wa¨re ein Widerspruch zu r ≤ 2k − 2. Als Konsequenz ergibt
sich
ui /∈ V Pneuin ,
weil fu¨r einen Kreis C˜ ∈ P mit ui ∈ V C˜in gilt, dass C˜ ∈ C(P). Dieser Kreis wurde
in Pneu substituiert.
Sei q der kleinste Index von V (Cˆ). Dann gilt vq, v[q+1], uq, u[q+k] ∈ V (Cˆ). Zudem
muss v[q+k] ∈ V (Cˆ) gelten, da Cˆ ∈ C¯(P). Es werden wieder zwei Fa¨lle unterschie-
den:
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(a) u[q+1] ∈ V (Cˆ): Es folgt, dass u[q+k+1], v[q+k+1] ∈ V (Cˆ). Der Kreis Cˆ ist ent-
weder ein Kreis der La¨nge acht oder kann durch den Kreis SCq substituiert
werden.
(b) u[q+1] /∈ V (Cˆ): Wie zuvor, gilt dann u[q+1] /∈ V Pneuin . Man unterscheide:
• Falls v[q+k+1] ∈ V (Cˆ), gilt ebenso u[q+k+1] /∈ V Pneuin und der Kreis Cˆ kann
durch den Kreis SCq substituiert werden.
• Im Fall v[q+k+1] /∈ V (Cˆ), gilt v[q+k+1] /∈ V (C¯(P)) und u[q+k+1] /∈ V (C¯(P)).
Folglich kann der Kreis Cˆ ebenfalls durch den Kreis SCq substituiert
werden.
Zusammenfassend ergibt sich im Fall 2, dass alle Kreise C ∈ C¯(P) durch
Kreise der La¨nge acht substituierbar sind. Man konstruiere Pˆ , indem in Pneu alle
Kreise aus C¯(P) durch Kreise der La¨nge acht substituiert werden. Es ergibt sich,
dass Pˆ eine maximale Kreispackung mit µ8(Pˆ) = ν(P (n, k)) und µ(k+3)(Pˆ) = 0
ist.
Im Fall 1 hat die Kreispackung Pˆ = Pneu die Eigenschaften µ8(Pˆ) = ν(P (n, k)) − 1
und µ(k+3)(Pˆ) = 1 und es gilt µ8(Pˆ) + µ(k+3)(Pˆ) = ν(P (n, k)) und µ(k+3)(Pˆ) ≤ 1. Im
Fall 2 wird durch die Substitution aller Kreise in Pneu durch Kreise der La¨nge acht die
Kreispackung Pˆ mit µ8(Pˆ) = ν(P (n, k)) und µ(k+3)(Pˆ) = 0 erzeugt, fu¨r welche ebenfalls
µ8(Pˆ) + µ(k+3)(Pˆ) = ν(P (n, k)) und µ(k+3)(Pˆ) ≤ 1 gilt. Damit gibt es in beiden Fa¨llen
eine Kreispackung mit den geforderten Eigenschaften und die Behauptung ist bewiesen.
Fu¨r den Fall I ist nachgewiesen, dass die Vermutung richtig ist. In diesem Fall gibt es
fu¨r P (n, k) mit k ≥ 11 und n ≥ 32k2 + 120k immer eine maximale Kreispackung, welche
ausschließlich aus Kreisen der La¨nge acht und ho¨chstens einem Kreis der La¨nge k+ 3 mit
genau zwei Innenknoten besteht. Man betrachte nun den Fall II.
Fall II: Fu¨r alle maximalen Kreispackungen P im Graphen P (n, k)
gilt |C(P)| > j(k−1)2
Fu¨r den Fall II wird wiederum vorausgesetzt, dass fu¨r alle maximalen Kreispackungen
P in P (n, k) gilt |C(P)| > j(k−1)
2
. Man kann erneut die bisher beste angegebene untere
Schranke fu¨r ν(P (n, k)) (vgl. Lemma 4.42) weiter verscha¨rfen. Es gilt also im Fall II
ν(P (n, k)) ≥ j(k − 1)
2
+
⌊
r
k + 4
⌋
·
⌈
r − (k + 3)
2
⌉
+
⌊
r
k + 1
⌋
+ 1.
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Andernfalls wa¨re mit der, im Beweis von Lemma 4.42 konstruierten, Kreispackung zur
verscha¨rften unteren Schranke von ν(P (n, k)) eine maximale Kreispackung P gefunden.
Fu¨r diese wu¨rde gelten |C(P)| = j(k−1)
2
und der Fall I la¨ge vor.
Fu¨r den zweiten Fall la¨sst sich, wie auch schon im Fall k mod 2 = 0 analog folgendes
zeigen.
Lemma 4.51:
Fu¨r k ≥ 5 und n ≥ 8k+ 1 sei P eine maximale Kreispackung, fu¨r die gilt |C(P)| > j(k−1)
2
.
Fu¨r jeden Kreis C ∈ P existiere ein Index i, so dass ui, u[i+1], u[i+k], u[i+k+1] ∈ V Cin . Dann
gibt es eine maximale Kreispackung Pˆ mit
µ8(Pˆ) = ν(P (n, k)).
Beweis:
Sei C ∈ P ein Kreis mit ui, u[i+1], u[i+k], u[i+k+1] ∈ V Cin . Dann kann C durch den Kreis SCi
substituiert werden. Da dies fu¨r alle Kreise gilt, folgt sofort die Behauptung. 
Fu¨r den Beweis der wesentlichen Aussage im Fall II fu¨r k mod 2 = 0 (Theorem 4.1) wird
unter anderem ausgenutzt, dass es im Fall II in einer maximalen Kreispackung keinen Kreis
C der La¨nge k + 3 mit |V Cin | = 2 gibt (Lemma 4.28). Man kann diese Aussage auf Grund
der schlechten unteren Schranke fu¨r ν(P (n, k)) im Falle k mod 2 = 1 nicht u¨bertragen.
Folglich la¨sst sich auch Theorem 4.1 und damit auch das daraus resultierende Korollar
4.36 nicht beweisen. Vermutung 1 bleibt im Fall II fu¨r k mod 2 = 1 und hinreichend großes
n bestehen. Bislang konnte sie allerdings nicht bewiesen werden.
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Kapitel 5
Fazit
Es ist bekannt, dass das Auffinden einer maximalen Kreispackung in einem beliebigen
Graphen NP -schwer ist. In der vorliegenden Arbeit wurden drei praktische Problemstel-
lungen vorgestellt. Fu¨r diese kann man eine Lo¨sung, unter der Verwendung von maximalen
Kreispackungen oder der Kreispackungszahl, von einem geeigneten Graphen, herleiten.
Dabei werfen besonders die mit der Rundgangsplanung verknu¨pften Spontaneous Post-
man Probleme viele weitere interessante graphentheoretische Fragen auf. Weiterhin wurde
die Bestimmung von maximalen Kreispackungen und der Kreispackungszahl mittels Kno-
tenseparatoren, sowie fu¨r eine konkrete Graphenfamilie behandelt.
Es wurden einige Zusammenha¨nge zwischen Separatoren und Kreispackungen, sowie der
Kreispackungszahl dargestellt. Dabei lag die Idee zugrunde, dass es in Graphen mit ei-
ner geringen Knoten- und Kantenzahl im Allgemeinen
”
einfacher“ ist, eine maximale
Kreispackung und die Kreispackungszahl zu bestimmen. Daher wurden Knotensepara-
toren verwendet, um fu¨r einen gegebenen Graphen G zwei
”
kleinere“ modifizierte Gra-
phen zu konstruieren. Bestimmt man fu¨r diese modifizierten Untergraphen eine maximale
Kreispackung, sowie die Kreispackungszahl, kann man diese verwenden, um eine maximale
Kreispackung von G und ν(G) zu bestimmen. Zuna¨chst wurde die Verwendung der Kno-
tenseparatoren an Hand von Graphen mit einem gegebenen 2- oder 3-Separator verdeut-
licht. Dabei resultierten zwei Algorithmen zur Bestimmung einer maximalen Kreispackung
in den entsprechenden Graphen. Die Kreispackungszahl la¨sst sich unter Verwendung der
Ergebnisse dieser Algorithmen ebenfalls herleiten. In den Algorithmen wird ein gegebener
Graph in zwei
”
kleinere“ modifizierte Graphen unterteilt und u¨ber deren Kreispackungen
und die Kreispackungszahl eine Kreispackung des Ausgangsgraphen hergeleitet. Beinhal-
ten die
”
kleineren“ modifizierten Graphen wiederum einen 2- oder 3-Separator, so lassen
sich die Algorithmen rekursiv anwenden. Die A¨hnlichkeit der Ergebnisse fu¨r den Fall ei-
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nes gegebenen 2-Separators und eines gegebenen 3-Separators fu¨hrten abschließend zu
einem globalen Satz. Dieser sagt aus, wie man die Kreispackungszahl eines beliebigen
Graphen mit einem k-Separator bestimmen kann. An dieser Stelle ist deutlich zu erken-
nen, dass die Bestimmung der Kreispackungszahl und die Bestimmung einer maximalen
Kreispackung im Allgemeinen zwei unterschiedliche Problemstellungen darstellen ko¨nnen.
Ist die Kreispackungszahl bekannt, kennt man nicht zwingend eine maximale Kreispa-
ckung. Ebenso kann man beweisen, wie eine maximale Kreispackung zu konstruieren ist,
ohne die Kreispackungszahl zu kennen.
Letzteres tritt im Kapitel u¨ber die Graphenfamilie der verallgemeinerten Petersen Gra-
phen P (n, k) auf. Fu¨r k ≥ 6 werden die Fa¨lle, dass k eine gerade oder ungerade Zahl ist,
getrennt betrachtet. Es wird sich dabei auf den Fall, dass k gerade ist, fokussiert. Fu¨r die-
sen Fall wird gezeigt, dass es, sofern n groß genug ist, immer eine maximale Kreispackung
gibt, welche aus ho¨chstens einem Kreis der La¨nge k + 3 mit genau zwei Innenknoten und
ansonsten ausschließlich aus Kreisen der La¨nge acht besteht. Dabei haben die Kreise der
La¨nge acht eine eindeutige Struktur. Diese kann man bei der Kreispackungskonstruktion
ausnutzen. Bisher ist es noch nicht gelungen, eine allgemeine Formel fu¨r ν(P (n, k)), mit k
gerade, herzuleiten. Man kann allerdings vermuten, dass ν(P (n, k)) in Abha¨ngigkeit vom
Rest bei der Division von n durch k darstellbar ist. Diese Vermutung basiert darauf, dass
die in dieser Arbeit hergeleitete Kreispackung fast ausschließlich aus Kreisen der La¨nge
acht besteht und diese Kreise, auf Grund ihrer eindeutigen Struktur, nicht beliebig im
Graphen angeordnet werden ko¨nnen. Fu¨r den Fall, dass k eine ungerade Zahl ist, lassen
sich viele Ergebnisse aus dem Fall, dass k gerade ist, u¨bertragen. Allerdings wurde bisher
keine allgemein gu¨ltige Kreispackungsstruktur hergeleitet, da die Schranken fu¨r ν(P (n, k))
im Fall, dass k ungerade ist, nicht restriktiv genug sind. Damit ergibt sich, dass man die
Kreise der La¨nge k + 3 mit genau zwei Innenknoten sowohl in Fall I, als auch in Fall II
beru¨cksichtigen muss. Dies ist im Fall, dass k gerade ist, nicht notwendig. Es wa¨re daher
zu untersuchen, ob es mo¨glich ist, die Beweise im Fall II fu¨r k gerade dahingehend zu
modifizieren.
Abschließend kann man sagen, dass es im Bereich der praktischen Problemstellungen bis-
her nur wenige Ergebnisse gibt. Dort besteht noch Potential fu¨r zuku¨nftige Forschungen.
Außerdem wa¨re es fu¨r die Graphenfamilie der verallgemeinerten Petersen Graphen inter-
essant, zu pru¨fen, ob ν(P (n, k)) in Abha¨ngigkeit vom Rest bei der Division von n durch
k, fu¨r k gerade, darstellbar ist. Zudem kann man auf Grund der Isomorphieeigenschaften
der verallgemeinerten Petersen Graphen (vgl. [85]) vermuten, dass sich die hergeleitete
Struktur einer maximalen Kreispackung, im Fall k gerade, zumindest zu großen Teilen
auf den ungeraden Fall u¨bertragen la¨sst.
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