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Averroes  Vériation de propriétés quantitatives et fontionnelles(Analysis and VERiation for the Reliability Of Embedded Systems)1 ContexteDans le système Coq, les fontions et prédiats ne peuvent être dénis que par indution,et deux propositions ne sont onsiderées équivalentes que si les dénitions indutives (et la β-rédution) permettent de passer de l'une à l'autre. Cela est trop restritif : ertaines dénitionsindutives, bien que valides, ne sont pas aeptées par Coq ; et ertaines égalités, pourtant montréesde manière indutive, ne sont pas utilisées par le système pour identier deux propositions.La rériture est une manière plus générale et plus souple de dénir les fontions et les prédiatsqui englobent les dénitions indutives, et qui permet d'identier davantages de propositions, etdon de s'aranhir de davantage de détails purement alulatoires dans les preuves. C'est donune extension onservatrie de Coq dans le sens où tout théorème prouvé sans utiliser de réritureest toujours valable dans Coq étendu ave de la rériture.Depuis les premiers travaux sur la ombinaison du λ-alul et de la rériture de Breazu-Tannenet Gallier en 1988-1989, de nombreux herheurs ont ontribué à son étude. Nous ne itons quequelques travaux : [6, 3, 7, 5℄. Pour le projet Averroes, nous nous appuierons sur les travaux parmiles plus réents : [4, 1, 2℄.2 Disussion préliminaireAvant de dérire les systèmes de rériture qui devront être aeptés dans la future extension deCoq, il onvient de préiser quels objets de Coq seront ainsi dénis par es règles de rériture,ar plusieurs options existent qui onditionnent le développement de ette extension.Option 1 : onsidérer des règles de rériture dénissant des axiomes ou paramètres. Pour prendreun exemple onret, dans ette approhe, l'addition sur les entiers naturels pourrait être dénieen délarant un paramètre plus :nat=>nat=>nat et les règles plus x O -> x et plus x (S y)-> S (plus x y). Cette approhe est elle qui a été étudiée jusqu'à maintenant. Elle permet,pour e qui est des fontions, de se passer de la notion de réurseur. En fait, les réurseurseux-mêmes sont des as partiuliers de telles dénitions.Option 2 : onsidérer des règles de rériture issues d'égalités prouvées. Dans ette approhe,les fontions ontinueraient d'être dénies par indution mais, si une égalité prouvée peut êtreorientée de façon à préserver la terminaison et la onuene, elle pourrait être utilisée ommerègle de rériture. Par exemple, une fois l'assoiativité de l'addition prouvée, elle-i pourraitêtre utilisée omme règle de rériture. Cette approhe ommene à être étudiée par NiolasOury au LRI.Nous avons hoisi l'option 1 ar 'est l'approhe la mieux omprise atuellement et elle quinous paraît la plus faile à mettre en oeuvre. Cependant, es deux options ne sont pas exlusivesl'une de l'autre et pourrait à terme être ombinées.Parallèlement à ela, il onvient de préiser omment la rériture peut ohabiter ave le systèmede modules. Etant donné que ela fait enore l'objet de reherhes, nous avons hoisi de restreindreau minimum l'interation entre rériture et modules. Ainsi, on ne hange rien au système de mod-ules. Il n'y a don pas de types de module permettant de spéier l'existene de règles de rériture,et toutes les règles de rériture délarées dans un module (ou un fonteur) sont systématiquementexportées.3 Desription des onditionsNous appellerons : symbole tout axiome ou paramètre que l'on souhaite dénir à l'aide de règles de rériture. onstante tout type indutif, onstruteur, axiome ou paramètre non déni par rériture. onstante de prédiat toute onstante de type (~x : ~T )s ave s∈{Set, Prop}.Projet RNTL : Averroes /Lot 5.1 /Fourniture 1 /V1.0CRIL Tehnology, Frane Télé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Averroes  Vériation de propriétés quantitatives et fontionnelles(Analysis and VERiation for the Reliability Of Embedded Systems) symbole onstruteur tout symbole de type (~x : ~T )C~v tel que C : (~z : ~V )s est une onstantede prédiat et |~v| = |~z|.Rappel : la sorte d'un symbole ou d'une variable est le type de son type (qui doit justementêtre une sorte, 'est-à-dire, un élément de {Set, Prop, T ype}).3.1 Symboles dénissables par réritureUn symbole f doit être muni :
• d'un type (~x : ~T )U .
• de l'ensemble des arguments en lesquelles f doit être monotone (voir Setion 3.8.2).
• de l'ensemble des arguments en lesquelles f doit être anti-monotone (voir Setion 3.8.2).
• d'une théorie équationnelle (voir Setion 3.2).
• d'une préédene.
• d'un statut dérivant omment, dans les appels réursifs des membres droits des règles, lesarguments de f doivent être omparés (voir Setion 3.3).3.2 Théories équationnellesLes théories équationnelles possibles pour un symbole f sont : théorie vide, assoiativité (A),ommutativité (C), ou assoiativité et ommutativité ensembles (AC). Pour que les équationssoient typables :
• si f est ommutatif alors le type de f doit être de la forme T ⇒ T ⇒ U .
• si f est A ou AC alors le type de f doit être de la forme T ⇒ T ⇒ T ave T une onstante.Par ailleurs :
• f doit être de sorte Set ou Prop.1En théorie, on peut avoir des théories équationnelles un peu plus omplexes. Par exemple, fde type (~x : ~T )U , i < j, xi non libre dans Tj et f(. . . xi . . . xj . . .) = f(. . . xj . . . xi . . .).3.3 Arguments stritement positifs et statutsUn statut est une séquene (m1, . . . , mk) où haque mi est un ensemble non vide d'entierspositifs inférieurs ou égaux à |~x|. La omparaison entre deux séquenes de termes t1, . . . , tn et
u1, . . . , un est faite de la manière suivante. Pour haque i ≤ k, on forme le multi-ensemble Mi(resp. Ni) des tj (resp. uj) tels que j appartient à mi. Ensuite, on ompare lexiographiquement
(M1, . . . , Mk) et (N1, . . . , Nk). Les omparaisons lexiographique ({1}, . . . , {n}) et multi-ensemble
({1,. . . , n}) en sont des as partiuliers. Nous dérivons l'ordre utilisé sur les termes dans la Setion3.8.4.Une onstante de prédiat C est stritement positive si C est un type indutif2 ou si, pour touteonstante de prédiat D : (~z : ~V )s équivalente à C, pour tout symbole onstruteur f : (~x : ~T )C~v,pour toute onstante de prédiat E équivalente à C, si E apparaît dans Tj alors Tj = (~y : ~U)E ~wet auune onstante de prédiat F équivalente à C n'apparaît dans ~U ou dans ~w.Etant donné une onstante de prédiat C : (~z : ~V )s et une séquene de termes ~v ave |~v| = |~z|,on dénote par ~v|C la sous-séquene vi1 . . . vin telle que i1 < . . . < in et {i1, . . . , in} est l'ensembledes i tels que zi est de sorte Type.Soit maintenant un symbole f : (~x : ~T )U de statut (m1, . . . , mk). L'ensemble des argumentsstritement positifs de f est déni de la manière suivante : i est un argument stritement positifsi et seulement s'il existe un terme T if = C~t tel que C est une onstante de prédiat stritementpositive et, pour tout j ∈ mi, Tj = C~u et ~u|C = ~t|C .Maintenant :1La rériture au niveau des univers n'a pas enore été étudiée.2Les types indutifs de Coq sont tous stritement positifs.Projet RNTL : Averroes /Lot 5.1 /Fourniture 1 /V1.0CRIL Tehnology, Frane Télé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• un symbole C ou AC doit avoir un statut multi-ensemble.
• deux symboles équivalents f et g doivent avoir le même statut, les mêmes arguments stritementpositifs et, pour tout i stritement positif, on doit avoir T if = T ig.3.4 Règles de réritureUne règle est donnée par :
• une paire de termes l → r,
• un environnement de typage Γ pour les variables libres de r,
• une substitution ρ pour les variables libres de l qui ne sont pas dans Γ.De plus :
• l doit être un terme de la forme f~l ave f : (~x : ~T )U un symbole et ~l des termes algébriques telsque |~l| ≤ |~x|, un terme algébrique étant soit une variable, soit un symbole ou un onstruteurd'un type indutif appliqué à des termes eux-mêmes algébriques.La présene d'une substitution ρ peut paraître inhabituelle mais permet de linéariser ertainesrègles qui, si on exigeait que leur membre gauhe soit bien typé, seraient non linéaires, sans pourautant remettre en ause la préservation du typage par rériture (voir Setion 3.6). Par exemple,pour dénir la onaténation de listes polymorphes (type list : ⋆ ⇒ ⋆ ave les onstruteurs
nil : (A : ⋆)listA et cons : (A : ⋆)A ⇒ listA ⇒ listA), app : (A : ⋆)listA ⇒ listA ⇒ listA, onpeut prendre les règles :
app A′ (nil A) l → l
app A′ (cons A x l) l′ → cons A x (app A l l′)ave Γ = A : ⋆, x : A, l : listA, l′ : listA et ρ = {A′ 7→ A}. Si on exigeait que les membres gauhessoient bien typés, il faudrait prendre A = A′ et don vérier, à haque fois que l'on souhaiteraitappliquer es règles, que le 1er argument de app est identique au premier argument de nil ou
cons, e qui serait oûteux et, dans l'état atuel de nos onnaissanes, ne nous permettrait pasd'armer que le système est onuent (voir Setion 3.5). Par ailleurs, si A 6= A′ et une instaned'un membre gauhe est bien typée alors, d'après les règles de typage, A′ est onvertible à A. Onn'a don pas besoin de tester que A et A′ sont égaux pour pouvoir appliquer la règle, et elle-ipréserve bien le typage.3.5 ConueneLa onuene signie que l'ordre des aluls n'a pas d'importane. Pour ela, on exige :
• Pour toute règle l → r, l doit être linéaire : haque variable doit avoir au plus une ourrenedans l.
• L'ensemble des règles doit former un système loalement onuent modulo les théories équa-tionnelles. Cela est déidable ar la rériture termine (voir Setion 3.8).3.6 Préservation du typage par rériture
• Après appliation de ρ, le membre gauhe est de type Uγρ ave γ = {~x 7→ ~l} dans Γ : Γ ⊢ lρ :
Uγρ.
• Le membre droit r doit aussi être de type Uγρ dans Γ : Γ ⊢ r : Uγρ.
• Pour toute délaration x : T dans Γ, T doit être un type de x dérivé de l. Le type dérivé de tdu sous-terme de t à la position p est déni de la manière suivante : τ(f~t, ip) = τ(ti, p) si p 6= ε (mot vide) τ(f~t, i) = Tiθ si f : (~x : ~T )U et θ = {~x 7→ ~t}Projet RNTL : Averroes /Lot 5.1 /Fourniture 1 /V1.0CRIL Tehnology, Frane Télé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• Pour haque variable x dans le domaine de ρ, il existe un sous-terme de l, disons t, tel que : le type de t dérivé de l, noté T , est un terme algébrique ontenant une ourrene de x et quedes symboles onstants, t est de type Tρ dans Γ.3.7 Cohérene logiqueLa ohérene logique est assurée si haque symbole f satisfait une des onditions suivantes :3
• f est un symbole onstruteur.
• le type de f est de la forme (~x : ~T )Ti.3.8 TerminaisonAn de dérire les onditions de terminaison, nous devons d'abord introduire quelques déni-tions.3.8.1 Positions positives et négativesTout d'abord, la notion de positivité. Les positions4 positives et négatives d'un terme sontindutivement dénies de la manière suivante : Posδ(s) = Posδ(x) = {ε | δ = +} Posδ((x : U)V ) = 1.Pos−δ(U) ∪ 2.Posδ(V ) Posδ([x : U ]v) = 2.Posδ(v) Posδ(tu) = 1.Posδ(t) si t 6= f~t Posδ(f~t) = {1|~t| | δ = +} ∪ ⋃{1|~t|−i2.Posεδ(ti) | i ∈ Monε(f), ε ∈ {−, +}}où δ ∈ {−, +}, −+ = − et −− = + (règle usuelle des signes).3.8.2 Conditions de monotonieNous devons vérier qu'une fontion dont des arguments ont été délarés omme monotone ouanti-monotone est eetivement monotone et anti-monotone par rapport à es arguments. Pourhaque règle f~l → r :
• auun symbol plus grand que f n'apparaît dans r,
• si i est un argument monotone (resp. anti-monotone) alors li est une variable apparaissantseulement positivement (resp. négativement) dans r.Pour les symboles onstants, les onditions de monotonie font partie des onditions d'aessi-bilité dérite en Setion 3.8.3.3.8.3 Arguments aessiblesEtant donné un symbole f : (~x : ~T )U , j est un argument aessible de f si : f est un symbole onstruteur de U = C~v. tout symbole équivalent à C apparaît seulement positivement dans Uj. auun symbole plus grand que C n'apparaît dans Uj. toute variable de sorte Type libre dans Uj doit être égal à un vi. si i est argument monotone (resp. anti-monotone) de C alors vi doit être une variable apparais-sant seulement positivement (resp. négativement) dans Uj .3Il existe une autre ondition, très générale, reposant sur la omplétude des règles de rériture [4℄ mais sa miseen oeuvre néessite davantage de reherhe.4Il s'agit de la notion habituelle de position : Pos(s) = Pos(f) = Pos(x) = ε et Pos(uv) = Pos((x : u)v) =
Pos([x : u]v) = 1.P os(u) ∪ 2.P os(v).Projet RNTL : Averroes /Lot 5.1 /Fourniture 1 /V1.0CRIL Te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Averroes  Vériation de propriétés quantitatives et fontionnelles(Analysis and VERiation for the Reliability Of Embedded Systems)3.8.4 Ordre sur les termesEtant donné une règle (l → r, Γ, ρ), on dénit i-après l'ordre utilisé pour omparer les appelsréursifs de r ave l.Un ouple de termes (u, U) est aessible modulo une substitution ρ dans un ouple de termes
(t, T ) si t = f~u, f : (~y : ~U)C~v, |~u| = |~y|, u = uj, j est un argument aessible de f , γ = {~y 7→ ~u},
Tρ = C~vγρ, Uρ = Ujγρ et auun D équivalent à C n'apparaît dans ~uρ.L'ordre utilisé est, pour les arguments non stritement positifs, la relation d'aessibilité. Pourles arguments stritement positifs, (t, T ) > (u, U) si : t = f~t, f : (~x : ~T )C~v, γ = {~x 7→ ~t} et auune onstante de prédiat équivalente à C n'apparaîtdans ~vγρ. u = x~u ave x ∈ dom(Γ). (x, V ) est aessible modulo ρ dans (t, T ). V ρ = xΓ = (~y : ~U)C ~w, δ = {~y 7→ ~u}, Uρ = C ~wδ et auune onstante de prédiat équivalente à
C n'apparaît dans ~Uδ. ~vγρ|C = ~wδ|C .3.8.5 Conditions de terminaisonPour toute règle (l → r, Γ, ρ) ave l = f~l, f : (~x : ~T )U et γ = {~x 7→ ~l} :5
• haque variable de Γ est aessible dans ~l.
• dans le membre droit r, tous les appels réursifs sont faits sur des arguments plus petits enutilisant le statut de f (voir Setion 3.1 et 3.3) et l'ordre sur les termes dérit en Setion 3.8.4.
• la règle est sûre : γρ est une injetion de l'ensemble des variables libres de ~TU de sorte Typedans l'ensemble des variables de Γ de sorte Type.
• si f est de sorte Type alors : haque variable libre de r de sorte Type est égale à un li, l → r n'a auune paire ritique ave les autres règles.Référenes[1℄ F. Blanqui. Indutive types in the Calulus of Algebrai Construtions. In Proeedings ofthe 6th International Conferene on Typed Lambda Caluli and Appliations, Leture Notes inComputer Siene 2701, 2003.[2℄ F. Blanqui. Rewriting modulo in Dedution modulo. In Proeedings of the 14th InternationalConferene on Rewriting Tehniques and Appliations, Leture Notes in Computer Siene2706, 2003.[3℄ F. Blanqui. Théorie des Types et Rériture. PhD thesis, Université Paris XI, Orsay, Frane,2001. Available in english as "Type Theory and Rewriting".[4℄ F. Blanqui. Denitions by rewriting in the Calulus of Construtions, 2003. To appear inMathematial Strutures in Computer Siene.[5℄ J. Chrz¡szz. Implementation of a module system in Coq. PhD thesis, Université d'Orsay,Frane and Warsaw University, Poland, 2003. In preparation.[6℄ M. Fernández. Modèles de aluls multiparadigmes fondés sur la réériture. PhD thesis, Uni-versité Paris XI, Orsay, Frane, 1993.[7℄ D. Walukiewiz-Chrz¡szz. Termination of Rewriting in the Calulus of Construtions. PhDthesis, Warsaw University, Poland and Université d'Orsay, Frane, 2003.5En théorie, on peut également rajouter n'importe quel système de rériture du premier ordre, onvergent etnon-dupliquant, mais ela néessite l'utilisation d'outils externes pour vérier la terminaison.Projet RNTL : Averroes /Lot 5.1 /Fourniture 1 /V1.0CRIL Tehnology, Frane Télé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