Four pigeons on concurrent variable interval, variable ratio approximated the matching relationship with biases toward the variable interval when time spent responding was the measure of behavior and toward the variable ratio when frequency of pecking was the measure of behavior. The local rates of responding were consistently higher on the variable ratio, even when there was overall preference for the variable interval. Matching on concurrent variable interval, variable ratio was shown to be incompatible with maximization of total reinforcement, given the observed local rates of responding and rates of alternation between the schedules. Furthermore, it was shown that the subjects were losing reinforcements at a rate of about 60 per hour by matching rather than maximizing.
In psychology, biology, and economics it is often assumed that behavioral adaptation entails optimization of some variable or set of variables, such as reinforcement rate, fitness, or wealth (Lea, 1978) . In operant psychology one version of this view has motivated theories of concurrent schedule performance. It is, for example, argued that the matching relationship between choice proportions and reinforcement proportions is the result of some process that maximizes reinforcement rate (e.g., Mackintosh, 1974; Shimp, 1975) . According to one version of maximization theory, the subject is said to choose between simultaneously available reinforcement schedules so as to produce the greatest reinforcement rate, summing across both schedules (e.g., Rachlin, Green, Kagel, & Battallio, 1976) . This account is also implied in Baum's (1973) feedback theory of schedule performance and in recent ethological work on the economics of behavior (e.g., Rapport & Turner, 1977 test of the overall reinforcement rate maximizing hypothesis.
Performance on concurrent schedules generally conforms to the matching relation (de Villiers, 1977) described by the equation (Baum, 1974) , (1) where Bi is a measure of performance at alternative i, say, response rate or time spent responding, Ri is the obtained reinforcement rate at alternative i, and a and b are empirical constants which both equal 1.0 in the normative form of the relationship. A log transformation of Equation 1 produces the linear equation: log(B,/B2) = b log (R,/R2) + log a. (2) Baum (1974) suggested that a measures bias, which he defined as the amount of preference not accounted for by the explicitly measured reinforcement, and that b measures the relative value of units of R, and R2 as discriminated by the subject. Equations 1 and 2 will serve as vehicles for fitting the present results.
A common approach to the maximization hypothesis is to show that results described by Equation 1 can also be described by an optimization analysis of some sort. However, another approach is to devise procedures that prohibit simultaneous matching and reinforcement maximization and to see which principle, if either, controls performance. As we demon-209 (Gerbrands) were 23 cm from the floor, 16 cm apart, and required a force of more than .15 N to be operated. Each effective response produced a brief auditory feedback click. The left key was transilluminated white, the right key could be transilluminated red or green. Reinforcement consisted of 3.2-sec access to the grain hopper, which was illuminated during reinforcement and was located midway between the two response keys and 9 cm from the floor. The experimental chamber was enclosed in a sound attenuating box and lit by two 28-V dc lamps. White noise was piped into the box to mask extraneous sounds.
Procedure
Reinforcement was scheduled by a changeover-key concurrent procedure (Findley, 1958) . Responses at the right key, designated the main key, were occasionally reinforced with grain. A single response at the left key, designated the changeover key, alternated the key color and available schedule at the main key. When the main key was red, responses were reinforced on the VR schedule; when the main key was green, responses were reinforced on the VI schedule. The two schedules, however, were concurrent in the sense that the VI timer ran during the period when the subject had access to the VR schedule. While the subject was working on the VR schedule, a reinforcer could therefore be pending on the VI schedule. The changeover key was always illuminated white, and a changeover response initiated a 1.5-sec changeover delay (COD), which imposed a minimum interval of 1.5 sec between a schedule alternation and a reinforced response. The intervals on both the VI and VR schedules (Fleshler & Hoffman, 1962) were approximately exponentially distributed for time and responses respectively. In the course of the study the interval lengths were varied systematically. Table 1 lists the nominal mean values, their order, and the number of sessions the subjects were exposed to each pair. Sessions were terminated after 60 reinforcers. For response ratios, the slopes fitted to the individual subjects approached 1.0 closely, as predicted by the matching equation with the parameter b = 1.0. The intercepts are negative, which indicates that the subjects responded more on the VR schedule than predicted by the reinforcement ratios and that the parameter a was less than 1.0. For time ratios, the slopes fell below 1.0 for three of the four subjects. The intercepts were positive for all subjects, indicating a > 1.0. The subjects therefore spent more time responding on the VI schedule than predicted by the reinforcement ratios.
RESULTS
The parameter values for individual subjects are suspect because of the small number and narrow range of reinforcement ratios, barely covering one log unit for each subject. Baum's (1974) fits to these results because of a small rounding error, now corrected, in the calculation of reinforcement frequencies. Figure 4 is explained in the Discussion. Table 3 assesses the day-to-day variability for individual subjects. It presents sample standard deviations (using n -)1) of the daily performance for the 10 sessions summarized in Table 2 LOG RI /R? (reinforcements) Rachlin (1973) has noted that in concurrent VI VI, matching is approximated by equal proportional adjustments in both responses and time spent responding. Consequently, the local response rates to the alternatives remain equal to each other. Figure 5 generalizes this principle. Here local response rates are unequal, but their ratio remains virtually invariant over the range of R1/R2 and of T1/ T2. Whether the subject is spending more time at the interval or ratio or getting more reinforcement from one schedule or the other, the local rate of interval pecking remains approximately 56% of that of ratio pecking, pooled over subjects.
Rachlin noted further that multiple schedules differ from concurrent schedules in that by definition, they do not allow the subject to redistribute time. When the subject matches or, more commonly, undermatches on multiple schedules, responses are redistributed, but not time.4 Consequently, the local response rates as usually measured must change as the components receive varying proportions of the total responding. However, with equal reinforcement rates from the two components, a mult VI VR should produce response rates in the same ratio as found here with local rates of responding because at equal reinforcement any difference must be due to schedule effects alone.
The relevant experiment was done by Zuriff (1970) . In a parametric study of mult VI VR, Zuriff found the usual undermatching for multiple schedules and the usual elevation of ratio responding relative to interval responding. When the two components reinforced equally, the average interval response rate was approximately .59 of the average ratio response rate (estimated from Figure 1 in Zuriff, 1970) , close to the value found here (.56).
Another relevant set of data was reported in Herrnstein (1964) , describing a concurrent chain procedure in which the first links were variable-interval schedules and one second link was a variable interval whereas the other was a variable ratio. The two second links therefore constituted a mult VI VR with frequencies of reinforcement varied over six pairs of values. The original data have been reanalyzed using a least squares fit of Equation 5 over the four subjects to obtain the value of aHIaT, which is the estimated quotient of interval to ratio rates of responding when reinforcements are equal. The best fitting value was .57, again close to the present result. The data also showed the typical undermatching for multiple schedules.
From these three studies, representing three somewhat different procedures, we may conclude that, at least for pigeons, variable-interval and variable-ratio response rates bear a strongly determined relationship to each other to the degree that the former is about 55% to 60% of the latter independent of the overall allocation of reinforcement. We have not included an analysis of Bacotti's (1977) recent study of conc VI FR because the fixed-ratio schedule may or may not introduce additional influences on local rates of responding. Given the consistency of the finding with VR and VI, it seems reasonable to conclude that the difference in local rate results from differences in the 'Bouzas and Baum (1976) and White (1978) have, however, presented evidence for redistributions of time spent responding in multiple schedules. ratio and interval contingencies as such rather than from a particular interaction between the schedules in any given procedure.
In conc VI VR, the familiar rate difference on interval and ratio schedules arises in the quotient of the biases in the matching equations for responses and time spent responding, not their absolute values (see Equations 3, 4, and 5). Consequently, since the quotient is about .55 to .6 (interval over ratio), the bias toward the VI for time spent responding must be almost but not quite twice that for responses. However, the absolute values of the response and time biases may favor the interval, the ratio, or be symmetrical about 1.0. In our data, the biases-.718 and 1.291 for responses and time spent responding, respectively -were symmetrical about 1.0, but in principle they need not be. In Bacotti's experiment (1977) , for example, subjects also responded at higher local rates on the ratio than on the interval schedule, but they were biased toward interval schedule for both responses and time spent responding.
The fact that subjects can respond at higher local rates on ratio schedules even when showing a bias toward the interval schedule probably reflects a difference in response topography. The differential reinforcement for low rates of responding built into interval schedules, but not into ratio schedules, has been widely noted (Anger, 1956; Ferster & Skinner, 1957) . If, as a result, the behavior sustained by interval schedules was composed of relatively more time not in the act of pecking than that sustained by ratio schedules, the quotient of local rates would lie below 1.0 and would be independent of the overall distribution of reinforcements. Figure 5 confirms both inferences. The schedule contingency, affecting response topography, is therefore evident in the local response rates, even while the overall levels of pecking and time spent responding are controlled by the molar matching principle. Similar conclusions are suggested by findings in concurrent and multiple VI VI with differing responses (Beautrais & Davison, 1977; Davison & Ferguson, 1978) .
Having shown that conc VI VR approximates matching, we now turn to the question of reinforcement maximization. Rachlin et al. (1976) mapped the expected overall reinforcement rate on conc VI VI as a function of the overall division of time between the alternatives.
Given their assumptions about performance, maximizing approximated matching for some schedule values. We apply a similar analysis here to see how the expected reinforcement rate varies as a function of the division of time between the two alternatives on conc VI VR.
Assume that switching from one alternative to the other conforms to a Poisson process. This means that the intervals between switches are exponentially distributed and that the conditional probability of a switch at time t since the last switch is stationary, i.e., independent of time and constant. Several findings support this assumption, and we will show later that the present results support it further. In a discrete-trial choice procedure (Herrnstein, 1971) in which reinforcers were arranged for pigeons on a conc VI VI schedule, the probability of switching from one alternative to the other appeared stationary (the data are displayed in de Villiers, 1977) . In a continuous conc VI VI procedure in which pigeons served as subjects (Heyman, 1979) , analysis showed that the changeover probabilities were generally stationary. A study of the temporal pattern of pecking colored hat pins by chicks (Machlis, 1977) found that the intervals between pecks were adequately described by an exponential distribution.
The probability density function for switching at time t since the last switch for a Poisson process is uie-ut, the exponential distribution, where the u's refer to the reciprocals of the mean interchangeover times between the two alternatives. For u1 and u2, corresponding to the two alternatives, we have substituted the equivalent parameters p and I, where p is the proportion of time spent at schedule 1 (identical to T1/(T1 + T2) in the nomenclature of Equation 4) and I is an empirical quantity defined below. It is easy to show that p = U2/ (ul + u2), which says, in effect, that the proportion of time spent at a schedule is equal to the relative rate of switching away from the other schedule. We have defined I as a quantity (Heyman, Note 1) equal to one-half the harmonic mean of the interchangeover times, l/(ul + u2). Therefore, ul = (1 -p)/I, and u2 00 = p/I. Integrating the expression f uje-u4tt dt shows that the mean interchangeover time is 1/(1-p) at alternative 1 and I/p at alternative 2. The quantity I, then, scales the overall tendency to switch between the alternatives.
IS MA TCHING COMPATIBLE WITH REINFORCEMENT?
For example, with p = 1/2 and I = 10 sec, the changeover rate is 3 per min, while with the same p but I = 20 sec, the changeover rate is 1.5 per min.
When the scheduled reinforcement times are exponentially distributed, as is approximately the case for VI schedules based on Fleshler and Hoffman's (1962) list, stationary changeover probabilities imply (Heyman, Note 1; Heyman & Luce, in press) that the expected reinforcement rate on the VI alternative of a concurrent schedule is:
where VI is the mean scheduled interreinforcement time, p is the proportion of time spent responding at the VI, I is defined as before, and rL is some function of the interresponse time distribution for VI responding while the VI schedule is being attended. The first quotient is the expected reinforcement rate for reinforcers that set up while the schedule is attended. The parameter r, may closely approach zero when reinforcement depends on a continuous response, such as standing on a platform (Baum & Rachlin, 1969; Brownstein & Pliskoff, 1968) , and it is the average interresponse time when the interresponse times are exponentially distributed, as is approximately the case for pigeons pecking on VI schedules (Blough & Blough, 1968; Catania & Reynolds, 1968 (9) Equation 9 moves us negligibly closer to the observed data. Even when VI reinforcements are given extra weight, maximization of reinforcement still requires a sizable bias toward the VR and significant undermatching, neither of which were observed for the pooled data. Some of the individual functions did show undermatching (see Figure 2 ), but all of them also showed a VI bias. Furthermore, if performance had maximized reinforcement, the variance accounted for by Equation 9 would have been only .644. The actual variance accounted for by Equation 4 was .966.
The extent of the departure from reinforcement maximization is illustrated in Figure 6 . The abscissa gives the logarithms of the observed values of T1/T2 and the ordinate gives logarithms of the values of T1/T2 that would have maximized reinforcement rate, with VI reinforcements adjusted as in Equation 9 (the unadjusted values would be displaced downward slightly). Overall reinforcement maximization requires the data points to approximate the 450 diagonal, a tendency shown by no subject. The downward displacement from the 450 line shows again that maximization required a VR bias, rather than the observed VI bias. For every observed value of T1/T2, maximization called for a shift towards the VR, hence a lower predicted value of T1/ T2. The discrepancy between observed and predicted values grew larger with increasing T1/T2. The low slope of the best fitting function indicates that maximization would have constrained T1/T2 within a far narrower range of values than was observed. In fact, if instead of matching, the subjects had spent a constant proportion of their time on the VR, they would have earned more food, since the fitted function is almost horizontal.
It remains to be shown how much reinforcement the subjects lost by matching instead of maximizing. Table 5 lists the (unadjusted) maximizing and actual VI and VR reinforcement rates. The subjects would have increased their reinforcement rates by 30% by shifting to the maximizing values, a change of the order of about 60 reinforcements per hour. The failure to approximate reinforcement maximization cannot credibly be attributed to a mere LOG (T /T2) , obtained Fig. 6 . For each observed value of T1/T2 (on the x-axis), the y-axis gives the value that would have maximized overall, adjusted reinforcement rate under the prevailing schedules of reinforcement. If subjects had been maximizing, the points would have approximated the dashed line. Solid line is best fitting linear relation between coordinates for all subjects pooled. lack of discriminability inasmuch as pigeons are often sensitive to much smaller changes in overall rates of reinforcement.
To summarize the main results, the ratio of local VI and VR response rates was independent of reinforcement rates even while overall responses and time spent responding followed the matching relation. Moreover, the value of the ratio of local rates, .56, was nearly the same as that found in other studies which have compared VI and VR schedule performance. This may indicate two independent levels of reinforcement effects in concurrent schedules. First, the topography of responding at an alternative is determined by the reinforcement contingency there. Second the distribution of reinforcements between the alternatives determines the allocation of the two response topographies.
The generalized matching equation accounted for over .95 of the variance in response and time ratios. Predictions based on maximization of overall reinforcement rate failed by a large margin to predict the amount of time spent responding at the schedules. In fact, performance failed to approximate overall maximization even qualitatively. Subjects consistently showed a bias toward the VI for time spent responding, whereas maximization would have required a bias toward the VR. These findings extend previous work suggesting that matching in conc VI VI schedules may not be explainable as overall maximization of the reinforcement delivered by the concurrent 
