ABSTRACT In recent years, as the number of Web services, increases dramatically, the personalized Web service recommendation has become a hot topic in both academia and industry. The quality-of-service (QoS) prediction plays a key role in Web service recommendation systems. However, how to further improve the accuracy of QoS prediction is still a problem. Traditional QoS predicting models do not consider the impact of sampling methods on the accuracy of QoS prediction. However, the outstanding sampling method can train the predicting model more effectively and obtain higher accuracy. Therefore, it is necessary to study sampling methods based on the QoS dataset in order to obtain sample distribution closer to the original distribution, so as to improve the accuracy of the predicting models. In this paper, we first discuss how to apply several existing sampling methods to QoS datasets and then analyze their advantages and disadvantages. Finally, a novel sampling method, enhanced importance resampling (EIRS), is proposed and applied. The experiments on the real-world datasets show that our method can not only sample efficiently and accurately but also can greatly improve the accuracy of Web service QoS prediction.
I. INTRODUCTION
With the rapid growth of the number of Web services, personalized Web service recommendation has become a hot topic in both academia and industry. Web service QoS(Quality of Service) prediction plays an important role in the process of personalized Web service recommendation. However, how to further improve the accuracy of Web services QoS prediction is still a problem. Traditional researches [1] - [3] mainly focus on increasing the complexity of the predicting models for fixing the problem and simply assume that the probability distribution of QoS datasets is uniform. However, in the real world, QoS datasets tend to follow a complex distribution, that the sampled data (training data of the predicting models) based on such assumption is biased and leads inaccurate prediction. Therefore, it is necessary to study sampling methods based on QoS dataset which can obtain sampling distribution closer to the original distribution, so as to improve the accuracy of predicting models.
In this paper, we firstly discuss how to apply several existing methods [4] - [7] to QoS datasets and then analyze
The associate editor coordinating the review of this manuscript and approving it for publication was Anton Kos. their advantages and disadvantages. Finally, a novel sampling method (Enhanced Importance ReSampling, EIRS) is proposed and applied. Experiments on real-world datasets show that our method can not only sampling efficiently and accurately, but also can greatly improve the accuracy of Web service QoS prediction.
The remainder of the paper is organized as follows. Section IV discusses related works. Section III provides the background and motivations of our work. In Section IV, we firstly discuss how to apply several existing sampling methods to QoS datasets and analyze their advantages and disadvantages. Then a novel sampling method is proposed and applied based on QoS dataset. In section V, we discuss our experimental results in detail. Finally, we conclude our work in Section VI.
II. RELATED WORK
Collaborative filtering (CF)-based approach has been widely used in Web services QoS prediction. There are two main types of CF methods, memory-based CF method and modelbased CF method. Memory-based CF methods can be further divided into three categories: User based CF methods [8] , [9] , Item based CF methods [10] , [11] and hybrid based CF methods [12] , [13] . The main steps of memory-based CF methods firstly obtain preferences of users, then calculate similarities between users or services and finally predict QoS values. Memory-based CF method is simple to be implemented and is a computational model of early commercial recommendation system. However, problems such as cold start and inability to handle large-scale and time-aware datasets hinder the popularity of memory-based CF methods.
The model-based prediction methods [14] , [15] utilize statistical learning and machine learning techniques to mine and extract the learning model from the historical records of web service invocations, and achieve QoS prediction by matrix decomposition technique. Model-based CF methods can deal with sparse and large-scale datasets better than memory-based CF methods while predicting web services QoS. However, they are more complex and time-consuming. Furthermore, most of the recent model-based CF methods [11] , [16] focus on adding additional domain information including context, time and location to improve the accuracy of QoS prediction. Although such additional information can improve the predicting accuracy, those models all use simple random sampling method to obtain training data from the original datasets, which makes the training data biased and leads to poor prediction accuracy.
In the field of statistics, many representative sampling methods such as Rejection Sampling method (RJS) [17] , Metropolis-hastings sampling method (MHS) [18] and Importance ReSampling(IRS) [19] have been proposed. RJS is an advanced random sampling method for complex problems with high complexity. MHS is a sampling method based on Markov chain Monte Carlo (MCMC) stochastic process [20] , random number sequences with specific probability are sampled to make the sample distribution approximately to target distribution and IRS is an effective sampling method for estimating the target distribution of original datasets. However, to the best of our knowledge, those sampling methods have not yet been used on the QoS dataset. Therefore, in section 4 of this paper, we will discuss them in detail and apply those sampling methods to the QoS datasets, and analyze their advantages and disadvantages.
III. MOTIVATION
In this section, we firstly observe the distribution of a real world QoS data (WSDream 1 ), then we propose a framework of on-line Web service recommendation system and emphasize the importance of sampling in the process of QoS prediction.
A. OBSERVATIONS OF REAL WORLD QoS DATASET
WSDream is a real world QoS dataset which has been widely utilized by many mainstream predicting models. There are two sub-data sets in the dataset, Response Time (RT) and Throughput (TP) respectively. In Figure 1 , the upper and 1 github.com/wsdream/wsdream-dataset lower parts show the distribution of the QoS value according to five randomly selected users based on RT and TP respectively. We can obviously see that the data present a long tail distribution rather than uniform distribution and most of the values are concentrated in a very small ranges.
Traditional Web Services QoS prediction models use Simple Random Sampling method to obtain the samples, which mean they simply assume the distribution of the original data is uniform, resulting in inaccuracy prediction results. Figure 2 shows the framework of QoS prediction based online Web service recommendation system. We can see that the framework contains five steps. First, the system collects the original QoS values. Second, the system uses sampling method to obtain training data. Third, prediction algorithms are used to train the model. Fourth, the system predicts the QoS value based on the trained model and personal user requirements. Fifth, the system recommends the personalized web services. Finally, once the user selected one of the recommended services, the scheduling system will schedule the service to the user.
B. THE FRAMEWORK OF ON-LINE WEB SERVICES RECOMMENDATION SYSTEMS
QoS Prediction is the key step in the on-line Web Services Recommendation System. It requires not only accuracy but VOLUME 7, 2019 also efficiency. The mainstream works focus on designing prediction models to improve the accuracy of QoS Prediction. However, such behavior often brings unnecessary system overhead and longer response time due to the complexity of the models. In order to improve the accuracy of recommendation without reducing user experience, we take the sampling step of on-line web service recommendation system into account, not only because the sampling step is off-line and has no affects of the user experience, but also a good sampling method effectively reduces the bias between training data and original data which helps improving the accuracy of predicting models.
IV. OUR WORK
As far as we know, existing works only use simple random sampling without considering the influence of different sampling methods when predicting Web services QoS. In this section, we will discuss how to apply different sampling methods to the QoS datasets and analyze their advantages and disadvantages, then propose a novel sampling method named Enhanced Importance ReSampling method (EIRS).
A. USER-BASED AND SERVICE-BASED RANDOM SAMPLING BASED ON QoS DATASET
Traditional simple sampling method (RS) assumes that the dataset is uniform distribution and samples globally according to a certain sampling density. However, we observed that some users or services data will never be sampled by using RS, resulting recommendation system unable to recommend services for such users. There are two variants of RS can fix such problem, one is user-based random sampling (URS) method which samples the data randomly according to each user for all users in the dataset and the other is servicebased random sampling method (SRS) which samples the data randomly according to each service for all services in the dataset. RS, URS and SRS are all easy to be conducted on the QoS dataset.
B. DOMAIN BASED RANDOM SAMPLING BASED ON QoS DATASET
The domain information such as location and time is closely related to the QoS of Web services. By considering those domain information, domain based random sampling (DRS) method firstly divides the services into different domains and then samples the data randomly in each domain. When conducting a Domain based random sampling method (DRS) on WSDream, we firstly divide the dataset into different parts according to the 'AS' attribute which describe the location of services, then use RS on each part to obtain the samples. However, the sample distribution will be unbalanced because some parts have more data while others have less or even no data.
C. REJECTION SAMPLING BASED ON QoS DATASET
Rejection sampling (RJS) is an advanced random sampling method which can generate complex sample distribution. 
Algorithm 1 Rejection Sampling
Sampling s i from the distribution q(x) randomly; 2. Generate a number u i from the distribution U(0,1);
kq(s i ) , then accept s i ; If not, then reject the value and repeat the step 1-3; Until the new generated s i is accepted. 4. Add s i to S; Until a certain number of samples are obtained. return S Figure 3 shows an example of RJS, where q(x) represents a presumed sample distribution (reference distribution) which can be adjusted after the process of sampling, p(x) represents the distribution of the original dataset (target distribution) and k represents a parameter for scaling all x subject to kq(x) ≥ p(x), wherep(x) represents the distribution of the sampled data in the process of sampling (observation distribution).
RJS firstly samples the data x 0 randomly according to q(x), then samples the value u 0 randomly in the interval [0, kq(x 0 )] and comparesp(x 0 ) to u 0 . If u 0 <p(x 0 ), then accepts the sample with a certain probability, otherwise, rejects. The acceptance probability of the sample can be calculated according to equation (1) 
The RJS can be conducted on the QoS dataset according to Algorithm 1.
The inputs of Algorithm 1 include the reference distribution q(x), the scale parameter k and the observation distributionp(x 0 ). We choose the normal distribution for q(x) according to the distributions of WSDream and specify a large number k in order to cover the range of the target distribution p(x). However, in real applications, it is difficult to find a suitable q(x) because of that when the target distribution is a distribution with spikes, a large number of unwanted samples will be sampled. The algorithm terminates until a certain number of samples are obtained. However, it converges slowly because lots of data are probably be rejected in the iteration step.
D. METROPOLIS-HASTINGS SAMPLING
Metropolis-hastings sampling (MHS) is based on Markov chain Monte Carlo (MCMC) stochastic process [20] . The basic idea of MHS is firstly constructing Markov Chain from the reference distribution q(x), then randomly selects an initial state of Markov Chain and begin to transfer until the state to be stable. Finally, the obtained state sequence can be used to estimate the target distribution.
Considering the complexity of distribution of the QoS dataset and in order to satisfy the fine stationary condition of Markov chain, we calculate the acceptance probability of samples according to equation (2):
where A(j|i) represents the acceptance probability of sample j condition on the sampled sample j,p(j) andp(i) can be calculate by utilizing observation distributionp(x), q(i|j) and q(j|i) can be calculate by reference distribution q(x). The pseudo code of MHS algorithm based on QoS dataset is described in Algorithm 2. We can see that in the iteration step of Algorithm 2, a candidate state s is generated and then calculate the conditional probability A(s |s t ), where s t is a sample already be sampled. If A(s |s t ), is larger than u which is a random number between [0, 1], accepts s , otherwise, rejects. Similar to RJS, MHS converges slowly because lots of data are probably be rejected in the iteration step.
E. IMPORTANCE RESAMPLING
The main idea of Importance Sampling is to find the function expectation of the target distribution, which can be described in equation (3):
where, E(f) represents the function expectation of the target distribution, f(x) is the function and p(x) is the target distribution. q(x) represents the reference distribution and w(x i ) represents the weight of the sample x i which can be calculated bỹ
q(x i ) wherep(x) is the observation distribution. From equation (3), we know that importance sampling aim to calculate the function expectation of the target distribution, the sampling distribution is still the same as q(x). However, the weights will greatly improve the information of the samples. For example, as shown in Figure 4 , ifp
q(x i ) is equal to 1, then w(x i ) is equal to 1 according to equation (3), which means sample x i must subject to the target distribution. Therefore, the distribution of samples with higher weight is more approximate to the target distribution.
Based on the idea described above, when conducting Importance ReSampling(IRS) based on QoS dataset, we can resample the samples according to the weights. The pseudo code of IRS algorithm based on QoS dataset is described in Algorithm 3. As shown in Algorithm 3, the inputs of Algorithm 3 contain four parameters, Q represents the original dataset, q(x) represents the reference distribution, interval represents the sampling interval (a certain interval which can be specified manually) and density represents the sampling density, respectively. Statistic represents a statistical function for estimating the observation distributionp(x). We normalized the weight vector W before the step of resampling in order to make the weights more accuracy. random() is random function for resampling from the samples. Therefore, the output of Algorithm 3 is the vector S which store all the resampled samples with better distribution. It is worth to mention that, IRS coverages much faster that RJS and MHS, because there is no need to reject data in the iteration process.
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Algorithm 3 Importance Resampling Method Require: Q , q(x) ,interval,density
end for for j = 0 to interval do W j = Due to the dynamic and variability of Service-Oriented environment, a lot of services may be unavailable or interrupted, it leads many invalid QoS values existed in the original data. Therefore, we propose a novel sampling method (Enhanced importance resampling, EIRS) based on IRS. The details of EIRS can be described as follows: We firstly divide the dataset into n intervals and presume that the distribution of invalid data is uniform in each interval, then the probability of invalid values in the interval can be calculated according to equation (4) . 
wherep ij invalid represents the normalized probability of invalid data on interval j which sample x i belongs to. From equation (6), we know that larger thep ij invalid is, the larger w(x i ) is. Therefore, the samples with larger weight will be sampled
Algorithm 4 Enhanced Importance Resampling Method
Add s j to S i end for end for return S more likely than the samples with smaller weight, which means the interval with higher probability of invalid data need to be sampled more in order to obtain enough valid data. The pseudo code of EIRS algorithm based on QoS dataset is described in Algorithm 4. In Algorithm 4, the statistic function statistic_invalid calculates thep invalid and W j represents the new weight of the sample which belongs to interval j. By comparing to IRS, EIRS converges fast and is more suitable for QoS datasets.
V. EXPERIMENTS A. DATASET AND SETUP
The dataset used in this paper is the WSDream, which is a widely used real world dataset in predicting models. The dataset contains two sub-data sets: response time (RT) and throughput (TP). Each dataset contains two dimensions which is user and service respectively. There are 339 users and 5825 services in each dataset. As a supplement to Figure 1 , the upper parts of Figure 5 show the distributions of the RT data with 10 randomly selected services and the lower parts of Figure 6 show the distribution of TP data with 10 randomly selected services. It can be seen that, most of the QoS values of each service are concentrated within a very small range.
We apply all the sampling method described above based on the QoS dataset and analyze the performance of those methods in varies situation. All the experiments in this paper are implemented with C++ combined with python 3.5, conducted on a ThinkPad with an 2.2 GHz Intel Core i7 CPU and 16 GB 1600 MHz DDR3 RAM, running Ubuntu 16.
B. EVALUATION METHODOLOGY
The experiments utilize different sampling methods (RS, URS, SRS, DRS, RJS, MHS, IRS and EIRS) according to different density to generate the training data. Two main 39994 VOLUME 7, 2019 aspects of the sampling methods are evaluated which show the effectiveness and accuracy.
1) THE EFFECTIVENESS OF SAMPLING METHODS a: METRICS ON THE PROXIMITY BETWEEN TWO PROBABILITY DISTRIBUTIONS
Generally, the measurement of the performance of sampling methods includes three evaluation indicators: unbiasedness, consistency and validity. However, due to the existence of invalid data, unbalance data distribution and the distribution of test data, appropriate evaluation indicators need to be chosen to validate the performance of sampling methods based on real QoS dataset. Here, we choose the Kullback-Leibler divergence(KLD) [21] and Wasserstein distance(WD) [22] to measure the proximity between the sampling distribution and the target distribution.
1) Kullback-Leibler divergence(KLD) is a similarity measurement method between two probability distributions. The formal description of KLD can be shown in equation (7) D
where D KL (p|q) represents KLD between the probability distribution p(x) and the probability distribution q(x). According to the equation (7), we can see that KLD is affected by the ratio of distribution p(x) to q(x) which implies the deviation between two probability distributions. The bigger the ratio, the larger the deviation. 2) Wasserstein distance (WD) is a distance measurement method between two probability distributions on a given metric space. The WD can be described in equation (8),
where (P 1 , P 2 ) is a set of all possible joint distributions combined by distributions P1 and distributions P2. For every possible joint distribution γ , a sample (x, y) ∼ γ (x, y) can be sampled and the distance between x and y can be calculated by using the norm ||x − y||. Therefore, the distance Expectation is E (x,y)∼γ ||x − y|| which can be calculated according to γ , and the lower bound of the expectation is the WD. Intuitively, distance Expectation can be understood as the consumption of moving pile P 1 to pile P 2 under the path planning of γ and WD is the minimum consumption under the optimal path. So the WD is also called the Earth-Mover distance. Comparing to KLD, the advantage of WD is that it can reflect the distance of two distributions even if the support sets of two distributions do not overlap or overlap little.
b: METRIC ON THE VALID RATE OF SAMPLING
The problem of invalid data always exists in the sampling process. Figure 6 shows the distribution of invalid data of the dataset, we can see that there are many invalid data in the dataset, especially in the interval [1000, 2000] and [3000, 4000]. Therefore, the distribution of invalid values must be taken into account in the sampling process in order to obtain high quality samples. We use the ratio of valid data in training data(R spl ) and the ratio of valid data in test data (R tst ) to define the validity of sampling data as spl_tst =
R spl R tst
, The purpose of dividing R spl by R tst is to ensure that the valid ratio of original dataset is unvaried in the process of sampling. spl_tst can reflect the actual effective information of the sampled data. The larger spl_tst indicates that the sampling method has better ability to obtain more valid training data. Table 1 and Table 2 show the KLD, wd and spl_tst performances of each sampling method on both RT and TP. From the point of view of KLD and WD, the results show that EIRS can obtain the minimum KLD and WD values in any cases VOLUME 7, 2019 which verify that EIRS has the best performance among all of the sampling methods on measuring the proximity between sample distribution and target distribution. RJS and MHS perform poorly on both RT and TP due to the invalid data in the dataset. SRS performs poorly when the sampling density is low and became better with the increase of sampling density. From the point of view of spl_tst, EIRS also has better performance in most cases compared with RS, URS, SRS and DRS. Figure 7 further verifies the high performance of EIRS on KLD and WD. In addition, we can see that the KLD is varied dramatically with varying the sample density while the WD maintain relatively stable. This result shows that WD is more robust than KLD in measuring the proximity between two distributions. Figure 8 shows the running time of different sampling methods according to different sampling densities. We can see that the running time of advanced sampling methods such as RJS and MHS is much longer than other sampling methods due to high complexity of the models. However, IRS and EIRS are very efficient in all cases. In conclusion, EIRS can not only efficiently obtain the sample distribution which is closer to the target distribution, but also has a higher valid rate of training data than other sampling methods.
c: RESULTS ANALYSIS

2) THE ACCURACY OF SAMPLING METHODS a: METRICS ON THE ACCURACY
The Mean Absolute Error (MAE) and the Normalized Mean Absolute Error (NMAE) are widely used for evaluation the accuracy of predicting models. MAE reflects the absolute error of the prediction model and NMAE reflects the relative error of prediction models. The formula of MAE is shown in equation (9):
where, q ij represents the predicted value, qˆi j represents the real value and N represents the total number of predictions. Based on the MAE, the formula of NMAE can be described in equation (10) .
b: THE PREDICTION MODELS
• UPCC [10] is a user-based CF prediction model that calculates the similarity between users based on Pearson correlation coefficient. The model use RS to sample the training data.
• IPCC [10] is an item-based CF prediction model that calculates the similarity between services based on Pearson correlation coefficient. The model use RS to sample the training data.
• UIPCC [10] is a hybrid prediction model that linearly combines the predictions of UPCC and IPCC, and its accuracy is more precise than either. The model use RS to sample the training data.
• PMF [23] is a MF based prediction model based on probability model and matrix decomposition. The model use RS to sample the training data.
• RWEMF [16] is hybrid prediction model that combines the advantages of CF and MF. The model use RS to sample the training data.
c: RESULTS ANALYSIS
We firstly choose UIPCC to combine the different sampling method to verify the performance of EIRS. Table 5 and  Table 6 show the MAE and NMAE of UIPCC combining with different sampling methods according to different sampling densities. The results show that the performance of EIRS on MAE and NMAE, we can see that in any case the MAE and NMAE of EIRS is always the lowest among all of the sampling methods which verify that EIRS is an excellent and stable sampling method. Figure 9 shows the results of Table 3 and Table 4 more intuitively. On the RT dataset, it can be observed that all sampling methods (except SRS) perform better with increasing the sampling density. This is reasonable because of that the more data are obtained when the density is high. However, SRS performs poorly in both sparse and dense data. This is because of that despite the high density, the number of users is so small that training data has a lot of duplicate and invalid data. URS and DRS have significantly better performance than RS when the data is sparse (density is equal to 0.05 or 0.1). However, with the density of data increasing, RS performs better and catch up with or even exceed URS and DRS (when the density is equal to 0.4). In particular, the performance of MHS and RJS is poor in all cases. This is because of that influenced by rejection domain, there are more invalid data in training data. Furthermore, MHS and RJS are sensitive to UIPCC which is a CF based predicting model. Similar observations can be seen on the TP dataset, the subtle difference is that URS and DRS perform worse than RS in most cases. This result shows that most sampling methods such as URS, SRS. DRS, RJS and MHS are sensitive to the dataset and perform unstable. Tables 5 and 6 show the performance of different sampling methods combined with different predicting models when using a fixed sampling density (0.05). The results based on RT dataset show that the combination of EIRS with all the predicting models can significantly improve the prediction accuracy which mean the EIRS can help prediction models to improve the prediction accuracy in general. It is worth to mention that when EIRS is combined with better prediction model RWEMF, the MAE value is 0.4951, breaking through the bottleneck value of 0.5 which means that when excellent sampling method and excellent prediction model are combined, high quality prediction can also be obtained on sparse data. IRS has the same result as EIRS except the situation when combining with UPCC. This result shows that the prediction accuracy will be affected by invalid data. Similar results can be seen on TP dataset. Tables 5 and 6 more intuitively. We can obviously see that, SRS performs poorly in all of the cases except in combining with IPCC (based on calculating the similarity between services). This is because of that the training data obtained by SRS is more suitable for itembased CF methods. URS and DRS perform better in combining with CF-based prediction methods especially UPCC and UIPCC (based on calculating the similarity between users) than MF-based prediction methods. Furthermore, better prediction accuracy are obtained when the sampling methods especially RJS and MHS combining with RWEMF which is more excellent MF-based predicting model. This is because of that excellent MF-based prediction model can better mine the latent features of the data and remedy the inaccuracy of the training data itself. To sum up, most sampling methods can improve the prediction accuracy only when combined with the appropriate prediction model, but our method EIRS can help the prediction model to improve the accuracy in general. However, in order to obtain high-quality prediction accuracy, we not only need good sampling method, but also need good prediction model.
3) EFFECT OF THE SAMPLING INTERVAL
In the process of sampling, the sampling interval affects the sampling distribution. Figure 11 shows the performance of IRS and EIRS combined with UPCC on MAE with different density according to different intervals. We can see that on the RT dataset, when the sampling interval is equal to 4, the result is the best in most cases. However, on the TP dataset the best result is obtained when the sampling interval is equal to 8. This result shows that an appropriate sampling interval is needed in different dataset.
VI. CONCLUSION AND FUTURE WORK
In this paper, we discuss how to apply different sampling methods to QoS datasets and analyze their advantages and disadvantages. In addition, we propose a novel sampling method (Enhanced Importance ReSampling method, EIRS) by considering the influence of invalid data of the training data. Experiments show that our method can sample Web service QoS data more stably and effectively, and improves the accuracy of predicting models higher than others. In the future, we will consider exploring more excellent sampling methods and designing more efficient prediction models to improve the accuracy of QoS prediction.
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