We consider one-dimensional Fortuin-Kasteleyn percolation models generated by the bond occupation probabilities p (xy) = p if jx ? yj = 1 1 ? e ? =jx?yj 2 otherwise and a real parameter . We prove that for any > 1 and 1 the percolation density M is strictly positive provided p is su ciently close to 1. We also prove, under the same assumptions, that the following upper bound for the truncated connectivity 0 (x; y) Cjx ? yj ?
Introduction
We consider bond percolation models on Z with the occupation probability p b of a bond b = (xy), x; y 2 Z, given by p b = p (xy) = p if jx ? yj = 1 1 ? e ? =jx?yj 2 otherwise :
(1)
The bond b is vacant with probability q b = 1 ? p b . Two parameters, and p, control the behavior of this system and will be restricted to the percolating regime, i.e., > 1 and 1 ? p 1.
A con guration n of bond occupation is a function n : fb = (xy)g x;y2Z ?! n b 2 f0; 1g (2) with n b = 1 (n b = 0) meaning the bond b is occupied (vacant).
The Fortuin-Kasteleyn random-cluster models FK] are percolation models de ned by a measure on the con guration space of occupied bonds generated by fp b g and a real parameter . Let us rst introduce the independent percolation model. It is described by a measure on the con guration space, given by Given a con guration n we may regard the occupied bonds as connecting and decompose Z on clusters X 1 ; : : : ; X m , according to the following relation: two sites are connected if there is a path of occupied bonds between them. A cluster X is a maximal set of mutually connected sites.
The random cluster models are thus de ned by the measure 
is the generating function and m = m(n) is the number of distinct clusters in n.
\Wired" measure L; is de ned by replacing (n) by L (n) in (4) and (5). We denote by w the in nite limit measure which always exists F, ACCN] .
Remark: The Fortuin-Kasteleyn random-cluster model at = 1 is the independent percolation model. For this model the in nite measure is unique, independently of the boundary conditions F] . For = 2; 3; : : :, the measure (4) is equivalent to the Gibbs measure of the -state Potts model (see FK] for precise meaning). Percolation occurs when at least one cluster is in nite. By ergodicity, percolation occurs if and only if the percolation density M, de ned by M = w (0 $ 1) ; (6) is strictly positive. By 0 $ 1 we mean the event that the origin is connected to the in nite cluster. We shall use the same symbol for the event and for the indicator of that event. We set = sup f : M = 0; 8p < 1g : The truncated connectivity function 0 (x; y), is de ned to be the probability of the event that x and y belong to the same nite cluster, denoted by x $ y 6 $ 1, i.e., 0 (x; y) = w (x $ y 6 $ 1) were not able to nd a direct treatment for the function b . However the function (10) could be seen as a simple correlation by the standard method of doubling the system and use the technique developed in M] to rederive an upper bound as in (9). To prove Theorems 1 and 2 we modify the procedure in the Imbrie-Newman proof. In their proof of (7) the entropy-energy estimate in the Frohlich-Spencer's generalized Peierls argument FS] (extended to the Potts models) was sharpened to work just above the critical \inverse temperature" c (i.e. > 1). Correlations are then controlled by a Peierls expansion followed by a Mayer expansion.
Here, for any > 1, we perform a multiscale expansion directly in the random cluster models whose ideas we begin to describe.
We note that the measure induces a probability measure on the random partition of Z. Let O X be the set of all occupation con gurations n which generate the partition of Z into connected clusters X = (X 1 ; : : : ; X m ). Then
can be written as 
otherwise, with the summation running over the connected graphs G on X.
We want to evaluate expectations of the form
where f is an indicator of events as in (7) and (8). Note that (12) is a measure of a polymer gas and, due to the range of the interaction (13), the usual Mayer expansion of (15) where X is the activity of a nite \admissible" cluster X. The estimate on X thus gives an upper bound to the function 0 . This paper is organized as follows. In Section 2 the generating function (5) is written as a convex combination of k-regular generating function for any scale k (Theorem 9). In Section 3 we prove Theorems 1 and 2. In Section 4 we prove Lemma 11 and other energy estimates.
2 The Generating Function 
we set I k (x) = I`k(x) for all x 2 I L;k I L \`kZ and I k 0 k (y) = I k (y) \`k0Z for k 0 < k. Note that nearest neighbor intervals share a common site, i.e., I k (x) \ I k (x +`k) = x +`k 2 , for all x 2 I L;k ; k = 1; : : : M (recall`k is even).
By a n-block , we mean a set of sites on I L whose diameter d( ) satis es n?1 < d( ) `n with n = inf fk 2 N : I k (x)forsomex 2 I L;k g. We may think of a n-block consisting of n ? 1-blocks, each of which consisting of n ? 2-blocks, and so on.
Our cluster expansion will successively connect sites according to their hierarchy: at the n-th step of the iteration procedure described below, only sites between distinct n-blocks (but not between n + 1-blocks or larger ones) may be connected.
The First
Step 
indicates the event \X Y is a connected cluster". With this notation, the generating function Z L; is writing as
where (n) is a function which counts the number of distinct clusters in n and B 0 = fb = (xy) : x; y 2 Z; x 6 = yg. We shall use the following basic lemma to block events.
Lemma 3 P X c X = 1. Later we shall apply Lemma 3 with a i ; b i , replaced by 1 i ; 1 Xi , respectively, with X i = (X i;1 ; : : : ; X i;mi ) being a nontrivial partition of i .
For each site x 2 I L;1 , we de ne a triple (I; B; N), where I = I 1 (x) is the interval of size`1 centered at x, B = B I is the set of bonds in I and N = fn : b 2 B ?! n b 2 f0; 1gg is the con guration set restrict to I.
Let P I be the collection of partitions of I. By the following similarity relation n n 0 () 1 X (n) = 1 X (n 0 ):
N is decomposed into equivalence classes according to X 2 P I and denoted by n]. 
Notice that e X already de ne a nontrivial partition X 2 P I and we now use the remaining bonds W = B=K, to further connect X. Denoting by Y X if X is a re nement of Y, we have Since the product of convex combinations is a convex combination, we have proven the following theorem:
Theorem 4 Let`1 2 be xed. Then, if (1 ? p)`1 < p ln 2, the \wired" generating function Z L; , can be written as a convex combination of generating functions of the form
where we sum over all con gurations n which restricted to the interval I 1 (x); x 2 I L;1 , counts only once each class of equivalence given by the relation (21); B 1 = B 0 = S x2IL;1 B I1(x) ; W 1 is a positive constant and Y(x) is a nontrivial partition of I 1 (x) with activity Y(x) satisfying bond (27) . (28) and (27) give the initial conditions for the inductive procedure described in the following.
The Inductive
the summation runs over all con gurations n which restrict to any block of the partition assignment counts once each equivalence class given by the relation (21).
Theorem 9 Let 1 < < 2 and let be such that ( ? 1) 2 ? < < (1 ? a) ? Remark: We recall that nearest neighbor blocks have a common end point which implies that the union of successive y 's (in the sense of (18)) is a single cluster. Because of S (k+1;u; ) is sparse, u (again, in the sense of (18)) is a dense connected cluster spread over the interval I k+1 (u). Now, if X u0 satis es Condition 10 either there is a unique cluster, say X 1 , extending outside I k (y), or there are two clusters, say X 1 and X 2 , extending over u0 , one at each side of y, with diameters, d(X 1 ) and d(X 2 ), of at least 1 3`k +1 ?`k. We call this two situations \type 1" and \type 2", respectively.
To propagate our bounds on the activities to the next scale we will need, in some cases, to extract a small factor from the probability of keeping the partition 
holds with a = a(`1; ) ! 0 as`1 ! 1.
Lemma 11 will be proven in the Section 4.
We shall now nish the proof of theorem 9. Let us x u 2 I L;k+1 and let X u be as in (40). We consider two cases depending on the number jCj of X y 's necessary to build X u :
1. jCj 2. In this case we de ne S (k+1;u; 0 ) = S (k+1;u; 0 ) and notice that (29) and (41) 
which in view of (55) and (52), is a (k + 1; u; )-admissible partition and (k + 1; u; 0 )-sparse partition ensemble, respectively.
For the second term, we notice that e Y 2 satis es the assumptions of Lemma 11. We write X u = ( u ; X u ; u ) = ( e ; e Y 2 ; e 2 ) and use (45) in (55) 
The Truncated Connectivity Function
We want to extend the treatment given in the Section 2 to the truncated connectivity 0 (x; y). We start by writing the expectation of the event f in the random cluster model (with \wired" boundary conditions on I L ) as a ratio of two generating functions:
where,
di ers from (19) only by the indicator function of the event f. We then notice that the treatment in the Section 2 can be extended to Z L; (f) by simply replacing Z (k; ) in De nition 7 by Z (k; ) (f) de ned by (33) 
hold with a = a( ;`1) as in Lemma 11. By Theorem 9 the generating function (58) can be written as a convex combination
where (63) is well de ned.
Our proof of Theorems 1 and 2 requires to perform a cancellation between the numerator and the denominator of ; (f). To do that we decouple clusters whose participation on the expectation of the event f is only marginal. Our tools are the three lemmas stated in the sequel. (71) Notice that the product of generating functions counts twice the in nite cluster which is compensated by the factor .
>From Lemmas 12, 13 and 14, expressions (70) , (71) and (62) This concludes the proof of Theorem 1 since to satisfy (59) we must let p % 1 as`1 ! 1.
Proof of Theorem 1.2
The proof of Theorem 2 follows the same steps. Let S xy = fX = (X; ; X ) 2 S : I X 3 x; yg (72) and S xy = fX 2 S : I X \ I X 0 6 = ;forallX 0 2 S xy g: Let S x and S x , S y and S y be given by (67) and (68) Let A xy , A xy , A 0 xy and A 00 xy be reduced from A by setting X = 0 for all X 2 N, with N = S xy , S xy , S=S xy and (S=S xy ) S xy , respectively. Notice that Z(A xy ; B; f 2 ) = 0 as we have x $ y $ 1 for all coe cients.
We now must be carefull in the factorization. We de ne B xy , B 0 xy B by fb = (zz 0 ) : z 2 ; z 0 2 0 foreither ; 0 2 Qg (73) with Q = S xy , A=S xy .
In analogy to (70) and (71) (74), (75) where d n;n 0 = d n;n 0 (x; y) = max (1=3(`n +1 +`n0 +1 ); jx ? yj ?`n ?`n0), which can be bounded by Given u 0 2 I L;k+1 , let X u0 X = ( ; X ; ) be given by (40) 
We let I = < , I 0 = > and notice that (42) implies that min(jIj; jI 0 j) `k +1 =3 and by (81) dist(I; I 0 ) = 3`k.
In view of this, the numerator of (83) 
