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Abstract
We introduce the characteristic class of an ℓ-adic e´tale sheaf using a cohomo-
logical pairing due to Verdier (SGA5). As a consequence of the Lefschetz-Verdier
trace formula, its trace computes the Euler-Poincare´ characteristic of the sheaf.
We compare the characteristic class to two other invariants arising from rami-
fication theory. One is the Swan class of Kato-Saito [16] and the other is the
0-cycle class defined by Kato for rank 1 sheaves in [15].
Let k be a perfect field, ℓ be a prime number invertible in k and Λ be a finite
extension of either Fℓ or Qℓ. Let X be a separated k-scheme of finite type. Let
f : X → Spec k denote the structural morphism and put KX = Rf !Λ. For an e´tale
sheaf F of Λ-modules on X , its characteristic class is defined as follows. We put H =
RHom(pr∗2F , Rpr!1F) and H∗ = RHom(pr∗1F , Rpr!2F) on X×X and let ∆ = X ⊂ X×
X denote the diagonal. Then, we have 1 ∈ End(F) = H0∆(X×X,H) = H0∆(X×X,H∗).
The natural pairing H⊗H∗ → KX×X induces a pairing 〈 , 〉 : H0∆(X×X,H)⊗H0∆(X×
X,H∗) → H0∆(X ×X,KX×X) = H0(X,KX). We define the characteristic class of F ,
denoted C(F), to be the pairing 〈1, 1〉 ∈ H0(X,KX). If X is smooth of dimension d,
we have C(F) ∈ H2d(X,Λ(d)). By the Lefschetz-Verdier trace formula [11] The´ore`me
4.4, the trace Tr C(F) gives the Euler-Poincare´ characteristic χ(Xk¯,F) if X is proper,
where k¯ denotes a separable closure of k.
By devissage, computations of the characteristic classes are reduced to a computa-
tion of C(j!F) where j : U → X is an open immersion, U is smooth and F is a smooth
sheaf on U . In this paper, we compute the characteristic class of C(j!F) or rather the
difference C(j!F)−rank F ·C(j!Λ) in terms of the ramification of F along the boundary
X \U . More precisely, we prove that C(j!F)− rank F ·C(j!Λ) is equal to the following
two invariants, under certain assumptions. One is the Swan class Sw(F) of F defined
in [16]. The other is the 0-cycle class cF defined by Kato [15] in rank 1 case. We also
define a localization of the difference C(j!F) − rank F · C(j!Λ) in H0X\U (X,KX) as a
cohomology class with support on the boundary.
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The relation with the Swan class is a refinement of the generalized Grothendieck-
Ogg-Shafarevich formula proved in [16]. The proof uses a finite e´tale covering of U
trivializing the reduction modulo ℓ of the ℓ-adic sheaf F . It is similar to that of the
generalized Grothendieck-Ogg-Shafarevich formula in loc. cit. The key ingredients in
the proof are the compatibility of the characteristic class with pull-back and an explicit
computation of the characteristic class in the tamely ramified case. This argument
works in arbitrary dimension and in arbitrary rank, under a certain mild assumption
that the sheaf is “potentially of Kummer type” (see Definition 3.1.1). However, since
we use the pull-back to a covering, we can not avoid a denominator.
The relation with the other invariant cF in rank 1 case is proved using a blow-up at
the ramification locus in the diagonal X ⊂ X ×X . This argument does not involve a
denominator and we get an integral result. However, even to formulate the statement
at least for the moment, we need to assume that the sheaf has rank one. Using this
approach, we obtain a new proof of the Grothendieck-Ogg-Shafarevich formula for
curves without using a covering trivializing the sheaf or the Weil formula. A crucial
fact, used in the proof, is the following geometric interpretation of the ramification
theory for Artin-Schreier-Witt characters of Kato [14], proved in [2].
Let (X × X)′ → X × X be the log blow-up and X → (X × X)′ be the log
diagonal map. We consider the blow-up (X × X)′′ → (X × X)′ at the Swan divisor
DF ⊂ X regarded as a closed subscheme of (X ×X)′ by the log diagonal map. Then,
the sheaf Hom(pr∗2F , pr∗1F) on U × U is unramified along the exceptional divisor of
(X ×X)′′. Further the restriction of a smooth extension of Hom(pr∗2F , pr∗1F) on the
exceptional divisor is the Artin-Schreier sheaf defined by the refined Swan conductor.
This interpretation means that one can kill the ramification of a sheaf not only by
a ramified covering but also by blowing-up the diagonal on the ramification locus.
More quantitatively, the Swan conductor measures the necessary blow-up to kill the
ramification. This fits nicely with the ramification theory in [1]. The authors expect
that this argument should work with arbitrary rank (cf. [2]).
The paper is organized as follows. In Section 1, we recall some sorites on cohomo-
logical correspondences and the Verdier pairing, and we give some complements. In
Section 2, we define the characteristic class of a cohomological correspondence. Propo-
sition (2.1.12) gives a recipe to compute it. It plays a crucial role in this paper. Then
we compute the characterstic class under some tameness condition. In Section 3, we
introduce the notion of a sheaf of Kummer type, and recall the definition of the Swan
class of Kato-Saito [16]. For a sheaf potentially of Kummer type, we prove the main
formula of this paper relating its characteristic class and its Swan class. In Section 4,
we study sheaves of rank one. We recall the ramification theory of Artin-Schreier-Witt
characters in [14]. Then, we prove an integral relation between the characteristic class
and the 0-cycle class cF for a rank one sheaf, by blowing-up the diagonal. In Section 5,
we define a cohomology class C0X\U(F) ∈ H0X\U (X,KX) with support on the boundary
and show that it is a refinement of the difference C(j!F)− rank F · C(j!Λ).
The authors thank Luc Illusie and Kazuya Kato for inspiring discussions. They
thank Illusie for pointing out an error in Lemma 2.1.3 in an earlier version and informing
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the reference [9].
Notation
In this paper, k denotes a field. In sections 3 and 4, we will assume k perfect.
Schemes over k are assumed separated and of finite type. Thus the diagonal map
δ : X = ∆X → X × X is a closed immersion. For a divisor with simple normal
crossings of a smooth scheme over k, we assume that the irreducible components and
their intersections are also smooth over k.
The letter ℓ denotes a prime number invertible in k and Λ denotes a finite com-
mutative Zℓ-algebra. For a scheme X over k, Dctf(X) denotes the derived category of
complexes of Λ-modules of finite tor-dimension on the e´tale site of X with constructible
cohomology [7] 4.6. We omit to write R or L to denote the derived functors unless
otherwise stated explicitly or for RHom. Let KX denote f !Λ where f : X → Spec k is
the structure map and let D denote the functor RHom( ,KX). For objects F and G
of Dctf(X) and Dctf(Y ) on schemes X and Y over k, F ⊠ G denotes pr∗1F ⊗ pr∗2G on
X × Y .
1 Preliminaries on cohomological correspondences.
We recall some generalities on e´tale cohomology and constructions in [11].
1.1 Review on base change maps, cycle class maps etc.
Let
X ′
f ′−−−→ Y ′
g′
y
yg
X
f−−−→ Y
be a commutative diagram of schemes over k. We have base change morphisms of
functors
g∗f∗ → f ′∗g′∗,(1.1)
f ′! g
′! → g!f!(1.2)
([5] 4.1.5, [6] 3.1.13.2). If f is proper, if g is an open immersion and if the square is
cartesian, the maps (1.1) and (1.2) are isomorphisms and are inverse to each other. If
g′ is proper, the base change map
(1.3) g∗f! → f ′! g′∗
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is similarly defined as the adjoint of the composition f! → f!g′∗g′∗ = f!g′!g′∗ → g!f ′! g′∗ →
g∗f
′
! g
′∗. The base change maps (1.1) and (1.3) form a commutative diagram
g∗f! −−−→ f ′! g′∗y
y
g∗f∗ −−−→ f ′∗g′∗.
For a commutative diagram
X ′
f ′−−−→ Y ′ g′−−−→ Z ′
h′′
y h′
y
yh
X
f−−−→ Y g−−−→ Z
of schemes over k, the base change morphisms (1.2) are transitive. Namely, we have a
commutative diagram
(1.4) g′!f
′
!h
′′! //
%%KK
KK
KK
KK
KK
g′!h
′!f! // h!g!f!
zzvv
vv
vv
vv
v
(g′f ′)!h
′′! // h!(gf)!
where the slant arrows are induced by the composition isomorphisms. We also have a
similar commutative diagram for base change morphisms (1.1). If h′ and h′′ are proper,
we have a similar commutative diagram for (1.3).
For a morphism f : X → Y of schemes over k and objects F and G of Dctf(Y ), we
recall the definition of the canonical isomorphism
(1.5) RHom(f ∗F , f !G)→ f !RHom(F ,G)
([6] 3.1.12.2). A canonical map F ⊗f!RHom(f ∗F , f !G)→ f!(f ∗F ⊗RHom(f ∗F , f !G))
is defined in ([6] 3.1.11.2). By composing f!(f
∗F⊗RHom(f ∗F , f !G))→ f!f !G → G, we
obtain F ⊗ f!RHom(f ∗F , f !G) → G. This induces the map (1.5) by adjunction. If F
and G are objects of the filtered derived category [12] Chap. V §§1-3, the isomorphism
(1.5) is an isomorphism in the filtered derived category. Recall that an object of
DFctf(X) is a complex F of Λ-modules on the e´tale site of X with finite filtration F•
such that GrF• F is an object of Dctf(X). In particular, we have an isomorphism
(1.6) HomDFctf(X)(f
∗F , f !G)→ Γ(X, f !F0RHom(F ,G)).
For a morphism f : X → Y of schemes over k and objects F and G of Dctf(Y ), a
canonical map
(1.7) f ∗F ⊗ f !G → f !(F ⊗ G)
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is defined as follows. We have the canonical isomorphism f!(f
∗F⊗f !G)→ F⊗f!f !G of
the projection formula ([5] 5.2.9). By composing with the adjunction map f!f
!G → G,
we obtain a map f!(f
∗F ⊗ f !G)→ F ⊗G. Thus, the canonical map (1.7) is defined by
taking the adjoint.
For a flat morphism f : X → Y of fiber dimension d of schemes over k, the trace
map f!Λ(d)[2d]→ Λ is defined ([6] 2.9) and the canonical class map
(1.8) Λ(d)[2d]→ Rf !Λ
is defined as its adjoint ([6] 3.2.3). If f is smooth, the map (1.8) is an isomorphism ([6]
3.2.5).
Let f : X → Y be a morphism of smooth schemes of the same dimension n over k.
The map f is the composition pr2 ◦ γ of the graph map γ : X → X×Y and the second
projection pr2 : X × Y → Y . Since γ is a section of the first projection pr1 : X × Y →
X and the projections are smooth of relative dimension n, a canonical isomorphism
Λ → f !Λ is defined as the composition Λ → γ!pr!1Λ ∼← γ!Λ(n)[2n] → γ!pr!2Λ → f !Λ.
Thus the canonical map (1.7) for G = Λ induces a functor
(1.9) f ∗ → f !.
We recall the cycle class map. Let C be a scheme over k and d ≥ 0 be an integer.
For an integral closed subscheme V ⊂ C of dimension d, the canonical class map
Λ(d)[2d] → KV gives the cycle class [V ] ∈ H0(V,KV (−d)[−2d]) = H−2dV (C,KC(−d)).
The cycle classes define a map cl : Zd(C) → H−2d(C,KC(−d)) where Zd(C) denotes
the free abelian group generated by the integral closed subschemes of C of dimension
d. The cycle class map Zd(C) → H−2d(C,KC(−d)) factors through the quotient by
rational equivalence and induces a map
(1.10) clC : CHd(C) −−−→ H−2d(C,KC(−d))
If C is a closed subscheme of a smooth scheme X of dimension d + c, the target
H−2d(C,KC(−d)) is identified with H−2dC (X,KX(−d)) = H2cC (X,Λ(c)). The cycle class
map and the intersection product are compatible in the following sense. Let X and
Y be smooth schemes of dimension d + c and e + c over k and f : X → Y be a
morphism over k. Let C ⊂ X and D ⊂ Y be closed subschemes satisfying f−1(D) ⊂ C
set-theoretically. Then the diagram
(1.11)
CHe(D)
clD−−−→ H2cD (Y,Λ(c))
f !
y
yf∗
CHd(C)
clC−−−→ H2cC (X,Λ(c))
is commutative by [16] Lemma 2.1.2. The left vertical arrow f ! : CHe(D) → CHd(C)
denotes the Gysin map in the intersection theory [10]. The commutative diagram (1.11)
for the diagonal map δ : X → Y = X ×X implies the compatibility
(1.12) cl(V ) ∪ cl(W ) = cl(V,W )X
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in H
2(c+d)
V ∩W (X,Λ(c + d)) of the cup-product and the intersection theory for closed sub-
schemes V and W in X of codimensions c and d.
1.2 Cohomological correspondences.
We recall definitions on cohomological correspondences following [11]. In order to
remain compatible with the convention in [5] 1.1.10 (ii), we have chosen to switch the
factors in [11] and consider a cohomological correspondence as a map from the second
factor to the first factor.
Definition 1.2.1 Let X and Y be schemes over k and F and G be objects of Dctf(X)
and of Dctf(Y ) respectively. We call a correspondence between X and Y a scheme C
over k and morphisms c1 : C → X and c2 : C → Y over k. We put c = (c1, c2) : C →
X×Y the corresponding morphism. We call a morphism u : c∗2G → c!1F a cohomological
correspondence from G to F on C.
The definition here is slightly different from that given in [11] 3.2 if c : C → X × Y
is not proper. If c : C → X ×Y is the graph map γ : X → X×Y of a map f : X → Y ,
a cohomological correspondence from G to F on C is nothing but a map f ∗G → F .
By the isomorphism (1.5)
(1.13) c!RHom(pr∗2G, pr!1F)→ RHom(c∗2G, c!1F)
and by the adjunction, the following three notions are equivalent:
(1) a cohomological correspondence u : c∗2G → c!1F on C.
(2) a section of c!RHom(pr∗2G, pr!1F) onC, or equivalently a map ΛC → c!RHom(pr∗2G, pr!1F).
(3) a map c!ΛC → RHom(pr∗2G, pr!1F).
We will identify them freely in the following. If F and G are objects in the filtered
derived categories, a homomorphism u : c∗2G → c!1F in DFctf(C) corresponds bijectively
to a section of c!F0RHom(pr∗2G, pr!1F) by the isomorphism (1.6). If c : C → X × Y is
a closed immersion, the three notions above are further equivalent to the following:
(4) an element of H0C(X × Y,RHom(pr∗2G, pr!1F)).
Recall that a canonical isomorphism
(1.14) RHom(pr∗2G, pr!1F) −−−→ F ⊠L DG
is defined in [11] (3.1.1).
A typical example of a cohomological correspondence is given as follows. Assume
X and Y are smooth of dimension d over k and c = (c1, c2) : C → X × Y is a closed
immersion. Let F and G be sheaves of free Λ-modules on X and Y respectively and
assume G is smooth. Then, the canonical map c∗Hom(pr∗2G, pr∗1F) → Hom(c∗2G, c∗1F)
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is an isomorphism and we identify Hom(c∗2G, c∗1F) = Γ(C, c∗Hom(pr∗2G, pr∗1F)). Since
pr1 : X×Y → X is smooth, we have a canonical isomorphism pr∗1F(d)[2d]→ pr!1F ([6]
3.2.5) and we identify RHom(pr∗2G, pr!1F) = Hom(pr∗2G, pr∗1F)(d)[2d]. Then the cycle
class map CHd(C)→ H2dC (X × Y,Λ(d)) induces a pairing
(1.15)
CHd(C)⊗Hom(c∗2G, c∗1F) −−−→ H2dC (X × Y,Λ(d))⊗ Γ(C, c∗Hom(pr∗2G, pr∗1F))
−−−→ H0C(X × Y,RHom(pr∗2G, pr!1F)).
In other words, the pair (Γ, γ) of a cycle class Γ ∈ CHd(C) and a homomorphism
γ : c∗2F → c∗1F defines a cohomological correspondence u(Γ, γ).
We recall the definition of the push-forward of a cohomological correspondence. We
consider a commutative diagram
(1.16)
X
c1←−−− C c2−−−→ Y
f
y h
y
yg
X ′
c′1←−−− C ′ c
′
2−−−→ Y ′
of schemes over k. A canonical isomorphism
(1.17) (f × g)∗RHom(pr∗2G, pr!1F)→ RHom(pr∗2g!G, pr!1f∗F)
is defined in [11] (3.3.1), using the isomorphism (1.14). The diagram (1.16) defines a
commutative diagram
(1.18)
C
c−−−→ X × Y
h
y
yf×g
C ′
c′−−−→ X ′ × Y ′.
We assume the vertical arrows in (1.16) are proper. Let u : c∗2G → c!1F be a cohomo-
logical correspondence. We identify u with a section of c!RHom(pr∗2G, pr!1F). Then, it
defines a section h∗u of h∗c
!RHom(pr∗2G, pr!1F). By the assumption that f, g and h are
proper, the base change map (1.2) defines a map of functors h∗c
! = h!c
! → c′!(f × g)! =
c′!(f × g)∗. This and the isomorphism (1.17) give maps
h∗c
!RHom(pr∗2G, pr!1F) → c′!(f × g)∗RHom(pr∗2G, pr!1F)
→ c′!RHom(pr∗2g!G, pr!1f∗F).
The push-forward h∗u : c
′∗
2 g∗G = c′∗2 g!G → c′!1f∗F is defined by the image of h∗u by the
composition. The push-forward h∗u is equal to the composition of the maps
c′∗2 g∗G
(1.1)−−−→ h∗c∗2G
h∗(u)−−−→ h∗c!1F
(1.2)−−−→ c′!1f∗F .
The formation of the push-forward is compatible with the composition.
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A variant h!u of h∗u is defined if the map c2 : C → V in (1.16) is proper. In this
case, we define h!u to be the composition
c′∗2 g!G
(1.3)−−−→ h!c∗2G
h!(u)−−−→ h!c!1F
(1.2)−−−→ c′!1f!F .
The formation of the h!u is also compatible with the composition. If f, g, h and c2 are
proper, we have h∗u = h!u.
We study the restriction of a cohomological correspondence to an open subscheme.
We consider a commutative diagram
(1.19)
U
c1←−−− C c2−−−→ V
jU
y
yjC
yjV
X
c¯1←−−− C c¯2−−−→ Y,
of schemes over k where the vertical arrows are open immersions. Let F and G be
objects of Dctf(X) and of Dctf(Y ) respectively and u¯ : c¯
∗
2G → c¯!1F be a cohomological
correspondence on C. Let FU = j∗UF and GV = j∗V G be the restrictions. We identify
j∗C c¯
!
1F = j!C c¯!1F = c!1FU by the composition isomorphism. Then, the restriction j∗C u¯
on C defines a cohomological correspondence u : c∗2GV = j∗C c¯∗2G → j∗C c¯!1F = c!1FU .
Lemma 1.2.2 Let the notation be as above and let j : U × V → X × Y be the product
jU × jV . We put H = RHom(pr∗2GV , pr!1FU) on U × V and H = RHom(pr∗2G, pr!1F)
on X × Y . We identify a cohomological correspondence u¯ : c¯∗2G → c¯!1F with a section
u¯ of c¯!H and the associated map u¯ : c¯!Λ → H. We also identify the restriction u =
j∗C u¯ : c
∗
2GV → c!1FU with a section u of c!H and the associated map u : c!Λ→H. Then,
we have the following.
1. The section u of c!H is the image of the restriction of u¯ by the composition
isomorphism j∗C c¯
!H = j!C c¯!H → c!j!H = c!j∗H = c!H.
2. The square
(1.20)
j∗c¯!Λ
j∗u¯−−−→ j∗H
(1.2)
x
y(1.13)
c!Λ
u−−−→ H
is commutative.
Proof. 1. The isomorphisms (1.13) form a commutative diagram
j!C c¯
!RHom(pr∗2G, pr!1F) −−−→ j!CRHom(c¯∗2G, c¯!1F)y
y
c!RHom(pr∗2GV , pr!1FU) −−−→ RHom(c∗2GV , c¯!1FU).
The assertion follows from this.
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2. We consider the diagram
j∗c¯!Λ
j∗c¯!u¯−−−→ j∗c¯!c¯!H adj−−−→ j∗H
(1.2)
x
x(1.2)
c!j
∗
CΛ
c!j
∗
C u¯−−−→ c!j∗C c¯!H
y(1.13)
≃
y ≃
y
c!Λ
c!u−−−→ c!c!H adj−−−→ H.
The upper left square is commutative by functoriality. The lower left square is com-
mutative by 1 and the vertical arrows are isomorphisms. The right rectangle is com-
mutative by the definition of the base change map (1.2). Since the square (1.20) is the
outer square, the assertion is proved.
Lemma 1.2.3 Assume that the right square in the diagram (1.19) is cartesian. Let F
and G be objects of Dctf(U) and of Dctf(V ) respectively and u : c∗2G → c!1F be a cohomo-
logical correspondence on C. Then, there exists a unique cohomological correspondence
u¯ : c¯∗2jV !G → c¯!1jU !F on C such that j∗C u¯ = u.
Proof. Since the right square in (1.19) is assumed cartesian, we have c¯∗2jV ! = jC!c
∗
2.
By adjunction, there exists a unique map c¯∗2jV !G = jC!c∗2G → c¯!1jU !F corresponding to
c∗2G → j∗C c¯!1jU !F = c!1j∗CjU !F .
Corollary 1.2.4 1. Assume that the map c2 : C → V is proper and C is dense in C.
Then the right square in the diagram (1.19) is cartesian.
2. Assume that the right square in the diagram (1.19) is cartesian. Let F and G
be objects of Dctf(U) and of Dctf(V ) respectively and u : c
∗
2G → c!1F be a cohomological
correspondence on C. Then, u¯ = jC!u : c¯
∗
2jV !G → c¯!1jU !F is the unique cohomological
correspondence on C such that j∗C u¯ = u.
Proof. 1. Since C is closed and dense in C ×Y V , we have C = C ×Y V .
2. Clear from j∗CjC!u = u and the uniqueness proved in Lemma 1.2.3.
We call jC!u : c¯
∗
2jV !G → c¯!1jU !F the zero-extension of u (cf. [17] (2.3)). Similarly as
the isomorphism (1.17), the isomorphism (1.14) induces a canonical isomorphism
(1.21) (1× jV )∗(jU × 1)!RHom(pr∗2G, pr!1F)→ RHom(pr∗2jV !G, pr!1jU !F).
If the map c¯ : C → X × Y is a closed immersion and if u : c∗2G → c!1F is identified
with an element u ∈ H0C(U × V,RHom(pr∗2G, pr!1F)), then the zero-extension jC!u is
the inverse image of u by the isomorphism
(1.22)
H0
C
(X × Y,RHom(pr∗2jV !G, pr!1jU !F))
∼← H0
C
(X × Y, (1× jV )∗(jU × 1)!RHom(pr∗2G, pr!1F))
→ H0C(X × V, (jU × 1)!RHom(pr∗2G, pr!1F)) = H0C(U × V,RHom(pr∗2G, pr!1F)).
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We define the pull-back of a cohomological correspondence. Let f : X ′ → X and
g : Y ′ → Y be morphisms of smooth schemes over k. We assume dimX = dimX ′ and
dimY = dimY ′. Let F and G be objects of Dctf(X) and of Dctf(Y ) respectively. Then
the canonical maps (1.9) and (1.13) induce a map
(1.23)
(f × g)∗RHom(pr∗2G, pr!1F)→(f × g)!RHom(pr∗2G, pr!1F)
→ RHom(pr′∗2 g∗G, pr′!1f !F).
With the isomorphism (1.14), the map (1.23) is identified with the composition
(1.24) (f × g)∗(F ⊠DG)→ f ∗F ⊠ g∗DG → f !F ⊠ g!DG → f !F ⊠Dg∗G
where the middle arrow is defined by (1.9).
Let c = (c1, c2) : C → X × Y be a correspondence and u : c∗2G → c!1F be a cohomo-
logical correspondence on C. We identify u with a map u : c!Λ → RHom(pr∗2G, pr!1F)
as above. We define a correspondence c′ = (c′1, c
′
2) : C
′ → X ′ × Y ′ by the cartesian
diagram
(1.25)
C ′
c′−−−→ X ′ × Y ′
h
y
yf×g
C
c−−−→ X × Y.
By the proper base change theorem, the base change map (f × g)∗c!Λ → c′!Λ is an
isomorphism. Hence the map u : c!Λ→ RHom(pr∗2G, pr!1F) induces a map
c′!Λ
∼← (f × g)∗c!Λ→ (f × g)∗RHom(pr∗2G, pr!1F)
(1.23)−−−−→ RHom(pr′∗2 g∗G, pr′!1f !F).
The composition defines a cohomological correspondence (f × g)∗u : c′∗2 g∗G → c′!1f !F =
c′!1f
∗F . We call (f × g)∗u the pull-back of u by f × g. If c is a closed immersion,
the correspondence u : c∗2G → c!1F is identified with a cohomology class u ∈ H0C(X ×
Y,RHom(pr∗2G, pr!1F)) and the pull-back (f × g)∗u is identified with the pull-back
(f × g)∗u ∈ H0C′(X ′ × Y ′, RHom(pr′∗2 g∗G, pr′!1f !F)).
For a cohomological correspondence u(Γ, γ), its pull-back is computed by using the
intersection product.
Lemma 1.2.5 Let the notation be as above. The diagram
(1.26)
CHd(C)⊗Hom(c∗2G, c∗1F)
(1.15)−−−−→ H0C(X × Y,RHom(pr∗2G, pr!1F))
(f×g)!⊗h∗
y
y(f×g)∗
CHd(C
′)⊗Hom(c′∗2 g∗G, c′∗1 f ∗F)
(1.15)−−−−→ H0C′(X ′ × Y ′, RHom(pr∗2g∗G, pr!1f ∗F))
is commutative.
Proof. Clear from the commutative diagram (1.11).
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1.3 Complement on the Verdier pairing.
We briefly recall the definition of the pairing [11] (4.2.5). We consider a cartesian
diagram
D
d

E
c′oo
d′

e
~~ ~
~~
~~
~~
X C
coo
of schemes over k. Let P and Q be objects of Dctf(X) and let P ⊗ Q → KX be a
morphism. Then, the map (4.2.1) in [11] and the map P ⊗ Q → KX induce a map
c!P ⊠ d!Q → e!KX = KE and hence a pairing
(1.27) 〈 , 〉 : H0(C, c!P)⊗H0(D, d!Q)→ H0(E, e!KX) = H0(E,KE).
If the maps c : C → X and d : D → X are closed immersions, the pairing (1.27) gives
a pairing 〈 , 〉 : H0C(X,P)⊗H0D(X,Q)→ H0E(X,KX) = H0(E,KE).
Lemma 1.3.1 Let the notation be as above. Then, we have a commutative diagram
H0(C, c!P)⊗H0(D, d!Q) 〈 , 〉−−−→ H0(E,KE)
d′∗⊗1
y
∥∥∥
H0(E, c′!d∗P)⊗H0(D, d!Q) 〈 , 〉−−−→ H0(E,KE)
where the lower horizontal arrow is the pairing (1.27) for E
c′→ D id← D and the map
d∗P ⊗ d!Q → d!KX = KD (1.7) induced by P ⊗Q → KX .
The pairing 〈 , 〉 is compatible with the proper push-forward in the following sense.
Lemma 1.3.2 Let
(1.28) D
d
}}{{
{{
{{
{{
fD

E
~~||
||
||
||
oo

X
f

C
coo
fC

D′
d′
}}||
||
||
||
E ′
~~||
||
||
||
oo
X ′ C ′
c′oo
be a commutative cube of schemes over k. We assume that the horizontal faces are
cartesian and that vertical arrows are proper. Let P and Q be objects of Dctf(X) and
let P ⊗Q → KX be a morphism.
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Then, the pairings 〈 , 〉 for P ⊗Q → KX and for f∗P ⊗ f∗Q → f∗KX → KX′ form
a commutative diagram
(1.29)
H0(C, c!P)⊗H0(D, d!Q) 〈 , 〉−−−→ H0(E,KE)y
y
H0(C ′, c′!f∗P)⊗H0(D′, d′!f∗Q) 〈 , 〉−−−→ H0(E ′,KE′)
where the left vertical maps are induced by the base change maps fC∗c
! → c′!f∗ and
fD∗d
! → d′!f∗ (1.2).
Proof. It follows from the commutativity of the squares (A) and (B) in the diagram
[11] (4.4.2).
Applying the pairing (1.27) to cohomological correspondences, we obtain the Verdier
pairing. Let X and Y be schemes over k and
C ←−−− E
c=(c1,c2)
y
y
X × Y d=(d1,d2)←−−−−− D
be a cartesian diagram of schemes over k. Let F and G be objects of Dctf(X) and of
Dctf(Y ) respectively. We put H = RHom(pr∗2G, pr!1F) and H∗ = RHom(pr∗1F , pr!2G)
on X × Y . A canonical map
(1.30) H⊗H∗ → KX×Y
is defined in [11] (4.1.4), using the isomorphism (1.14). If X and Y are smooth over
k of dimension d and if F and G are smooth sheaves of free Λ-modules, we have
H = Hom(pr∗2G, pr∗1F)(d)[2d] and H∗ = Hom(pr∗1F , pr∗2G)(d)[2d] and the map (1.30)
is induced by the pairing Hom(pr∗2G, pr∗1F)⊗Hom(pr∗1F , pr∗2G)→ Λ: a⊗b 7→ Tr(b◦a).
The pairing (1.27) defines the Verdier pairing
(1.31) 〈 , 〉 : Hom(c∗2G, c!1F)⊗Hom(d∗2F , d!1G)→ H0(E,KE)
as in [11] (4.2.5).
The following result will be useful in computing the Verdier pairing of the extension
by zero of a correspondence.
Proposition 1.3.3 Let X and Y be schemes over k and jU : U → X and jV : V → Y
be open immersions. Let f : (X × Y )′ → X × Y be a proper morphism over k that is
an isomorphism on (X × V ) ∪ (U × Y ); we identify (X × V ) ∪ (U × Y ) as an open
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subscheme of (X × Y )′ by the restriction of f . We consider a commutative diagram
(1.32) C
j′C
 



jC
		



















c // U × V
j′
xxrrr
rr
rr
rr
r
j=jU×jV












D
j′D
~~
~~
~~
~
jD
		



















doo
C
′
g

c¯′ // (X × Y )′
f

D
′
h

d¯′oo
C
c¯ // X × Y Dd¯oo
of schemes over k. We assume that the vertial arrows f, g, h and the horizontal arrows
c, c¯, c¯′, d, d¯, d¯′ are proper and that the four slant parallelograms are cartesian, so that
the six slant arrows are open immersions. We also assume C = C ×X×Y (X × V ) and
D = D ×X×Y (U × Y ).
Let F be an object of Dctf(U) and G be an object of Dctf(V ) respectively. We
put H = RHom(pr∗2G, pr!1F) and H∗ = RHom(pr∗1F , pr!2G) on U × V and H =
RHom(pr∗2jV !G, pr!1jU !F) and H∗ = RHom(pr∗1jU !F , pr!2jV !G) on X × Y . Let H′ and
H∗′ be objects of Dctf((X × Y )′). Let u : c!Λ → H and v : d!Λ → H∗ be cohomological
correspondences.
1. For morphisms a : H|U×Y → H′|U×Y and b : H∗|X×V → H∗′|X×V , there exist
unique morphisms a¯ : H → f∗H′ and b¯ : H∗ → f∗H∗′ extending a and b respectively.
2. Let u¯′ : c¯′!Λ → H
′
and v¯′ : d¯′!Λ → H
′∗
be morphisms and a¯ : H → f∗H′ and
b¯ : H∗ → f∗H∗′ be isomorphisms. We identify the functor j∗f∗ with j′∗ by the isomor-
phism j′∗ → j∗f∗ (1.2). Suppose the squares
(1.33)
c!Λ
u−−−→ H
(1.2)
y
yj∗a¯
j′∗c¯′!Λ
j′∗u¯′−−−→ j′∗H′
d!Λ
v−−−→ H∗
(1.2)
y
yj∗b¯
j′∗d¯′!Λ
j′∗v¯′−−−→ j′∗H∗′
are commutative. Then, for the zero-extensions jC!u and jD!v, the squares
(1.34)
c¯!Λ
jC!u−−−→ Hy
ya¯
f∗c¯
′
!Λ
f∗u¯′−−−→ f∗H′
d¯!Λ
jD!v−−−→ H∗y
yb¯
f∗d¯
′
!Λ
f∗v¯′−−−→ f∗H∗′
are commutative, where the left vertical arrows are induced by the canonical maps
Λ→ g∗Λ and Λ→ h∗Λ.
3. We keep the assumpions in 2. Further, let H′⊗H∗′ → K(X×Y )′ be a map making
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the square
(1.35)
H⊗H∗ (1.30)−−−−→ KU×V
j∗a¯⊗j∗b¯
y
xcan.
j′∗(H′ ⊗H∗′) −−−→ j′∗K(X×Y )′
commutative. Then, we have
〈jC!u, jD!v〉 = f∗〈u¯′, v¯′〉
in H0(E,KE).
Proof. 1. Since H = (jU × 1)!H|U×Y and H∗ = (1 × jV )!H∗|X×V , the assertion
follows.
2. We show the assertion for u. The proof for v is similar and omitted. We claim
that we obtain (1.33) by applying j∗ to (1.34). This is clear for the bottom line and
the right column. For the top line, we have j∗CjC!u = u by Corollary 1.2.4.2. We show
it for the left column. It suffices to show the diagram
j∗c¯!Λ

c!Λ
(1.2)oo
(1.2)
zzttt
tt
tt
tt
t
(1.2)

j∗f∗c¯
′
!Λ j
′∗c¯′!Λ
(1.2)oo
is commutative. The lower right triangle is commutative by the transitivity (1.4) of
the base change maps (1.2) for the base change of C → (X × Y )′ → X × Y by
j : U × V → X × Y . Since the base change map (1.2) is the inverse of (1.1), the upper
left triangle is the adjoint of the transitivity for the canonical maps c¯!Λ→ f∗c¯′!Λ→ j∗c!Λ
and is commutative. Hence, the left column in (1.34) also induces that in (1.33).
Since a¯ is an isomorphism, there exists a unique map u¯ : c¯!Λ → H that makes the
square (1.34) commutative. Since u is the unique map that makes the square (1.33)
commutative, we have j∗C u¯ = u. Thus we obtain u¯ = jC!u by Lemma 1.2.3.
3. We defined the push forward f∗u¯
′ : Λ→ g∗c¯′!H′ → c¯!f∗H′ and proved f∗〈u¯′, v¯′〉 =
〈f∗u¯′, f∗v¯′〉 in Lemma 1.3.2. The push forward f∗u¯′ is the adjoint of the composition
c¯!Λ → f∗c¯′!Λ f∗u¯
′→ f∗H′ and is equal to a¯ ◦ jC!u by 2. Hence, we have 〈f∗u¯′, f∗v¯′〉 =
〈a¯ ◦ jC!u, b¯ ◦ jD!v〉. Thus, it suffices to show 〈jC!u, jD!v〉 = 〈a¯ ◦ jC!u, b¯ ◦ jD!v〉.
Since H⊗H∗ = j!(H⊗H∗), we obtain a commutative diagram
(1.36)
H⊗H∗ (1.30)−−−−→ KX×Y
a¯⊗b¯
y
x
f∗H′ ⊗ f∗H∗′ −−−→ f∗K(X×Y )′
where the lower horizontal arrow is induced by H′ ⊗ H∗′ → K(X×Y )′ . Thus, we have
〈jC!u, jD!v〉 = 〈a¯ ◦ jC!u, b¯ ◦ jD!v〉 as required.
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2 Characteristic class of an ℓ-adic e´tale sheaf.
2.1 Characteristic class of a cohomological correpondence.
Let X be a scheme over k and δ : X = ∆X → X ×X be the diagonal map. Let F be
an object of Dctf(X) and let 1 = u(X, 1) be the cohomological correspondence defined
by the identity of F on the diagonal X .
Definition 2.1.1 Let c = (c1, c2) : C → X ×X be a closed immersion and u : c∗2F →
c!1F be a cohomological correspondence on C. Then, we call the cohomology class
〈u, 1〉 ∈ H0C∩X(X,KX) defined in (1.31) the characteristic class and write C(F , C, u).
If C = X is the diagonal and u : F → F is an endomorphism, we drop C from the
notation and we write C(F , u) ∈ H0(X,KX). Further, if u is the identity, we simply
write C(F) = 〈1, 1〉 and call it the characteristic class of F .
Example 2.1.2 ([13] Exercise I.32) If X = C = Spec k, we have C(F , u) = Tr u ∈
Λ. In particular, if u = 1, we have C(F) = χ(F).
Lemma 2.1.3 Let X be a scheme over k and c = (c1, c2) : C → X × X be a closed
immersion. Let (F , F•) be an object of the filtered derived category DFctf(X) and
u : c∗2F → c!1F be a morphism in the filtered derived category DFctf(C). Then, we have
C(F , C, u) =
∑
q
C(GrFq F , C,GrFq u)
in H0(X,KX).
Proof. It is a special case of the equality [11] (4.13.1). For later use, we briefly skecth
the proof. By the isomorphism (1.6), the homomorphism u ∈ HomDFctf(C)(c∗2F , c!1F)
defines a section u of c!F0RHom(pr∗2F , pr!1F) on C. Similarly the identity defines
a section 1 of δ!F0RHom(pr∗1F , pr!2F) on the diagonal X . We have a canonical iso-
morphism GrF0 RHom(pr∗2F , pr!1F) →
⊕
q RHom(pr∗2GrFq F , pr!1GrFq F) and similarly
for GrF0 RHom(pr∗1F , pr!2F). Since the restriction of the canonical pairing (1.27) on
F0RHom(pr∗2F , pr!1F) ⊗ F0RHom(pr∗1F , pr!2F) is induced by the sum of the canoni-
cal pairings RHom(pr∗2GrFq F , pr!1GrFq F)⊗ RHom(pr∗1GrFq F , pr!2GrFq F)→ KX×X , the
assertion follows.
Remark 2.1.4 ([9]) For a distinguished triangle → F u→ G v→ H w→ of perfect com-
plexes of Λ-modules and endomorphisms f, g, h of F ,G,H compatible with u, v, w, there
is a counterexample to the equality Tr(g) = Tr(f) + Tr(h).
Corollary 2.1.5 Let X be a scheme over k and (F , F ) be an object of DFctf(X).
Then, we have
C(F) =
∑
q
C(GrFq F)
in H0(X,KX).
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Proposition 2.1.6 ([11] The´ore`me 4.4, Corollaire 4.8) Let f : X → Y be a proper
morphism of schemes over k and we consider a commutative diagram
C
(c1,c2)−−−→ X ×X
h
y
yf×f
C ′ −−−→ Y × Y
of schemes over k where the vertical arrows are proper and the horizontal arrows are
closed immersions. Let u : c∗2F → c!1F be a cohomological correspondence. Then we
have
C(f∗F , C ′, h∗u) = f∗C(F , C, u).
In particular, if X is proper over k, we have
Tr(u∗ : H∗(Xk,F)) = Tr C(F , C, u),
where k is a separable closure of k.
By devissage using Lemma 2.1.3 and Proposition 2.1.6, the computation of a char-
acteric class is reduced to the computation of C(j!F) where j : U → X is an open
immersion, U is smooth and the cohomology sheaves HqF are locally constant on
U . We will later compute the characteristic class C(j!F) or rather the difference
C(j!F)− rank F ·C(j!Λ) in terms of the ramification of F along the boundary X \U .
We give an equivalent description of the characteristic class. The canonical isomor-
phism (1.14)
(2.1) H = RHom(pr∗2F , pr!1F) −−−→ F ⊠L DF
induces an isomorphism
(2.2) δ∗H −−−→ F ⊗L DF .
Thus the evaluation map
(2.3) F ⊗L DF −−−→ KX
[11] (2.2.2) induces a map
(2.4) δ∗H −−−→ KX .
If X is smooth of dimension d and if F is a smooth sheaf of free Λ-modules, the map
(2.4) is equal to the composition of
δ∗H = δ∗Hom(pr∗2F , pr∗1F)(d)[2d] = End(F)(d)[2d] Tr−−−→ Λ(d)[2d]→ KX .
If we put H∗ = RHom(pr∗1F , pr!2F), the map (2.4) is the dual of the map ΛX → δ!H∗
corresponding to 1 = u(X, 1).
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Proposition 2.1.7 Let c : C → X × X be a closed immersion and u : c!ΛC → H =
RHom(pr∗2F , pr!1F) be a cohomological correspondence. Let i : C ∩X → X denote the
immersion. Then the characteristic class C(F , C, u) ∈ H0C∩X(X,KX) is equal to the
cohomology class of the composition
(2.5) i!ΛC∩X = δ
∗c!ΛC
δ∗(u)−−−→ δ∗H (2.4)−−−→ KX .
Proof. Let 1 : ΛX → δ!H∗ be the cohomological correspondence defined by the
identity of F . Then the evaluation map (2.4) is equal to the composition of
δ∗H id⊗1−−−→ δ∗H⊗ δ!H∗ (1.7)−−−→ δ!(H⊗H∗) −−−→ δ!KX×X = KX
where the last arrow is induced by the pairing (1.30). Thus the assertion follows from
Lemma 1.3.1.
We define a refinement of the characteristic class for zero-extensions. Let X be a
scheme over k and jU : U → X be an open immersion over k. Let δ : X → X × X
and δU : U → U × U be the diagonal maps. Let F be an object of Dctf(U). We put
H = RHom(pr∗2F , pr!1F) on U×U andH = RHom(pr∗2jU !F , pr!1jU !F) on X×X . Since
H = (jU × 1)!(1× jU)∗H, we have a canonical isomorphism jU !δ∗UH → δ∗H. Thus the
evaluation map e : δ∗UH → KU (2.4) on U induces its zero-extension jU !e : δ∗H → jU !KU .
Definition 2.1.8 Let X be a scheme over k and jU : U → X be an open immersion
over k. Let C be a closed subscheme of X ×X and we consider the cartesian diagram
C =C ∩ (U × U) j−−−→ C
c
y
yc¯
U × U −−−→ X ×X.
We assume C = C ∩ (X × U). Let i¯ : C ∩X → X denotes the closed immersion. Let
F be an object of Dctf(U). Let u : c!Λ→ H be a cohomological correspondence and let
j!u : c¯!Λ→H be the zero-extension. Then, we define the refinement C!(jU !F , C, j!u) ∈
H0
C∩X
(X, jU !KU) of the characteristic class to be the class of the composition
i¯!ΛC∩X = δ
∗c¯!ΛC
δ∗(j!u)−−−−→ δ∗H jU !e−−−→ jU !KU .
If C is the diagonal and u : F → F is an endomorphism, we drop C from the
notation and we write C!(jU !F , j!u) ∈ H0(X, jU !KU). Further, if u is the identity, we
simply write C!(jU !F) and call it the refined characteristic class of jU !F .
It is clear from Proposition 2.1.7 that the characteristic class C(jU !F , C, j!u) ∈
H0
C∩X
(X,KX) is the image of the refinement C!(jU !F , C, j!u) ∈ H0C∩X(X, jU !KU) by
the canonical map H0
C∩X
(X, jU !KU)→ H0C∩X(X,KX).
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We give a compatibility with the pull-back. Let
V
jV−−−→ Y
f
y
yf¯
U
jU−−−→ X
be a cartesian square of schemes over k where the horizontal arrows are open immer-
sions. We assume that U and V are smooth over k and dimU = dimV . By this
assumption, the map (1.9) induces a canonical map
(2.6) f¯ ∗jU !KU = jV !f ∗KU → jV !f !KU = jV !KV
Let c = (c1, c2) : C → U×U be a closed immersion. Let C be the closure of C in X×X
and put C
′
= (f¯ × f¯ )−1C. Then, the map (2.6) induces a map f¯ ∗ : H0
C∩X
(X, jU !KU)→
H0
C
′
∩Y
(Y, jV !KV ).
Proposition 2.1.9 Let the notation be as above and assume that C = C ∩ (X × U).
Let F be an object of Dctf(U) and let u : c∗2F → c!1F be a cohomological correspondence
on C. Let j : C → C and j′ : C ′ = (f × f)−1C → C ′ denote the open immersions.
Then, we have C ′ = C
′ ∩ (Y × V ) and
C!(jV !f
∗F , C ′, j′!(f × f)∗u) = f¯ ∗C!(jU !F , C, j!u)
in H0
C
′
∩Y
(Y, jV !KV ).
Proof. The equality C ′ = C
′ ∩ (Y × V ) is clear from C = C ∩ (X × U). We
put H = RHom(pr∗2F , pr!1F) and H = RHom(pr∗2jU !F , pr!1jU !F) on U × U and on
X × X respectively. We also put H′ = RHom(pr∗2f ∗F , pr!1f ∗F) on V × V and H′ =
RHom(pr∗2jV !f ∗F , pr!1jV !f ∗F) on Y × Y . We consider the commutative diagram
j!u ∈ H0C(X ×X,H)
δ∗X−−−→ H0
C∩X
(X, jU !δ
∗
UH) jU !e−−−→ H0C∩X(X, jU !KU)
(f¯×f¯)∗
y
yf¯∗
yf¯∗
j′!(f × f)∗u ∈H0C′(Y × Y,H
′
)
δ∗
Y−−−→ H0
C
′
∩Y
(Y, jV !δ
∗
VH′) jV !e−−−→ H0C′∩Y (Y, jV !KV ).
By the uniqueness Lemma 1.2.3, we have (f¯ × f¯)∗j!u = j′!(f ×f)∗u. Thus the assertion
follows.
Corollary 2.1.10 If X = U and Y = V , we have
C(f ∗F , C ′, (f × f)∗u) = f ∗C(F , C, u).
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We apply Proposition 2.1.9 to a finite e´tale Galois covering. We keep the notation
in Proposition 2.1.9 and assume that V → U is a finite e´tale Galois covering of Galois
group G. We assume further that C = U is the diagonal and hence u : F → F is
an endomorphism. For σ ∈ G, let Γσ ⊂ V × V be the graph of σ : V → V and let
σ∗ : σ∗f ∗F → (f ◦σ)∗F = f ∗F denote the canonical map. We consider the composition
f ∗(u) ◦ σ∗ : σ∗f ∗F → f ∗F as a cohomological correspondence on f ∗F on the graph
Γσ ⊂ V × V .
Corollary 2.1.11 Let the notation be as in Proposition 2.1.9. We assume that C =
∆U ⊂ U × U and u : F → F is an endomorphism of F . We assume further that
V → U is a finite e´tale Galois covering of Galois group G. For σ ∈ G, let jσ : Γσ → Γσ
be the open immersion to the closure in Y × Y . Then, we have
f¯ ∗C!(jU !F , j!u) =
∑
σ∈G
C!(jV !f
∗F ,Γσ, jσ!(f ∗(u) ◦ σ∗))
in H0(Y, jV !KV ).
Proof. By Proposition 2.1.9, it suffices to show C!(jV !f
∗F , C ′, j′!(f × f)∗u) =∑
σ∈G C!(jV !f
∗F ,Γσ, jσ!(f ∗(u)◦σ∗)). Since V → U is an e´tale Galois covering, we have
(f × f)∗u =∑σ∈G f ∗(u) ◦ σ∗. Since Γσ ⊂ C ′, we have C!(jV !f ∗F , C ′, j′!(f ∗(u) ◦ σ∗)) =
C!(jV !f
∗F ,Γσ, jσ!(f ∗(u) ◦ σ∗)) in H0(Y, jV !KV ) and the assertion follows.
Proposition 2.1.12 We consider a commutative diagram
(2.7) C
 



j
		



















c // U × U
xxqqq
qq
qq
qq
q
jU×jU












U
  
  
  
  
jU
		



















δoo
C
′
g

c¯′ // (X ×X)′
f

X
‖

δ¯′oo
C
c¯ // X ×X Xδ¯oo
of schemes over k. We assume that the horizontal arrows are closed immersions, that
the six slant arrows are open immersions, that the vertial arrows f and g are proper
and that f is an isomorphism on (X × U) ∪ (U × X). We also assume that the four
slant parallelograms are cartesian and C = C ×X×X (X × U).
Let F be an object of Dctf(U). We put H = RHom(pr∗2F , pr!1F) and H∗ =
RHom(pr∗1F , pr!2F) on U × U . We also put H = RHom(pr∗2j!F , pr!1j!F) and H
∗
=
RHom(pr∗1j!F , pr!2j!H) on X ×X.
LetH′ andH∗′ be objects ofDctf((X×X)′) and a : H|U×Y →H′|U×Y and b : H∗|X×V →
H∗′|X×V be isomorphisms such that the unique maps a¯ : H → f∗H′ and b¯ : H∗ → f∗H∗′
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inducing a and b in Proposition 1.3.3.1 are isomorphisms. Let H′ ⊗H∗′ → K(X×X)′ be
a map making the diagram (1.35) commutative.
Let u : c!Λ→H be a cohomological correspondence. Let u¯′ : c¯′!Λ→H
′
and 1¯′ : δ¯′!Λ→
H′∗ be maps making the diagrams (1.33) commutative for d¯ = δ¯ : X → X×X and v = 1.
1. We have
C(j!F , C, j!u) = 〈u¯′, 1¯′〉
in H0(C ∩X,KC∩X) = H0C∩X(X,KX).
2. Further, we regard u¯′ ∈ H0
C
′((X × X)′,H′) and let δ¯′∗ : H0
C
′((X × X)′,H′) →
H0
C
′
∩X
(X, δ¯′∗H′) be the pull-back. Let T˜r : δ¯′∗H′ → KX be the pairing δ¯′∗H′ ⊗ δ¯′!H∗′ →
δ¯′!K(X×X)′ = KX (1.7) induced by H′ ⊗H∗′ → K(X×X)′ evaluated at 1¯′. Then, we have
C(j!F , C, j!u) = T˜r δ¯′∗u¯′
in H0(C ∩X,KC∩X) = H0C∩X(X,KX).
Proof. 1. By Corollary 1.2.4, we have 1 = j!1. Hence, we have C(j!F , C, j!u) =
〈j!u, j!1〉. Since the assumptions in Proposition 1.3.3 are satisfied, we have 〈j!u, j!1〉 =
f∗〈u¯′, 1¯′〉. Since the restriction of f to X is the identity, the assertion follows.
2. We have 〈u¯′, 1¯′〉 = T˜r δ′∗u¯′ by Lemma 1.3.1. Thus, it follows from 1.
2.2 Characteristic class and log blow-up
In this subsection, X denotes a smooth scheme of dimension d over k and D =⋃m
i=1Di ⊂ X denotes a divisor with simple normal crossings. Let U ⊂ X be the
complement of D and j : U → X be the open immersion.
Let (X ×X)′ → X ×X be the blow-up at Di ×Di for i = 1, . . . , m. It is defined
by the product of the ideal sheaves IDi×Di ⊂ OX×X . Let p1, p2 : (X ×X)′ → X be the
projections. For i = 1, . . . , m, let (Di × X)′ be the proper transform of Di × X and
(X ×Di)′ be that of X ×Di. We put D(1)′ =
⋃
i(Di ×X)′ and D(2)′ =
⋃
i(X ×Di)′.
We define open subschemes (U ×X)′ and (X×U)′ of (X×X)′ to be the complements
of D(1)′ and of D(2)′ respectively.
The intersection (X×X)∼ = (U ×X)′∩ (X×U)′ is the maximum open subscheme
of (X × X)′ where p∗1Di = p∗2Di for each i = 1, . . . , m. We obtain a commutative
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diagram
(2.8) (X × U)′
j′2
xxppp
pp
pp
pp
p
(X ×X)∼
k′2
wwppp
pp
pp
pp
pp
k′1oo
(X ×X)′
f

(U ×X)′j
′
1oo
X × U
j2
wwooo
oo
oo
oo
oo
OO
U × U
k2
wwooo
oo
oo
oo
oo
k1oo
j˜
OO
X ×X U ×X.j1oo
OO
All the arrows except the blow-up f : (X ×X)′ → X ×X are open immersions. The
four faces consisting of open immersions are cartesian. The diagonal map δX = δ : X =
∆X → X×X induces the log diagonal map δ′X = δ′ : X = ∆logX → (X×X)∼ ⊂ (X×X)′.
Let F be a locally constant sheaf of free Λ-modules of finite rank on U tamely rami-
fied along D = X \U . We put H0 = Hom(pr∗2F , pr∗1F) andH = RHom(pr∗2F , pr!1F) =
H0(d)[2d] on U × U . We put H = RHom(pr∗2j!F , pr!1j!F) = j1!Rk2∗H = Rj2∗k1!H on
X ×X . We put H˜0 = j˜∗H0 on (X ×X)∼. Here and in the rest of this subsection, the
symbol j∗ for an open immersion j denotes the usual direct image and is not an abbre-
viation of Rj∗. We also put H˜ = H˜0(d)[2d]. The trace map Tr : δ∗UH0 = End(F)→ ΛU
is extended uniquely to a map
(2.9) T˜r : δ′∗H˜0 = j∗End(F) −−−→ ΛX .
We define H′ = j′1!Rk′2∗H˜ = Rj′2∗k′1!H˜ on (X ×X)′.
Definition 2.2.1 Let j : U → X and F on U be as above. Let C be a closed subscheme
of U × U and let C ′ and C˜ = C ′ ∩ (X ×X)∼ be the closures of C in (X ×X)′ and in
(X ×X)∼ respectively.
1. We say that a closed subscheme C ⊂ U × U is non-expanding with respect to X
if we have C˜ = C
′ ∩ (X × U)′.
2. Let C ⊂ U × U be a closed subscheme that is non-expanding with respect to
X. We call the image of the injection Γ(C˜, H˜0|C˜) → Γ(C,H0|C) the tame part of
Γ(C,H0|C) = Hom(c∗2F , c∗1F).
3. Let γ : c∗2F → c∗1F be a map in the tame part. For a cycle class Γ˜ ∈ CHd(C˜),
let u˜ = u˜(Γ˜, γ) ∈ H0
C˜
((X × X)∼, H˜) denote the cup-product of cl(Γ˜) ∈ H0
C˜
((X ×
X)∼,Λ(d)[2d]) with γ ∈ Γ(C˜, H˜0). Let T˜r(δ′∗γ) ∈ Γ(C˜ ∩ X,Λ) denote the image of
δ′∗γ ∈ Γ(C˜ ∩X, H˜0) by the map induced by T˜r (2.9).
If a closed subscheme C ⊂ U × U is non-expanding with respect to X , the closure
C ⊂ X × X of C satisfies C ∩ (X × U) = C˜ ∩ (X × U) = C. For Γ˜ ∈ CHd(C˜) and
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γ : c∗2F → c∗1F in the tame part, the element u˜ = u˜(Γ˜, γ) ∈ H0C˜((X × X)∼, H˜) is an
extension of u = u(Γ, γ) ∈ H0C(U × U,H) defined by (1.15).
The following lemma gives an example of a non-expanding closed subscheme.
Lemma 2.2.2 ([16] Proposition 1.1.6) Let j : U → X be as above. We consider a
cartesian diagram
(2.10)
U −−−→ Xy
yf
V −−−→ Y
of morphisms of schemes over k. We assume V is the complement of a Cartier divisor
B of Y . Then, the closed subscheme C = U ×V U ⊂ U × U is non-expanding with
respect to X.
In the tame case, the characteristic class is computed as follows.
Proposition 2.2.3 Let the notation be as above. Let F be a smooth Λ-sheaf on U =
X \ D tamely ramified along D. Let C ⊂ U × U be a closed subscheme that is non-
expanding with respect to X and C ⊂ X ×X, C ′ ⊂ (X ×X)′ and C˜ ⊂ (X ×X)∼ be
the closures.
1. The restriction map
(2.11) H0
C
′((X ×X)′,H′)→ H0
C˜
((X ×X)∼, H˜)
is an isomorphism.
2. Let γ : c∗2F → c∗1F be an element in the tame part Γ(C˜, H˜0|C˜) ⊂ Γ(C,H0|C) =
Hom(c∗2F , c∗1F). Let Γ˜ ∈ CH0(C˜) be an algebraic cycle class and Γ ∈ CH0(C) be the
restriction. Then, we have
(2.12) C(j!F , C, j!u(Γ, γ)) = cl(Γ˜,∆logX )(X×X)∼ · T˜r δ′∗γ
in H2d
C∩X
(X,Λ(d)) = H0
C∩X
(X,KX). The right hand side is the product of the class
cl(Γ˜,∆logX )(X×X)∼ ∈ H0C∩X(X,KX) of the intersection product and T˜r δ′∗γ ∈ Γ(C∩X,Λ)
defined in Definition 2.2.1.3.
Proof. 1. Since C
′ ∩ (X × U)′ = C˜, we have an isomorphism
H0
C
′((X ×X)′,H′) = H0
C
′((X ×X)′, Rj′2∗k′1!H˜)
→ H0
C
′
∩(X×U)′
((X × U)′, k′1!H˜) = H0C˜((X ×X)∼, H˜)
as in (1.22).
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2. Similarly as H′ = j′1!Rk′2∗j˜∗H0(d)[2d], we put H∗0 = Hom(pr∗1F , pr∗2F) on U ×U ,
H˜∗ = j˜∗H∗0(d)[2d] on (X × X)∼, and H′∗ = j′2!Rk′1∗H˜∗ = Rj′1∗k′2!H˜∗ on (X × X)′.
By 1, we regard u˜(Γ˜, γ) ∈ H0
C˜
((X × X)∼, H˜) and u˜(X, 1) ∈ H0X((X × X)∼, H˜∗′) as
elements of H0
C
′((X × X)′,H′) and H0X((X × X)′,H∗′) respectively. We consider a
pairing H′ ⊗ H′∗ = (j′1k′2)!(j˜∗H0 ⊗ j˜∗H∗0)(2d)[4d] → K(X×X)′ induced by the pairing
H0 ⊗H∗0 → ΛU×U : a⊗ b 7→ Tr(b ◦ a).
By Lemma 2.2.4 below, the assumptions in Proposition 2.1.12 are satisfied. We
claim that the map T˜r : δ¯′∗H′ = j∗End(F)(d)[2d] → KX = ΛX(d)[2d] in Proposition
2.1.12.2 is induced by the map T˜r defined in (2.9). On U , it is shown in the proof
of Proposition 2.1.7. Since the map T˜r : δ′∗H˜0 = j∗End(F) → ΛX is the unique map
extending Tr: δ∗H0 = End(F) → ΛU , it induces the map T˜r : δ¯′∗H′ → KX . Thus,
applying Proposition 2.1.12.2, we obtain C(j!F , C, j!u) = T˜r δ′∗u˜(Γ˜, γ) = δ′∗(cl(Γ˜)) ·
T˜r δ′∗γ. By the compatibility (1.11), we have δ′∗(cl(Γ˜)) = cl(Γ˜,∆logX )(X×X)∼ . Thus the
assertion follows.
Lemma 2.2.4 (cf. [8], [17], [16] Lemma 2.2.1) The canonical maps H → f∗H′ and
H∗ → f∗H∗′ are isomorphisms.
Proof. It suffices to show that the stalk of f∗H′ is 0 at an arbitrary geometric point of⋃
iDi×Di. Let x ∈
⋃
iDi×Di and D1, . . . , Dm be the components of D. Then, since
the question is e´tale local and since it is reduced to the case where Λ is a field, we may
assume F is the tensor product F1 ⊗ · · · ⊗ Fm where Fi is the extension by zero of a
smooth sheaf of rank 1 on the complement X \Di for each i = 1, . . . , r.
Let (X × X)′i be the blow-up of X × X at Di × Di. Then, (X × X)′ is the fiber
product of (X ×X)′i over X ×X . Hence, by the Ku¨nneth formula, it is reduced to the
case r = 1 and D = D1.
The fiber of (X ×X)∼ ⊂ (X ×X)′ → X ×X at a point in D1 ×D1 is isomorphic
to Gm ⊂ P1 and the restriction of H0 to Gm is smooth and is tamely ramified along
0 and ∞. Hence, by the proper base change theorem, it is reduced to showing that
Hq(A1
k
, j!G) = 0 for q = 0, 1, 2 for a smooth sheaf G on Gm tamely ramified at 0 and
∞ where j : Gm → A1 is the open immersion.
It is clear for q = 0 and follows by duality for q = 2. The smooth sheaf G is
trivialized by the covering [m] : Gm → Gm for an integer m invertible in k. Thus,
the case q = 1 is reduced to the case where G is constant. Hence it follows from the
acyclicity of A1.
We put CU = (−1)dcd(Ω1X/k(logD)) ∈ H2d(X,Zℓ(d)). Since the conormal sheaf
NX/(X×X)∼ is canonically isomorphic to Ω
1
X/k(logD), we have CU = (∆
log
X ,∆
log
X )(X×X)∼ .
Corollary 2.2.5 1. Assume that F is tamely ramified along D and that C = U
is the diagonal. Then every endomorphism of F is in the tame part and we have
EndU(F)∼ = EndU(F). For an endomorphism γ ∈ EndU(F), we have
C(j!F , j!γ) = Tr γ · CU
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in H2d(X,Λ(d)). In particular, for F = Λ and γ = id, we have
C(j!Λ) = CU .
2. Assume C is non-expanding and is of dimension d. Then, we have
(2.13) C(j!Λ, C, u(C, 1)) = (C˜,∆
log
X )(X×X)∼ .
If X is proper, taking the trace of (2.13), we recover the Lefschetz trace formula
Tr(C∗, H∗c (Uk,Λ)) = Tr(C˜,∆
log
X )(X×X)∼
for an open variety [16] Theorem 2.3.4. In particular, if C = U , we have
χc(U) = deg CU = deg (∆
log
X ,∆
log
X )(X×X)∼ .
3 Characteristic class and Swan class
In this section, ℓ denotes a prime number invertible on a noetherian scheme X and E
denotes a finite extension of Qℓ. Let O be the integer ring of E and F = O/λ be the
residue field of E. For a constructible E-sheaf F on X , FO denotes an O-lattice and
Fn denotes the reduction FO ⊗O O/λn. We put F = F1.
For a constructible E-sheaf F on a scheme X over k and a cohomological correspon-
dence u on C ⊂ X ×X , the characteristic class C(F , C, u) ∈ H0(X,KX) is defined as
C(Fn, C, un)n ∈ lim←−nH
0(X,Rf !O/λn) ⊗O E. It inherits the properties established in
the previous section for torsion coefficients. For a smooth E-sheaf F on a smooth dense
open subscheme U ⊂ X , we will prove that the difference C(j!F)− rank F · C(j!E) is
given by the Swan class Sw(F) defined in [16], under a certain assumption formulated
using a notion introduced in §3.1. The definition of the Swan class Sw(F) will be
recalled in §3.2.
3.1 ℓ-adic sheaves potentially of Kummer type
Definition 3.1.1 Let X be a scheme and U ⊂ X be an open subscheme.
1. Let Di ⊂ X, i ∈ I be a finite family of Cartier divisors such that U ∩Di = ∅ for
each i ∈ I. Then, we say a locally constant constructible sheaf F of sets on U is of
Kummer type with respect to Di, i ∈ I if the following condition is satisfied.
(Kum) For each x ∈ X, there exist an e´tale neighborhood W → X of x, bases ti of
the invertible ideals O(−Di)|W and an integer m invertible on W such that the
pull-back of F is constant on U ×X W [Ti, i ∈ I]/(Tmi − ti, i ∈ I).
We say that a finite e´tale scheme V over U is of Kummer type with respect to
Di, i ∈ I if the locally constant sheaf on U represented by V is of Kummer type with
respect to Di, i ∈ I.
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2. We say that a locally constant constructible sheaf F of sets on U is of Kummer
type with respect to X if there exists a finite family of Cartier divisors Di ⊂ X, i ∈ I
such that F is of Kummer type with respect to Di, i ∈ I. We say that a smooth E-sheaf
F on U is of Kummer type with respect to X if there exists a finite family of Cartier
divisors Di ⊂ X, i ∈ I such that Fn is of Kummer type with respect to Di, i ∈ I for
every n ≥ 0.
3. We say that a smooth E-sheaf F on U is potentially of Kummer type with respect
to X if there exists a cartesian diagram
V −−−→ Y
f
y
yf¯
U −−−→ X
satisfying the following properties: The map f¯ : Y → X is proper surjective, f : V → U
is finite e´tale and f ∗F is of Kummer type with respect to Y .
For a geometric point x¯ of a normal noetherian scheme X , let Xx¯ be the strict
localization of X at x¯ and let Ix¯ = π1(U ×X Xx¯, η¯x) be the inertia group at x¯ where η¯x¯
is a geometric point of Ux¯ = U ×X Xx¯.
Lemma 3.1.2 Let X be a normal noetherian scheme and U ⊂ X be an open sub-
scheme. We consider the following conditions on a locally constant constructible sheaf
F of sets on U .
(1) F is of Kummer type with respect to X.
(2) For each geometric point x¯ of X, the image of Ix¯ → Aut(Fη¯x¯) is a finite abelian
group of order invertible at x¯.
(3) For each geometric point x¯ of X such that OX,x¯ is a discrete valuation ring, the
image of Ix¯ → Aut(Fη¯x¯) is a finite group of order invertible at x¯.
Then, we have (1) ⇒ (2) ⇒ (3).
If X is a regular noetherian scheme and U is the complement of a divisor with
simple normal crossings, then the three conditions (1), (2) and (3) are equivalent.
Proof. (1) ⇒ (2) Let F be a locally constant constructible sheaf of sets on U that
is of Kummer type with respect to Di, i ∈ I. Let the notation be as in the condition
(Kum) and take a geometric point x¯ above x. We define a map
(3.1) Ix¯ →
∏
i∈I
µm
by sending σ to (σ( m
√
ti)/
m
√
ti)i. Then the image Ix¯ → Aut(Fη¯x¯) is a quotient of the
image of Ix¯ →
∏
i µm.
(2) ⇒ (3) Clear.
(3) ⇒ (1) We assume X is regular and D = X \ U is a divisor with simple normal
crossings. Then F is of Kummer type with respect to the family Di, i ∈ I of the
irreducible components of D by [18] Proposition 5.2 (Lemme d’Abhyankhar absolu).
25
Corollary 3.1.3 Let X be a normal scheme over k and U ⊂ X be a dense open
subscheme smooth over k. If dimX ≤ 2, an arbitrary smooth E-sheaf F on U is
potentially of Kummer type with respect to X.
Proof. Clear from Lemma 3.1.2 and the strong resolution of singularities for sur-
faces.
Remark. Let U ⊂ X be a dense open subscheme of a normal scheme X over k and
F be a locally constant constructible sheaf of sets on U . We consider the following
conditions:
(1′) There exists a proper modification X ′ → X such that F is of Kummer type with
respect to X ′.
(2′) For each geometric point x¯ of X , the image of the inertia Ix¯ → AutFx¯ has order
invertible in k.
Kato has told the authors that (2′) implies (1′). For the other implication, there is a
counterexample.
We consider a geometric construction generalizing the log blow-up studied in the
previous section. Assume k is perfect and let Y be a normal scheme over k. Let
V ⊂ Y be an open subscheme and j : V → Y denote the open immersion. Let Di, i ∈ I
be a finite family of Cartier divisors of Y such that V ∩ Di = ∅. Let (Y × Y )′ be
the blow-up of Y × Y at Di × Di for each i ∈ I, (Y × Y )′ be its normalization and
let p1, p2 : (Y × Y )′ → Y denote the projections. Let (Y × Y )∼ ⊂ (Y × Y )′ be the
maximum open subscheme where p∗1Di = p
∗
2Di for each i ∈ I. Let j˜ : V ×V → (Y ×Y )∼
denote the open immersion.
We consider an endomorphism g : Y → Y such that g−1(V ) = V . Let Y˜g ⊂ Y be the
maximum open subscheme where Di = g
∗Di for each i ∈ I. Then, by the universality of
blow-up and by the assumption that Y is normal, the immersion γ = (1, g) : Y → Y ×Y
induces an immersion γ˜ : Y˜g → (Y × Y )∼. If g is the identity of Y , we obtain an
immersion δ˜ : Y = Y˜id → (Y × Y )∼. Thus, we have a commutative diagram
(3.2)
V
γ−−−→ V × V δ←−−− V
jg
y j˜
y
yj
Y˜g
γ˜−−−→ (Y × Y )∼ δ˜←−−− Y.
For a geometric point y¯ of Y , let Yy¯ denote the strict localization. Taking a geometric
point η¯ of Vy¯ = V ×Y Yy¯, we define the inertia group by Iy¯ = π1(Vy¯, η¯).
Proposition 3.1.4 Let the notation be as above. Let F and G be locally constant
constructible sheaves of sets on V of Kummer type with respect to Di, i ∈ I and put
H = Hom(pr∗2G, pr∗1F) on V × V .
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1. The base change map
(3.3) γ˜∗j˜∗H −−−→ jg∗γ∗H
is an isomorphism.
2. Let y ∈ Y˜g \ V be a point such that δ˜(y) = γ˜(y). Let y¯ be a geometric point
above y and let Iy¯ = π1(Vy¯, η¯) be the inertia group where η¯ is a geometric point of Vy¯ =
V ×Y Yy¯. We identify (j∗δ∗H)y¯ = (j∗Hom(G,F))y¯ = HomIy¯(Gη¯,Fη¯) and (jg∗γ∗H)y¯ =
(jg∗Hom(g∗G,F))y¯ = HomIy¯(g∗Gη¯,Fη¯). Let m be an integer satisfying the property in
the condition (Kum) for the sheaves F and G.
We define ui ∈ O×Y,y¯ by g∗(ti) = uiti for each i ∈ I. Then, we have ui(y¯) = 1. Let
vi ∈ O×Y,y¯ be the unique m-th root of ui such that vi(y¯) = 1 for each i ∈ I. Let g¯ : η¯ → η¯
be a map compatible with g : V → V and assume g¯∗( m√ti) = vi m
√
ti for each i ∈ I. Let
g¯∗ : g∗Gη¯ = g¯∗(Gη¯)→ Gη¯ be the induced isomorphism. Then the diagram
(3.4)
(j˜∗H)δ˜(y¯) −−−→ (j∗δ∗H)y¯ = HomIy¯(Gη¯,Fη¯)∥∥∥
y
(j˜∗H)γ˜(y¯) −−−→ (jg∗γ∗H)y¯ =HomIy¯(g∗Gη¯,Fη¯)
is commutative, where the horizontal arrows are the isomorphisms (3.3) and the right
vertical arrow is induced by the isomorphism g¯∗ : g∗Gη¯ → Gη¯.
Proof. 1. It is sufficient to show that the map (j˜∗H)γ˜(y¯) → (jg∗γ∗H)y¯ is an isomor-
phism for each geometric point y¯ of Y˜g \V . Let η¯ be a geometric point of Vy¯ = V ×Y Yy¯
where Yy¯ is the strict localization. Let Iy¯ = π1(Vy¯, η¯), Iγ˜(y¯) = π1((V × V )γ(y¯), γ˜(η¯))
and Ig(y¯) = π1(Vg(y¯), g(η¯)) be the inertia groups. We regard the Iy¯-set Fη¯ as an Iγ˜(y¯)-
set by the map p1∗ : Iγ˜(y¯) → Iy¯. We also regard the Ig(y¯)-set Gg(η¯) as an Iγ˜(y¯)-set and
an Iy¯-set by the maps p2∗ : Iγ˜(y¯) → Ig(y¯) and by g∗ : Iy¯ → Ig(y¯). Then, the stalks
(j˜∗H)γ˜(y¯) and (jg∗γ∗H)y¯ are naturally identified with the sets HomIγ˜(y¯)(Gg(η¯),Fη¯) and
HomIy¯(Gg(η¯),Fη¯) respectively. Since p1∗ ◦ γ˜∗ = id and p2∗ ◦ γ˜∗ = g∗, it suffices to show
that the images of Iy¯ and of Iγ˜(y¯) by the compositions
Iy¯
γ˜∗−−−→ Iγ˜(y¯) (p1∗,p2∗)−−−−−→ Iy¯ × Ig(y¯) −−−→ Aut(Fη¯)× Aut(Gg(η¯))
are the same.
Take a basis ti of O(−Di) for each i ∈ I at y¯ and an integer m invertible at y such
that the image of Iy¯ → Aut(Fη¯) is a quotient of the image of the map t : Iy¯ → M =∏
i∈I µm (3.1). We also take a basis si of O(−Di) for each i at g(y) such that the image
of Ig(y¯) → Aut(Gg(η¯)) is a quotient of the image of s : Ig(y¯) → M =
∏
i∈I µm. Since y¯
is a geometric point of (Y × Y )∼, there exists a unit ui on a neighborhood of y¯ such
that g∗(si) = uiti for each i ∈ I. Since the m-th roots of ui define an e´tale covering,
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we have a commutative diagram
Iγ˜(y¯)
(p1∗,p2∗)−−−−−→ Iy¯ × Ig(y¯)y
yt×s
M
∆−−−→ M ×M.
Since the map γ˜∗ : Iy¯ → Iγ˜(y¯) is a section of p1∗ : Iγ˜(y¯) → Iy¯, both Image(Iy¯ →M ×M)
and Image(Iγ˜(y¯) → M ×M) are equal to ∆(Image t : Iy¯ → M). Thus the assertion is
proved.
2. The assertion is e´tale local. We may assume there exists a basis ti of O(−Di) for
each i ∈ I and G is trivialized by the e´tale covering W = V [Ti, i ∈ I]/(Tmi −ti, i ∈ I)→
V . Thus, it is reduced to the case where G is the locally constant sheaf represented by
the e´tale covering W → V .
Let u˜i ∈ Γ((Y × Y )∼, O×) be the unit defined by the equation 1 ⊗ ti = u˜i(ti ⊗ 1).
Since γ˜(y) = δ˜(y), we have ui(y) = u˜i(γ˜(y)) = u˜i(δ˜(y)) = 1. Hence there exists a
unique unit v˜i ∈ Γ((Y × Y )∼y¯ , O×) on the strict localization such that v˜mi = u˜i and
v˜i(y¯) = 1. Then, by sending 1⊗Ti to v˜i(Ti⊗1), we obtain an isomorphism p∗2G → p∗1G.
The pull-back of this isomorphism by γ defines an isomorphism g∗G → G. The diagram
(3.4) is commutative if we define the right vertical arrow to be that induced by this
isomorphism g∗G → G.
On the other hand, we have ui = γ˜
∗(u˜i) and hence vi = γ˜
∗(v˜i) for each i ∈ I. By
the assumption g¯∗( m
√
ti) = vi
m
√
ti for each i ∈ I, the map g¯∗ : g∗Gη¯ → Gη¯ is also induced
by the isomorphism g∗G → G defined above. Thus the assertion follows.
We apply Proposition 3.1.4 to the following situation. We consider a cartesian
diagram
(3.5)
V −−−→ Y
f
y
yf¯
U −−−→ X
of normal schemes over a perfect field k satisfying the following conditions. The hori-
zontal arrows are open immersions with dense images. The map f : V → U is a finite
e´tale Galois covering of Galois group G. The map f¯ : Y → X is proper and the action
of G on V is extended to an action on Y over X .
Let Di ⊂ Y, i ∈ I be a finite family of Cartier divisors of Y such that V ∩Di = ∅ for
each i ∈ I. Let F be a smooth E-sheaf on U and put FV = f ∗F on V . We assume that
FV is of Kummer type with respect to Di, i ∈ I. We put H = Hom(pr∗2FV , pr∗1FV ) on
V × V .
For σ ∈ G, applying the construction of the diagram (3.2) to the map σ : V → V ,
we obtain an open immersion jσ : V → Y˜σ and an immersion γ˜σ : Y˜σ → (Y × Y )∼.
We identify δ∗H = End(FV ) and γ∗H = Hom(σ∗FV ,FV ). Let y ∈ Y˜σ \ V be a point
satisfying γ˜σ(y) = δ˜(y) and y¯ be a geometric point above y. The base change maps
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induce isomorphisms
(3.6) (jσ∗Hom(σ∗FV ,FV ))y¯ ←−−− j˜∗Hy¯ −−−→ (j∗End(FV ))y¯
by Proposition 3.1.4.1.
We recall the definition of the Brauer trace. Recall that F is the residue field
of an ℓ-adic field E. For an automorphism a of an F -vector space M of dimension
n, the Brauer trace TrBr(a : M) ∈ E is defined as follows. Let det(T − a : M) =
(T − α1) · · · (T − αn) ∈ F [T ] be the eigenpolynomial of a and let α˜1, . . . , α˜n ∈ Eur be
the Teichmu¨ller liftings of α1, . . . , αn. Then the Brauer trace Tr
Br(a : M) is defined to
be the sum α˜1 + · · ·+ α˜n.
Corollary 3.1.5 Let the notation be as above. Assume that the pull-back FV = f ∗F
is of Kummer type with respect to Di, i ∈ I. Assume further that the reduction FV
mod λ is constant and let M denote the corresponding F -representation of G.
Let σ ∈ G be an element of order prime to ℓ. We regard the canonical map
σ∗ : σ∗FV = σ∗f ∗F → (f ◦ σ)∗F = f ∗F = FV as a section of jσ∗Hom(σ∗FV ,FV ).
Let y ∈ Y˜σ \ V be a point such that γ˜σ(y) = δ˜(y) and y¯ be a geometric point above y.
Let T˜ry¯ : (jσ∗Hom(σ∗FV ,FV ))y¯ → E be the composition of
(jσ∗Hom(σ∗FV ,FV ))y¯ (3.6)−−−→ (j∗End(FV ))y¯ Tr−−−→ E.
Then, we have
T˜ry¯(σ
∗) = TrBr(σ : M).
Proof. We put x¯ = f¯(y¯) and take a geometric point η¯ of Vy¯. Let Ix¯ = π1(Ux¯, η¯) be
the inertia group. Then, the element σ ∈ G is in the image of the natural map Ix¯ → G.
By the assumption that the order of σ is prime to ℓ, we may take an inverse image
σ¯ ∈ Ix¯ such that the pro-order of σ¯ is prime to ℓ. The map σ¯ : η¯ → η¯ is compatible
with σ : V → V .
We take an basis ti of O(−Di) for each i ∈ I. Since FV is constant, the image
of π1(V, η¯) → Aut(FV,n,η¯) is of order a power of ℓ for each n ≥ 0. Thus, in the
condition (Kum) for Fn, we may take a power of ℓ as an integer m. By the assumption
δ˜(y) = γ˜σ(y), we have σ(ti)/ti = 1 at y. Since σ¯ is of pro-order prime to ℓ, for each
i ∈ I and a power m of ℓ, we have σ¯( m√ti)/ m
√
ti = 1 at y¯. Thus by Proposition
3.1.4.2, the composition (jσ∗Hom(σ∗FV ,FV ))y¯ → (j∗End(FV ))y¯ is induced by the map
σ¯∗ : σ∗FV,η¯ → FV,η¯. Hence T˜ry¯(σ∗) is equal to Tr(σ¯∗ : Fη¯). Since the pro-order of σ¯
is prime to ℓ, the action of σ¯∗ on Fη¯ is of finite order prime to ℓ. Thus, we have
Tr(σ¯∗ : Fη¯) = TrBr(σ : M).
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3.2 Review on the Swan class
We briefly recall the definition of the Swan class [16]. First, we recall the definition of
the Swan character class. Assume k is perfect and we consider a cartesian diagram
(3.7)
V −−−→ Y
f
y
yf¯
U −−−→ X
of schemes over k. We assume that the horizontal arrows are open immersion, that
f¯ : Y → X is proper, and f : U → V is a finite e´tale Galois covering of smooth schemes
of dimension d. Let G be the Galois group Gal(V/U). By alteration [4] (cf. [16] Lemma
3.2.1), one can construct a diagram
(3.8) W
g

// Z
g¯









V
f

// Y
f¯

X ′
  B
BB
BB
BB
B
U //
==||||||||
X
of schemes over k satisfying the following properties.
(3.8.1) U is the complement of a Cartier divisor B of X ′ and the map X ′ → X is an
isomorphism on U .
(3.8.2) Z is smooth over k and W is the complement of a divisor with simple normal
crossings.
(3.8.3) The map g¯ : Z → Y is proper, surjective and generically finite. The squares are
cartesian.
We define the log blow-up (Z×Z)′, its open subscheme (Z×Z)∼ = (W ×W )′ and
the log diagonal map Z = ∆logZ → (Z × Z)∼ = (W ×W )′ as in §2.2.
Let (X ′×X ′)′ be the blow-up of X ′×X ′ at B×B and p1, p2 : (X ′×X ′)′ → X ′ be
the projections. Let (X ′×X ′)∼ be the maximum open subscheme of (X ′×X ′)′ where
p∗1B = p
∗
2B. Let (Z ×X′ Z)∼ be the inverse image of the diagonal X ′ → (X ′×X ′)∼ by
the map (Z × Z)∼ → (X ′ ×X ′)∼.
For an element σ ∈ G, let Γσ denote the graph of σ. We consider the Gysin map
(g × g)! : CHd(V ×U V \∆V ) =
⊕
σ 6=1,σ∈G Z · [Γσ]→ CHd(W ×U W \W ×V W ) in the
intersection theory [10]. For σ 6= 1, the Swan character class sV/U(σ) ∈ CH0(Y \ V )Q
is defined as the intersection product
sV/U(σ) = − 1
[W : V ]
g¯∗(Γ,∆
log
Z )(Z×Z)∼
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by taking a lifting Γ ∈ CHd((Z×X′Z)∼\W×V W ) of (g×g)!Γσ ∈ CHd(W×UW \W×V
W ). For σ = 1, sV/U(σ) ∈ CH0(Y \ V )Q is defined by requiring
∑
σ∈G sV/U(σ) = 0.
The following basic facts are proved in [16].
Lemma 3.2.1 1. ([16] Proposition 3.2.2) The 0-cycle class sV/U (σ) ∈ CH0(Y \ V )Q
is independent of the choice of Z,W and X ′.
Let h : Y ′ → Y be a proper birational morphism inducing the identity on V . Then,
we have h∗sV/U(σ) = sV/U(σ).
2. ([16] Lemma 1.1.3, 3.3.2) Assume the order of σ is not a power of p and let
C ⊂ (Z ×X′ Z)∼ be the closure of the inverse image C = (g × g)−1(Γσ) of the graph
Γσ ⊂ V ×UV of σ. Then, there exists a diagram (3.8) such that the intersection C∩∆logZ
is empty and hence sV/U(σ) = 0.
We consider an open immersion U → X of schemes over k. We assume U is smooth
of dimension d. For a smooth E-sheaf F on U , the naive Swan class is defined as
follows. We take a finite e´tale Galois covering V → U of Galois group G, trivializing
the reduction F modulo λ. Let M be the F -representation of G corresponding to F .
We take a cartesian diagram (3.7) such that f¯ : Y → X is proper. Let G(p) denote the
subset of G consisting of elements of order a power of p. Then, the naive Swan class
Swnaive(F) ∈ CH0(X \ U)E is defined by
Swnaive(F) = 1|G|
∑
σ∈G(p)
f¯∗sV/U(σ)Tr
Br(σ : M)
where TrBr denotes the Brauer trace. The naive Swan class Swnaive(F) lies in fact in
CH0(X \ U)E0 where E0 = E ∩ Q(ζp∞). The Swan class Sw(F) ∈ CH0(X \ U)Q is
defined to be 1
[E0:Q]
TrE0/QSw
naive(F). They are conjectured to be the same and known
to be equal if dimX ≤ 2 [16] Lemma 4.2.3.2. It is also proved in the proof of Theorem
4.3.14 in loc. cit. that deg Sw(F) = deg Swnaive(F), if X is proper.
3.3 The characteristic class and the Swan class
Now, we state and prove the main result of this section.
Theorem 3.3.1 Let X be a scheme over a perfect field k and j : U → X be an open
immersion. We assume U is smooth of dimension d. Let F be a smooth E-sheaf on
U .
1. Let f : V → U be a finite e´tale Galois covering trivializing the reduction F mod
λ. Let
(3.9)
V
jV−−−→ Y
f
y
yf¯
U
j−−−→ X
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be a cartesian diagram of schemes over k where f¯ : Y → X is proper. Let G =
Gal(V/U) be the Galois group and M be the F -representation of G corresponding to
F . Then, if FV = f ∗F is of Kummer type with respect to Y , we have
(3.10) C(jV !FV ,Γσ, σ∗) = −sV/U(σ)TrBr(σ : M)
for σ ∈ G, 6= 1. If the order of σ is not a power of p, the both sides are 0.
2. Assume F is potentially of Kummer type with respect to X. Then, we have
(3.11) C(j!F) = rank F · C(j!E)− SwnaiveF
in H0(X,KX).
Proof. 1. First, we show that we may assume the additional conditions (3.9.1)-
(3.9.5) below are satisfied. By Proposition 2.1.6 and Lemma 3.2.1, we may replace X
and Y by proper modifications. By replacing X by a blow-up, we may assume that
U is the complement of a Cartier divisor B. By replacing Y by the closure of the
image of the immersion (σ)σ∈G : V → (
∏
σ∈G)XY , we may assume the action of G on
V is extended to an action on Y . Let Di, i ∈ I be a finite family of Cartier divisors
of Y with respect to which FV is of Kummer type. By replacing it by the family
σ(Di), (i, σ) ∈ I ×G, we may assume the family Di, i ∈ I is stable under the G-action.
Further, by replacing Y by the blow-up by the intersections Di ∩Dj , we may assume
that O(−Di) +O(−Dj) is an invertible ideal for each i, j ∈ I. Replacing X and Y by
the normalizations, we may assume X and Y are normal. Thus we may assume the
following conditions are satisfied.
(3.9.1) U ⊂ X is the complement of a Cartier divisor B.
(3.9.2) The action of G on V over U is extended to an action on Y over X .
(3.9.3) FV is of Kummer type with respect to a family Di, i ∈ I of Cartier divisors and
the family Di, i ∈ I is stable under the G-action.
(3.9.4) X and Y are normal.
(3.9.5) O(−Di) +O(−σ∗Di) is an invertible ideal for each i ∈ I and σ ∈ G.
Let (Y × Y )′ be the normalization of the blow-up of Y × Y at Di ×Di, i ∈ I as in
§3.1. Let (Y × Y )∼ ⊂ (Y × Y )′ be the maximum open subscheme where p∗1Di = p∗2Di
for each i ∈ I and j˜V : V ×V → (Y ×Y )∼ be the open immersion. The closed immersion
γ = (1, σ) : Y → Y × Y is uniquely lifted to a closed immersion γ˜ : Y → (Y × Y )′, by
the condition (3.9.5), by the universality of blow-up and the by the assumption that
Y is normal. The intersection Y˜σ = Y ∩ (Y × Y )∼ is the maximum open subscheme
where Di = σ
∗Di for each i ∈ I and jσ : V → Y˜σ be the open immersion.
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We take an alteration
(3.12)
W
jW−−−→ Z
g
y
yg¯
V
jV−−−→ Y
satisfying the following properties.
(3.12.1) The diagram is cartesian.
(3.12.2) The map g : Z → Y is proper, surjective and generically finite.
(3.12.3) Z is smooth over k and W is the complement of a divisor E =
⋃
j∈J Ej with
simple normal crossings.
We consider the smooth E-sheaf FW = (f ◦ g)∗F on W , the closed subscheme
C = (g× g)−1(Γσ) ⊂W ×W and the pull-back of the map σ∗ : σ∗FV → FV on C. We
show that they satisfy the assumptions in Proposition 2.2.3. Let (Z ×Z)∼ ⊂ (Z ×Z)′
be the log blow-up as in §2.2. Since F is constant on V , the sheaf FW is tamely ramified
along Z \W . By Lemma 2.2.2, the subscheme W ×U W ⊂ W ×W is non-expanding
with respect to Z. Hence its closed subscheme C is also non-expanding with respect to
Z. Let C˜ denote the closure of C in (Z × Z)∼. We put H = Hom(pr∗2FV , pr∗1FV ) on
V ×V . We consider the closed immersions γ : V → V ×V and γ˜ : Y˜σ → (Y ×Y )∼. By
Proposition 3.1.4 and by the assumption that FV is of Kummer type, the restriction
map Γ(Y˜σ, (j˜V ∗H)|Y˜σ)→ Γ(V, γ∗H) is an isomorphism. By the commutative diagram
Γ(Y˜σ, (j˜V ∗H)|Y˜σ) = Γ(V, γ∗H)= HomV (σ∗F ,F) ∋ σ∗y
y
Γ(C˜, (j˜V ∗H)|C˜) ⊂ Γ(C,H|C),
the image of σ∗ in Γ(C,H|C) lies in the tame part Γ(C˜, (j˜V ∗H)|C˜). Thus the reductions
Fn satisfy the assumptions in Proposition 2.2.3. By applying it to Fn and taking the
limit, we obtain
C(jW !FW ,Γσ, σ∗) = cl((g × g)!Γσ,∆logW )(W×W )′ · T˜r δ′∗σ˜
for σ ∈ G.
If the order of σ is not a power of p, the intersection C˜ ∩∆logZ is empty and hence
the both sides in (3.10) are 0 by Lemma 3.2.1.2. If the order of σ is a power of p, we
have T˜r δ′∗σ˜ = TrBr(σ : M) by Corollary 3.1.5 since FV is assumed of Kummer type.
Thus (3.10) follows from the definition of the Swan character class.
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2. We take a commutative diagram (3.9) as in 1 such that the pull-back FV is of
Kummer type with respect to Y . Applying Lemma 1.2.5 to the reductions Fn and
taking the limit, we obtain
f ∗(C(j!F)− rankF · C(j!E)) =
∑
σ∈G
(C(jV !FV ,Γσ, σ∗)− rankF · C(jV !E,Γσ, 1)).
By 1, the right hand side is equal to
−
∑
σ∈G(p), 6=1
sV/U(σ) · (TrBr(σ : M)− rankF) = −
∑
σ∈G(p)
sV/U(σ) · TrBr(σ : M).
Thus, taking f∗, we obtain
|G|(C(j!F)− rankF · C(j!E)) = −
∑
σ∈G(p)
f∗sV/U(σ) · TrBr(σ : M)
= −|G|SwnaiveF .
We recover the following main result of [16].
Corollary 3.3.2 ([16] Theorem 4.2.9) For a smooth E-sheaf F on U , we have
(3.13) χc(U,F) = rank F · χc(U,E)− deg SwF .
Proof. Since deg SwF = deg SwnaiveF , it suffices to show
χc(U,F) = rank F · χc(U,E)− deg SwnaiveF
for a smooth F -sheaf F on U . By Brauer induction, we may assume the rank of F is 1.
Let χ¯ : π1(U)
ab → F× be the character corresponding to F and let χ : π1(U)ab → E×
be its Teichmu¨ller lifting. Then, the order of χ is finite and the corresponding smooth
E-sheaf Fχ on U is potentially of Kummer type. Thus, it suffices to take the trace of
(3.11).
4 Characteristic class of a sheaf of rank 1
In this section we assume Λ is a finite local Zℓ-algebra. We fix an inclusion µp∞(Λ)→
Z[1
p
]/Z and identify the p-primary part µp∞(Λ) as a subgroup of Z[
1
p
]/Z. Let X be
a smooth scheme over k and j : U → X be the open immersion of the complement
of a divisor D with simple normal crossings. For a smooth rank 1 sheaf F on U , we
will show that the difference C(j!F)− rank F · C(j!Λ) is given by the 0-cycle class cF
defined by Kato in [15], assuming F is clean with respect to D. The definition of the
0-cycle class cF will be recalled in Definition 4.2.1.2. As a byproduct, we obtain a new
proof of the Grothendieck-Ogg-Shafarevich formula
(3.13) χc(U,F) = rank F · χc(U,Λ)− deg SwF .
for curves without using the Weil formula.
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4.1 Review on ramification of Artin-Schreier-Witt characters
We briefly recall the ramification theory of Artin-Schreier-Witt characters according
to [14] §3 and [2] §10. Let K be a complete discrete valuation field of characteristic
p > 0.
Let F be the residue field ofK. Let ΩF = Ω
1
F/F p be the F -vector space of differential
1-forms and put
ΩF (log) = ΩF ⊕ (F ⊗Z K×)/(da− (a⊗ a) : a ∈ OK , a 6= 0).
For a ∈ K×, let d log a ∈ ΩF (log) denote the image of 1 ⊗ a. We have a short exact
sequence
(4.1) 0 −−−→ ΩF −−−→ ΩF (log) res−−−→ F −−−→ 0
of F -vector space where the residue map res : ΩF (log) → F sends d log a to ord a. A
choice of prime element defines a splitting F → ΩF (log) of the exact sequence.
A filtration F• on H
1(K,Q/Z) is defined in [14] Definition (2.1) and is recalled in
[2] §10.4. We have F−1H1(K,Q/Z) = 0 and F0H1(K,Q/Z) is the unramified part. For
a character χ ∈ H1(K,Q/Z), the Swan conductor of χ is defined to be the smallest
integer r ≥ 0 such that χ ∈ F rH1(K,Q/Z). For r > 0, a canonical injection
(4.2) rswr : Gr
F
r H
1(K,Q/Z) −−−→ ΩF (log)⊗m−rK /m−r+1K
is defined in Theorem (3.2) (3) [14] and is recalled in Proposition 10.7 [2].
4.2 Blow-up of the diagonal
Let X be a smooth scheme of dimension d over a perfect field k and U ⊂ X be the
complement of a divisor D =
⋃
i∈I Di with simple normal crossings. Let j : U → X
denote the open immersion and let F be a smooth Λ-sheaf of rank 1 on U .
For each irreducible component Di of D, the sheaf F defines a character of the
absolute Galois group of the local field Ki at the generic point. By the identification
µp∞(Λ) ⊂ Z[1p ]/Z fixed at the beginning of this section, the p-primary part of the
character π1(U)
ab → Λ× corresponding to F defines a character π1(U)ab → Z[1p ]/Z.
Hence applying the theory recalled in the previous subsection, we define the Swan
conductor Swi(F) ∈ N for each i. We define the Swan divisor DF to be
∑
i∈I Swi(F)Di.
We decompose D = Dt + Dw into the sum of the tame part Dt =
∑
Swi(F)=0
Di and
the wild part Dw = DF ,red =
∑
Swi(F)>0
Di. The refined Swan conductor rswiF defines
a non-zero section of the locally free sheaf Ω1X/k(logD)(DF)|Dw at the generic point ξi
of each irreducible component Di ⊂ Dw. By [14] Theorem (7.1) and Proposition (7.3),
there exists a unique global section rswF ∈ Γ(Dw,Ω1X/k(logD)(DF)|Dw) extending
rswiF for each Di ⊂ Dw. For a locally free sheaf E of finite rank on a scheme S, let
c∗(E) =
∑
i ci(E) ∈
⊕
i CH
i(S → S) denote the total Chern class and put c∗(E)∗ =
c∗(E∗) =
∑
i(−1)ici(E).
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Definition 4.2.1 Let X be a smooth scheme of dimension d over a perfect field k and
U ⊂ X be the complement of a divisor D with simple normal crossings. Let F be a
smooth Λ-sheaf on U of rank 1 and rswF ∈ Γ(Dw,Ω1X/k(logD)(DF)|Dw) be the refined
Swan character defined on the wild part Dw.
1. We say that F is clean with respect to D if the section rswF is nowhere vanishing
on Dw.
2. If F is clean with respect to D, we define a 0-cycle class cF ∈ CH0(Dw) by
cF = {c∗(Ω1X/k(logD))∗ ∩ (1 +DF)−1 ∩ [DF ]}dim0.
The refined Swan character may be also regarded as anODw-linear map rswF : ODw(−DF)→
Ω1X/k(logD)|Dw . Then, we have
cF = (−1)d−1cd−1(Coker(rswF : ODw(−DF)→ Ω1X/k(logD)|Dw)) ∩ [DF ].
In [16], the equality cF = Sw(F) is proved if d ≤ 2 in Theorem 5.1.5 and is conjectured
in general in Conjecture 5.1.1.
Let f : (X × X)′ → X × X be the log blow-up with respect to D ⊂ X and let
X → (X×X)′ be the log diagonal as in §2.2. Recall that (U×X)′, (X×U)′ ⊂ (X×X)′
are the complement of the proper transforms of D ×X and of X ×D respectively. In
this section, we write (U × U)′ for the log product (X ×X)∼ = (U ×X)′ ∩ (X × U)′.
We regard DF ⊂ X as a closed subscheme of (X × X)′ by the log diagonal map
X → (X × X)′ and let g¯ : (X × X)′′ → (X × X)′ be the blow-up at DF . Let (U ×
U)′′, (U×X)′′, (X×U)′′ ⊂ (X×X)′′ be the inverse image of (U×U)′, (U×X)′, (X×U)′
respectively. Let ∆i ⊂ (X×X)′ be the exceptional divisor above Di×Di for each i ∈ I.
Let (U ×U)′′′ ⊂ (U ×U)′′ be the complement of the union of the proper transforms of
∆i for Di ⊂ Dw. We consider a commutative diagram
(X × U)′′
j′′2
wwppp
pp
pp
pp
pp

(U × U)′′k
′′
1oo
k′′2
xxppp
pp
pp
pp
pp
g

(U × U)′′′j˜′′oo
(X ×X)′′
g¯

(U ×X)′′

j′′1oo
(X × U)′
j′2
wwppp
pp
pp
pp
pp
(U × U)′k
′
1oo
k′2
xxppp
ppp
pp
pp
p
(X ×X)′
f

(U ×X)′j
′
1oo
X × U
j2
wwooo
oo
oo
oo
oo
OO
U × U.k1oo
k2
wwooo
oo
oo
oo
oo
j˜′
OO j˜
′′′
GG


































X ×X U ×Xj1oo
OO
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The vertical down arrows are blowing-ups and the other arrows are open immersions.
The faces of the upper cube and the four faces consisting of open immersions of the
lower cube are cartesian.
The projections p1, p2 : (U × U)′′′ → X are smooth of dimension d and hence (U ×
U)′′′ is smooth of dimension 2d over k. The log diagonal X → (U × U)′ is uniquely
lifted to a closed immersion X → (U ×U)′′′. We identify the exceptional divisor of the
blow-up g : (U × U)′′ → (U × U)′ with the Pd-bundle P(Ω1X/k(logD)|Dw ⊕ NDF/X) =
P(Ω1X/k(logD)(DF)|Dw ⊕ ODw) over Dw. Under this identification, the inverse image
(U × U)′′′ ×(U×U) Dw = (U × U)′′′ \ (U × U) of Dw is identified with the Ad-bundle
V(Ω1X/k(logD)(DF)|Dw) over Dw. Here P(E) = Proj(S•E) and A(E) = Spec(S•E)
for a locally free sheaf E .
Proposition 4.2.2 Let X be a smooth scheme of dimension d over a perfect field k
and U ⊂ X be the complement of a divisor D with simple normal crossings. Let F be
a smooth Λ-sheaf on U of rank 1 and DF = Sw(F) be the Swan divisor as above. We
put H0 = Hom(pr∗2F , pr∗1F) on U × U . Then, we have the following.
1. The Λ-sheaf H′′′0 = j˜′′′∗ H0 is a smooth Λ-sheaf of rank 1 on (U × U)′′′.
2. The restriction of the smooth Λ-sheaf H′′′0 on the complement (U×U)′′′ \ (U×U)
is the Artin-Schreier sheaf defined by the minus of the refined Swan character rswF ∈
Γ(Dw,Ω
1
X/k(logD)(DF)|Dw) regarded as a linear form on (U × U)′′′ \ (U × U) =
V(Ω1X/k(logD)(DF)|Dw).
First, we verify it at the generic point of each irreducible component of (U ×U)′′′ \
(U ×U) = V(Ω1X/k(logD)(DF)|Dw). Let Di be an irreducible component of Dw and ξi
be the generic point of Di. Let Ki be the local field of X at ξi and let χi : G
ab
Ki
→ Λ×
be the character defined by the sheaf F . The function field Fi of Di is the residue
field of Ki. Put ni = SwKiχi > 0 and let rswχi ∈ ΩFi(log)⊗m−niKi /m−ni+1Ki denote the
refined Swan character of the p-primary part of χi. Let ηi be the generic point of the
divisor (U × U)′′′ ×(U×U)′ Di, let Li be the local field at ηi and Ei be the residue field.
Let ϕi : G
ab
Li
→ Λ× be the character defined by the sheaf H0. We have an inclusion
ΩFi(log)⊗m−niKi /m−ni+1Ki = Ω1X/k(logD)(DF)ξi ⊂ Ei.
The following lemma is a consequence of [2] Proposition 13.6.
Lemma 4.2.3 Let the notation be as above and ni = SwKiχi > 0. Then we have the
following.
1. The character ϕi : G
ab
Li
→ Λ× is unramified and is of order p.
2. The character ϕi regarded as an element of H
1(Li,Z/pZ) is the image of the
minus of the refined Swan character rswχi ∈ ΩFi(log)⊗m−niξi /m−ni+1ξi by the canonical
map
ΩFi(log)⊗m−niξi /m−ni+1ξi ⊂ Ei −−−→ H1(Ei,Z/pZ) ⊂ H1(Li,Z/pZ)
of Artin-Schreier theory.
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Corollary 4.2.4 The smooth sheaf H0 on U × U is ramified along the component ∆i
of the exceptional divisor (U × U)′ \ (U × U) over Di ×Di if ni = SwKiχi > 0.
Proof. We prove it by contradiction. Assume the sheaf H0 is unramified along ∆i.
Then the sheaf H0 is extended to a smooth sheaf on a neighborhood of the generic
point ξi of Di = ∆i ∩ ∆logX . Then, the character ϕi ∈ H1(Li,Z/pZ) is defined by the
pull-back of a character in Gabκ(ξi) = G
ab
Fi
→ Λ×. This contradicts to Lemma 4.2.3.2.
Proof of Proposition 4.2.2. 1. It follows from the assertion 1 in Lemma 4.2.3 and
the purity of branch locus.
2. It follows from the assertion 2 in Lemma 4.2.3.
Corollary 4.2.5 Let the notation be as in Proposition 4.2.2. We put H′0 = j˜′∗H0.
Then, we have the following.
1. The canonical map j1!Rk2∗H0 = Rj2∗k1!H0 → Rf∗j′1!Rk′2∗H′0 = Rf∗Rj′2∗k′1!H′0 is
an isomorphism.
2. If F is clean with respect to D, the identity of H0 is extended to an isomorphism
H′0 → Rg∗j˜′′! H′′′0 .
Proof. 1. It suffices to show that the restrictions of Rf∗j
′
1!Rk
′
2∗H′0 and Rf∗Rj′2∗k′1!H′0
are 0 on D ×D. Since the assertion is e´tale local on X , we may assume the following
conditions are satisfied: We have X = X1 ×X2, U = U1 × U2 and F = F1 ⊠ F2. The
open subschemes U1 ⊂ X1 and U2 ⊂ X2 are the complement of divisors D1 ⊂ X1 and
D2 ⊂ X2 with simple normal crossings. The rank 1 sheaf F1 on U1 is tamely ramified
along D1 and F2 on U2 is wildly ramified along each component of D2.
Then, by the Ku¨nneth formula, it suffices to show the cases where X = X1 and
X = X2 respectively. The case F is tamely ramified is proved in Lemma 2.2.4. Assume
F is wildly ramified along each component of D. Then, by Corollary 4.2.4, the sheaf
H0 is ramified along each component of the exceptional divisor (U × U)′ \ (U × U).
Thus we have H′0 = j˜′!H0 and the assertion follows.
2. Let g0 : T = (U ×U)′′′ \ (U × U)→ Dw denote the restriction of g : (U × U)′′ →
(U × U)′. It suffices to show Rg0!(H′′′0 |T ) = 0. By Proposition 4.2.2.2, the restriction
H′′′0 |T is the Artin-Schreier sheaf defined by the refined Swan conductor rswF on the
Ad-bundle T = V(Ω1X/k(logD)(DF)|Dw). By the assumption that rswF is nowhere
vanishing, the restriction of H′′′0 on every geometric fiber is an Artin-Schreier sheaf on
Ad defined by a non-trivial linear form. Thus the assertion follows.
Now, we are ready to prove the main result of this section.
Theorem 4.2.6 Let X be a smooth scheme of dimension d over a perfect field k and
U ⊂ X be the complement of a divisor with simple normal crossings. Let F be a smooth
Λ-sheaf on U of rank 1. If F is clean with respect to D, we have
C(j!F) = C(j!Λ)− cF
in H2d(X,Λ(d)).
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Proof. We keep the notation in Proposition 4.2.2. We put H0 = Hom(pr∗2F , pr∗1F)
andH∗0 = Hom(pr∗1F , pr∗2F) on U×U . By Proposition loc. cit., the sheavesH′′′0 = j˜′′′∗ H0
and H′′′∗0 = j˜′′′∗ H∗0 on (U×U)′′′ are smooth of rank 1. The natural pairing H0⊗H∗0 → Λ
on U × U is extended uniquely to a pairing H′′′0 ⊗H′′′∗0 → Λ on (U × U)′′′.
Further we put H = j1!Rk2∗H0(d)[2d] and H∗ = j2!Rk1∗H∗0(d)[2d] on X × X and
H′′ = j′′1!Rk′′2∗j˜′′! H′′′0 (d)[2d] and H
′′∗
= j′′2!Rk
′′
1∗j˜
′′
! H′′′∗0 (d)[2d] on (X × X)′′. We define
1˜ ∈ H0X((X × X)′′,H
′′
) = Γ(X, j∗End(F)) = Γ(U, End(F)) to be the identity. We
also define 1˜∗ ∈ H0X((X ×X)′′,H
′′∗
) to be the identity. By Corollary 4.2.5, we obtain
canonical isomorphisms H → R(f ◦ g¯)∗H′′ and H∗ → R(f ◦ g¯)∗H′′∗. The pairing
H′′′0 ⊗ H′′′∗0 → Λ on (U × U)′′′ induces a pairing H′′ ⊗ H′′∗ = (j′1 ◦ k′2 ◦ j˜′′)!(H′′′0 ⊗
H′′′∗0 (2d)[4d])→ K(X×X)′′ on (X ×X)′′.
Thus the assumptions in Proposition 2.1.12 are satisfied. Since both (f ◦ g¯)∗1˜
and (f ◦ g¯)∗1˜∗ are equal to j!1 = 1, we obtain C(j!F) = 〈1˜, 1˜∗〉. By the compatibil-
ity (1.12), the right hand side is further equal to cl(X,X)(X×X)′′ . Since the conor-
mal sheaf NX/(X×X)′′ is isomorphic to ΩX/k(logD)(DF), the self-intersection product
(X,X)(X×X)′′ is equal to the 0-cycle class
(−1)dcd(ΩX/k(logD)(DF)) ∩ [X ] = {c∗(ΩX/k(logD))(1−DF)−1 ∩ [X ]}∗dim 0.
Thus the assertion follows.
As in Section 3, let E denote a finite extension of Qℓ.
Corollary 4.2.7 Let X be a scheme over a perfect field k and U ⊂ X be a dense open
subscheme smooth over k. Let F be a smooth E-sheaf of rank 1 on U and let j : U → X
be the open immersion. If dimU ≤ 2, we have
C(j!F) = C(j!E)− SwF
in H0(X,KX).
Proof. By Proposition 2.1.6 and Lemma 3.2.1, we may replace X by a proper
modification. Hence, by [15] Theorem 4.1, we may assume that X is smooth, that
U ⊂ X is the complement of a divisor with simple normal crossings and that F is
clean with respect to the boundary. Then the assertion follows from Theorem 4.2.6
applied to the reductions Fn and the equality Sw(F) = cF ([16] Theorem 5.1.5).
Remark. By the argument in the proof of Corollaries 3.3.2, 4.2.7, we obtain the
Grothendieck-Ogg-Shafarevich formula
(3.13) χc(Uk¯,F) = rankF · χc(Uk¯,Qℓ)− deg SwF
for a smooth E-sheaf F if dimU ≤ 2. This proof does not use the Weil formula.
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5 Localized characteristic class.
Let X be a smooth scheme over k and S ⊂ X be a closed subscheme such that
the complement U is dense. Let F be an object of Dctf(X) and assume that the
cohomology sheaves HqF are smooth on U . In this section, we will define a localization
C0S(F) ∈ H0S(X,KX) of the characteristic class as a cohomology class supported on S.
5.1 Discrepancy of the map (1.7).
Let i : Z → X be a closed immersion of schemes over k. For an object F of D−(Y,Λ),
we have a canonical map i∗F ⊗L Ri!Λ→ Ri!F (1.7). We construct a functor
∆i : D
−(X,Λ)→ D−(Z,Λ)
fitting in a distinguished triangle
(5.1) → i∗F ⊗L Ri!Λ→ Ri!F → ∆iF → .
Let P → X be a conservative family of geometric points. For a Λ-sheaf F on X ,
let F → C(F) be the Godement resolution defined by P ([5] 4.2.2). A canonical map
F ⊗ i∗i!C(Λ) → i∗i!C(F) is defined as follows. Let U → X be an etale morphism
and s ∈ F(U) be a local section. Then, by regarding s as a map ΛU → F|U , we
obtain a map s : i∗i
!C(Λ)|U → i∗i!C(F)|U by functoriality. In other words, we have a
map F(U)⊗ i∗i!C(Λ)|U → i∗i!C(F)|U . They define a map F ⊗ i∗i!C(Λ) → i∗i!C(F) or
equivalently i∗F ⊗ i!C(Λ)→ i!C(F).
Let K be an object of D−(X,Λ). Let K1 → K be the Cartan-Eilenberg flat reso-
lution. The map defined above induces a map a : i∗K1 ⊗ i!C(Λ) → i!C(K1) of double
complexes. Let N > 0 be an integer greater than the cohomological dimension of
i!. Let τ ′′<N be the partial canonical truncation with respect to the Godement degree.
Then we define
∆i(K) = Cone
(∫
(i∗K1 ⊗ i!τ ′′<NC(Λ))→
∫
i!τ ′′<NC(K1)
)
to be the mapping cone of the map of simple complexes associated to the partial
truncation of the map of double complexes.
Lemma 5.1.1 For K ∈ D−(X,Λ), we have a distinguished triangle
(5.1) → i∗F ⊗L Ri!Λ→ Ri!F → ∆iF → .
Proof. The simple complexes associated to i∗K1 ⊗ i!τ ′′<NC(Λ) and i!τ ′′<NC(K1) compute
i∗F ⊗L Ri!Λ and Ri!F respectively. Further the map a defines the canonical map
i∗F ⊗L Ri!Λ→ Ri!F . Hence, the assertion follows.
Corollary 5.1.2 If the cohomology sheaves HqK are smooth on a open subscheme
U ⊂ X, the complex ∆iK is acyclic on Z ∩ U .
Proof. The canonical map i∗F ⊗L Ri!Λ → Ri!F is an isomorphism on U ∩ Z. Hence,
the assertion follows from the distinguished triangle (5.1).
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5.2 Localized characteristic class
Let X be a scheme over k and δ : X → X × X be the diagonal map. Let F be
an object of Dctf(X) and put H = RHom(pr∗1F , pr!2F) on X × X . Recall that the
characteristic class C(F) ∈ H0(X,KX) is defined by the composition δ∗Λ→H → δ∗KX
by Proposition 2.1.7. We consider
(5.2) ∆δδ∗Λ→ ∆δH → ∆δδ∗KX .
Assume the cohomology sheaves HqF are smooth on the complement U of a closed
subscheme S ⊂ X . Then, the cohomology sheaves of H are smooth on U × U and
hence the complex ∆δH on the diagonal X is acyclic on U by Corollary 5.1.2. Hence
the composition of the canonical map ΛX = Rδ
!δ∗ΛX → ∆δδ∗Λ with the composition
of (5.2) defines a cohomology class C0S(F) ∈ H0S(X,∆δδ∗KX).
Further assume X is smooth of dimension d. Since the diagonal δ : X → X × X
is a section of the smooth projection pr2 : X × X → X , we have an isomorphism
KX ⊗ Rδ!Λ→ ΛX . Hence, by Corollary 5.1.2, we obtain a distinguished triangle
(5.3) → Λ→ KX → ∆δδ∗KX →
and hence an exact sequence
H0S(X,Λ)→ H0S(X,KX)→ H0S(X,∆δδ∗KX)→ H1S(X,Λ).
We also assume that U = X\S is dense inX . Then, we have H0S(X,Λ) = H1S(X,Λ) = 0
and hence the canonical map H0S(X,KX)→ H0S(X,∆δδ∗KX) is an isomorphism. Thus,
in this case, the class C0S(F) ∈ H0S(X,∆δδ∗KX) gives an element of H0S(X,KX).
Definition 5.2.1 Let X be a smooth scheme over k and S ⊂ X be a closed subscheme
such that the complement U is dense. Let F be an object of Dctf(X) and assume
that the cohomology sheaves HqF are smooth on U . We call C0S(F) ∈ H0S(X,KX) the
localized characteristic class of F .
Lemma 5.2.2 Let X be a smooth scheme over k and (F , F•) be an object of DFctf(X).
Assume that the cohomology sheavesHqGrFp F are smooth on the complement of a closed
subscheme S ⊂ X for each p ∈ Z. Then, we have
C0S(F) =
∑
q
C0S(Gr
F
q F)
in H0S(X,KX).
Proof. The proof is similar to that of Lemma 2.1.3. The map δ∗Λ → H =
RHom(pr∗2F , pr!1F) is induced by a map δ∗Λ → F0H = F0RHom(pr∗2F , pr!1F). We
have a canonical isomorphism GrF0 H →
⊕
q RHom(pr∗2GrFq F , pr!1GrFq F). The map
H → δ!KX is induced by the sum of the maps Hq = RHom(pr∗2GrFq F , pr!1GrFq F) →
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δ!KX . Thus the composition δ∗Λ → F0H → H → δ!KX is equal to the sum of the
compositions δ∗Λ → F0H → Hq → δ!KX . Since the cohomology sheaves of F0H are
smooth on U × U , the assertion follows.
We show that the localized characteristic class refines the characteristic class of F .
Proposition 5.2.3 Let X be a smooth scheme over k and S ⊂ X be a closed sub-
scheme such that the complement U is dense. Let F be an object of Dctf(X) and
assume that the cohomology sheaves HqF are smooth on U . Then the image of the
localized characteristic class C0S(F) ∈ H0S(X,KX) by the canonical map H0S(X,KX)→
H0(X,KX) is equal to the difference C(F)− rankF|U · C(Λ).
Proof. Let j : U → X be the open immersion. By applying Lemma 5.2.2 to the
filtration defined by the subcomplex j!FU ⊂ F , it is reduced to the cases where FU = 0
and F = j!FU respectively.
First, we show the case FU = 0. In this case, the complex H is supported on
S × S and the localized class C0S(F) ∈ H0S(X,KX) is defined by the composition
δ∗Λ→H → δ∗KX → δ∗∆δδ∗KX . Thus the assertion follows in this case.
We show the case F = j!FU . First, we consider the case F = j!Λ. By Corollary
5.1.2, we have C0S(Λ) = 0. Hence we have C
0
S(j!Λ) = −C0S(i∗Λ) by Lemma 5.2.2 and
its image is −C(i∗Λ) = C(j!Λ)− C(Λ). Thus the assertion is proved in this case.
We prove the general case F = j!FU . Since it has been proved for j!ΛU , it suffices to
show that the image of C0S(j!F)−rank F·C0S(j!Λ) is equal to C(j!F)−rank F·C(j!Λ). To
show this, we define a variant C0S!(j!FU) ∈ H0S(X,∆δδ∗j!KU) of the difference C!(j!FU)−
rank F · C!(j!FU) ∈ H0(X, j!KU). Recall that the refinement C!(j!FU) of C(j!FU) is
defined in Definition 2.1.8 by the composition of δ∗Λ→H → δ∗j!KU . Applying ∆δ to
this, we obtain a cohomology class C0S!(j!FU) ∈ H0S(X,∆δδ∗j!KU). Since its image in
H0S(X,∆δδ∗KX) ∼← H0S(X,KX) is C0S(j!FU), it suffices to show the following.
Lemma 5.2.4 1. The difference C0S!(j!FU) − rankF · C0S!(j!Λ) is in the image of the
injection H0S(X, j!KU)→ H0S(X,∆δδ∗j!KU).
2. The image of its inverse image in H0S(X, j!KU) by the map H0S(X, j!KU) →
H0(X, j!KU) is equal to the difference C!(j!F)− rankF · C!(j!Λ).
Proof. We may assume X and hence U is connected. We may also assume S is non-
empty. We consider a commutative diagram
H0(U,ΛU)y
H0S(X, j!ΛU) −−−→ H0S(X, j!KU) a−−−→ H0S(X,∆δδ∗j!KU) ∂−−−→ H1S(X, j!ΛU)y
y
y
H0(X, j!ΛU) −−−→ H0(X, j!KU) b−−−→ H0(X,∆δδ∗j!KU) −−−→ H1(X, j!ΛU)
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of exact sequences. The horizontal arrows are induced by the distinguished triangle
→ j!ΛU → j!KU → ∆δδ∗j!KU →, similar to (5.3). The classes C0S!(j!F) and C0S!(j!Λ)
lie in third term H0S(X,∆δδ∗j!KU) on the upper line and C!(j!F) and C!(j!Λ) lie in
the second term H0(X, j!KU) on the lower line. By the definition, they have the same
images in the third term H0(X,∆δδ∗j!KU) on the lower line.
Since H0S(X, j!ΛU) = H
0(X, j!ΛU) = 0, the horizontal arrows a and b are injective.
Thus, it suffices to prove
(5.4) ∂C0S!(j!F) = rank F · ∂C0S!(j!Λ)
in H1S(X, j!ΛU).
By the exact sequence 0 = H0S(X,ΛX)→ H0S(X,ΛS)→ H1S(X, j!ΛU)→ H1S(X,ΛX)
= 0, the map H0(S,ΛS) = H
0
S(X,ΛS) → H1S(X, j!ΛU) is an isomorphism. Thus, we
may regard the equality (5.4) as an equality in H0(S,Λ).
By the commutative diagram, the boundary ∂C0S!(j!F) is in the image of the in-
jection H0(X,ΛX) = H
0(U,ΛU) → H1S(X, j!ΛU) = H0(S,ΛS). Thus, we may further
regard the equality (5.4) as an equality in H0(X,ΛX).
We show the equality (5.4) in H0(X,ΛX), by reducing it to the case where F is
unramified along S. Take a closed point x ∈ U and put S ′ = S ∐ {x} and U ′ =
X \ S ′. Let j′ : U ′ → X be the open immersion and put F ′ = F|U ′. Then, in the
direct sum decomposition H0(S ′,Λ) = H0(S,Λ) ⊕ H0(x,Λ), we have C0S′!(j′!F ′) =
(∂C0S!(j!F), ∂C0x!(j′!F)) ∈ H0(S,Λ)⊕H0(x,Λ). It lies in the diagonal image ofH0(X,Λ).
Since the construction is e´tale local, we have ∂C0x!(j
′
!F) = rank F · ∂C0x!(j′!Λ). Thus
we also have ∂C0S!(j!F) = rank F · ∂C0S!(j!Λ) and the assertion is proved.
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