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Abstract
We consider a multiple-access channel where the users are powered from batteries having non-
negligible internal resistance. When power is drawn from the battery, a variable fraction of the power,
which is a function of the power drawn from the battery, is lost across the internal resistance. Hence,
the power delivered to the load is less than the power drawn from the battery. The users consume
a constant power for the circuit operation during transmission but do not consume any power when
not transmitting. In this setting, we obtain the maximum sum-rates and achievable rate regions under
various cases. We show that, unlike in the ideal battery case, the TDMA (time-division multiple access)
strategy, wherein the users transmit orthogonally in time, may not always achieve the maximum sum-
rate when the internal resistance is non-zero. The users may need to adopt a hybrid NOMA-TDMA
strategy which combines the features of NOMA (non-orthogonal multiple access) and TDMA, wherein
a set of users are allocated fixed time windows for orthogonal single-user and non-orthogonal joint
transmissions, respectively. We also numerically show that the maximum achievable rate regions in
NOMA and TDMA strategies are contained within the maximum achievable rate region of the hybrid
NOMA-TDMA strategy.
I. INTRODUCTION
In battery-powered communication devices, usually, batteries are designed to have high energy
density so that a large amount of energy can be stored in a small volume. Quite often, such
high energy-density batteries exhibit a low power density, i.e., the batteries cannot deliver a
large amount of energy in a short period of time with high efficiency [1]. This limitation can
be abstractly accounted for by modeling the battery as a voltage source with a series internal
2resistance. When the internal resistance is non-negligible, a variable fraction of the power drawn1
from the battery is lost across the internal resistance thereby reducing the power delivered to
the load.
In this work, we consider a multiple access channel (MAC) with the users having batteries
with non-negligible internal resistance. The users are switched on only when they transmit data
and they consume a constant power, referred to as the circuit cost, when switched on. Over
the remaining period of time, the users go to the sleep state where they consume a negligible
amount of power. When the circuit cost is non-zero, to avoid energy wastage in the circuit, it
may be optimal to transmit for a small amount of time, in bursts [2], [3]. However, transmitting
in bursts entails high-rate discharge of the battery. In practice, when the internal resistance is
non-zero, the battery output current collapses if the load attempts to draw too much power from
the battery [4], [5]. Hence, it may be inefficient, or in some cases, infeasible to transmit in
bursts. This results in a trade-off between the losses in the circuit and the internal resistance. In
this work, we address this trade-off by jointly optimizing the transmit power, discharge power
of the battery and the duration of transmission.
The impact of circuit cost on communication rates over a point-to-point channel and a MAC
has been studied in [2], [3], when the transmitters are powered from ideal batteries. The impact
of circuit cost has also been studied for interference channels [6], [7]. In [8], a broadcast channel
with circuit cost has been considered. Under the assumption that on-off states of the users are
not used for signaling, the authors in [2], [3] show that when the circuit cost is large, bursty
transmission achieves the capacity in the point-to-point channel. For a two-user MAC, it has been
shown that the TDMA strategy, wherein the users transmit orthogonally in time, achieves the
maximum sum-rate. Further, a strategy which we refer to as the hybrid NOMA-TDMA, wherein
the users transmit simultaneously for a fraction of time, in addition to individual transmission
in disjoint intervals, can achieve any rate pair in the maximum achievable rate region. In all the
above works, an important takeaway is that when the circuit cost is non-zero, transmitting all
the time, as in the zero-cost case is no longer optimal [6].
In this work, we account for the internal resistance of the batteries, in addition to the circuit
cost. As in [3], [6], [8], our focus is to allocate the degrees of freedom in terms of the transmission
1The ‘power drawn from the battery’ or equivalently, the ‘discharge power’ is the rate at which energy is depleted from
the battery, internally.
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Fig. 1: The battery with internal resistance is depicted as an ideal battery with an additional block that models the effect of the internal resistance.
When the battery is discharged at d W, the rate at which energy is available at the load is g(d) W.
duration and the power, under the assumption that on-off states do not carry any information.
The main contributions of the paper are:
• We show that, unlike in the ideal battery case, the TDMA strategy does not always achieve
the maximum sum-rate when the internal resistance is non-zero.
• We then obtain maximum sum-rates and maximum achievable rate regions using a hybrid
NOMA-TDMA strategy.
• By numerical simulations, we show that the maximum achievable rate regions in NOMA and
TDMA strategies are contained within the maximum achievable rate region of the hybrid
NOMA-TDMA strategy.
The remainder of the paper is organized as follows. The system model is presented in Section
II. We first study the single user case in Section III. We then study the two-user case in Section
IV and generalize the results to an arbitrary number of users in Section V. Numerical results
are presented in Section VI, followed by concluding remarks in Section VII.
II. SYSTEM MODEL AND ASSUMPTIONS
In this work, we consider a MAC with U users indexed by 1, . . . , U , transmitting data to an
access point. We assume that each of the users have an infinite backlog of data. The circuit cost
of user u ∈ U , {1, . . . , U} is γ(u) W, i.e., the user u consumes γ(u) W for circuit operation
during transmission but does not consume any power when not transmitting. We assume the
user u ∈ U has B(u) J in its battery. Based on practical batteries, we consider the following
non-linear battery discharge model. In practice, when the transmitter attempts to discharge a
battery, a fraction of the discharging power is lost in the form of heat dissipated by the internal
resistance of the battery. To describe this impact of the internal resistance, we present a block
diagram in Fig. 1, where the battery with internal resistance is depicted as an ideal battery
with an additional block that models the effect of the internal resistance. When the battery is
discharged at d W, the rate at which energy is available at the load (transmitter) is g(d) W and
the remaining d− g(d) W is lost in the internal resistance. Based on [4], we assume that g(d)
4is a concave function of d, and g(d) ≤ d, for a fixed internal resistance, r. We represent g(·) in
user u as g(u)(·) in the rest of the work.
We assume the transmission takes place over an additive white Gaussian noise channel of unit
power spectral density. When a user transmits with a constant power P W, the maximum achiev-
able rate is assumed to be log(1 + P ) nats/second. We also assume the perfect synchronization
among the users, as in [3], [6]–[8].
III. SINGLE-USER CASE
We now consider the single user case. We obtain the maximum achievable sum-rate and
highlight the impact of the initial energy stored in the battery on the optimal transmit duration.
We drop the user index for simplicity. Since the circuit cost can be non-zero, it may not be
optimal to transmit over the entire T seconds [3]. Hence, we assume the transmission takes
place over τ (τ ≤ T ) seconds. Let the battery discharge power be d W. Then, the power
available at the transmitter is g(d) W. Let P W be the transmit power. Then, recalling that the
circuit cost is γ W, the power consumed at the transmitter is (P + γ) W. This power must be
less than or equal to the available power, g(d) W, i.e., P + γ ≤ g(d) must be satisfied. Further,
the total energy drawn from the battery, τd, must be less than B, i.e., τd ≤ B must be satisfied.
To maximize the total number of bits transmitted over [0, T ], we thus need to solve the following
problem.
(P1) : maximize
P,d,τ
τ log(1 + P ) (1a)
subject to P ≤ g(d)− γ (1b)
τd ≤ B (1c)
0 ≤ τ ≤ T, P ≥ 0 (1d)
Clearly, the objective function and (1c) are non-convex. Based on certain observations, we now
propose an equivalent problem in the following lemma.
Lemma 1. Let D0 , argmaxd g(d). Consider the following convex optimization problem.
(P2) : maximize
B/D0≤τ≤T
τ log
(
1 + g
(
B
τ
)
− γ
)
(2)
Now, (P2) in (2) is equivalent to (P1) in (1).
Proof. See Appendix A.
5From the above lemma, we note that the maximum power that the battery can deliver is D0 W
and when g(D0) < γ, the solution is infeasible as the battery cannot deliver sufficient power even
to run the circuitry. Further, when feasible, (P2) can be solved by bisection search efficiently. We
now study the impact of variation of B on the solution of (P2) using the Karush-Kuhn-Tucker
(KKT) conditions.
Proposition 2. In the optimal solution to (P2), the optimal transmit duration, τ ∗ is a linearly
increasing function of B in the range (B/D0, T ).
Proof. See Appendix B.
From the above result, we note that as B increases, the optimal discharge power, d∗ = B/τ ∗
remains constant when B/D0 < τ
∗ < T . We also note the above result is similar to the optimal
result when the battery is ideal, with g(d) = d, where the optimal transmit duration is a linearly
increasing function of B over (0, T ) [3]. Further, for some B′, if the optimal transmit duration,
τ ∗ = T , then for any B > B′, we have, τ ∗ = T , due to the constraint that τ ≤ T .
IV. TWO-USER MULTIPLE ACCESS CHANNEL
We now consider the two-user MAC. We first propose the optimal frame structure and obtain
the maximum achievable rate region. We then obtain and compare maximum sum-rates under
various strategies, including the optimal strategy and strategies which are optimal under certain
special assumptions.
1) Optimal Frame Structure: As in the single-user case, since the circuit cost can be non-zero,
it may not be optimal for both the users to transmit over the entire time duration of T seconds. In
the two-user MAC, at a given instant of time, none, one or both of the users may be transmitting.
To allow all the above degrees of freedom, we adopt the communication frame structure shown
in Fig. 2. The frame is divided into four phases of lengths τ1, τ2, τ3 and τ4 in which none of the
users, only user 1, only user 2 and both the users transmit, respectively. We represent the transmit
and discharge powers in phase i ∈ {1, . . . , 4} in user u ∈ {1, 2} by P (u)i and d
(u)
i , respectively.
Clearly, for any given length of the phases, the order in which the phases are transmitted does
not affect the feasible range of power allocations, as the entire energy is available at the start
of the transmission. Note that in phase 4, the users superimpose their codewords and transmit,
i.e., they adopt the NOMA strategy. The information is decoded at the receiver by successive
interference cancellation. Also note that the phases are time multiplexed. Hence, we refer to a
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Fig. 2: Transmission frame structure adopted in the work for the two-user case.
strategy that uses the frame structure in Fig. 2 as the hybrid NOMA-TDMA strategy. We also
note that such a frame structure has been considered in [3] for the two-user MAC with ideal
batteries to obtain the maximum achievable rate region.
2) Maximum Achievable Rate Region: Let γ
(u)
i ∈ {γ
(u), 0} be the constant power, required
to run the circuitry, in phase i, where γ
(u)
i = γ
(u) if user u transmits in phase i and γ
(u)
i = 0
otherwise. Since none of the users transmit in phase 1 and user 2 (user 1) does not transmit in
phase 2 (phase 3), we apply the following constraints.
γ
(1)
1 , γ
(2)
1 , γ
(2)
2 , γ
(1)
3 , d
(1)
1 , d
(2)
1 , d
(2)
2 , d
(1)
3 , 0 (3)
P
(1)
1 , P
(2)
1 , P
(2)
2 , P
(1)
3 , 0 (4)
Further, as in (1b)-(1d), the following constraints must be satisfied.
P
(u)
i ≤ g
(u)
(
d
(u)
i
)
− γ(u)i , P
(u)
i ≥ 0,
4∑
i=1
τi ≤ T (5)
4∑
i=1
τid
(u)
i ≤ B
(u), τi ≥ 0, 0 ≤ d
(u)
i ≤ D
(u)
0 (6)
for all i = 1, . . . , 4 and u = 1, 2, where D
(u)
0 , argmaxd g
(u)(d). We apply d
(u)
i ≤ D
(u)
0 because
all effective discharge powers g(u)(d
(u)
i ) are obtainable using this range of d
(u)
i . The rest of the
constraints should be self-explanatory. Now, in phase i = 2, 3, the maximum achievable rate of
user u is τi log(1+P
(u)
i ). In phase 4, the maximum achievable rate of user u is τ4 log(1+P
(u)
4 )
and the maximum achievable sum-rate is τ4 log(1 + P
(1)
4 + P
(2)
4 ) [9]. Hence, the maximum
achievable rate region is given by the convex hull of the closure of all (R(1), R(2)) satisfying
R(u) ≤ τi log(1 + P
(u)
i ) + τ4 log(1 + P
(u)
4 ) (7)
R(1) +R(2) ≤ τ2 log(1 + P
(1)
2 ) + τ3 log(1 + P
(2)
3 ) + τ4 log(1 + P
(1)
4 + P
(2)
4 ) (8)
for i = 2, 3, u = 1, 2 subject to (3)-(6).
73) Maximum Sum-Rates: We now obtain and compare the maximum sum-rates under various
strategies.
a) NOMA : In this strategy, both the users transmit for the entire time duration, i.e.,
τ1, τ2, τ3 = 0, τ4 = T , with a constant power. Since it is optimal to exhaust the battery subject
to the maximum discharge power constraint, d
(u)
i ≤ D
(u)
0 , we have, d
(u)∗
4 = min(B
(u)/T,D
(u)
0 )
and P
(u)∗
4 = g
(u)(d
(u)∗
4 )− γ
(u) for u = 1, 2. The maximum sum-rate is given by
RNOMA , T log
(
1 +
2∑
u=1
(
g(u)
(
d
(u∗)
4
)
− γ(u)
))
(9)
b) TDMA: In this strategy, the users never transmit simultaneously, i.e., τ1, τ2, τ3 ≥ 0, τ4 =
0. The user 1 transmits for τ2 seconds, while the user 2 transmits for τ3 seconds, subject to
τ2 + τ3 ≤ T . Hence, there is no interference between the signals and the decoding is precisely
as in the single-user case. The battery at user u is discharged at min(B(u)/τi, D
(u)
0 ) W, as it is
optimal to consume the entire energy available. Clearly, the maximum sum-rate in this case is
given by
(P3) : RTDMA , maximize
τ2,τ3
R(1) +R(2) (10a)
subject to τ2 + τ3 ≤ T, τi ≥ 0 (10b)
for i = 2, 3, where R(1) +R(2) is obtained from (8) with equality.
c) Hybrid NOMA-TDMA: This is the most general case with τ1, τ2, τ3, τ4 ≥ 0. To maximize
the sum-rate, we need to solve the following optimization problem.
(P4) : maximize
P
(u)
i ,d
(u)
i ,τi
{i}41,u∈{1,2}
4∑
i=1
τi log
(
1 + P
(1)
i + P
(2)
i
)
(11a)
subject to (3)− (6) (11b)
where the objective function is obtained from (8). Note that (P4) in (11) is non-convex. We now
transform the problem to a convex problem by a change of variables. Define E
(u)
i , τiP
(u)
i and
8e
(u)
i , τid
(u)
i for all u ∈ {1, 2}, i ∈ {1, . . . , 4}. Now, (P4) in (11) can be transformed to,
(P5) : maximize
E
(u)
i ,e
(u)
i ,τi
{i}41,u∈{1,2}
4∑
i=1
τi log
(
1 +
E
(1)
i + E
(2)
i
τi
)
(12a)
subject to E
(u)
i ≤ τig
(u)
(
e
(u)
i
τi
)
− τiγ
(u)
i (12b)
4∑
i=1
e
(u)
i ≤ B
(u) (12c)
E
(u)
i , τi ≥ 0,
4∑
i=1
τi ≤ T (12d)
0 ≤ e(u)i ≤ τiD
(u)
0 (12e)
(3), E
(1)
1 , E
(2)
1 , E
(2)
2 , E
(1)
3 = 0 (12f)
for all i ∈ {1, . . . , 4} and u = 1, 2, where we have multiplied (5) by τi to obtain (12b). Noting that
the perspective preserves convexity [10], we recognize that (P5) in (12) is a convex optimization
problem and it can be solved using standard numerical techniques. We represent the optimal
objective value of (P5) in (12) by RNOMA−TDMA.
4) Comparison of the Strategies: We first note that when the battery is ideal, only TDMA
achieves the maximum sum-rate if the circuit cost is non-zero, i.e., RTDMA > RNOMA, and
both NOMA and the TDMA achieve the maximum sum-rate when the circuit cost is zero, i.e.,
RTDMA = RNOMA. When the battery is non-ideal, we have the following lemma.
Lemma 3. When the discharging functions, g(u)(·), u ∈ {1, 2} are strictly concave,
1) RTDMA in (10) may not be always greater than or equal to RNOMA in (9).
2) The TDMA strategy does not always achieve the maximum sum-rate, RNOMA−TDMA.
Proof. See Appendix C.
In the example constructed in the proof, RNOMA = RNOMA−TDMA and the second statement
directly follows from the first. In the numerical results, we construct an example where RTDMA <
RNOMA < RNOMA−TDMA. We now note that in the NOMA strategy, both the users transmit all
the time and in the TDMA strategy, the users transmit only in disjoint intervals. Hence, the
overall circuit energy consumed in the NOMA strategy is higher than the TDMA strategy. On
the other hand, since the users transmit for a shorter duration of time in the TDMA strategy
9as compared to the NOMA strategy, the transmit powers in the TDMA strategy are always
higher than the NOMA strategy. Hence, the losses due to the internal resistance is higher in the
TDMA strategy than the NOMA strategy. In summary, the TDMA strategy reduces the loss in
the circuit at the cost of increased loss across the internal resistance and, the NOMA strategy,
reduces the loss across the internal resistance at the cost of increased loss in the circuit. The
hybrid NOMA-TDMA optimally trades off between the losses in the circuit and the internal
resistance.
A. Plotting the maximum achievable rate region
We now obtain the corner points on the maximum achievable rate region given by (7)-(8).
We illustrate some important corner points in Fig. 3.
1) Points on the maximum-sum rate line, BC: Let E
(u)∗
i , e
(u)∗
i , τ
∗
i be the optimal solution to
(P5) in (12). Then, any point on the maximum sum-rate line, BC (see Fig. 3) can be achieved
by changing the decoding order and varying the time-sharing factor, as follows. In the 4th phase,
for ατ ∗4 seconds, where α ∈ [0, 1], we decode the user 1 first and then cancel the interference to
decode user 2, and for the remaining (1− α)τ ∗4 seconds, we change the decoding order. Hence,
for any given α, we achieve the following individual rates on the maximum sum-rate line.
R(1)(α) =τ ∗2 log
(
1 +
E
(1)∗
2
τ ∗2
)
+ ατ ∗4 log
(
1 +
E
(1)∗
4
τ ∗4 + E
(2)∗
4
)
+ (1− α)τ ∗4 log
(
1 +
E
(1)∗
4
τ ∗4
)
(13)
R(2)(α) =τ ∗3 log
(
1 +
E
(2)∗
3
τ ∗3
)
+ ατ ∗4 log
(
1 +
E
(2)∗
4
τ ∗4
)
+ (1− α)τ ∗4 log
(
1 +
E
(2)∗
4
τ ∗4 + E
(1)∗
4
)
(14)
When α = 1 and α = 0, we achieve points B and C, respectively.
2) Maximum achievable rate of an user when the other user transmits at its maximum
achievable rate: The maximum achievable rate in user 1 (user 2) when user 2 (user 1) transmits at
its maximum achievable rate is specified by the point A (D) in Fig. 3. We now obtain the optimal
value of the optimization variables to achieve points A andD. Without loss of generality, consider
the case when user 2 transmits at its maximum achievable rate, C(2). The maximum achievable
rate is achieved when user 1 is decoded first and the interference from user 1 is canceled out
10
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Fig. 3: An illustration of the maximum achievable rate region of the generalized-TDMA strategy. All the points on the BC segment are the
maximum sum-rate points.
before decoding the user 2. The optimal solution can be obtained by solving (P2) in (2) for user
2. Let τ
(2),C(2)
3 be the optimal transmission duration in this case, where the superscript specifies
that the user 2 transmits at its maximum achievable rate. To achieve the maximum achievable
rate, the user 2 transmits at the constant power given by P
(2),C(2)
3 = g
(2)(B(2)/τ
(2),C(2)
3 ) − γ
(2)
over τ
(2),C(2)
3 seconds. Then, the achievable rate at user 1 is,
R(1),C
(2)
= τ2 log
(
1 +
E
(1)
2
τ2
)
+ τ4 log
(
1 +
E
(1)
4 /τ4
1 + P
(2),C(2)
3
)
(15)
where we have noted that when the user 1 transmits in the same interval as user 2, the signal
from user 2 acts as the noise for user 1. Recalling that τ2 is the duration over which only user
1 transmits, we have the following constraints.
τ2 ≤ T − τ
(2),C(2)
3 , τ4 ≤ τ
(2),C(2)
3 (16)
Now, the optimal rate in user 1 when user 2 transmits at its maximum achievable rate can be
obtained by solving the following problem.
maximize
E
(1)
2 ,E
(1)
4 ,e
(1)
2 ,e
(1)
4 ,
τ2,τ4
R(1),C
(2)
(17a)
subject to (12b)− (12f), (16) (17b)
where (12b)-(12f) are considered only for u = 1. Along the above lines, we can easily find the
maximum rate at which user 2 can transmit when the user 1 transmits at its maximum achievable
rate, C(1).
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3) Obtaining curves AB and CD in Fig. 3: When the internal resistance is zero, there is a
unique maximum sum-rate point that is achieved when τ4 = 0 and τ2 + τ3 = T [3]. In such a
case, the points B and C coincide. On the other hand, when the internal resistance is very high,
to avoid the losses due to high discharge rate, it is optimal to transmit over the entire frame
duration, i.e., τ4 = T is optimal. In such a case, the point A coincides with point B and the
point C coincides with D2. However, when the internal resistance is not sufficiently high, we
may have 0 < τ4 < T . Hence, the points A (C) and B (D) may not coincide. Now, to achieve
the CD curve, we need to decode user 2 first and cancel the interference on user 1. Hence, the
rate achieved by user 1 is R(1) = τ2 log(1+E
(1)
2 /τ2)+ τ4 log(1+E
(1)
4 /τ4). Let R
(1),0 be the rate
in user 1 for which we would like to find the rate in user 2 on the CD curve. This rate can be
obtained by solving the following convex optimization problem.
R˜ = maximize
E
(u)
i ,e
(u)
i ,τ1
R(1) +R(2) (18a)
subject to (12b)− (12f) (18b)
R(1) ≥ R(1),0 (18c)
for i = 1, . . . , 4 and u = 1, 2. The maximum sum-rate does not increase withR(1) in [R(1),C , C(1)].
Hence, the maximum rate in user 2 when user 1 transmits at R(1),0 ∈ [R(1),C , C(1)] is given by
R˜− R(1),0. Along the above lines, we can achieve the rates on the curve AB.
V. MULTIPLE ACCESS CHANNEL WITH U ≥ 1 USERS
In this section, we generalize the results in the previous sections for the case when the number
of users is arbitrary. As in the two-user case, it may not be optimal for all the users to transmit
over the entire time duration of T seconds. Hence, we first obtain the optimal frame structure.
1) Optimal Frame Structure: The number of users transmitting at any point in time can be
0, . . . , U . Note that there are 2U such combinations given by the set of all subsets (power set)
of U , represented by P(U). Now, in order to exploit all the available degrees of freedom, we
divide the total available duration of T seconds into 2U phases. We then order the elements in
P(U) in any manner and represent the ith element (which is a set) in P(U) by Ui. The users in
Ui transmit in phase i. We assume that the length of phase i is τi seconds. If Ui contains more
2In the ideal case, when both the circuit cost and the internal resistance are zero, we will have the similar scenario.
12
than one users, the signals from all the users are superimposed and transmitted. The information
is decoded by successive interference cancellation at the receiver.
2) Maximum Achievable Rate Region: Let E
(u)
i and e
(u)
i denote the total transmit energy and
the energy drawn from the battery in user u ∈ Ui in phase i ∈ {1, . . . , 2
U}, respectively. Based on
the optimal frame structure, as in (3) for the two-user case, we apply the following constraints.
E
(u)
i , e
(u)
i , γ
(u)
i , 0, ∀ u /∈ Ui, i ∈ N (19)
where N = {1, 2, . . . , 2U}. Now, generalizing the results in the two-frame case along the lines
in the proof of Proposition 1 in [11], for an arbitrary U and given τi’s and E
(u)
i ’s, the maximum
achievable rate region is given by
R
(
E
(u)
i , τi, u ∈ U , i ∈ N
)
=

R(u) :
∑
u∈S
R(u) ≤
2U∑
i=1
τi log
(
1 +
∑
u∈S E
(u)
i
τi
)
, ∀S ⊆ U


(20)
Finally, the maximum achievable rate region of the MAC can be obtained by taking the convex
hull of the union of the maximum achievable rate regions in (20) over all feasible {E(u)i , τi, u ∈
U , i ∈ N}, i.e.,
C =
⋃
{E
(u)
i ,τi,i∈N ,u∈U}
R
(
E
(u)
i , τi, u ∈ U , i ∈ N
)
(21)
subject to (5)-(6) and (19), where R(·) is defined in (20).
3) Maximum Sum-Rate: From (20), to maximize the sum-rate when the number of users is
arbitrary, we need to solve the following optimization problem.
(P6) : maximize
E
(u)
i ,e
(u)
i ,τi
i∈N ,u∈U
2U∑
i=1
τi log
(
1 +
∑U
u=1E
(u)
i
τi
)
(22a)
subject to (12b)− (12e), (19) (22b)
As in the two-user case, noting that perspective preserves convexity, (P6) in (22) is convex and
we solve it numerically.
We now generalize Lemma 3 for U users. Let In be the set of phase indices where some
combination of n ∈ {0, . . . , U} users transmit. Then, as in the two-user case, for NOMA,
τi , 0, ∀ i ∈ {I0, . . . , IU−1} and for TDMA, τi , 0, ∀ i ∈ {I2, . . . , IU}. Then, we have the
following theorem.
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Fig. 4: Comparison of maximum sum-rates in the three-user Gaussian MAC for T = 1 s, B(1), B(2), B(3) = 1.25 J, γ(1), γ(2), γ(3) = 0.5
W and r1, r2, r3 = r Ω.
Theorem 4. Lemma 3 generalizes to any U ≥ 2.
Proof. See Appendix D.
From the above theorem, we note that due to the non-linear discharging function and the
circuit cost, simpler strategies, such as the TDMA and NOMA, are no longer optimal. Further,
the number of optimization variables increase exponentially in U and hence, the complexity
in solving (P6) in (22) is exponential in U . We now make the following observation on the
structure of the optimal solution to (P6) in (22).
Proposition 5. In the optimal solution to (P6) in (22), we have, τ ∗i ≥ 0 for all i ∈ {In, In+1}
and τ ∗i = 0 for all i /∈ {In, In+1} for some n ∈ {0, 1, . . . , U − 1}.
Proof. See Appendix E.
The above proposition is intuitive. For the two-user case, the proposition implies that when
the users are superimposed, there does not exist any time instant where no transmission takes
place, in the optimal solution. That is, the users must first occupy the entire frame duration
with individual transmissions, before overlapping their transmissions. A similar intuition can be
applied to more than two users.
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W and r1, r2 = r Ω.
VI. NUMERICAL RESULTS
We now obtain numerical results. Based on [4], [5], we assume g(u)(d) = −0.44r(u)d2 + d,
where r(u) Ω is the internal resistance of the battery in user u.
A. Circuit cost, Internal Resistance and Sum-rate
In Fig. 4, we study the impact of the circuit cost and internal resistance on the maximum sum-
rate. From Fig. 4, we first note, unlike in the ideal battery case where TDMA always achieves
the maximum sum-rate [3], when the internal resistance is non-zero, the performance of TDMA
drops significantly with the internal resistance. Second, when the internal resistance is low, the
performance of TDMA is very close to the performance of NOMA-TDMA. On the other hand,
when the internal resistance is high, the performance of NOMA is close to the performance of
the hybrid NOMA-TDMA. Note that the hybrid NOMA-TDMA takes the features from both
the strategies and hence, its performance is the best.
B. Achievable Rate Regions
We plot the maximum achievable rate-regions for r = 0.3 Ω and r = 0.5 Ω in Fig. 5. We
see that the maximum sum-rate in the TDMA strategy is higher than the NOMA strategy when
r = 0.3 Ω. However, for r = 0.5 Ω, the maximum sum-rate in the TDMA strategy is significantly
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lower than the NOMA strategy. Further, the rate region achieved by the hybrid NOMA-TDMA
strategy is larger than other two strategies for both the values of the internal resistance.
VII. CONCLUSIONS
In this work, we studied the impact of the circuit cost and internal resistance of the battery on
sum-rates and achievable rate regions of a multiple access channel. When the internal resistance
of the battery is non-zero, we have shown that TDMA may not achieve the maximum sum-
rate. Further, when the circuit cost is non-zero, NOMA does not achieve the maximum sum-
rate. Finally, we have shown that a hybrid NOMA-TDMA achieves the maximum sum-rate in
general. We have also shown that the maximum achievable rate regions in NOMA and TDMA are
contained within the maximum achievable rate region of the hybrid NOMA-TDMA, numerically.
APPENDIX
A. Proof of Lemma 1
We first note that it is optimal to utilize all the energy stored in the battery, subject to the
maximum discharge rate constraint, d ≤ D0. Hence, both (1b) and (1c) must be satisfied with
equality, i.e., d = min(B/τ,D0) and P = [g (min(B/τ,D0))− γ]
+
, where [x]+ = max(x, 0).
Now, (P1) in (1) can be reformulated as:
(P1′) : maximize
0≤τ≤T
τ log
(
1 + g
(
min
(
B
τ
,D0
))
− γ
)
(23)
Note that the objective function of (P1′) in (23) is a monotonically increasing continuous function
of τ over τ ∈ [0, T ] – it is a linearly increasing function over τ ∈ [0, B/D0], as min(B/τ,D0) =
D0, and a strictly concave increasing function over τ ∈ (B/D0, T ). Clearly, for τ ∈ [0, B/D0],
the objective function attains its maximum at τ = B/D0. Hence, we can obtain the optimal
solution by solving the following convex optimization problem in (2). Hence, the proof.
B. Proof of Proposition 2
The Lagrangian of (P2) in (2) is given by,
L = τ log
(
1 + g
(
B
τ
)
− γ
)
+ λ(
B
D0
− τ) + µ(τ − T ) (24)
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where λ, µ ≥ 0 are non-negative Lagrange multipliers. Differentiating L with respect to τ and
equating to zero, we get the following stationarity condition that gets satisfied for the optimal
τ ∗,
−B
τ
g′(B
τ
)
1 + g
(
B
τ
)
− γ
+ log
(
1 + g
(
B
τ
)
− γ
)
− λ+ µ = 0 (25)
Further, due to complementary slackness conditions, we must have, λ(B/D0 − τ) = 0, µ(τ −
T ) = 0 in the optimal solution. Hence, when B/D0 < τ < T , from the above KKT conditions,
the optimal τ must satisfy the following equation.(
1 + g
(
B
τ
)
− γ
)
log
(
1 + g
(
B
τ
)
− γ
)
=
B
τ
g′
(
B
τ
)
(26)
Suppose the optimal transmission duration, τ ∗ when B = B′ is τ ′. Noting that (26) depends
only on the ratio, B/τ , clearly, for a given B, any τ that satisfies B/τ = B′/τ ′ is a solution
to (26). Since the objective function is strictly concave over τ ∈ (B/D0, T ), we conclude that
τ ∗ = B/(B′/τ ′) is the optimal solution. Hence, clearly, τ ∗ linearly increases with B. Hence, the
proof.
C. Proof of Lemma 3
We construct examples to prove each of the above statements. Assume B(1) = B(2), g(1)(·) =
g(2)(·) and γ(1) = γ(2) = 0. For simplicity, assume that 2B(1)/T ≤ D(1)0 = D
(2)
0 . Since γ
(u) = 0,
there is no loss in the circuit operation and we can transmit for the entire frame duration, i.e.,
τ2 + τ3 + τ4 = T and τ1 = 0 in the optimal solution.
1) In the above setting, from (9), we get, RNOMA = T log
(
1 + 2g(1)
(
B(1)/T
))
. As the
parameters of both the users are identical, in the TDMA strategy in (10), the maximum
value of RTDMA is achieved at τ2 = τ3 = 0.5. Hence, RTDMA = T log
(
1 + g(1)
(
2B(1)/T
))
.
Due to the strict concavity of g(1)(·) function, we have, g(1)
(
2B(1)/T
)
< 2g(1)
(
B(1)/T
)
.
Hence, RTDMA < RNOMA.
2) Since the hybrid NOMA-TDMA strategy is a generalization of the strategy in (9), we
have, RNOMA−TDMA ≥ RNOMA. Now, from the first result, we have, RTDMA < RNOMA ≤
RNOMA−TDMA. This shows that the hybrid NOMA-TDMA strategy achieves a strictly higher
rate than the TDMA strategy.
Hence, the proof.
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D. Proof of Theorem 4
This theorem is proved along the lines in the proof of Lemma 3, by constructing appropriate
examples as described below. Assume B(u) = B, g(u)(·) = g(·) and γ(u) = 0 for all u ∈ U . In
this example, from (9), we get, RNOMA = T log (1 + Ug (B/T )). As the parameters are identical
for both the users, in the TDMA strategy, the maximum value of RTDMA is achieved when all the
users transmit for the equal duration of T/U seconds. Hence, RTDMA = T log (1 + g (UB/T )).
Due to the strict concavity of g(·) function, we have, g (UB/T ) < Ug (B/T ). Hence, RTDMA <
RNOMA. From the second part of Lemma 3, the second statement is trivial. Hence, the proof.
E. Proof of Proposition 5
To prove the proposition, we suppose the users incrementally use the available energy in their
batteries in steps of ∆B, where ∆B can be arbitrarily small. Now, even when there is only
one user, due to the non-zero circuit cost, it is not optimal to transmit over the entire frame
duration. Let τ (u)∗ be the single user optimal transmit duration in user u, obtained by solving
(P2) in (2) with energy of ∆B units. From Proposition 2, τ (u)∗ is a linearly increasing function
of ∆B and, clearly, τ (u)∗ = 0 when ∆B = 0. Hence, when ∆B is sufficiently small, we will
have,
∑U
u=1 τ
(u)∗ < T . Clearly, in this case, each user must transmit exactly the same way as
the single user case, i.e., the users need not overlap their transmissions for optimality. Hence,
τi = 0, ∀i /∈ {I0, I1}. Now, consider the situation when the users allocate additional ∆B units
of energy. In this case, based on Proposition 2, the optimal τ (u)∗’s increase. As we continue to
increment the total amount of energy allocated by the users for the transmission, at some stage,
we will have,
∑U
u=1 τ
(u)∗ = T . This implies, τi = 0, ∀i /∈ {I1}. Now, in order to allocate an
additional amount of energy, the users may either allocate more power to those time windows
which have been already occupied by themselves. In this case, since the discharge function is
concave and as there is an upper limit on the discharge power of the battery, after a certain level
of the transmit power, it may no longer be optimal to increase the transmit power. In this case,
the user can increase the duration over which it transmits, either at the cost of reducing the time
duration allocated to other users, in which case the transmit powers of the other users increase,
or by superimposing on the time windows where other users have already allocated the power.
When any two users superimpose, the total transmit power in the time window over which they
superimpose is higher than the transmit power over the remaining fraction of the frame duration.
Hence, it is suboptimal for any of the remaining users to transmit over the same window over
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which the two users are transmitting. As a result, the remaining users occupy the time windows
where only a single user is transmitting, i.e., we will have, τi = 0, ∀i /∈ {I1, I2}. Now, as the
users continue to allocate more amount of energy, at some stage, there will be a superposition
of a set of two users at any given instant of time. That is, we will have, τi = 0, ∀i /∈ {I2}.
Proceeding along the above lines, one can find that as the users increment the total amount of
energy, we will have, τi = 0, ∀i /∈ {I2, I3} and so on, until all the users superimpose their
transmissions for the entire T seconds. Hence, the proof.
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