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Abstract.
For reliable and consistent quantum information processing carried out on a
quantum network, the network structure must be fully known and a desired initial
state must be accurately prepared on it. In this paper, for a class of spin networks
with its single node only accessible, we provide two continuous-measurement-based
methods to achieve the above requirements; the first one identifies the unknown
network structure with high probability, based on continuous-time Bayesian update of
the graph structure; the second one is, with the use of adaptive measurement technique,
able to deterministically drive any mixed state to a spin coherent state for network
initialization.
1. Introduction
Quantum information processing is usually performed on a highly networked system
composed of many subsystems [1, 2]. In particular, the universal quantum computation
is possible if we can ideally control all those subsystems [3, 4, 5, 6]. However, this
“global control” approach inevitably introduces noise to the controlled subsystems,
which accumulate and as a result can largely degrade the performance of information
processing. Also engineering all the control actuators costs a lot for a large network.
A different view is that all the network components are usually not accessible, such
as a solid network system whose surface can only be manipulated or measured; hence
in this case the global control approach cannot be taken. These facts thus stimulate
development of methodologies dealing with networks that allow access only to a small
set of subsystems.
Now let us turn our attention to the requirements imposed on a network for
quantum computation [1]. In particular, the followings are critical; the dynamics of
the whole network must be fully known, a desired initial state of the network must
be accurately prepared, and universal gate operation is possible. Together with the
fact mentioned in the first paragraph, we are thus reasonably motivated to develop a
scheme for achieving these requirements in a network that allows us access to only a part
of the whole system. Actually there have been notable progress along this direction;
2Figure 1. (a) Structure identification of an unknown spin network hidden in a
black box. (b) State initialization of a known spin network. The orange colored node
indicates the accessible spin, which is continuously measured.
Refs. [7, 8, 9, 10, 11, 12] deal with the problem estimating the parameters of a limited-
access spin network with known structure (topology); also we find a probabilistic system
initialization method in [13, 14]; moreover, there have been developed some approaches
to quantum computation, in terms of controllability analysis, in [15, 16, 17, 18, 19].
The purpose of this paper is to complete the procedures necessary for quantum
computation on a limited-access network. That is, we aim to develop methods achieving
(i) structure identification and (ii) deterministic state initialization, for spin networks
with only a single node accessible. Indeed accomplishment of these tasks together with
the results referred above, i.e. parameter estimation [7, 8, 9, 10, 11, 12] and universal
gate operation [17, 18], enable us to carry out quantum computation on a limited-access
network. A cartoon illustrating our tasks is given in Fig. 1, where in the case (i) we try
to identify the structure of an unknown network hidden in a “black box”, and in the case
(ii) we try to stabilize a spin coherent state of a known network. Both of the schematics
are based on continuous measurement [20, 21, 22], which is a continuous-time repetition
of Bayesian update of the system state based on the measurement result. Thus, it can
be directly applied to the problems of parameter estimation [22, 23, 24, 25, 26, 27] and
feedback control for state preparation [22, 28, 29, 30, 31], implying suitability of the
continuous measurement approach in our case as well.
In what follows we describe the significance of the goals (i) and (ii) in more detailed
way and also the results briefly. First, regarding the goal (i), we are motivated by the
fact that the graph structure itself is often unknown; for instance, in the case of solid
systems, subsystems are served by atoms produced at different sites possibly randomly
and only some of them appear near the surface. Hence in general it is important to
develop a scheme for identifying the graph structure from only accessible nodes, as
illustrated in Fig. 1 (a). In this paper, towards achieving the goal (i), we provide an
algorithm to test whether any given pair of nodes of the network are connected or not;
then it will be demonstrated numerically that our scheme correctly identifies the graph
3structure with high success probability. It is worth noting that this kind of structure
identification problem can be found in the classical regime, e.g., reconstruction of the
graph structure of gene mRNA concentrations [32] and estimation of relationships in
social networks [33].
Once the network structure is correctly identified, which means that the system
parameters can be further estimated using the results in [7, 8, 9, 10, 11, 12], then
the next step is to initialize the network. In this paper, we aim to deterministically
stabilize a spin coherent state |0⊗N〉 = |0, 0, · · · , 0〉 in a limited-access network originally
prepared in any mixed state. There has not been developed a scheme satisfying all
these requirements, though it is clearly an important subject particularly in quantum
computation. The continuous measurement is again useful to solve the problem, because
it continuously reduces the entropy of the system; further, to overcome the issue that
any measurement induces probabilistic (i.e. non-deterministic) behavior of the system,
we employ the adaptive measurement technique [34, 35], which is a kind of feedback
control that changes the measured observable continuously in time, depending on the
past measurement results. It will be actually demonstrated that, in some examples, this
method realizes deterministic stabilization of the target state. At the same time, we
clarify a situation where the adaptive scheme does not work; more precisely, it is proven
that the permutation symmetry property [19] of the network prohibits such desirable
convergence.
Lastly we remark that the presented schemes can be straightforwardly extended
to the case where two neighboring nodes of the network are accessible; this is indeed a
necessary requirement to perform universal quantum computation on a limited-access
network [18].
Notation: The spin-up and spin-down states are represented by |0〉 = (1, 0)⊤ and
|1〉 = (0, 1)⊤, respectively. In is the n× n identity matrix. σx, σy, and σz are the Pauli
matrices.
2. Spin network under continuous measurement
We first describe the general setup of continuous measurement. This can be physically
realized by coupling an optical probe field to the system of interest and measuring the
output field continuously in time. In particular when a homodyne detector is used for
measurement, the time evolution of the system state ρt conditioned on the measurement
results Yt = {Ys | 0 ≤ s ≤ t} is given by the following stochastic master equation (SME)
[20, 21, 22]:
dρt = −i[H, ρt]dt+ γD[c]ρtdt+√γH[c]ρtdWt, (1)
dYt =
√
γTr[(c + c†)ρt]dt+ dWt, (2)
whereH is the system Hamiltonian. Themeasurement operator c represents the coupling
between the system and the probe field, and γ is the measurement strength. dWt is the
4standard Winner increment with mean zero and variance dt. Also we have defined
D[c]ρ = cρc† − 1
2
(c†cρ+ ρc†c), H[c]ρ = cρ+ ρc† − Tr[(c+ c†)ρ]ρ.
Note that the set of equations (1) and (2) is a quantum counterpart to the classical
Kushner-Stratonovich equation describing the time evolution of a conditional probability
density. Hence, as in the classical case, the conditional expectation Tr(Aρt) represents
the least mean squared error estimate of an observable A at time t.
In this paper, we study an N -spins network whose structure is captured by the
graph G with the set of nodes (vertices) V (G) and that of edges E(G); that is, each
node represents a single spin and E(G) denotes the set of pair of spins connected with
each other. We make two assumptions on the system as follows. First, the interaction
between the nodes is given by the XY coupling Hamiltonian [36]:
H =
∑
(j,k)∈E(G)
λjk(σ
x
j ⊗ σxk + σyj ⊗ σyk), (3)
where σxj , σ
y
j , and σ
z
j are the Pauli matrices acting on the jth spin; thus the notation
means e.g. σxj = I2 ⊗ · · · ⊗ σx ⊗ · · · ⊗ I2. The second assumption is that only the first
node is accessible; here we continuously measure the z component of the first spin, in
which case the measurement operator c in Eqs. (1) and (2) is given by
c = σz1 = σ
z ⊗ I⊗(N−1). (4)
As a result, the conditional state of the whole spin network with graph G, whose first
node is continuously measured, is subjected to the SME (1) with Hamiltonian (3) and
the measurement operator (4).
3. Structure identification via continuous measurement on single node
3.1. The structure estimator
We are concerned with the situation where the structure of graph G is unknown; that
is, we want to know which nodes of the network are connected with each other and how
strong those connections are. But this general setting makes the problem too difficult,
thus let us temporarily assume that the coupling constants λjk are known and uniformly
given by λ. Of course this assumption does not hold in general, so we will return to
the original problem in Section 3.4. Also the measurement strength γ is assumed to be
known. Consequently, here we concentrate on the problem of identifying the structure of
the graphG. This is equivalent to correctly choosing the true graph G˜(i0) from all possible
nominal graphs G˜(1), . . . , G˜(m
′), where m′ = 2NC2 is the number of all combinations of
the edges contained in the N -spins network. For a network composed of three spins,
for instance, we have totally eight candidates of graph, G˜(1), . . . , G˜(8), whose edges
are respectively given by E(G˜(1)) = {{1, 2}, {1, 3}, {2, 3}}, E(G˜(2)) = {{1, 2}, {1, 3}},
E(G˜(3)) = {{1, 2}, {2, 3}}, . . . and E(G˜(8)) = {}, as shown in the left side of Fig. 2.
Clearly, the above classification is redundant, because the observer who accesses
only to the first node cannot distinguish for instance G˜(3) and G˜(5); hence these two
5Figure 2. Possible graph structures of a three-nodes spin network. In each case
the first node is measured as indicated by the wavy arrow. The graphs G˜(1), . . . , G˜(8)
are classified into the graphs G(1), . . . , G(5), taking into account the topology of the
graphs.
graphs have to be identified as the graph G(3), which is shown in the right side of Fig. 2.
From the same reason, G˜(4) and G˜(6) are identified as the two-nodes graph G(4). Also
G˜(7) and G˜(8) correspond to G(5). Consequently, for the three-nodes spin network, we
can reduce the number of possible graph structure from m′ = 8 to m = 5; the true
graph G(i0) is included in the set G3 = {G(1), . . . , G(5)}. Note that G3 contains the set
of single-node graph G1 = {G(5)} and that of two-nodes graph G2 = {G(4)}; therefore,
identifying the graph structure by choosing one element from Gk implies that at the
same time we are estimating the number of nodes of the network, which has to be less
than or equal to k though.
To attack the problem, we employ the estimation technique, which is found for
instance in [22, 23, 24, 25, 26, 27]. The basic idea is that, based on the measurement
data Yt, we attempt to estimate the value of both the index i ∈ {1, . . . , m} and a system
observable in a recursive (continuous-time) manner. For this purpose, let us define the
classical probability distribution {p(1)t , . . . , p(m)t } with p(i)t = P({G = G(i)}|Yt) denoting
the conditional probability that the true graph of the network is given by G(i). Then
the above-mentioned goal can be attained by constructing an update law of {p(i)t } such
that it changes in time and will get the maximum value at the index i = i0. At the
same time, we need to update the system state conditioned on the measurement results
Yt; let us denote ρ(i)t the whole network state corresponding to the i-th nominal graph
G(i). Now, the system with graph G(i) is driven by the Hamiltonian
H(i) =
∑
(j,k)∈E(G(i))
λ(σxj ⊗ σxk + σyj ⊗ σyk), (5)
while the measurement operator (4) is commonly taken for all nominal graphs. By
using basically the same technique for deriving the SME (1) and (2), we have the
following update laws of ρ
(i)
t and p
(i)
t (two methods to derive these equations are given
6Figure 3. Configuration of the structure estimator. We perform a continuous-time
measurement on the accessible node of the spin network whose graph structure G(i0)
is unknown. The measurement result Yt is used to update p
(i)
t , the probability that
G(i) is the true graph, as well as ρ
(i)
t , the quantum state of the system with graph G
(i).
The update laws are given by Eqs. (6) and (7).
in Appendix A):
dρ
(i)
t = −i[H(i), ρ(i)t ]dt + γD[c]ρ(i)t dt+
√
γH[c]ρ(i)t (dYt − 2
√
γ Tr(cρ
(i)
t )dt), (6)
dp
(i)
t = 2
√
γ{Tr(cρ(i)t )− Tr(cρ˜t)}p(i)t (dYt − 2
√
γ Tr(cρ˜t)dt), (7)
where ρ˜t :=
∑m
i=1 p
(i)
t ρ
(i)
t . Here Yt is the measurement result generated from the true
system having the true Hamiltonian H = H(i0) and the measurement operator (4): i.e.,
dρ
(i0)
t = −i[H(i0), ρ(i0)t ]dt+ γD[c]ρ(i0)t dt+
√
γH[c]ρ(i0)t dWt, (8)
dYt = 2
√
γTr(cρ
(i0)
t )dt+ dWt. (9)
We recursively calculate the above equations to update the probability distribution p
(i)
t
as well as the state ρ
(i)
t , using the measurement result Yt; what we expect is that, again,
p
(i)
t will get the maximum value at the index i = i0 after many iterations. Note that,
in reality Eqs. (8) and (9) cannot be computed since H(i0) is unknown, but only the
experimental data Yt is obtained; in numerical simulations, however, we do that in order
to generate Yt. Figure 3 illustrates the configuration of the estimation scheme.
3.2. Example 1: three-spins case
Let us consider the simple network composed of three nodes; in this case, as depicted
in Fig. 2, we have m = 5 candidates as the graph structure. The true system is chosen
to be the chain-type network G(i0=3). The initial distribution is set to the uniform one
p
(i)
0 = 1/5 ∀i, because the graph structure is assumed to be completely unknown at the
initial time t = 0. From a similar reason, we should set the initial density matrix to the
maximal mixed state ρ
(i)
0 = (I2/2)
⊗3 ∀i. In this setting, we run the algorithm (6) and
(7) to compute p
(i)
t . Figure 4 (a) shows the averaged time evolution of 50 sample paths
of p
(i)
t , denoted by 〈p(i)t 〉; from this we clearly see that the correct convergence of p(i)t to
the distribution with p(3) = 1 occurs most frequently. Hence, our estimator correctly
identifies the true graph G(3).
7Figure 4. Numerical simulation for the three-spins network with parameter λ = γ.
The true graph structure is set to G(i0=3). Figure (a) shows the time evolution of the
probability distribution 〈p(i)t 〉 averaged over 50 sample paths, which takes the highest
value at the true index i0 = 3. Figure (b) shows typical sample paths of the estimate
of c = σz1 , for the true system with graph G
(i0=3) (upper left) and for the nominal
systems.
We now discuss why the identification is possible by measuring only a part of the
network. For this purpose let us focus on the estimate (conditional expectation) of the
z-component of the measured spin. The continuous measurement tends to increase the
absolute value of the estimate of σz [29], while now the value of the z-component of
the measured spin is distributed over the network due to the XY coupling Hamiltonian
[37, 38]; i.e. spin diffusion occurs. Hence, intuitively, if the network is “small” in the
sense that the path length from the accessible node to every terminal nodes is relatively
8short, then the spin wave quickly gets back to the measured spin and consequently the
estimate of the z-component of the measured spin will change very fast, while in the
opposite case the estimate will change slowly. Figure 4 (b) plots the trajectories of
Z
(i0=3)
t = Tr(cρ
(i0=3)
t ) and Z
(i)
t = Tr(cρ
(i)
t ). These figures support the validity of the
above observation; because the chain is relatively a “large” network, the true estimate
Z
(i0=3)
t actually changes slowly. Remarkably, only the nominal estimate Z
(3)
t shows a
similar trajectory to that of the true one Z
(i0=3)
t , while the other nominals do not. This
fact means that the measurement even only on a part of the network certainly brings
useful information for identifying the whole structure. At the same time, Fig. 4 (b) tells
us that the time-evolution of Z
(3)
t produced from the large network is singularly different
from those produced from the small networks, i.e. Z
(1)
t , Z
(2)
t , and Z
(4)
t , which all behave
in a similar fashion. In general, if the interaction strength are uniform and the upper
bound of total spin number of the network is known, then there are a few large systems
having similar graphs, while there may be many small systems with similar structure;
thus, it is expected that a large network tends to produce a singular signal that allows
us to easily distinguish it from others, while not the case for a small network.
3.3. Example 2: five-spins case
We next consider the five-nodes network with true graph G(i0=25), which is depicted in
the inset of Fig. 5 (a). For networks composed of up to five nodes, there are totally
m = 74 graph structures, so the true graph is contained in the set G5 = {G(1), . . . , G(74)}.
Note that, without taking into account the redundancy, the number of possible graph
structure is m′ = 1024; hence the efficiency of the classification method introduced in
Sec. 3.1 warrants special mention.
The time evolution of 〈p(i)t 〉 is computed by averaging over 50 sample paths of p(i)t
and shown in Fig. 5 (a). The initial distribution is set to the uniform one p
(i)
0 = 1/74 ∀i,
because of the same reason explained before. Also ρ
(i)
0 = (I2/2)
⊗5 ∀i. Note that this
system is a relatively small network with length of up to 2 from the accessible node;
hence, as discussed in Sec. 3.2, the system may be less distinguishable compared to the
chain-structured one. Nonetheless, the trajectory still converges and takes the maximum
value at i = 25, thus the estimator correctly identifies the true graph structure.
3.4. Example 3: Networks with non-uniform coupling constants
We have observed that our estimator can identify the true graph structure with high
probability, under the assumption that the coupling constants of the true network are
known and uniform. Thus here we should return to the original problem, i.e. structure
identification of a network having non-uniform coupling constants. So the true network
has the Hamiltonian of the form
H(true) =
∑
(j,k)∈E(G(true))
λjk(σ
x
j ⊗ σxk + σyj ⊗ σyk). (10)
9Figure 5. (a) Time evolution of the probability distribution 〈p(i)t 〉 averaged over 50
sample paths. The true graph is G(i0=25), which has the uniform coupling constant.
The parameters are set to λ = γ. (b,c,d) Several examples where the coupling constants
of the true network are not uniform. The number along the edge {j, k} represents
λjk/γ. The time evolution of 〈p(i)t 〉 is computed by averaging 50 sample paths. The
true graph and the estimated graph are both depicted in the inset.
G(true) is the true graph with unknown coupling constants λjk. To attack this general
problem, in this paper we follow the strategy to estimate only the graph structure;
that is, we apply the same estimator as before, which assumes the uniform coupling
constants for the underlying network. Thus the estimator attempts to choose a most-
likely graph from the set Gm = {G(1), . . . , G(m)} composed of the graphs with uniform
coupling constants; hence G(true) is not contained in Gm. There are two related reasons
behind this approach; first, as mentioned in Sec. 1, if the graph structure is correctly
identified, then the coupling strength can be estimated using the method developed in
[7, 8, 9, 10, 11, 12]; second, it has a clear advantage in computational time, because
identifying both the graph structure and coupling constants in the same time means
10
that we update q
(i,j)
t , the probability distribution of the j-th coupling constant of G
(i),
in addition to (p
(i)
t , ρ
(i)
t ), which would be numerically intractable even for a small-size
system.
Here, we consider three five-nodes spin networks. The first one is the case where
the true network is of the chain structure depicted in the inset of Fig. 5 (b). Since a
chain is the largest network, as seen in Fig. 4 (b), the estimate of the z-component of
the measured spin should be singularly slow in changing, implying that the chain-type
network may be easily distinguished from other candidates even in the non-uniform case.
In fact, Fig. 5 (b) shows that the estimator correctly identifies the true graph structure
G(70).
The next is the case where the true graph G(true) is shown in the inset of Fig. 5 (c).
As discussed in Sec. 3.3, this is a relatively small network, hence the distinguishability,
or roughly speaking the identifiability, would become worse. Figure 5 (c) shows this
is indeed the case; although 〈p(i)t 〉 takes the maximum values at i = 25 and thus the
estimator correctly identifies the true graph structure, the probability to reach the point
i = 25 becomes smaller than the case of chain. Note also that the success probability
becomes smaller than the previous case shown in Fig. 5 (a).
Lastly, we consider the star-type network with the weighted graph G(true) depicted
in the inset of Fig. 5 (d). In this case, as shown in the figure, 〈p(i)t 〉 has two comparable
peaks at the points corresponding to the correct answer G(11) and the wrong one G(31);
although 〈p(11)t 〉 is a bit larger than 〈p(31)t 〉, we should take both answers as the identified
model. That is, the estimator cannot definitively identify the true graph. This result
makes sense, because the true system is a smallest five-nodes network that would have
a number of other types of small networks producing a similar output signal Yt; in
particular, G(11) andG(31) generate very similar time evolutions of the estimate of c = σz1 ,
hence it is hard to distinguish them.
3.5. Discussion
Our main question is the following: for what kind of network systems does the algorithm
work well and generate the correct answer? The key concept enabling us to approach
this problem would be identifiability, which has already appeared above without a formal
definition: That is, if two different systems generate different outputs for a given common
input, they can be distinguished from the output data and thus called identifiable. This
is a fundamental notion in the field of system identification [39], whose quantum version
has started to be studied only very recently [40, 41]. So our conjecture is as follows.
Conjecture 1: If the true system is identifiable, then the solution of the SME
converges to the correct answer with high probability.
Actually, it can be proven that the chain-formed network is identifiable [40, 41].
On the other hand the system in Fig. 5 (d) seems to be not identifiable, which can be
seen from the fact that the systems G(11) and G(31) generate almost the same amount of
the probability 〈p(i)t 〉. Exploring the connection of the structure identification problem
11
to the general identifiability analysis is very important and should bring useful facts.
4. State initialization via continuous measurement on single node
If the network structure is correctly identified, the estimation methods developed
in [7, 8, 9, 10, 11, 12] can be applied to determine the coupling constant λjk in
the Hamiltonian (3), and then we can further move forward to the stage of system
initialization. In this section, under the assumption that the Hamiltonian (3) is
completely known, we provide a scheme that deterministically stabilizes the spin
coherent state |0⊗N〉 = |0, 0, · · · , 0〉. The scheme is again based on the continuous
measurement performed only on a single node of the network. As mentioned in Sec. 1,
in general, measurement can reduce the entropy of the system state, while it must
drive the state probabilistically; to achieve the deterministic state preparation, we thus
employ the mechanism of adaptive measurement. To make this idea clear, this section
is first devoted to present an adaptive measurement method for state preparation of a
single-spin system. Then it is applied to quantum networks with only a single node
accessible.
Before describing the results, we make two remarks. First, for a solid system, we can
effectively prepare a product of ground states |g, g, · · · , g〉 by cooling the system. The
situation considered in this paper, however, does not allow the standard cooling method
that extracts entropy from all the nodes via the global system-refrigerator coupling.
Rather we here need to extract entropy from only a part of the system. Second, a
completely different type of initialization method was proposed in [42]; the idea is to
utilize a state transfer architecture from an ancilla system to the network system through
accessible nodes. This method is effective if initializing the ancilla can be done easily.
4.1. Adaptive measurement for single spin state preparation
As indicated by Eq. (1), measuring a quantum system always brings a stochastic driving
of the state. This means that only a fixed measurement does not deterministically
stabilize the state. Combining measurement with feedback control is thus expected to
overcome this issue, as actually demonstrated in several studies [22, 28, 29, 30, 31].
Adaptive measurement is a kind of feedback control, which does not introduce an
additional actuator for control but instead changes the detector configuration based
on the past measurement results. Thus a merit of adaptive measurement may appear
in a practical situation where it costs cheaper than adding an additional actuator. The
applicability of this scheme to single spin stabilization has been demonstrated in [34, 35];
we here consider the same problem studied in these references and show a new result.
The problem of stabilizing a single spin state via adaptive measurement is described
as follows. Recall that the state under continuous measurement evolves in time according
to Eq. (1). We here set H = 0 and assume that the measurement operator c can be
12
changed in time as a function of ρt; let us parameterize c in the following form:
ct =
(
cos θt e
−iδt sin θt
eiδt sin θt − cos θt
)
. (11)
Then the problem is to determine the time evolution of the parameters (θt, δt) so that the
single spin state ρt governed by the SME (1) with H = 0 and Eq. (11) deterministically
converges to a desired target state. In particular, we set the target to be |0〉.
To solve the problem, let us consider the following cost function:
Jt = 1− Tr(σzρt).
This is non-negative and takes the minimum value 0 only when ρt = |0〉〈0|. Also we
parameterize the state as
ρt =
1
2
(
1 + rt cosαt rte
−iβt sinαt
rte
iβt sinαt 1− rt cosαt
)
. (12)
Then, the derivative of E[Jt] is given by
dE[Jt]
dt
= −rt
2
[
(cos(2θt)− 1) cosαt + sin(2θt) sinαt cos(δt − βt)
]
. (13)
Hence, by choosing the tuning parameters as
(θt, δt) = (αt/2, βt), (−αt/2, βt + pi), (14)
we have
dE[Jt]
dt
= −rt
2
(1− cosαt) ≤ 0.
Then, from the theory of stochastic stability [43], dE[Jt]/dt→ 0 holds, thus equivalently
αt → 0 or rt → 0 is guaranteed. This means that after long time limit the state lies on
the positive half of the z axis in the Bloch sphere. But it is well known that an ideal
continuous measurement of an observable always increases the purity of the conditional
state; i.e., rt → 1. Combining these two results, we can conclude that the state converges
to the target state |0〉 almost surely. The adaptive measurement law (14) has been
found in [35], though without rigorous proof. Hence here we present the result as a new
contribution.
Theorem 1: The single spin state subjected to the SME (1) with H = 0 and the
adaptive measurement law (11), (12), and (14) converges to the target state |0〉 almost
surely.
4.2. Network initialization via adaptive measurement on single node
Now we apply the adaptive measurement scheme developed in the previous subsection
to an N -spins quantum network with only a single node accessible. Let us set the target
to be the spin coherent state |0⊗N〉. Then, the goal is to stabilize the target |0⊗N〉 by
applying the continuous adaptive measurement performed on the accessible spin.
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We follow the same procedure as before. Now the whole state is governed by the
SME (1) with Hamiltonian (3) and the measurement operator
c′t =
(
cos θ′t e
−iδ′
t sin θ′t
eiδ
′
t sin θ′t − cos θ′t
)
⊗ I⊗(N−1), (15)
instead of Eq. (4). The adaptive measurement law of the parameters (θ′t, δ
′
t) can be
determined from the following cost function:
J ′t = N − Tr
( N∑
j=1
σzj ρt
)
, (16)
which is non-negative and takes the minimum value 0 only when ρt = |0⊗N〉〈0⊗N |. The
time derivative of E[J ′t] is given by
dE[J ′t]
dt
= −r
′
t
2
[
(cos(2θ′t)− 1) cosα′t + sin(2θ′t) sinα′t cos(δ′t − β ′t)
]
, (17)
where (r′t, α
′
t, β
′
t) are the parameters of the reduced quantum state
ρ′t = Tr(2,3,4,...,N)[ρt] =
1
2
(
1 + r′t cosα
′
t r
′
te
−iβ′
t sinα′t
r′te
iβ′
t sinα′t 1− r′t cosα′t
)
. (18)
The point is that Eq. (17) has the same form as that for the single spin case, Eq. (13).
Thus the adaptive law
(θ′t, δ
′
t) = (α
′
t/2, β
′
t), (−α′t/2, β ′t + pi) (19)
gives rise to dE[J ′t]/dt→ 0 as before, which thus concludes ρ′t → |0〉〈0|. Also note that
the measurement operator (15) then converges to Eq. (4).
Although the above result does not necessarily mean the deterministic convergence
of the whole network state ρt to the target |0⊗N〉, the following two facts suggest that
it would actually occur. First, we now know that the value of the z-component of the
first spin, which is continuously raised via the adaptive measurement, is distributed over
the whole network due to the XY coupling Hamiltonian; hence the z-components of all
spins may also increase. Second, it can be proven that the target |0⊗N〉 is a steady state
of the SME with Eqs. (3) and (4) (see Appendix B). In view of these two facts, we pose
the following conjecture.
Conjecture 2: The whole network state ρt will deterministically converge to the
target |0⊗N〉, if it is the unique steady state of the controlled SME, i.e. the SME
containing the adaptive measurement schematic.
4.3. Example: five-spins network
Here we consider some five-spins networks shown in Fig. 6, whose first spin is
continuously measured with the adaptive law (19). To evaluate the performance,
we use the fidelity Ft = 〈0⊗5|ρt|0⊗5〉, which takes the maximum value 1 only when
ρt = |0⊗5〉〈0⊗5|. The initial state is ρ0 = (I2/2)⊗5. In each panel of Fig. 6, some sample
paths of Ft are displayed.
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Figure 6. Sample paths of the fidelity Ft = 〈0⊗5|ρt|0⊗5〉 for several five-spins
networks. The graph (e) contains the permutation symmetry structure. The number
along the edge {j, k} represents λjk/γ.
First let us focus on the systems shown in the figures (a,b,c,f). The remarkable
fact is that, for all these cases, the target |0⊗5〉 is the unique steady state of the
controlled SME. Hence, Conjecture 2 mentioned above suggests that our scheme realizes
the deterministic state stabilization; actually all trajectories converge to 1. Also this
result shows that, for a variety of network structure, the goal can be achieved.
On the other hand, the figures show that, in the cases (d) and (e), the adaptive
scheme does not work well. Indeed, in these cases, it can be proven that the controlled
SME has a steady state other than the target, implying that the contraposition of
Conjecture 2 is true. In particular, the system shown in the figure (e) has a special
symmetric structure; indeed this structure is what prohibits the desirable convergence
15
and will be examined in detail in the next subsection.
4.4. Permutation symmetry
The above results imply that, as suggested by Conjecture 2, the deterministic
convergence needs the condition that the target |0⊗5〉 is the unique steady state of the
controlled SME. Hence, it should be useful to characterize a system that does not have
such uniqueness property. In particular, systems having permutation symmetry [19] are
important; this property means that the Hamiltonian is invariant under the exchange of
some specific pairs of spins. The system shown in Fig. 6 (e) has this property; actually
the Hamiltonian is
H = γ(XXIII + Y Y III) + 1.2γ(IXXII + IY Y II) + 0.9γ(IIXXI + IIY Y I)
+ 1.2γ(IIIXX + IIIY Y ) + γ(XIIIX + Y IIIY ),
where e.g. XXIII = σx ⊗ σx ⊗ I2 ⊗ I2 ⊗ I2, and it is permutation symmetric with
respect to the exchanges between the second and the fifth spins and between the third
and the fourth spins. We can then find that the entangled state
|φ′〉 = 1√
2(1 + a2)
(
|00001〉+ a|00010〉 − a|00100〉 − |01000〉
)
, a =
−3±√73
8
satisfies c|φ′〉 = |φ′〉 and H|φ′〉 = 1.2a|φ′〉, which thus implies that, in addition to |0⊗5〉,
|φ′〉 is a steady state of the controlled SME because of the fact described in Appendix B.
Note that |φ′〉 is invariant under the above-mentioned permutation operation. Thus,
the state can also move toward |φ′〉, implying that the deterministic convergence to
the target |0⊗5〉 would not be expected. Actually, as seen in Fig. 6 (e), the state does
not converge to the target, even with the aid of the adaptive measurement; rather it
converges to a mixed state on the subspace spanned by the steady states of the controlled
SME.
The above result can be generalized, as shown below. The proof is given in
Appendix C.
Theorem 2: Suppose that the network has the permutation symmetry property.
Then, the target state is not the unique steady state of the controlled SME.
But note again that the system shown in Fig. 6 (f) shows the deterministic
convergence. Hence the deterministic stabilization of the state at the target is simply
recovered, if the system experiences some perturbation and loses the permutation
symmetry.
4.5. Discussion
The numerical simulations support the validity of Conjecture 2 posed at the end of
Section 4.2; if the target is the unique steady state of the controlled SME, then the
adaptive scheme achieves the deterministic state initialization. Therefore, to make the
presented scheme stronger, we need to prove this conjecture and also characterize the
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network structure such that the spin coherent state is the unique steady solution of
the controlled SME. These problems are both difficult due to the huge variety of the
network structure, but we expect that the results [44] and [31] could be applied to solve
them; the former shows the uniqueness condition of the steady state of a general master
equation, and the latter gives a rigorous proof of the deterministic convergence in the
case c =
∑
k σ
z
k and H = u(t)
∑
k σ
y
k with u(t) the feedback input. Both problems need
careful mathematical analysis and should be investigated in the future work.
5. Concluding discussion
In this paper, we have provided continuous-measurement-based methods to achieve the
structure identification and deterministic state initialization of spin networks with single
node only accessible. In each case, as numerically demonstrated, the performance of the
scheme fully depends on the network structure. So surely it is very important to clarify
what kind of graph structure is suitable for achieving both goals. This general question
is of course not straightforward to answer, but here we try to deduce a conjecture from
an intuitive observation.
First, to succeed in the structure identification, we need enough information that
can be extracted from the accessible node; in general, when the system is in a highly
mixed state, such information leaking occurs. On the other hand, if the system state is
in a pure state, or in our case the state initialization has been completed, no meaningful
information is available anymore. Hence, it seems that the identification and the
initialization are in a trade-off relationship. Is there a system that allows us to achieve
both goals? Indeed, we have seen that the presented two schemes work well particularly
for the chain-formed system, as observed in Figs. 5 (b) and 6 (a). This can be understood
by looking at the fact that the chain is relatively a large network that needs longer
time until being purified; hence a large network offers more information during the
measurement process compared to some other small networks. Indeed Fig. 6 (a) shows
that the chain-formed network takes the longest time to be initialized. Based on these
observation, we now have the following general conjecture.
Conjecture 3: A system having the infection property [8, 10, 12, 17, 40, 41] is the
best suitable for quantum computation on a limited-access network.
Actually, an infective system is essentially equivalent to a chain-formed system. The
importance of this class of systems lies in the following three facts; first, an infective
system can be parameter estimable [8, 10, 12], and second, it is possible to perform a
universal gate operation on an infective system [17]. Moreover, it was proven in [40, 41]
that an infective system is identifiable in the sense discussed in Sec. 3.5. Therefore, here
we are interested in proving the following conjecture:
Conjecture 4: The controlled SME of an infective system does not have a steady
state other than the spin coherent state.
By proving the above conjecture and further Conjectures 1 and 2 stated in Secs. 3.5
and 4.5, together with the above three facts, we can conclude that Conjecture 3 is true,
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although a more precise meaning of the “best” structure should be clarified.
Lastly, we remark that, in both the identification and stabilization problems, the
total computation time for running the algorithm largely increases with the size of the
network; so both schemes are inefficient for exponentially large systems. In this sense, for
instance quantum communication or metrology formulated within the indirect control
framework, would be suitable subjects to which our method should be first applied.
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Appendix A. Derivation of the SME (6) and (7)
Here we derive the SME (6) and (7), using two methods. We refer to [25, 26, 27] for
more detailed description.
The key idea of the first approach is that, by embedding the classical probability
distribution {p(i)t } into a space of density matrices, we apply the quantum filtering theory
to the augmented system composed of the classical (fictitious) system and the quantum
system. For this purpose, let {|ψi〉} be the set of m-dimensional orthonormal vectors,
with the index i corresponding to the i-th graph. Then, the state of the augmented
system is represented by
ρEt =
m∑
i=1
p
(i)
t |ψi〉〈ψi| ⊗ ρ(i)t .
In the same manner, the Hamiltonian and the measurement operator acting on the
whole space are respectively given by
HE =
m∑
i=1
|ψi〉〈ψi| ⊗H(i), cE = Im ⊗ c,
with c given by Eq. (4). Then, the SME for the augmented system is given by
dρEt = −i[HE , ρEt ]dt+ γD[cE ]ρEt dt+
√
γH[cE ]ρEt dWEt , (A.1)
dYt = 2
√
γTr(cEρEt )dt+ dW
E
t . (A.2)
In particular, in the basis |ψi〉, Eq. (A.1) gives
dp
(i)
t ρ
(i)
t + p
(i)
t dρ
(i)
t + dp
(i)
t dρ
(i)
t = p
(i)
t
{
− i[H(i), ρ(i)t ]dt+ γD[c]ρ(i)t dt
+
√
γ[cρ
(i)
t + ρ
(i)
t c− 2Tr(cEρEt )ρ(i)t ]dWEt
}
. (A.3)
Then, the trace operation on the above equation yields
dp
(i)
t = 2
√
γ{Tr(cρ(i)t )− Tr(cEρEt )}p(i)t dWEt , (A.4)
which is Eq. (7), where we have expressed Tr(cEρEt ) = Tr(cρ˜t) with ρ˜t =
∑
i p
(i)
t ρ
(i)
t .
To obtain the equation of ρ
(i)
t , we assume that it follows dρ
(i)
t = Aidt + BidW
E
t ; then
substituting this equation and Eq. (A.4) for Eq. (A.3), we have Bi = H[c]ρ(i)t and
Ai = −i[H(i), ρ(i)t ]dt+ γD[c]ρ(i)t dt+ 2
√
γ{Tr(cEρEt )− Tr(cρ(i)t )}H[c]ρ(i)t .
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Hence we obtain Eq. (6).
Next, we give an alternative way to derive Eqs. (6) and (7). The idea is that we
explicitly use the classical Bayes rule to obtain the update law of p
(i)
t , unlike the above
approach where the Bayes rule was implicitly used through the filtering procedure. Let
us begin with the assumption that, through the estimation process up to time t, we
have estimated the true graph to be G(i); then, under this condition, the measurement
result is given by dYt = 2
√
γ Tr(cρ
(i)
t )dt + dWt. With this information, the conditional
state ρ
(i)
t is updated to ρ
(i)
t+dt through the usual quantum filtering technique, which leads
to Eq. (6). Moreover, it is used for updating p
(i)
t = P({G = G(i)}|Yt) via the Bayes rule
(N is the normalization constant):
p
(i)
t+dt =
P(Yt+dt |{G = G(i)})p(i)t∑
i P(Yt+dt |{G = G(i)})p(i)t
=
1
N exp
[
− 1
2dt
(
dYt − 2√γ Tr(cρ(i)t )dt
)2]
p
(i)
t
=
(
1 + 2
√
γ Tr(cρ
(i)
t )dYt
)
p
(i)
t
1 + 2
√
γ
∑
iTr(cρ
(i)
t )p
(i)
t dYt
=
(
1 + 2
√
γ Tr(cρ
(i)
t )dYt
)
p
(i)
t
1 + 2
√
γ Tr(cρ˜t)dYt
= p
(i)
t + 2
√
γ
{
Tr(cρ
(i)
t )− Tr(cρ˜t)
}
(dYt − 2√γ Tr(cρ˜t)dt)p(i)t ,
hence we have Eq. (7).
Here we remark that in reality the output Yt is generated from the true system,
thus from Eq. (9) the innovation term is given by
dW ′t = dWt + 2
√
γTr(cρ
(i0)
t )dt− 2
√
γTr(cρ
(i)
t )dt,
which is not the standard Wiener increment when ρ
(i)
t 6= ρ(i0)t . As a result, particularly
when the graph G(i) largely differs from the true one G(i0), the drift term of Eq. (6) (the
term proportional to dt) can take a big number such that the constraint Tr(ρ) = 1 or
ρ ≥ 0 is numerically violated; consequently in the simulation the time evolution of ρ(i)t
becomes unstable and it sometimes diverges. Thus, we have introduced a normalization
operation in the simulator (MATLAB) for numerically preserving those constraints.
Appendix B. Steady state of the SME
In general, a pure state |ψ〉 is a steady state of the SME (1) if and only if |ψ〉 is a
common eigenvector of iH + c†c/2 and c, which can be directly proved using the results
[44, 45]. Now, |0⊗N〉 is clearly an eigenvector of c = σz1 . Also noting the relation
(σx⊗σx+σy⊗σy)|00〉 = 0, we readily have H|0⊗N〉 = 0. Therefore, |0⊗N〉 is a common
eigenvector of iH + c†c/2 and c, hence it is a steady state of the SME. Note that the
above fact does not mean that |0⊗N〉 is a unique steady state of the SME.
Appendix C. Proof of Theorem 2
The goal is to prove that the controlled SME having permutation symmetry property
has a steady state other than |0⊗N〉. This can be achieved by showing that, based on
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the fact mentioned in Appendix B, there exists a common eigenstate of c and H such
that c|φ〉 = |φ〉 and |φ〉 6= |0⊗N〉. Note that the eigenstate satisfying c|φ〉 = −|φ〉 cannot
be a steady state due to the adaptive measurement mechanism.
First, let P be a permutation matrix exchanging the indices 0 and 1 of two specific
spins, which however does not act on the first node. Then, Jz = Σ
N
j=1σ
z
j satisfies
[P, Jz] = [H, Jz] = [c, Jz] = 0, since P,H , and c preserve the total z component of the
network. Thus, P,H , and c can be block-diagonalized into N + 1 blocks corresponding
to the eigenspaces of Jz; that is, P = diag(P0, ..., PN), H = diag(H0, ..., HN), and
c = diag(c0, ..., cN), where the jth component acts on the subspace spanned by the
states with j excitations (i.e., the states composed of j spins with |1〉 and N − j
spins with |0〉). In particular, the subspace corresponding to j = 1 is spanned by
|100 . . . 0〉, |010 . . .0〉, . . . , |000 . . . 1〉. Now remove |100 . . . 0〉 from this space and define
S1 = span
{
|010 . . . 0〉, |001 . . . 0〉, . . . , |000 . . . 1〉
}
.
Then, any state |φ〉 ∈ S1 satisfies c|φ〉 = |φ〉. Also note that |0⊗N〉 /∈ S1.
Let us now define P ′ = diag(I1, P1, INC2 , . . . , I1); then P
′ must have two eigenvalues
±1, implying that there exists an eigenstate |φ〉 ∈ S1 satisfying P ′|φ〉 = −|φ〉. We here
use the assumption that H is permutation symmetric, which leads to [H,P ] = 0 and
further [H,P ′] = 0. Then, from [H,P ′]|φ〉 = 0 we have
P ′(H|φ〉) = −(H|φ〉),
which implies H|φ〉 ∈ S1. Noting that this relation holds for any state satisfying
P ′|φ〉 = −|φ〉, we can conclude that H has an eigenstate |φ′〉 ∈ S1. Together with
the fact that c|φ′〉 = |φ′〉 and |φ′〉 6= |0⊗N〉, we obtain the assertion. 
In the case of the five-spins network shown in Fig. 6 (e), the steady state |φ′〉 other
than the target, the existence of which is shown in the above proof, can be found as
follows. First, the operators acting on the space S1, i.e. P1, H1, and c1, have the
following matrix representation:
P1 =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 , H1 =


0 2.4 0 0
2.4 0 1.8 0
0 1.8 0 2.4
0 0 2.4 0

 , c1 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .
The eigenvector of P1 corresponding to the eigenvalue −1 is of the form
(x, y,−y,−x)⊤. This further becomes an eigenvector of H1, if it takes the form
(1, a,−a,−1)⊤/√2(1 + a2) with a = (−3 ± √73)/8, which is of course an eigenvector
of c1. Then we find that it has the following representation in the whole system space:
|φ′〉 = 1√
2(1 + a2)
(
|00001〉+ a|00010〉 − a|00100〉 − |01000〉
)
.
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