The current literature provides many practical tools or theoretical methods to design, plan, and dimension Global System for Mobile Communications (GSM) and Universal Mobile Telecommunications System (UMTS) radio networks but overlooks the algorithms of the network planning and dimensioning for core networks of GSM, UMTS and IP Multimedia Subsystem (IMS). This paper introduces an algorithm for traffic, bandwidth and throughput dimensioning of the network entities in the UMTS core network. The analysis is based on the traffic and throughput generated or absorbed in the interfaces of the network entities in the UMTS core network. Finally a case study is provided to verify the algorithms created for UMTS core network. This paper is aimed at helping UMTS network operators dimension an optimum network size and build an optimum network structure to deliver an optimum quality of service for users. The algorithms developed in the paper have been successfully applied in dimensioning a nationwide UMTS network in North Africa and adopted in an optimization tool by a mobile operator in the United States in 2008-09. the traditional design philosophy for Circuit Switched (CS) and Time Division Multiplexing (TDM) networks such as 2G GSM and CDMA networks.
INTRODUCTION
Rapid changes in mobile telecommunications have always been evolutionary, and the deployment of UMTS to Long Term Evolution (LTE) will be the same. It will be a transition from third generation (3G) to 4G over a period of several years, as is the case still with the transition from 2G to 3G. As a result, mobile operators must find algorithms and rules that will dimension their emerging 3G networks, while addressing their potential 4G deployment requirements and will not require a "forklift" upgrade.
Radio access solutions are a primary concern of the UMTS deployment strategy, as it impacts the mobile operators' most valued asset: spectrum. As an equally important part of this equation, the core network will play an essential role in enhancing mobility, service control, efficient use of network resources and a seamless migration from 2G/3G to 4G. Hence, the network evolution calls for a transition to a "flat," all-IP core network with a simplified architecture and open interfaces.
As mobile operators evolve their networks to UMTS or even LTE, they will try to minimize cost and maximize subscriber usage. Therefore, a new problem appears: how to correctly plan and dimension the emerging UMTS Core Networks (CN) with a new flat and all-IP structure to avoid configuring unnecessary network resources and maintaining high Quality of Service (QoS) to subscribers? Meanwhile, the dimensioning algorithms for UMTS CN should be significantly differentiated from minimization, which helps mobile operators minimize Capital Expenditure (CAPEX). Because of the complexity of these networks, Harmatos, J. (2002) divided the problem into two parts. First, he finds the location of Media Gateways and a reasonable topology using a linear cost function. In the second part, he uses the real cost function (step function) in order to reduce the cost of the network. Britvic, V. (2004) specifies the strategic steps to plan and deploy the UMTS radio network, the core network, and the access transport network. Previous studies have provided many solutions to plan, dimension, and deploy the UMTS radio networks (Harmatos, J. et al, 1999; Wu, Y. et al, 2003 and Jamaa, SB. et al, 2004; Maple, C. et al, 2004; Juttner, A. et al, 2005; and Neubauer, T. et al, 2005) . Different models and methods have been developed to find the optimal topology of the cells if the basic traffic models and location information to install base stations can be provided by mobile operators. Ouyang, Y and Fallah, M.H. (2009) propose an evolution path and a 'three-layer structure' solution to seamlessly converge the UMTS R4 core network with the legacy GSM core network. The proposed solution is a high level guideline of the mobile core network topology rather than a detailed network dimensioning tutorial. In addition, Kunz, A., et al (2005) have studied the QoS mechanism for GPRS and UMTS PS networks.
Hence, the current literature is relatively mature on dimensioning of the radio networks. The literatures on planning the mobile core networks are limited to high level description for designing core network architecture. This literature gap in the detailed planning and dimensioning of the 3G core networks was the motivation behind our study and the specific focus on estimating the throughput and traffic generated and absorbed in the interfaces in the UMTS core network.
ARCHITECTURE OF UMTS CORE NETWORKS
The core network is the heart of a mobile network. Whether in 2G or 3G phase, the CN plays an essential role in the whole mobile network system to provide such important functions as mobility management, call and session control, switching and routing, charging and billing, and security protection. In the R99 version, the first version of 3G UMTS, the CN portion stays as the same network entity (NE) type and network topology architecture as that in the GSM phase. However, there is a change in R4, the second version of UMTS, which supports a networking mode where the bearer is separated from control. Meanwhile multiple bearer modes such as ATM/IP/TDM are supported by CN. Consequently the Mobile Switching Center (MSC) in GSM/UMTS R99 is split into two NEs: the MSC Server (MSS) and the Media Gateway (MGW).
With a logical division, the CN in UMTS is classified into the circuit switched domain (CS) including such logical NEs as MSC Server, MGW, Visitor Location Register (VLR) integrated in the MSC Server physically, Home Location Register (HLR), Authentication Center (AUC), Equipment Identity Register (EIR) and the packet switched domain (PS) including NEs: Serving GPRS Support Node (SGSN) and Gateway GPRS Support Node (GGSN) (3GPP TS 25.401; 3GPP TS 23.002). Figure 1 displays the topology of UMTS CN with the logical NEs mentioned above. Figure 1 shows that the UMTS CN consists of these mandatory NEs: MGW, MSC Server, HLR, SGSN, and GGSN. Below is a short description on these NEs.
Figure 1. Topology of UMTS CN: CS+PS domain
HLR is responsible for storing, updating, revising or deleting subscriber related information, covering the basic service subscription information, supplementary service subscription information, and location information of subscribers. In addition, it also implements the function of subscriber security management. From the physical connection aspect, HLR provides the D interface to connect with the VLR in the MSC Server, the C interface to connect with the MSC Server or the MSC in the GSM CN, the Gr interface with the SGSN, and the Gc interface with the GGSN. The type of signaling message delivered to and from HLR is the Mobile Application Part (MAP).
As the core NE of the CN in UMTS, the MSC Server is a functional entity that implements mobile call service, mobility management, handover, and other supplementary services. Due to the philosophy of separation of the control function from the bearer function in the UMTS CN, it is actually a controller of the MGW to establish call routes between Mobile Stations (MS) via the Mc interface. The MSC Server also physically integrates with a VLR to hold subscriber's data. The MSC Server provides the Nc interface to connect with its peer MSC Server, the Mc interface with the MGW, the C/D interface with the HLR, the A interface with the 2G Base Station Controller (BSC), and the optional Gs interface with the SGSN. The main types of signaling messaged going through MSC Server are Bear Independent Call Control messages (BICC) or ISDN User Part messages (ISUP) between the MSC Servers, the MAP between the MSC Server and the HLR, and the H.248 between the MSC Server and the MGW.
A MGW in a UMTS implements bearer processing functions between different networks. It implements UMTS voice communication, multimedia service, CS domain data service, and interworking between PSTN and UMTS CN and between GSM CN and UMTS CN. MGW provides Iu-CS interface to connect with the Radio Network Controller (RNC) in the Radio Access Network (RAN), Nb interfaces with its peer MGW, E interfaces with 2G MSC, Mc interfaces with MSC Server, A interface with BSC, and Ai interface with Public Switched Telephone Network (PSTN).
The SGSN is responsible for the delivery of data packets to and from MSs within its serving area. The tasks include packet routing and transfer, mobility management (attach/detach and location management), logical link management, and authentication and charging functions. The interfaces include Iu-Ps interface connecting to RNC, Gn/Gp interface to GGSN, Gr interface to HLR, Gs interface to MSC Server or MSC, Gd interface to Short Message Center (SMC), and Ga interface to Charging Gateway.
GGSN is a gateway between the UMTS PS/GPRS network and the external data networks (e.g. Internet). It performs such functions as routing and data encapsulation between the MS and external data network, security control, network access control and network management. From the UMTS PS/GPRS aspect, the MS selects a GGSN as its routing device between itself and the external network in the activation process of the PDP context in which the Access Point Name (APN) defines the access point to destination data network. From the external data network aspect, the GGSN is a router that can address all the MS IPs in the UMTS PS/GPRS network. The GGSN provides the Gc interface to connect with the HLR, Gn/Gp interfaces with SGSN, Gi interfaces with external data networks, and Ga interfaces with CG.
ALGORITHMS FOR TRAFFIC LOADING AND DATA THROUGHPUT IN INTERFACES OF UMTS CN NETWORKS
Since Iu-CS, Iu-PS, Nb, Mc, and Mc interfaces are newly developed in the UMTS CN, this section is focused on the algorithms for these new interfaces. The throughput algorithms for the other interfaces such as A to E and Gb interface, since they have existed in GSM CN, is based on a general rule: multiply the total traffic (Erlang or message size) times the traffic proportion to obtain the traffic distribution for each NE and each link.
Iu-CS Interface
The Iu-CS interface is located between the MGW and the RNC to establish the voice channel and transport the Radio Access Network Application Part (RANAP) signaling message (3GPP TS 25.413). The transmission medium in the Iu-CS interface is the ATM in R4 and is suggested to be replaced by the IP from UMTS R5. The interface Iu-CS consists of user plane based on ATM Adaption Layer 2 (AAL2) and control plane based on AAL5 (3GPP TS 25.401; ITU-T I.363.2). The protocol stack for the Iu-CS interface is shown in Table 1 below. In the CS voice user plane, the Iu Interface User Plane Protocol (Iu-UP) stands on the top layer and is followed by the AAL2 and the ATM. 3GPP TS 25.415 defines the PDU format for Iu-UP in which we are able to obtain the overhead of Iu-UP frame = Frame Control Part (FCP) + Frame Check Sum Part (FCSP). The typical Iu-UP Packet Data Unit (PDU) formats are Iu-UP PDU type 0, 1 and 14 in which both the FCP and the FCSP occupy 2 bytes respectively. One exception the FCSP is 1 byte for type 1 defined to transfer user data over the Iu UP in support mode for the pre-defined SDU sizes when no payload error detection scheme is necessary over the Iu UP. But this scenario is not usually adopted for the reason that error detection is always needed in transmission. Generally the overhead is obtained Iu-UP frame = FCP + FCSP = 2+2=4 bytes. This value is used for the following calculation.
AAL2 below the layer of the Iu-UP provides bandwidth-efficient transmission of low-rate, short and variable packets in delay sensitive applications. So it is the ideal bearer medium for the circuit switching service of the UMTS. As per ITU-T I.363.2 and ITU-T I.366.2, the AAL2 can be subdivided into two layers: the Common Part Sub-layer (CPS) and the Service Specific Convergence Sub-layer (SSCS). The latter is normally void so only the CPS is considered in this case. The structure of the AAL2 CPS PDU is given in the following illustration. From the PDU structure, we obtain the Start Field=8 bits=1byte=1 Octet; AAL2 Header=8+6+5+5=24 bits=3 bytes=3 Octets. In addition, the ATM cell is 53 bytes and the header of ATM cell is 5 bytes. The AMR (Adaptive Multi-Rate) codec encodes narrowband (200-3400 Hz) signals at variable bit rates ranging from 4.75 to 12.2 kbps. The mode 7with a codec speed at 12.2kbps for voice signal and use 64 kbps as the codec speed for video call service was adopted in this case. The following Table summarizes the necessary parameters for Iu-CS interface. Based on the conditions obtained above, the functions for the throughput of voice channel in the Iu-CS interface are as follows. Without the Voice Activity Detection (VAD) 1 technique, the maximum throughput of a single channel (unit: bps) in Iu-CS is given by
(1) Where SP AMR denotes the codec speed of AMR, obtained from Table 5 , E AAL2 denotes the efficiency of AAL2 encapsulation. It is given by formula 2 below.
From Table 2 , Channel Identification is 8 bits, meaning 2 8 =256 CIDs are available. However CID 0 is not used and CID from 2 to7 are reserved, so only from 8 to 255, 248 CIDs are actually provided for AAL2 user.
where NCID denotes the number of CID, P Frame denotes the different types of payload of frame in Table 5 , N ATMcell denotes the number of ATM cells, obtained by formula 4, S ATMcell denotes the size of ATM cell which is 53 octets. The payload of codec (in octets) can be given by 8 /
(3) where F Speech denotes the speech frame in Table 5 , S Codec denotes the codec speed in Table 5 .
where H IuUP denotes the header of IuUP, H AAL2 denotes the header of AAL2, P Codec denotes the payload of Codec obtained from formula 3, H ATMcell denotes the header of ATM cell which is 5 octets, SF AAL2 denotes the start field of AAL2 obtained from Table 4.  Then substituting the known parameters from Table 2 , 3, 4 and 5 into the conditions in Formulas 1, 2, 3, and 4 to obtain TH Non-VAD =16.95kbps.
With the VAD technique, the codec speed of a AMR_ Silence Descriptor (SID) = 1.8kbps, obtains TH VAD =4.5kbps through formula 5 in which E AAL2 =0.4 (obtained through Formula 2).
where SP SID denotes the codec speed of AMR SID, obtained from Table 5 . So the TH Voice Channel is given by
where F VAD denotes VAD factor: the ratio of silence time in a call to the total time of call. The effect of VAD directly impacts the throughput caused by voice service. That is, the result of the formula 6. As the controller of VAD function, the mobile operator determines whether to activate VAD or partially activate VAD function. The effect of VAD occurs when the mobile operator activates VAD function in the MGW. In addition, the VAD effect is also impacted by VAD factor which is an estimated parameter identified by the mobile operator. That is, the ratio of silence time in a call to the total time of the call. Thus, if VAD is not activated, the formula 1 is applicable; if VAD is at least partially activated, the formula 6 is applicable.
Similarly the throughput (unit: bps) of single channel for video call service is provided below 2 / AAL Video el Videochann E SP TH  (7) where SP video denotes the codec speed of video call, obtained from Table 5 .
In Iu-CS interface, the major throughput is generated by voice service and video call service. At last the total throughput of Iu-CS interface (in bps) is provided by
where N S denotes the number of 3G subscribers in RNC. P Voice denotes the percentage of subscribers using voice call to total subscribers. Normally it's 100%. P Video denotes the video call service penetration rate. Erl VoU/BH denotes the average voice call traffic in Erlang per user per busy hour. Erl ViU/BH denotes the average video call traffic in Erlang per user per busy hour. F Redundancy denotes redundancy factor which prevents the network from traffic overflow. Normally set it as 0.7.
With respect to the throughput in MGW, the total throughput obtained via Formula 8 is considered from the subscriber perspective. The traffic (or throughput) which is generated (or caused) by subscribers does have two directions (inbound and outbound). However, in obtaining the total throughput value (such as Iu-CS interface in Formula 8), our thoughts is to accumulate traffic of subscriber level and finally obtain the total traffic generated by the subscribers active in the MGW.
Nb Interface
According to 3GPP TS 29.414 and 3GPP TS 29.415, the protocol stack of the user plane and the control plane of the Nb interface are shown in Table 6 and 7. When an Nb UP layer protocol entity receives an initialization status request from the upper layer, it will start the initialization procedure. Consider the throughput of initialization:
(9) where TP denotes the throughput of an initialization per user, S Initial denotes the size of an initialization message, and BHCA Call represents the average call attempts in busy hour per subscriber Take the IP based fast forward bearer setup as an example, TP=53×1.2×8/3600=0.14bps which only counts for a very small value. Therefore it can be overlooked in calculating the throughput in Nb interface. As per Table 6 , the user data can be transported via three mediums: TDM, ATM or IP, last two of which provides different protocols stacks to achieve the transport process. Table 9 lists sample protocol stacks of the user plane in the Iu interface. Since the protocol stacks are more complicated in the interface Iu, the overhead size shown in Table 9 is larger than in interface Iu-CS in Table 4 .
Same with the Iu-CS interface, VAD and non-VAD should be considered individually for the Nb interface. Without VAD, the throughput of a single channel (in bps) in interface Nb is given by
where P AMR denotes the AMR payload for voice service in Table 5 , F Speech denotes the speech frame in Table 5 . O P denotes the overhead of protocol stacks in Table 9 .
With VAD technique, we have
in which TH VAD is given by formula 12. F VAD is the VAD factor.
 
where P SID is the payload of the AMR SID can be found in Table 5 . O P denotes the overhead of protocol stacks in Table 9 . The value depends on which protocol stack group is chosen in transport.
For video call service, obtain the throughput (in bps) in both non-VAD and VAD scenario.
in which P Video denotes the payload of video service. The value can be obtained from 
A more possible scenario is that both TrFO and TFO are adopted by the wireless operator in UMTS CN with a ratio of R TrFO and R TFO which R TrFO + R TFO =1, the overall throughput in Nb interface is provided by
where the major throughput in Nb interface is also generated by voice and video call service. N S denotes the number of 3G subscribers in RNC. R Vo denotes the ratio of subscribers using voice call to total subscribers. Normally it's 100%. R Vi denotes the video call service penetration rate. TH VoC_TrFO Redundancy Factor prevents the network from traffic overflow. Normally set at 0.7. The throughput distribution between MGWs is a tricky issue. The number of trunks or links between the MGWs are dependent on the respective traffic in two distinct MGWs. However, it can be resolved by identifying the traffic distribution ratio in the MGWs. It requires the mobile operator to apply traffic distribution ratio to the result obtained through the formula 17, case by case. Formula 17 helps the mobile operator obtain the throughput for the MGW itself. Then the traffic distribution ratio will determine how to distribute the traffic and throughput generated via the formula 17. As an illustration of the throughput distribution, the examples below present distinct scenarios of throughput (traffic) distribution.
Assume MGW A connects with a MGW B and a PSTN gateway only. Assume the traffic distribution ratio (No distinction between local and long distance in this scenario) is: Mobile to Mobile 40% and Mobile to PSTN 60%. In this case, the traffic (throughput) going into MGW A will have 40% distributed to MGW B and 60% to PSTN gateway. That is, if 100Mbps throughput obtained based on the calculation, 40Mbps will be assigned to MGW B and 60 Mbps will be distributed to PSTN gateway.
If MGW A connects to MGW B only, it needs to consider whether MGW A and B belong to the same local area or distinct areas (long distance). In the latter case, the throughput is distributed according to the ratio of local calls to long distance calls. Assume local to local calls are 80% while long distance calls are 20%.
If MGWs A and B belong to the same local area, no long distance traffic will be considered. The throughput resources configured between A and B should be able to support the MGW which overtakes the higher local throughput. Say a RNC generates 100Mbps throughput, in which 40% going to MGW A and 60% going to MGW B. In this case at least 60%*100Mbps rather than 40%*100Mbps throughput resource should be configured between MGWs A and B.
If MGWs A and B belong to different local areas, then we need to consider the long distance call ratio. Say RNC A connects to MGW A with 100 Mbps throughput while RNC B connects to MGW B with 200 Mbps. For MGW A with RNC A, 100Mbps*20%=20Mbps will flow out of MGW A and go to MGW B. For MGW B with RNC B, 200Mbps*20%=40Mbps will flow out of MGW B and flow into MGW A. If this is the case, the appropriate throughput resource must be configured to suffice at least 40Mbps (the heavier one) between MGWs A and B.
Mc Interface
The Mc reference point describes the interfaces between the MSS and the MGW. It is full compliance with the H.248 standard (ITU-T, SERIES H). The interface enables the MSC Server to dynamically share the MGW physical node resources. Also it is dynamic sharing of transmission resources between the domains as the MGW controls bearers and manages resources according to the H.248 protocols. The protocol stack in Mc interface is shown in Table 10 . As per Table 10, we can infer that the available protocol stack groups with its overhead in Table 11 . For pure IP links, H.248/SCTP/IP is preferred and H.248/M3UA/SCTP/IP is optional. For ATM/IP mixed links, H.248/M3UA/SCTP/IP is mandatory and H.248/MTP3b/SSCF/SSCOP is optional. Table 12 summaries the H.248 message flow type and its payload for flow going through Mc interface. As per the payload summarized in Table 12 , the size of each message flow is given by 248 .
(18) in which, S K denotes the size of each H.248 message flow, K denotes the flow type from 1 to 10 in Table 12 , P K represents the payload of each message flow in Table 12 , N K denotes the number of H.248 messages in each flow in Table 12 , O H.248 denotes the overhead of H.248 message in Table 11 . It is easy to find that the payload in the downlink direction is heavier than that in the uplink direction, so the payload in the downlink direction is adopted in further calculations. The next step is to obtain the total throughput in the Mc interface via considering two scenarios: the MSC Server (MSS) functions as a visiting office or a gateway office.
With a visiting function for MSS, the message flow going through Mc interfaces include both call message flow and handover message flow. So message type 1, 2, 3, and 4 will be considered for call service. Meanwhile, message type 7, 8, and 9 will be considered for handover service in the Mc interface. At last type 10 in Table 12 will be considered when a call fails to establish. As a result, the Throughput in the Mc interface can be displayed below: 19) where N S denotes the number of 3G subscribers, S K is obtained from function 18, R Call denotes the ratio of established calls to total calls, R Fail denotes the ratio of failed calls to total calls, BHCA Call represents the average call attempts in busy hour per subscriber, BHCA Handover denotes the average handover times in busy hour per subscriber.
With a sole gateway function for the MSS connection with the PSTN network, the message flow going through the Mc interface includes call service only. So message types 5 and 6 shall be considered for the bandwidth of the Mc interface in a Gateway MSC Server. The Handover function is not implemented in the Mc interface Mc of a Gateway MSS, so the handover portion in equation 19 will be removed for the interface Mc of a Gateway MSS.
Besides the H.248 messages, other messages may also be transported via the Mc interface if an internal Signaling Gateway (SG) is integrated with MGW. The signaling gateway can transport the RANAP message over ATM between RNC and MGW and then over IP between MGW and MSS and the transport Base Station System Application Part (BSSAP) message over TDM between the Base Station Controller (BSC) and the MGW and over the IP between the MGW and the MSS. In addition, it may also transfer the MAP message for HLR or Short Message Center (SMC), ISUP/TUP message for Gateway MSS or CAMEL Application Part (CAP) message for Service Control Point (SCP).
Nc Interface
Nc interface stands between the MSC Servers to implement inter-office call service and handover service. The communication protocol in the Nc interface is Bearer Independent Call Control (BICC), an advanced version evolved from the ISUP protocol, which can be borne in TDM, ATM and IP due to its bearer independent feature. ITU-T Q1901 SERIES Q, ITU-T Q1902.1 SERIES Q, ITU-T Q1902.2 SERIES Q, ITU-T Q1902.3 SERIES Q, ITU-T Q1902.4 SERIES Q, and ITU-T Q1902.4 SERIES Q define two modes to setup the BICC bearer: forward bearer setup which is sub-divided into no tunnel case, fast tunnel case and delayed tunnel case; and backward bearer setup which includes no tunnel case only. The two modes have different sizes of message flows, so which mode is selected slightly impacts the throughput in interface Nc. As the preferable mode, the IP based forward bearer setup with fast tunnel case is selected in our case. The protocol stack in the Nc interface is shown in Table 13 . The overhead size of protocol stacks in the Nc interface is the same as that in Table 11 . In the case of the forward bearer setup with fast tunnel case, there are 9 messages going through the Nc interface. All messages serve for inter-office call services and inter-office handover services between the MSSs. The message types and suggested payload are summarized in Table 14 . Since the direction of steps 8 and 9 in Table 14 are flexible, it is impossible to confirm the payload or message size in each direction. The method to calculate throughput in the Mc interface does not fit the throughput calculation for the Nc interface. An alternative is to calculate the average payload and message size of the message flow in two directions. The formula is below: 20) where N S denotes the number of 3G subscribers, P BICC denotes the total payload of BICC messages which can be obtained from The values in Table 14 are based on TrFO fully applied in the network. However, the values based on TFO are very close to those in Table 14 . Therefore it may not needed to differentiate the TrFO and TFO scenarios in dimensioning the bandwidth of interface Nc. If the bear is set up by other modes such as the forward bearer setup with delayed tunneling or the backward bearer setup with no tunnel case and so on, formula 20 universally applies for all cases.
Iu-PS Interface
Iu-PS interface, situated between the Radio Network Controller (RNC) and the Serving GPRS support Node (SGSN) and the Iu-CS interface between the RNC and the Media Gateway (MGW) composes the Iu interface. The Iu-PS and the Iu-CS interface define the same protocol stacks of the transport network user plane and the control plane, whereas they have a different transport network user plane. As per ITU-T I.366.2 and 3GPP TS 29.414, the protocol stacks of the Iu-PS interface are shown in Table 15 , in which a significant difference is AAL5 rather than AAL2 in Iu-CS interface is adopted in layer 2 of the Iu-PS to transport the data in both control and user plane via IP over ATM. The total throughput in the Iu-PS interface is the sum of the throughput of the user plane and the control plane in the Iu-PS interface. The following paragraphs will introduce the algorithms of the user plane and the control plane of the Iu-PS interface. 
Throughput of the user plane in the Iu-PS interface
The header sizes of the protocols in the Iu-PS user plane can be easily identified from 3GPP TS 25.401, 3GPP TS 29.060, ITU-T I.363.2, ITU-T I.363.5, IETF RFC 2225, IETF RFC 791, and IETF RFC 761. Table 16 displays the header size of each protocol in the user plane of the Iu-PS interface. The packets sent via the Iu-PS are carried by ATM. So in order to calculate the throughput in the Iu-PS interface, the first step is to obtain how many ATMs are needed to load the transported packets. The total packet size consists of the sum of average packet size, header of the Iu-UP, header of the GTP-U, header of the UDP, header of the IP and header of the AAL5. The actual size in an ATM cell to load encapsulated packets is 53-header of ATM. As a result, the number of ATM Cells to load the encapsulated packets is given by
in which S Packet denotes the average packet size which can be obtained from the traffic model provided by the mobile operators, H IuUP denotes the header of Iu-UP packet which is obtained from Table 16 , H IP denotes the header of IP packet which is obtained from Table 16 , H AAL5 denotes the header of AAL5 packet which is obtained from Table 16 , H ATM denotes the header of ATM cell which is obtained from Table 16 .
In planning a packet switched network, the mobile operators will estimate some important traffic parameters given by a traffic model, such as the average packet size, the estimated number of subscribers, the ratio of attached users in busy hour, and the average throughput per user in one busy hour and the redundancy factor. With these conditions provided by the traffic model, the "pure throughput" value without any overhead can be obtained by
where N S denotes the number of subscribers with 3G packet switched service subscription, Th User/S denotes the average throughput per user per second (bps), R Attach denotes the ratio of attached users in busy hour, R Active/Attach denotes the rate of attached users who activate PDP in busy hour. 8 denotes the conversion to bits from bytes, However, in the actual network environment the extra overhead and redundancy will be considered. So based on formula 23, the throughput of user plane of Iu-PS interface is given by 24) where N S denotes the number of subscribers with 3G packet switched service subscription, 8 denotes the conversion to bits from bytes, R Attach denotes the ratio of attached users in busy hour, R Active/Attach denotes the rate of attached users who activate PDP in busy hour. S Packet denotes the average packet size which can be obtained from the traffic model provided by the mobile operators, RDown denotes the ratio downstream throughput to down + upstream data throughput. Th User/S denotes the average throughput per user per second (bps), N ATMCell denotes the number of ATM Cells which can be obtained by formula 22, F Redundancy denotes the redundancy factor. Normally it is 0.7. 
Throughput of control plane in Iu-PS interface
The control plane of the SGSN provides such four major functions as mobility management, session management, path management and short messages services etc. The primary messages adopted for throughput calculation are categorized by each function.  Mobility management − Authentication message − Attach message − Intra SGSN routing area update message − Inter SGSN routing area update message − Service RNC relocation  Session management − Packet data protocol (PDP) activation message − PDP deactivation message The 8 primary messages compose the majority of the throughput in the control plane of the Iu-PS interface. However, Table 17 lists 11 primary types of messages which can be estimated and provided by the mobile operators according to their historical operation data. The first 8 messages are what we introduced above while the last 3 messages, as the optional messages, may also be adopted by mobile operators and applied into formula 25.
The throughput in the control plane of the Iu-PS interface is given by 25) where N S denotes the number of subscribers with 3G packet switched service subscription, 8 denotes the conversion to bits from bytes, 3600 denotes the conversion to second from busy hour, R Attach denotes the ratio of attached users in busy hour, The other parameters are explained in Table 17 . The sum of the throughput of those 8 or 11 messages composes the total throughput in the control plane of the Iu-PS interface. Besides the 11 messages discussed, other messages such as P-Temporary Mobile Subscriber Identity (TMSI) re-allocation message, identification check message, and service request message etc, due to the smaller message size and lower utilization, are not considered in our throughput calculation for the control plane of the Iu-PS interface. If any of these messages are requested by mobile operators and their parameters are difficult to estimate, a redundancy factor can be imposed in formula 25 as a rough calculation.
Total throughput in the Iu-PS interface
Based on the results from Section 4.51 and 4.52, the total throughput in the Iu-PS interface is the sum of the throughput in the control plane and the user plane of Iu-PS interface. The algorithm is given by 
Summary of Section 4
Section 4.1 to 4.5 provides the algorithms of throughput for the new interfaces that exist in UMTS CN. The algorithms for the other interfaces such as A, C, E, Gb, Gs, Gi, Gs and Gc interfaces are still the same as those in GSM/GPRS stage. In the control plane of the Iu-CS and the Mc interface, throughput of the RANAP protocol may also be considered in dimensioning the CN topology. Section 4.1 for the Iu-CS interface and Section 4.3 for the Mc interface only consider the primary factors contributing to the overall throughput. Throughput generated by the RANAP may be accumulated onto the result of formula 8 and 19. In the calculation of throughput for the control plane of the Iu-PS interfaces, only the primary messages that contribute the majority of the throughput for control plane are selected. Considering the throughput from control plane only accounts for a very small portion of the total throughput (less than 1-5%), overlooking the non-primary messages is acceptable.
CASE STUDY

A case of circuit switched (cs) domain
In Figure 2 , a mobile operator intends to roll out a new 3G UMTS CN in the red color (represents heavy traffic loading) covered area to replace the legacy GSM systems. The blue dots in the map represent the cell sites. The plan is to provision one MSC Server to control three MGWs in the three areas with the red color. Each MGW supports 100,000 3G subscribers in its local area. MSS supports 300,000 3G subscribers. The traffic model is shown in Table 18 . To verify the accuracy of the algorithms in this case, we captured 200 real time throughput values of the three Iu-CS interfaces from the network logs. Compared with the threshold value (66.79Mbps) obtained via the formula for Iu-CS interface, 100% real time throughput value is below the threshold value. We randomly select 50 sample values to plot the blue line in Figure 6 . It shows all the throughput values is below the 73.17% of threshold value. This is consistent with the fact of redundancy factor= 0.7.
The throughput values in Figure 4 are real time recorded values and show a randomly selected sample plotted in the figure. The real time values suggest a rough estimation to the interval of the real time throughput. This interval is below the threshold value. Threshold 1=66.79Mbps when F Redundancy =0.7. Threshold 2=58.44Mbps when F Redundancy =0.8. Threshold 3=51.95Mbps when F Redundancy =0.9.
Figure 4 Throughput trial of CS domain
A case of packet switched (PS) domain
As Figure 5 shows, a mobile operator in North Africa intends to build a new 3G UMTS Packet Switched Network in the red color (represents heavy traffic loading) covered area to enhance the data service coverage. The blue markers in the map represent the cell sites. The plan is to provision one SGSN and GGSN to supports 100,000 3G GPRS subscribers in the area. Figure 6 depicts the architecture of the UMTS PS network for this case. T1  T3  T5  T7  T9  T11  T13  T15  T17  T19  T21  T23  T25  T27  T29  T31  T33  T35  T37  T39  T41  T43  T45  T47 Table 19 defines the traffic model with required parameters for dimensioning a UMTS PS network. Those parameters shall be pre-estimated and provided by mobile operators. The parameters in Table 19 comprise the traffic model (traffic parameter template) in which most of the parameter values are identified by the mobile operator based on a multivariate analysis of its real time statistical performance data in a long term. Table 20 provides the suggested length of messages in a certain service in UMTS PS domain. The values may be slightly varied from vendors' products since some fields in the message defined by 3GPP are optional to adopt. In addition, this case is used to verify the algorithms, so roaming, intelligent network users and pre-paid users are not considered. All users are assumed to be post paid UMTS PS users.
As per the formula for Iu-PS interface, the throughput for Iu-PS interface is obtained.
The throughput of control plane in Iu-PS interface is provided by To verify the precision of the algorithms in this case, we captured 300 real time throughput values of Iu-PS interface from the network logs. Compared with the threshold value (128.57Mbps) obtained via the formula for Iu-PS interface, 100% real time throughput value is below the threshold value. We randomly select 48 sample values to plot the blue line in Figure 6 . It shows all the throughput values is below the 68% of threshold value. This is consistent with the fact of redundancy factor= 0.7. Threshold 1=128.57Mbps when F Redundancy =0.7. Threshold 2=112.50Mbps when F Redundancy =0.8. Threshold 3=99.99Mbps when F Redundancy =0.9. T1  T3  T5  T7  T9  T11  T13  T15  T17  T19  T21  T23  T25  T27  T29  T31  T33  T35  T37  T39  T41  T43  T45  T47 87. 
