We propose a new and easy-to-use method for identifying cointegrated components of nonstationary time series, consisting of an eigenalysis for a certain non-negative definite matrix.
Introduction
Cointegration entails a dimensionality reduction of certain observable multiple time series that are dominated by common components. In particular a multiple time series can be said to be (linearly) cointegrated if there exists an instantaneous linear combination, or cointegrating error, with lower integration order. Much of the vast literature, following Box and Tiao (1977) , Granger (1981) , Engle and Granger (1987) , has focused on unit root series which have one or more short memory cointegrating errors, but there have been extensions to nonstationary series with other integer orders of integration, allowing also for the possibility of some nonstationary cointegrating errors, as well as to fractional nonstationary, and even stationary, observable series and cointegrating errors, with unknown integration orders. Much of the early literature, in particular, assumed a complete parameterization of second order properties, where in particular the observable series are generated from short memory inputs that have finite autoregressive moving average (ARMA) structure, but it has also been common to study semiparametric settings, with underlying short memory inputs having nonparametric autocorrelation, see e.g. Stock (1987) , Phillips (1991) , in some cases without sacrificing precision relative to a correctly specified parametric structure.
Given knowledge of the cointegration rank, r, of a p-dimensional observable series, that is the number of cointegrating relations, various methods are available for estimating the unknown parameters of the model, such as the coefficients of the cointegrating errors, and even of unknown integration orders, and for carrying out asymptotically valid, and sometimes even efficient, statistical inference. However, r might not be known to the practitioner, and various approaches for estimating r from the data have been developed, starting from Engle and Granger (1987) , Johansen (1991) , in their parametric, unit root vector autoregressive (VAR) setting, and continuing with, for example, Aznar and Salvador (2002) and Saikkonen and Lütkepohl (2000) . If, however, the order of the VAR is underspecified, or all observable series do not have a single unit root, then typically the resulting specification error will invalidate such approaches, not to mention rules of statistical inference on unknown coefficients in the model. It is possible that one or more of the nonstationary observable processes could have two or more unit roots, or indeed could have fractional orders of integration, as supported by some empirical investigations. References that allow for nonparametric autocorrelation and/or unknown integration orders include Phillips and Ouliaris (1988, 1990) , Stock (1999) Like Phillips and Ouliaris (1988) , Robinson and Yajima (2002) , Harris and Poskitt (2004) , Li, Pan and Yao (2009), we employ methods based on eigenanalysis. In our case, in the setting of nonparametric autocorrelation and unknown (and possibly different) integration orders, we employ eigenvalues of a certain non-negative definite matrix function of sample autocovariance matrices of the observable series, for estimating cointegration rank, with the cointegration space then estimated by selection of eigenvectors, and cointegrating errors thereby proxied. Though the initial development assumes that observable series have integer orders and cointegrating errors have short memory, we extend these results to allow for observables to be fractionally nonstationary, and cointegrating errors to be fractionally stationary. In both circumstances we establish consistency of our estimates of cointegration rank and space with p is fixed as the length of our time series, n, diverges. In case of integer integration orders, we also establish consistency allowing p to diverge slowly with n.
The rest of the paper is organized as follows. The proposed methodology is presented in Section 2. Asymptotic theory with integer order of integration is developed in Section 3. Simulations and a small real data are reported in Section 4. In Section 5, both the proposed method and part of the asymptotic theory are extended to the fractional case. All statements and proofs are relegated to an Appendix, which also contains a number of technical lemmas.
Methods

Setting
We call a vector process u t weakly stationary if (i) Eu t is a constant vector independent of t, and (ii) E u t 2 < ∞, and Cov(u t , u t+s ) depends on s only for any integers t, s, where · denotes the Euclidean norm. Denote by ∇ the difference operator, i.e. ∇u t = u t − u t−1 , and
We use the convention ∇ 0 u t = u t . Further, if u t has spectral density matrix that is finite and positive definite at zero frequency we say u t is an I (0)
process. An example of an I (0) process is a stationary an invertible vector ARMA, and many I (0)
processes satisfy Condition 1 of Section 3.1 below, imposed for our asymptotic theory, including the examples described immediately after Condition 1. Now denote by u it the ith element of u t and define u where A is an unknown and invertible constant matrix, x t = (x ′ t1 , x ′ t2 ) ′ is a latent p × 1 process, x t2 is an r × 1 I(0) process, and x t1 is an I (c 1 , ..., c p−r ) process, where each c i is an element of the set {d 1 , ..., d p } . Furthermore no linear combination of x t1 is I(0), as such a stationary variable can be absorbed into x t2 . Each component of x t2 is a cointegrating error of y t and r ≥ 0 is the cointegration rank. In the event that there exists no cointegration among the components of y t , r = 0. When y t itself is I(0, · · · , 0), r = p. But these are two extreme cases. Note that cointegration requires equality of at least two d i . For many economic and financial applications, there exist a small number of cointegrated variables, i.e. r ≥ 1 is a small integer.
Note that A and x t in (2.1) are not uniquely defined, as (A, x t ) can be replaced by ( all entries equal to 0. Therefore there is no loss of generality in assuming A to be orthogonal, because any non-orthogonal A admits the decomposition A = QU, where Q is orthogonal and U is upper-triangular, and we may then replace (A, x t ) in (2.1) by (Q, Ux t ). In the sequel, we always assume that A in (2.1) is orthogonal, i.e., A ′ A = I p , where I p denotes the p × p identity matrix. Write
where A 1 and A 2 are respectively, p × (p − r) and p × r matrices. As now x t2 = A ′ 2 y t , the linear space spanned by the columns of A 2 , denoted by M(A 2 ), is called the cointegration space. In fact this cointegration space is uniquely defined by (2.1), though A 2 itself is not.
Estimation
The goal is to determine the cointegration rank r in (2.1) and to identify A 2 , or more precisely M(A 2 ). Then M(A 1 ) is the orthogonal complement of M(A 2 ), and x it = A ′ i y t for i = 1, 2. Our estimation method is motivated by the following observation. For j ≥ 0, let
For any a ∈ M(A 2 ), a ′ Σ j a is the sample autocovariance function at lag j for the weakly stationary univariate time series a ′ y t , and it converges to a finite constant (i.e. the autocovariance function of a ′ y t at lag j) almost surely under some mild conditions. However for any a / ∈ M(A 2 ), a ′ y t is a I(d) for some d ≥ 1, and To combine information over different lags, define
where j 0 ≥ 1 is a prespecified and fixed integer. We use the product Σ j Σ ′ j instead of Σ j to ensure each term in the sum is non-negative definite, and that there is no information cancellation over different lags. Note that a ′ Σ j a = O e (1) if a ∈ M(A 2 ), and is at least of the order of n 2d−1 if a ∈ M(A 1 ). Hence intuitively M(A 2 ) should be the linear space spanned by the r eigenvectors of W corresponding to the r smallest eigenvalues, and M(A 1 ) is that spanned by the (p − r) eigenvectors of W corresponding to the (p − r) largest eigenvalues. This point can be further elucidated as follows. Let ( γ 1 , · · · , γ p ) be the orthonormal eigenvectors of W corresponding to the eigenvalues arranged in descending order and
The (1, 1)-th block on the RHS is dominated by
The (2, 2)-th block consists of two lower order terms, and is dominated by
Consequently, we estimate A and x t by
, and
The idea using an eigenanalysis based on a quadratic form of sample autocovariance matrices has been used for factor modelling for dimension reduction (Lam and Yao 2012, and references within), and for segmenting a high-dimensional time series into several both contemporaneously and serially uncorrelated subseries (Chang et al. 2014) . One distinctive advantage of using the
3) is that there is no information cancellation over different lags. Therefore this approach is insensitive to the choice of j 0 in (2.3). Often small values such as j 0 = 5 are sufficient to catch the relevant characteristics, as serial dependence is usually most predominant at small lags. Using different values of j 0 hardly changes the results; see Table 4 in Section 4 below, and also Lam and Yao (2012) and Chang et al. (2014) .
Determining cointegration ranks
The components of
, is arranged according to the descending order of the eigenvalues of W. Therefore, the order of the components reflects reversely the likeness of the stationarity of those component series, with { x p t } most likely being a stationary cointegrating error series. Hence the unit-root tests (Phillips and Ouliaris, 1988 ) can be applied to each of the component series { x p t }, { x p−1 t }, · · · to determine the cointegration rank r. Below we propose some alternative criteria to determine r.
Let λ 1 ≥ · · · ≥ λ p ≥ 0 be the eigenvalues of W. By (2.4) and (2.2), λ i is at least of the order of n 2 for all 1 ≤ i ≤ p − r, and λ i = O p (1) for all p − r < i ≤ p. Hence as long as 1 ≤ r < p, λ i /(n λ p ) → ∞ in probability for all 1 ≤ i ≤ p − r, and λ i /(n λ p ) = o p (1) for all p − r < i ≤ p.
This leads to estimating r by r = max{j :
See also Lam and Yao (2012) and Ahn and Horenstein (2013) for procedures based on eigenvalue ratios for factor models.
Alternatively we may define a simple information criterion as follows
where ω n → ∞, ω n /n 4d min −2 → 0 in probability (as we allow ω n to be data-dependent), and d min is the smallest integration order among all the components of y t1 . Then r can be estimated as
Note that when ω n = n λ p , it holds that r = r.
Asymptotic Properties
In this section, we investigate the asymptotic properties of the proposed statistics. First, we show that with r given, the linear space M( A 2 ) is a consistent estimator for the cointegration space M(A 2 ). We measure the distance between the two spaces by if M( A 2 ) and M(A 2 ) are orthogonal. Furthermore, we show that both the estimators r and r, defined respectively in (2.6) and (2.7), are consistent for the cointegration rank r. We consider two asymptotic regimes: (i) p is fixed while n → ∞, and (ii) p → ∞ more slowly than n. In this section we always assume that j 0 in (2.3) is a fixed positive integer.
Denote the vector of partial sums of components of ε t by
where 0 < t 1 < · · · < t p ≤ 1 are constants and t = (t 1 , · · · , t p ) ′ .
When n → ∞ and p is fixed
We introduce a regularity condition first.
Condition 1.
(i) There exists a Gaussian process
where
=⇒ denotes weak convergence under Skorohod J 1 topology (Chapter 3 in Billingsley 1999), and W(1) has a positive definite covariance matrix Ω = (σ ij ).
(ii) The sample autocovariance matrix of x t2 satisfies
Ha is the L 2 -norm of matrix H,x 2 is the sample mean of x t2 , and p −→ denotes convergence in probability.
Condition 1 is mild. It is fulfilled when {ε t } is weakly stationary with det(Var(ε t )) = 0, E ε t 2γ < C for some constants γ > 1 and C < ∞, and {ε t } is also α-mixing with mixing coefficients α m satisfying the condition (i) For r defined in (2.6), lim n→∞ P ( r = r ) = 1.
(ii) For r defined in (2.7), lim n→∞ P ( r = r ) = 1 provided 1/ω n + ω n /n 4d min −2 = o p (1).
When n
We extend the asymptotic results in the previous section to the cases when p → ∞ and p = O(n c )
for some c ∈ (0, 1/2). Technically we employ a normal approximation method to establish the results. See Condition 2(i) below.
Condition 2.
(i) Suppose that the components of z t are independent and Ez t = 0. For each component (z i t ) of z t , there exists an independent and standard normal sequence {ν i t } for which as n → ∞,
where 0 < τ < 1/2 is a constant, (ii) The sample autocovariance matrix of x t2 satisfies
(iii) Suppose {z t } and {x t2 } are independent and for τ given above
Remark 1. The inequalities in the line below (3.2) will hold if the z t 's are I(0) with spectral density continuous at zero frequency, because the variance is proportional to the Cesaro sum of the Fourier series of the spectral density at zero frequency, and thus converges to the latter (which is positive and finite under I(0)) after normalization.
Remark 2. When integration orders of all nonstationary components are the same, the independence assumption in Condition 2(i) can be relaxed and replaced by z t = Be t , where B is a p × m constant matrix, m ≥ p − r, all the components of e t = (e 1 t , · · · , e m t ) ′ are independent, and {e i t } satisfies (3.2) for 1 ≤ i ≤ m. (i) The components of ε t are independent of each other, and each component series {ε i t } is a martingale difference sequence with sup 1≤i≤p E|ε i t | q < ∞ for some q > 2. Furthermore, for some 2 < q * ≤ min{4, q},
(ii) The components of ε t are independent, Eε t = 0, and max
. The process {ε t } is α-mixing with mixing coefficients α m satisfying
iii) The components of ε t are independent. Each component ε i t satisfies the following conditions.
(a) There exists an i.i.d random sequence {η i t } such that 
where λ * is the smallest eigenvalue of 1 0 F(t)F ′ (t) dt defined in Lemma 9 in Section 7 below.
Remark 4. Theorem 3 is derived under the condition p = o(n 1/2−τ ), while there are no direct constraints on either r or p − r. However when p − r is fixed, 
Theorem 4. Let Condition 2 hold and p = o(n 1/2−τ ). Then r, defined in (2.7), converges to r in probability, provided lim n→∞ P {log n < ω n < (λ * n 2d min −1 ) 2 / log n} = 1.
Numerical properties
We illustrate the proposed method with both simulated and real data examples below. . We consider various combinations for p, r = p/4 and r = 3, and sample size n between 500 and 2500; see Table 1 . For each setting, generate 500 replicates. We estimate the cointegration rank r using both the ratio method (2.6) and the information criterion (2.7). Since the estimated cointegration rank is not necessarily equal to r, and A is not a half orthogonal matrix (as specified above), we extend the definition of discrepancy measure (3.1) as follows:
where r * = rank( A 2 ), and B 2 is the p × r matrix consisting of the last r columns of (A −1 ) ′ , as 
We
We compare the performance of our procedure with Johansen's (1991) trace test with significance level α = 0.05. Since the limiting distribution, i.e. the distribution of (
, in his test is nonstandard, we approximate it by the distribution of
where ε t = (ε t,1 , · · · , ε t,p−r ) ′ , X 0 = 0 and X t = t j=1 ε t , and {ε t,i } are independent N (0, 1) variables. Setting T = 1000, the critical values were calculated in a simulation with 6000 repetitions of the trace of (4.2) for p > 5. This is the procedure used in Johansen and Juselius (1990) for calculating the critical values with p ≤ 5. Table 1 reports the relative frequencies (Freq) of the events { r = r} and { r = r}, and the average of the distance (Dist) D 1 ( M(A 2 ), M(B 2 )) (see (4.1)) for r = p/4 in a simulation with 500 replications, where the penalty ω n in the information criterion IC(l) is taken as either ω 1 n = n 5/4 λ p or ω 2 n = n 3/2 λ p , and λ p is the smallest eigenvalue of W. Also included in Table 1 are the results resulted from applying the Johansen likelihood test for the transformed component series. From Table 1 , we see that our procedure always has higher relative frequencies and smaller distances, which indicates that our procedure outperforms Johansen's likelihood method when r is relatively small. Similar pattern are observed in Table 2 with r = 3. Table 1 : Relative frequencies for r = r, r = p/4 and average distance in simulation with 500 replications in Example 1. . We consider various combinations for p and r, and sample size n between 300 and 2500; see Table 3 . For each setting, we replicate the simulation 1000 times. Table 3 reports the relative frequencies of the events { r = r} and { r = r} in a simulation with 1000 replications, where the penalty ω n in the information criterion IC(l) is taken as either ω 1 n = n 5/4 λ p or ω 2 n = n 3/2 λ p , and λ p is the smallest eigenvalue of W. Also included in Table  3 are the results resulted from applying the Phillips-Perron unit-root test for the transformed component series. We choose the Phillips-Perron method among other unit-root tests as it is applicable with different integration orders. Note that when ω n = n λ p , r = r. While the numerical results in Table 3 lend further evidence for the consistency of both estimators, finite sample performance depends on choice of the penalty parameter ω n : large ω n should be used when r is relatively large. But the unit-root tests lead to very accurate estimates for the cointegration ranks for this example.
The boxplots of D 1 ( M(A 2 ), M(B 2 )) are presented in Figs. 3 -5 for (p, r) = (6, 2), (10, 4) and To illustrate the impact of j 0 used in defining W in (2.3), we ran the simulation with n = 500 and j 0 taking 7 different values between 5 and 100. Each setting is repeated 500 times. The results are reported in Table 4 . The different values of j 0 lead to about the same performance in terms of the relative frequencies for r = r and the means and the standard deviations for distance
For example, when p = 10 and r = 2, the estimation for r improves slightly when j 0 increases, while the estimation for the cointegration space becomes slightly worse. Overall Table 4 suggests that the proposed method may be insensitive to the choice of j 0 in (2.3). N (0, 1). Let the elements of A be generated independently from U (−3, 3). We consider various combinations for p, r, s, and the sample size n. For each setting, we replicate the simulation 1000 times and estimate the cointegration rank r using both the ratio method (2.6) and the information criterion (2.7) with ω n equal to either ω 1 n = n 5/4 λ p or ω 3 n = n 2/3 λ p . Table 5 reports the relative frequencies of the events { r = r} and { r = r} in a simulation with 1000 replications, where the penalty ω n in the information criterion IC(l) is taken as either ω 1 n = n 5/4 λ p or ω 3 n = n 2/3 λ p , and λ p is the smallest eigenvalue of W. The estimates for the cointegration ranks by the Phillips-Perron test are more accurate. Comparing to Table 3 , the estimation for the cointegration rank r is less accurate than that for Example 1. This is due to the existence of different integration orders for the different components of y t , which implies that the eigenvalues of W are more diverse; see (2.2). However the estimation for the cointegrated variables themselves is hardly affected. We plot the boxplots of the distances between the true cointegrated space M(B 2 ) and its estimator M( A 2 ), defined as in (4.1), in Figs 8-9 for the four different settings for (p, r, s), where the cointegration rank r is either estimated by the ratio method or simply set at its true value. The distances for the estimation with true r are significantly smaller than those for the estimation with estimated r. These results indicate clearly that while the performance of the estimators for the cointegration rank r is not entirely satisfactory when the components of y t have different cointegration ranks, the transformed series x t = A ′ y t contain the well estimated cointegrated variables. Let A 2 denote the last 4 columns of A and B 2 consist of the loadings for the last 4 component series displayed in Fig.12, i. e., the columns of A 2 are the loadings of the 4 cointegrated variables identified by the proposed method in this paper, and the columns of B 2 are the loadings of the 4 cointegrated variables identified by Johansen's likelihood method. Then
This indicates that the two sets of cointegrated variables identified by the two methods are effectively equivalent.
Fractional cointegration
Fractional cointegration has attracted increasing attention in recent years, see, e.g., Robinson
and Hualde (2003), Chen and Hurvich (2006) and Robinson (2008) . In this section, we generalize the method presented in Section 2 to the cases when the components of y t may be fractionally integrated. For simplicity, we now assume p is fixed.
We first present a gentle introduction for fractionally integrated processes and the concept of fractional cointegration.
Let v + t = v t 1(t > 0) and for any α ∈ R,
be formally defined as in Hualde and Robinson (2010) is called the fractional cointegration space and r is called the fractional cointegration rank. We estimate M(A 2 ) and r in the same manner as in Section 2, though now a large j 0 should be used in (2.3).
Condition 3.
(i) E||ε t || q 2 < ∞ for some q > max(4, 2/(2d min − 1)) and for any i, j ∈ I 1 , as n → ∞,
(
Remark 5. Condition 3 is mild and satisfied by either of the following processes.
1. Suppose ε t follows a linear process:
C k e t−k , t = 1, 2, · · · and {e t } are i.i.d vectors with mean zero, Ee t e ′ t = Σ e > 0, E||e t || q 2 < ∞ for some q > 4, the 2. Suppose ε t follows a generalized random coefficient autoregressive model:
and {(C t , e t )} are i.
Let r * = max{j : λ p+1−j /(n d min +δ−1 λ p ) ≤ 1, 1 ≤ j ≤ p} and r be defined as in (2.7).
Theorem 6. Let Condition 3 hold.
(i) lim n→∞ P ( r * = r ) = 1 provided 1 ≤ r < p and
(ii) lim n→∞ P ( r = r ) = 1 provided lim n→∞ (1/ω n + ω n n −4d min +2 ) = 0.
Conclusions
We propose in this paper a simple, direct and model-free method for identifying cointegration relationships among multiple time series of which different components series may have different integration orders. The method boils down to an eigenanalysis for a non-negative definite matrix. One may view that the components of the transformed series x t = A ′ y t are arranged in the ascending order according to the "degree" of stationarity; reflected by the magnitude of the eigenvalues of W. Then in addition to the proposed information criterion for determining the cointegration order, unit-root tests may be applied to determine the number of stationary components of x t .
In this paper we only focus on inference on the cointegration rank r and cointegration space Let
and Γ x be the p × p orthogonal matrix such that
where Λ x is the diagonal matrix of eigenvalues of W x . Since x t1 is nonstationary and x t2 is stationary, intuitively
This implies that the columns of AΓ x are just the orthogonal eigenvector of W y . Since Γ x is blockdiagonal, it follows that M(A 2 ) is same as the space spanned by the eigenvectors corresponding to the smallest r eigenvalues of W y . As a result, to show the distance between the cointegration space and its estimate is small, we only need to show that the space spanned by the eigenvectors of W y can be approximated by that of W. This question is usually solved by the perturbation matrix theory. In particular, let
where λ(A) denotes the set of eigenvalues of a matrix A.
), one can use the perturbation results of Golub and Loan (1996) to establish the bound of Theorems To fix this problem, we adopt the perturbation results of Dopico, Moro and Molera (2000) instead. A similar idea was used by Chen and Hurvich (2006) to recover their fractional cointegration spaces via the periodogram matrix, using a random diagonal block matrix instead. However, because of the quadratic form of
, we cannot find a normalizing constant 
Then, we have the following weak convergence result for the sample autocovariance.
Next, we establish a bound for the eigenvalues of Σ components are I(a 2 ) and the last s l components of x t1 are I(a l ), that is,
where a 1 > a 2 > · · · > a l = d min are positive integers and
,
be given as in Lemma 7,
By Lemma 7 and continuous mapping theorem, we have
Let F i (t), 1 ≤ i ≤ p−r be defined in Lemma 7, where W i (t) = σ ii B i (t) and B i (t), 1 ≤ i ≤ p−r are independent Brownian motions. Let F(t) = (F 1 (t), F 2 (t), · · · , F p−r (t)) ′ . We have Lemma 9. Under condition 2 and p = o(n 1/2−τ ) with 0 < τ < 1/2,
Lemma 10. Under Condition 1, or Condition 2 and p = o(n 1/2−τ ), we have
Proof of Theorem 1. Since
it follows from Theorem I.5.5 of Stewart and Sun (1990) (see also Proposition 2.1 of Vu and Lei 
Note that
Thus, by equations (7.6), (7.7) and (7.8), we have
Next, we show that||(
, which is equivalent to
It follows from (7.10) that
Thus, for (7.9), it is enough to show the eigenvalues of (Σ
, which can be transformed to show that
2 ) > 0, by Lemma 10 the solutions (λ) of equation
are bounded in probability. Thus, we have (7.11) and (7.9) as desired.
Similarly, we can show
Using equations (7.10) and (7.13), the remaining proof for Theorem 1 is to show that there exist two positive constants c 1 , c 2 such that in probability η ≥ c 1 n 2d min −1 / √ j 0 provided |I 0 | ≥ 2 or 
and
Hence, in probability
Similarly, we have |I 0 | = 1 and Ez I 0 t = 0, then in probability,
Since j 0 is fixed, combining (7.9), (7.16) and (7.16), we complete the proof of Theorem 1. ✷ Proof of Theorem 2. First, we prove the consistency of r. Similar to (7.15) , there exist two positive constants c 5 , c 6 such that
, equations (7.14), (7.15) and (7.17) imply when As for the consistency of r, it follows from its definition that
Suppose that r < r, it follows from (7.18) that
However equation (7.15) implies that in probability,
Since ω n /j 2 0 → ∞, it follows that equation (7.19) holds with probability zero. This gives that lim n→∞ P { r < r} = 0. (7.20) On the other hand, if r > r, equation (7.18) yields
By (7.14), we have when |I 0 | ≥ 2 or |I 0 | = 1 and Ez
A similar argument to (7.14) deduces when |I 0 | = 1 and Ez
Since ω n /n 2(2d−1) → 0 as n → ∞, equations (7.21)-(7.23) imply lim n→∞ P { r > r} = 0. (7.24) Equation (7.20) together with (7.24) give the conclusion (ii) of Theorem 2 as desired. ✷
Proofs for Section 3.2
Proof of Theorems 3 and 4. Theorem 3 can be shown similarly to Theorem 1 by using Lemma 9 instead of Lemma 8, except that when p → ∞,
where λ i , 1 ≤ i ≤ p are solutions of (7.11). As a result, (7.9) should be replaced by
And Theorem 4 can be shown similarly to Theorem 2. We omit the details. ✷
Proofs for Section 5
To prove Theorems 5 and 6, we first introduce some notation. Let
) and
where W s is given in (ii) of Condition 3.
j=1 x j,I 1 is a integrated fractional process with order d I 1 +1, each of its components has order larger than 1/2. Using (ii) of Condition 3 instead of Marinucci and Robinson (2000) Lemma 2, we can show this lemma similarly to their Theorem 1.
Lemma 12. Under Condition 3, for any 0 ≤ j ≤ j 0 , we have
By Lemma 12, Theorems 5 and 6 can be established in a similar manner as to Theorems 1 and 2. Therefore we omit the detailed proofs. 
Supplementary material on "Identifying Cointegration by
Thus, by (S .1)-(S.3) ,
Since S i n (t i ), 1 ≤ i ≤ p converge to their limiting distribution jointly, (7.1) follows from (S.4) and the continuous mapping theorem.
As for conclusion (7.2) , by the joint convergence condition (see (i) of Condition 1) and (7.1), 
(ii) of Condition 1 implies that E|x 
Since p is fixed, we have (7.2) as desired.
Proof of Lemma 8. For any 1 ≤ i ≤ l, we definex(s i ) = 1 n n t=1 x t (s i ). When µ i = 0, Lemma 7 gives
Thus, by P ′ i µ i = 0, Lemma 7 and continuous mapping theorem, we have
Combining (S.6), (S.8) and the joint convergence condition ((i) of Condition 1) yields
. By (S.9) and continuous mapping theorem, we have
and complete the proof of Lemma 8.
Proof of Lemma 9. First, we show (7.3). To this end, it is enough to show
) ′ be an integrated process with components ξ i t satisfying
For any given 1 ≤ i, j ≤ p − r,
By induction, it is easy to show that under condition (3.2),
Thus, by equations (S.12), (S.13) and the independence of the components,
Thus, for the proof of (S.11), it suffices to show sup 1≤i,j≤p−r
From the definition of I(d) process, it is easy to deduce that if
and f i (t) can be rewritten as
By (S.16) and the continuity of W i (s), it is easy to get that sup 1≤i,j≤p−r 
It is easy to get that
On the other hand, we have for any 1 ≤ t ≤ n, 
Similarly, we have
Using the same argument, we can show Proof of Lemma 10. We first consider the case with fixed p. To this end, we split the matrix into three parts: the nonstationary block, the cross block with elements being the product of stationary component with nonstationary component and the stationary block.
(I) As for the nonstationary block, we have for
we have
Further, using (S.7), similar to (S.26) and (S.27), we can show
Thus, for ∆ n6 (j) we have
Combining equations (S.29), (S.30), (S.31) and (S.32) gives
(II) As for the cross block, we first show
Let Ω 1 = (ω 1 ih ) (p−r)×r and Ω 2 = (ω 2 ih ) (p−r)×r . Then the elements of BΩ 1 = (e jh ) have the following expression:
By Lemma 7, we have
On the other hand, by the definition of B, the elements of BΩ 2 = (d jh ) can be represented as
Consequently, by (S.36) and (S.37), it follows that
Similarly,
(S.39) (S.34) follows from (S.38) and (S.39).
Next, we show
As for (S.40), note that for any 1
By (S.27) and
Thus, (S.43) also holds for
This combining with Condition 1 show
For L 3n (j, i, h), by Lemma 7 and (S.7), we have
Therefore, by (S.42)-(S.45),
which shows (S.40).
For (S.41), note that for any 1
×r and decompose L 4n (j, i, h) into two terms as in (S.35). Using the same arguments as in (S.36) and (S.37), we can show 
Thus, by (S.33) and the fact that the cross blocks tend to 0 in probability (see (II)), we have
Hence, Lemma 10 holds for finite p.
Next, consider the case: p = o(n 1/2−τ ). We still split the matrix into three parts as above.
(The nonstationary block.) Since 
Combining the above two equations yields Consequently, by equations (S.51)-(S.54), we get that the norms of the cross blocks are O p (pn Thus, by (i) of Lemma 12, we have (7.28).
As for (7.27) , it is enough to show for any i ∈ I c 1 and h ∈ I 1 ,
holds for all 0 ≤ j ≤ j 0 . Similar to Lemma 7, we can show
Proof of Remark 4. It is easy to get λ * = O e (1) when p − r is fixed. We only show the case when m := p − r → ∞ as n → ∞. Let d = d min , ξ i t be I(1) process defined as in Lemma 9, ξ i = (ξ i , · · · ,ξ i ) ′ and e = (1, · · · , 1) ′ be two n dimensional vectors. Let E n and Π n be n × n matrices given by 
n V i , and
Let δ 1 ≤ · · · ≤ δ n and γ 1 ≥ · · · ≥ γ n be the eigenvalues of Π n Π ′ n and (Π
n respectively. Since λ 1 (E n E ′ n ) = · · · = λ n−1 (E n E ′ n ) = 1, by Theorem 9 of Merikoski and Kumar (2004) , it follows that (ξ t −ξ)(ξ
where λ min , λ max denote the smallest and largest eigenvalues of a matrix respectively, the last equation follows by (S.69) and the fact that there exist two positive constants C 1 , C 2 such that C 1 < λ min (Ω ′ Ω/n) ≤ λ max (Ω ′ Ω/n) < C 2 in probability when p/n 1/2 → 0. Since U is orthogonal and the elements of Ω are independent standard normal variables, it follows that the elements of (u ′ 1 , · · · , u ′ k ) ′ Ω are independent and standard normal variables, thus by Theorem 2 of Bai and Yin (1993), we have if m/k ∈ (0, 1), 
