In this paper, we consider direct image registration problem which estimate the geometric and photometric transformations between two images. The efficient second-order minimization method (ESM) is based on a second-order Taylor series of image differences without computing the Hessian under brightness constancy assumption. This can be done due to the fact that the considered geometric transformations is Lie group and can be parameterized by its Lie algebra. In order to deal with lighting changes, we extend ESM to the compositional dual efficient second-order minimization method (CDESM). In our approach, the photometric transformations is parameterized by its Lie algebra with compositional operation, which is similar to that of geometric transformations. Our algorithm can give a second-order approximation of image differences with respect to geometric and photometric parameters. The geometric and photometric parameters are simultaneously obtained by non-linear least-square optimization. Our algorithm preserves the advantages of the original ESM method which has high convergence rate and large capture radius. Experimental results show that our algorithm is more robust to lighting changes and has higher registration accuracy compared to previous algorithms.
Introduction
Image registration, or alignment, is the task of applying some transformations to two images so that they match as closely as possible. It is central to many applications in computer vision, especially in visual tracking. The image registration problem is usually formulated between a pair of iamegs, of which one image referred to as a reference is held fixed, and the other referred to as the moving image is warped by the transformation. In this paper, we focus on direct image registration where pixel values are directly used. Non-linear optimization methods are used to find the warp parameters that minimize the difference between the fixed and warped moving image. Robustness and computational effiency are important for real-time applications.
The most of the existing approaches to solve the image registration problem is under brightness constancy assumption (BCA), where only geometric transformations are considered. We refer the interested reader to [1, 2] for comprehensive surveys. The inverse composition method (IC) [3] and the efficient second-order minimization method (ESM) [4] are considered to be the two most efficient direct image registration methods. These methods both minimize the sum-of-squared-difference between pixels values of two images. The IC method is a first-order optimization technique. It is efficient in that the Jacobean matrix used in each iteration can be pre-computed, avoiding expensive calculations in each iteration. The efficient second-order minimization method can give a second-order Taylor series of the difference function. Its efficiency is achieved through more rapid optimizer convergence, thus requiring fewer calculations. In ESM algorithm, the Hessian is not neccesary to compute due to the fact that the considered geometric transformations is Lie group and can be parameterized by its Lie algebra. Recently, the IC and ESM methods has been generlized [5] .
In real applications, the moving image not only suffers from geometric deformations, but also lighting changes. A possible scheme to increase the robustness to lighting changes is by performing a photometric normalization. For example, the images can be normalized by using the mean and the standard deviation. However, this method provides inferior performance, especially when the inter-frames displacements (geometric and/or photometric) are large. Another widely used technique is to model lighting changes, then the optimal photometric parameters can be obtained through optimization techniques simultaneously with the geometrical parameters. In [6] , the inverse composition method has been extended to the dual inverse compositional (DIC) method based on 'gain and bias' photometric transformation model. The Jacobean matrix about both geometric and photometric parameters can be pre-computed and stays constant in each iteration. While the DIC method is very efficient like the original IC method, the drawback of the original IC method is retained as well. These methods have low convergence rate and small capture radius. In [7] , the authors extended the efficient second-order minimization method to deal with lighting changes. They use additive rule to update the photometric parameters. There are also some other different treatments. For example, in [8] , the authors employed a simple two-step iterative algorithm that alternatively resolve geometric parameters and photometric parameters. In [9] , the authors proposed a robust image alignment technique in the total least square (TLS) sense. However, their work is just based on affine transformation.
In this paper, we propose a new direct image alignment approach (Compositional Dual ESM, CDESM) that jointly performs geometric and photometric registration. Our approach can be seen as an extension of the ESM algorithm. In our work, we consider projective transformation which is the most general spatial transformation of planar object images. The photometric transformation used is modeled as linear transformation (also referred to 'gain and bias' model) that is often used in the literature. Both the geometric and photometric transformations have group structure with compositional operation. In fact, they are all Lie groups, thus can be parameterizated by their corresponding Lie algebras. The difference between our approach and the approach (reffered to Additive Dual ESM, ADESM) proposed in [7] is that the photometric transformation used in our work is non-Euclidean with compositional operation, and that in [7] is Euclidean with additive operation. Our approach preserves the advantages of the original ESM algorithm that has high convergence rate, large capture radius and high accuracy. Moreover, our CDESM algorithm can handle large lighting changes (for example, 2 times lighting changes in our experiments) without significantly increasing the iteration numbers.
The rest of the paper is organized as follows. In the next section, we give the theoretical background of our work. We first give the Lie algebra parameterization of the projective transformaitons, then the original ESM algorithm is briefly described. The details of our proposed algorithm are given in section 3. Experimental results are presented in section 4. A conclusion is provided in section 5.
Theoretical Background

Lie algebra Parameterization of Geometric transformations
In our paper, we consider projective homography since it is the most general cases for planar objects, which includes translations, rotations, affine transformations. It has 8 degrees of freedom (since it is defined up to scale) and can be parameterized in different ways. If we remove the scale ambiguity, homographies can be normalized to have unit determinant. Then projective homography can be identified with the 3-D special linear group defined as x is the i -th element of the base field. In our paper, we choose the following basis of ()  sl as same as in [4] :
The Lie group ()  and Lie algebra ()  sl are related via exponential map, then a homography ( ) ( )  Hx can be parameterized as follows:
The Efficient Second-order Minimization Method
In this section, we give a briefly description of the efficient second-order minimization method [4, 10] 
Under brightness constancy assumption, the visual tracking problem can be formulated as a search for the geometric parameters to warp all the pixels in the region ** so that their intensities match as closely as possible to their corresponding ones in . Suppose there are q pixels in the interest region * . Let () dx denote the q  vector containing the image differences: (2) by exponential function of Lie algebra. The problem (5) is the minimization of a nonlinear least squares error function. In order to iteratively solve this nonlinear optimization problem, an expansion of image in Taylor series with respect to geometric parameters is usually preformed. While the IC method give a first-order expansion, the ESM method can give a second-order approximation of () dx without computing the Hessian. It can be proved that the second-order approximation of () dx around  x0 is given by
Then problem (5) can be approximated by x is the optimal solution of problem (7), due to the using of Lie algebra parameterization, it can be proved that
We can see that x is found, the optimal solution of problem (5) can be obtained through iteration. The update of the homography in problem (5)is performed by compositional operation which is matrix multiply operation in our case:
Note that the resulting Ĥ is always in the Lie group ()  , and no approximation is performed. Hence, the Lie algebra parameterizaiton can improve stability and accuracy of registration algorithm. The iteration process is stoped when o x   ,  is a given threshold.
Our Proposed Algorithm
Lie Algebra Parameterization of Lighting Changes
The original ESM algorithm does not take into account lighting changes, i.e. changes in the pixel values. However, in some situations, the BCA may be broken. In this paper, we consider 'gain and bias' model that is often enough for common situations. Based on this model, the reference image * and the moving image are related as * (10) where is the gain and the bias. We rewrite (10) 
Minimization Procedure
After Lie algebra parameterization of photometric transformation, we can extend the original ESM algorithm. Given an estimatation Ĥ of geometric transformation and an estimation P  of photometric transformation, the problem here is to find an optimal incremental geometric transformation () Hx and an optimal incremental photometric
, satisfying the following optimization problem: 
The process is iterated until 
Experimental Results
Since the DIC [6] algorithm and the ADESM [7] algorithm can deal with the same problem as our CDESM algorithm, we choose them to compare with our algorithm in experiments. We mainly test the performance of the three algorithms with respect to lighting changes from three aspect, i.e. convergence frequency, iteration times and registration accuracy.
The algorithms were tested by warping the reference image shown in Fig. 1(a) . The (100*100) template selected in Fig. 1(a) as marked with rectangle was illustrated in Fig. 1(b) . In order to have a ground truth, we simulated 2D homographies computed by adding a Gaussian noise with standard deviation being 8 pixel to the coordinates of the four corners of the template. The reference image was warped 100 times using the simulated homographies in conjunction with photometric transformations to generate the moving images. Since the bias of photometric transformations affects little to the experiments, we just set it to 10. The gain was increased from 0.5 to 2.5. Fig. 1(c) and (d) show two examples of warped images with equals to 0.5 and 1.5 respectively (The images are deformed by geometric transformations). In experiments, we set the max iteration times of all algorithms to 20. When iteration stops, if the coordinate error is smaller than 1 pixel, the algorithm is considered to be converged. Fig. 2(a) plots the convergence frequencies of the three algorithms with respect to changing (% over 100 tests). It can be obviously seen that ADESM and CDESM algorithms performed much better than the DIC algorithm. Our CDESM algorithm performed better than ADESM algorithm when is far away from 1. Fig. 2(b) plots the average iteration times of these algorithms. It's can be seen that our proposed algorithm always has the lowest iteration times. While the iteration times of ADESM algorithm increases fast as is far away from 1, the iteration times of our proposed algorithm almost stays constant. Fig. 2(c) plots the average errors of the coordinates of the four corner points of the template. Obviously, ADESM and CDESM have much higher accuracy than DIC algorithm. When is far away from 1, our CDESM algorithm has higher accuracy than ADESM algorithm. 
Conclusions
We have presented a new image registration algorithm to cope with lighting changes. In our proposed algorithm, we jointly using the Lie group property of geometric transformations and photometric transformations which ensures that the second-order approximation of the cost function is obtained without computing the Hessian. Experimental results show that our proposed algorithm is more robust to lighting changes and has high registration accuracy.
