We begin with a quick review of some of the basic properties of positive matrices. This will serve as a warmup and orient the reader to the line of thinking followed through the book.
Let H be the n-dimensional Hilbert space C n . The inner product between two vectors x and y is written as x, y or as x * y. We adopt the convention that the inner product is conjugate linear in the first variable and linear in the second. We denote by L(H) the space of all linear operators on H, and by M n (C) or simply M n the space of n × n matrices with complex entries. Every element A of L(H) can be identified with its matrix with respect to the standard basis {e j } of C n . We use the symbol A for this matrix as well. We say A is positive semidefinite if A positive semidefinite matrix is positive definite if and only if it is invertible. For the sake of brevity, we use the term positive matrix for a positive semidefinite, or a positive definite, matrix. Sometimes, if we want to emphasize that the matrix is positive definite, we say that it is strictly positive. We use the notation A ≥ O to mean that A is positive, and A > O to mean it is strictly positive.
There are several conditions that characterize positive matrices. Some of them are listed below. A is strictly positive if and only if the vectors x j , 1 ≤ j ≤ n, are linearly independent.
A proof of the sixth characterization is outlined below. This will serve the purpose of setting up some notations and of introducing an idea that will be often used in the book.
We think of elements of C n as column vectors. If x 1 , . . . , x m are such vectors we write [x 1 , . . . , x m ] for the n × m matrix whose columns are x 1 , . . . , x m . The adjoint of this matrix is written as . x * n So, this matrix is positive (being of the form B * B). This shows that the condition (1.3) is sufficient for A to be positive. Conversely, if A is positive, we can write a ij = e i , Ae j = A 1/2 e i , A 1/2 e j .
If we choose x j = A 1/2 e j , we get (1.3). 
Exercise
Let λ 1 , . . . , λ m be positive numbers. The m×m matrix A with entries 1 a ij = (1.5) λ i + λ j is called the Cauchy matrix (associated with the numbers λ j ). Note that
This shows that A is positive.
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More generally, let λ 1 , . . . , λ m be complex numbers whose real parts are positive. Show that the matrix A with entries 1 a ij = λ i + λ j is positive.
Exercise
Let µ be a finite positive measure on the interval [−π, π] . The numbers
are called the Fourier-Stieltjes coefficients of µ. For any n = 1, 2, . . . , let A be the n n matrix with entries ×
Then A is positive.
Note that the matrix A has the form
One special feature of this matrix is that its entries are constant along the diagonals parallel to the main diagonal. Such a matrix is called a Toeplitz matrix. In addition, A is Hermitian. A doubly infinite sequence {a m : m ∈ Z} of complex numbers is said to be a positive definite sequence if for each n = 1, 2, . . . , the n n matrix (1.8) constructed from this sequence is positive. × We have seen that the Fourier-Stieltjes coefficients of a finite positive measure on [−π, π] form a positive definite sequence. A basic theorem of harmonic analysis called the Herglotz theorem says that, conversely, every positive definite sequence is the sequence of Fourier-Stieltjes coefficients of a finite positive measure µ. This theorem is proved in Chapter 5.
POSITIVE MATRICES 5 1.2 SOME BASIC THEOREMS Let A be a positive operator on H. If X is a linear operator from a Hilbert space K into H, then the operator X * AX on K is also positive. If X is an invertible opertator, and X * AX is positive, then A is positive.
Let A, B be operators on H. We say that A is congruent to B, and write A ∼ B, if there exists an invertible operator X on H such that B = X * AX. Congruence is an equivalence relation on L(H). If X is unitary, we say A is unitarily equivalent to B, and write A ≃ B.
If A is Hermitian, the inertia of A is the triple of nonnegative inte gers 10) where π(A), ζ(A), ν(A) are the numbers of positive, zero, and nega tive eigenvalues of A (counted with multiplicity).
Sylvester's law of inertia says that In(A) is a complete invariant for congruence on the set of Hermitian matrices; i.e., two Hermitian matrices are congruent if and only if they have the same inertia. This can be proved in different ways. Two proofs are outlined below. 
where M stands for a subspace of H and dim M for its dimension. If X is an invertible operator, then dim X(M) = dim M. Use this to prove that any two congruent Hermitian matrices have the same inertia.
Then P (t) is strictly positive, and X(t) nonsingular. We have X(0) = U , and X(1) = X. Thus X(t) * AX(t) is a continuous curve in the space of nonsingular matrices joining U * AU and X * AX. The eigen values of X(t) * AX(t) are continuous curves joining the eigenvalues of U * AU (these are the same as the eigenvalues of A) and the eigenval ues of X * AX = B.
[MA, Corollary VI.1.6]. These curves never touch the point zero. Hence
i.e., A and B have the same inertia. Modify this argument to cover the case when A is singular. (Then ζ(A) = ζ(B). Consider A ± εI.)
Show that a Hermitian matrix A is congruent to the diagonal matrix diag (1, . . . , 1, 0, . . . , 0, −1, . . . , −1), in which the entries 1, 0, −1 occur π(A), ζ(A), and ν(A) times on the diagonal. Thus two Hermitian matrices with the same inertia are congruent.
Two Hermitian matrices are unitarily equivalent if and only if they have the same eigenvalues (counted with multiplicity).
Let K be a subspace of H and let P be the orthogonal projection onto K. If we choose an orthonormal basis in which K is spanned by the first k vectors, then we can write an operator A on H as a block matrix
If V is the injection of K into H, then V * AV = A 11 . We say that A 11 is the compression of A to K. If A is positive, then all its compressions are positive. Thus all principal submatrices of a positive matrix are positive. Conversely, if all the principal subdeterminants of A are nonnegative, then the coefficients in the characteristic polynomial of A alternate in sign. Hence, by the Descartes rule of signs A has no negative root.
The following exercise says that if all the leading subdeterminants of a Hermitian matrix A are positive, then A is strictly positive. Pos itivity of other principal minors follows as a consequence.
Let A be Hermitian and let B be its compression to an (n − k)-dimensional subspace. Then Cauchy's interlacing theorem [MA, Corollary III.1.5] says that shows that nonnegativity of the two leading subdeterminants is not adequate to ensure positivity of A.
We denote by A ⊗ B the tensor product of two operators A and B (acting possibly on different Hilbert spaces H and K). If A, B are positive, then so is A ⊗ B.
If A, B are n×n matrices we write A B for their entrywise product; • i.e., for the matrix whose i, j entry is a ij b ij . We will call this the Schur product of A and B. It is also called the Hadamard product. If A and B are positive, then so is A B. One way of seeing this is by observing
• that A B is a principal submatrix of A ⊗ B.
• are positive if ε > 0 and 0 < α < 1, but S is not positive when ε is close to zero and α is close to 1. In view of this it is, perhaps, surprising that if S is positive and A strictly positive, then B is positive. Three different proofs of this are outlined below.
Proposition
Let A, B be Hermitian and suppose A is strictly positive. If the sym metrized product S = AB + BA is positive (strictly positive), then B is positive (strictly positive).
Proof.
Choose an orthonormal basis in which B is diagonal; B = diag(β 1 , . . . , β n ). Then s ii = 2β i a ii . Now observe that the diagonal entries of a (strictly) positive matrix are (strictly) positive. �
Exercise
Choose an orthonormal basis in which A is diagonal with entries α 1 , α 2 , . . . , α n , on its diagonal. 
Proposition
If A, B are positive and A > B, then A 1/2 > B 1/2 .
Proof.
We have the identity
If X, Y are strictly positive then X + Y is strictly positive. So, if X 2 − Y 2 is positive, then X − Y is positive by Proposition 1.2.6. � Recall that if A ≥ B, then we need not always have A 2 ≥ B 2 ; e.g., consider the matrices 2 1 1 1 A = , B = . 1 1 1 1 Proposition 1.2.6 is related to the study of the Lyapunov equation, of great importance in differential equations and control theory. This is the equation (in matrices)
It is assumed that the spectrum of A is contained in the open right half-plane. The matrix A is then called positively stable. It is well known that in this case the equation (1.14) has a unique solution. Further, if W is positive, then the solution X is also positive. 
Exercise
Suppose A is diagonal with diagonal entries α 1 , . . . , α n . Then the solution of (1.14) is
Use Exercise 1.1.2 to see that if W is positive, then so is X. Now suppose A = T DT −1 , where D is diagonal. Show that again the solution X is positive if W is positive. Since diagonalisable matrices are dense in the space of all matrices, the same conclusion can be obtained for general positively stable A.
The solution X to the equation (1.14) can be represented as the integral
The condition that A is positively stable ensures that this integral is convergent. It is easy to see that X defined by (1.15) satisfies the equation (1.14). From this it is clear that if W is positive, then so is X. Now suppose A is any matrix and suppose there exist positive ma trices X and W such that the equality (1.14) holds. Then if Au = αu, we have
This shows that A is positively stable.
The matrix equation by β = α+1 . Suppose F is diagonal with diagonal entries β 1 , . . . , β n . Then the solution of (1.16) can be written as
Use the correspondence between β and α to show that
If F is any matrix such that the equality (1.16) is satisfied by some positive matrices X and W, then the spectrum of F is contained in the unit disk.
Let A, B be strictly positive matrices such that A ≥ B. Show that
The quadratic equation
is called a Riccati equation. If B is positive and A strictly positive, then this equation has a positive solution. Conjugate the two sides of the equation by A 1/2 , take square roots, and then conjugate again by A −1/2 to see that
is a solution. Show that this is the only positive solution.
12 CHAPTER 1
BLOCK MATRICES
Now we come to a major theme of this book. We will see that 2 × 2 block matrices
can play a remarkable-almost magical-role
in the study of positive matrices. In this block matrix the entries A, B, C, D are n n matrices. So, × the big matrix is an element of M 2n , or, of L(H ⊕ H). As we pro ceed we will see that several properties of A can be obtained from those of a block matrix in which A is one of the entries. Of special importance is the connection this establishes between positivity (an algebraic property) and contractivity (a metric property).
Let us fix some notations. We will write A = U P for the polar decomposition of A. The factor U is unitary and P is positive; we have P = (A * A) 1/2 . This is called the positive part or the absolute value of A and is written as A . We have A * = P U * , and
A is said to be normal if AA * = A * A. This condition is equivalent to U P = P U ; and to the condition A = A * .
| | | | We write A = U SV for the singular value decomposition (SVD) of A. Here U and V are unitary and S is diagonal with nonnegative diagonal entries s 1 (A) ≥ · · · ≥ s n (A). These are the singular values of A (the eigenvalues of A ).
| | The symbol A will always denote the norm of A as a linear op erator on the Hilbert space H; i.e.,
It is easy to see that A = s 1 (A). Among the important properties of this norm are the following:
This last property is called unitary invariance. Finally
(1.19)
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There are several other norms on M n that share the three properties (1.18). It is the condition (1.19) that makes the operator norm · very special.
We say A is contractive, or A is a contraction, if A ≤ 1.
Proposition
The operator A is contractive if and only if the operator
What does the proposition say when H is one-dimensional? It just says that if a is a complex number, then |a| ≤ 1 if and only
if the 2 × 2 matrix is positive. The passage from one to many a 1 dimensions is made via the SVD. Let A = U SV . Then
This matrix is unitarily equivalent to
, which in turn is unitarily S I equivalent to the direct sum
where s 1 , . . . , s n are the singular values of A. These 2 × 2 matrices are all positive if and only if s 1 ≤ 1 (i.e., A ≤ 1). �
Let A, B be positive. Then the matrix X * B is positive if and only if X = A 1/2 KB 1/2 for some contraction K.
Proof.
Assume first that A, B are strictly positive. This allows us to use the congruence the range of X is a subspace of the range of A, and the range of X * is a subspace of the range of B. The rank of X cannot exceed either the rank of A or the rank of B.
Theorem
Let A, B be strictly positive matrices. Then the block matrix
is positive if and only if A ≥ XB −1 X * .
We have the congruence
Clearly, this last matrix is positive if and only if A ≥ XB −1 X * . � Second proof.
We have A ≥ XB −1 X * if and only if
This is equivalent to saying A −1/2 XB −1/2 ≤ 1, or X = A 1/2 KB 1/2 where K ≤ 1. Now use Proposition 1.3.2. �
Exercise
Show that the condition A ≥ XB −1 X * in the theorem cannot be replaced by A ≥ X * B −1 X (except when H is one dimensional!). We can write
Corollary
A * Let A be any matrix. Then the matrix
Use the polar decomposition A = U P to write
and then use the lemma. �
|A| is positive.
Exercise
Show that (when n ≥ 2) this is not always true for nonnormal matri ces. Theorem 1.3.3, the other propositions in this section, and the ideas used in their proofs will occur repeatedly in this book. Some of their power is demonstrated in the next sections.
NORM OF THE SCHUR PRODUCT
Given A in M n , let S A be the linear map on M n defined as
where A X is the Schur product of A and X. The norm of this linear
• operator is, by definition,
(1.21)
we have
Finding the exact value of S A is a difficult problem in general. Some special cases are easier.
Theorem (Schur)
If A is positive, then
(1.24)
Let X ≤ 1. Then by Proposition 1.3.1 ≥ O. By
Hence the Schur product of these two block A A matrices is positive; i.e, This is a norm on M n , and
(1.26)
Theorem
Let A be any matrix. Then
Now if Z is any matrix with Z ≤ 1, then I ≥ O. So, the Schur Z * product of this with the positive matrix in (1.28) is positive; i.e.,
In particular, we have 29) which is an improvement on (1.23).
In Chapter 3, we will prove a theorem of Haagerup (Theorem 3.4.3) that says the two sides of (1.27) are equal. 
The results on block matrices in Section 1.3 lead to easy proofs of the convexity and monotonicity of several functions. Here is a small sampler. 
By Theorem 1.3.3 this implies
Thus the map A → A −1 is convex on the set of positive matrices. Taking the Schur product of the two block matrices in (1.32) we get
The special choice B = A −1 gives
But a positive matrix is larger than its inverse if and only if it is larger than I. Thus we have the inequality
known as Fiedler's inequality.
Exercise
Use Theorem 1.3.3 to show that the map (B,
In particular, this implies that the map B → B −1 on L ++ (H) is convex (a fact we have proved earlier), and that the map X → X 2 on L s.a. (H) is convex. The latter statement can be proved directly: for all Hermitian matrices A and B we have the inequality
Show that the map X → X 3 is not convex on 2 × 2 positive matrices.
Corollary
The map (A, B, X) → A − XB −1 X * is jointly concave on
It is monotone increasing in the variables A, B.
In particular, the map B → −B −1 on L ++ (H) is monotone (a fact we proved earlier in Exercise 1.2.12).
Proposition
Let B > O and let X be any matrix. Then
Proof. This follows immediately from Theorem 1.3.3. �
Corollary
Let A, B be positive matrices and X any matrix. Then
(1.37)
Proof. Use Proposition 1.5.4. � Extremal representations such as (1.36) and (1.37) are often used to derive matrix inequalities. Most often these are statements about convexity of certain maps. Corollary 1.5.5, for example, gives useful information about the Schur complement, a concept much used in matrix theory and in statistics.
Given a block matrix A = A 11 A 12 the Schur complement of A 22
in A is the matrix
(1.38)
22
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The Schur complement of A 11 is the matrix obtained by interchanging the indices 1 and 2 in this definition. Two reasons for interest in this object are given below.
Exercise
Show that det A = det A 22 det A 22 .
If A is invertible, then the top left corner of the block matrix A −1 is (A 11 ) −1 ; i.e.,
* * Corollary 1.5.3 says that on the set of positive matrices (with a block decomposition) the Schur complement is a concave function. Let us make this more precise. Let H = H 1 ⊕ H 2 be an orthogonal decomposition of H. Each operator A on H can be written as A = A 11 A 12 with respect to this decomposition. Let P (A) = Ã 22 . Then
for all strictly positive operators A and B we have
The map A → P (A) is positively homogenous; i.e., P (αA) = αP (A) for all positive numbers α. It is also monotone in A.
We have seen that while the function f (A) = A 2 is convex on the space of positive matrices, the function f (A) = A 3 is not; and while the function f (A) = A 1/2 is monotone on the set of positive matrices, the function f (A) = A 2 is not. Thus the following theorems are interesting.
Theorem
The function f (A) = A r is convex on L + (H) for 1 ≤ r ≤ 2.
Proof. We give a proof that uses Exercise 1.5.1 and a useful integral representation of A r . For t > 0 and 0 < r < 1, we have (from one of the integrals calculated via contour integration in complex analysis)
The crucial feature of this formula that will be exploited is that we can represent t r as
where µ is a positive measure on (0, ∞). Multiplying both sides by t, we have
Thus for positive operators A, and for 1 < r < 2,
0 By Exercise 1.5.1 the integrand is a convex function of A for each λ > 0. So the integral is also convex. �
The function f (A) = A r is monotone on L + (H) for 0 ≤ r ≤ 1.
Proof.
For each λ > 0 we have A(λ + A) −1 = (λA −1 + I) −1 . Since the map A → A −1 is monotonically decreasing (Exercise 1.2.12), the function f λ (A) = A(λ + A) −1 is monotonically increasing for each λ > 0. Now use the integral representation (1.39) as in the preceding proof. � 23 POSITIVE MATRICES
Exercise
Show that the function f (A) = A r is convex on L ++ (H) for −1 ≤ r ≤ 0.
[Hint: For −1 < r < 0 we have
Use the convexity of the map f (A) = A −1 .]
SUPPLEMENTARY RESULTS AND EXERCISES
Let A and B be Hermitian matrices. If there exists an invertible matrix X such that X * AX and X * BX are diagonal, we say that A and B are simultaneously congruent to diagonal matrices (or A and B are simultaneously diagonalizable by a congruence). If X can be chosen to be unitary, we say A and B are simultaneously diagonalizable by a unitary conjugation.
Two Hermitian matrices are simultaneously diagonalizable by a uni tary conjugation if and only if they commute. Simultaneous congru ence to diagonal matrices can be achieved under less restrictive con ditions.
Exercise
Let A be a strictly positive and B a Hermitian matrix. Then A and B are simultaneously congruent to diagonal matrices. [Hint: A is congruent to the identity matrix.] Simultaneous diagonalization of three matrices by congruence, how ever, again demands severe restrictions. Consider three strictly pos itive matrices I, A 1 and A 2 . Suppose X is an invertible matrix such that X * X is diagonal. Then X = U Λ where U is unitary and Λ is diagonal and invertible. It is easy to see that for such an X, X * A 1 X and X * A 2 X both are diagonal if and only if A 1 and A 2 commute.
If A and B are Hermitian matrices, then the inequality AB + BA ≤ A 2 + B 2 is always true. It follows that if A and B are positive, then
Using the monotonicity of the square root function we see that
In other words the function f (A) = A 1/2 is concave on the set L + (H). More generally, it can be proved that f (A) = A r is concave on L + (H) for 0 ≤ r ≤ 1. See Theorem 4.2.3.
It is known that the map f (A) = A r on positive matrices is mono tone if and only if 0 ≤ r ≤ 1, and convex if and only if r ∈ [−1, 0] ∪ [1, 2]. A detailed discussion of matrix monotonicity and convexity may be found in MA, Chapter V. Some of the proofs given here are differ ent. We return to these questions in later chapters.  and consider A (r) for 0 < r < 1. An entrywise positive matrix is said to be infinitely divisible if the matrix A (r) is positive semidefinite for all r > 0.
Show that if A is an entrywise positive matrix and A (1/m) is positive semidefinite for all natural numbers m, then A is infinitely divisible.
In the following two exercises we outline proofs of the fact that the Cauchy matrix (1.5) is infinitely divisible.
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Write these numbers as
Use this to show that C ε (r) is congruent to the matrix whose i, j entries
The coefficients a n are the numbers occurring in the binomial expan sion
and are positive. The matrix with entries
is congruent to the matrix with all its entries equal to 1. So, it is positive semidefinite. It follows that C ε (r) is positive semidefinite for all ε > 0. Let ε 0 and conclude that the Cauchy matrix is infinitely ↓ divisible.
Exercise
The gamma function for x > 0 is defined by the formula
Show that for every r > 0 we have
This shows that the matrix (λ i + 1 λ j ) r is a Gram matrix, and gives another proof of the infinite divisibility of the Cauchy matrix.
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It is known that such a function has a representation as a series
that converges for all z, and in which all coefficients b kl are nonnega tive. From this it follows that if p is a positive real number but not an even integer, then there exists a positive matrix A (of some size n depending on p) such that [[ |a ij | p ]] is not positive.
Since A = |A| for all operators A, the triangle inequality may be expressed also as
If both A and B are normal, this can be improved. Using Corollary 1.3.8 we see that in this case The inequality (1.42) has an interesting application in the proof of Theorem 1.6.8 below.
Exercise
Let A and B be any two operators, and for a given positive integer m let ω = e 2πi/m . Prove the identity 
For each complex number z, the operator zB is normal. So from (1.42) we get
This shows that each of the summands in the sum on the right-hand side of (1. The next theorem is more general.
Theorem
Let A and B be positive operators. Then
Proof. Let m be any positive integer and let Ω m be the set of all real numbers r in the interval [1, m] for which the inequality (1.46) is true. We will show that Ω m is a convex set. Since 1 and m belong to Ω m , this will prove the inequality (1.46). Suppose r and s are two points in Ω m and let t = (r + s)/2. Then
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Since X = X * X 1/2 = XX * 1/2 for all X, this gives
We have assumed r and s are in Ω m . So, we have
This shows that t ∈ Ω m , and the inequality (1.46) is proved. Let 0 < r ≤ 1. Then from (1.46) we have
Replacing A and B by A r and B r , we obtain the inequality (1.47). �
We have seen that AB +BA need not be positive when A and B are positive. Hence we do not always have A 2 + B 2 ≤ (A + B) 2 . Theorem 1.6.8 shows that we do have the weaker assertion
1 1
Exercise
Use the example 1 1 1 0 A = , B = , 1 1 0 0 to see that the inequality
is not always true. The matrix in (1.5) is a special case of the more general matrix C whose entries are 1 c ij = , λ i + µ j where (λ 1 , . . . , λ m ) and (µ 1 , . . . , µ m ) are any two real m-tuples. In 1841, Cauchy gave a formula for the determinant of this matrix:
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