Observability and reconstructibility of large-scale Boolean control
  networks via network aggregations by Zhang, Kuize
ar
X
iv
:1
70
4.
03
23
1v
3 
 [m
ath
.O
C]
  2
1 J
ul 
20
17
Observability and reconstructibility of large-scaleBoolean control
networks via network aggregations ⋆
Kuize Zhang a,
aCollege of Automation, Harbin Engineering University, Harbin, 150001, PR China
Abstract
It is known that determining the observability and reconstructibility of Boolean control networks (BCNs) are both NP-hard in the
number of nodes of BCNs. In this paper, we use the aggregation method to overcome the challenging complexity problem in verifying
the observability and reconstructibility of large-scale BCNs with special structures in some sense. First, we define a special class of
aggregations that are compatible with observability and reconstructibility (i.e, observability and reconstructibility are meaningful for each
part of the aggregation), and show that even for this special class of aggregations, the whole BCN being observable/reconstructible does
not imply the resulting sub-BCNs being observable/reconstructible, and vice versa. Second, for acyclic aggregations in this special class,
we prove that all resulting sub-BCNs being observable/reconstructible implies the whole BCN being observable/reconstructible. Third,
we show that finding such acyclic special aggregations with sufficiently small parts can tremendously reduce computational complexity.
Finally, we use the BCN T-cell receptor kinetics model to illustrate the efficiency of these results. In addition, the special aggregation
method characterized in this paper can also be used to deal with the observability/reconstructibility of large-scale linear (special classes
of nonlinear) control systems with special network structures.
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1 Introduction
Boolean networks (BNs), initiated by Kauffman [10] to
model genetic regulatory networks (GRNs) in 1969, are a
class of discrete-time discrete-space dynamical systems. In
a BN, nodes can be in one of two discrete values “1” and
“0”, which represent the state “on” of genes/high concentra-
tion of proteins and the state “off” of genes/low concentra-
tion of proteins, respectively. Every node updates its values
according to the values of the nodes of the network. When
external regulation or perturbation is considered, BNs are
naturally extended to Boolean control networks (BCNs) [8].
Although a BN/BCN is a simplified model of GRNs, it can
be used to characterize many important phenomena of bio-
logical systems, e.g., cell cycles [6], cell apoptosis [21], and
so on. Hence the study on BNs/BCNs has been paid wide
attention [11,2,3,23,28].
The study on control-theoretic problems of BCNs can date
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back to 2007 [1], in which the problem of determining
the controllability of BCNs is proved NP-hard in the num-
ber of nodes, even restricted to some special classes of
BCNs. In addition, it is pointed out that “One of the major
goals of systems biology is to develop a control theory for
complex biological systems” in [1]. Since then, especially
since the control-theoretic problem framework for BCNs
is constructed in [4] based on a new tool that is called the
semi-tensor product (STP) of matrices in 2009, many basic
control-theoretic problems of BCNs have been character-
ized, e.g., controllability [4,29], observability [4,29,7,17,22],
reconstructibility [7,24], identifiability [5], invertibility
[25], Kalman decomposition [30], and other related works
[15,19,18,14], just to name a few. Similar to controllability,
observability and reconstructibility are also basis control-
theoretic problems, where observability/reconstructibility
means using input sequences and the corresponding out-
put sequences to determine the initial/current states. The
problems of determining the observability and recon-
structibility of BCNs are also NP-hard in the number of
nodes [13,24]. Hence checking both controllability and ob-
servability/reconstructibility of BCNs are computationally
intractable. However, unlike controllability, BCNs possess
different types of observability/reconstructibility. In [22],
the relationship between all four types of observability of
BCNs in the literature is studied, and it is proved that no
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two of them are equivalent, revealing the nonlinearity of
BCNs. In [24], except for giving a new equivalent condi-
tion for the reconstructibility studied in [7], a more general
reconstructibility is characterized. In the investigation of
controllability/observability/reconstructibility, the primary
point is to design fast algorithms for verifying them. In
[4,29], the algorithms for verifying controllability run in
exponential time in the number of nodes. In [22], a unified
method based on finite automata is proposed to verify all
four different types of observability in the literature. Al-
though the algorithms designed in [22] perform not worse
than the ones designed in [7,16,17] in the worse case, they
all run in exponential time in the number of nodes. The
algorithms in [7,24] for verifying reconstructibility also
run in exponential time in the number of nodes. Hence,
in order to find fast algorithms for verifying controllabil-
ity/observability/reconstructibility, an attemptable way is
to consider BCNs with special network structures. The
method of aggregating (i.e., partitioning) network graphs
that has been widely used in pagerank algorithms [9], social
networks [20], BNs/BCNs [28,27], etc., may provide an
effective way.
It is NP-complete to check whether a BN has a fixed point
(cf. [26]). Hence similar to verifying controllability and ob-
servability/reconstructibility, it is also computationally in-
tractable to check the existence of fixed points for a BN. In
[28], an efficient way to find attractors is proposed based on
aggregating a BN; particularly, for an acyclic aggregation,
an efficient way to find all attractors is proposed by com-
posing the attractors of each part of a BN. Similar idea has
been used to deal with the controllability and stabilizability
of BCNs [27]. Since BCNs have external nodes (i.e., input
nodes), the results related to controllability/stabilizability
based on aggregations are not so perfect as the counter-
part for BNs in [28]. Actually, one cannot always verify
the controllability/stabilizability of a BCN by verifying the
controllability/stabilizability of the parts of the BCN. It is
proved in [27] that if a BCN is controllable then all parts of
the BCN are controllable for any aggregation of the BCN
each of whose parts has at least one state node. However, in
this paper we will show that this conclusion does not hold
for observability/reconstructibility even for a more special
class of aggregations than the one used in [27]. Neverthe-
less, we will still study whether the aggregation method can
be used to deal with the observability/reconstructibility of
BCNs, since for acyclic aggregations, the method of stabi-
lizing the whole BCN by stabilizing some parts of the BCN
given in [27] may tremendously reduce computational com-
plexity under certain sufficient conditions that the number of
nodes of each part is much smaller than that of the nodes of
the whole BCN. Also due to the former essential differences
between controllability and observability/reconstructibility,
we have to use different aggregations in this paper. The ad-
vantage of the aggregation method has been shown by prac-
tical examples in both [28] and [27], where the BCN T-cell
receptor kinetics model (cf. [12]) is used to illustrate the
effectiveness of the aggregation method. The model has 37
state nodes and 3 input nodes, 1 i.e., it has 237 states, and
23 inputs. It is almost impossible to use the general meth-
ods given in [26,29] to compute its attractors or check its
controllability/stabilizability due to the speed limitation of
electrical computers. However, using the aggregation meth-
ods in [28,27], these two problems have been solved. In this
paper, we will try to find special aggregations that are com-
patible with observability/reconstructibility, use the special
aggregations to design fast algorithms for verifying the ob-
servability/reconstructibility of large-scale BCNs with spe-
cial structures, and also use the BCN T-cell receptor kinetics
model to illustrate the efficiency of our results.
The remainder of the paper is organized as below. In Section
2, basic concepts on BCNs, observability, reconstructibility,
and new aggregations compatible with observability and re-
constructibility are introduced. In Section 3, the observabil-
ity results based on aggregations are shown. First, we de-
fine a special class of aggregations that are compatible with
observability (i.e, observability is meaningful for each part
of the aggregation), and show the relationship between the
whole BCN being observable and all resulting sub-BCNs
being observable. There is no implication relation between
them. Second, for acyclic aggregations in this special class,
we prove that all resulting sub-BCNs being observable im-
plies the whole BCN being observable. Finally, approximate
computational complexity based on the special aggregation
method is analyzed, showing that approximately, the more
parts such an aggregation has, the more effective the method
is. In section 4, similar results on reconstructibility is de-
rived. In section 5, the BCN T-cell receptor kinetics model
is used to illustrate the efficiency of the main results given
in Sections 3 and 4. Section 6 is a short conclusion with
further discussion.
2 Preliminaries
2.1 Boolean control networks
A BCN is described by a directed graph that is called a
network graph, and logical equations (e.g., Eqn. (1)), where
a network graph consists of input nodes, state nodes, output
nodes, and directed edges between nodes (e.g., as shown in
Fig. 1). In a network graph, each directed edge from node vi
to node vj means that the value (1 or 0) of vj at time step t+1
is affected by the value of vi at time step t. Note that from
a network graph, one can only know whether or not a node
is affected by another node. In order to uniquely determine
a BCN, logical equations are also needed to describe the
specific updating rules. Actually, logical equations uniquely
determine a BCN. And furthermore, the BCNs represented
by different logical equations may have the same network
graph. For example, the BCNs represented by the following
equations (1) and (2) both have the network graph as shown
in Fig. 1.
1 In [28], in order to compute attractors, the 3 input nodes are
assumed to be constant.
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u
y
Fig. 1. Example of a network graph consisting of one input node
u, two state nodes A,B, and one output node y.


A(t+ 1) = B(t) ∧ u(t),
B(t+ 1) = ¬A(t) ∨ u(t),
y(t) = A(t),
(1)
where t = 0, 1, . . . ; A(t), B(t), u(t), y(t) are Boolean vari-
ables (1 or 0); ∧,∨, and ¬ denote AND, OR, and NOT,
respectively.


A(t+ 1) = B(t)∨¯u(t),
B(t+ 1) = ¬A(t) ∧ u(t),
y(t) = A(t),
(2)
where t = 0, 1, . . . ; A(t), B(t), u(t), y(t) are Boolean vari-
ables; ∨¯ denotes XOR.
In Fig. 1, an input node has 0 indegree (i.e., the number
of entering edges at the node), an output node has 0 out-
degree (i.e., the number of leaving edges at the node), and
state nodes may have both positive indegree and positive
outdegree. Hereinafter, we denote D := {0, 1}; [i, j] :=
{i, i+ 1, . . . , j} for integers i ≤ j; Cji :=
i!
j!(i−j)! for posi-
tive integers i ≥ j. 2S stands for the power set of a set S, ⊕
and ⊙ stand for the addition and multiplication modulo 2,
respectively. Generally, a BCN is formulated as in Eqn. (3):


x1(t+ 1) = f1(x1(t), . . . , xn(t), u1(t), . . . , um(t)),
x2(t+ 1) = f2(x1(t), . . . , xn(t), u1(t), . . . , um(t)),
...
xn(t+ 1) = fn(x1(t), . . . , xn(t), u1(t), . . . , um(t)),

y1(t) = h1(x1(t), . . . , xn(t)),
y2(t) = h2(x1(t), . . . , xn(t)),
...
yq(t) = hn(x1(t), . . . , xn(t)),
(3)
where t = 0, 1, . . . denote time steps; xi(t), uj(t), and
yk(t) ∈ D denote values of state node xi, input node uj ,
and output node yk at time step t, respectively, i ∈ [1, n],
j ∈ [1,m], k ∈ [1, q]; fi : Dm+n → D, and hj : Dn → D
are Boolean functions, i ∈ [1, n], j ∈ [1, q].
Eqn. (3) is represented in the compact form
x(t+ 1) = f(x(t), u(t)),
y(t) = h(x(t)),
(4)
where t = 0, 1, . . . ; x(t) ∈ Dn, u(t) ∈ Dm, and y(t) ∈ Dq
stand for the state, input, and output of the BCN at time
step t; f : Dn+m → Dn and h : Dn → Dq are Boolean
mappings.
2.2 Observability of Boolean control networks
In [22], all four types of observability are characterized for
BCNs. In this paper, we are particularly interested in the
linear type (also characterized in [7]).
Definition 1 A BCN (4) is called observable if for all dif-
ferent initial states x0, x
′
0 ∈ D
n, for each input sequence
{u0, u1, . . . } ⊂ Dm, the corresponding output sequences
{y0, y1, . . . } and {y′0, y
′
1, . . . } are different.
We use a graph-theoretic method proposed in [22] to verify
observability in what follows.
Definition 2 ([22]) Consider a BCN (4). A weighted di-
rected graph Go = (V , E ,W , 2D
m
) is called the observabil-
ity weighted pair graph (OWPG) of the BCN if the vertex
set V equals {{x, x′} ∈ Dn ×Dn|h(x) = h(x′)}, the edge
set E equals {({x1, x′1}, {x2, x
′
2}) ∈ V×V|there exists u ∈
Dm such that f(x1, u) = x2 and f(x′1, u) = x
′
2, or, f(x1, u) =
x′2 and f(x
′
1, u) = x2} ⊂ V × V , and the weight function
W : E → 2D
m
maps each edge ({x1, x′1}, {x2, x
′
2}) ∈ E to
{u ∈ Dm|f(x1, u) = x2 and f(x′1, u) = x
′
2, or, f(x1, u) =
x′2 and f(x
′
1, u) = x2}. A vertex {x, x
′} is called diagonal
if x = x′, and called non-diagonal otherwise.
Proposition 2.1 ([22]) A BCN (4) is not observable if and
only if its OWPG has a non-diagonal vertex v and a cycle
C such that there is a path from v to a vertex of C.
The computational cost of constructing the OWPG of a
BCN (4) is at most (2n + 2n(2n − 1)/2)2m = 2n+m +
22n+m−1−2n+m−1. Hence the computational complexity of
using Proposition 2.1 to check observability isO(22n+m−1).
On the other hand, the size of the network graph of a BCN
is at most n +m + q +mn + n(n + q), which is signifi-
cantly smaller than the size of the OWPG of the BCN, then
is it possible to design an algorithm to check observabil-
ity by using only the network graph? The answer is “No”,
because there exist two BCNs that have the same network
graph, one of which is observable, but the other of which is
not observable (see BCNs (1) and (2)). Note that for a BCN
(4), the subgraph (Vd, (Vd×Vd)∩E) generated by the set Vd
of all diagonal vertices of its OWPG contains a cycle; and
for each diagonal vertex v ∈ Vd, there is a path from v to
some vertex of a cycle in the subgraph. Then the following
corollary holds.
Corollary 2.2 Consider a BCN (4). If in its OWPG there is
a path from a non-diagonal vertex to a diagonal vertex then
the BCN is not observable.
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00, 01 ⋄ 10, 110
0
Fig. 2. Observability weighted pair graph of the BCN (1), where
⋄ denotes the subgraph generated by all diagonal vertices.
00, 01 10, 11 ⋄
Fig. 3. Observability weighted pair graph of the BCN (2), where
⋄ denotes the subgraph generated by all diagonal vertices.
For example, BCNs (1) and (2) have the same network graph
shown in Fig. 1, (1) is not observable (see Fig. 2) by Corol-
lary 2.2, but (2) is observable (see Fig. 3) by Proposition 2.1.
2.3 Reconstructibility of Boolean control networks
In this paper, we consider the reconstructibility of BCNs
also of linear type (cf. [24,7]).
Definition 3 A BCN (4) is called reconstructible if there ex-
ists a positive integer p such that for all different initial states
x0, x
′
0 ∈ D
n, for each input sequence {u0, u1, . . . , up} ⊂
Dm, if the corresponding states xp+1 and x′p+1 at time step
p+1 are different, then the corresponding output sequences
{y0, y1, . . . , yp+1} and {y′0, y
′
1, . . . , y
′
p+1} are different.
One directly sees that if a BCN (4) is observable then it is
also reconstructible. However, the converse does not hold.
We also use a graph-theoretic method proposed in [24] to
verify reconstructibility.
Definition 4 ([24]) Consider a BCN (4). A weighted di-
rected graph Gr = (V , E ,W , 2D
m
) is called the recon-
structibility weighted pair graph (RWPG) of the BCN if the
vertex set V equals {{x, x′} ∈ Dn × Dn|x 6= x′, h(x) =
h(x′)}, the edge set E equals {({x1, x′1}, {x2, x
′
2}) ∈ V ×
V|there exists u ∈ Dm such that f(x1, u) = x2 and f(x′1, u) =
x′2, or, f(x1, u) = x
′
2 and f(x
′
1, u) = x2} ⊂ V × V ,
and the weight function W : E → 2D
m
maps each
edge ({x1, x′1}, {x2, x
′
2}) ∈ E to {u ∈ D
m|f(x1, u) =
x2 and f(x
′
1, u) = x
′
2, or, f(x1, u) = x
′
2 and f(x
′
1, u) =
x2}.
Note that for a BCN (4), what differentiates its OWPG and
RWPG is the vertex set.
Proposition 2.3 ([24]) A BCN (4) is not reconstructible if
and only if its RWPG has a cycle.
The computational cost of constructing the RWPG of a BCN
(4) is at most (2n(2n − 1)/2)2m = 22n+m−1 − 2n+m−1.
Hence the computational complexity of using Proposition
2.3 to check reconstructibility is O(22n+m−1). On the other
hand, the same as observability, one cannot only use the
network graph to check the reconstructibility of BCNs either,
since there also exist two BCNs with the same network graph
10, 01 11, 00
Fig. 4. Reconstructibility weighted pair graph of the BCN (5).
10, 01 11, 00
1, 0 1, 0
Fig. 5. Reconstructibility weighted pair graph of the BCN (6).
such that one BCN is reconstructible, but the other one is
not reconstructible. Consider the following two BCNs:


A(t+ 1) = B(t) ∧ u(t),
B(t+ 1) = ¬A(t) ∨ u(t),
y(t) = A(t)∨¯B(t),
(5)
where t = 0, 1, . . . ; A(t), B(t), u(t), y(t) are Boolean vari-
ables.


A(t+ 1) = B(t)∨¯u(t),
B(t+ 1) = A(t)∨¯u(t),
y(t) = A(t)∨¯B(t),
(6)
where t = 0, 1, . . . ; A(t), B(t), u(t), y(t) are Boolean vari-
ables.
BCNs (5) and (6) have the same network graph. By Propo-
sition 2.3, (5) is reconstructible (see Fig. 4), but (6) is not
reconstructible (see Fig. 5).
2.4 Aggregations of Boolean control networks
For a BCN, let us denote the set of nodes of its network
graph byN = {x1, . . . , xn, u1, . . . , um, y1, . . . , yq}, the set
of state nodes by X = {x1, . . . , xn}, the set of input nodes
by U = {u1, . . . , um}, and the set of output nodes by Y =
{y1, . . . , yq}. The nodes can be partitioned into s blocks as
follows:
N = N1 ∪ · · · ∪ Ns, (7)
where each Ni is a nonempty proper subset of N , and Ni ∩
Nj = ∅ for all i 6= j, i, j ∈ [1, s]. Each partition (7) is called
an aggregation of the network graph. Note that in a BCN (4),
U can be empty, meaning that only a unique constant input
sequence can be fed into the BCN. Hereinafter we assume
that neither X nor Y can be empty. If Y is empty, then
one cannot observe any information of states of the BCN.
If X is empty, it is meaningless to observe the BCN. For an
aggregation (7), each part Ni is regarded as a super node,
then the aggregation is regarded as a new directed graph that
is called an aggregation graph, where the edge set consists
of edges of the network graph whose tails and heads belong
to different parts. Also, each super node Ni is regarded as
a sub-BCN, denoted by Σi. For each super node Ni, its
indegree (resp. outdegree) is the sum of edges entering (resp.
leaving)Ni in the aggregation graph, i ∈ [1, s]. The purpose
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of aggregating the network graph of the BCN (4) is to verify
the observability/reconstructibility of the BCN by verifying
the observability/reconstructibility of its sub-BCNs. So in
order to reduce computational cost, the size of sub-BCNs
should be as small as possible.
In [27], only controllability is considered, so the BCN (4)
considered in [27] has an empty set Y of output nodes.
Under the assumption that in an aggregation (7), each su-
per node Ni is weakly connected and contains at least one
state node, it is proved that the BCN is controllable only
if each sub-BCN Σi is controllable, but the converse is
not true. One directly sees that without the assumption that
each super node is weakly connected, all results in [27]
remain valid. For observability/reconstructibility, since we
must consider a nonempty set Y of output nodes, we ag-
gregate the network graph in more special ways. Later on,
for observability/reconstructibility, we will show somehow
converse results compared to the controllability results given
in [27]. However, controllability is not dual to observability
for BCNs due to the essence of nonlinearity [22].
In order to make each super node Ni be a BCN such that
it is meaningful to verify its observability/reconstructibility,
we only consider an aggregation (7) satisfying the following
Assumption 1 in this paper. Assumption 1 is stronger than
the previous assumption used in [27]. However, in order not
to break the logical equations of the whole BCN, we have
to make this stronger assumption. Under Assumption 1, the
sub-BCN Σi corresponding to each super node Ni is of the
form (3), i ∈ [1, s].
Assumption 1 For each i ∈ [1, s],
(1) (making observing Σi meaningful) Ni ∩ Y 6= ∅; if
Ni∩X 6= ∅, then inNi, for each state nodex ∈ Ni∩X ,
there is a path from x to an output node y ∈ Ni ∩ Y
such that all state nodes in the whole network graph
∪si=1Ni that are parents of y belong to Ni.
(2) (making controllingΣi meaningful) IfNi has a positive
indegree, then outside Ni, all tails of all edges of the
network graph enteringNi are regarded as input nodes
of Σi. (Note that all these tails are state nodes or input
nodes of the network graph.)
Example 2.4 Consider the following BCN corresponding
x1 y1
x2 x3
x5
x4u1
y2 x6 x7
x8y3
N1
N2 N3
Fig. 6. Example of an aggregation of a BCN with 8 state nodes,
1 input node, and 3 output nodes.
N1
N2 N3
Fig. 7. Aggregation graph corresponding to Fig. 6.
to Fig. 6.
Σ1 :


x1(t+ 1) = x1(t)⊕ (x2(t)⊙ x3(t)),
x2(t+ 1) = x2(t)⊕ x3(t),
x3(t+ 1) = x3(t)⊕ 1,
y1(t) = x1(t)⊙ (x2(t)⊕ x3(t)),
Σ2 :


x4(t+ 1) = x5(t)⊙ u1(t),
x5(t+ 1) = x4(t)⊕ u1(t)⊕ x2(t),
y2(t) = x5(t),
Σ3 :


x6(t+ 1) = x8(t)⊕ x5(t),
x7(t+ 1) = x6(t)⊕ x3(t),
x8(t+ 1) = x7(t),
y3(t) = x8(t),
(8)
where t = 0, 1, . . . ; xi(t), u1(t), yk(t) ∈ D, i ∈ [1, 8],
k ∈ [1, 3].
In Fig. 6, all N1,N2,N3 contain output nodes; N1 and
N3 contain no input node; N1 contains edges x1 → y1,
x2 → y1, and x3 → y1; N2 contains path x4 → x5 → y2;
N3 contains path x6 → x7 → x8 → y3; x2 is an input node
of Σ2; x3 and x5 are input nodes of Σ3; sub-BCNs Σ1,Σ2,
and Σ3 in Eqn. (8) correspond to the super nodes N1,N2,
and N3, respectively. Hence this aggregation satisfies As-
sumption 1. The corresponding aggregation graph is shown
in Fig. 7.
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x1
y1
u1
x2
u2
x3
y2
x4
u3
y3
N1 N2 N3
Fig. 8. Example of an aggregation of a BCN with 4 state nodes,
3 input nodes, and 3 output nodes.
3 Observability
3.1 Observability based on network aggregations
In this subsection, we show whether one can verify the ob-
servability of a BCN (4) via verifying the observability of its
sub-BCNs obtained by aggregating its network graph under
Assumption 1. First we investigate whether a BCN (4) being
observable implies its sub-BCNs obtained by aggregating its
network graph under Assumption 1 also being observable.
The following Example 3.1 gives a negative answer.
Example 3.1 Consider the following BCN corresponding
to Fig. 8.
Σ1 :
{
x1(t+ 1) = u1(t)⊕ x2(t),
y1(t) = x1(t),
Σ2 :


x2(t+ 1) = u2(t)⊕ x1(t),
x3(t+ 1) = u2(t)⊕ x4(t),
y2(t) = x2(t)⊙ x3(t),
Σ3 :
{
x4(t+ 1) = u3(t)⊕ x3(t),
y3(t) = x4(t),
(9)
where t = 0, 1, . . . ; xi(t), uj(t), yk(t) ∈ D, i ∈ [1, 4],
j, k ∈ [1, 3].
It is not difficult to see that the aggregation in Fig. 8 sat-
isfies Assumption 1. And sub-BCNs Σ1,Σ2,Σ3 in Eqn.
(9) correspond to the super nodes N1,N2,N3 in Fig. 8,
respectively. Σ1 is observable, because x1(0) = y1(0),
and y1(0) can be observed. Symmetrically Σ3 is also
observable. In the OWPG of Σ2, we have an edge
{00, 01}
000
−−→ {00, 00} from a non-diagonal vertex {00, 01}
to a diagonal vertex {00, 00}. Then by Corollary 2.2, Σ2 is
not observable. Now consider the whole BCN (9). We have
x1(0) = y1(0), x2(0) = x1(1) ⊕ u1(0) = y1(1) ⊕ u1(0),
x3(0) = x4(1) ⊕ u3(0) = y3(1) ⊕ u3(0), x4(0) = y3(0),
y1(0), y1(1), y3(0), y3(1) can be observed, u1(0) and u3(0)
can be designed, hence (9) is observable.
The aggregation graph corresponding to Fig. 8 contains cy-
cles N1 ↔ N2 and N2 ↔ N3. Then if an aggregation of a
x2 x1 y1
x3 x4 y2
u1
N1
N2
Fig. 9. Example of an aggregation of a BCN with 4 state nodes,
1 input node, and 2 output nodes.
BCN (4) contains no cycle and satisfies Assumption 1, is it
true that a BCN (4) being observable implies its sub-BCNs
also being observable? The following Example 3.2 gives a
negative answer again.
Example 3.2 Consider the following BCN corresponding
to Fig. 9.
Σ1 :


x1(t+ 1) = x2(t)⊙ u1(t),
x2(t+ 1) = x1(t),
y1(t) = x1(t),
Σ2 :


x3(t+ 1) = x2(t),
x4(t+ 1) = x3(t),
y2(t) = x4(t),
(10)
where t = 0, 1, . . . ; xi(t), u1(t), yk(t) ∈ D, i ∈ [1, 4],
k ∈ [1, 2].
The aggregation shown in Fig. 9 satisfies Assumption 1,
and the corresponding aggregation graph N1 → N2 con-
tains no cycle. And sub-BCNs Σ1,Σ2 in Eqn. (10) corre-
spond to the super nodes N1,N2 in Fig. 9, respectively. In
the OWPG of Σ1, we have an edge {10, 11}
0
−→ {01, 01}
from a non-diagonal vertex {10, 11} to a diagonal vertex
{01, 01}, then by Corollary 2.2, Σ1 is not observable. Σ2 is
observable becausex4(0) = y2(0), x3(0) = x4(1) = y2(1),
y2(0) and y2(1) can be observed. The whole BCN (10)
is observable because x1(0) = y1(0), x2(0) = x3(1) =
x4(2) = y2(2), x3(0) = x4(1) = y2(1), x4(0) = y2(0),
y1(0), y2(0), y2(1), and y2(2) can be observed.
Next we discuss the opposite direction. That is, if an ag-
gregation satisfies Assumption 1, whether all resulting sub-
BCNs being observable implies the whole BCN also being
observable. Unfortunately, the answer is still negative. The
following Example 3.3 shows such an aggregation satisfying
Assumption 1, containing a cycle and satisfying that, even
if all resulting sub-BCNs are observable the whole BCN is
not observable.
Example 3.3 Consider the following BCN corresponding
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Fig. 10. Example of an aggregation of a BCN with 4 state nodes,
2 input nodes, and 2 output nodes.
to Fig. 10.
Σ1 :


x1(t+ 1) = u1(t),
x2(t+ 1) = x1(t)⊕ x4(t),
y1(t) = x2(t),
Σ2 :


x3(t+ 1) = x1(t)⊕ x4(t)⊕ 1,
x4(t+ 1) = u2(t),
y2(t) = x3(t),
(11)
where t = 0, 1, . . . ; xi(t), uj(t), yk(t) ∈ D, i ∈ [1, 4],
j, k ∈ [1, 2].
The aggregation shown in Fig. 10 satisfies Assumption 1, and
its aggregation graph is a cycleN1 ↔ N2. For Σ1, x2(0) =
y1(0), x1(0) = x2(1)⊕x4(0) = y1(1)⊕x4(0). Since y1(0)
and y1(1) can be observed and x4(0) is designable, Σ1
is observable. Similarly Σ2 is also observable. Consider a
non-diagonal vertex {0110, 1111} of the OWPG of (11),
we have an edge {0110, 1111}
u1u2−−−→ {u101u2, u101u2},
where u1, u2 ∈ D, and {u101u2, u101u2} is a diagonal
vertex of the OWPG. Hence by Corollary 2.2, (11) is not
observable.
These two types of negative results show that observability
possesses more complex properties than controllability, as
it is proved in [27] that if the whole BCN is controllable,
then all resulting sub-BCNs are controllable under a weaker
assumption than Assumption 1 stating that each super node
contains at least one state node.
These negative results seem to presage that one cannot use
the aggregationmethod to verify observability. However, the
situation finally becomes positive. Next we show when an
aggregation satisfies Assumption 1 and contains no cycle,
all resulting sub-BCNs being observable implies the whole
BCN also being observable! These results are put into the
following subsection.
3.2 Observability based on acyclic aggregations
An aggregation (7) is called acyclic if its aggregation graph
contains no cycle. For example, the aggregation shown in
Fig. 6 (its aggregation graph is depicted in Fig. 7) is acyclic.
Theorem 3.4 Consider a BCN (4) that has an acyclic ag-
gregation (7) satisfying Assumption 1. If all resulting sub-
BCNs are observable then the whole BCN is also observable.
Proof. First we show that for an acyclic aggregation (7),
there is a reordering (i.e., a bijective) τ : [1, s]→ [1, s] such
that for each i ∈ [1, s],
N i :=
i⋃
j=1
Nτ(j) (12)
has zero indegree.
Since the aggregation is acyclic, each subgraph of the ag-
gregation graph G has a super node with indegree 0. Sup-
pose on the contrary that a subgraph G of G has all super
nodes with positive indegrees. Construct a new graph G′ by
reversing the directions of all edges of G. Then G′ has a cy-
cle, since G′ has finitely many nodes, and each node has a
positive outdegree. ThenG and hence G have a cycle, which
is a contradiction.
Choose k1 ∈ [1, s] such that Nk1 has zero indegree in G,
remove Nk1 and all edges leaving Nk1 from G, and set
τ(1) := k1. Then in the new G, there is k2 ∈ [1, s] \ {k1}
such thatNk2 has zero indegree. RemoveNk2 and all edges
leaving Nk2 from the new G, and set τ(2) := k2. Repeat
this procedure until G becomes empty, we obtain a bijective
τ : [1, s]→ [1, s] such that (12) holds.
Second we show that if each sub-BCN Σi corresponding to
Ni is observable then the whole BCN is also observable.
Suppose for a BCN (4) that each resulting sub-BCN Σi is
observable, i ∈ [1, s]. Then for each given input sequence
{u0, u1, . . . } ⊂ Dm, for all given different initial states
x0, x
′
0 ∈ D
n, there is k ∈ [1, s] such that the components of
x0, x
′
0 in Nτ(k) are not equal, and the components of x0, x
′
0
in Nτ(i) are equal, i ∈ [1, k − 1]. Note that
in the network graph, for all i, j ∈ [1, s],
if there exist node v ∈ Nτ(i) and node v
′ ∈ Nτ(j)
such that v affects v′ then i ≤ j.
(13)
Then since sub-BCN Στ(k) is observable, the output se-
quences ofΣτ(k) corresponding to the components of x0, x
′
0
and input sequence {u0, u1, . . . } inNτ(k) are different. That
is, the whole BCN is observable.
In [27], an aggregation (7) satisfying (12) is called cascad-
ing; and it is pointed out that each cascading aggregation is
acyclic, which can also be seen by (13). Hence the follow-
ing proposition follows from this property and the proof of
Theorem 3.4.
Proposition 3.5 An aggregation (7) is acyclic if and only if
it is cascading.
Example 3.6 Recall Example 2.4. The aggregation shown
in Fig. 6 is acyclic and satisfies Assumption 1. Next we
show that the resulting sub-BCNs Σ1,Σ2,Σ3 in (8) are all
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Fig. 11. Observability weighted pair graph of the sub-BCN Σ1
in (8), where ⋄ denotes the subgraph generated by all diagonal
vertices, numbers in circles are decimal representations for states
of Σ1, formally, 0 ∼ 000, 1 ∼ 001, 2 ∼ 010, 3 ∼ 011, 4 ∼ 100,
5 ∼ 101, 6 ∼ 110, 7 ∼ 111.
observable. Then by Theorem 3.4, the whole BCN (8) is also
observable.
The OWPG of Σ1 has 8 diagonal vertices, and 1+C
2
6 = 16
non-diagonal vertices. The OWPG ofΣ1 is shown in Fig. 11.
In Fig. 11, there exists no path from a non-diagonal vertex to
a diagonal vertex, and there exists no cycle in the subgraph
generated by non-diagonal vertices. By Proposition 2.1, Σ1
is observable.
For Σ2, x5(0) = y2(0), x4(0) = x5(1)⊕ u1(0)⊕ x2(0) =
y2(1)⊕u1(0)⊕x2(0). y2(0) and y2(1) can be observed and
u1(0) and x2(0) are designable, hence Σ2 is observable.
For Σ3, x8(0) = y3(0), x7(0) = x8(1) = y3(1),
x6(0) = x7(1)⊕ x3(0) = x8(2)⊕ x3(0) = y3(2)⊕ x3(0).
y3(0), y3(1), and y3(2) can be observed and x3(0) is des-
ignable, hence Σ3 is also observable.
The whole BCN (8) has 28 = 256 states, 2 inputs, and
23 = 8 outputs. Its OWPG has (((1 +C26 ) ∗ 2+ 2
3)(2 ∗ 2+
22)((2C24 ) ∗ 2+2
3)− 28)/2 = 4992 non-diagonal vertices,
and 28 = 256 diagonal vertices. It is much more complex
to directly use Proposition 2.1 to check the observability of
(8) than using Theorem 3.4 and Proposition 2.1 to do it as
above.
3.3 Complexity analysis
We analyze the computational complexity of using Theo-
rem 3.4 and Proposition 2.1 to determine the observability
of the BCN (4). Following this way, we first find an acyclic
aggregation of (4) that satisfies Assumption 1, then check
the observability of all resulting sub-BCNs. If all resulting
sub-BCNs are observable then the whole BCN is observable.
Assume we have obtained an acyclic aggregation having k
parts with almost the same size and satisfying Assumption
1. Then each part approximately has n
k
state nodes and m
k
in-
put nodes. The computational complexity is approximately
k2
2n+m
k
−1 by Proposition 2.1. For large-scale BCNs, 2n+m
is huge. When k < l(2n +m) for some positive constant
l, function k2
2n+m
k
−1 is decreasing. Hence roughly speak-
ing, the more parts an aggregation has and the more close
the sizes of these parts are, the more effective the aggrega-
tion method is. It is hard to find such aggregations whose
parts have approximately the same size, but we can find ag-
gregations having sufficiently many parts. According to this
rule, when aggregating a large-scale BCN, in order to reduce
computational complexity as much as possible, one should
make the parts as small as possible.
4 Reconstructibility
In this section, we study whether the aggregation method
can be used to deal with the reconstructibility of a large-
scale BCN (4). Partially due to the similarity between ob-
servability and reconstructibility, similar results for recon-
structibility are obtained.
First we give counterexamples to show that the whole BCN
(4) being reconstructible does not imply all resulting sub-
BCNs being reconstructible, no matter whether an aggre-
gation has a cycle; and all resulting sub-BCNs being re-
constructible does not imply the whole BCN being recon-
structible if an aggregation has a cycle.
Example 4.1 Consider the following BCN corresponding
to Fig. 12.
Σ1 :
{
x1(t+ 1) = u1(t)⊕ x2(t),
y1(t) = x1(t),
Σ2 :


x2(t+ 1) = x3(t),
x3(t+ 1) = x2(t),
y2(t) = x2(t)⊙ x3(t),
Σ3 :
{
x4(t+ 1) = u2(t)⊕ x3(t),
y3(t) = x4(t),
(14)
where t = 0, 1, . . . ; xi(t), uj(t), yk(t) ∈ D, i ∈ [1, 4],
j ∈ [1, 2], k ∈ [1, 3].
The acyclic aggregation shown in Fig. 12 satisfies Assump-
tion 1. In Example 3.1, we have shown that Σ1 and Σ3
are both observable, hence they are both reconstructible.
For Σ2, in its RWPG, there is a self-loop on non-diagonal
vertex {10, 01}, then by Proposition 2.3, Σ2 is not recon-
structible. Now consider the whole BCN (14). We have
x1(0) = y1(0), x2(0) = x1(1) ⊕ u1(0) = y1(1) ⊕ u1(0),
x3(0) = x4(1) ⊕ u2(0) = y3(1) ⊕ u2(0), x4(0) = y3(0),
y1(0), y1(1), y3(0), y3(1) can be observed, u1(0) and u2(0)
can be designed, hence (14) is observable, and hence recon-
structible.
Example 4.2 Consider the following BCN corresponding
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Fig. 12. Example of an aggregation of a BCN with 4 state nodes,
2 input nodes, and 3 output nodes.
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Fig. 13. Example of an aggregation of a BCN with 4 state nodes,
2 input nodes, and 3 output nodes.
to Fig. 13.
Σ1 :
{
x1(t+ 1) = u1(t)⊕ x2(t),
y1(t) = x1(t),
Σ2 :


x2(t+ 1) = x1(t)⊙ x3(t),
x3(t+ 1) = x4(t)⊙ x2(t),
y2(t) = x2(t)⊙ x3(t),
Σ3 :
{
x4(t+ 1) = u2(t)⊕ x3(t),
y3(t) = x4(t),
(15)
where t = 0, 1, . . . ; xi(t), uj(t), yk(t) ∈ D, i ∈ [1, 4],
j ∈ [1, 2], k ∈ [1, 3].
The cyclic aggregation shown in Fig. 13 also satisfies As-
sumption 1. In Example 3.1, we have shown that Σ1 and Σ3
are both observable, hence they are both reconstructible. For
Σ2, in its RWPG, there is a self-loop {10, 01}
11
−→ {10, 01},
then by Proposition 2.3, Σ2 is not reconstructible. Now con-
sider the whole BCN (15). Similar to Example 4.1, we have
the whole BCN is observable, and hence reconstructible.
Example 4.3 Consider the following BCN corresponding
x1 x2
x3 x4y2
u1 y1
u2
N1
N2
Fig. 14. Example of an aggregation of a BCN with 4 state nodes,
2 input nodes, and 2 output nodes.
to Fig. 14.
Σ1 :


x1(t+ 1) = u1(t) ∨ x1(t),
x2(t+ 1) = x1(t)∨¯x4(t),
y1(t) = x2(t),
Σ2 :


x3(t+ 1) = x1(t)∨¯x4(t),
x4(t+ 1) = u2(t) ∨ x4(t),
y2(t) = x3(t),
(16)
where t = 0, 1, . . . ; xi(t), uj(t), yk(t) ∈ D, i ∈ [1, 4],
j, k ∈ [1, 2].
The cyclic aggregation shown in Fig. 14 satisfies Assump-
tion 1. One directly sees that both Σ1 and Σ2 are observ-
able, hence they are also reconstructible. In the RWPG of
the whole BCN (16), there is a self-loop {1001, 0000}
00
−→
{1001, 0000}, then by Proposition 2.3, (16) is not recon-
structible.
Second we show for acyclic aggregations, similar to observ-
ability (Theorem 3.4), all resulting sub-BCNs being recon-
structible implies the whole BCN also being reconstructible.
The similar proof is omitted.
Theorem 4.4 Consider a BCN (4) that has an acyclic ag-
gregation (7) satisfying Assumption 1. If all resulting sub-
BCNs are reconstructible then the whole BCN is also recon-
structible.
5 Application
In this section, we apply our method to study the observ-
ability/reconstructibility of the BCN T-cell receptor kinetics
model [12].
T-cells are a type of white blood cells known as lympho-
cytes. These white blood cells play a central role in adaptive
immunity and enable the immune system to mount specific
immune responses. T-cells have the ability to recognize po-
tentially dangerous agents and subsequently initiate an im-
mune reaction against them. They do so by using T-cell re-
ceptors to detect foreign antigens bound to major histocom-
patibility complex molecules, and then activate, through a
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signaling cascade, several transcription factors. These tran-
scription factors, in turn, influence the cell’s fate such as
proliferation. For the details, we refer the reader to [12]. The
BCN T-cell receptor kinetics model given in [12] is shown
in Tab. 1, its network graph is shown in Fig. 15. In Fig.
15, there exist 3 input nodes, and 37 state nodes. Hence the
model has 23 inputs, and 237 states. It is almost impossible to
use a PC to deal with such a large BCN directly. We next use
the aggregation method to deal with it. In order to obtain the
initial state of the BCN, one must choose some state nodes
to observe, since there exists no output node in the network.
In this sense, one should first choose some state nodes, and
then assign each of these chosen state nodes one new output
node as its child such that each of these new added output
nodes has only one parent. Then one can obtain the values of
these chosen state nodes by observing their corresponding
output nodes. The chosen state nodes and their correspond-
ing output nodes are represented as the nodes with shadows
and their shadows, respectively, in Fig. 15. Specifically, we
choose the set consisting of the following 16 state nodes:
{TCRbind, cCbl, PAGCsk,Rlk, TCRphos, SLP76,
Itk,Grb2Sos, PLCg(bind), CRE,AP1, NFkB,
NFAT, Fos, Jun,RasGRP1}.
(17)
Actually, these chosen state nodes can make the whole BCN
observable, and if any one of them cannot be observed, the
whole BCN is not observable. In what follows, we prove
this conclusion, and illustrate the process of choosing these
state nodes by using the previous main results.
We assume that it is not known which nodes in Fig. 15 are
chosen to be observed, and next illustrate the process of
looking for them. First of all, CRE, AP1, NFkB, and
NFAT must be chosen to be observed, because they have
no children, and if any one of them cannot be observed,
the whole BCN is not observable. By observing these ob-
served nodes, the initial values of CREB, Rsk, ERK ,
MEK , Raf , Ras, IkB, IKKbeta, PKCth, DAG,
Calcin, Ca, IP3, and PLCg(act) can be obtained. Tak-
ing NFAT for example, by Tab. 1, we have Calcin(0) =
NFAT (1), Ca(0) = Calcin(1) = NFAT (2), IP3(0) =
NFAT (3), and PLCg(act)(0) = NFAT (4), then one
can obtain NFAT (0), Calin(0), Ca(0), IP3(0), and
PLCg(act)(0) by observing NFAT (0), NFAT (1),
NFAT (2), NFAT (3), and NFAT (4), respectively. Sec-
ondly, since AP1(t + 1) = Fos(t) ∧ Jun(t) (cf. Tab. 1)
and both Fos and Jun only affect AP1 (cf. Fig. 15), Fos
and Jun must be chosen to be observed. This is because
if any one of Fos and Jun cannot be observed, say, Fos,
then Jun(0) = 0 implies that AP1(1) = 0 no matter what
Fos(0) is and Fos(0) cannot be obtained forever, i.e., the
whole BCN is not observable. By observing Jun, the ini-
tial values of JNK and SEK can be obtained. Thirdly,
since Ras(t + 1) = Grb2Sos(t) ∨ RasGRP1(t) (also cf.
Tab. 1) and Ras is the unique child of both Grb2Sos and
RasGRP1 (also cf. Fig. 15), similar to the case for Fos
and Jun, we have Grb2Sos and RasGRP1 must be cho-
sen to be observed, or the whole BCN is not observable. By
observing Grb2Sos, the initial values of LAT and ZAP70
can be obtained. Fourthly, we give an acyclic aggregation
for the BCN as shown in Fig. 15 (also cf. Fig. 16), and
appoint that for each state node chosen to be observed, its
corresponding new added output node belongs to the same
part as the state node. By the above analysis, the result-
ing sub-BCNs Σ3,Σ4, and Σ5 corresponding to subgraphs
N3,N4, and N5 are observable. Next, we look for the min-
imal number of state nodes to be observed in subgraphs N1
and N2 to make the corresponding sub-BCNs observable
by using Proposition 2.1. Since subgraph N1 has 3 input
nodes, and 8 state nodes, and N2 has fewer input nodes
and state nodes, we can use Proposition 2.1 to deal with
them. For N2, if we choose all state nodes to be observed,
then obviously the resulting sub-BCN is observable. Since
we want to know which node is necessary for the resulting
BCN to be observable, we choose any 5 of the 6 state nodes
in N2 to be observed, and verify the observability of the re-
sulting sub-BCNs by using Proposition 2.1. After verifying
the observability of these 6 sub-BCNs one by one, we find
that SLP76, Itk, Grb2Sos, and PLCg(bind) are neces-
sary for these sub-BCNs to be observable, and the other two
nodes are not. Also by Proposition 2.1, we obtain that if we
choose only SLP76, Itk, Grb2Sos, and PLCg(bind) to
be observed, then the resulting sub-BCN, denoted by Σ2,
is observable. Hence the set of these 4 nodes is the unique
minimal set of nodes making the resulting sub-BCN observ-
able. Based on this, we choose SLP76, Itk, Grb2Sos, and
PLCg(bind) to be observed in N2. For N1, using the same
method as for dealing with N2, by Proposition 2.1 we find
that TCRbind, cCbl, PAGCsk, Rlk, and TCRphos are
necessary for the resulting sub-BCNs to be observable, and
the other 3 nodes are not. We also obtain that if we choose
only TCRbind, cCbl, PAGCsk, Rlk, and TCRphos
to be observed, then the resulting sub-BCN, denoted by
Σ1, is observable. Hence the set of these 5 nodes is the
unique minimal set of nodes making the resulting sub-BCN
observable.
Until now we find all the 16 state nodes shown in (17).
Next we prove that if we choose only these 16 nodes to
be observed, then the whole BCN is observable. Note in
this sense, the acyclic aggregation shown in Fig. 15 satisfies
Assumption 1, and we have proved that all sub-BCNs Σi
are observable, i ∈ [1, 5], then by Theorem 3.4, the whole
BCN is observable.
To finish this part, we show that if any one of these
16 nodes in (17) cannot be observed, then the whole
BCN is not observable. Previously we have shown that
CRE, AP1, Jun, Fos, NFkB, NFAT , RasGRP1,
and Grb2Sos are necessary for the whole BCN to be ob-
servable, so if any one of these nodes is not observed,
the whole BCN is not observable. Now consider Rlk,
Itk and PLCg(bind). By Tab. 1 and Fig. 15, we have
PLCg(act)(t + 1) = PLCg(bind)(t) ∧ SLP76(t) ∧
ZAP70(t) ∧ (Itk(t) ∨ Rlk(t)), all of Rlk, Itk and
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PLCg(bind) affect only PLCg(act). If Rlk (resp. Itk,
PLCg(bind)) is not observed and SLP76(0) = 0,
then PLCg(act)(1) = 0 no matter what Rlk(0) (resp.
Itk(0), PLCg(bind)(0)) is, i.e., Rlk(0) (resp. Itk(0),
PLCg(bind)(0)) cannot be obtained forever, and hence
the whole BCN is not observable. Consider SLP76.
We have SLP76 affect only Itk and PLCg(act),
PLCg(act)(t + 1) = PLCg(bind)(t) ∧ SLP76(t) ∧
ZAP70(t) ∧ (Itk(t) ∨ Rlk(t)), and Itk(t + 1) =
SLP76(t) ∧ ZAP70(t). If SLP76 is not observed, and
ZAP70(0) = 0, then PLCg(act)(1) = Itk(1) = 0 no
matter what SLP76(0) is, i.e., SLP76(0) cannot be ob-
tained forever, and the whole BCN is not observable either.
For TCRphos, we have TCRphos affects only ZAP70,
and ZAP70(t+1) = (¬cCbl(t))∧Lck(t)∧TCRphos(t).
For PAGCsk, we have PAGCsk affects only Lck, and
Lck(t + 1) = (¬PAGCsk(t)) ∧ CD8(t) ∧ CD45(t).
Similarly we have if either TCRphos or PAGCsk can-
not be observed, then the whole BCN is not observable.
For cCbl, we have cCbl affects only TCRbind and
ZAP70, TCRbind(t+1) = (¬cCbl(t))∧TCRlig(t), and
ZAP70(t+ 1) = (¬cCbl(t)) ∧ Lck(t) ∧ TCRphos(t). If
cCbl is not observed, and TCRlig(0) = TCRphos(0) =
0, then TCRbind(1) = ZAP70(1) = 0 no matter
what cCbl(0) is, i.e., cCbl(0) cannot be obtained for-
ever, and the whole BCN is not observable either. Fi-
nally consider TCRbind. TCRbind affects only Fyn,
TCRphos, and PAGCsk. We have Fyn(t + 1) =
CD45(t) ∧ (Lck(t) ∨ TCRbind(t)), TCRphos(t + 1) =
Fyn(t)∨ (Lck(t)∧TCRbind(t)), and PAGCsk(t+1) =
Fyn(t) ∨ (¬TCRbind(t)). If TCRbind is not observed,
CD45(0) = 0, and Fyn(0) = 1, then Fyn(1) = 0,
TCRphos(1) = PAGCsk(1) = 1 no matter what
TCRbind(0) is, i.e., TCRbind(0) cannot be obtained
forever, and then the whole BCN is not observable.
This part has been finished. In addition, note that
if Fyn is not observed, we cannot obtain that the
whole BCN is not observable by using similar proce-
dure. This is because Fyn affects only PAGCsk and
TCRphos, PAGCsk(t+1) = Fyn(t)∨ (¬TCRbind(t)),
TCRphos(t + 1) = Fyn(t) ∨ (Lck(t) ∧ TCRbind(t));
if TCRbind(0) = 0, then no matter what Lck(0) is,
TCRphos(1) = Fyn(0); if TCRbind(0) = 1, then no
matter what Lck(0) is, PAGCsk(1) = Fyn(0). That is,
in both cases, Fyn(0) can be observed. This procedure is
not sufficient to prove that the whole BCN is observable
either, so the aggregation method and Proposition 2.1 are
necessary.
On the other hand, a weaker type of observability (i.e., [22,
Def. 5], not equivalent to the one studied in this paper) of
BCNs is charaterized in [17] by using an algebraic method,
and it is proved that for the BCN T-cell receptor kinetics
model, the unique minimal set of nodes making the whole
BCN observable is
{TCRbind, cCbl, PAGCsk,Rlk, TCRphos, SLP76,
Itk,Grb2Sos, PLCg(bind), CRE,AP1, NFkB,
NFAT, Fos, Jun,RasGRP1},
(18)
which is a proper subset of (17), and does not contain cCbl
or PAGCsk.
Next we study the reconstructibility of the BCN T-cell re-
ceptor kinetics model. Obviously, if we choose the 16 state
nodes shown in (17) to be observed, then the whole BCN
is reconstructible. However, to make the whole BCN recon-
structible, we do not need to observe so many state nodes.
In order to use the aggregation method to characterize re-
constructibility, we give a new acyclic aggregation for its
network graph as shown in Fig. 17.
ForN1, we have that for each state node x in N1, if x is not
observed and all other state nodes in N1 are observed, then
the resulting sub-BCN Σ1 is reconstructible. That is, none of
state nodes of N1 is necessary for Σ1 to be reconstructible.
N5 has the same property as N1. We also have that for each
state node x inN2 (resp.N3,N41 ,N42 ), if x is observed and
all other state nodes are not observed, then the resulting sub-
BCN Σ2 (resp.Σ3, Σ41 , Σ42 ) is reconstructible. Besides, for
N5, if only PKCth is observed, then the resulting sub-BCN
Σ5 is reconstructible, since DAG(t) = PKCth(t + 1),
SEK(t) = PKCth(t−1), IKKbeta(t) = PKCth(t−1),
JNK(t) = SEK(t − 1) = PKCth(t − 2), Jun(t) =
JNK(t− 1) = PKCth(t− 3), IkB(t) = ¬IKKbeta(t−
1) = ¬PKCth(t − 2), NFkB(t) = ¬IkB(t − 1) =
PKCth(t− 3), i.e., after time step 3, the states of all nodes
in N5 can be observed by observing PKCth.
We next assume that any state node in (19) is observed, and
the other state nodes in Fig. 17 are not observed.
{TCRbind, cCbl, PAGCsk,Rlk, TCRphos,
x2, x3, x41 , x42 , PKCth},
(19)
where x2 ∈ N2, x3 ∈ N3, x41 ∈ N41 , and x42 ∈ N42 are
arbitrarily chosen.
In this case, the acyclic aggregation of Fig. 17 satisfies As-
sumption 1. We have shown that the resulting sub-BCNs Σ1
is observable, hence reconstructible. We also have that the
resulting sub-BCNs Σ2, Σ3, Σ41 , Σ42 , and Σ5 are recon-
structible. Then by Theorem 4.4, the whole BCN is recon-
structible. Compared to observing at least 16 state nodes to
make the whole BCN be observable, in order to make the
whole BCN be reconstructible, we only need to observe 10
state nodes.
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Nodes Boolean rule Nodes Boolean rule Nodes Boolean rule
CD8 Input Gads LAT PKCth DAG
CD45 Input Grb2Sos LAT PLCg(act)
(Itk∧PLCg(bind)∧SLP76∧ZAP70)
∨(PLCg(bind)∧Rlk∧SLP76∧ZAP70)
TCRlig Input IKKbeta PKCth PAGCsk Fyn∨(¬TCRbind)
AP1 Fos∧Jun IP3 PLCg(act) PLCg(bind) LAT
Ca IP3 Itk SLP76∧ZAP70 Raf Ras
Calcin Ca IkB ¬IKKbeta Ras Grb2Sos∨ RasGRP1
cCbl ZAP70 JNK SEK RasGRP1 DAG∧PKCth
CRE CREB Jun JNK Rlk Lck
CREB Rsk LAT ZAP70 Rsk ERK
DAG PLCg(act) Lck (¬PAGCsk)∧CD8∧CD45 SEK PKCth
ERK MEK MEK Raf SLP76 Gads
Fos ERK NFAT Calcin TCRbind (¬cCbl)∧TCRlig
Fyn (Lck∧CD45)∨(TCRbind∧CD45) NFkB ¬IkB TCRphos Fyn∨(Lck∧TCRbind)
ZAP70 (¬cCbl)∧Lck∧TCRphos
Table 1
Updating rules for the nodes of the T-cell receptor kinetics model [12].
6 Conclusion
In this paper, we used the aggregation method to re-
duce computational complexity of verifying the observ-
ability/reconstructibility of large-scale BCNs with spe-
cial structures. We first defined a special class of aggre-
gations of BCNs that are compatible with observabil-
ity/reconstructibility, then we showed that even for this
special class of aggregations, the resulting sub-BCNs being
observable/reconstructible does not imply the whole BCN
being observable/reconstructible, and vice versa. However,
for acyclic aggregations in this special class, we proved that
the resulting sub-BCNs being observable/reconstructible
implies the whole BCN being observable/reconstructible,
and acyclic aggregations are equivalent to the cascading
aggregations frequently used in the literature. Finding such
aggregations having sufficiently many parts can reduce com-
putational complexity tremendously. Hence the key point is
to find an effective method to look for such aggregations.
It was proved in [28] that the aggregation consisting of
strongly connected components is the finest acyclic ag-
gregation. However, this aggregation may not be com-
patible with observability/reconstructibility, since observ-
ability/reconstructibility may be meaningless for some
strongly connected components. Hence how to find
acyclic aggregations that are compatible with observabil-
ity/reconstructibility is still a challenging problem. In addi-
tion, since the aggregation consisting of strongly connected
components is the finest acyclic aggregation, we can first
find it, then by furthermore combining some strongly con-
nected components to make the new aggregation compatible
with observability/reconstructibility. This is left for further
study.
The special aggregation method characterized in this
paper can also be used to deal with the observabil-
ity/reconstructibility of discrete-time large-scale linear (spe-
cial classes of nonlinear) control systems over Euclidean
spaces with special network structures. Taking discrete-
time linear time-invariant control systems for example, if
an acyclic aggregation satisfying Assumption 1 has been
found, then one can verify the observability of whole sys-
tem via verifying the observability of each part by using
the well known observability rank criterion. Since given the
dimensions of input space, state space, and output space,
the set of observable linear time-invariant control systems
is dense in the set of linear time-invariant control systems,
the aggregation method is feasible. Further discussion is
left for future study.
The main contribution of this paper is showing that one can
use the acyclic aggregation method to deal with the observ-
ability/reconstructibility of large-scale BCNs, which may
motive the study on the observability/reconstructibility of
large-scale BCNs based on different types of aggregations.
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