Figure 1: Joint demosaicking and denoising performed by a convolutional neural network, trained on different loss functions (best viewed in the electronic version by zooming in). The noisy patches are obtained by bilinear interpolation of the bayer data. 2, the default loss function for neural networks for image processing, produces splotchy artifacts in flat regions (d). MS-SSIM produces good results on both flat (g) and textured regions (n), but the color of the sky is more dull than the clean patch ((g) vs (b)). A combination of MS-SSIM and 1, here marked as "Mix," preserves structure, removes noise, and avoids biases in uniform regions.
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Introduction
For decades, neural networks have shown various degrees of success in several fields, ranging from robotics, to regression analysis, to pattern recognition. Despite the promising results they already produced in the 1980s on handwritten digit recognition [12] , the popularity of neural networks in the field of computer vision has grown exponentially only recently, when deep learning boosted their performance in image recognition [11] .
In the span of just a couple of years, neural networks have been employed for virtually any computer vision and image processing task known to the research community. Much research has focused on the definition of new architectures that are better suited to a specific problem [2, 22] . A large effort was also made to understand the inner mechanisms of neural networks, and what their intrinsic limitations are, for instance through the development of deconvolutional networks [24] , or trying to fool networks with specific inputs [13] . Other advances were made on the techniques to improve the network's convergence [9] .
The loss layer, despite being the effective driver of the network's learning, has attracted little attention from the research community: the choice of the cost function generally defaults to the squared 2 norm of the error. This is understandable, given the many desirable properties this norm possesses (Section 2.2). There is also a less well-funded, but just as relevant reason for the continued popularity of 2 : standard neural networks packages, such as Caffe [10] , only offer the implementation for this metric. However, when the task at hand involves image quality, it is well known that 2 correlates poorly with image qual-ity as perceived by a human observer [27] . This is because a number of assumptions implicitly made when using 2 are not satisfied. Arguably, the most important one is that 2 treats noise independently of the local characteristics of the image; on the contrary, the sensitivity of the Human Visual System (HVS) to noise depends on the local luminance, contrast and structure [19] .
We focus on the use of neural networks for image processing tasks, and we study the effect of different metrics for the network's loss layer. Specifically, we compare 2 against four error metrics on representative image processing tasks: image super-resolution and joint denoising and demosaicking. First, we test whether a different local metric such as 1 can produce better results. We then evaluate the impact of perceptually-motivated metrics. We use two stateof-the-art metrics for image quality: the structural similarity index (SSIM [19] ), and the multi-scale structural similarity index (MS-SSIM [21] ). We choose these among the plethora of existing indexes, because they are established measures, and because they are differentiable-a requirement for the back-propagation stage. As expected, on the use cases we consider, the perceptual metrics outperform 2 . However, and perhaps surprisingly, this is also true for 1 , see Figure 1 . Inspired by this observation, we propose a novel loss function and show its superior performance in terms of all the metrics we consider.
We offer several contributions. First we bring attention to the importance of the error metric used to train neural networks for image processing. We propose the use of three alternative error metrics ( 1 , SSIM, and MS-SSIM), and define a new one that combines the advantages of 1 and MS-SSIM. We analyze their performance and compare it with the commonly used 2 . For each of the metrics we analyze, we implement a loss layer for Caffe, which we will make available to the research community.
Related work
In this paper, we target neural networks for image processing using the problems of super-resolution and joint demosaicking and denoising as test benches. Specifically, we show how established error measures can be adapted to work within the loss layer of a neural network, and how this can positively influence the results. Here we briefly review the existing literature on the subject of neural networks for images processing, and on the subject of measures of image quality.
Neural networks for image processing
Following the success of deep neural networks in several computer vision tasks [7, 11] , neural networks have also received considerable attention in the context of image processing. Neural networks have been used for denoising [2] , deblurring [22] , demosaicking [17] , and superresolution [5] among others. To the best of our knowledge, however, the work on this subject has focused on tuning the architecture of the network for the specific application; the loss layer, which effectively drives the learning of the network to produce the desired output quality, is based on 2 for all of the approaches above.
We show that a better choice for the error measure has a strong impact on the quality of the results.
Evaluating image quality
The mean squared error, 2 , is arguably the dominant error measure across very diverse fields, from regression problems, to pattern recognition, to signal and image processing. Among the main reasons for its popularity is the fact that it is convex and differentiable-very convenient properties for optimization problems. Other interesting properties range from the fact that 2 is preserved under orthogonal linear transformations, like the Fourier transform, and that it provides the maximum likelihood estimate in case of Gaussian, independent noise, to the fact that it is additive for independent noise sources. There is an even longer list of reasons for which we refer the reader to the work of Wang and Bovik [18] .
These properties paved the way for 2 's widespread adoption, which was further fueled by the fact that standard software packages tend to include tools to use 2 , but not many other error functions. In the context of image processing, Caffe [10] actually offers only 2 as a loss layer 1 , thus discouraging researchers to investigate the impact of other error measures.
However, it is widely accepted that 2 , and consequently the Peak Signal-to-Noise Ratio, PSNR, do not correlate well with human's perception of image quality [27] : 2 simply does not capture the intricate characteristics of the human visual system (HVS). Thus, an image processing algorithm that optimizes 2 , or the PSNR, does not generally maximize the quality of an image as perceived by a human observer.
There exists a rich literature of error measures, both reference-based and non reference-based, that attempt to address the limitations of the simple 2 error function. For our purposes, we focus on reference-based measures. A popular reference-based index is the structural similarity SSIM index [19] . SSIM evaluates images accounting for the fact that the HVS is sensitive to changes in local structure. Wang et al. [21] extend SSIM observing that the scale at which local structure should be analyzed is a function of factors such as image-to-observer distance. To account for these factors, they propose MS-SSIM, a multiscale version of SSIM that weighs SSIM computed at different scales according to the sensitivity of the HVS. Exper-imental results have shown the superiority of SSIM-based indexes over 2 . As a consequence, SSIM has been widely employed as a metric to evaluate image processing algorithms. Moreover, given that it can be used as a differentiable cost function, SSIM has also been used in iterative algorithms designed for image compression [18] , image reconstruction [1] , denoising and super-resolution [15] , and even downscaling [14] . To the best of our knowledge, however, SSIM-based indexes have never been adopted to drive the training of a neural network.
Recently, novel image quality indexes based on the properties of the HVS showed improved performance when compared to SSIM and MS-SSIM [27] . One of these is the Information Weigthed SSIM (IW-SSIM), a modification of MS-SSIM that also includes a weighting scheme proportional to the local image information [20] . Another is the Visual Information Fidelity (VIF), which is based on the amount of shared information between the reference and distorted image [16] . The Gradient Magnitude Similarity Deviation (GMSD) is characterized by simplified math and performance similar to that of SSIM [23] . Finally, the Feature Similarity Index (FSIM), leverages the perceptual importance of phase congruency, and measures the dissimilarity between two images based on local phase congruency and gradient magnitude [26] . FSIM has also been extended to FSIM c , which can be used with color images. Despite the fact that they offer an improved accuracy in terms of image quality, the mathematical formulation of these indexes is generally more complex than SSIM and MS-SSIM, and possibly not differentiable, making their adoption for optimization procedures not immediate.
Loss layers for image processing
The loss layer of a neural network compares the output of the network with the ground truth. For image processing, these are generally the processed and reference patches. The process of minimizing the error on the training dataset allows to learn the network's parameters.
In our work, we investigate the impact of different loss function layers for image processing. Consider the case of a network that performs denoising and demosaicking jointly. The insets in Figure 1 show a zoom-in of different patches for the image in Figure 1 (a) as processed by a network trained with different loss functions (see Section 4 for the network's description). A simple visual inspection is sufficient to appreciate the practical implications of the discussion on 2 (see Section 2).
Specifically, Figure 1 (d) shows that in flat regions the network strongly attenuates the noise, but it produces visible splotchy artifacts. This is because 2 penalizes larger errors, but is more tolerant to small errors, regardless of the underlying structure in the image; the HVS, on the other hand, is extremely sensitive to luminance and color variations in texture-less regions. A few splotchy artifacts are still visible, though arguably less apparent, in textured regions, see Figure 1 (k). The sharpness of edges, however, is well-preserved by 2 , as blurring them would result in a large error. Note that these splotchy artifacts have been systematically observed before in the context of image processing with neural networks [2] .
In this section we propose the use of different error functions. We provide a motivation for the different loss functions and we show how to compute their derivatives, which are necessary for the backpropagation step. We will also share our implementation of the different layers that can be readily used within Caffe.
Before diving in the specific loss layers, it is worth recalling that, given an error function E, the loss for a patch P can be written as
where N is the number of pixels p in the patch. The minimum satisfies the following system of p equations:
To move towards the minimum we need to compute the derivatives in Equation 2.
The 1 error
As a first attempt to reduce the artifacts introduced by the 2 loss function, we want to train the exact same network using 1 instead of 2 . The two losses weigh errors differently-1 does not over-penalize larger errors-and, consequently, they may have different convergence properties.
Computing the 1 loss is straightforward:
where p is the index of the pixel and P is the patch; x(p) and y(p) are the values of the pixels in the processed patch and the ground truth respectively. The derivatives for the backpropagation are also simple, since ∂L 1 (p)/∂q = 0, ∀q = p. Therefore, for each pixel p in the patch,
Note that, although L 1 (P ) is computed on the whole patch, the derivatives are back-propagated for each pixel in the patch. Somewhat unexpectedly, the network trained with
SSIM
Although 1 shows improved performance over 2 , if the goal is for the network to learn to produce visually pleasing images, it stands to reason that the error function should be perceptually motivated, as is the case with SSIM.
SSIM for pixel p is defined as
where we omitted the dependence of means and standard deviations on pixel p. Means and standard deviations are computed with a Gaussian filter with standard deviation σ G :
where P x is a patch centered a pixel p, ' * ' denotes a convolution, and '·' a point-wise multiplication. The values of µ y (p) and σ 2 y (p) can be computed similarly to Equations 7 and 8. The loss function for SSIM can be then written setting
Equations 5-9, highlight the fact that the computation of SSIM(p) requires looking at a neighborhood of pixel p as large as the support of G σ G . This means that L SSIM (P ), as well as its derivatives, cannot be calculated in some boundary region of P . Note that this is not true for 1 or 2 , which only need the value of the processed and reference patch at pixel p to be computed.
Luckily, however, the convolutional nature of the network allows us to write the loss as
wherep is the center pixel of patch P . Again, this is because even though the network learns the weights maximizing SSIM for the central pixel, the learned kernel are then applied to all the pixels in the image. Note that the error can still be back-propagated to all the pixels within the support of G σ G , as they contribute to the computation of Equation 11.
Computing the derivatives is fairly straightforward; we report only the final results here and refer the reader to the additional material for the full derivation. Recall that we have to compute the derivatives atp with respect to any other pixel q in patch P . We need to compute:
where l(p) and cs(p) are the first and second term of SSIM (Equation 6) and their derivatives are
and
where G σ G (q −p) is the Gaussian coefficient associated with pixel q.
MS-SSIM
The choice of σ G has an impact on the quality of the processed results of a network that is trained with SSIM, as can be seen from the derivatives in the previous section. Specifically, for smaller values of σ G the network loses the ability to preserve the local structure and the splotchy artifacts are reintroduced in flat regions, see Figure 2 (e). For large values of σ G , we observe that the network tends to preserve noise in the proximity of edges, Figure 2 (c). See Section 5 for more details.
Rather than fine-tuning the σ G , we propose to use the multi-scale version of SSIM, MS-SSIM. Given a dyadic pyramid of M levels, MS-SSIM is defined as
where l j and cs j are the terms we defined in Section 3.2 at scale j, and we set α = β j = 1, for j = {1, ..., M } for convenience. Similarly to Equation 11, we can approximate the loss for patch P with the loss computed at its center pixelp:
The considerations about computing the error only atp are the same as the ones discussed in Section 3.2. Because we set all the exponents of Equation 15 to one, the derivatives of the loss function based on MS-SSIM can be written as
where the derivatives of l j and cs j are the same as in Section 3.2. For the full derivation we refer the reader to the supplementary material. Using L
to train the network, Equation 15 requires that we compute a pyramid of M levels of patch P , which is a computationally expensive operation given that it needs to be performed at each iteration. To avoid this, we approximate and replace the construction of the pyramid: instead of computing M levels of the pyramid, we propose to use M different values for σ G , each one being half of the previous, on the full-resolution patch. Specifically, we use σ i G = {0.5, 1, 2, 4, 8} and define cs i
, where the Gaussian filters are centered at pixelp, and "·" is a point-wise multiplication. The terms depending on l M can be defined in a similar way.
The best of both worlds: MS-SSIM + 1
By design, both MS-SSIM and SSIM are not particularly sensitive to uniform biases, in particular in regions where at least one of the color channels is strong (see Section 5). This can cause changes of brightness or shifts of colors, which typically become more dull. However, MS-SSIM preserves the contrast in high-frequency regions better than the other loss functions we experimented with. On the other hand, 1 preserves colors and luminance-an error is weighed equally regardless of the local structure-but does not produce quite the same contrast as MS-SSIM.
We propose to combine the characteristics of both error functions:
where we omitted the dependence on patch P for all loss functions, and we experimentally set α = 0.84 in our experiments. The derivatives of Equation 18 are simply the weighed sum of the derivatives of its two terms, which we compute in the previous sections. Note that we add a pointwise multiplication between G σ M G and L
1
: this is because MS-SSIM propagates the error at pixel q based on its contribution to MS-SSIM of the central pixelp, as determined by the Gaussian weights, see Equations 13 and 14.
Results
For our analysis of the different loss functions we focus on joint demosaicking and denoising, a fundamental (a) Clean image problem in image processing [8] . We define a fully convolutional neural network (CNN) that takes a 31×31×3 input. The first layer is a 64×9×9×3 convolutional layer, where the first term indicates the number of filters and the remaining terms indicate their dimensions. The second convolutional layer is 64×5×5×64, and the output layer is a 3×5×5×64 convolutional layer. We apply parametric rectified linear unit (PReLU) layers to the output of the inner convolutional layers, because of their superior performance compared to ReLU [7] . Similarly to the work of Dong et al. [5] , the input to our network is an RGB image patch obtained by bilinearly up-sampling a 31×31 Bayer patch; in this sense the network is really doing joint denoising and super-resolution. We trained the network considering dif- on a training set of 700 RGB images taken from the MIT-Adobe FiveK Dataset [3] . To simulate a realistic image acquisition process, we corrupted each image with a mix of photon shot and zero-mean Gaussian noise, and introduced clipping due to the sensor zero level and saturation. We used the model proposed by Foi et al. for this task [6] . The average PSNR for the testing images after adding noise was 28.24dB, as reported in Table 1 . Figure 1(c) shows a typical patch corrupted by noise. We used 40 images from the same dataset for testing (the network did not see this subset during training).
Beyond considering different cost functions for training, we also compare the output of our network with the images obtained by a state-of-the-art denoising method, BM3D, operating directly in the Bayer domain [4] , followed by a standard demosaicking algorithm [25] . Since BM3D is designed to deal with Gaussian noise, rather than the more realistic noise model we use, we apply a Variance Stabilizing Transform [6] to the image data in Bayer domain before applying BM3D, and its inverse after denoising. Figure 1 and 5 show several results and comparisons between the different networks. Note the splotchy artifacts for the 2 network on flat regions, and the noise around the edges for the SSIM 5 and SSIM 9 networks. The network trained with MS-SSIM addresses these problems but tends to render the colors more dull, see Section 5. The network trained with MS-SSIM+ 1 generates the best results (see Figures 1 and 5) .
We also perform a quantitative analysis of the results. We evaluate several image quality metrics on the output of the CNNs trained with the different cost functions and with BM3D [4] . The image quality indexes, range from the traditional 2 metric and PSNR, to the most refined, perceptually inspired metrics, like FSIM [26] . The average values of these metrics on the testing dataset are reported in Table 1 . When the network is trained using 1 as a cost function, instead of the traditional 2 , the average quality of the out-2 SSIM k means SSIM computed with σ G = k. put images is superior for all the quality metrics considered. It is quite remarkable to notice that, even when the 2 or PSNR metrics are used to evaluate image quality, the network trained with the 1 loss outperforms the one trained with the 2 loss. We offer an explanation of this in Section 5. On the other hand, we note that the network trained with SSIM performs either at par or slightly worse than the one trained with 1 , both on traditional metrics and on perceptually-inspired losses. The network trained on MS-SSIM performs better than the one based on SSIM, but still does not clearly outperforms 1 . This is due to the color shifts mentioned above and discussed in Section 5. However, the network that combines MS-SSIM and 1 achieves the best results on all of the image quality metrics we consider.
We also verify the outcome of our analysis on the network for super-resolution proposed by Dong et al. [5] . We make a few minor but important changes to their approach. First we use PReLU, instead of ReLU, layers. Second we use bilinear instead of bicubic interpolation for initialization. The latter introduces high-frequency artifacts that hurt the learning process. Finally we train directly on the RGB data. We made these changes for all the loss functions we test, including 2 . Figure 3 shows some sample results. An analysis of Table 3 brings similar considerations as for the case of joint denoising and demosaicking.
Discussion
In our experiments, we observe that a CNN trained with 1 provides better results than one trained with 2 on the image quality metric we measured, see Tables 1 and 3 . However, one would expect that a CNN trained with 2 should achieve better results in terms of 2 error over one trained with a different error function. Table 2 reports the value of different cost functions measured on the training set, for the different networks, after convergence. Note that the network trained with 1 achieves a better 2 score than the network trained with 2 itself. We speculate that this unexpected result may be related to the smoothness and the local convexity properties of each measure: 2 may have many more local minima that prevent convergence towards a better local minimum. 1 may be smoother and thus more likely to get to a better local minimum, for both 1 and 2 -the "good" minima of the two should be related, after all. A similar consideration can be made about the mix of MS-SSIM and 1 : by looking for solutions that are perceptually plausible, this metric may be removing some of the local minima that exist in the space of all the other loss functions, thus allowing it to converge to a better local minimum. Figure 2 . This can be understood by looking at Figure 4 (a) and 4(b): close to an edge, a larger σ G is more tolerant to the same amount of noise because it detects the presence of an edge, which is known to have a masking effect for the HVS. Thanks to its multiscale nature, MS-SSIM solves this issue; however, much like SSIM, it is not particularly sensitive to a uniform bias on a flat region, in particular for bright regions. This is shown for SSIM in figure 4(c) and 4(d), and is due to the fact that the l term in SSIM measures the error in terms of a contrast, thus effectively reducing the importance of an error when the background is bright.
Conclusions
In this paper we focus on an aspect of neural networks for image processing that is usually underestimated: the loss layer. We propose several alternatives to 2 , which is the de facto standard, and we also define a novel loss. We use the problems of super-resolution and joint denoising and demosaicking for our tests; the network trained with the proposed loss outperforms other networks in terms of both traditional and perceptually-motivated metrics. Because the networks we use are fully convolutional, they are extremely efficient, as they do not require an aggregation step. Nevertheless, thanks to the loss we propose, our joint denoising and demosaicking network outperforms CFA-BM3D, a variant of BM3D tuned for denoising in Bayer domain, which is the state-of-the-art denoising algorithm. We will make the implementation of the layers described in this paper available to the research community.
