In this paper, we propose a multilayered neural network including neurons with fluctuated threshold, which are closer to real neurons, and investigate the performance of this network by solving, for example, the N-bit parity problem. We estimate the learning capabilities such as the success rate and the number of learning times. As numerical results, we show that our simple method of incorporating the fluctuation into the network improves these capabilities noticeably. For example, in the 4-bit parity check problem using 4-4-1 network, the success rate of the network with no fluctuation is very low (25%), but that of the network with fluctuation is much higher (89%). From a practical point of applications, we also discuss the role of the fluctuation and its optimum parameters in detail. Furthermore, we apply this method to function identification problem, and see that it is effective in more general learning problem.
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