Abstract-The notion of interconnection is the basis of control in the behavioral approach. In this setting, feedback interconnection of systems is based on the still more fundamental concept of regular interconnection, which has been introduced by J. C. Willems. In this paper, the following problem is addressed: given a plant, under what conditions does there exist a controller such that their interconnection is regular and has finite codimension with respect to a certain desired system. If so, provide a constructive solution to the problem. The second part of the paper treats the related problem of decomposition of systems. First, the autonomous/controllable decomposition is studied, and finally we look at the decomposition of the controllable part.
I. INTRODUCTION
The behavioral approach relies on the idea that systems are described by equations, but their properties are naturally described in terms of the set of all solutions to the equations. This is formalized by the notion of system behavior due to J.C.Willems, and denoted by B. In this setting, a new perspective to control is given, see [17] , based on interconnection of systems, where no a priori input/output partition is considered. The act of controlling a system is simply viewed as intersecting its behavior B with a controller behavior B c in order to achieve a desired behavior B d = B ∩ B c . Of particular interest is the interconnection, called regular interconnection, where the restrictions imposed on the plant by the controller are not redundant, i.e. the restrictions of the controller are independent of the restrictions already present in the plant. Hence the notion of feedback control, which is of significant interest in modern control theory, is based on the still more fundamental concept of regular interconnection. It is, indeed, a simple example of regular interconnection since the controller imposes restrictions only on the plant input, which is not restricted by the plant.
The regular interconnection problem can be formulated as follows: given a plant behavior B together with a desired behavior, find if possible, another behavior (the controller) such that the interconnection is regular and equal to the given desired behavior.
J.C.Willems in [17] stated and solved this problem for one dimensional behaviors. The multidimensional counterpart
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Conditions and an algorithm were given for solving the problem. Actually, for multivariable behaviors, these conditions are very seldomly satisfied and strong properties will be required on the plant and the desired system. Therefore, the limits of achievability by regular interconnection can be further studied. This suggests the idea of looking for an equivalent problem with weaker requirements. In this paper we will treat the following problem:
Given a plant behavior B and a certain desired behabior B d , find if possible, another behavior (the controller) such that the interconnection is regular and is contained in the given desired behavior with finite codimension, i.e. find if possible another behavior B c such that the interconnection is regular and B d /B ∩ B c is an autonomous behavior that is finite-dimension as a vector space over a field k, see [4] , [8] (we also use the notation dim k (B d /B∩B c ) < ∞ to denote that it is finite-dimension over the field k). In the 1D case, all autonomous behaviors are finite-dimensional, which means that the state space is finite dimensional. For multivariable behaviors this is, in general, not longer true, since it could have an infinite set of initial conditions. These special class of autonomous behaviors are called strongly autonomous in [9] . If such B c exists then we say that B d is almost achievable by regular interconnection from B. This constitutes a generalization of the regular interconnection problem as it represents the 'closest' achievability one can get through regular interconnection in the sense of finite dimension.
Furthermore, in this paper we investigate in some detail the related problem of decomposing a given behavior into the sum of finer components. It is immediately apparent that decomposition is a powerful tool for the analysis of the system properties. Decomposition is, indeed, of particular interest in the case of multidimensional systems, where a description of the nD systems trajectories can be complicated and decomposing the original behavior into smaller components seems to be an effective way for simplifying the systems analysis.
The autonomous-controllable decomposition has played a significant role in the theory of linear time-invariant systems. Such decomposition expresses the idea that every trajectory of the behavior can be thought of as the sum of two components: a free evolution, only depending on the set of initial conditions, and a forced evolution, due to the presence of the input. In the case of 1D systems, this sum is direct, i.e. B = B cont + B aut and B cont ∩ B aut = 0.
Here B cont and B aut represent the controllable and autonomous part of B, respectively. However, this decomposition is, in general, not longer direct for n ≥ 2, and we may have that the controllable part of B, (which is uniquely defined for a given B) intersects all possible autonomous parts involved in the controllableautonomous decomposition [19] , [15] , [3] .
Finally, in our quest to completely decompose a behavior, we address the problem of decomposing the controllable part. The following problem is studied: Given a controllable behavior B and a sub-behavior B a ⊂ B, find a third behavior B b ⊂ B such that B b + B a = B and B b ∩ B a has finite dimension.
If such B c exists, then we say that B a is an almost direct summand of B c . This constitutes a generalization of the direct sum decomposition as it represents a decomposition with "minimal" intersection.
In this paper we denote the polynomial ring k[x 1 , x 2 , . . . , x n ] of polynomials in n indeterminates with coefficients in the field k = R or C, by D.
We mainly investigate these problems for n = 2 (i.e. dim(D) = 2), even though some results are still valid for any n.
II. MULTIDIMENSIONAL BEHAVIORS
In this section we review some concepts of nD behavioral systems. For a nice overview we refer to, for example, [9] , [22] or [19] .
In the behavioral approach to nD systems, a system is defined by a triple (A, q, B), where A is the signal space, q ∈ Z + is the number of components and B ⊂ A q is the behavior. Here, we consider A the space of all infinitely often differentiable functions from R n to k (denoted by
The results of the paper are perfectly valid also for the discrete case A = k Nn . For the sake of simplicity we will however focus on the continuous case A = C ∞ (R n , k). We call B a linear differential nD behavior or simply nD behavior if it is the solution set of a system of linear, constant-coefficient partial differential equations, more precisely, if B is the subset of A q consisting of all solutions to
where R is a polynomial matrix in n indeterminates x i , i = 1, . . . , n, and
The elements of B are called trajectories. We call (1) a kernel representation of B and we write B = ker(R). Obviously, any linear differential nD behavior B is a linear subspace of A q . Furthermore, it has the structure of a module over the ring of differential or difference operators.
It was shown in [7] that there is a one-to-one correspondence between nD behaviors and submodules of D q . With any nD behavior B ⊂ A q we associate the submodule B ⊥ of D q defined by
Conversely, for any submodule M of D q we have that
is an nD behavior. Indeed one has that B ⊥⊥ = B and M ⊥⊥ = M. With this bijection, we have (
⊥ is the submodule of D q of all D-linear combinations of the rows of R.
The relation between B and B ⊥ has provided many results and some authors reffer to it as a "duality". Even if it is strongly related it is not the same as the duality due to Malgrange [6] and defined as follows:
Let Hom D (M, A) = {D − linear map from M → A} and B any nD behavior then one has that B =
. We will omit an explicit reference to the ring D as there will be no ambiguity and write Hom(, ) instead of Hom D (, ).
We now introduce some basic definitions, mathematical tools and known results which will be needed in the rest of the paper.
Given the D-modules B, C, and E and the D-linear maps α : B −→ C, we define
is exact if and only if α is injective, β surjective and ker β = im α. In other words, A 1 can be identified with a submodule of A 2 , and A 3 with the module of A 2 /A 1 . Exact sequences are an easy way to express algebraic and systemtheoretic properties. Oberst in [7] extended the work of Malgrange and Palamodov and proved the following fundamental theorem.
Theorem 2.1: Given finitely generated D-modules B, C and D, D-linear maps α and β, the complex
and its dual complex (2) is exact if and only if (3) is exact. The last theorem amounts to say that the signal space A is an injective cogenerator and is important to note that many other signal spaces, e.g. the set of smooth functions with compact support, are not injective cogenerators [12] .
The set of torsion elements is a submodule of M. If this submodule is the 0-module, then M is called torsion-free.
In the behavioral approach, interconnection of systems is defined by intersection of the corresponding behaviors. Thus the interconnected behavior consists of the trajectories satisfying the equations of both systems, i.e. if B 1 =ker(R 1 ) and
Hence we have that regular interconnection expresses the idea that the controller imposes new constrains on the plant which are not already present, i.e. there is no redundancy between the laws of the plant and the controller. Hence, feedback interconnections are regular interconnections since the controller imposes restrictions only on the input of the plant, which is unconstrained.
Definition 2.3:
The behavior is called autonomous if has no free variables.
Theorem 2.2: (see [19] , [21] , [9] 
The following are equivalent: 
Theorem 2.4: (see [19] , [21] , [9] ) Given a behavior B ⊂ A q , the following conditions are equivalent:
⊥ is torsion free. The following definition was first introduced in [11] , see also [10] . Definition 2.6: A behavior B = D(M) is said to be strongly controllable if M is free.
Definition 2.7:
A behavior B is said to be regular if it has a full row rank kernel representation.
For the case n = 1, all behaviors are regular. This is not longer true for n ≥ 2, take for instance the 2D differential behavior B =ker( x1 x2 ), consisting of all constant functions, which cannot be described as the kernel of a single polynomial operator.
III. A USEFUL THEOREM
In this section we will provide most of the technical results of the paper. The main algebraic tool we will use is localization. Localization is a systematic method of adding multiplicative inverses to a ring in order to construct local rings out of a ring. This notion allows us to reduce many questions concerning arbitrary rings to local rings. A ring is called local if it has exactly one maximal ideal. The unique maximal ideal consists precisely of the non-invertible elements of the ring.
Let R be a ring (always commutative with identity element 1), and S ⊂ R a multiplicative set (i.e. 1 ∈ S and s 1 , s 2 ∈ S implies s 1 s 2 ∈ S). We introduce the following equivalence relation ∼ on R × S:
We will write a/s for the class of (a, s). Then the ring of fractions of R with respect to S, denoted by S −1 R, is (R × S)/ ∼ with ring operations defined by the usual arithmetic operations on fractions:
Proposition 3.1:
The following statements hold:
1) The ring operations are well defined, and
Given a ring R, there are two popular and useful choices of multiplicative sets S ⊂ R: Note that if 0 ∈ S then S −1 R = 0. We now proceed in a similar way with modules instead of ideals. Let M be an R-module and S ⊂ R a multiplicative set. Define the equivalence relation ∼ on M × S as follows:
. This is again a module, this time over the ring S −1 R, with operations defined by:
If S = R \ m, with m a maximal ideal, then S −1 M is a module over the local ring
, is the set of rational fuctions and
p ∈ D} is a vector space over the field S −1 D and is denoted by M S .
We will now introduce the notion of codimension. Codimension is a term used to indicate the difference between the dimension of certain objects and the dimension of a smaller object contained in it.
Definition 3.1: Let A ⊂ B be finitely generated Dmodules. A has finite codimension in B means that the dimension of B/A as a vector space over k is finite i.e. dim k (B/A) < ∞, and is denoted by A ⊂ <∞ B. Let D = k[x 1 , x 2 , . . . x n ] and M be a finitely generated D-module. The following are equivalent:
Lemma 3.1:
Proof : Any finitely generated D-module can be written in the form D q /N for some q and some submodule N of
Hence one may compute p i,j for all j = 1, 2, . . . s, and
This holds for any i = 1, . . . , n.
(2) ⇒ (3): Let t i be the degree of the
1} which has finite dimension over k.
(4) ⇔ (1): Already done in [8] .
Finally, by theorem 2.1, one has that the exact sequence
implies that
is exact which means that Hom(B 2) the greatest common divisor (g.c.
A consequence of the Noether normalization is that after a linear change of variables f can be written as
(2) ⇒ (3): Every f i can be decomposed as f i = g 1 g 2 . . . g r with g j irreducible polynomials and (g j ) corresponds to an irreducible curve in C 2 (i.e. Z( (g i ) is an irreeducible curve). Hence (f i ) corresponds to a curve Γ i which is a finite union of irreducible curves, and therefore Z( √ I) corresponds to the intersection of all Γ i . The assumption g.c.d({f 1 , ...f m }) = 1 means that the curves Γ i do not coincide anywhere and therefore they intersect just in points , i.e. the set Z( √ I) = Z(I) contains just points and it is finite because Γ 1 , Γ 2 , . . . , Γ r can not intersect infinite many times.
(
so there exists finite number of P i such that
, with not all coefficients in (p i ) (otherwise m i = (p i ) which is not maximal). One can always write Write
and, since N has no torsion, g i n i has image 0 in N . Since {n i } are free, one finds that all g i ∈ z 2 D m . The latter leads to the contradiction that all f i are divisible by z 2 .
The following theorem and its corollaries will be essential for the rest of the paper and will be used in most of the results. First, we will recall a lemma (see ...) that will allow us to check the freeness of a module over an arbitrary ring by checking the freeness of certain modules over a local ring. Proof : M is contained in some free module F (see [5] 
D m is a regular local ring of dimension two and we show that the D m -module N m satisfies the requirements of the lemma 3.3 and thus N is free by lemma 3.4.
Finally, there is an integer a ≥ 1 such that
a N/M = 0. This implies that N/M has finite dimension over k.
As an immediately consequence we obtain the following result for 2D behaviors: Obviously B = D(F ) is strongly controllable since F is free. Consider the following exact sequence:
Using the injective and cogenerator properties of A, we have
is exact. Thus B = B /B andB is finite dimension over k since F/M is finite dimension over k.
We make some observations in the following lemma: (1) :
(2) : Follows from statement (3) of lemma 3.1. 
The computation of M + will be essential for solving the problems we have considered. We now provide a theorem which allows to easily compute M + .
Theorem 3.2:
Let M be a finitely generated torsion free module over D and x 2 ) . The ideal I := {f ∈ R| fb ∈ F * } is the principle ideal generated by the smallest common multiple of the denominators of
IV. "ALMOST" REGULAR IMPLEMENTABILITY
We consider the following problem: In this section we aim to investigate under what conditions a given B d ⊂ B is almost implementable by regular interconnection from B.
The following theorem reduces this problem to the problem of checking whether a given free module is a direct summand of a larger free module. 
Using (3) ⊥ .
V. AUTONOMOUS-CONTROLLABLE DECOMPOSITION WITH FINITE DIMENSIONAL INTERSECTION
In the next two sections we address the problem of decomposing a behavior into smaller components. We do it in two steps. First in this section we look at the autonomouscontrollable decomposition and in the next section we treat the decomposition of the controllable part. The autonomouscontrollable decomposition has played an important role in the theory of linear systems. It has been studied intensively in the context of 1D behaviors [16] , in the context for 2D behaviors for [4] , [15] , and for higher dimensional in [19] , [21] . In our search to decompose a given behavior into simpler components, it seems natural to study first weather it is possible to have an autonomous-controllable decomposition with finite dimensional intersection. In this section we show that autonomous-controllable decomposition with finite dimensional intersection is always feasible for 2D behaviors and provide a counterexample for n = 3. 
2) There exists an autonomous behavior B aut ⊂ B such that
3) There exists a D-module
The following remark and lemma will be needed in the proof of lemma 5.1.
Remark 2: Consider the following exact sequence: (
Proof : Easy using corollary 3 in [18] .
Proof of lemma 5.1: The equivalence of (1), (2) and (3) follows straightfoward from the results provided in section II. 
The following theorem state that the autonomouscontrollable decomposition with finite dimensional intersection is always feasible.
Theorem 5.1: Let M be a finitely generated D-module and let M t be the torsion submodule of M . Then there exists a submodule A ⊂ M such that A∩M t = 0 and A+M t ⊂ M has finite codimension. The radical √ J corresponds to a finite set S of points in the plane C 2 . For any non zero element f ∈ J, the radical (f ) corresponds to a curve Γ passing through S. This curve Γ is a finite union of irreducible curves. The converse is valid: let Γ be a curve, passing through S, then the radical ideal corresponding to Γ has the form Rg for some element g ∈ √ J and thus, for some integer N ≥ 1 one has g N ∈ J. Now √ Rp defines a curve Γ passing through S, which is a finite union of irreducible curves Γ 1 , . . . , Γ r . It is clear that there exists a curve Γ passing through S, corresponding to some radical ideal Rg, such that none of the irreducible components of Γ coincides with a Γ i . Let q := g N ∈ J. The radical ideal (p, q) corresponds to the intersection Γ ∩ Γ . This is a finite set and thus (p, q) and also I := (p, q) are ideals in R with finite codimension. In particular g. 
