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Решается задача конструктивного описания и обоснования алгоритмов, необходимых при прак-
тической реализации мажоритарного декодера для групповых кодов, заданных как левые идеа-
лы групповых алгебр. Кроме алгоритмов, необходимых для реализации классического декодера
Дж. Мэсси, построено обобщение классического декодера для кодов с неравной защитой симво-
лов, который в ряде случаев может быть лучше классического. Для применения как классического
декодера Дж. Мэсси, так и его обобщения к групповым кодам разработан алгоритм построения
декодирующих деревьев, которые лежат в основе этих алгоритмов мажоритарного декодирования.
В силу того, что групповые коды определяются как левые идеалы групповых алгебр, алгоритм
построения декодирующих деревьев позволяет по одному дереву построить все декодирующие
деревья. На основе обобщенного алгоритма декодирования разработан алгоритм декодирования
групповых кодов, индуцированных кодами на подгруппе. Применение разработанных декодеров
проиллюстрировано на примере кодов Рида–Маллера–Бермана и индуцированных ими групповых
кодах на неабелевой группе аффинных преобразований. В частности, для кода Рида–Маллера–
Бермана приводится описание и обоснование алгоритма построения одного декодирующего дере-
ва, по которому с использованием алгоритма построения всех декодирующих деревьев строится
мажоритарный декодер кода Рида–Маллера–Бермана и индуцированных им кодов.
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Введение
Среди комбинаторных методов декодирования линейных кодов, таких как декоди-
рование по синдромам, декодирование по информационным совокупностям [1], ма-
жоритарное декодирование Дж. Мэсси [2], особо выделяется последний метод. Осо-
бенность этого метода состоит в том, что скорость декодирования остается высокой
при росте длины кода, в то время как первые два метода применимы для неболь-
ших длин кодов [3]. Однако для применения мажоритарного декодера необходимо,
чтобы линейный код обладал некоторой специальной структурой. К таким кодам от-
носятся введенные Дж. Мэсси MLD-коды и, в частности, классические коды Рида–
Маллера, которые применяются как в теории связи, так и в криптографии [4]. Коды
Рида–Маллера, как показано С.Д. Берманом в [5], могут быть описаны на основе
использования аппарата групповой алгебры. В дальнейшем алгебраический подход
Бермана к описанию кодов был развит в ряде работ. В частности, в [6] описываются
p-ичные коды Рида–Маллера (p – простое число) и строится соответствующий ма-
жоритарный декодер; в [7] исследуются коды типа Рида–Маллера на конечной абе-
левой группе, однако при этом декодер не описывается. В [8] показано, что исполь-
зуя алгебраический подход С.Д. Бермана, можно по известным кодам (для которых
применим декодер Месси) построить класс других групповых кодов, пригодных для
мажоритарного декодирования. Представляется, что новые коды, кроме примене-
ния в теории связи, могут быть использованы для усиления теоретико-кодовых ме-
тодов защиты данных, таких, как кодовое зашумление [9], [10], широковещательное
шифрование [11], кодовые криптосистемы [12], [13], [14]. Поэтому актуальной яв-
ляется задача конструктивного описания и обоснования алгоритмов, необходимых
для практической реализации процедуры декодирования групповых MLD-кодов.
Настоящая статья состоит из трех разделов. В первом разделе рассматривается
мажоритарный декодер Дж. Мэсси; в удобном виде приводится ряд известных фак-
тов и с использованием декодирующих деревьев приводится конструктивное описа-
ние этого алгоритма, а также ряда вспомогательных алгоритмов. Далее строится
обобщение декодера Дж. Мэсси на случай неравномерной защиты кодовых коорди-
нат. Неравномерная защита является актуальной в случаях, когда номера координат
в кодовых словах наделены разной по важности смысловой нагрузкой, и поэтому
представляют интерес коды, позволяющие правильно декодировать важные коор-
динаты, даже если остальные координаты при этом декодируются с ошибкой (см.,
например, [15]).
Во втором разделе статьи рассматривается применение обобщенного мажоритар-
ного алгоритма Дж. Мэсси к групповым кодам. Основными результатами этого раз-
дела являются два алгоритма: алгоритм построения всех декодирующих деревьев
для группового кода по одному дереву и алгоритм декодирования индуцированных
кодов. Эти результаты позволяют декодировать широкий класс групповых кодов.
Полученные результаты иллюстрируются в третьем разделе на группе аффинных
преобразований Aff(F2n) и ее абелевой 2-подгруппе H порядка 2n.
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1. Мажоритарный декодер Дж. Мэсси для MLD–
кодов и его обобщение на случай неравномерной
защиты кодовых символов
1.1. Мажоритарный декодер Дж. Мэсси
В работе Дж. Мэсси [2] разработан мажоритарный декодер для линейных кодов на
основе M–ортогональных множеств. Следуя [8], приведем необходимые сведения о
конструкции соответствующего декодера. Для натурального n символом n будем
обозначать множество {1; ...;n}. Пусть V – векторное пространство над конечным
полем F. Зафиксируем в V базис B и символом (V, dB) обозначим метрическое про-
странство V с метрикой Хэмминга dB, построенной относительно базиса B. Для
вектора x(∈ V ) множество базисных векторов, коэффициенты при которых в раз-
ложении x =
∑
b∈B xbb ненулевые, называется носителем вектора x относительно
базиса B и обозначается suppB(x). Вес wB(x) вектора x определяется как |suppB(x)|.
(Здесь и далее символом |A| обозначается мощность множества A.) Всякое линейное
подпространство C метрического пространства (V, dB) называется линейным кодом.
Размерность и длину кода будем обозначать соответственно k(C) и n(C), а мини-
мальное кодовое расстояние кода C обозначим distB(C). Двойственный код к коду
C обозначим C⊥. Множество векторов Mv = {v(1); ...;v(r)}(⊂ V ) называется M -
ортогональным вектору v(∈ V ), если для любого i ∈ r найдетсяw(i)(∈ V \{(0, ..., 0)})
такой, что:
1)v(i) = v +w(i);
2)suppB(v) ∩ suppB(w(i)) = ∅;
3)suppB(w(j
′)) ∩ suppB(w(j)) = ∅ для всех j, j′ ∈ r таких, что j 6= j′.
Свойство M -ортогональности множестваMv вектору v, в частности, означает,
что |suppB(v(i))| > |suppB(v)| для всех i = 1, ..., r и
∀ i 6= j : suppB(v(i)) ∩ suppB(v(j)) = suppB(v). (1)
Исходные параметры: b(∈ B),Mb = {v1,b;...;vrb,b}(⊆ C⊥), v = c+ e —
принятый из канала вектор, wB(e) ≤ brb/2c, c ∈ C
Результат: значение координаты cb кодового вектора

















// векторов v и v(i,b) в базисе B, i = 1, ..., rb;
cb := vb −MajorVote(rb, l[Mb,v]);
возвратить cb
Алгоритм 1: Decoder1
В [2] описана схема декодирования значения b-координаты кодового слова с ис-
пользованием имеющегося M -ортогонального множества Mb (⊆ C⊥), где b ∈ B.
В соответствии с этой схемой в удобном для дальнейшего виде построим соответ-
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ствующий алгоритм декодирования Decoder1, обращающийся к вспомогательному
алгоритму MajorVote.
Лемма 1. Пусть C – линейный код в V , B – базис в V , b ∈ B, v – вектор на
выходе канала связи,
v = c+ e, wB(e) = t ≤ brb/2c, (3)
где rb ∈ N, c ∈ C. Если в коде C⊥ найдется rb-элементное множество векторов
Mb = {v1,b;...;vrb,b}, которое M-ортогонально базисному вектору b, то значение
координаты b в кодовом векторе может быть восстановлено с помощью алго-
ритма Decoder1. Кроме того,
distB(C) ≥ rb + 1. (4)
Доказательство леммы 1 вытекает из [2], с. 24. Если для какого-то b в (4) вы-
полняется строгое неравенство, то это означает, что декодер Decoder1 исправляет
меньше ошибок, нежели теоретически возможно для кода C. Ниже строится мо-
дификация алгоритма Decoder1, которая может исправлять большее количество
ошибок. Для описания обобщенного алгоритма Decoder2 нам понадобится понятие
помеченного дерева, использованное в [8]. Символом WBb,rb,Lb = WBb,rb,Lb [C] будем
обозначать помеченное дерево с корнем b, обладающее следующими свойствами:
• множество вершин этого дерева состоит из Lb + 1 уровня; корень b(∈ B)
находится на уровне 0, а листья – на уровне Lb;
• каждая вершина, не являющаяся листом, имеет не менее rb(∈ N) непосред-
ственно следующих за ней вершин;
• листья дерева помечены элементами из C⊥;
• метки вершин, непосредственно следующих из произвольной вершины v, на-
ходящейся на уровне i(0 ≤ i < Lb), образуют в совокупности множество, M -
ортогональное v.
Замечание 1. В силу определения дерева WBb,rb,Lb и определенияM-ортогональных
систем, из существования для базисного вектора b дерева WBb,rb,Lb следует су-
ществование дерева WBb,rb−1,Lb для rb > 1.
Исходные параметры: r(∈ N), A – последовательность чисел из F, |A| = r
Результат: элемент v(∈ F), который в последовательности A встречается
наибольшее число раз
для каждого a ∈ F выполнять
вычислить величину count(a), равную числу появления элемента a в
последовательности A
конец цикла
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С каждой меткой p в дереве WBb,rb,Lb будет связано числовое значение l(p)(∈ F)
метки. Алгоритм вычисления этих меток, по сути, и есть алгоритм вычисления
значения вектора ошибок в координате b. Поэтому в дальнейшем дерево WBb,rb,Lb
будем называть декодирующим деревом. Для удобства далее символом Mp будем
обозначать M -ортогональное множество, состоящее из векторов, которыми поме-
чены вершины, непосредственно следующие из вершины с меткой p, а символом
Vi обозначим множество всех вершин на уровне i дерева WBb,rb,Lb . Пусть также
l[Mp] := (l(q))q∈Mp .
Исходные параметры: b(∈ B), принятый из канала вектор v вида (3),
декодирующее дерево WBb,rb,Lb
Результат: значение координаты cb кодового вектора
для каждого p ∈ VLb−1 выполнять
l(p) := Decoder1(p,Mp,v)
конец цикла
λ := Lb − 2;
повторять
для каждого p ∈ Vλ выполнять
l(p) := MajorVote(rb, l[Mp])
конец цикла
λ := λ− 1;
до тех пор, пока λ ≥ 1;
cb := vb − l(b);
возвратить cb
Алгоритм 3: Decoder2
Лемма 2. Пусть C – линейный код в V , B – базис в V , b ∈ B, v – вектор на
выходе канала связи вида (3). Если найдется декодирующее дерево WBb,rb,Lb [C],
то значение координаты cb в кодовом векторе может быть восстановлено с
помощью алгоритма Decoder2.
Доказательство. В алгоритме Decoder2 с помощью алгоритмов Decoder1 и
MajorVote вычисляются значения линейных комбинаций координат вектора оши-
бок. Корректность этих значений следует из леммы 1, так как по условию
wB(e) ≤ brb/2c. При λ = 1 множество Vλ состоит из одной вершины с меткой
b, поэтому значение l(b) также будет вычислено корректно и l(b) = eb. Отсюда
cb = vb − l(b).
1.2. Обобщение мажоритарного декодера Дж. Мэсси
Рассмотрим код C(⊆ V ), B – базис в V ,
WB(C) = {WBb,rb,Lb}b∈B (5)
– набор всех декодирующих деревьев для кода C. Если для всех b(∈ B) выполняет-
ся равенство distB(C) = rb + 1, то такой код называется MLD-кодом, при этом если
Lb = L для каждого b(∈ B), то такой код называется L-MLD-кодом [8]. Примеры
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L-MLD кодов приведены в разделах 2.2 и 2.3. Код C, такой что для каждого b(∈ B)
можно построить декодирующее дерево WBb,rb,Lb [C] с rb ≥ 2, будем называть обоб-
щенным MLD-кодом. Очевидно, что MLD-коды и L-MLD-коды входят в более широ-
кий класс обобщенных MLD-кодов. Далее будем полагать, что rb принимает макси-
мальное из возможных значений для данного b. Величина dmajB(C) := minb∈B{rb}
называется MLD-расстоянием кода C [8]; из (4) следует, что distB(C) ≥ dmajB(C)+1.
В силу леммы 2 алгоритм Decoder2 позволяет гарантированно исправить лю-
бые векторы ошибок веса не более bdmajB(C)/2c. И в этом случае декодирующее
дерево для каждого базисного вектора b можно минимизировать так, чтобы каж-
дый узел на уровне i(0 ≤ i ≤ Lb − 1) был соединен с dmajB(C) узлами на уровне
i + 1. Такая минимизация позволит, во-первых, сократить количество вычислений
скалярных произведений в алгоритме Decoder1 (который также используется в ал-
горитме Decoder2) и, во-вторых, сократить длину последовательности (2), которая
используется в обоих алгоритмах декодирования посредством обращения их к ал-
горитму MajorVote.
Построим алгоритм Decoder3, который в ряде случаев может исправить ошибки
веса больше, чем bdmajB(C)/2c. Упорядочим множество (5):
WB(C) := {WBb1,rb1 ,Lb1 ; ...; WBbn,rbn ,Lbn}, rb1 ≥ ... ≥ rbn(≥ 2). (6)
Исходные параметры: принятый вектор v = (v1, ..., vn) = c+ e, набор
декодирующих деревьев WB(C) вида (6)
Результат: вектор c′ – результат декодирования
w := brb1/2c, i := 1, exit := 0;
до тех пор, пока i ≤ n и exit = 0 выполнять
a := Decoder2(v,bi,WBbi,rbi ,Lbi );
если a 6= vi тогда
vi := a;
w := w − 1;
конец условия




















Поясним алгоритм. При упорядочении (6) bi-координаты кодовых слов явля-
ются не менее значащими, чем bj-координаты для всех 1 ≤ i < j ≤ n, так как
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в этом случае декодирующее дерево WBbi,rbi ,Lbi позволяет корректно восстановить
значение bi-координаты при весе ошибки, не меньшем чем при корректном вос-
становлении bj-координаты. Переменная w хранит максимальный вес ошибки, при
котором может быть правильно декодировано значение хотя бы одной координаты.
Если декодированное значение координаты отличается от принятого из канала зна-
чения, то считается, что исправлена ошибка и значение переменной w уменьшается.
Если исправлены все возможные ошибки (w = 0), то алгоритм завершает работу
и возвращается результат декодирования. Если же w > 0, то далее проверяется,





< w, то это означает, что следующее дерево (вообще гово-
ря, все последующие деревья) не позволяет исправить w и менее ошибок. В этом
случае значение переменной w корректируется так, чтобы следующее дерево могло
исправить w и менее ошибок. Такая коррекция гарантирует, что алгоритм всегда
будет корректно работать, если ошибок произошло не более чем bdmajB(C)/2c.
Лемма 3. Пусть C – линейный код в V , B – базис в V , v = c + e, (6) – упоря-
доченный набор декодирующих деревьев. Если wB(e) ≤ bdmajB(C)/2c, то кодовый
вектор c восстанавливается алгоритмом Decoder3.
Доказательство. В этом случае кодовый вектор восстанавливается путем приме-
нения n раз алгоритма Decoder2, корректность результата работы которого при
wB(e) ≤ bdmajB(C)/2c следует из леммы 2.
Заметим, что у каждого базисного вектора b(∈ B) в общем случае число rb
для обобщенного MLD-кода свое. Это означает, что символы кодового слова имеют
неравную защиту при использовании декодера Decoder2. Это свойство, например,
потенциально позволяет с помощью декодера Decoder2 исправлять наиболее зна-
чащие символы кодового слова даже при большом уровне помех. Методам кодиро-
вания и декодирования кодов с неравной защитой символов посвящена, например,
работа [15]. Применение алгоритма Decoder3 представляется целесообразным в слу-
чае, когда почти всегда ошибки имеют вес не более bdmajB(C)/2c и в редких случаях
появляются ошибки большего веса.
В разделах 2 и 3 рассматриваются коды, для которых применим алгоритм деко-
дирования Decoder3.
2. Групповые MLD-коды
2.1. Групповые алгебры и групповые коды
Пусть G — конечная группа, F — поле Галуа. Рассмотрим групповую алгебру FG,
элементами которой являются формальные суммы (функции):∑
g∈G
agg, ag ∈ F. (7)
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при этом внешняя сумма в правой части (8) является формальной, а внутренняя
сумма – это сумма над полем F.
Функцию, принимающую значение 1 (∈ F) на нейтральном элементе 1ˆ группы
G, а на всех остальных элементах группы принимающая значение 0 (∈ F), будем на-
зывать единицей групповой алгебры FG и обозначать 1; функцию, принимающую
значение 0 на всех элементах группы G, назовем нулем групповой алгебры и обозна-
чим 0. В формальных суммах
∑
g∈G agg, где не все коэффициенты ag равны нулю,
слагаемые с нулевыми коэффициентами обычно будут опускаться. Далее функцию
Дирака в точке g, как принято, будем обозначать δg = 1g. Отметим, что функция 11ˆ
совпадает с δ1ˆ = 1, а произведение функций 1x = δx и 1y = δy в FG равно δxδy = δxy.
Элементы групповой алгебры можно записывать в виде:
∑
g∈G agδg, ag ∈ F.
В конечномерной групповой алгебре FG зафиксируем базис B = BG := {g =
δg}g∈G. Это позволяет рассматривать в FG метрику Хэмминга dB. Отметим, что в
категории конечномерных линейных пространств FG и F|G| изоморфны. Группа G
действует слева на групповой алгебре FG следующим естественным образом (см. [8],
с. 32):
G × FG 3 (g, φ =
∑
h∈G
φhh) 7→ φg−1 :=
∑
h∈G
φhg−1h ∈ FG. (9)
Пусть A – алгебра, A0 ⊂ A. Через < A0 > обозначим наименьшую подалгебру
алгебры A, содержащую A0. Если A =< A0 >, то будем говорить, что A0 порождает
A. Если G0 — подгруппа группы G, то, как легко видеть, FG0 — подалгебра алгебры
FG. Если I — левый (правый, двусторонний) идеал алгебры FG, то через It обо-
значим подалгебру алгебры FG, порожденную элементами вида x1...xt, где xi ∈ I;
известно, что It – это левый (правый, двусторонний) идеал алгебры FG.
В соответствии с [8], с. 39, всякий отличный от {0} левый идеал C в групповой
алгебре FG называется групповым кодом (FG–кодом) длины n(C) = |G|. Отметим,
что как левый идеал код является также левым FG–модулем. Пусть < ·, · > —
невырожденная симметрическая F-билинейная форма на FG, которая однозначно
определяется условием: для любых g(∈ G) и h(∈ G)
< δg, δh >=
{
1, если g = h,
0, если g 6= h.
Если C — произвольный FG-код, то множество
C⊥ = {x ∈ FG | ∀z ∈ C < x, z >= 0}
является FG-кодом (см. [8], теорема 1.6.5c) и называется дуальным кодом к коду C.
Для групповых кодов с целью их применения в борьбе с помехами в системах
передачи данных необходимо, разумеется, задать правило кодирования. Пусть C —
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групповой код размерности k = k(C), C ⊆ FG, B(C) := {1; ...; k} – базис кода C,




αi,gδg, αi,g ∈ F.
Тогда при кодировании произвольному информационному вектору s = (s1, ..., sk)

















Для определения порождающей матрицы G(C) группового кода C(⊆ FG) необходи-
мо задать линейный порядок на множестве элементов группы G и, таким образом,
на базисе B. Тогда строками порождающей матрицы G(C) будут являться элемен-
ты базиса B(C), представленные в виде упорядоченных наборов коэффициентов
в формальных суммах вида (7), а столбцами этой матрицы будут векторы вида
(α1,g, ..., αk,g), g ∈ G. Другими словами, порождающая матрица G(C) – это матрич-
ное представление базиса B(C) через базис B групповой алгебры FG. Аналогично
можно определить и проверочную матрицу H(C), совпадающую с G(C⊥).
Напомним, что пересечение всех максимальных левых идеалов F–алгебры A на-
зывается радикалом RadA (см. [8], с.69); RadA — пример группового кода. Так как
степень левого идеала — левый идеал, то и (RadA)t – групповой код.






порожденный множеством X. Следовательно, A ·X — тоже групповой код.
В заключение рассмотрим важное для дальнейшего семейство групповых кодов,
открытое С.Д. Берманом [5]. Пусть F = F2, ∆2,n – 2-группа порядка 2n, имеющая
представление в виде внутреннего произведения n подгрупп, каждая из которых
имеет порядок 2:
∆2,n =< g1 > ×...× < gn >, (11)
где для i = 1, ..., n, элемент gi – образующий элемент порядка 2, g2i = 1ˆ. Отме-
тим, что ∆2,n – это аддитивная группа поля F2n . Множество {h1; ...;hn} называется
минимальной системой порождающих элементов группы ∆2,n, если любой элемент
g(∈ ∆2,n) может быть представлен в виде g = ha11 ...hann , (a1, ..., an ∈ {0; 1}), и никакое
подмножество множества {h1; ...;hn} этим свойством не обладает [8]. В групповой
алгебре F2∆2,n Берманом построено семейство кодов, изоморфное семейству класси-
ческих кодов Рида–Маллера RM2(r, n). Приведем соответствующие конструкции.
В коммутативной групповой алгебре F2∆2,n, которая как F2–линейное пространство
изоморфна пространству F2n2 , кроме стандартного упорядоченного базиса
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(см. [8], с. 49) и зафиксируем лексикографическое упорядочение по степеням (δgi−1)
в этом базисе:
B0 = {1; (δg1−1); ...; (δgn−1); (δg1−1)(δg2−1); ...; (δg1−1)(δgn−1); ...; (δg1−1)...(δgn−1)}.
В F2∆2,n рассмотрим F2–подпространство RMt, порожденное множеством:
Bt :=
{






где t ∈ N. Из определения RMt вытекает, что
RMn = {0; (δg1 − 1)...(δgn − 1)}. (13)
Из вложения B0 ⊃ B1 ⊃ B2 ⊃ ... ⊃ Bn ⊃ {0} следует вложение F2∆2,n = RM0 ⊃
RM1 ⊃ RM2 ⊃ ... ⊃ RMn ⊃ {0}.
В [8] показано, что для любого t пространство RMt = (RM1)t и является идеалом
в F∆2,n, причем RM1 = RadF2∆2,n. Таким образом, для t = 1, ..., n пространство RMt




n и длины n(RMt) = 2n.
Так как код RMt является подпространством F2-пространства F2
n
2 , то для RMt мож-
но предъявить порождающую матрицу G(RMt), в которой k(RMt) строк и n(RMt)
столбцов. Для явного выписывания матрицы G(RMt) достаточно воспользоваться
упорядоченным базисом B пространства F2n2 и записать матричное представление
базиса Bt в базисе B. В работе [5] доказано, что для любого t код RMt естественно
изоморфен классическому коду Рида–Маллера RM2(n− t, n). В частности, отсюда
вытекает, что согласно [17], с. 203, RM⊥t = RMn−t+1. Далее эти коды будем называть
кодами Рида–Маллера–Бермана.
2.2. Декодирование групповых MLD–кодов
В классе MLD–кодов групповые MLD–коды играют особую роль. Именно, группа
G действует транзитивно по правилу (9) на базисных элементах из BG, поэтому
по декодирующему дереву для какого-либо одного базисного элемента BG можно
найти декодирующие деревья для всех остальных элементов из базиса. Построим
соответствующий алгоритм CloneTree.
Исходные параметры: G, WBb,rb,Lb [C], b′
Результат: WBb′,r′b,Lb′ [C]
WBb′,r′b,Lb′ [C] := WBb,rb,Lb [C];
Найти g(∈ G) такой, что (g,b) = b′;
для каждой метки p дерева WBb′,r′b,Lb′ [C] выполнять
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Так как C⊥ – идеал, то действие группы G по правилу (9) на элементах кода C⊥
не выводит за границы этого кода. Поэтому листья нового декодирующего дерева
на выходе алгоритма CloneTree будут принадлежать коду C⊥, при этом свойство
M -ортогональности в этом дереве не нарушается.
Все декодирующие деревья кода C можно построить по алгоритму MakeAllTrees.
Исходные параметры: G, WB1G ,r1G ,L1G [C]
Результат: WB(C)
WB(C) := ∅;
для каждого b ∈ BG выполнять




В силу алгоритма MakeAllTrees, все декодирующие деревья группового MLD-
кода C имеют одинаковую структуру, а отличаются только метками узлов. В этом
случае представления вида (5) и (6) совпадают. Таким образом, для применения
алгоритма декодирования Decoder3 для группового MLD-кода C достаточно иметь
одно декодирующее дерево WB1G ,r1G ,L1G [C], так как все остальные деревья строятся
алгоритмом MakeAllTrees.
Отметим, что коды Рида–Маллера–Бермана, рассмотренные в разделе 2.1., яв-
ляются групповыми MLD-кодами.
2.3. Индуцированные групповые MLD-коды
Пусть G — конечная группа, H — ее нормальная подгруппа, λ = [G : H] — индекс
подгруппы H в группе G. Группа G разбивается на множество непересекающихся
правых классов смежности {Hy}y∈Y , где Y = {y1 = 1ˆ; y2; ...; yλ}(⊂ G) — линейно
упорядоченная правая трансверсаль G по H. Групповая алгебра FG является сво-





Если BH = {δh}h∈H — базис в линейном векторном пространстве FH, то базис
BG = {δg}g∈G в FG представим в виде: BG = ∪λi=1BHδyi (см. (14)).
Рассмотрим FH–код N размерности k(N) = |B(N)| и длины n(N) = |H| с F-
базисом B(N) = {η1; ...; ηk(N)}, ηi =
∑
h∈H βi,hδh; пусть WC(N) – множество декоди-
рующих деревьев кодаN , например, построенное с помощью алгоритма MakeAllTrees.
В силу [8], с. 84, код FG · N как левый FG–модуль изоморфен тензорному про-
изведению FG ⊗FH N(⊆ FG), определенному в [16], с. 80, при этом размерность
k(FG ⊗FH N) = |Y |k(N), а длина n(FG ⊗FH N) = |G| и совпадает с |Y |n(N). Этот
изоморфизм является также F–изометрией относительно метрики Хемминга. Гово-
рят, что код FG ⊗FH N индуцирован кодом N . Из определений вытекает, что базис
индуцированного кода состоит из векторов (функций) вида:
κi,j = ηiδyj , i = 1, ..., k(N), j = 1, ..., λ.
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Введем линейное упорядочение на базисных векторах индуцированного кода: κl :=
κi,j, где l = i + (j − 1)k(N). Рассмотрим две такие вспомогательные функции
i : {1; ...; k(N)λ} → {1; ...; k(N)} и j : {1; ...; k(N)λ} → {1; ...;λ}, что i(l) + (j (l) −
1)k(N) = l. Эти две функции позволяют переходить от одинарной нумерации ба-
зисных векторов к двойной. Тогда информационному вектору s = (s1, ..., sk(N)λ)(∈























Таким образом, при фиксированном h(∈ H) вычисляются λ коэффициентов кодо-
вого вектора c = (c1, ..., cn(N)λ) при базисных элементах δhy1 , ..., δhyλ :
cδhyv =
〈
(s1+(v−1)k(N), ..., svk(N)), (β1,h, ..., βk(N),h)
〉
v = 1, ..., λ,
где 〈a,b〉 — скалярное произведение векторов a и b. Пусть χ = |H|. Занумеруем
элементы подгруппы H: H = {h1; ...;hχ}. Тогда можно упорядочить базис алгебры
FG так, что кодовый вектор c можно представить в виде:
c = (c1||...||cλ), ci = (cδh1yi , ..., cδhχyi ) ∈ N, i = 1, ..., λ, (15)
где (a||b) — приписывание вектора b справа к вектору a. Итак, если G(N) – порож-
дающая (k(N)×n(N))-матрица кода N , то кодирование для индуцированного кода
представимо в виде умножения вектора длины k(N)λ на матрицу вида:
G(FG ⊗FH N) =

G(N) O ... O
O G(N) ... O
... ... ... ...
O ... ... G(N)
 , (16)
где O – нулевая (k(N)× n(N))-матрица. Из представления (16) порождающей мат-
рицы индуцированного кода вытекают доказанные в [8] равенства: dmajBG(FG·N) =
dmajBH(N) и distBG(FG·N) = distBH(N). Вид (16) порождающей матрицы позволяет
построить алгоритм мажоритарного декодирования Decoder4.
Теорема 1. Пусть H – нормальный делитель группы G, N(⊆ FH) – групповой
MLD-код, FG ⊗FHN(⊆ FG) – индуцированный код. Тогда алгоритм Decoder4 гаран-
тированно исправляет любые ошибки веса не более bdmajBH(N)/2c.
Доказательство. Так как, по условию, вес ошибки не более bdmajBH(N)/2c, то
в представлении (17) каждый вектор vi имеет вид: vi = ci + ei, где wBH(ei) ≤
bdmajBH(N)/2c, ci ∈ N (см. (15)). Тогда, по лемме 3, алгоритм Decoder3 гаранти-
рованно восстановит вектор ci для всех i = 1, ..., λ.
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Исходные параметры: H – нормальный делитель группы G, WC(N) –
множество декодирующих деревьев группового
MLD-кода N(⊆ FH), H(N) – проверочная матрица
кода N , v = (v1, ..., vk(N)λ) – принятый вектор, W –
максимальный вес ошибки в векторе v
Результат: c′(∈ FG ⊗FH N) – результат декодирования
Представить вектор v в виде конкатенации λ векторов:
v = (v1||...||vλ), vi ∈ Fn(N), i = 1, ..., λ; (17)
j := 1, ω := 0, exit := 0;
до тех пор, пока j ≤ λ и exit = 0 выполнять
если ω ≥ W тогда
exit := 1;
i := j до тех пор, пока i ≤ λ выполнять
c′i := vi;
i := i+ 1;
конец цикла
иначе
если viH(N)> = 0(∈ Fn(N)) тогда








j := j + 1;
конец цикла
возвратить c′ := (c′1||...||c′λ)
Алгоритм 7: Decoder4
Отметим, что у индуцированного кода FG · N отношение размерность/длина
равно значению аналогичного отношения для кода N , при этом отношение коли-
чества исправляемых ошибок кодом FG · N к длине кодового слова уменьшается
в λ раз по отношению к аналогичной характеристике кода N . Это, в частности,
означает, что если в канале передачи данных ошибки группирующиеся, то деко-
дер Decoder4 с большой вероятностью ошибется при весе ошибки, большем чем
bdmajBH(N)/2c. Если же заранее известно, что вес группирующейся ошибки не бо-
лее bdmajBH(N)/2c, то для ее исправления в алгоритме Decoder4 (с входным па-
раметром W = bdmajBH(N)/2c) потребуется применить алгоритм Decoder3 не бо-
лее двух раз, что может заметно увеличить скорость декодирования блоков длины
n(N)λ. С другой стороны, если ошибки равномерно распределены по всему кодово-
му вектору длины n(N)λ, то алгоритм Decoder4 может исправить помехи веса до
λ bdmajBH(N)/2c. Поэтому алгоритм Decoder4 может быть применим для борьбы
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с группирующимися ошибками веса до λ bdmajBH(N)/2c, если кодовые слова пе-
ред поступлением в канал подвергаются перемежению (скремблированию). Таким
образом, на основе кода N и декодера Decoder4 можно строить наборы кодов для
подстраивания под помеховую обстановку в канале передачи данных. Далее приво-
дится пример кодов, индуцированных кодами Рида–Маллера–Бермана RMt.
3. Групповые MLD-коды типа Рида–Маллера–Бер-
мана
3.1. Групповые коды на группе Aff(F2n), индуцированные ко-
дами Рида–Маллера–Бермана
Рассмотрим группу аффинных преобразований G = Aff(F2n) одномерного линейного
пространства F2n , элементами которой являются преобразования вида:
ϕα,β : F2n 3 x→ αx+ β ∈ F2n , (α, β ∈ F2n , α 6= 0, n > 1).












Далее группу G и группу матриц будем отождествлять. Единичный элемент этой

















Несложно проверить, что для любых g1, g2 ∈ G найдется элемент g3(∈ G) такой, что
при его действии на функцию δg1 получается функция δg2 (см. (9)). Таким образом,
группа G действует транзитивно на базисе BG групповой алгебры FG по правилу
(9). Рассмотрим подгруппу
H = {ϕ1,β|β ∈ F2n} (18)
группы G. Легко видеть, что H – нормальная подгруппа группы G, изоморфная
группе ∆2,n. Пусть
ς : F2∆2,n → F2H (19)
— изоморфизм групповых алгебр, индуцированный изоморфизмом групп ς ′ : H →
∆2,n, определенным равенством ς ′(ϕ1,β) = β. Так как H — нормальная подгруппа
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группы Aff(F2n) и |Aff(F2n)/H| = 2n− 1 не делится на char(F2) = 2, то, согласно [8],
с. 74,
(RadF2Aff(F2n))t = F2Aff(F2n) · (RadF2H)t.
Таким образом, в силу изоморфизма (19) получаем:
F2Aff(F2n)⊗F2H ς(RMt) ∼= (RadF2Aff(F2n))t = F2Aff(F2n) · ς(RMt).
Отметим, что размерность индуцированного кода F2Aff(F2n)⊗F2H ς(RMt) равна
(2n − 1)∑ni=tCin, длина равна 2n(2n − 1), а порождающая матрица имеет вид (16),
где N = RMt.
3.2. Декодирование кодов RMt и F2Aff(F2n)⊗F2H ς(RMt)
Приведем сначала алгоритм построения декодирующих деревьев для кодов Рида–
Маллера. Отметим, что код RMn имеет вид (13), RM1 = RM⊥n и
M = {δg − 1 : g ∈ ∆2,n, g 6= 1ˆ} ⊆ RM1.
Множество M является M -ортогональным относительно базисного элемента 1(∈
B∆2,n), поэтому для 1 можно построить декодирующее дерево WB1,2n−1,1, состоя-
щее из двух уровней. Несложно видеть, что группа ∆2,n по правилу (9) действует
транзитивно на каноническом базисе B∆2,n групповой алгебры F2∆2,n. Код RMt яв-
ляется идеалом в F2∆2,n, поэтому он также является и F2∆2,n-модулем, то есть
действие любого элемента α(∈ F2∆2,n) на функцию из RMt не выводит за границы
RMt. Тогда для любого базисного элемента b ∈ B∆2,n декодирующее дерево кода
RMn можно построить по дереву WB1,2n−1,1, используя алгоритм CloneTree:
WBb,rb,Lb [RMn] := CloneTree(∆2,n,WB1,r1,L1 [RMn],b).
Таким образом, dmajB∆2,n (RMn) = distB∆2,n (RMn)− 1.
В [8] без обоснования показано, как для 1 ≤ t < n и 1 ∈ B∆2,n декодирующее
дерево RMt может быть построено по декодирующему дереву для кода RMt+1. Ниже
построим соответствующий алгоритм и приведем обоснование. Нам понадобятся два
простых естественных алгоритма. Первый алгоритм, MakeGenSystem, по элементу
p(∈ F2∆2,n) вида
p = (δh1 − 1)...(δhs − 1), (20)
где Sp = {h1; ...;hs} — подмножество некоторой минимальной системы порожда-
ющих элементов, достраивает Sp до, вообще говоря, другой минимальной системы
порождающихMp = {h1; ...;hs; f1; ...; fn−s} и возвращаетMp\Sp. Отметим, что для
p 6= p′ в общем случае Sp 6= S ′p иMp 6=M′p. Второй алгоритм, MakeGroup, по про-
извольному подмножеству S группы ∆2,n строит подгруппу < S > в виде списка.
Теперь приведем алгоритм MakeRMWBTree для построения декодирующего де-
рева кода RMt с корнем 1 по декодирующему дереву кода RMt+1 с тем же корнем.
Теорема 2. Алгоритм MakeRMWBTree по декодирующему дереву
WB1,2t+1−1,L1 [RMt+1] строит декодирующее дерево WB1,2t−1,L1+1[RMt].
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Исходные параметры: t(∈ {1; ...;n− 1}), дерево WB1,2t+1−1,L1 [RMt+1],
каждая метка p которого на уровне L1 имеет вид
(20), где s = n− (t+ 1) + 1
Результат: дерево WB1,2t−1,L1+1[RMt]
WB1,2t−1,L1+1[RMt] := WB1,2t+1−1,L1 [RMt+1];
для каждой метки p на уровне L1 в дереве WB1,2t−1,L1+1[RMt] выполнять
на уровень L1 + 1 добавить 2t − 1 вершину и соединить
их с вершиной, имеющей метку p;
добавленным вершинам однозначно присвоить метки




Доказательство. Для доказательства теоремы достаточно показать, во-первых, что
в дереве WB1,2t−1,L1+1[RMt] на один уровень больше, чем в WB1,2t+1−1,L1 [RMt+1], во-
вторых, что листья дерева WB1,2t−1,L1+1[RMt] принадлежат коду RM
⊥
t = RMn−t+1
и, в-третьих, что в алгоритме для каждой вершины на уровне L1 строится M -
ортогональное множество.
Первый факт очевиден. Вновь добавленные узлы на уровне L1+1 имеют метки,
представленные в виде произведения n−(t+1)+1+1 = n−t+1 различных функций
вида (δh−1), h ∈ ∆2,n. В [8], c. 73, доказано, что код RMt содержит все элементы вида
(δh1 − 1)...(δhs − 1), где s ≥ t и h1, ..., hs ∈ ∆2,n. Таким образом, метки добавленных
узлов принадлежат RMn−t+1. Покажем, что строятся M -ортогональные множества
для вершин на уровне L1. Пусть p имеет вид (20), h ∈Mp\Sp. Так как поле F2, то
−1 = 1. Следовательно,
suppB∆2,n (p(δh − 1)) = suppB∆2,npδh + p.
Учитывая, чтоMp – система порождающих группы ∆2,n, то
suppB∆2,n (pδh) ∩ suppB∆2,n (p) = ∅. (22)
Отметим, что из свойств системы порождающих следует, что равенство (22) выпол-
няется и в случае, когда h ∈<Mp\Sp >. Поэтому для различных h, g ∈<Mp\Sp >
получим:
suppB∆2,n (p(δh − 1)) ∩ suppB∆2,n (p(δg − 1)) = suppB∆2,n (p).
Из (1) следует, что для каждой вершины на уровне L1 строится M -ортогональное
множество.
Так как RMt — групповой MLD-код, то множество всех декодирующих деревьев
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Рассмотрим групповой код F2Aff(F2n)⊗F2Hς(RMt). Предъявим конструкцию пра-
вой трансверсали группы Aff(F2n) по подгруппе H вида (18). Пусть {Hg} – множе-
ство классов смежности фактор–группы Aff(F2n)/H. Рассмотрим подгруппу





: α 6= 0} (23)




Отметим, что группа Aff(F2n) не изоморфна прямой сумме H ⊕ Y . Построенная






Таким образом, для декодирования кода F2Aff(F2n) ⊗F2H ς(RMt) может быть при-
меним алгоритм Decoder4.
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We consider a problem of constructive description and justification of the algorithms necessary for
a practical implementation of the majority decoder for group codes specified as left ideals of group
algebras. In addition to the algorithms needed to implement a classical decoder of J. Massey, it is
built a generalization of the classical decoder for codes with unequal protection of characters, which in
some cases could be better than the classic one. For use as a classical decoder of J. Massey and its
generalization to group codes it was developed an algorithm for constructing decoding trees that lie at
the core of these algorithms for majority decoding. Because group codes are defined as left ideals of
group algebras, the decoding algorithm for constructing decoding trees allows to build all decoding trees
from one tree. On the basis of the generalized decoding algorithm it was developed an algorithm for
decoding group codes induced on the subgroup. Application of the developed decoders was illustrated
by an example of Reed-Muller-Berman codes and group codes induced by them on a non-Abelian group
of affine transformations. In particular, for Reed–Muller–Berman code description and justification of
the algorithm for constructing one decoding tree are provided. This three is used for constructing all
decoding trees and then it is a built decoder for Reed-Muller-Berman codes and codes induced by them.
Keywords: majority decoder, group algebra, group codes, Reed–Muller–Berman Codes
For citation: Deundyak V.M., Kosolapov Y.V., "Algorithms for Majority Decoding of Group Codes", Modeling and
Analysis of Information Systems, 22:4 (2015), 464–482.
On the authors: Deundyak V.M., orcid.org/0000-0001-8258-2419, PhD,
FGNU NII "Specvuzavtomatika",
51 Gazetniy lane, Rostov-on-Don, 344002, Russia, e-mail: vlade@math.rsu.ru,
Kosolapov Y.V., orcid.org/0000-0002-1491-524X, PhD,
South Federal University,
105/42 Bolshaya Sadovaya Str., Rostov-on-Don, 344006, Russia, e-mail: itaim@mail.ru
