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Abstract  
 The paper describes a novel parametric excitation scheme that acts as a tunable amplifier by 
controlling two pumping signals and two nonlinear feedback terms. By modulating the stiffness of 
a mechanical oscillator with a digital signal processor, low frequency inputs are projected onto a 
higher resonance frequency, thus exploiting the natural selective filtering of such structures. 
Described is an optimized dual-term nonlinear stiffness resonator that enhances the input signal level 
and the sensitivity to changes in both amplitude and phase, while limiting the obtained response to 
desired levels. This amplifier is geared to cases when the frequency of the input is known or 
measurable, like in rotating structures, while the amplitude and phase are too weak to be detected 
without amplification. It is shown that by tuning the cubic and quadratic feedback terms, the 
amplifier benefits from a nearly linear response behavior, while exploiting the benefits of nonlinear 
and pumping signal enhancements. 
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1 Introduction 
  Parametric excitation (pumping) can be effective in signal amplification while 
squeezing noise [1], and can be highly frequency selective [2] .To achieve sufficient 
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amplitudes, principal parametric resonance is commonly employed, and the 
pumped systems are operated close to the linear instability [3–6]. Nonlinear 
stiffness terms are considered to prevent excessive amplitude growth [7]. In order 
to amplify a harmonic non-resonant signal, additional pumping term is added to 
project its energy onto the resonance, thus amplifying the signal [8–13]. It has been 
shown that when only cubic nonlinearity is considered, the largest response levels 
appear at a close but different frequency than the ones exhibiting highest sensitivity 
[12]. By adding a quadratic nonlinear term, the response curve can be tuned, such 
that high sensitivity is achieved at close or identical frequency as principal 
parametric amplification. 
  Single degree of freedom (SDOF) systems consisting nonlinear stiffness terms can 
exhibit a wide range of dynamical phenomena, as has already been reported by 
several researchers [7–10, 14–27]. Models describing continuous systems with 
multiple modes of vibration can still be adequately described as SDOF system with 
quadratic and cubic nonlinear terms, under specific operating conditions (e.g., 
Nayfeh and Lacabonara [14, 15]). The dynamic response of nonlinear systems to 
various external excitations was studied both numerically and analytically using 
various perturbation methods, [7, 16, 17] and their dynamical response to different 
parametric excitations was also studied [18–21] using diverse asymptotic methods. 
Additionally, the combined effect of external and parametric excitations was 
considered in prior studies [8–10, 12, 13, 22–27]. Nayfeh et al [28–30] extensively 
studied the influence of the various system parameters on the response of a SDOF 
system consisting quadratic and cubic nonlinear stiffness terms to different 
parametric excitations. In the majority of the works, the nonlinear terms have a 
physical reasoning, such as initial curvature leading to quadratic nonlinearity, and 
extension of the neutral axis leading to cubic nonlinearity [27, 31, 32]. In the present 
work, on the other hand, a linear system is considered and the nonlinearities are 
introduced in a controlled manner to achieve the desired amplifier dynamic 
behavior. 
  Amplifiers are widely used in different fields of engineering, and their role is to 
increase physical signals well above the noise floor, to achieve good signal to noise 
ratio. Because they are used to amplify various signals, (e.g., voltage, current, 
displacement, force) different amplification principles are utilized, and it has been 
shown that low loss mechanical amplifiers can outperform their electronic 
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counterparts [33]. Moreover, linear amplifiers which are parametrically excited, 
also known as pumped, and operate near the principal parametric resonance [14] 
theoretically have infinite gain, because their response is unbounded by linear 
damping. In practice, the amplitude is bounded by nonlinear effects [18] or 
mechanical failures if large amplitudes evolve [34].  
  Although parametric amplifiers produce large amplitudes they are usually narrow 
banded, more than their equivalent linear resonators, therefore suitable for 
predetermined frequencies. To extend the parametric amplifier bandwidth a 
modified scheme was suggested by Dolev and Bucher [8–11]. According to the 
scheme, the amplifier is being pumped at two frequencies  ,a b  , while the input 
signal to be amplified is the external force, whose frequency 
r  is assumed to be 
much lower than the natural frequency 
n . The various frequencies are 
algebraically related to each other according to  2 2a b r n      . The scheme 
utilizes the principal parametric resonance  2a n   to produce large amplitudes 
and the combination resonance,  b n r     to achieve sensitivity with respect 
to the external force. This scheme was verified numerically and validated 
experimentally for a SDOF system [9, 10], and a MDOF system [11, 12], when only 
cubic nonlinearity was considered. Furthermore, the scheme was used to project 
unbalance forces onto rotating system normal modes [12, 13] while it was rotated 
much slower than the critical speeds. This novel procedure allowed to balance the 
system without rotating it at dangerously high speeds. Indeed, large amplitudes 
were produced, however accurate tuning of the amplifier parameters to a fraction 
of 0.1Hz, was required to achieve satisfactory sensitivities. The tuning procedure is 
not trivial because the response is extremely narrow banded, especially when the 
damping is low. Accordingly, the parameters should by tuned with high precision, 
which required a lengthy and iterative process. 
 
1.1 Improving the amplifier’s performance 
  To increase the sensitivities and allow more flexibility in the parameters tuning 
process, it was suggested to add a quadratic nonlinearity to the feedback term, 
which allows to shape the backbone curve [28]. It is known that the cubic 
nonlinearity has either stiffening or softening effect on the frequency response, 
depending on its sign, while the quadratic nonlinearity has only a softening effect. 
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It was shown by Nayfeh [28], that by utilizing both nonlinearities, an equivalent 
nonlinearity may be considered. Thus, proper tuning of the nonlinear terms may 
lead to softening, hardening or near linear response, when small amplitudes are 
considered. The quadratic nonlinearity addition allows more flexibility in the 
selection of the amplifier parameters, which produce the desired dynamic response, 
i.e., large amplitude and high sensitivities. In what follows, it is shown that when 
the equivalent nonlinearity is tuned to zero, the amplification and sensitivities are 
proportional to each other, and may approach infinite values. In contrast, when the 
equivalent nonlinearity differs from zero or when only cubic stiffness is considered, 
the sensitivities have a finite maximal value, while the amplification is theoretically 
infinite. 
  In summary, the lumped parameters model of the considered parametric amplifier 
is depicted in Fig. 1, and its governing equation of motion is 
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The amplifier is characterized by a point mass m , linear viscous damping c , linear 
stiffness 
1k , quadratic stiffness 2k , cubic stiffness 3k , being pumped at frequencies 
a  and b  with the appropriate pumping magnitudes a  , b  and corresponding 
phases 
a , b . The amplifier is fed by an external force with amplitude F , 
frequency 
r  and phase r .  
 
Fig. 1 A SDOF parametric amplifier with quadratic and cubic controlled nonlinearities 
 
  The proposed scheme is designed to enhance the amplification, while keeping the 
sensitivity to the external force amplitude and phase, high. Most important is the 
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ability to shift some of the external force energy at frequency 
r  to the designated 
natural frequency, 
n ,  when natural amplification takes place. 
  The paper begins with the analytical solution of the governing equation of motion. 
Afterwards, the linear system’s stability is analyzed by seeking the transition hyper-
plane in the controlled parameter domain. The following section deals with the 
response sensitivity to the various parameters. The insights are then implemented 
to suggest a parameters tuning scheme for the desired optimal amplifier response. 
Next, the analytical solution is compared to numerically simulated results with good 
agreement, and lastly a summary and conclusions are provided. 
 
2 Approximate analytical solution  
  In order to understand the role of the nonlinear terms and to analyze their effect, 
an asymptotic solution based on the multiple scales approximation is derived. To 
begin the analysis, first the governing equation of motion, Eq. (1), is transformed 
to the following form: 
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Whereas, /     .  
  If the amplifier is lightly damped, a small dimensionless damping parameter can 
be defined as  ˆ~ 1O  . Additionally, small amplitudes are assumed, therefore 
the following transformation is defined: 
 2y x .2  (3) 
Eliminating y  from Eq.(2) via Eq.(3) and reordering it yields: 
 
     
2 3
3
2
2
2 2 4 2
2 2 3 3
cos
2 cos cos
ˆ ˆ ˆ ˆ, , , , .
r r
a a a b b b
x x P x
x x x
P P
   
        
            
      
      
    
  (4) 
                                                 
2 The latter transformation is chosen according to results which were previously achieved and 
measured in experiments [9]. 
6 
A second order uniform solution is sought using the method of multiple scales [7, 
17] in the form 
        20 0 1 2 1 0 1 2 2 0 1 2, , , , , , ,x x x x               .  (5) 
Here, 
0   is the fast times scale associated with changes occurring at frequency 
close to the natural frequency, now scaled to unity. The slow time scales, 
1 
and 22    are associated with amplitude and phase modulations due to the 
damping, nonlinearities, and resonances.  
  The first and second derivatives of  ,x    with respect to   are: 
      2 30 0 1 0 0 1 2 0 1 1 0 2D x D x D x D x D x D x Ox           (6) 
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whereas, the notation , ji j ix D x  is adopted.  
  Eliminating x  and its temporal derivative from Eq.(4) via Eqns.(5)-(7), and 
collecting terms of the same powers of  , one obtains: 
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The solution of Eq.(8), expressed in a complex form, is given by: 
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Whereas, cc stands for the complex conjugate of the preceding terms. To update the 
solution up to the next order (i.e., 
1x ), Eq.(11) is substituted into Eq.(9). Any 
particular solution of the resulting equation contains secular terms and small-divisor 
terms when 2, 1, 2a a r b        and 1b r   . According to the scheme 
[10] mentioned in Section 1 the pumping frequencies are tuned as 2a   and
1b r   . Therefore, two detuning parameters a  and b  are introduced to 
convert the small-divisor terms into secular terms according to 
 2 , 1a a b r b        .  (12) 
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Once Eqns.(11) and (12) are substituted into Eq.(9), one can eliminate the terms 
producing secular terms in 
1x , by enforcing: 
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whereas, A  is the complex conjugate of A , and the particular solution of Eq.(9) 
becomes: 
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To approximate the solution up to the second order, 
2x , Eqns.(11), (12) and (14) 
are substituted into Eq.(10), while the terms 
1D A  and 
2
1D A  are eliminated via 
Eq.(13). Eliminating the secular terms in 
2x  yields: 
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It can be shown that Eqns.(13) and (15) are the first two terms in a multiple scales 
analysis of: 
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Substituting the polar form: 
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into Eq.(16) and separating into real and imaginary parts, yields: 
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 
  
    
 
 
     
  
   
 
    
    
 





  (19) 
To transform Eqns.(18)-(19) to an autonomous system, the following functions are 
defined: 
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  2 , , .a b a ba b ab                 (20) 
Differentiating Eq.(20) with respect to   yields: 
  2 , , .a ba b bb aa                    (21) 
Seeking the steady-state solution, thus 0a b ab       , and from Eq.(21): 
  
1
2
a b a b           ,  (22) 
therefore, the following is defined: 
 
1 1
, .
2 2
b a b ab a             (23) 
Substituting Eqns.(20) and (23) into Eqns.(18)-(19), and solving for the steady-
state, one sets 0a    , and the equations reduces to: 
:  
   
   
 
 
  
  
 
  
 
0
02
0
2 22 22
22
0
3 2
0
2
2
02
0 cos
si
1 cos
1
2
4
4 1
1
7 4
c
n
os
16 3 1
2 63
3
64 2 4 3 1 4
a a
b b r
r r
b b r
r
a b r r
a b r
r r
ra b
r r r
a
a
  
     
    
 
   
 






 
 
 
  
 
  
    
  

 
    
  
  
 
    
  
   
  
     
     
 
2
2
03
0
353
8 12
a
a


 
 
 
 
  
   
  

  (24) 
:  
   
   
 
 
  
  
 
0
0
02
0
0
2
0
1 sin 2
1
2
4
4 1
1
7 4
sin .
16 3 1
0 sin
cos
a a
b b r
r r
b b r
r
a b r r
a b r
r r
a
a
   
      
   
 
   


 
 
 
   
 
  
   
 
    
  
  
 
    
 
 
  

   

  (25) 
Whereas, the subscript 0 denotes the steady-state solution. 
  The steady-state amplitude, 
0a , as a function of the steady-state phase, 0 , can be 
obtained from Eq.(25): 
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    
 
    
     
         
2
0
0 0
0
1
0
4 3 13 cos
7 4 sin
1
4 2 3 1 sin
4 3 1 1 4 1 sin 2 .
r r r b r
b a r r a b r
r
r r b r
r r r a a
a
   
      
   
    

      
 
           
    
           
         
  (26) 
Eliminating 
0a  from Eq.(24) via Eq.(26), the steady state phase can be computed 
from a nonlinear transcendental equation. The latter can be cast in an efficient 
numerical form, by converting the transcendental equation to a tenth order 
polynomial using a similar procedure described in Appendix A in [10]. 
 0
5
2
2 2
0
0, e , .
in
n n
n
z z


       (27) 
Once 
0a  and 0  are obtained, according to Eq.(5) the steady-state solution is: 
 
   
 
 
 
 
 
0
2
2
0 0 1
0 0
0
0 0
4
s
cos 2 cos
2
cos 2 cos
2
AOT
cos cos AOT
in cos
1
,
2
2 2
a
r r
a
r r
r b
br
r r
r b b
a
r r r
x a x O
a
a
a
a


     
   
   
  


 
         
 
 
      
 
 
       


  
    
 
      
 
  (28) 
whereas, AOT stands for All Other Terms. 
2.1 Discussion 
  The steady-state approximate response of the nonlinear, parametrically excited 
amplifier was obtained analytically up to the second order, when two harmonic 
terms, / 2a  and r , are of interest. To this approximation, the quadratic and cubic 
nonlinear terms have a combined effect as can be seen in Eq.(16), and an equivalent 
nonlinearity can be defined as 
 23 2
10
3
3
e   .  (29) 
When 0e  , the nonlinearity is of the hardening type, and when 0e   it is of the 
softening type [35]. By tuning the cubic term as 23
210 / 9  , the effective stiffness 
is nullified and the system behaves linearly up to the order of 2 . It is worth noting, 
that the nonlinear terms also influence the response via the term 
11 
    2 2 2 23 22 3 2 6 / 4r r A      in Eq.(16). However, in Section 4 it is shown 
that this term has a negligible effect on the response. 
  By solving the Eq.(27), it was found that at steady-state the system may have up 
to five different solutions at the same frequency. A stable trivial solution for which  
0 0a   does not exist due to the external force. The steady-state solutions stability 
is determined in a standard procedure [7, 28] by determining the behavior of the 
linear solutions of Eq.(16). Furthermore, a maximum of three stable solutions may 
exist at a given frequency. 
  Because the system acts as an amplifier, it is important to understand when large 
amplitudes can be produced. Therefore, one can define the criterion and a threshold 
value, 
th . 
 4 th a    ,  (30) 
for which the denominator of Eq.(26) can become null. In addition to the 
amplification capability, the amplifier sensitivities to the input signal amplitude and 
phase are important. The improved sensitivities may be downgraded or even lost if 
the principal parametric resonance overly dominates the response. Accordingly, the 
pumping magnitude should be set close to the threshold. 
  In a previous work, it was observed that even when 
a th   large amplitudes were 
produced. A possible reason is that the second pumping frequency  b  , having a 
different pumping amplitude, shifts the linear stability boundary as it feeds power 
into the system. It is important to find this boundary, since efficient operation is 
obtained while working in its vicinity. In the following section, the exact linear 
stability boundary is found for the case of two pumping frequencies and external 
forcing. 
3 Stability regions of the linear system 
  The stable and unstable regions of the linear system are separated by hyper-
surfaces that depend on the externally governed parameters. In order to compute 
these separating surfaces when the frequencies are tuned according to Eq.(12),  the 
method of multiple scales is employed once more. Following a similar procedure 
to the one described in Section 2, one should analyze the following, which is 
identical to Eq.(16) without the nonlinear terms  2 3,  : 
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     
    
    
  
  
2
2
2
2 2
2
1
2 1 e
2
4 1
2 e
1
7 4 e
16 3 1
3
32 2 3 1
1
4
0.
a
b r
a b r
i
a
r r i
b
r
i
a b r r
r r
a b
r r
i A A A
i
A
 
  
   

  

 

 
 
 


 
  
   
  
  
 
    

   
 
      
 
  
 
 
 
 
 
  
 
 
 
  (31) 
To obtain the solution of Eq.(31) one can write 
       eir iA B iB
    ,  (32) 
and separate Eq.(31) into real and imaginary parts: 
:  
    
  
   
   
      
     
      
2
2
2 2
1
1 sin 4
4
3 16 2 41
3 1
64
16 1 cos
32 3 1 1
1 7 4 cos
4 3 2 1 cos
4 3 4 1 sin
a a i
r r r
a a
b
r r r
a r r r a b r
r r b r
r r r b r
i
b
a
B B
B
    
 
   

  
 
    
  
  
 
   
              
  
   

     
       
     
    
 
  




 
 
 
  
  
  
  
  
     (33) 
:
  
   
    
   
      
     
  
2
2 2
2
2
3 16 2 41
3 1
64
16 1 cos
1
1 sin 4
4
32 3 1 1
1 7 4 sin
4 3 2 1 sin
4 3 13 cos
b
a
r r
a a
a a
b
r r r
a r r r a b r
r r b r
r
r r b
r
r
iB B
B
 
   

  
    
 
    
  
 
  
            
 
 
 
    
 

     
       
     
  
 
 
 
   
 
  
 r
 
 
 
  
  
  
  
         (34) 
Equations (33)-(34) can be written as the following differential equations: 
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i i
r r
B Ba b e
B Bc d f
      
              
,  (35) 
whose solution can be expressed as: 
 1 2 1 2
1 2 1 21 2
e e , e er r r i i iB b b b B b b b
             .  (36) 
Here, the b  terms are constants and 1  and 2  are the eigenvalues, such that 
 
1 2 1 2,ad bc a d        .  (37) 
The solution’s stability is determined by the real part of the eigenvalues,  . To 
find the stability transition hyper-surface, it is sufficient that one of the eigenvalues 
equals zero while the real part of the other one is non-positive. If one of the 
eigenvalues is set to zero, the other one must be real and negative, because 
 , , ,a b c d   and 2a d    . Therefore, to compute the transition surfaces it 
is sufficient to check when does the determinant becomes null. The determinant can 
be written as a second order polynomial in  : 
      22 1 0, , , , , , , , , , 0a r a r b a r bF F F                 .  (38) 
The functions F  and the stability transition hyper-surface are provided in 
Appendix A, Eqns. (44) and (45). 
  Choosing typical values for the parameters 0.1r  , 2   and 0.01   (i.e., 
ˆ 2%  ), one can plot the computed transition surface as is shown in Fig. 2(a)-(c); 
Fig. 2(d) was computed for 0.3r  . Observing Fig. 2, one can clearly see that the 
stability depends on the detuning parameter  , and both pumping magnitudes a  
and 
b . The damping related parameter   and the external force frequency r  also 
influence the stability transition surfaces. For lower values of damping, lower 
pumping magnitudes are required for the system to become unstable, in a similar 
manner to its effect on the Mathieu equation (e.g., [7]). The external force 
frequency, 
r , affects the ratio between a  and b  leading to instability, as can be 
seen by comparing Fig. 2(c) and (d). When 
r  is increased, b is reduced 
according to Eq.(12), therefore less power is pumped into the system via the term
 cosb b bt x   . Therefore, when r  is increased, larger values of a  are 
required for the system to become unstable for a given value of 
b . Additionally, 
from Eq.(38) one can witness that the phases do not influence the stability. 
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Fig. 2 Stability transition hyper-surfaces – above the surfaces the system is unstable, while below it 
is stable, and the curve depicts the crest’s centerline. (a)-(c) shows different projections of the same 
surface computed for 0.1, 2, 0.1r      , and (d) shows a surface computed for
0.3, 2, 0.1r      . 
 
  It is clear from Fig. 2(b) that the maximum value of 
a  leading to instability is th
, and as 
b  is increased, lower values of a  are required. Moreover, the minimum 
value of 
a  as a function of b  leading to instability is depicted in Fig. 2 by the 
curve at the center of the crest, and it is calculated from Eq.(45) in Appendix A, by 
equating 
1 2  . This curve is given by: 
       6 4 26 4 2 0, , , , , , , , 0.r a r b a r b a rG G G G                    (39) 
The functions G  are also provided in Appendix A, Eq.(46), and the solution of 
Eq.(39) yields a single real valued curve, which is omitted for brevity. This is the 
improved criterion for selecting the pumping magnitudes, and is favored over 
Eq.(30). 
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4 Parameter sensitivity analysis 
  The underlying assumption is that the external force frequency 
r  is known, but 
its amplitude and phase are not. It is assumed that the external force is weak and 
possibly buried in wideband noise, therefore accurate identification of its amplitude 
and phase requires selective amplification. To achieve the desired amplified 
response, proper tuning of the amplifier parameters needs to be carried out. 
Therefore, to better understand the influence of each parameter on the amplitude 
0a , and sensitivities 0 /a P   and 0 / ra    are required. A closed form expression 
for the approximate amplitude 
0a  was derived in Section 2, and closed form 
expressions for the amplifier sensitivities are provided in Appendix B. 
  For the analysis, the following non-dimensional parameters were chosen: 
 
32, 0.01, 4, 5, 2 ,
0.1, 1, 0.
e b th
r a b rP
     
  
    
     
 (40) 
According to Eq.(29), 2 3 / 5  , and the system is thus chosen to be marginally 
stable according to the linear system stability criterion, hence: 0.998a th   and
0.2307   . Moreover, for the chosen parameters the system has only one stable 
static position at the origin.  
  The amplitudes 
0 ,a ra  and the sensitivities vs. the detuning parameter   are 
shown in Fig. 3, continuous lines represent stable solutions, dashed lines unstable 
solutions, and the dot marks the chosen detuning parameter, 0.2307   . From 
Fig. 3 (a)-(b) it is noticeable that the chosen pumping magnitudes produced 
parametric resonance, and large amplitudes were produced near the natural 
frequency. Still, at the external force frequency the amplitude remained relatively 
low. In addition, one can notice from Fig. 3(c)-(d) that for the chosen detuning 
parameter, the sensitivities are relatively high, although for lower  , better 
sensitivities can be achieved. However, if lower   is used, the response amplitude 
decreases drastically as shown in Fig. 3(a). 
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Fig. 3 (a) The amplitude of the harmonic term near the natural frequency, 0a , and (b) at the external 
force frequency, ra vs. the detuning parameter. (c) The sensitivity with respect to the external force 
amplitude, P and (d) with respect to the external phase, r . Continuous lines represent stable 
solutions while dashed lines represent unstable solutions, and the dots mark the chosen detuning 
parameter. 
4.1 Sensitivity to the nonlinear terms 
  The nonlinear terms in Eq.(40) were arbitrarily chosen within an acceptable range. 
To tune the nonlinear terms effectively, their influence on the response is studied. 
The amplitudes near the natural frequency, at the external force frequency and the 
sensitivities were computed as a function of 
2  and 3  for 0.2307    and are 
shown in Fig. 4. In the white region in each of the subfigures the effective stiffness 
e  is negative, which means that the system is softening. This behavior is not 
desired therefore, disregarded in the analysis. Observing Fig. 4(a) which depicts the 
amplitude near the natural frequency vs. the nonlinear terms, one can whiteness that 
as the effective stiffness approaches zeros (i.e., the transition line between the 
colored and the white regions) the amplitude grows rapidly to infinity. The 
highlighted curves are not contour lines, but equal effective stiffness lines according 
to Eq.(29). Their minor deviation from the contour lines is probably due to the term 
    2 2 2 23 22 3 2 6 / 4r r A      in Eq.(16). Because the deviation is very 
small, in practice the latter term can be neglected, and only the effective stiffness 
should be considered. Observing Fig. 4(b)-(d), one can whiteness a similar 
phenomenon; as the effective stiffness decreases the amplitude at the external force 
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frequency increases (b), the sensitivity to the external force amplitude increases (c) 
and the sensitivity to the external force phase absolute value increases. 
 
Fig. 4 (a) The amplitude of the harmonic term near the natural frequency, 0a , and (b) at the external 
force frequency, ra vs. the quadratic and cubic stiffness terms. (c) The sensitivity with respect to the 
external force amplitude, P and (d) with respect to the external phase, r . The highlighted curves 
are equal effective stiffness lines. 
 
Hence, to achieve the best performances the effective stiffness should be tuned to 
zero, 0e  . One should note that the data shown in Fig. 4 was computed for
0.2307   , for which infinite amplitudes are produced if 0e  . This dynamic 
behavior cannot be captured by the suggested model, as it suitable only for small 
amplitudes. Nevertheless, the system should be tuned as suggested with a different 
detuning parameter, say 1.1922    that produces finite amplitudes, as shown in 
Fig. 5. The amplifier performances shown in Fig. 5 are superior to those shown in 
Fig. 3 in terms of amplification and sensitivities.  
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Fig. 5 (a) The amplitude of the harmonic term near the natural frequency, 0a , and (b) at the external 
force frequency, ra vs. the detuning parameter. (c) The sensitivity with respect to the external force 
amplitude, P and (d) with respect to the external phase, r . The dots mark 1.1922   . 
4.2 Sensitivity to the pumping magnitudes 
  The pumping magnitudes have a strong influence on the amplifier performance, 
especially when they are tuned in a way that leads to instability of the linear system, 
as discussed in Section 3. To understand their influence on the response, the 
amplitudes and sensitivities vs. /a th   and /b th   are shown in Fig. 6, here the 
parameters are set according to Eq.(40), 2 3 / 5   and 0  . The continues lines 
in the subfigures represent the relation between 
a  and b  according to Eq.(39). 
Observing Fig. 6(a), as the pumping magnitudes are increased so as the amplitude 
near the natural frequency. For the amplitude at the external force frequency, shown 
in Fig. 6(b), the response is more complex; the amplitude 
ra  does not necessarily 
grow when the pumping magnitudes are increased. There is a crest whose minimum 
values are highlighted by a white dashed line. For pumping values larger than these 
defined by the dashed line, the observation is the same as for the amplitude 
0a . The 
reason for the latter observation is not trivial, because the amplitude 
ra  depends 
directly on 
b  and indirectly on a  and b   via 0a  and 0 , as can be seen in Eq.(28)
. The sensitivities shown in Fig. 6(c)-(d) behave similarly, and their highest absolute 
value is heighted by a dashed line. 
 
Fig. 6 (a) The amplitude of the harmonic term near the natural frequency, 0a , and (b) at the external 
force frequency, ra vs. the normalized pumping magnitudes. (c) The sensitivity with respect to the 
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external force amplitude, P and (d) with respect to the external phase, r . The continues lines 
represent the ratio between the pumping magnitudes according to Eq.(39), and the dashed lines trace 
the maximal (c) and minimal (b),(d) values. 
 
Observing Fig. 6(a), (c)-(d), it seems that a compromise between the amplitude and 
sensitivities should be made when choosing the pumping magnitudes. However, in 
Section 4.1, it proved beneficial to tune the nonlinearities such that 0e   and set 
the detuning parameter as 1.1922   . The responses for this case, when 
3 10 / 9   and 2 1   is shown in Fig. 7 for a wider range of pumping magnitudes. 
By comparing Fig. 6 to Fig. 7 it is clear that the dynamic responses differ. In the 
latter case, the amplitude 
0a  shown in Fig. 7(a) attains infinite values as a  is 
increased from zero for a given value of 
b  , if it is furtherly increased, the 
amplitude decreases. A similar phenomenon is obtained for 
ra  and the sensitivities 
shown in Fig. 7(b)-(d). In contrast to the previous case, no compromise is made 
between the amplitude and the sensitivities when choosing the pumping 
magnitudes, hence tuning the effective stiffness to zero is beneficial. 
 
Fig. 7 (a) The amplitude of the harmonic term near the natural frequency, 0a , and (b) at the external 
force frequency, ra vs. the normalized pumping magnitudes. (c) The sensitivity with respect to the 
external force amplitude, P and (d) with respect to the external phase, r . The continues lines 
represent the ratio between the pumping magnitudes according to Eq.(39), and the dashed line traced 
the minimal values (b). 
 
  To further understand how to tune the parameters ,a  b  and   the dynamics 
along the curve given by Eq.(39) vs. 
b  and   is shown for 3 10 / 9   and 2 1   
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in Fig. 8. Along the curve given by Eq.(39) / 1a th    for the chosen b  values as 
depicted in Fig. 2(b). To help the reader, on Fig. 8(a) three level line (5, 10 and 15) 
are highlighted by dashed white lines. It can be seen that as 
b  is increased the 
gradient in   direction decreases and lower detuning levels are needed to achieve 
the same amplitude. Similar behavior is observed for the sensitivities Fig. 8(c)-(d) 
and the amplitude at the external force Fig. 8(b). A section view of Fig. 8 for 
/ 2b th    was previously shown in Fig. 5. 
 
Fig. 8 (a) The amplitude of the harmonic term near the natural frequency, 0a , and (b) at the external 
force frequency, ra  vs.   and /b th   along the curve defined by Eq.(39). (c) The sensitivity with 
respect to the external force amplitude, P  and (d) with respect to the external phase, r . The dashed 
white lines are the level lines, 5,10 and 15.  
 
  In conclusion, it was found that if the equivalent stiffness is set to zero, no 
comprise between the amplitude and sensitivities is made when selecting the 
pumping magnitudes and detuning parameter. To tune the pumping parameters it is 
suggested to first select 
b  and then tune a  according to Eq.(39), and lastly select 
the detuning parameter   according to the desired response, as shown in Fig. 5. 
4.3 Sensitivity to the external force and pumping phases 
  The suggested system is designed to oscillate at a frequency close to its natural 
frequency while the input signal is at a much lower frequency. Additionally, it was 
shown that variations in the external force amplitude or phase, leads to variations 
in the amplitude 
0a . To identify the input’s amplitude and phase, a single 
measurement of 
0a  is not enough. Interestingly, the pumping phase b  always 
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appears with 
r  as a sum in the governing equations (e.g., Eq.(15)), therefore their 
influence on the response is the same, as shown in Fig. 9(a). Because 
b  is 
controlled, 
r  can be found in a   width interval. Furthermore, one can devise a 
method to obtain 
r  by tuning b  and find either the maxima or minima, as done 
by Tresser et al [12]. 
 
Fig. 9 (a) The amplitude near the natural frequency, 
0a  vs. the external force phase r  and the 
pumping phase b . A section view is shown for 60r    (b), defined by the dashed line in (a). 
 
The influence of 
a  and the sum b r   on the dynamics is shown in Fig. 10. The 
response is cyclic with respect to either 
a  or b r  , but with a different periods, 
either 2  or   in accordance. Moreover, a  is completely controllable, unlike the 
phase sum, hence it can be used to modify the amplifier dynamics. 
22 
 
Fig. 10 (a) The amplitude of the harmonic term near the natural frequency, 0a , and (b) at the external 
force frequency, ra  vs. the pumping phase a  and sum of the external force and other pumping 
phase b b  . (c) The sensitivity with respect to the external force amplitude, P and (d) with respect 
to the external phase, r  vs. the phases.  
5 Parameters tuning for optimal response 
  The effect of various parameter was examined in Section 4 based on the analytical 
solution of the nonlinear and linear governing equation. As the studied system is 
designed to operate as an amplifier; one would like to tune it to produce the largest 
possible amplification and sensitivities. It was found that if the effective stiffness is 
set to zero, no compromise between the amplitude and sensitivity should be made 
when tuning the other parameters. To tune the effective stiffness to zero, according 
to Eq.(29) , one should set 23
210 / 9  , and according to the analysis they should 
be of  1O , hence they are set as 3 10 / 9   and 2 1  . Next it is suggested to tune 
the pumping magnitudes according to Eq.(39), to ensure the ability to produce large 
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amplitudes. To further simplify this procedure, a maximum allowable stiffness 
variation, 
1k  can be defined as a design criterion, and it is related to the pumping 
magnitudes in the following manner: 
   1 1, 0 1a b k k         (41) 
By substituting Eq.(41) to Eq.(39), either 
a  or b  can be simply computed. Once 
2 , 3  and b  are set, the detuning parameter   is tuned to produce the desired 
amplitude and sensitivity according to Fig. 8, as shown in Fig. 5. Finer adjustments 
can then be made by tuning 
a , while b  is used to obtain r .     
6 Verification via numerical simulations 
  Prior to considering the amplifier response to the excitations, the equilibrium 
points of the system are calculated from Eq.(4). Setting the excitations ,a  ,b  P  
and all the derivatives to zero, the equilibrium points are 
 
2
2 2 3
3
4
0,
2
eqx
  

  
   (42) 
In what follows, the system parameters were chosen according to an existing 
experimental rig [9] whose effective nonlinear stiffness is nullified: 
 
2 32, 0.01, 1, 10 / 9.        (43) 
For these chosen parameters, a single real equilibrium point exists at the origin,
0eqx  . The pumping magnitude b  was set as ,th  a  was set according to Eq.(39)
, and the phases were set to zero unless stated differently. 
  Frequency sweep results for 0.1, 1r P    and two values of e  are shown in 
Fig. 11; for both 
e  values, a single equilibrium point exists at the origin. The 
amplitudes near the natural frequency and at the external force frequency when 
0e   are shown in Fig. 11(a), (c) accordingly. The analytical results are depicted 
by continuous and dashed lines, while the simulations by hollow circular markers. 
It can be seen in Fig. 11(a), that the analytical results predict linear response, while 
the simulations indicate nonlinear behavior when relatively large amplitudes are 
produced. It is interesting to see that the amplitude 
ra  decreases while 0a  grows, 
indicating that energy shifts from one frequency  r  to another  / 2a . In Fig. 
11(b), (d), the amplitudes are shown for the case when 5e  . The effective 
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stiffness has a major impact on the response, as it bends the curve to the right. 
Moreover, multiple solution regions exist, and one of the solutions is unstable 
(shown by a dashed line). Here, as for 0e  , there is a good agreement between 
the analytical and numerical simulations, especially when the amplitudes are small.  
 
Fig. 11 Analytically computed (continuous/ dashed lines) and numerically simulated (hollow 
circular markers) frequency sweep for two effective stiffness values. (a), (b) The amplitude of the 
harmonic term near the natural frequency, 0a , and (c), (d) at the external force frequency, ra . 
 
As mentioned throughout the manuscript, the sensitivity to the external force 
amplitude is very important, and also the ability to amplify a signal out of a wide 
frequency band. In Fig. 12 the amplitude 
0a  and the sensitivity 0 /a P   are shown 
for 0.1, 0.3r  . The detuning parameters were chosen to produce 0 8a   for 1P 
, as was shown in Fig. 5. In Fig. 12(a), (b) the analytically computed amplitudes are 
shown by continuous lines, and the simulated by hollow circular markers. To 
compute the sensitivity from the simulated results, a smooth spline was fitted and 
is shown by a continuous line. In subfigures (c) and (d) the analytically and 
numerically computed sensitivities are shown by continuous lines. Again, there is 
a good agreement between the analytically and numerically computed amplitudes 
which starts to deviate as the amplitudes grow, and the agreement between 
sensitivities is in accordance. Additionally, the amplifier is suitable for signals in 
the frequency band 0.1 0.3r  . It can be furtherly shown that the amplifier is 
suitable for a wider frequency band, if neither super-harmonic nor subharmonic nor 
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other combination resonances occur [7]. Nevertheless, sensitivity larger than unity 
is superior to the one obtained by a linear resonator, when used as an amplifier. 
 
 
Fig. 12 Analytically (continuous lines) and numerically (hollow circular markers) computed 
amplitudes and sensitivities for two external force frequencies. (a), (b) The amplitude of the 
harmonic term near the natural frequency, 0a , and (c), (d) the sensitivity, 0 /a P  . 
 
  Other scenarios were studied as well, the response vs. phase variations. In Fig. 13, 
the response vs. the pumping phase 
a  is shown for 0.5P   and two external force 
frequencies 0.1,0.3r  , while the detuning parameters were set as in Fig. 12. It 
is noticeable that the analytical and numerical solution agree, and indeed the 
response is cyclic with a 2  period.  
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Fig. 13 Analytically computed (continuous lines) and numerically simulated (hollow circular 
markers) responses vs. the pumping phase a  for two external force frequencies. (a), (b) The 
amplitude of the harmonic term near the natural frequency, 0a , and (c), (d) at the external force 
frequency, ra . 
 
 Fig. 14, depicts the response vs. the phase sum 
b r    for P  and r  as in the 
previous cases, while the detuning parameters were set to produce 
0 10a   for 1P 
. As in the previous cases, the analytical and numerical results agree, and the 
response is cyclic with a   period. 
 
Fig. 14 Analytically computed (continuous lines) and numerically simulated (hollow circular 
markers) responses vs. the phase sum b r    for two external force frequencies. (a), (b) The 
amplitude of the harmonic term near the natural frequency, 0a , and (c), (d) at the external force 
frequency, ra . 
7 Conclusions 
  In this work, a parameter tuning methodology for a nonlinear SDOF dual 
frequency parametrically excited amplifier was derived. The topology of the 
proposed amplifier is unique and it allows to tune low frequency inputs by shifting 
the energy to a chosen natural frequency. The relevant parameters can be controlled 
by a digital signal processor that implements a feedback that determines the desired 
parameter levels, as was done in [9, 11, 12]. By implementing this parameter tuning 
scheme, which is described in Section 5, the amplifier was made highly sensitive to 
the input signal amplitude and phase, while large amplitudes, hence good signal to 
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noise ratio, are produced. The latter was achieved by tuning the nonlinear terms 
such that the effective stiffness is nullified, yielding a linear dynamic behavior up 
to the second order, as shown in Fig. 11. This configuration produces relatively 
linear relationship between the external force amplitude P  at the frequency 
r , 
and the response amplitude 
0a  close to the natural frequency, / 2a , as depicted 
in Fig. 12. In addition, by setting the effective stiffness to zero, achieving improved 
amplification by tuning the pumping magnitudes and detuning parameter yielded 
improved sensitivities. In case 0e   the latter does not occur, and a compromise 
between the amplification and sensitivities needs to be made. The input signal phase 
can be detected within a   interval by scanning the pumping frequency b , because 
r  is linearly related to it as shown in Fig. 9. 
  The derivation of the suggested scheme was made possible by analytically solving 
the linear and nonlinear governing equation, Eq.(4), using the method of multiple 
scales. Given the obtained steady-state solution of the nonlinear system, the 
sensitivities with respect to the external force amplitude and phase were derived, 
though omitted for brevity. The linear equation was solved to derive the transition 
hyper-surfaces between stable and unstable regions, which were then used to define 
a relation between the pumping magnitudes and detuning parameter ensuring the 
ability to produce large amplitudes. 
  Lastly, comparisons between the analytically and numerically obtained solutions 
were performed, with good agreement for various cases. The system parameters 
were set to match the properties of an existing experimental rig found in the lab. 
Future work will apply this approach to an experiment which is being constructed. 
Appendix A 
  For brevity, the following functions appearing in Eq.(38), are provided here: 
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By solving Eq.(38), the stability transition surfaces are computed, and given by: 
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For brevity, the following functions appearing in Eq.(39), are provided here: 
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Appendix B 
  The amplifier sensitivities to variations in the input signal are key features. The 
amplifier is operated such that the response is dominated by the harmonic term at 
the frequency / 2 1a   with amplitude 0a , see Eq.(28). Therefore, the sensitivity 
to variations in the amplitude and phase of the input signal are studied via the 
sensitivity of the latter harmonic term. First, a closed form expression for the 
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amplitude sensitivity is derived, and then in an analogous manner a closed form 
expression for the phase sensitivity is derived.  
  The sensitivity to the external force amplitude is computed as follows: 
 0
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,  (47) 
whereas, the term 
0 /a P   is computed by taking the derivative of Eq.(26) with 
respect to P , which can be written as: 
    0 01 2, , , , , ,a b a a b a
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 
 . (48) 
To compute 
0 /a P   one must first compute 0 / P  , which can be computed 
from the nonlinear transcendental phase equation. Taking its derivative with respect 
to P , when only the numerator is considered, yields: 
  0 3 2 3, , , , , ,a b a b
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Hence, the amplifier sensitivity to variations in the external force amplitude can be 
evaluated via: 
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The sensitivity to the external force phase, 
r  is computed as follows: 
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Following a similar procedure, the sensitivity with respect to variations in the 
external force phase is obtained in a closed form: 
      0 1 2 3 2 3, , , , , , , , , , , ,a b a a b a a b a b
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The functions , , 1,2,3      are omitted for brevity, and are written only as 
functions of the relevant controlled parameters.  
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