ABSTRACT. It is shown that a flat subgroup, H, of the totally disconnected, locally compact group G decomposes into a finite number of subsemigroups on which the scale function is multiplicative. The image, P , of a multiplicative semigroup in the quotient, H/H(1), of H by its uniscalar subgroup has a unique minimal generating set which determines a natural Cayley graph structure on P . For each compact, open subgroup U of G, a graph is defined and it is shown that if P is multiplicative over U then this graph is a regular, rooted, strongly simple P -graph. This extends to higher rank the result of R. Möller that U is tidy for x if and only if a certain graph is a regular, rooted tree.
INTRODUCTION
The connected component of the identity of a locally compact group is a normal subgroup and the quotient by this subgroup is totally disconnected and locally compact. Hence every locally compact group is an extension of a connected locally compact group by a totally disconnected, locally compact group. By the solution to Hilbert's fifth problem in 1952 from the combined work in [4, 7] , connected locally compact groups can be approximated from above by Lie groups. The quest for the understanding of connected locally compact groups could then apply linear algebraic techniques via Lie algebras. It was not until 1994 [12] that a corresponding insight was available for totally disconnected, locally compact groups.
In [12] , Willis introduced the notions of scale function and tidy subgroups in the context of a totally disconnected, locally compact group G. The scale of an automorphism of G is analogous to an eigenvalue for a linear operator, with tidy subgroups being compact open subgroups of G that play the rôle of eigenspaces. Groups of automorphisms sharing a common tidy subgroup are investigated in [14] and, following a suggestion of U. Baumgartner, a subgroup of automorphisms of G is said to be flat if all its elements share a common tidy subgroup. Inner automorphisms allow us to transfer all these notions from automorphisms to elements and subgroups of G.
In [10] , Möller gave a graphical criterion for a compact open subgroup U to be tidy for an element x of G. He defined a graph with vertices being certain cosets of U, and proved that U is tidy for x if and only if the graph is a regular rooted tree. In this paper we explore the extent to which Möller's graphical characterisation of tidiness can be extended to flat subgroups of G.
The graph constructed by Möller involves the semigroup of positive powers of x and the branching number of the regular tree is equal to the scale of x. Using x −1 in the construction results in a different graph even though U is tidy for x −1 if it is tidy for x. The regular branching of Möller's tree corresponds to the fact that the scale satisfies s(x n ) = s(x) n for all n ≥ 0, and our extension to flat subgroups of G involves subsemigroups which are scale-multiplicative, that is, they satisfy s(xy) = s(x)s(y) for all x, y in the semigroup. These semigroups of G are of independent interest as ingredients in the construction of geometries associated to totally disconnected, locally compact groups [1] , and Möller's tree and its generalisation described here are expected to feature in these geometries.
Geometric intuition and examples suggest that the appropriate generalisation might have dimension greater than 1, such as in a product of trees. We shall see, however, that products of trees are not sufficiently general. Our main result is that if U is a compact open subgroup of G and P ⊂ G is a semigroup that is multiplicative over U in a sense made precise in Definition 3.7, then a graph constructed from certain cosets of U is a regular, rooted, strongly simple P -graph. Unfortunately, the converse statement is false; [14, Example 3 .5] provides a counterexample.
Following [2] , for a multiplicative semigroup P , a P -graph is defined as a category. A graph in the classical sense is an N-graph in this more general context; paths in a graph have a length corresponding to an element of N. In a P -graph, paths have a degree labelled by elements of P that is more like a shape than a length. The special case of N k -graphs, or k-graphs, have played a significant rôle in the study of C * -algebras for a number of years [6] . In the general theory, a P -graph is a higher-rank structure like a cell complex; we will need only the 1-skeletons of the P -graphs we define. The original context in which P -graphs appeared led to the inclusion of the condition that P be quasi-lattice ordered. This condition is not central to the notion of a P -graph, which is fortunate since Example 6.3 indicates that we need to consider P -graphs associated to semigroups that are not quasi-lattice ordered.
The paper is organised as follows. In section 2 we motivate and illustrate the ideas we will develop via a graph-theoretic example. Section 3 summarises the relevant background material and establishes notation. We include basic definitions and results from the general theory of totally disconnected, locally compact groups in subsection 3.1. The notion of a semigroup being multiplicative over a compact open subgroup in Definition 3.7 appears also in [1] ; the concept is new and work on both projects was taking place in parallel. In subsection 3.2 we summarise the relevant results in [10] , using notation that lends itself to our generalisation. Section 4 contains some known results about flat groups and new results about subsemigroups of flat groups. In particular, Proposition 4.14 establishes the existence of the unique minimal generating set referred to in the abstract and used in the construction of the P -graph. Section 5 deals with P -graphs and establishes our main result, Theorem 5.15. Section 6 contains examples. In the first example, the graph is a product of regular trees. The second example shows that the graph need not be a product of trees even when the semigroup is isomorphic to N k . In the third example the semigroup is not isomorphic to N k , showing the necessity of the generalisation to P -graphs. In subsection 6.2 we describe conditions that ensure the P -graph is a product of trees. Finally, section 7 contains some remarks and open questions.
INSTRUCTIVE GRAPH-THEORETIC EXAMPLE
For each possible dimension, we present a concrete example of a subdegree-finite transitive permutation group, arising as automorphisms of an explicitly defined locally finite graph, which admits a flat sub-semigroup of that dimension.
We start with a 'one-dimensional example' which fits the theory introduced by Röggi Möller in [10, Section 3] . It is essentially [10, Example 1 on page 809], but we give more details, which allow us to work with the underlying point set. We follow the conventions of Möller and write group actions on the right, so for a group H acting on a point set, and a point v and element h ∈ H, we denote by v h the image of v under h, and by v H = {v h |h ∈ H}, the H-orbit containing v. An i-arc in a graph is a sequence (v 0 , . . . , v i ) of vertices such that v i is adjacent to v i+1 and v i = v i+2 for each i ≥ 0. An automorphism group G is i-arc transitive if G is transitive on the set of i-arcs.
Example 2.1. Let d be a positive integer, and let T be a (d + 1)-regular tree with automorphism group G = Aut(T ). If d = 1 then T is simply a two-way infinite path, but this degenerate situation also gives a valid, if trivial, example. Let v 0 be a vertex of T . Choose X = (v i ) i∈Z , a two-way infinite path in T through v 0 , and x ∈ H such that v 
The group G is totally disconnected and locally compact relative to the permutation topology on the vertex set V (T ), and U is a compact open subgroup. We thus have what is needed to construct the digraph Γ + of [10, Section 3] and to identify it with the sub-digraph [Y ] of T just defined. Recall that the vertices of Γ + are right U-cosets: precisely, and denoting ν i = Ux i , the vertex set V (Γ + ) and the (directed) edge set E(Γ + ) are
Identifying U with the element v 0 , which it stabilises, we identify ν [Y ] are of this form. Thus ϕ is a digraph isomorphism, and so Γ + is a directed regular rooted tree, rooted at ν 0 , with out-valency d and in-valency 1 (except for ν 0 ).
It follows from [10, Theorem 3.4] or [12, Section 3] that U is tidy for x, and hence, by [12, Corollary 3] , U is simultaneously tidy for each element of H := x , which is therefore a flat group. In passing we note that the subgroups
defined as in [10, Definition 1] , are the stabilisers of the one-way infinite paths X − = (v i ) i≤0 , and X + = (v i ) i≥0 in T , respectively, and give rise to the factorisation
, it is not difficult to see that U + has the same orbits as U in Y .
To construct a group with flat-rank n, consider a set of n triples (G i , U i , x i ), where each G i is a totally disconnected locally compact group, U i is a compact open subgroup of G i , x i ∈ G i has infinite order, and U i is tidy for x i . Possibly, but not necessarily, (G i , U i , x i ) could be as in the above example. Then the direct product G = G 1 ×. . . , ×G n is also a totally disconnected locally compact group, and U = U 1 × . . . , ×U n is a compact open subgroup of G which is simultaneously tidy for each element of the group H := {x
n , and so the group H is therefore flat. This construction underpins Example 5.1 given later. Here we give a concrete example based on a Cartesian product of finitely many trees coming from Example 2.1.
For i = 1, . . . , n, let Σ i be a graph with vertex set V (Σ i ) and edge set E(Σ i ). Define the Cartesian product Σ := Σ 1 ✷ Σ 2 ✷ . . . ✷ Σ n as the graph with vertex set
, such that a vertex-pair {ν, τ } is adjacent if and only if there exists s such that ν i = τ i for i = s and (ν s , τ s ) ∈ E(Σ s ). Our example involves a Cartesian product of trees.
Example 2.2. For each
) be as in Example 2.1, and define the graph Cartesian product T = T 1 ✷ T 2 ✷ . . . ✷ T n , and group direct products G = G 1 × . . . , ×G n and U = U 1 × . . . , ×U n . As discussed above, G is a totally disconnected locally compact subgroup of Aut(T ), and U is a compact open subgroup which is tidy for the flat group H := {x
Consider the scale multiplicative sub-semigroup S := {x
To visualise the substructure of T which is equivalent to Γ + in Example 2.1, let
for all j, and such that U i is the stabiliser in G i of v j and consists of all vertices of T which can be reached by directed paths of length ℓ(ι) := n j=1 i j which begin at ν and involve, for each s, precisely i s arcs in the s-direction.
BACKGROUND MATERIAL AND NOTATION
Let G be a totally disconnected, locally compact group.
3.1. Scale function and related results. We present the basic results in the context of an arbitrary automorphism α of G. Since α is an automorphism of G, if V is minimizing for α, then s(α) is also equal to |V : V ∩ α −1 (V )| , the minimum length of a non-trivial V -orbit. Such orbits underpin Möller's combinatorial description in [10] .
Theorem 3.1 of [13] establishes the equivalence of these two concepts. Since the proof of the existence of tidy subgroups given in [12] is constructive, Theorem 3.3 enables us to construct minimizing subgroups rather than just assert their existence. Although condition TB in Definition 3.2 is asymmetric, the following result restores the symmetry. For the proof, note that G is a locally compact topological group and hence has a left-invariant Haar measure which is unique up to a positive scalar and which will be denoted by λ, see [5] . Then, for each automorphism, α, of G, λ • α is a left-invariant measure and is therefore equal to ∆(α)λ for some positive real number ∆(α) called the module of α.
Lemma 3.4. U is tidy for α if and only if it is tidy for
. Hence
Since ∆(α) is independent of U, |α(U) : α(U) ∩ U| is minimised if and only if |α −1 (U) : α −1 (U) ∩ U| is minimised, and the result follows.
As a direct result of the proof of Lemma 3.4, we observe the following.
. Lemma 2.6 in [14] shows that if U is tidy for α then U ∩ α n (U) = n k=0 α k (U), for all n ≥ 1, and it then follows immediately from the definition of tidiness that U is tidy for α n and hence for the semigroup generated by α. We are interested in situations in which U is tidy for groups of automorphisms that are not singly generated. Considering inner automorphisms transfers the notions of tidy subgroups and flatness from automorphisms of G to elements of G. In the sequel s(x) will denote the scale of the inner automorphism α x : y → xyx −1 and U will be said to be tidy for x if it is tidy for α x .
It is shown in [1, Proposition 2.2] that, if S is multiplicative over V , then m(x) is equal to the scale of x for every x ∈ S. In particular, V is tidy for S and the scale is multiplicative on S. The following appears as [1, Definition 2.6].
Equivalently, the restriction of the scale function to S is a semigroup homomorphism from S to (Z + , ×).
We end this subsection with a standard result that will be familiar to people from several areas of mathematics. As detailed in Corollary 3.10, it links the scale of x −1 ∈ G to the number of right U-cosets in the double coset UxU whenever U is tidy for x. We denote the set of right U-cosets in G by U\G. 
In particular there is a finite number of right U-cosets in UxU.
Proof. For part (i) we have
Ux. For part (ii), consider the transitive action of U on the set of right U-cosets in UxU given by u : Uxu ′ → Uxu ′ u. By part (i), the stabiliser of Ux in this action is U ∩ x −1 Ux and hence the number of right U-cosets in UxU is equal to |U : U ∩ x −1 Ux|. Part (iii) follows immediately from part (ii) since UyU = UxU for each y ∈ UxU. Proof. Note that s(x) = |xUx −1 : xUx −1 ∩ U| = |U : U ∩ x −1 Ux|, and apply Lemma 3.9.
3.2.
Möller's characterization of tidiness for a single element. In [10] , Möller characterised tidiness of subgroups for a given element of G in terms of combinatorial properties of an associated graph. His construction characterises when a compact open subgroup U ⊂ G is tidy for an element x ∈ G as follows. Let Ω = U\G be the space of right cosets of U in G. Denote by ν 0 = U ∈ Ω the trivial coset and let
Then ν i can variously be thought of as the right coset corresponding to x i or the image of ν 0 under right multiplication by x i . We construct a graph from the orbits of the ν i under right multiplication by U. Concrete instances of this construction were given in Examples 2.1 and2.2.
Definition 3.11. The graph Γ + consists of vertex set V Γ + and edge set EΓ + defined by
Möller characterised tidiness of U for x in terms of the structure of Γ + . From [12, Corollary 3] , if U is tidy for x then it is tidy for x n and s(x n ) = s(x) n for n ∈ N. Thus Möller's result can be thought of as a graphical characterisation of the tidiness of U for the flat subgroup x ≤ G and the multiplicative semigroup x + ⊆ G. Note that Γ + is defined in terms of x + and that its out-valency is equal to the scale of x when U is tidy. Our aim in this paper is to generalize this characterisation from x + ⊆ G to an arbitrary multiplicative semigroup of elements S ⊆ G. To do this, we draw on some results on flat subgroups of G.
FLAT GROUPS AND THEIR SUBSEMIGROUPS
4.1. Flat groups. The following result says that if H is a finitely generated, abelian group of automorphisms of G then there is a compact, open subgroup U of G that is simultaneously tidy for every element of H.
Theorem 4.1. [14] Every finitely generated, abelian group of automorphisms is flat.
In particular, every finitely generated, abelian subgroup of G is flat. This theorem has since been strengthened to say that every finitely generated nilpotent group of automorphisms is flat, and every polycyclic group of automorphisms is virtually flat in the sense that it has a finite index subgroup that is flat, see [11, Theorems 4.9 & 4.13] . In the next result the subgroup U is expressed as a product of some of its subgroups. The subgroups U j need not be normal and cannot, in general, be permuted. That is, it is not true in general that
that U is equal to the product of the subgroups in that order. Hence for each u ∈ U there are u j ∈ U j such that u = u 0 u 1 . . . u q . Although the subgroups cannot be permuted, the order in which the subgroups appear need not be unique. Proposition 4.12 below indicates that there is a different order corresponding to each semigroup that is multiplicative over U. 
where xU 0 x −1 = U 0 for every x ∈ H and, for each j ∈ {1, . . . , q} and every
We sometimes refer to the U j as the components of U. We remark that q = 0 if and only if U is normalised by H, and that U 0 is redundant if q > 0 because it is equal to q j=1 U j in this case. Cases of Theorem 4.4 when q > 0 are illustrated by Examples 2.1 and 2.2. In Example 2.1, q = 2 and the subgroups U j are U ± while, in Example 2.2, q = 2n and the subgroups U j of Theorem 4.4 are the subgroups (U i ) ± , with the U i (i = 1, . . . , n) as in Example 2.2. Note that the subgroups in these examples all permute with each other, namely (U i ) ± and (U j ) ± centralise each other if i = j, and
We need some further observations about the decomposition in Theorem 4.4 above. Part (2) of Lemma 4.5 can be found in [14, Lemma 6.3, Theorem 6.12, Theorem 6.14]. It is included here with as much discussion as is needed to set up notation for later use. (1) For each j ∈ {1, . . . , q}, x∈H xU j x −1 is a closed group that is stable under conjugation by H.
Proof.
(1) To prove that x∈H xU j x −1 is a group, it is sufficient to establish that the set
2 , as required. Stability under conjugation by H is clear and x∈H xU j x −1 is closed by [12, Proposition 1]. (2) All subgroup indices are positive integers because xU j x −1 is compact and, when U j is a subgroup, it is open. Hence there is, for each j ∈ {1, . . . , q}, an
is linearly ordered and |x
we obtain a homomorphism ρ j : H → Z satisfying
Note that conjugation by x ∈ H is an automorphism, α x , of the locally compact group x∈H xU j x −1 and that s
is the module of this automorphism. That ρ j is a homomorphism, or equivalently, the fact that x → s
is a group homomorphism, thus corresponds to the fact that the modular function is a homomorphism.
By Theorem [14, Theorem 6.12] , the scale of x is
The statement about the uniscalar subgroup of H follows from [14, Proposition 6.4].
The core of our construction relies on s-multiplicative semigroups. Since the scale cannot be both nontrivial and multiplicative on a group, the following result is the best that can be expected for flat subgroups of G.
Lemma 4.6. The scale function is submultiplicative on a flat group H, that is,
The inequality is strict if and only if there exists j ∈ {1, . . . , q} such that ρ j (x) and ρ j (y) are non-zero and have opposite sign, with ρ j as in Lemma 4.5. Proof. By Equation (2),
Since ρ j is a homomorphism,
and it follows that s(xy) ≤ s(x)s(y) as claimed. The inequality is strict only if there exists j such that
, and this occurs only if ρ j (x) and ρ j (y) are both non-zero and have opposite sign.
Subsemigroups of flat groups.
We now focus on the implications for subsemigroups of flat groups. The first result is a simple but useful observation about smultiplicative subsemigroups of H that follows directly from Lemma 4.6 above. Recall Definition 3.8.
Corollary 4.7.
Suppose P is an s-multiplicative subsemigroup of a flat group H and x ∈ H has s(x) > 1. Then P cannot contain both x and x −1 . In particular,
). This however contradicts Lemma 4.6. Thus, for any x with s(x) > 1, P contains at most one of x and x −1 . This implies the last assertion.
The following definition allows us to keep track of the components of the tidy subgroup U on which a semigroup can act as an expansion or as a contraction. Definition 4.8. For each subsemigroup P of the flat group H define
Thus if j ∈ J + P then there is an x ∈ P for which xU j x −1 > U j etc.
Lemma 4.9. Let P be an s-multiplicative subsemigroup of the finitely generated flat group H.
Then there are x ∈ P with ρ j (x) > 0 and y ∈ P with ρ j (y) < 0. By Lemma 4.6, this means s(xy) < s(x)s(y), contradicting the fact that the scale function is multiplicative on P . Hence J + P ∩ J − P = ∅. Consequently, for each j ∈ {1, . . . , q} either every element of P acts on U j in a noncontracting way, or every element acts in a nonexpansive way. Since each ρ j is a homomorphism into (Z, +), this may be restated as the condition that for all x, y, z
x j where the product can be taken in any order. Then x ∈ P because P is a semigroup, and (3) implies that ρ j (x) ≥ ρ j (x j ) > 0 for every j ∈ J + P and ρ j (x) ≤ ρ j (x j ) < 0 for every j ∈ J − P as required. (3) If J + P = ∅ then the assertion follows directly from Equation (2) and the definition of J + P . If J + P = ∅, then ρ j (x) ∨ 0 = 0 for all j ∈ {1, . . . , q} and x ∈ P . In this case it follows that s(x) = 1 for all x ∈ P , and hence P ⊆ H(1). Proposition 4.10. Every s-multiplicative subsemigroup, P , of a finitely generated flat group H is contained in a semigroup that is maximal by inclusion for that property. For such a maximal s-multiplicative subsemigroup P :
Proof. The property of being s-multiplicative is preserved under increasing unions. So, by Zorn's Lemma, every s-multiplicative semigroup is contained in a maximal one. Let x ∈ P be such that ρ j (x) > 0 for every j ∈ J + P and ρ j (x) < 0 for every j ∈ J − P , whose existence is guaranteed by Lemma 4.9. Since ρ j (yx n ) = ρ j (y) + nρ j (x) for all j ∈ {1, . . . , q} and all n ≥ 0, there exists n > 0 such that (4) ρ j (yx n ) ≥ 0 for every j ∈ J + P and ρ j (yx n ) ≤ 0 for every j ∈ J − P . To see that yx n ∈ P , observe that x n ∈ P (since P is a semigroup) and so ρ ℓ (x n ) = 0. Hence ρ ℓ (yx n ) = ρ ℓ (y) > 0, which implies that yx n ∈ P .
Claim: The subsemigroup,P , of H generated by P ∪ {yx n } is s-multiplicative. Note that part (i) follows from this claim: since yx n ∈ P , the semigroupP properly contains P , and the maximality of P then implies thatP is not s-multiplicative. Thus proof of the claim gives a contradiction, thereby proving part (i).
We assert that, in order to prove Claim 1, it is sufficient to show that J
from which it follows that the scale is multiplicative onP . We therefore proceed to show that J
(by its definition), so J , there exists z ∈P such that ρ j (z) > 0, and we note that z ∈P \ P since j ∈ J + P . Also by the definition of J + P , ρ j (x ′ ) ≤ 0 for all x ′ ∈ P . Now z is a word in P ∪ {yx n }, and the number s of occurrences of yx n in this word is at least 1 since z ∈ P . Since ρ j is a homomorphism and since ρ j (x ′ ) ≤ 0 for all x ′ ∈ P , it follows that ρ j (z) ≤ sρ j (yx n ) ≤ sρ j (y). Therefore, since both s and ρ j (z) are positive, it follows that ρ j (y) > 0. Suppose finally, for a contradiction, that
Thus the equality for J + P is proved. A similar proof shows that
. Since ρ j (y) can't be both strictly positive and strictly negative,
Since we have that J + P ∩ J − P = ∅ and the other two intersections that need to be considered are empty by definition, it follows that J
(ii) Since H is a group and P is a subsemigroup of H, P P −1 ⊆ H. We must show H ⊆ P P −1 . If P is maximal and y ∈ H then, by the argument in the proof of (i) (especially (4) and the Claim), there is x ∈ P and n ≥ 0 such that yx n ∈ P . Since P is a semigroup, x n ∈ P and so x −n ∈ P −1 . Hence y = (yx n )x −n ∈ P P −1 and so H = P P −1 . (iii) We know that P ∩ P −1 ⊆ H(1) by Corollary 4.7. To see that P ∩ P −1 = H(1), it suffices to show that H(1) ⊆ P ∩ P −1 . We begin by proving that H(1) ⊆ P . Note that the product P H(1) is also a subsemigroup of H because H(1) is a normal subgroup of H. By Lemma 4.6, s is multiplicative on P H(1). If H(1) ⊆ P then P H(1) > P , contradicting the maximality of P . Hence H(1) ⊆ P . Since H(1) is a group, it follows that H(1) ⊆ P ∩ P −1 as required.
For future reference, the argument in the proof of Proposition 4.10 yields the following.
Corollary 4.11. Let P be an s-multiplicative subsemigroup of a finitely generated flat group H, and let z ∈ H be such that ρ j (z) ≥ 0 for all j ∈ J + P and ρ j (z) ≤ 0 for all j ∈ J − P . Then the subsemigroup generated by P ∪ {z} is also s-multiplicative.
The following result shows that, if U is tidy for H, then every maximal s-multiplicative subsemigroup of H induces a decomposition of U.
Proposition 4.12.
Suppose that H ≤ G is finitely generated and flat, and that the compact open subgroup U is tidy for H. Let P ⊂ H be a subsemigroup of H that is s-multiplicative over U and is maximal for that property. Then U is the product of subgroups
where
Proof. By Lemma 4.9, there is y ∈ P such that ρ j (y) > 0 for every j ∈ J + P and ρ j (y) < 0 for every
Then, noting that yU j y
Hence, by the definitions of ρ j and J − P , if j ∈ J − P then xU j x −1 ≥ U j for all x ∈ P , so that
and, similarly,
Note that, in general, not every subset of {1, . . . , q} can occur as J + P for some scalemultiplicative semigroup P . Consider G = Aut(T ) and x ∈ G a translation on an infinite path, as in Example 2.1. The group H = x is flat and any subgroup U tidy for H factors as U = U + U − . No subsemigroup of H can be expanding on both factors.
Since each ρ j is a homomorphism, we can define a homomorphism Q : H → Z q (with q as in Theorem 4.4) by
. In light of (2), the kernel of Q is ker Q = H(1), the uniscalar subgroup of H, and so Q induces an embedding of H/H(1) into Z q , and by Theorem 4.2,
Before proceeding we prove the following technical result about subsets of N q . Proof. The proof is by induction on q and the base case, when q = 1, is clear because N is well-ordered. Assume that the claim has been established for some value of q and let V be an infinite subset of N q+1 . Choose x ∈ V. Then either there is y ∈ V with x ≤ y, in which case we are done, or x ≤ y for every y ∈ V. In the latter case, there is j ∈ {1, . . . , q + 1} such that y j ≤ x j for infinitely many y ∈ V. Since there are only finitely many possible values less than x j , it follows that there is n < x j such that y j = n for infinitely many y ∈ V. Then, by the inductive hypothesis, there are x ′ , y ′ ∈ V with x ′ j = y ′ j = n and x ′ l ≤ y ′ l for every l = j. This x ′ and y ′ establish the claim for q + 1 and the result follows by induction.
We end the section with a result about generating sets for Q(P ), where Q is as defined in Equation (5).
Proposition 4.14. Let H be a finitely generated flat group and let P be a maximal multiplicative subsemigroup of H. Define subsemigroups P + = {x ∈ P | ρ j (x) ≥ 0 for all j ∈ {1, . . . , q}} and P − = {x ∈ P | ρ j (x) ≤ 0 for all j ∈ {1, . . . , q}} .
Then there is a subsemigroup P 0 such that P = P + P 0 P − and each of P + ∩ P 0 , P + ∩ P − and P 0 ∩ P − is equal to H(1). Furthermore, Q(P ) is a finitely generated subsemigroup of Z q that has a unique minimal generating set
where Σ + , Σ 0 and Σ − are minimal generating sets of Q(P + ), Q(P 0 ) and Q(P − ) respectively.
Proof. Define a partial order on Q(P ) by
(This is the same as the component-wise partial order on
It follows that, if Q(x) is minimal in (Q(P ), ≤), then Q(x) must belong to any generating set for Q(P ). Conversely, suppose that x, y ∈ P and Q(x) ≤ Q(y).
Thus, by Corollary 4.11 and the maximality of P , z ∈ P . Also Q(z) ≤ Q(y). If Q(x) and Q(z) are both minimal, then Q(y) = Q(x) + Q(z) is the sum of minimal elements of Q(P ). Should they not both be minimal, they can be decomposed as the sum of still smaller elements. This must terminate at some point because Q(P ) ⊂ N q and, when it does, Q(y) is expressed as the sum of finitely many minimal elements of Q(P ). Therefore the set of minimal elements in (Q(P ), ≤) is the unique smallest generating set for Q(P ), which we denote by Σ.
That Σ is finite follows from Lemma 4.13. Similarly, Q(P + ) is generated by the minimal elements in (Q(P + ), ≤). Note that Q(x) is minimal in (Q(P + ), ≤) if and only if it is minimal in (Q(P ), ≤) and belongs to Q(P + ). A similar statement holds for Q(P − ). Hence
where Σ + and Σ − are the unique smallest generating sets for Q(P + ) and Q(P − ) respectively, and
P with ρ j (x) > 0 and ρ l (x) < 0 . Let P 0 be the subsemigroup of P generated by {x ∈ P | Q(x) ∈ Σ 0 } ∪ H(1). Then P = P + P 0 P − because H is abelian modulo H(1). Finally, since H(1) is contained in P + and P − , we have P + ∩ P − , P + ∩ P 0 and P 0 ∩ P − all equal to H(1) since they cannot be greater by Lemma 4.6.
P -GRAPHS
Scale methods tell us little about uniscalar elements. If H is flat and H(1) is the group of uniscalar elements of H, then, by Theorem 4.2, H/H(1) ∼ = Z k , for some k, and, by Proposition 4.10(iii), P ∩P −1 = H(1) whenever P is a maximal s-multiplicative subsemigroup. Later we shall assume that the flat group H ∼ = Z k , and that P is a subsemigroup of H such that P ∩ P −1 is trivial. Under these conditions, the generating set Σ constructed in Proposition 4.14 is a generating set for P (since the kernel of Q is H(1)).
5.1.
The general theory of P -graphs. We begin with the definition of an arbitrary Pgraph. Our definition differs slightly from that given in [2] .
] to being an ambient group for P . Initially the only significance of this condition is that P must therefore be cancellative. In our examples, H ∼ = Z k so that P must necessarily be commutative. However, we will not assume commutativity until it is necessary to do so.
As in [2, Definition 2.1], we include the maps dom and cod in the definition of a P -graph. This is not strictly necessary, but will be efficient. Definition 5.1. Let P be a semigroup that embeds in a group and satisfies
together with a map d : Hom(L ) → P , called the degree map, which satisfies the factorization property: for every λ ∈ Hom(L ) and x, y ∈ P with d(λ) = xy, there are unique elements λ 1 , λ 2 ∈ Hom(L ) such that λ = λ 1 λ 2 and d(λ 1 ) = x, d(λ 2 ) = y.
The identifying maps cod, dom :
In the definition we carefully refer to morphisms λ as members of Hom(L ). Occasionally we may simply say that λ ∈ L . Also we sometimes refer to the P -graph (L , d) simply as L if the degree map d is clear from the context. Example 5.2. When P = N, N-graphs correspond to directed graphs.
Let X = (V, E) be a directed graph with vertex set V and edge set E. The corresponding category X has Obj(X ) = V (X) and Hom(X ) equal to the set of all finite directed paths (concatenations of edges) in X. Define the degree d(λ) of a path λ to be the length (number of edges) of the path. The factorization property is simply the statement that, if λ is a path of length n and n = n 1 + n 2 , then λ is the concatenation of two subpaths λ 1 of length n 1 and λ 2 of length n 2 in Hom(X ). Because of the applications to operator algebras, traditionally λ 1 is the final n 1 edges in λ, and λ 2 , the first n 2 edges in λ.
Conversely, if X is an N-graph, then a directed graph X may be defined by taking V (X) = Obj(X ) and E(X) to be the morphisms of degree 1 in X .
Every k-graph in the sense defined in [6] is an N k -graph in the sense just defined. Particular examples of N k -graphs may be formed as products of N-graphs through the product construction described below in Section 5.2. Section 6 contains examples of P -graphs where P is a subsemigroup of Z k not isomorphic to N k . In using P -graphs to help characterise s-multiplicative semigroups, we will need some conditions analogous to those used by Möller for the single-element case. Definition 5.3. Let (L , d) be a P -graph, with P being finitely generated with generating set Σ = {x 1 , . . . , x n }.
(1) The 1-skeleton of (L , d) with respect to Σ is the directed graph L with
and the degree map is the restriction of d to Hom(L α ). (4) An object α with L α = L is called a generator for L ; equivalently, α is a generator if, for every β ∈ Obj(L ), there is a morphism λ : α → β. If the generator is unique it is called the root of L , and L is said to be rooted.
The cardinality n = |Σ| of the generating set is called the rank of (L , d).
Remark 5.4. If P has only one generator then every P -graph has rank 1 and is a directed graph. If P has more than one generator then a P -graph is an inherently higher-rank object; the degree map and the factorisation property determine the higher-rank cells. The case of a singly-generated semigroup considered by Möller in [10] corresponds to an N-graph, hence is equal to its 1-skeleton.
Remark 5.5. Strong simplicity of a P -graph is equivalent to simplicity of the graph obtained by defining every morphism to be an edge. Strong simplicity of a P -graph implies it is acyclic.
A regular (downward directed) rooted tree is a rooted, regular and strongly simple N-graph. If every edge in the tree is doubled, then the N-graph (directed graph) obtained is acyclic, rooted and regular but not strongly simple. Hence strong simplicity of a P -graph is not implied by the factorization property and acyclicity.
Consider the directed lattice N 2 , that is, the Cayley graph of the semigroup N 2 for the generators (1, 0) and (0, 1). This can be considered as both an N-graph, in which case the degree map takes values in N, and as an N 2 -graph, in which case the degree map takes values in N 2 . As an N-graph it is acyclic, rooted, and regular, but not strongly simple. However as an N 2 -graph it is rooted, strongly simple and regular. To see the difference in strong simplicity between the two cases consider the objects (0, 0) and (1, 1) and the possible morphisms (0, 0) → (1, 1). In both cases we can decompose the morphism (0, 0) → (1, 1) as either (0, 0) → (1, 0) → (1, 1) or (0, 0) → (0, 1) → (1, 1). As an N-graph these are both compositions of morphisms of degree 1, the generator of N. Hence for the factorization property to hold, the compositions (0, 0) → (1, 0) → (1, 1) and (0, 0) → (0, 1) → (1, 1) must correspond to two different morphisms (0, 0) → (1, 1) and the N-graph is not strongly simple. It is, however, acyclic as there are no directed loops in the graph. As an N 2 -graph, (0, 0) → (1, 0) → (1, 1) is a composition of morphisms first of degree (1, 0) then of degree (0, 1), whereas (0, 0) → (0, 1) → (1, 1) is a composition of morphisms first of degree (0, 1) then of degree (1, 0). These can therefore be identified without violating the factorization property to give a unique morphism (0, 0) → (1, 1). As an N 2 -graph it is possible to identify all directed paths from one object to another without violating the factorization property, and the N 2 -graph is strongly simple. There is a geometric perspective on this distinction. Geometrically, viewing N 2 as an N 2 -graph corresponds to thinking of N 2 as a rank 1 cubical complex, whereas as an N-graph we consider only the 1-skeleton as a directed graph.
More generally, any product of k regular rooted trees is an acyclic, rooted, strongly simple and regular N k -graph by the construction in Section 5.2.
) is both rooted and strongly-simple if and only if there exists a unique α ∈ Obj(L ) such that for every β ∈ Obj(L ) there exists a unique λ ∈ Hom(L ) with λ : α → β.
Proposition 5.7. Let P be a finitely generated semigroup that embeds in a group and satisfies
) is a rooted, regular, strongly simple P -graph and denote the root of L by ν 0 .
(
(1) Existence of λ follows because ν 0 is the root and uniqueness because L is strongly simple.
(2) Let λ : α → β be such that d(λ) = x and µ : γ → δ be such that d(µ) = y. Then, since L is regular, there is an isomorphism φ : L γ → L β . In particular, φ(γ) = β and the morphism φ(µ) : β → φ(δ). Hence the composite morphism λφ(µ) satisfies
Otherwise, there is an object α = ν 0 and λ : ν 0 → α with x = d(λ) = 1. Then we have that x = x 1 . . . x l with each x i ∈ Σ and, by the factorization property, for each x i there is α i ∈ Obj(L ) with ℓ(α i ) = x i . Repeated application of (2) then implies that, for every y in the semigroup generated by {x 1 , . . . , x l }, there is β ∈ Obj(L ) with ℓ(β) = y. Since this holds for every x in d(L ), it follows that the latter is generated by a subset of Σ.
Remark 5.8. Strong simplicity of L is required in order for the 'level' of objects to be well-defined. For example, let N be the directed graph that has V (N) = N and E(N) = {(n, n + 1), (n, n + 2) | n ∈ N}. Then N is a rooted, regular acyclic N-graph but all vertices except 0 and 1 may be reached from the root by paths of different lengths.
Proposition 5.9. Let P be a commutative semigroup that embeds in a group and satisfies
) be a rooted, regular, strongly simple P -graph with root ν 0 . Define
and put
i . Note this product is therefore independent of how x is expressed as a product of generators from Σ. 
On the other hand, if β ∈ V xx j , there is λ : ν 0 → β with d(λ) = xx j . Then the factorization property implies that there are morphisms λ 1 with d(λ 1 ) = x and λ 2 with d(λ 2 ) = x j such that λ = λ 1 λ 2 . Since cod(λ 1 ) := α belongs to V x , it follows that β ∈ φ α (V x j ), and the inequality in (6) is an equality.
It follows from Propositions 5.7 and 5.9 that a regular, rooted, strongly simple Ngraph is a regular, rooted tree in which every vertex has s 1 children.
Products of P -graphs.
We will define the product of a family of general P -graphs. We are particularly interested in analogues of products of trees. We will therefore investigate the products of rooted, strongly-simple P -graphs in some detail.
is a family of k semigroups and L i is a P i -graph with degree map
with morphisms composed coordinatewise and with degree map
The first thing we need to know is that this construction yields a P -graph.
Lemma 5.11. Suppose {P i } is a family of k semigroups and, for each
To see that L is a P -graph, it suffices to prove that d satisfies the factorisation property. For this, suppose that d ((λ 1 , . . . , λ k )) = (x 1 , . . . , x k )(y 1 , . . . , y k ) with each ((γ 1 , . . . , γ k )) = (x 1 , . . . , x k ) and d ((µ 1 , . . . , µ k )) = (y 1 , . . . , y k ).
Suppose that (α 1 , . . . , α k ), (β 1 , . . . , β k ) are any two morphisms in Hom(L ) satisfying (λ 1 , . . . , λ k ) = (α 1 , . . . , α k )(β 1 , . . . , β k ), d ((α 1 , . . . , α k )) = (x 1 , . . . , x k ) and d ((β 1 , . . . , β k )) = (y 1 , . . . , y k ). Then, for each i, λ i = α i β i , d i (α i ) = x i and d i (β i ) = y i . By the factorisation property in each L i , this implies α i = γ i and β i = µ i for each i as required.
We are particularly interested in identifying rooted, strongly-simple P -graphs as product graphs. The following is a first step in our analysis.
Lemma 5.12. Suppose
is a family of semigroups and, for each i, L i is a rooted, strongly-simple
To prove that L is rooted and strongly simple it suffices, by Remark 5.6, to prove that there exists a unique ν ∈ Obj(L ) such that for every α ∈ Obj(L ) there exists a unique morphism λ ∈ Hom(L ) satisfying λ : ν → α.
For each i, let ν i be the root of L i . Let (ν 1 , . . . , ν k ) ∈ Obj(L ) and consider an arbitrary (α 1 , . . . , α k ) ∈ Obj(L ). Since each L i is strongly simple and α i ∈ L i , there exists a unique λ i ∈ Hom(L i ) such that λ i : ν i → α i . Hence (λ 1 , . . . , λ k ) ∈ Hom(L ) and satis-
, and L is a rooted, strongly-simple P -graph.
5.3. P -graphs associated with subsemigroups of flat groups. Throughout this section: H is a finitely generated subgroup of the totally disconnected, locally compact group G, and H is isomorphic to Z k for some k ∈ N; U is a compact, open subgroup of G tidy for H; and P is a finitely generated subsemigroup of H with P ∩ P −1 = {1} that is s-multiplicative over U. We construct a P -graph in terms of U and P with a specific structure. Just as Möller's construction begins with the copy {νx n | n ≥ 0} of N in the U-coset space, ours begins with a copy of P viewed as a P -graph as follows.
Construct a category P from P such that Obj(P) = P and Hom(P) = {(y 1 , y 2 ) ∈ P × P | ∃y ′ ∈ P with y 2 = y 1 y ′ } .
Define a functor d : P → P by setting d(y) equal to the identity of P for all y ∈ Obj(P) and, for (y 1 , y 2 ) ∈ Hom(P) with y 2 = y 1 y ′ , setting d((y 1 , y 2 )) = y ′ . This is well-defined because P is left cancellative. To prove that the factorisation property is satisfied, suppose (y 1 , y 3 ) ∈ Hom(P) and d(y 1 , y 3 ) = λ 1 λ 2 for some λ 1 , λ 2 ∈ P . Hence y 3 = y 1 λ 1 λ 2 ∈ P . Let y 1 λ 1 = y 2 ∈ P . Then (y 1 , y 2 ), (y 2 , y 3 ) ∈ Hom(P), and (y 1 , y 2 )(y 2 , y 3 ) = (y 1 , y 3 ), with d((y 1 , y 2 )) = λ 1 and d((y 2 , y 3 )) = λ 2 as required. Hence P is a P -graph.
The 1-skeleton of P is the Cayley graph for P for which the generating set is all of P . Let Σ = {x 1 , . . . , x n } be the smallest generating set for P . This exists and is finite by Proposition 4.14. Let X denote the Cayley graph of P with respect to Σ, that is, X is the directed graph that has V (X) = P and E(X) = {(x, x i x) | x ∈ P, x i ∈ Σ}. Then X is a subgraph of the 1-skeleton of P.
For x ∈ P , the descendant P -graph of P is the category P x having objects desc(x) = {y ∈ P | y = xy ′ for some y ′ ∈ P } and morphisms all pairs (y 1 , y 2 ) from P such that (y 1 , y 2 ) ∈ desc(x)×desc(x). The map y → xy, y ∈ P , is an isomorphism from P to P x . By considering the 1-skeleton of P x , we identify a subgraph X x of X with vertex set desc(x) and edge set E(X) ∩ desc(x) 2 . The map y → xy, y ∈ P , also gives a graph isomorphism from X to X
x . The analysis of our construction requires the following technical results which it will be less distracting to prove separately. Lemma 5.13. Let P and U be as above and suppose that x, y ∈ P . Then
Proof. It may be assumed without loss of generality that P is a maximal s-multiplicative semigroup over U. The hypotheses then allow us to apply Proposition 4.12 and conclude that U = U + U − , where
Lemma 5.14. Suppose H ∼ = Z k is a discrete subgroup of a totally disconnected, locally finite group G and that U is tidy for H. Suppose P is a subsemigroup of H that is multiplicative over U. Then the double cosets UxU and UyU are disjoint for any distinct x and y in P .
Proof. Assume that UxU and UyU are not disjoint. Then, in fact, UxU = UyU and there are u, v ∈ U such that x = uyv. We may assume that u ∈ U − and v ∈ U + , where U + and U − are the subgroups found in Proposition 4.12 satisfying that U = U + U − and that y −1 U + y ≤ U + and yU − y −1 ≤ U − . Then v = y −1 u −1 x and so commutativity of H implies that, for every n ≥ 0,
which is compact. Since U is tidy for y it follows by [12, Lemma 9] that y n vy −n ∈ U for every n and hence that xy
Since H is discrete and torsion-free, while U is a compact subgroup of G, it follows that xy −1 = 1, that is, x and y are not distinct.
We are now in a position to state and prove our main result.
Theorem 5.15. Suppose H ∼ = Z
k is a discrete finitely generated subgroup of a totally disconnected, locally compact group G and that U is tidy for H. Let P be a subsemigroup of H with a minimal finite generating set Σ = {x 1 , . . . , x n } and suppose that P is multiplicative over U. Let Ω ≡ U\G, the set of right U-cosets in G, write ν for the element U ∈ Ω and νxU = {νxu ∈ Ω | u ∈ U}. Define a category G by
with composition (νxu, νyu)(νsv, νzv) being defined when νyu = νsv, in which case
Define d : G → P by d(x) = 1 and d(νxu, νxy ′ u) = y ′ for x, y ′ ∈ P and u ∈ U. Then G is a regular, rooted, strongly-simple P -graph whose 1-skeleton is a graph Γ P with
Proof. Lemma 5.14 implies that the union x∈P νxU defining Obj(G ) is disjoint. Hence νxu and νxy ′ u determine x and xy ′ uniquely and the degree map is well-defined. We begin by making some general observations about G that will help in establishing that it is a regular, rooted, strongly-simple P -graph.
Note that U acts on G (and Γ P ) by multiplication on the right. For each x ∈ P , the Uorbit νxU is a finite subset of Ω by Lemma 3.9. Indeed, the stabiliser of νx is U ∩x −1 Ux. Hence the map u → νxu : U → νxU induces a bijection
and the cardinality of νxU is |U : U ∩x −1 Ux| = s(x) by Corollary 3.10. Put s i = s(x i ) for x i in the generating set Σ. Since P is commutative, each x ∈ P is a product, x = i x m i i for m 1 , . . . , m n ∈ N, and multiplicativity of P over U implies that the cardinality of νxU is
Even though the expression for x in terms of {x 1 , . . . , x n } need not be unique, the product n i=1 s m i i must be independent of which expression is used because |νxU| is. It follows from Lemma 5.13 that, if x and y = xy ′ belong to P , then
and so there is a well-defined and surjective truncation map trun x,y : νyU → νxU defined by trun x,y (νyu) = νxu. This map is not generally injective and trun −1
x,y (νxu) is equal to the set of morphisms νxu → νyU. The set of morphisms between νxU and νyU is (νx, νy)U, and so we have trun
x,y (νxu) = (νx, νy)(U ∩ x −1 Ux)u, which has cardinality
where the p i are such that
i . Given x, y = xy ′ , and z = yz ′ in P , the truncation maps satisfy trun x,y • trun y,z = trun x,z . We now proceed to prove that G is a regular, rooted, strongly-simple P -graph by verifying the conditions in reverse order.
To prove that G is a P -graph we must prove the factorisation property. Suppose λ ∈ G with d(λ) = y ′ = y 1 y 2 for some y 1 , y 2 ∈ P . Thus λ = (νxu, νxy ′ u) for some x ∈ P and u ∈ U. Then λ 2 = (νxy 1 u, νxy 1 y 2 u), λ 1 = (νxu, νxy 1 u) ∈ Hom(G ) are uniquely defined by the conditions νxy 1 u = trun xy 1 ,xy ′ (νxy ′ u) and νxu = trun x,xy 1 (νxy 1 u) respectively. Moreover, d(λ 1 ) = y 1 , d(λ 2 ) = y 2 and λ 1 λ 2 = λ as required for the factorisation property. Thus G is a P -graph.
We next prove that G is rooted and strongly simple. First, note that ν is the root for G because G ν = G . Next, for α = νxu, β = νyw ∈ Obj(G ), there is a morphism λ : α → β only if y = xy ′ and u and w may be chosen to be equal. In that case λ = (νxu, νyu) is the unique such morphism because α and β determine x and y, and hence y ′ , uniquely. To see that G is regular, we will construct, for each α = νxu in Obj(G ), an isomorphism φ α : G → G α . For this, consider νyw ∈ G and recall from Proposition 4.12 that ν = U = U − U + with yU − y −1 ≤ U − ≤ U for every y ∈ P . Hence for each y ∈ P νyU = UyU − U + = U(yU − y −1 )yU + = UyU + = νyU + .
Thus the coset representative w in νyw may be chosen from U + , as may u in νxu = α. Next consider (νyw)x = νyx(x −1 wx) = νxy(x −1 wx), which belongs to νxyU because x −1 U + x ≤ U + . Moreover, it is an object in the descendant P -graph G νx because (νx, νxy).x −1 wx = (νx, νxy(x −1 wx)) is a morphism. We claim that the right U-coset (νyw)x = νxy(x −1 wx) depends only on νyw and not on w. This is because the νy-stabiliser (U + ) νy = y −1 U + y, whence x −1 (U + ) νy x = (xy) −1 U + xy = (U + ) νxy . Hence
is a well-defined map G → G νx . The same considerations show that φ 1 is injective. Surjectivity of φ 1 follows from the fact that, if νxyw ∈ G νx , then w ∈ (U + ) νx = x −1 U + x. That φ 1 is a homomorphism of P -graphs may be seen by noting that, if λ = (νyw, νyzw) ∈ Hom(G ), then (φ(νyw), φ(νyzw)) = (νxy(x −1 wx), νxyz(x −1 wx))
belongs to Hom(G νx ). Therefore φ 1 : G → G νx is an isomorphism of P -graphs. The construction of the objects and morphisms in G implies that right multiplication by elements of U is an isomorphism. Hence
is the desired isomorphism and G is regular. The 1-skeleton of G is the directed graph Γ P with
Indeed, the morphisms of G can be constructed by repeatedly composing edges of Γ P , so that Hom(G ) = ℓ≥0 E ℓ (Γ P ) where E ℓ (Γ P ) denotes the paths of length ℓ in Γ P .
Remark 5.16. Note that since the U-cosets νx, x ∈ P are disjoint we can identify P with the full sub-P -graph of G whose objects are x∈P νx. In this way we identify P ⊂ G and X ⊂ Γ P . Moreover, U acts on G and Γ P by right multiplication and G = P.U and Γ P = X.U, so that G and Γ P may be viewed as being composed of copies of P and X respectively. Moreover, P and X can be viewed as homomorphic images of G and Γ P respectively.
Since the scale of x ∈ P is independent of the subgroup U tidy for H, it follows that the number of right U-cosets in each double U-coset UxU (x ∈ H) is independent of U, and also that, if P is multiplicative over one subgroup tidy for H, then it is multiplicative over all. We may therefore observe that:
Corollary 5.17. The Γ P -graph G defined in Theorem 5. 15 is independent of the tidy subgroup U used in its construction.
EXAMPLES
In this section we explore some examples arising from totally disconnected, locally compact groups. We first give explicit examples including one case in which P is not isomorphic to N k and one in which we obtain an N k -graph that is not a product of trees. Then we give a sufficient criterion for the P -graph to be a product of trees. l is abelian and hence flat. The s-multiplicative subsemigroups of H are described in each case and the corresponding P -graph described for many of them. The descriptions of the P -graphs are illustrated by diagrams which are the Cayley graphs of P with respect to the minimal generating sets in which the vertex x ∈ P is labelled by d −1 (x), the inverse image of x under the degree map.
It follows from (8) that the subsemigroups of H that are multiplicative over U correspond to the subsets of {1, . . . .k}. For each such subset, J say, put
Then P J is multiplicative over U and the minimal generating set for P J is, denoting by e j the standard basis vector whose only nontrivial entry is a 1 in the j th position,
It follows that P J ∼ = N k for each J and
There is a truncation map trun x,y if y ′ = yx −1 belongs to P J , that is, if x = (m 1 , . . . , m k ) and y = (n 1 , . . . , n k ) satisfy 0 ≤ m j ≤ n j for j ∈ J and 0 ≥ m j ≥ n j for j ∈ J. Then, for (b j )
which has order p, while for each generator −e j (so that j ∈ J), ker(trun x,x−e j ) = (0) j i=1 + U , which has order 1. It then follows from the definition in Theorem 5.15 that the graph Γ P J is isomorphic to the product of rooted trees k j=1 T j , where T j is the regular tree with every vertex having p children if j ∈ J and the tree with every vertex having one child (isomorphic to N) if j ∈ J. In particular, if J = {1, . . . , k}, then Γ P J is T k , where T is the tree where every vertex has p children. If J = ∅, then νxU has one vertex for every x and Γ P J is N k , that is, isomorphic to P J . When k = 1 and J = {1}, P J = N and the graph Γ P J is a rooted tree in which every out-valency is p. There are thus p j vertices with degree j, corresponding to the cosets
We have illustrated this schematically in Figure 1 shows the graph where the labels C p j should be interpreted as a set of vertices labelled by C p j with each connected to precisely one ancestor and p descendents. Figure 2 shows the graph Γ P J with k = 2 and J = {1, 2}, so that P J = N 2 . This is the graph product of two rooted trees both having out valencies equal to p. The vertices with degree (n 1 , n 2 ) correspond to the cosets (p
, there are three other multiplicative semigroups for the cases when J = ∅, {1} and {2}. When J = {2}, for example, the degree map projects Γ P J onto N 2 , as in Figure 2 , but the vertices with degree (n 1 , n 2 ) correspond to d −1 (n 1 , n 2 ) = {0} × C p n 2 . The similarity between Example 2.2 and this multiplicative semigroup and its Pgraph may be seen by writing G as (Q p ⋊ Z)
k . It is also illuminating to form direct products of different groups. Taking G = (Q p 1 ⋊ Z) × (Q p 2 ⋊ Z) with p 1 and p 2 distinct primes and J = {1, 2} yields a P -graph similar to that shown in Figure 2 but with
The P -graph of a multiplicative semigroup P is not always a product of trees even if P is isomorphic to N k , as seen in the next example. Unlike the example just discussed, it is necessary in the next two examples that the open normal subgroup be a product of copies of Q p for the same p. The coprimality condition implying that Γ P is a product of trees given in Proposition 6.4 shows this necessity. (a, b, c)
Then H = {0}⋊Z 2 is flat and U := Z 3 p ⋊{0} is tidy for H. The factoring of U described in Theorem 4.4 is U = U 1 U 2 U 3 , where U j ≤ Z 3 p is non-zero in the j th factor and zero in the others. The action of H is such that the subsets {1, 3} and {2} cannot occur as a set J + P in Definition 4.8. The remaining subsets of {1, 2, 3} do occur and the subsemigroups of H multiplicative over U are set out in Table 1 . The semigroup P is described in terms of all n 1 , n 2 such that e n 1 1 e n 2 2 ∈ P and by their generating sets Σ. The value of the scale on P is also given. 
The graph Γ P ∅ is the directed Cayley graph of (N 2 , Σ), that is, N 2 with its standard generators, and G is the N 2 -graph (or 2-graph) N 2 . The vertices of the graph Γ P {1,2,3} are
2 ) has order p 2n 1 +2n 2 . The truncation map trun (e 2 ) :
2 ). It will now be seen that G and Γ P are not products of trees.
It follows from (9) that
and
and from (10) that the edge set between V (1,0) and V (1, 1) is the graph of trun
Similarly, the edge set between V (0,1) and V (1, 1) is the graph of trun −1 (e 2 ),(e 1 e 2 ) where trun (e 2 ),(e 1 e 2 ) : (a + Z p , b + Z p , c + Z p )(e 1 e 2 ) → (pa + Z p , pb + Z p , c + Z p )(e 2 ).
Hence there are edges from the vertex (
in V (1, 1) and there are edges from the vertex (Z p ,
and no common descendants otherwise. In contrast, if the graph were a product of trees, then each vertex in V (1,0) would have p 2 descendants and exactly one common descendant with each of the p 2 vertices in V (0,1) . Another interpretation of Γ P {1,2,3} may be seen in Figure 3 . The semigroup P {1,2,3} is isomorphic to N 2 and the diagram is the Cayley graph of N 2 with vertices labelled by d −1 (n 1 , n 2 ) = C p n 1 × C p n 1 +n 2 × C p n 2 , where C p m denotes p −m Z/Z. The truncation maps are the natural coordinatewise projections, e.g., trun (e 1 ),(e 1 e 2 ) : C p × C p 2 × C p → {0} × C p × C p by mapping: C p → {0} in the first coordinate; C p 2 → C p by quotienting by pC p 2 in the second coordinate; and the identity map in the third coordinate. Each
. Not a product of trees.
vertex in C p ×C p 2 ×C p thus projects to vertices in {0}×C p ×C p and C p ×C p ×{0} having the same second coordinate and there are p vertices in {0} × C p × C p and C p × C p × {0} projecting to the same pair. On the other hand, if the graph were a product of trees, then every pair of vertices, one from {0} × C p × C p and one from C p × C p × {0}, would be the image under the projection of exactly one vertex in
In the previous examples, the semigroup P was isomorphic to N k . That that is not always the case is shown by the next example.
, where the action of Z 2 on Q 2 p is defined by extending the following actions of the standard basis vectors:
Then H = {0} ⋊Z 2 ) is flat and U := Z 2 p ⋊{0} is tidy for H. The factoring of U described in Theorem 4.4 is U = U 1 U 2 , where U 1 and U 2 are supported on the first and second coordinates respectively. All subsets of {1, 2} may occur as J + P in Definition 4.8 and the corresponding semigroups are set out in Table 2 .
For each of these semigroups, the minimal generating set Σ has three elements and so the semigroup is not isomorphic to N 2 . The pair (H, P {1,2} ) is not quasi-lattice ordered in this case. For example, the pair of elements e 1 and e 1 − e 2 share the common upper bounds 2e 1 and 2e 1 − e 1 but both are minimal and so there is no least upper bound.
The graph Γ P ∅ is the Cayley graph X(P, Σ) and the P -graph G is isomorphic to P. This is the graph shown in Figure 4 but with single points in place of the labels given. {2} n 1 + n 2 ≤ 0, n 1 − n 2 ≥ 0 −e 1 − e 2 , −e 2 , e 1 − e 2 p n 1 −n 2 ∅ n 1 + n 2 , n 1 − n 2 ≤ 0 −e 1 + e 2 , −e 1 , −e 1 − e 2 1
We describe the graph Γ P {1,2} in more detail. Its vertices are V (Γ P {1,2} ) = (n 1 ,n 2 )∈P {1,2}
V (n 1 ,n 2 ) , where V (n 1 ,n 2 ) = ν(e 2 ). Figure 4 shows the graph Γ P {1,2} . The semigroup P {1,2} consists of all (n 1 , n 2 ) ∈ Z 2 with n 1 + n 2 and n 1 − n 2 both non-negative. In Figure 4 , the vertex of the Cayley graph of P {1,2} with respect to the generating set {(1, 1), (1, 0), (1, −1)} is labelled by d −1 (n 1 , n 2 ) = C p n 1 +n 2 × C p n 1 −n 2 .
Although Γ P {1,2} cannot possibly be a product of trees, it is virtually a product of trees in the sense that there is an index 2 subsemigroup, Q = (n 1 , n 2 ) ∈ P {1,2} | n 1 + n 2 ∈ 2Z , such that Γ Q is a product, T p × T p , of rooted trees where each vertex has p children.
6.2. Automorphisms with coprime scales and products of trees. In Examples 6.2 and 6.3, in which G and Γ P are not products of trees, the relative scale on each of the factors U j of the tidy subgroup U is always a power of p. It is seen next that it is a necessary feature of any such examples that the relative scales not be coprime. and, for every z in x, y and j ∈ {0, 1, . . . , q}, zU j z −1 either contains U j or is contained in U j . Moreover, by Lemma 4.5, [14, Theorem 6.12] , the scale of z is
Since s(x)s(x −1 ) and s(y)s(y −1 ) are coprime, the sets X + = j ∈ {1, . . . , q} | xU j x −1 > U j , Y + = j ∈ {1, . . . , q} | yU j y −1 > U j , X − = j ∈ {1, . . . , q} | xU j x −1 < U j , and Y − = j ∈ {1, . . . , q} | yU j y −1 < U j are pairwise disjoint. The element z := xy satisfies zU j z −1 > U j for every j ∈ X + ∪ Y + and zU j z −1 < U j for every j ∈ X − ∪ Y − . Hence factoring U as U = U + U − , where U + = n≥0 z n Uz −n and U − = n≥0 z −n Uz n , the factors U j in (12) may be arranged so that all factors in X + ∪ Y + appear first. Also, by Lemma 4.5 (1), n∈Z z n U + z −n is a closed, x, y -stable subgroup of G. Restricting the conjugation action of x, y to this subgroup, U + is tidy. The element w = xy −1 satisfies wU j w −1 > U j for every j ∈ X + and wU j w −1 < U j for every j ∈ Y + . Hence, putting U x+ = n≥0 w n U + w −n and U y+ = n≥0 w −n U + w n yields U + = U x+ U y+ . That U − factors as U − = U x− U y− may be shown similarly. Every element of x, y either expands or shrinks every one of the factors U x± and U y± . Hence no further refinement of the factoring of U occurs and Equation (12) is in fact just Equation (11) . When all four factors in Equation (11) are not trivial, any element x n 1 y n 2 with n 1 and n 2 non-negative expands the factors U x+ and U y+ . Hence, the semigroup P of all such elements is multiplicative over U and J P = {x+, y+}. The other semigroups multiplicative over U may be described similarly. Each of these semigroups is isomorphic to N 2 with minimal generating sets {x, y}, {x, y −1 }, {x −1 , y} and {x −1 , y −1 } respectively. We are now in essentially the same position as in Examples 2.2 and 6.2 and the P -graph for each of these semigroups is a product of trees. In the case of P = {x n 1 y n 2 | n 1 , n 2 ≥ 0} for instance, we have d −1 (n 1 , n 2 ) = C s n 1 × C s n 2 , where s(x) = s and s(y) = t, and Γ P is isomorphic to the product of regular rooted trees with outvalencies s and t respectively.
COMMENTS AND QUESTIONS
Remark 7.1. In [10] , Möller works only with positive powers of x. The fact that a subgroup U that is tidy for x is also tidy for x −1 and for x means that checking multiplicativity of positive powers of x over U is enough to characterize tidiness for the flat group x .
Multiplicativity over a semigroup does not imply tidiness. Example 3.5 in [14] gives a flat group generated by commuting automorphisms α 1 , α 2 and compact, open subgroup, U, such that the semigroup generated by α 1 and α 2 is multiplicative over U but U is not tidy for the group α 1 , α 2 . In this example, α 1 and α 2 do not generate a free semigroup because α . It may be that if the automorphisms are sufficiently independent and the semigroup they generate is multiplicative over U then U is tidy for the group that they generate.
Remark 7.2. Suppose that H is simply a subgroup of G (not necessarily abelian) and U is a compact open subgroup. Suppose that P is a subsemigroup of H. Can a similar construction using cosets of U be made to work? Can multiplicativity of P over U be characterized in terms of this graph? If H is flat and P is multiplicative over U, then U factors as U = U + U − , the image of P in H/H(1) is a subsemigroup of Z k , and the graph (or P -graph) can be defined in terms of the coset spaces U + /(x −1 U + x), x ∈ P . It may be shown that finitely generated nilpotent groups are flat and so a version for H nilpotent at least is desirable. Remark 7.3. The notion of a regular, rooted, strongly simple P -graph (over the subsemigroups of Z k arising here) is defined abstractly. They are not all products of trees, even when P is a product of k copies of N. Can these P -graphs be classified?
By construction, these P -graphs are acted on by U. In the examples U = Z q p for some q > 0. What are the automorphism groups of regular, rooted, strongly simple P -graphs? Are they much larger than Z q p in the higher rank cases?
