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Abstract. We apply a Gaussian variational approximation to model reduction in large biochemical
networks of unary and binary reactions. We focus on a small subset of variables (subnetwork) of interest, e.g.
because they are accessible experimentally, embedded in a larger network (bulk). The key goal is to write
dynamical equations reduced to the subnetwork but still retaining the effects of the bulk. As a result, the
subnetwork-reduced dynamics contains a memory term and an extrinsic noise term with non-trivial temporal
correlations. We first derive expressions for this memory and noise in the linearized (Gaussian) dynamics
and then use a perturbative power expansion to obtain first order nonlinear corrections. For the case of
vanishing intrinsic noise, our description is explicitly shown to be equivalent to projection methods up to
quadratic terms, but it is applicable also in the presence of stochastic fluctuations in the original dynamics.
An example from the Epidermal Growth Factor Receptor (EGFR) signalling pathway is provided to probe
the increased prediction accuracy and computational efficiency of our method.
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1. Introduction
Protein-protein interaction networks, such as the ones building up signalling pathways, can contain thousands
of reacting species and the underlying mechanisms are still largely unclear [1, 2], with mathematical
descriptions involving large systems of coupled nonlinear differential equations or their stochastic analogues
such as Chemical Langevin Equations [3]. This motivates the search for approximate descriptions and model
reduction techniques (see e.g. [4–7]). The aim is to simplify the overall analysis, to facilitate the interpretation
of experimental data and ultimately to extract the maximal information from them. Analytical rather than
numerical approximations can be particularly useful here by delivering qualitative insights.
The challenge, then, is to find efficient approximations of probability distributions over the temporal
trajectories (paths) of a system with stochastic dynamics. Variational methods achieve this by optimizing
an approximating distribution within some chosen family of distributions. Eyink [8] proposed a general
scheme to produce approximations by applying a variational principle on a non-equilibrium effective action;
see also [9, 10] for applications of this variational approach based on Poisson distributions.
The problem of approximating intractable distributions is also a key one in the area of machine
learning techniques [11]. Variational approximations are there often based on minimizing a Kullback-Leibler
divergence [12] to obtain the most faithful approximation. Families of approximating distributions include
the mean field-type (factorized) ansatz [13, 14] or Gaussian distributions [15, 16], the latter allowing one to
retain correlation information beyond mean field.
The Gaussian assumption can be viewed as a second order moment closure scheme, as first outlined by
Whittle [17]. Several precedents exist for its use in modelling biochemical reactions [18,19]; for performance
comparisons to other approximations see also [20–22].
The setting we consider in this paper is the following: we consider a network of unary and binary
biochemical reactions and focus on a subset of molecular species, the “subnetwork”. We view this as
embedded in the remainder of the larger network, the “bulk”. The subnetwork is taken as given from
the outset. It may be determined by which molecular species can be monitored experimentally, or which are
better characterized theoretically, or indeed which are more relevant for the biological features of interest.
Our aim is to calculate the time evolution of subnetwork variables without tracking the evolution of the bulk
network, starting from just some prior information, in the form of the statistics of the bulk initial conditions,
and the subnetwork-bulk and bulk-bulk interactions. We use a Gaussian Variational Approximation (GVA)
of the path distribution for the stochastic equations describing the entire network, and then add nonlinear
corrections.
We focus on the “forward” problem of modelling the dynamics of a subnetwork that is part of a known
larger network. However, this also gives qualitative insights into the situation where only the subnetwork
is known and the bulk of the network is thought of as providing the significant environmental fluctuations
often detected in in vivo conditions. Deriving models for subsystem dynamics in a systematic and principled
way can then ultimately also help with the “inference” problem of estimating properties of the environment
from observed subnetwork dynamics.
Projection methods are one established approach to model reduction [23–26], having been originally
introduced in irreversible statistical mechanics [27]. Projection approaches generically yield a reduced
dynamical description for the subnetwork that includes a memory term and extrinsic noise known as “random
force” (Sec. 2.1), though finding explicit expressions for these is challenging. Rubin et al. [26,28] achieved this
for the setting of unary and binary reactions with mass action kinetics we consider here (with a later extension
to Michaelis-Menten kinetics [29]) in the limit where the dynamics of the entire network is deterministic.
These results will provide a useful point of comparison for our approach.
Our method, like that of [26], is applicable to arbitrarily chosen subnetworks, while other coarse-graining
procedures specifically tailor the choice of subnetwork, e.g. to merge or eliminate fast reactions [30]. However,
instead of employing projection operators, we derive the reduced subnetwork dynamics by integrating out or
marginalizing the bulk degrees of freedom (d.o.f.) from a path integral representation of the full dynamics.
This marginalization approach has been used also in recent works studying fixed or fluctuating random
environmental conditions [31, 32]. In our treatment, the environment (bulk) is itself a network, with its
own structure and dynamics. This makes the approach more flexible, allowing one for example to consider
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different splits of a given network into subnetwork and bulk as might be relevant for different datasets.
We start in Sec. 2 by introducing the model for the network dynamics and the structure of its subnetwork-
reduced version expected from projection methods. In Sec. 3 we outline a variational derivation of a Gaussian
approximation over paths [15]. We then marginalize to obtain the approximate subnetwork dynamics,
including the memory and extrinsic noise due to the interaction with the bulk (Sec. 4). To go beyond the
effectively linearized dynamics implied by the Gaussian approximation, we write the subnetwork dynamics in
terms of an “effective” (i.e. with the bulk integrated out) action and perform a perturbative expansion from
which the nonlinear memory and noise can be read off (Sec. 5.1). The numerical solution of the resulting
subnetwork equations is discussed in Sec. 5.2 and is more computationally efficient for large bulk networks
than for the projected subnetwork equations of [26]. Nevertheless, as we show in Sec. 5.3, the two methods
are equivalent in the deterministic limit, to the quadratic order that both treat systematically.
In Sec. 6.1 we use a toy model that is instructive in its simplicity, in order to illustrate our method and
compare its accuracy to existing approximation schemes. Finally, in Sec. 6.2, we apply our model reduction
to the protein-protein interaction network around Epidermal Growth Factor Receptor (EGFR), where it
yields increased prediction accuracy compared to projection methods [26].
2. Set-up
We consider a reaction network of N molecular species such as proteins and protein complexes, with
concentrations x = (x1, . . . , xN ). These are assumed to evolve in time according to a set of Chemical
Langevin Equations (CLE) [3]
∂xi(t)
∂t
= Φi(x(t)) + ξi(t) i = 1, . . . , N (2.1)
Here ξi(t) is an intrinsic noise term from the stochasticity of reaction events and
Φi(x(t)) =
∑
j,l,j 6=l
(
k−l,ijxi(t)− k+ij,lxi(t)xj(t)
)
+
1
2
∑
j,l,j 6=l
(
k+jl,ixj(t)xl(t)− k−i,jlxi(t)
)
+
∑
j
(
λjixj(t)− λijxi(t)
)
+
∑
l
(
2k−l,iixl(t)− k+ii,lxi(t)xi(t)
)
+
∑
j
(
1
2
k+jj,ixj(t)xj(t)− k−i,jjxi(t)
) (2.2)
These dynamical equations capture the formation of complex l from proteins i and j (with rate constant
k+ij,l) and its dissociation (k
−
l,ij) and similar reactions where i itself is the complex (rate constants k
+
jl,i and
k−i,jl), as well as the unary change of species i into species j (λij), e.g. by phosphorylation. We allow for
the formation of both heterodimers and, with the last two terms in (2.2), homodimers. Φi(x(t)) encodes
the deterministic part of Langevin dynamics (2.1) and can be written as Φi(x(t)) = [Sf(x(t))]i where S
denotes the stoichiometric matrix with entries 0,±1,±2 and f the vector of reaction fluxes.
The CLE-description is equivalent to the Chemical Fokker Planck equation that is obtained by truncating
the Kramers-Moyal expansion of the underlying Master Equation after the first order in the inverse of the
reaction volume V [33]. By construction of the CLE [3], the noise is Gaussian distributed with zero mean.
Its covariance matrix
〈ξi(t)ξj(t′)〉 = Σij(x)δ(t− t′) (2.3)
shows it is uncorrelated in time (white noise) but multiplicative (with x-dependent correlations, interpreted
in the Itoˆ convention [34]). One can show [35] that
Σ(x(t)) = S diag(f(x(t)))ST (2.4)
The inverse reaction volume  = 1/V sets the amplitude of fluctuations, with the noise contribution
diminishing as the reaction volume V (typically the cell volume) and hence the number of molecules increases.
Following the approach in [36], we can study the time-dependent statistics of protein concentrations by
appeal to the Martin–Siggia–Rose–Janssen–De Dominicis (MSRJD) formalism [37–39] (see also [40, 41] for
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a systematic explanation of this formalism). We discretize time in small steps ∆ and we denote by P (x)
the normalized probability distribution of protein concentration paths, i.e. the set of temporal trajectories
x = {xi(t)} satisfying (2.1); it can be deduced from P (ξ), the Gaussian distribution of the stochastic
fluctuations ξ = {ξi(t)} by
P (x) = P (ξ(x))J(x) (2.5)
where J(x) = |∂ξ/∂x| is the Jacobian of this transformation and J(x) ≡ 1 with the Itoˆ convention [34, 41].
The normalization property of (2.5) can be rewritten as
1 ≡ Z =
∫ ∏
it
dxi(t)dξi(t)
∏
t
P ({ξi}(t))
∏
it
δ
(
xi(t+ ∆)− xi(t)−∆Φi(x(t))−∆ξi(t)
)
=
=
∫ ∏
it
dxi(t)dxˆi(t)
2pi
dξi(t)
∏
t
P ({ξi}(t))
∏
it
eixˆi(t)[xi(t+∆)−xi(t)−∆Φi(x(t))−∆ξi(t)]
(2.6)
where we have first expressed ξ in terms of x by using δ−functions to impose (2.1) and we have then
represented these as Fourier integrals over a set of auxiliary variables xˆ. The noise appears via its average
over the time interval ∆, ξi(t) =
1
∆
∫ t+∆
t
ξi(t
′)dt′, so that 〈ξi(t)ξj(t′)〉 = ∆−1Σij(x)δ(t− t′). The integration
over this Gaussian noise can be performed by means of the Hubbard-Stratonovich identity∫
DξP (ξ)e±i∆xˆ·ξ = e−
∆
2 xˆ
TΣxˆ (2.7)
where the measure should be understood as Dξ =
∏
i dξi(t). This brings Z into the final form
Z =
∫
DxDxˆ eH (2.8)
The notation DxDxˆ is a shorthand for
∏
it dxi(t)dxˆi(t)/(2pi) and represents a path integral, ranging across
all possible trajectories for x and xˆ. Each trajectory {xi(t), xˆi(t)} is weighted by a factor exp(H) with the
action H
H =
∑
it
ixˆi(t) [xi(t+ ∆)− xi(t)−∆Φi(x(t))] + ∆
2
∑
ijt
ixˆi(t)Σij(x(t))ixˆj(t) (2.9)
Note that Z ≡ 1 by construction, so exp(H) defines a distribution (or more precisely a complex-valued
measure) over trajectories, including the ones of the auxiliary variable xˆ. This distribution will be the
starting point for our model reduction strategy, which aims to derive an accurate description of the dynamics
of a chosen subnetwork that accounts also for the dynamical effects of the embedding into its environment,
the bulk.
2.1. Projection Methods
As explained in the introduction, model reduction to subnetwork dynamics can also be achieved using
projection methods [27, 42]. Here one defines an operator that projects the dynamics onto observables
describing a set of variables of interest. These relevant variables can be slow degrees of freedom, or in the
context of optimal prediction methods [23, 24, 43] those variables that are better resolved by measurement.
The contributions of the remaining, less relevant variables, are then isolated into a memory kernel and a
random force.
Briefly, if xi(t) is a subnetwork concentration, with i = 1, . . . , N
s where N s is the size of the subnetwork,
the projection approach yields a dynamical equation of the general form (see e.g. [42])
∂xi(t)
∂t
=
Ns∑
j=1
xj(t) Ωji︸︷︷︸
Rate matrix
+
Ns∑
j=1
∫ t
0
dt′xj(t′) Mji(t− t′)︸ ︷︷ ︸
Memory function
+ ri(t)︸︷︷︸
Random force
(2.10)
The rate matrix Ωji in the first term on the r.h.s. describes processes that are local in time and involving solely
subnetwork observables. The second term, the memory, captures the effects that past subnetwork states at
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time t′ have on the dynamics at time t. The strength of these effects is given by the memory function, which
depends on the time lag t− t′ as well as the species involved. The intuition behind the memory is that the
subnetwork state at t′ affects the bulk dynamics, which in turn feeds back into the subnetwork dynamics at
t. The final term, the random force, represents the effect of unknown bulk initial conditions, hence a form of
extrinsic noise, and is distinct from any stochasticity of the original dynamics (intrinsic noise). Note that the
projected dynamics formally describes the conditional average of the subnetwork concentrations, where the
conditioning is on the initial values. Fluctuations due to intrinsic noise are therefore not represented explicitly.
The presence of memory and the random force – which has non-trivial temporal correlations – make the
projected subnetwork equations non-Markovian, as expected on general grounds given that model reduction
to a subnetwork is a form of coarse-graining. Including these non-Markovian effects means less information is
lost, giving a more accurate prediction of time courses than any Markovian approximation [26,43]. We note
finally that by choosing more general observables, e.g. products of concentration fluctuations, a nonlinear
analogue of (2.10) can be constructed and it is this form that we compare our framework to in Sec. 5.3
and Appendix E.
3. Gaussian Variational Approximation
Returning to our probabilistic setup, our model reduction task is in principle to take the full distribution
over network trajectories in (2.8) and marginalize it, i.e. integrate over all possible trajectories of the bulk
variables. This is clearly intractable, however, while it would be straightforward if the distribution were
Gaussian (see Sec. 4 below). We therefore now construct a Variational Gaussian Approximation (GVA) to
the network trajectory distribution. Note that in (2.8) we implicitly assumed the initial concentrations x(0)
to be fixed; this can be relaxed by multiplying by the relevant distribution P0(x(0))
P (x, xˆ) = eH(x,xˆ)P0(x(0)) (3.1)
We approximate P by a variational distribution Q(x, xˆ) of Gaussian form
P (x, xˆ) ≈ Q(x, xˆ) = N (x, xˆ|µgen,Cgen) (3.2)
This Gaussian is completely determined by the vector of mean values µgen and the covariance matrix Cgen,
where the “gen” subscript indicates “generalized” moments including the auxiliary variables xˆ(t)
µgen(t) =
( 〈x(t)〉Q
−i〈xˆ(t)〉Q
)
=
(
µ(t)
−iµˆ(t)
)
(3.3)
Cgen(t, t
′) =
〈(
δx(t)
−iδxˆ(t)
)(
δx(t′) − iδxˆ(t′))〉
Q
=
(
C(t, t′) R(t, t′)
R(t′, t)T B(t, t′)
)
(3.4)
with δx(t) = x(t)−µ(t) and δxˆ(t) = xˆ(t)− µˆ(t). For the sake of brevity, we will write 〈〉Q as simply 〈〉 and
the notation used has the following meaning
C(t, t′) =〈δx(t)δxT (t′)〉 = 〈x(t)xT (t′)〉 − µ(t)µT (t′)
R(t, t′) =− i〈δx(t)δxˆT (t′)〉 = −i〈x(t)xˆT (t′)〉+ iµ(t)µˆT (t′)
B(t, t′) =− 〈δxˆ(t)δxˆT (t′)〉 = −〈xˆ(t)xˆT (t′)〉+ µˆ(t)µˆT (t′)
(3.5)
From general results for MSRJD path integrals [40, 44] it follows that Rij(t, t
′) has the meaning of a local
response of xi(t) to a perturbing field −ixˆj(t′) applied to some other species j at an earlier time t′; it is
therefore non-vanishing only for t > t′. Also, Bij(t, t′) is expected to vanish for all times t and t′, as is µˆi(t):
we refer to [45] for a derivation of this property from the fact that Z ≡ 1.
The optimal Gaussian approximation can be found from the stationary points of the Kullback-Leibler
(KL) divergence between Q(x, xˆ) and P (x, xˆ) [12], i.e. from the conditions
∂KL
∂µgen
= 0
∂KL
∂Cgen
= 0 (3.6)
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These conditions give differential equations for the time-dependent parameters of the optimal Gaussian
Q(x, xˆ), i.e. its first two moments. The calculation (see Appendix A) is essentially a reformulation in the
MSRJD formalism of the variational derivation provided by Archambeau et al. [15], except that by focussing
directly on the stationarity conditions of the KL-divergence we can deal with the concentration dependence
of the diffusion matrix Σ(x(t)). We note that, as P (x, xˆ) and Q(x, xˆ) are complex-valued, stationarity of the
KL-divergence is only a heuristic strategy for finding the optimal approximation, but one that is validated
a posteriori by comparison with the results of [15].
The time evolution of the Gaussian Variational Approximation means is given by
dµi(t)
dt
= 〈Φi(x(t))〉 (3.7)
so that µ(t) evolves with the average drift of the initial equations of motion (2.1). The average is over
the instantaneous Gaussian distribution with mean µ(t) and covariance C(t, t), so that nonlinear terms in
Φi(x) retain information about the fluctuations in the dynamics, unlike the Linear Noise Approximation
(see below).
In the unapproximated dynamics, the auxiliary variables xˆi(t) have vanishing moments of any order,
and (within the Itoˆ discretization [34, 41]) equal-time responses. It turns out that the GVA preserves these
properties, giving µˆ(t) = B(t, t′) = 0 and R(t, t) = 0.
It remains to discuss the predictions of the GVA for the correlations C(t, t′) and the responsesR(t, t′) for
t > t′. One finds that these are what would be predicted by linearization of the original Langevin dynamics
(2.1) around the time-dependent means µ(t)
d(x(t)− µ(t))
dt
= K(t)(x(t)− µ(t)) + ξ(t) (3.8)
with an effective rate matrix K(t) defined as
Kij(t) =
〈
∂Φi(x(t))
∂xj(t)
〉
(3.9)
and white Gaussian additive noise ξ(t) with
〈ξ(t)ξT (t′)〉 = 〈Σ(x(t))〉δ(t− t′) (3.10)
Thus, the noise covariance of the GVA is the true one averaged over the approximating Gaussian distribution.
The result (3.9) coincides with that of Archambeau et al. [15], while (3.10) allows one to generalize
their approach to the multiplicative noise case in which the GVA cannot match the true noise covariance
instantaneously. The GVA responses and correlations are the ones that follow straightforwardly from (3.8)
(see Appendix A).
We stress that the GVA differs from the Linear Noise Approximation (LNA), which is obtained within
the van Kampen system size expansion of the Master Equation [3]. The LNA also produces a Gaussian
approximation, but linearizes around the macroscopic (deterministic) trajectory (see [35]) given by
dµi(t)
dt
= Φi(µ(t)) (3.11)
The evolution of the means is therefore completely decoupled from any fluctuation effects. In the GVA,
on the other hand, the mean dynamics (3.7) is affected by the equal-time fluctuations C(t, t), as are the
effective rate matrix (3.9) and the noise covariance (3.10). GVA and LNA only become equivalent when
these fluctuations vanish, i.e. in the limit of large reaction volumes.
4. Subnetwork dynamics within GVA
We can now exploit the GVA results to perform the marginalization over the bulk dynamics and thus obtain
a reduced description of the subnetwork dynamics that still accounts implicitly for the presence of the bulk.
It is here that we first go beyond existing work.
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We separate the concentrations and auxiliary variables (xi and xˆi) into subnetwork and bulk. It is
easiest to assume they are numbered so that i = 1, . . . , N s labels subnetwork species while the remaining
Nb = N −N s species i = N s + 1, . . . , N are in the bulk. This gives a block structure for C and R
C =
(
Css Csb
Cbs Cbb
)
R =
(
Rss Rsb
Rbs Rbb
)
where the superscripts (s or b) refer to subnetwork or bulk respectively. To retain bulk effects on the
subnetwork dynamics the off-diagonal blocks (sb and bs) are clearly essential. Indeed, if one constructs
a restricted GVA where these blocks are constrained to vanish, corresponding to a factorized Gaussian
approximation, then no memory terms appear in the reduced subnetwork dynamics.
Bulk marginalization is now conceptually straightforward: marginals of a joint Gaussian are still
Gaussian, with the appropriate mean and (in our case, generalized) covariance. The marginal distribution
over subnetwork trajectories {xs(t), xˆs(t)} is therefore Gaussian with second moments Css(t, t′), Rss(t, t′)
and Bss(t, t′) ≡ 0. To write down the distribution itself, one just has to find the inverse of this large
(generalized) covariance matrix, as this is what features in the exponent of the Gaussian. Finally one has to
read off what dynamical equations this Gaussian distribution over subnetwork trajectories encodes.
An equivalent and technically simpler route is to write down the dynamics (3.8) implied by the GVA
for the full network and eliminate the bulk degrees of freedom explicitly. We write the subnetwork and bulk
parts of δx(t) = x(t) − µ(t) as δxs(t) and δxb(t), respectively. Similarly we decompose the rate matrix in
equation (3.8) as
K(t) =
(
Kss(t) Ksb(t)
Kbs(t) Kbb(t)
)
Then (3.8) decomposes into
dδxs
dt
= Kss(t)δxs +Ksb(t)δxb + ξs (4.1)
dδxb
dt
= Kbb(t)δxb +Kbs(t)δxs + ξb (4.2)
One can now eliminate δxb explicitly as
δxb(t) = T
[
e
∫ t
0
Kbb(s)ds
]
δxb(0) +
∫ t
0
T
[
e
∫ t
t′ K
bb(s)ds
] (
Kbs(t′)δxs(t′) + ξb(t′)
)
dt′ (4.3)
where δxb(0) is the bulk initial condition and the T indicates that the exponentials are time-ordered, with
factors of Kbb(s) at each order of the exponential expansion arranged so that time increases from right to
left. Substituting into (4.1) gives the reduced subnetwork dynamics in the form
dδxs(t)
dt
= Kss(t)δxs(t) +
∫ t
0
dt′M ss(t, t′)δxs(t′) + χ(t) (4.4)
All subnetwork reactions are retained directly in the local-in-time term Kss while the bulk gives a
contribution via the additional non-local-in-time terms. The second term in particular contains the memory
function
M ss(t, t′) = Ksb(t) T
[
e
∫ t
t′ K
bb(s)ds
]
Kbs(t′) (4.5)
This memory function has a boundary structure [26]: memory terms only appear in the reduced dynamical
equations for “boundary species”, defined as those subnetwork species that interact with the bulk and that
therefore have at least some nonzero coefficients in the relevant row of Ksb. We defer discussion of the
effective noise χ in (4.4) to Appendix B; its covariance is given in (B.5).
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The expression (4.5) for the memory function is appealing conceptually – signals enter the bulk at time
t′, propagate around the bulk and then return to the subnetwork at time t – and the applicability to time-
dependent effective rate matrices Kbb(t) makes it more general than e.g. projection approaches [26]. For
computational purposes a time-dependent Kbb(t) is inconvenient, however, because of the need to evaluate
time-ordered exponentials. From now on we therefore consider dynamics around a steady state, where the
effective rate and diffusion matrices become constant in time, K(t) ≡K and 〈Σ(x(t))〉 ≡ Σ. In this simpler
case (4.5) becomes
M ss(t, t′) = KsbeK
bb(t−t′)Kbs (4.6)
This then agrees fully with the memory function in the reduced description derived via projection
methods [26], as summarized in Appendix E.1. Given this agreement we can refer to [26] for a systematic
analysis of typical amplitudes and timescales of the memory, which encode its overall effect on dynamics, in
the case of a mass action kinetics such as (2.1).
In contrast to the memory function, the effective noise term (see (B.7) in Appendix B) in our
marginalization approach differs from its apparent analogue in the projection method, the random force. This
is because, as explained in Sec. 2.1, the projection approach works with conditionally averaged observables
and hence eliminates (in a linear theory such as the GVA) all intrinsic noise contributions. The random
force thus contains only the extrinsic noise from the initial uncertainty about the bulk state (see Appendix
E). Our effective noise, on the other hand, contains in addition the implicit noise effects.
So far no restrictions have been placed on the relative timescales of bulk and subnetwork. If we specialize
to the case of a slowly varying subnetwork embedded in a fast bulk, equation (4.4) can be shown (see [46])
to reduce to the slow-scale LNA introduced by Thomas et al. [25, 47], and this is a useful consistency check
for our approach.
5. Nonlinear corrections by perturbation theory
5.1. Nonlinear memory
As explained, our general approach is to derive the reduced dynamics of a subnetwork by marginalizing out
bulk degrees of freedom to obtain an “effective” action that involves solely subnetwork variables
Heff(xs, xˆs) = ln
∫
DxbDxˆbeH(x
s,xˆs,xb,xˆb) (5.1)
where DxbDxˆb indicates the integration over bulk trajectories and H is the dynamical action (2.9) of the
whole system. So far we have done this within a Gaussian approximation for H, where the marginalization
can be done in closed form; for ease of derivation we sidestepped the dynamical action in this case and
eliminated the bulk variables directly from the corresponding dynamical equations.
To go beyond the resulting simple linear expression for the memory function (Sec. 4) we now use a
perturbative expansion to capture nonlinear contributions in the dynamics, specifically cubic terms in the
effective action. We decompose the action H into a “non-interacting” part H0 containing only the purely
Gaussian terms, i.e. those that are quadratic in all variables δx and xˆ, and an interacting piece ∆H containing
higher powers. Assuming formally that the rate constants defining ∆H are small, we can expand the effective
action (5.1) as
Heff = ln
∫
DxbDxˆbe(H0+∆H)
= ln
∫
DxbDxˆbeH0
(
1 +
∫
DxbDxˆbQ0(x
b, xˆb|xs, xˆs)∆H+O(∆H2) + . . .
) (5.2)
Here
−∆H =
∫ T
0
dt
{
ixˆs
[
Ks,ss
(
δxs ◦ δxs)+Ks,sb(δxs ◦ δxb)+Ks,bb(δxb ◦ δxb)+
ixˆb
[
Kb,ss
(
δxs ◦ δxs)+Kb,sb(δxs ◦ δxb)+Kb,bb(δxb ◦ δxb)]} (5.3)
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collects all quadratic terms in δx in the original mass action dynamics (2.2): thus the perturbative approach
we develop here is targeted at this type of nonlinearities, i.e. binary reactions. For simplicity we have dropped
terms arising from the concentration dependence of the noise covariance here; see Appendix C. We have
written directly the continuous time (∆→ 0) version and introduced an explicit final time T for trajectories.
We have also introduced convenient shorthands to separate terms that depend on different combinations of
subnetwork or bulk variables. We use the a ◦b notation, not to be confused with a Hadamard (elementwise)
product, to denote the outer product abT rearranged into a single (column) vector. This vector then has as
its entries all possible componentwise products aibj so that e.g. δx
s ◦ δxb is a vector of dimension N sNb.
Where the two vectors are from the same index range (both “s” or both “b”) we use the ordered products
only: δxs◦δxs is the vector containing the N s(N s +1)/2 products δxiδxj with 1 ≤ i ≤ j ≤ N s. The matrices
Ks,ss etc. are then defined to contain the appropriate coefficients to ensure that, for example,
[
Ks,ss
(
δxs ◦ δxs)]
i
=
Ns∑
j,l=1,j 6=l
(
1
2
k+jl,iδxjδxl − k+ij,lδxiδxj
)
+
1
2
Ns∑
j=1
k+jj,iδxjδxj −
Ns∑
l=1
k+ii,lδxiδxi (5.4)
Because of the ordering of the ◦ product this requires that the elements of Ks,ss are defined as Ki,jl =
k+jl,i− (δij +δil)
∑Ns
m=1 k
+
jl,m for j < l and Ki,jj =
1
2k
+
jj,i−δij
∑Ns
m=1 k
+
ii,m. These coefficients define the terms
in the drift (2.2) for subnetwork variables that depend on quadratic combinations of subnetwork variables.
Ks,sb, Kb,sb, Kb,bb are used as shorthands for sets of rate constants involved, respectively, in the reaction
of a bulk and subnetwork species to give a complex in the subnetwork (Ks,sb) or in the bulk (Kb,sb) or
two bulk species (Kb,bb) to give another bulk species. We will set Ks,bb = Kb,ss ≡ 0, i.e. we do not
include in the subnetwork complexes formed by 2 bulk species (and viceversa we do not include in the bulk
complexes formed by 2 subnetwork species). This is in line with the spirit of our model reduction setting
where subnetwork species are classified as the well-characterized ones (e.g. because they have been fully
resolved biochemically or can be monitored experimentally with accuracy) while bulk species are assumed
to be less characterized.
As (5.2) shows, the effective action is calculated by averaging ∆H over the distribution of the bulk
variables conditional on the subnetwork variables. This average is governed by the Gaussian baseline
distribution Q0 = exp(H0), so that also the conditional statistics are Gaussian (see Appendix C). We
could choose Q0 as the steady state GVA distribution, Q0 = Q, but this would lead to terms linear in xˆ in
H0 that could be interpreted as effective fields. These generate nonzero means, which are inconvenient for
the conditional Gaussian averaging. To see how such terms arise we write a schematic version of the drift
part of the action∫ T
0
dt
∑
i
ixˆi Φi(x) =
∫ T
0
dt
∑
i
ixˆi Φi(µ+ δx) =
∫ T
0
dt
∑
i
ixˆi [Φi(µ) +O(δx) +O(δx2)] (5.5)
where in the last step we have expanded the drift Φi around the µ, up to quadratic terms in δx. Linear terms
appear if we use µ as obtained from the GVA since then Φi(µ) is not zero. It is therefore more convenient
to use the (steady state) LNA, see also Sec. 3 and [35], for which Φi(µ) = 0. The interpretation of µ is then
not as a mean steady state concentration in a system with intrinsic noise, but rather as the steady state of
the corresponding deterministic dynamics. The resulting quadratic action is
H0 =
∫ T
0
dt
{
ixˆsT (t)
[
∂tδx
s(t)−Kssδxs(t)−Ksbδxb(t)]+ 1
2
ixˆs T(t)Σssixˆs(t) +
1
2
ixˆs T(t)Σsbixˆb(t)
ixˆbT (t)
[
∂tδx
b(t)−Kbsδxs(t)−Kbbδxb(t)]+ 1
2
ixˆb T(t)Σbbixˆb(t) +
1
2
ixˆb T(t)Σbsixˆs(t)
}
(5.6)
The conditional statistics of the bulk variables given the subnetwork ones, which we need for our perturbation
expansion, can be worked out from (5.6) using general results for Gaussian conditioning (see e.g. [11]). The
conditional mean of the bulk auxiliary variables is
iµˆb|s(t) =
∫ T
t
dt′e−(K
bb)T (t−t′)(Ksb)T ixˆs(t′) (5.7)
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where we use the superscript b|s (and bb|s below) to indicate bulk averages conditioned on the entire
subnetwork trajectories. This can be viewed as the solution of the differential equation
d iµˆb|s(t)
dt
= −(Kbb)T iµˆb|s(t) + (Ksb)T ixˆs(t) (5.8)
backwards in time, starting from the final boundary condition µˆb|s(T ) = 0. This is consistent with the
theory of conditional Markov processes, for which calculating conditional distributions requires information
to propagate both forward and backward in time (see also [48]). Note that unlike the marginal auxiliary
means, the conditional auxiliary means can be nonzero as long as the subnetwork auxiliary variables we
condition on are also nonzero.
The conditional means of the bulk concentrations follow from (5.6) and differ from the marginal means
by δµb|s(t) = µb|s(t)− µb = ν(t) + νˆ(t) where
ν(t) =
∫ t
0
dt′eK
bb(t−t′)Kbsδxs(t′) νˆ(t) = −
∫ T
0
dt′Cbb|s(t, t′)(Ksb)T ixˆs(t′) (5.9)
Here ν(t) is the deterministic part of the conditional time evolution of the bulk concentrations, while
νˆ(t) involves Cbb|s(t, t′), the conditional correlator of the bulk concentration fluctuations, therefore can
be interpreted as carrying the “stochastic” contributions from the bulk, i.e. the uncertainty about its initial
values and its intrinsic noise.
To complete the description of the conditional bulk statistics one needs the conditional second moments.
These can be obtained by setting the subnetwork variables in (5.6) to zero (see [46]). As such, the conditional
correlator of auxiliary variables Bbb|s(t, t′) ≡ 0 and the equal-time conditional response Rbb|s(t, t) ≡ 0 both
vanish, as in the full dynamics. (Causal responses Rbb|s(t, t′) are nonzero, but do not appear in our first
order perturbation theory.) Cbb|s(t, t′), which also appears in the expression (5.9), is given by
Cbb|s(t, t′′) =
∫ min(t,t′′)
0
dt′eK
bb(t−t′)Σbbe(K
bb)T (t′′−t′) + eK
bbtCbb(0, 0)e(K
bb)T t′′ (5.10)
As is generally the case in Gaussian conditioning, the second order statistics do not depend on the values of
the observables (here: the subnetwork concentrations) being conditioned on.
We can now find the reduced subnetwork action from (5.2) by performing the Gaussian averages over
the bulk variables with the conditional statistics as given by (5.7), (5.9) and (5.10). From this reduced action
one can then read off the nonlinear reduced dynamics of the subnetwork. We leave the details for Appendix
C and state directly the result
d δxs(t)
dt
= Kssδxs(t) +Ks,ss(δxs(t) ◦ δxs(t)) +
∫ t
0
dt′M ss(t, t′)δxs(t′)
+
∫ t
0
dt′
∫ t′
0
dt′′M s,ss(t, t′, t′′)
(
δxs(t′) ◦ δxs(t′′))+ χ(t) (5.11)
where in M s,ss(t, t′, t′′) the times are ordered, t > t′ > t′′. The coloured noise χ(t) has covariance
〈χ(t)χ(t′)T 〉 = N ss0 (t, t′) + N ss1 (t, t′) consisting of a linear and nonlinear contribution. While N ss0 (t, t′)
is the covariance of a Gaussian coloured noise (namely (B.7)), N ss1 (t, t
′) is multiplicative as it is linearly
dependent on xs.
We see that reactions within the subnetwork contribute to the reduced dynamical equations only via
Kss and Ks,ss (a compact notation for the rate constants of respectively linear and nonlinear couplings
inside the subnetwork): subnetwork reactions are fully reproduced in local-in-time terms, which is one of the
desiderata of our reduced description.
While M ss(t, t′) is the memory function given by (4.6), the nonlinear memory function, M s,ss(t, t′, t′′),
can be read off from the coefficients of terms ∼ xˆsδxsδxs in the effective perturbative action (5.2), which
themselves come from the ν(t) part of the conditional mean (5.9). The effective noise covariance, N ss1 (t, t
′)
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is similarly extracted from terms ∼ xˆsδxsxˆs that arise from νˆ(t). We refer to Appendix C for details of the
derivation and just state the final result (for t > t′ > t′′)
M s,ss(t, t′, t′′)
(
δxs(t′) ◦ δxs(t′′)) =
+ Ks,sb
(
δxs(t′) ◦ eKbb(t−t′′)Kbsδxs(t′′))δ(t′ − t)
+ KsbeK
bb(t−t′)Kb,sb
(
δxs(t′) ◦ eKbb(t′−t′′)Kbsδxs(t′′))
+ 2
∫ t
t′
dsKsbeK
bb(t−s)Kb,bb
(
eK
bb(s−t′)Kbsδxs(t′) ◦ eKbb(s−t′′)Kbsδxs(t′′))
(5.12)
This form emphasizes that the nonlinear memory that results from our approach involves products of
concentration fluctuations at different times t′ and t′′ in the past. In the projection approach, on the
other hand, only equal-time products from the past appear [26]. While our result therefore looks more
complicated conceptually, its numerical implementation is in fact more efficient than for the projected
subnetwork equations as we discuss next.
5.2. Numerical implementation
We will denote byM(t) the total memory appearing in the subnetwork dynamics of δxs(t). This is given by
the two integral terms in (5.11). For numerical purposes, each of these can be represented via the solutions
of additional differential equations. Hence, one can solve the integro-differential equations (5.11) using only
a differential equation solver but in an enlarged space of variables. To see this, we first note thatM(t) can
be expressed in terms of the ν-part of the bulk conditional means as
M(t) =Ksbν(t) +Ks,sb(δxs(t) ◦ ν(t))
+
∫ t
0
dt′KsbeK
bb(t−t′) [Kb,sb(δxs(t′) ◦ ν(t′))+Kb,bb(ν(t′) ◦ ν(t′))] (5.13)
The bulk means (5.9) are the solution of the Nb differential equations
dν
dt
= Kbbν +Kbsδxs (5.14)
with ν(0) = 0. The Kb,sb and Kb,bb pieces of (5.13) contain an additional time integral; to translate them
into differential equations for additional variables we need to apply a decomposition into eigenvalues and
eigenvectors of Kbb, similarly to the procedure in [29]. This requires Nb auxiliary variables in addition to
the ν, giving 2Nb in total; see Appendix D for details.
It is notable here that for subnetwork equations derived by projection methods, a similar conversion into
differential equations requires a number of additional variables growing quadratically with the number of bulk
nodes [26]. The smaller, linear, number of auxiliary variables in our method is a significant computational
advantage for the typical case where the bulk network is large, e.g. because the overall network itself is large
while the subnetwork contains only a few, experimentally well resolved, species.
5.3. Comparison with projection methods
The comparison of our perturbatively corrected GVA approach to nonlinear projection methods is not
as straightforward as for the linearized equations. The reason is that memory functions and the noise
correlators derived in the two approaches are not the same if taken separately. But remarkably, we can
show that the combination of the memory term and the coloured noise from equation (5.11) provides an
approximation of the subnetwork reduced dynamics that is equivalent to the one obtained by projection
techniques (Appendix E.2). This holds in the limit of negligible intrinsic noise and up to quadratic order in
δx. The proof of this equivalence is rather non-trivial, both conceptually and algebraically, so we defer it to
Appendix E.4.
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6. Application to biochemical networks
In this section we illustrate the GVA reduction method by applying it to a simple toy model and to the
EGFR biochemical network from [1], the aim being to assess its accuracy. We solve in parallel the projected
equations from [26], to verify explicitly the equivalence between the two approaches (under the condition
specified above of negligible noise) to O(δx2), and to compare the errors they make at higher order.
Everywhere in what follows we take → 0 (which implies also Σbb = 0) and the bulk is chosen initially
at steady state, so Cbb|s(t, t′), given by (5.10), vanishes and µb|s(t) ≡ ν(t) (the conditional bulk means
coincide with the deterministic bulk solution of the linearized dynamics). Furthermore, the coloured noise
of the GVA is identically zero, as is the random force in the projection methods, at least up to O(δx2) (see
Appendix E.2).
6.1. Toy model
To explain our method step by step we consider first a toy model with five species: x1, x2 and x3 belong to
the subnetwork, x4 and x5 are in the bulk, and they undergo two reversible complex formation/dissociation
reactions. Schematically we write
x1 + x2
k+12,3

k−3,12
x3
x1 + x4
k+14,5

k−5,14
x5
where k+12,3 and k
+
14,5 are the complex formation rate constants, while k
−
3,12 and k
−
5,14 are the dissociation
rates. The concentration deviations from the steady states δxi = xi − µi, i = 1, ..., 5 follow the mass action
kinetics
d
dt
δx1 = k
−
3,12δx3 − k+12,3(µ1δx2 + µ2δx1 + δx1δx2)
+ k−5,14δx5 − k+14,5(µ1δx4 + µ4δx1 + δx1δx4) (6.1a)
d
dt
δx2 = k
−
3,12δx3 − k+12,3(µ1δx2 + µ2δx1 + δx1δx2) = −
d
dt
δx3 (6.1b)
d
dt
δx4 = k
−
5,14δx5 − k+14,5(µ1δx4 + µ4δx1 + δx1δx4) = −
d
dt
δx5 (6.1c)
There are no constant terms on the r.h.s. here as the µi describe a steady state. There are two conservation
laws, one for the bulk and one for the subnetwork: the total concentration of x2 and x3 (similarly for x4 and
x5) is constant in time, implying that δx2 = −δx3 and δx4 = −δx5. The subnetwork dynamics is therefore
described only in terms of δx1 and δx2, and the bulk by δx4, so that effectively N
s = 2, Nb = 1.
6.1.1. Reduced dynamics. There is one boundary species, δx1, which interacts with the bulk species δx4
and δx5. Its dynamics is thus the only one affected by memory effects. By applying the formulas for the
memory (4.6) and (5.12) we obtain the effective equation for δx1(t)
d
dt
δx1 = k
−
3,12δx3 − k+12,3(µ1δx2 + µ2δx1 + δx1δx2) +
∫ t
0
dt′M11(t− t′)δx1(t′)
+
∫ t
0
dt′
∫ t
t′
dt′′M11,1(t, t′, t′′)δx1(t′)δx1(t′′) (6.2)
with
M11(t− t′) = (k−5,14 + k+14,5µ1)k+14,5µ4 e−(k
−
5,14+k
+
14,5µ1)(t−t′) (6.3)
and
M11,1(t, t
′, t′′) = k+ 214,5µ4 e
−(k−5,14+k+14,5µ1)(t−t′′)[δ(t− t′)− (k−5,14 + k+14,5µ1)] (6.4)
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As explained in Sec. 5.2, solving the integro-differential equation (6.2) in differential form requires 2Nb = 2
additional variables. One of these just gives the mean of δx4 conditional on δx1
d
dt
δµ4|1 = −k+14,5µ4δx1 − (k−5,14 + k+14,5µ1)δµ4|1, δµ4|1(0) = 0 (6.5)
The other one, z, using the procedure outlined in Appendix D, is the solution of
d
dt
z = −k+14,5δx1δµ4|1 − (k−5,14 + k+14,5µ1)z, z(0) = 0 (6.6)
where −(k−5,14 + k+14,5µ1) is the only nonzero eigenvalue of Kbb. These additional equations must be solved
jointly with the dynamics of the interior subnetwork species δx2, which is given by the original (6.1b), and
the version of (6.2) with memory terms expressed in terms of auxiliary variables
d
dt
δx1 = k
−
3,12δx3 − k+12,3(µ1δx2 + µ2δx1 + δx1δx2)
− (k−5,14 + k+14,5µ1)δµ4|1 − k+14,5δx1δµ4|1 + (k−5,14 + k+14,5µ1)z (6.7)
We solved (6.1b), (6.5), (6.6) and (6.7) to find the time evolution of δx1(t). Fig. 1 (left) shows the
corresponding fractional concentration deviation from steady state, defined as δx˜1 = (x1(t) − µ1)/µ1,
alongside the baseline obtained from the full reaction equations (black solid line): visually the two are
essentially indistinguishable. Here and in what follows we refer to the “full reaction” equations as the
system of Langevin equations describing the evolution of the entire network (comprising both subnetwork
and bulk), taken in the limit of negligible noise ( → 0) as for the reduced model. We contrast this with
two simpler approximate subnetwork reductions for biochemical networks that are Markovian, i.e. do not
involve memory terms: one in which the subnetwork is considered as isolated, i.e. reactions with the bulk
are ignored, and one in which the bulk is assumed to be fast, thus always in its steady state given the
instantaneous subnetwork concentrations (steady state bulk). Fig. 1 (left) demonstrates that both of these
are distinctly less accurate than our nonlinear GVA reduction. The two simpler approximation schemes are
typically justified either by timescale separation between subnetwork and bulk, or by weak subnetwork-bulk
coupling. In our case the latter can be achieved by, for example, scaling down k+14,5 and k
−
5,14 by a common
factor; as this factor is made large, we find indeed that all the approximate schemes perform well, making
identical predictions in the limit. If on the other hand we increase the rates and hence the subnetwork-bulk
coupling, the two alternative approximations, in particular the steady state bulk method, lead to increasingly
poor predictions (see inset of Fig. 1, left). A systematic approach to model reduction, as provided by our
method and also by projection approaches [26], gives good agreement with the solution of the full reaction
equations regardless of any assumption on the strength of subnetwork-bulk interactions. This makes it more
flexible in applications, leaving the choice of subnetwork free according to e.g. available data or biological
interest in certain molecular species.
6.1.2. Quantitative tests. We next look at the error of the various subnetwork reduction methods. As
in [26] we vary the scale of the initial deviations from steady state, which we characterize by the root mean
squared deviation δ = ({∑s[δxˆs(0)]2}/N s)1/2. We quantify the accuracy of the approximation in terms of
∆ =
1
T
∫ T
0
dt
1
N s
Ns∑
s=1
|δx˜s(t)− δxˆs(t)| (6.8)
where δxˆs(t) is the exact solution. ∆ is an absolute deviation in the dimensionless concentration of each
subnetwork species, averaged over species and a time interval of T = 15 s, chosen here to cover the transient
regime of relaxation to the steady state. From Fig. 1 (right) one sees that the errors for the simpler Markovian
approximations are substantially larger in absolute terms, by several orders of magnitude for moderate δ;
this emphasizes the importance of memory terms for accurate predictions. The errors also grow linearly with
δ, while they scale cubically both for nonlinear projection methods and GVA. The conclusion, supported
by the theoretical analysis in Appendix E, is that by retaining nonlinear memory terms both methods
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Figure 1. Toy model (Left) Time courses of δx˜1 given by the nonlinear GVA, the isolated subnetwork
and steady state bulk approximations compared to the full reaction equations. (Right) Approximation
error, ∆, as a function of the initial deviation from steady state δ; the nonlinear GVA is compared to
projection methods (both giving errors scaling as δ3) and the two simpler approximations (whose error
grows already as δ). Rates are set to k+12,3 = k
+
14,5 = 1, k
−
3,12 = k
−
5,14 = 2, giving steady state concentrations
µ1 = µ2 = µ4 = 1, µ3 = µ5 = 1/2. In the inset on the left, the subnetwork-bulk coupling is increased
by setting k+14,5 = 5, k
−
5,14 = 10. Initial conditions are chosen as δx˜1(0) = δx˜2(0) = 1/2, δx˜3(0) = −1,
δx˜4(0) = δx˜5(0) = 0 (bulk is initially at steady state) for the left figure. On the right we scale these initial
conditions to get the chosen δ.
make predictions accurate to O(δx2). Each method also includes a subset of higher order terms, but not
systematically. At O(δx3) the two methods therefore differ, and this leads to different prefactors in the
scaling of their prediction error with δ3.
In the nonlinear projection method, the error at O(δx3) is due to the fact that there are cubic
contributions to the random force that do not vanish even if the bulk is initially at steady state. In the
nonlinear GVA, the error arises from the truncation of the perturbative expansion after O(∆H), while to be
systematic in the dynamics at cubic order in δx one would have to retain also fourth order terms ∼ xˆ(δx)3 in
the effective action, which would be affected by the O(∆H2) term in the expansion. Both methods include
some higher order terms, and these do improve predictions: the curve labelled “O(δx2) only” in Fig. 1
(right) shows that errors increase by more than an order of magnitude if one uses a reduction method that
systematically discards all terms beyond quadratic order. (This is done in practice by evaluating all product
terms in the reduced evolution equations from the linearized dynamics only.)
6.2. Application to EGFR
We consider the network of protein-protein interactions around EGFR as in the model by Kholodenko et
al. [1]. This has previously been used as a testbed for projection methods in [26]; we refer to this work for a
characterization of the reaction network, including parameters and the choice of initial conditions.
6.2.1. Quantitative tests. As before we take the limit of vanishing intrinsic noise, and initial conditions
with the bulk at steady state. As shown in Fig. 2 (left), a very accurate prediction of subnetwork time
courses is achieved using the nonlinear GVA reduction method. For a more quantitative assessment we
again vary the initial deviation δ from steady state and measure the approximation error ∆ defined by
(6.8) (here we consider T = 150 s as time window for the transient regime as in [26]). The results are
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Figure 2. EGFR network (Left) Time courses of the fractional concentration deviations from steady state
for the four subnetwork boundary species (defined as in [26]), as predicted by the nonlinear GVA reduction
versus the full reaction equations. (Right) Approximation error, ∆, as a function of the initial deviation
from steady state δ; the error is shown for both the nonlinear GVA and the nonlinear projected equations;
for both the error scales as δ3 as long as δ is not too large. The dashed lines are an extrapolation into the
regime where errors become too small to measure reliably. Rates, steady states and initial conditions are
set as in [26].
displayed in Fig. 2 (right), where we compare the approximation error of the the nonlinear GVA and the
nonlinear projection methods. As expected, ∆ grows as δ3 for both methods. Again there is a difference
in the prefactor, due to different terms being included beyond quadratic order. For the EGFR network, it
is the projected subnetwork equations that are more accurate, by a factor of roughly two, whereas for the
toy model it was the nonlinear GVA that produced smaller errors, cf. Fig. 1 (right). Which method is more
accurate is therefore likely to be system-dependent in general. However, the difference in their errors is
modest, while both methods are orders of magnitude more accurate than simpler Markovian approximations
(see data in [26] for the EGFR case). When deciding which method for subnetwork reduction to use one
might therefore prioritize the computational advantage offered by the nonlinear GVA over the (potentially,
depending on the system) slightly higher accuracy of projection methods. As an example, for the EGFR
case, a numerical implementation of the nonlinear GVA reduction method in terms of differential equations
requires only 20 additional variables, as opposed to 255 for the nonlinear projected equations (see Appendix
D and [26]).
6.2.2. Nonlinear memory function. We next analyze the nonlinear memory function M s,ss(t, t′, t′′) ≡
M s,ss(t − t′, t − t′′). We have defined this in (5.12) for ordered times t′ > t′′; for visual purposes it is
helpful to plot the symmetrized version, which sets M s,ss(t, t′, t′′) = M s,ss(t, t′′, t′). The first term in (5.12)
contains a factor δ(t − t′) and thus gives contributions only along the “edge” t′ = t of the allowed region
of times (t′′, t′ < t). The remaining terms contribute in the “interior” of this region. We therefore denote
these memory function contributions as GVA-edge and GVA-interior, respectively. For graphical purposes
we plot the edge term simply as a function of t − t′′, dropping the δ factor – see Figs. 3 and 4 (left) –
while examples of the interior terms are shown in the 3D Figs. 3 and 4 (right). In particular, we consider
a version of the nonlinear memory function in (5.12) made dimensionless w.r.t. concentrations, as it would
appear in the dynamical subnetwork equations for the fractional concentration fluctuations δx˜; explicitly,
M˜i,jk(t− t′, t− t′′) = y−1i Mi,jk(t− t′, t− t′′)yjyk.
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Figure 3. Nonlinear self-memory of subnetwork species SOS. (Left) Comparison of GVA-edge and GVA-
interior memory function terms with nonlinear memory function from projection method; the GVA-interior
term is shown along the diagonal, i.e. for t′ = t′′; the edge term is plotted against t− t′. The GVA-edge and
interior terms are multiplied respectively by a factor of 10 and 100 to make them visible on the scale of the
projection memory, whose amplitude is significantly bigger. Note though that only the projection memory
and the GVA-edge memory contribution are comparable, having measurement units of (time)−2, while the
GVA-interior contribution has units (time)−3. (Right) The GVA-interior memory function is plotted in 3D
to show its shape for generic t′ 6= t′′: the diagonal contribution (i.e. for t′ = t′′) is dominant.
We compare the GVA nonlinear memory function with the one of the projection approach (see (E.8) in
Appendix E.2), which is a function of just one time difference t− t′ as it acts only on concentration products
at the same time t′. In Figs. 3 and 4 (left) we plot two examples from the EGFR network, the self-memory
and a cross-memory function for SOS, against the GVA memory terms for the same species (where we set
t′ = t′′ in the interior piece). In our setting (bulk initially at steady state and vanishing intrinsic noise), we
know that the overall GVA nonlinear memory acting on a certain species is equivalent, to O(δx2), to the
one from the projection method. But the two methods decompose this nonlinear memory differently into
sums of contributions from the possible products of concentrations. In particular, the projection memory
features products involving all subnetwork concentrations, while the GVA memory involves only products of
boundary species concentrations. This helps explain the significant difference in amplitude visible in Fig. 3
(left), where the GVA memory functions are so small that in order to make them visible on the same scale as
the projection memory function we had to scale them up by 10 or 100, respectively. Inspection of projection
functions describing memory to other products of concentrations shows that these have both positive and
negative sign and so largely cancel. In the GVA memory there are fewer terms, namely those involving
products of concentrations of boundary species, hence weaker cancellations: thus the individual memory
terms can be smaller as we observe.
Finally, in Fig. 5, we show the entire (dimensionless) nonlinear memory on SOS, M˜SOS(t), as a function
of time along a specific time course, namely the one shown in Fig. 2 (left). We assess the relative importance
of the GVA-edge and GVA-interior terms by plotting their separate contributions to the memory integral.
This shows that either can be dominant, depending on time t.
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Figure 4. Example of nonlinear cross-memory acting on SOS, defined for the product GS-SOS. (Left)
Comparison of GVA-edge and GVA-interior (for t′ = t′′) terms with projection methods memory. Similarly
to M˜SOS,SOS-SOS(t− t′) in Fig. 3 (left), the GVA nonlinear memory function M˜SOS,GS-SOS(t− t′) is smaller
in amplitude w.r.t. its projection analogue because effectively it accounts for what in the projection approach
is a sum of terms with positive or negative sign - the nonlinear memories on SOS, defined for all subnetwork
products but where one could imagine expressing the interior species in terms of GS and SOS (boundary
ones). (Right) Full GVA-interior term as a function of t−t′ and t−t′′: as in Fig. 3 (right), it is concentrated
around t′ = t′′.
Figure 5. The integrals of the GVA-edge and GVA-interior memory terms, which together make up the
entire nonlinear memory of SOS, as a function of time t for the time course from Fig. 2 (left). The two
contributions are broadly comparable, and which one is dominant actually changes with time.
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7. Discussion and conclusions
In this paper we have developed a model reduction technique based on a Gaussian approximation of the
Chemical Langevin Equation (CLE) for biochemical networks with unary and binary reactions, describing
e.g. complex formation and dissociation processes. We first re-derived a Gaussian Variational Approximation
(GVA) via a path integral formalism. This is based on identifying the stationary point of a KL-divergence
between complex distributions, and allows one to include the case of multiplicative noise in the CLE, see
(3.10). One should be able to derive this result also using only real distributions as in [15]: the stationarity
conditions for the KL should remain well-defined in the continuous time limit even if the KL itself formally
diverges.
The GVA effectively yields a linearization of the dynamics around time-dependent means. The evolution
of the latter (see (3.7)) includes corrections from the intrinsic noise that arises whenever the reaction volume
V is finite. This gives the GVA a higher accuracy than the Linear Noise Approximation (LNA), which
linearizes around the macroscopic, i.e. noise-free, time evolution. In particular the error of the GVA on the
means can be shown to scale as 1/V 2, which is already as small as the error one makes in any case by starting
from the CLE rather than a master equation for discrete copy numbers. For the LNA, on the other hand,
the error on the means is ∼ 1/V [22, 49].
From the GVA we derived reduced dynamical equations for a chosen subnetwork, by marginalizing
out the other degrees of freedom. The coupling between the subnetwork and the rest of the network, or
“bulk”, leads to both a memory term and non-trivial time correlations in the effective noise. Evaluation of
these quantities is feasible primarily when at least the bulk means are constant in time, which avoids the
numerical calculation of time-ordered matrix exponentials. While the linearized approximation provided by
the GVA may sound too simple, there are fully linear models e.g. in signalling pathways where they describe
so-called weakly activated cascades and are considered of theoretical interest for building coarse-grained
descriptions [50,51].
We next developed a perturbative expansion of the effective action to estimate nonlinear corrections
to the Gaussian approximation, and were able to derive from this explicit expression for the nonlinear
memory functions. As a comparative baseline we used subnetwork equations derived by nonlinear projection
techniques. There, nonlinear memory terms involve products of concentration fluctuations taken at the
same time in the past, while in our new approach products at different time also appear. As we saw in two
numerical examples in Sec. 6.2.2 the equal-time products nonetheless remain dominant.
We also compared our new nonlinear GVA subnetwork reduction scheme more quantitatively with
the projection method. The latter can only be evaluated efficiently in the limit of small intrinsic noise,
 = 1/V → 0, so we focussed on this regime. We were able to show that the nonlinear GVA reaches the
same level of accuracy as the projection approach, giving exact results up to O(δx2) within an expansion
in the overall deviation δx of the system from its steady state. Computationally, the new method is rather
more efficient: the subnetwork equations can be integrated by mapping them to differential equations using
a moderate (linear in the size of the bulk) number of auxiliary variables. The projection method, on the
other hand, requires a number of auxiliary variables scaling quadratically with the number of bulk nodes.
We illustrated the reduction method first on a toy model that can be treated fully analytically. Numerical
evaluation showed significantly more accurate predictions of time courses than can be achieved by simpler
model reduction schemes (isolated subnetwork and steady state bulk). These work well primarily under
appropriate assumptions of timescale separation, whereas our systematic derivation of a reduced model does
not rely on any such assumption. The choice of subnetwork can therefore be adjusted flexibly, as required
by whatever specific system one is studying.
Protein interaction networks are a key application for our model reduction strategy. We showed for such
a model (the EGFR network from [1]) that the agreement with exact time courses is again excellent, the
absolute error being slightly higher than for projection methods but still extremely small. We regard such
improvements in prediction accuracy as important in constraining realistic models of biochemical networks
and in helping to interpret experimental data correctly.
Interesting connections can be established to other approaches [31, 32] also based on marginalizing out
the bulk or “environment”. A practical limitation of such methods is that their implementation depends
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on finding suitable approximate schemes for the marginal and conditional dynamics, which generally cannot
be computed analytically. Here we instead use a Gaussian approximation for the conditional dynamics and
evaluate non-Gaussian corrections to the marginal dynamics, allowing us to obtain closed form expressions
for the effective non-Markovian terms (memory and coloured noise).
Model reduction techniques as developed here can be seen as a tool for partitioning a network consistently
and systematically into separate modules that are easier to study. If memory functions can be represented
by sufficiently simple approximations, e.g. exponentials, this can lead to significant computational savings in
predicting the subnetwork dynamics, compared to simulating the entire network. At the same time there are
conceptual benefits in studying how a cellular subsystem couples to the rest of the cellular environment. It
has been recently shown, for example, that equilibrium-like domains can arise in non-equilibrium systems [52]
in the form of generic bipartite graphs, a scenario akin to our subnetwork–bulk split.
In future work we plan to study the implications of our approach for noise modelling in biochemical
systems and how these compare to e.g. projection methods. Here we can exploit the fact that in the covariance
of the effective noise, see (B.7), we obtain an explicit decomposition, i.e. intrinsic noise, inherent to the
random timing of biochemical events, and extrinsic noise due to the interaction with the environment [53–55].
One would also like to lift some of the restrictions in our approximations. E.g. for biochemical networks
that exhibit bi- or multistable states or oscillations a Gaussian approximation with its single peak may be
poor. Gaussian mixture models [56] could then be deployed instead, or one could use the general variational
formalism of Eyink [8]. For systems where small copy number fluctuations are important, we are studying
the application of our methods to path integral representations of the chemical master equation (e.g. [57–59],
as discussed in [46]).
Also, there are types of nonlinearities in reaction networks that are not captured by unary and binary
reactions, e.g. Michaelis-Menten (enzymatic) kinetics and Hill functions. To extend our formalism to such
cases one could follow a procedure similar to the one used to treat Michaelis-Menten kinetics by projection
methods [29]: introduce fast variables and binary reactions that in the limit of large rates reproduce the
desired kinetics; apply the reduction method to this larger system; and finally take the large rate limit to
get back to a reduced description for the original kinetics.
As is clear from this work, a path integral representation of biochemical dynamics has a structure
that allows the application of variational principles and is convenient for formal manipulations such as
the marginalization over the bulk; furthermore it offers a flexible framework for developing a perturbative
theory for nonlinear problems. More generally, mathematical tools borrowed from field theories in physics,
such as path integrals [30,60] and Feynman diagrams [61], can yield more accurate prediction methods and
an understanding of dynamical behaviours grounded in detailed descriptions of fundamental components.
These results are promising and could motivate a systematic transfer of approaches from theoretical physics
to systems biology that is still to be fully explored.
Finally, as a natural continuation of our analysis, one could address the inverse problem: given observed
time courses for the subnetwork, can we use the insight into reduced subnetwork dynamics that we have
established to infer properties of the bulk? If the structure of the bulk is known, one could aim to infer
the bulk dynamics from the observed subnetwork behaviour. In our approach this is exactly what is being
done by conditioning on the subnetwork degrees of freedom, with bulk dynamics estimated by Gaussian
conditioning; an interesting challenge would be to incorporate nonlinear corrections. Other approximate
approaches to this problem, based on variational methods [13–15, 62] or system size expansions [63], have
turned out to be clearer conceptually than MCMC sampling inference methods for intracellular stochastic
kinetics.
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Supplementary material
Appendix A. Gaussian Variational Approximation
We derive in this appendix the stationarity conditions for the KL divergence that define the Gaussian
Variational Approximation (GVA), leading in particular to (3.7)-(3.10) in the main text.
We denote y = (x,−ixˆ) in such a way that the joint “distribution” of x and xˆ can be written
P (y) =
eH(y)
Z
P0(x(0)) (A.1)
with P0(x(0)) being the unknown initial probability distribution. We then proceed with the variational
approximation by assuming that the approximating distribution is Gaussian
P (y) =
eH(y)
Z
P0(x(0)) ≈ N (y|µgen,Cgen) = Q(y) (A.2)
The Gaussian N (y|µgen,Cgen) is completely determined by two sets of parameters, the vector of mean values
µgen = 〈y〉Q and the covariance matrix Cgen = 〈yyT 〉Q − µgenµTgen. We define the Kullback-Leibler (KL)
Divergence [12] between Q and P
KL(Q||P ) =
∫
DyQ(y) ln
Q(y)
P (y)
=
=
〈
−1
2
(y − µgen)TC−1gen(y − µgen)−
1
2
ln (2pi)d det(Cgen) +H(y) + lnZ − lnP0(x(0))
〉
Q
=
= −d
2
− 1
2
ln
[
(2pi)d det(Cgen)
]
+ lnZ − 〈H(y) + lnP0(x(0))〉Q
(A.3)
where d is the dimension of the vectors involved, i.e. d = N(2T/∆ + 1) and ∆ is the elementary time step.
With real measures, KL(Q||P ) ≥ 0 with equality if and only if P (y) ≡ Q(y), so it can be seen as a measure of
the dissimilarity (a “distance”) of the distributions Q(y) and P (y). This leads one to choose the variational
parameters by minimizing the KL divergence, or more generally in the case of complex measures to make it
stationary
∂KL
∂µgen
=0 (A.4a)
∂KL
∂Cgen
=0 (A.4b)
Given the KL expression (A.3), the set of equations (A.4a) for the components of µgen reduces to
∇µgen
(〈H(y) + lnP0(x(0))〉Q) = 0 (A.5)
while the equation for the inverse correlation matrix (A.4b) is
1
2
∇Cgen ln (detCgen) +∇Cgen 〈H(y)〉Q +∇Cgen 〈lnP0(x(0))〉Q = 0 (A.6)
For the first term in (A.6), one can exploit the properties
∇Cgen ln (detCgen) = ∇Cgen Tr(lnCgen) (A.7)
∂ Tr(lnCgen)
∂(Cgen)ijtt′
= (C−1gen)jit′t (A.8)
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and the following identities (see [62] for a proof)
∇µgen 〈H(y)〉Q = 〈∇yH(y)〉Q (A.9a)
∇Cgen 〈H(y)〉Q =
1
2
〈∇y∇yH(y)〉Q (A.9b)
To apply these, one has to calculate the derivatives of H(x, xˆ) with respect to the variables x and −ixˆ
∂H(x, xˆ)
∂(ixˆi(t))
= xi(t+ ∆)− xi(t)−∆Φi(x(t)) + ∆
∑
j
ixˆj(t)Σji(x(t)) (A.10)
∂H(x, xˆ)
∂xi(t)
= ixˆi(t−∆)− ixˆi(t)−∆ixˆi(t)∂Φi(x(t))
∂xi(t)
+
∆
2
∑
jk
ixˆj(t)
∂Σjk(x(t))
∂xi(t)
ixˆk(t) (A.11)
with
∂Φi(x(t))
∂xi(t)
=
∑
j,l,j 6=l
k+ij,lxj(t) +
1
2
∑
j,l,j 6=l
k−i,jl +
∑
j
λij +
∑
l
2k+ii,lxi(t) +
∑
j
k−i,jj (A.12)
For the second derivatives we need a number of different combinations
∂
∂xj(t)
∂H(x, xˆ)
∂xi(t)
= −∆ixˆi(t) ∂
∂xj(t)
∂Φi(x(t))
∂xi(t)
+
∆
2
∑
lk
ixˆl(t)
∂
∂xj(t)
∂Σlk(x(t))
∂xi(t)
ixˆk(t) (A.13a)
∂
∂(ixˆi(t))
∂H(x, xˆ)
∂xi(t)
= −1−∆∂Φi(x(t))
∂xi(t)
+ ∆
∑
k
∂Σik(x(t))
∂xi(t)
ixˆk(t) (A.13b)
∂
∂(ixˆj(t))
∂H(x, xˆ)
∂(ixˆi(t))
= ∆Σij(x(t)) (A.13c)
∂
∂xj(t)
∂H(x, xˆ)
∂(ixˆi(t))
= −∆∂Φi(x(t))
∂xj(t)
+ ∆
∑
k
ixˆk(t)
∂Σki(x(t))
∂xj(t)
i 6= j (A.13d)
∂
∂xi(t+ ∆)
∂H(x, xˆ)
∂(ixˆi(t))
=
∂
∂(ixˆi(t−∆))
∂H(x, xˆ)
∂xi(t)
= 1 (A.13e)
For all other time differences the second derivatives are zero.
We can now obtain the explicit equations for the means. Considering the x and xˆ variables separately,
one can cast the equations (A.4a) in the form〈
∂H(x, xˆ)
∂xi(t)
+
∂(lnP0(x(0))
∂xi(t)
〉
= 0
〈
∂H(x, xˆ)
∂(ixˆi(t))
+
∂(lnP0(x(0)))
∂(ixˆi(t))
〉
= 0 (A.14)
The initial distribution P0(x(0)) only contributes in the left equation, for t = 0. We make the natural choice
of assuming it to be Gaussian, P0(x(0)) = N (x|µ0,C0) so that〈
∂ lnP0
∂xi(0)
〉
= −
∑
j
(C−10 (0))ij(µ(0)− µ0(0))j (A.15)
Then given the derivatives (A.10) and (A.11) and carrying out the average in (A.14) one obtains
iµˆi(t)− iµˆi(t−∆) + ∆
〈
ixˆi(t)
∂Φi(x(t))
∂xi(t)
〉
− ∆
2
〈∑
jk
ixˆj(t)
∂Σjk(x(t))
∂xi(t)
ixˆk(t)
〉
= 0 (A.16)
where the term (A.15) has to be added on the l.h.s. for t = 0. For the ordinary means, on the other hand,
one has
µi(t+ ∆)− µi(t)−∆〈Φi(x(t))〉+ ∆
〈∑
j
ixˆj(t)Σji(x(t))
〉
= 0 (A.17)
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with
〈Φi(x(t))〉 = Φi(µ(t),C(t, t)) =
∑
j,l,j 6=l
(
k−l,ijµl(t)− k+ij,l(µi(t)µj(t) + Cij(t, t))
)
+
+
1
2
∑
j,l,j 6=l
(
k+jl,i(µj(t)µl(t) + Cjl(t, t))− k−i,jlµi(t)
)
+
∑
j
(
λjiµj(t)− λijµi(t)
)
+
+
∑
l
(
2k−l,iiµl(t)− k+ii,l(µi(t)µi(t) + Cii(t, t))
)
+
∑
j
(
1
2
k+jj,i(Cjj(t, t) + µj(t)µj(t))− k−i,jjµi(t)
) (A.18)
The “initial” (boundary) condition for (A.16) at t = T , given by 〈∂H/∂xi(T )〉 = 0, yields µˆi(T −∆) = 0.
If we also assume that the approximate solution is causal (i.e. Rij(t, t) = −i〈xˆi(t)xj(t)〉 = 0) and that
−〈xˆi(t)xˆj(t)〉 ≡ 0, then the two averages in (A.16) vanish term by term in a Taylor expansion in x(t), and
solving backwards in time we have that µˆi(t) = 0 ∀t. At the initial time this then requires µ(0) = µ0(0) to
make also the term (A.15) zero, which is intuitively reasonable.
Note that in the exact trajectory distribution, the above assumptions on averages clearly hold: averages
of any product of the xˆi(t) vanish, as a consequence of the normalization of the overall trajectory distribution
(as shown in [45]), while the vanishing of the response function −i〈xˆi(t)xj(t′)〉 for t > t′ follows from causality
and, at t = t′, from the fact that we are using an Itoˆ discretization [41]. It then makes sense that a Gaussian
approximation to the trajectory distribution would maintain these properties.
In equation (A.17), the vanishing of the equal-time response again makes the last term zero. Rearranging
and taking the limit ∆→ 0 one obtains
dµi(t)
dt
= Φi(µ(t),C(t, t)) (A.19)
This differs from the deterministic equation of motion for the mean values by additional terms stemming
from equal time (co-)variances C(t, t).
Moving on to the variational equations for the (generalized) covariance matrix, one starts from (A.6)
and uses the property (A.9b) as well as the explicit second derivatives (A.13) of H(x, xˆ). This shows that
nonzero inverse correlation elements, for t 6= 0, are given by
(C−1gen)jitt = ∆iµˆi(t)
∑
l
k+ij,l −
∆
2
〈∑
lk
ixˆl(t)
∂
∂xj(t)
∂Σlk(x(t))
∂xi(t)
ixˆk(t)
〉
i 6= j (A.20a)
(C−1gen)iitt = ∆iµˆi(t)
∑
l
2k+ii,l −
∆
2
〈∑
jk
ixˆj(t)
∂
∂xi(t)
∂Σjk(x(t))
∂xi(t)
ixˆk(t)
〉
(A.20b)
(C−1gen)ıˆitt = −1−∆Kii(t) +
〈
∆
∑
k
∂Σik(x(t))
∂xi(t)
ixˆk(t)
〉
(A.20c)
(C−1gen)ıˆˆtt = −∆〈Σij(x(t))〉 (A.20d)
(C−1gen)jıˆtt = −∆Kij(t) +
〈
∆
∑
k
ixˆk(t)
∂Σki(x(t))
∂xj(t)
〉
i 6= j (A.20e)
(C−1gen)iıˆt+∆t = (C
−1
gen)ıˆit−∆t = 1 (A.20f)
where the indices ıˆ and ˆ are introduced to refer to xˆi and xˆj . For t = 0, there would be an extra term on
the r.h.s. of (A.20a) from 〈
∂
∂xj(0)
∂ lnP0(x(0))
∂xi(0)
〉
= −(C−1(0))ij (A.21)
which just sets the initial covariance matrix to be the exact one. We have defined the quantity Kij(t) as
follows
Kij(t) =
〈
∂Φi(x(t))
∂xj(t)
〉
(A.22)
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From the expressions for the inverse correlation matrix we now want to recover differential equations for the
temporal evolution of the correlations. This can be done by imposing the inverse relation∑
jt′′
[
(Cgen)kjtt′′(Cgen)
−1
jit′′t′ + (Cgen)kˆtt′′(Cgen)
−1
ˆit′′t′
]
= δkiδtt′ (A.23)
If we consider explicitly only the nonzero terms in the summation over t′′, the sum becomes∑
j 6=i
(Cgen)kjtt′(Cgen)
−1
jit′t′ + (Cgen)kitt′(Cgen)
−1
iit′t +
∑
j 6=i
(Cgen)kˆtt′(Cgen)
−1
ˆit′t +
+ (Cgen)kıˆtt′(Cgen)
−1
ıˆit′t + (Cgen)kıˆtt′−∆(Cgen)
−1
ıˆit′−∆t′ = δkitt′ (A.24)
As before, we can use the fact that we the solution will be causal and all averages of products of auxiliary
variables to vanish. Substituting the expressions (A.20) into (A.24), dividing by ∆ and taking the limit for
∆→ 0 then yields the differential equations
∂Rki(t, t
′)
∂t′
= −δkiδ(t− t′)−
∑
j
Rkj(t, t
′)Kji(t′) (A.25)
∂Rki(t, t
′)
∂t
= δkiδ(t− t′) +
∑
j 6=k
Kkj(t)Rji(t, t
′) (A.26)
∂Cki(t, t
′)
∂t′
=
∑
j
Ckj(t, t
′)Kij(t′) +
∑
j
Rkj(t, t
′)〈Σji(x(t′))〉 (A.27)
As discussed in the main text, the results of the GVA can be understood as an effective linearization of
the Langevin dynamics (2.1) around time dependent means. Let us show in more detail that the equations
(A.25), (A.26), (A.27) can be mapped into this case. We shall start from the fluctuations about the mean,
which obey
d(x(t)− µ(t))
dt
= K(t)(x(t)− µ(t)) + ξ(t) (A.28)
K(t) represents a time dependent rate matrix (as given by the linearization around time-dependent means
(A.22)) and the noise satisfies 〈ξ(t)ξT (t′)〉 = 〈Σ(x(t))〉δ(t− t′). The general solution reads
x(t) = µ(t) +R(t, 0)(x(0)− µ(0)) +
∫ t
0
dsR(t, s)ξ(s) (A.29)
in terms of the response function
R(t, t′) = θ(t− t′) T
[
e
∫ t
t′ K(t
′′)dt′′
]
(A.30)
Here the time-ordering operator T indicates that in the expansion of the exponential the matrices K(t′′) are
always ordered in order of ascending time from right to left. Applying the definition of correlations one then
also has
C(t, t′) = R(t, 0)C(0, 0)RT (t′, 0) +
∫ min(t,t′)
0
dsR(t, s)〈Σ(x(s))〉RT (s, t′) (A.31)
It is straightforward to check that these response and correlation functions satisfy the equations (A.25),
(A.26), (A.27) that we had obtained variationally.
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Appendix B. Memory and coloured noise in the linearized dynamics
Appendix B.1. Non-stationary case
We start from the Langevin equations for concentrations deviations from the means δxs(t) and δxb(t)
given by (4.1) and (4.2) of the main text, obtained via a linearization of the dynamics around possibly
time-dependent means µs(t) and µb(t). For simplicity, we set the subnetwork-bulk blocks of the initial
conditions and of fluctuations to zero, i.e. Csb(0, 0) = 〈δxs(0)δxb T(0)〉 = 0 (and similarly for Cbs(0, 0)),
〈Σsb(x(t))〉 = 〈ξs(t)ξb T(t)〉 = 0 (and similarly for 〈Σbs(x(t))〉): this assumption can be easily lifted at the
price of longer expressions.
We want to read off the structure of the reduced dynamics for δxs(t), which can be cast as
dδxs(t)
dt
= Kss(t)δxs(t) +
∫ t
0
M ss(t, t′)δxs(t′) + χ(t) (B.1)
as we discussed in Sec. 4. The memory kernel M ss(t, t′) and the covariance of the effective noise
N ss0 (t, t
′) = 〈χ(t)χ(t′)T 〉 can be derived by direct elimination of the bulk variables from (4.1), which is
equivalent to substituting the solution for δxb,
δxb(t) = T
[
e
∫ t
0
Kbb(s)ds
]
δxb(0) +
∫ t
0
T
[
e
∫ t
t′ K
bb(s)ds
] (
Kbs(t′)δxs(t′) + ξb(t′)
)
dt′ (B.2)
(where T is the time-ordering operator). In this way one straightforwardly finds the explicit expression for
the effective dynamics (B.1). One reads off that the memory function is given by (4.5), namely
M ss(t, t′) = Ksb(t) T
[
e
∫ t
t′ K
bb(s)ds
]
Kbs(t′) (B.3)
The effective noise covariance has the expression
N ss0 (t, t
′) = Ksb(t) T
[
e
∫ t
0
Kbb(s)ds
]
Cbb(0, 0) T
[
e
∫ t′
0
(Kbb(s))T ds
]
(Ksb)T (t′) + 〈Σss(x(t))〉δ(t− t′) (B.4)
+Ksb(t)
∫ min(t,t′)
0
dt′′T
[
e
∫ t
t′′ K
bb(s)ds
]
〈Σbb(x(t′′))〉T
[
e
∫ t′′
t′ (K
bb)T (s)ds
]
(Ksb)T (t′′)
which can be also rewritten as
N ss0 (t, t
′) =Ksb(t)Rbb(t, 0)Cbb(0, 0)RbbT (t′, 0)(Ksb)T (t′) + 〈Σss(x(t))〉δ(t− t′)
+Ksb(t)
∫ min(t,t′)
0
dt′′Rbb(t, t′′)〈Σbb(x(t′′))〉RbbT (t′, t′′)(Ksb)T (t′′)
(B.5)
by using the definition (A.30) for the marginal bulk responses.
Appendix B.2. Stationary case
If we consider a dynamics linearized around stationary means (with the diffusion matrix and the dynamical
matrix both evaluated then at steady state, i.e. 〈Σ(x(t))〉 ≡ Σ and K(t) ≡K), the memory (B.3) becomes
M ss(t, t′) = KsbeK
bb(t−t′)Kbs (B.6)
(precisely expression (4.6)), while the covariance (B.5) of the noise in the subnetwork simplifies to
N ss0 (t, t
′) = Σssδ(t− t′) +KsbeKbbtCbb(0, 0)e(Kbb)T t′(Ksb)T
+Ksb
∫ min(t,t′)
0
dt′′eK
bb(t−t′′)Σbbe(K
bb)T (t′−t′′)(Ksb)T
(B.7)
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Appendix C. Nonlinear corrections by perturbation theory
We give details here of the effective action including the first order nonlinear corrections to the Gaussian
approximation. The effective action can be treated as a field theoretic free energy and can be expressed
perturbatively [64]. Let us decompose the action into a “non-interacting” part (containing only terms
quadratic in all the variables) and an interacting one (containing higher powers), which can be seen as a
small perturbation
H = H0 + ∆H (C.1)
The expression for the effective action (5.1), applying the idea of a perturbative expansion, becomes
Heff = ln
∫
DxbDxˆbeH0+∆H = (C.2)
= ln
∫
DxbDxˆbeH0
(
1 +
∫
DxbDxˆbeH0∆H∫
DxbDxˆbeH0
+O(∆H)2
)
=
= ln
∫
DxbDxˆbeH0 +
∫
DxbDxˆbQ0(x
b, xˆb|xs, xˆs)∆H+O(∆H)2
where eH0 = Q0(xb, xˆb,xs, xˆs) and
∫
DxbDxˆbeH0 = Q0(xs, xˆs), therefore Q0(xb, xˆb|xs, xˆs) =
eH0/
∫
DxbDxˆbeH0 . The reference distribution for the perturbative expansion Q0(xb, xˆb|xs, xˆs) is chosen
as the LNA, i.e. a Gaussian conditional distribution centered around the deterministic steady states. To
define the effective action we fix subnetwork variables, i.e. condition on them, and need the corresponding
conditional bulk probabilities. The perturbative corrections arise from cubic terms in the action, which
explicitly read
∆H =
∫ T
0
dt
{∑
i
ixˆi(t)
[ ∑
j,l,j 6=l
k+ij,lδxi(t)δxj(t)−
1
2
∑
j,l,j 6=l
k+jl,iδxj(t)δxl(t)+
∑
l
k+ii,lδxi(t)δxi(t)−
1
2
∑
j
k+jj,iδxj(t)δxj(t)
]} (C.3)
The indices can belong to bulk or subnetwork, giving different combinations; we introduce a vectorial notation
−∆H =
∫ T
0
dt
{
ixˆsT
[
Ks,ss
(
δxs ◦ δxs)+Ks,sb(δxs ◦ δxb)+Ks,bb(δxb ◦ δxb)]+
ixˆbT
[
Kb,ss
(
δxs ◦ δxs)+Kb,sb(δxs ◦ δxb)+Kb,bb(δxb ◦ δxb)]} (C.4)
where ◦ indicates a “flattened” outer product (see main text) and Ks,sb, Kb,sb, Kb,bb,Kb,ss,Ks,bb are
matrices collecting the relevant nonlinear couplings. As explained in the main text, we do not consider all
the possible reactions occurring between subnetwork and bulk, thus we set Kb,ss = Ks,bb ≡ 0 (though these
would be easy to re-instate). We have also already dropped δ from xˆs and xˆb as the marginal auxiliary
means satisfy µˆs = µˆb ≡ 0.
The first order correction (as clear from the second term in (C.2)) reduces to an average w.r.t. the
conditional distribution Q0(x
b, xˆb|xs, xˆs). This average is equivalent to replacing combinations of bulk
variables in (C.3) by conditional Gaussian moments which, by Wick’s theorem, can be expressed in terms of
means and correlations
−〈∆H〉 =
∫ T
0
dt
{
ixˆsT
[
Ks,ss
(
δxs ◦ δxs)+Ks,sb(δxs ◦ δµb|s)]+ (C.5)
iµˆb|sT
[
Kb,sb
(
δxs ◦ δµb|s)+Kb,bb(δµb|s ◦ δµb|s +Cbb|s(t, t))]}
where one uses that the conditional average 〈δxb(t)δxbT (t)〉 = δµb|s(t)δµb|sT (t)+Cbb|s(t, t). In developing
the Wick’s theorem for moments of the schematic form 〈xˆbδxbδxb〉 or 〈xˆbδxbδxs〉 we have used that the
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conditional equal time response functions vanish, Rbb|s(t, t) = 0. We next substitute the expression for iµˆb|s
(5.7)
− 〈∆H〉 =
∫ T
0
dt ixˆsT (t)
[
Ks,ss
(
δxs(t) ◦ δxs(t))+Ks,sb(δxs(t) ◦ δµb|s(t))]+ (C.6)∫ T
0
dt′
∫ T
t′
dt ixˆsT (t)KsbeK
bb(t−t′)
[
Kb,sb
(
δxs(t′) ◦ δµb|s(t′))+Kb,bb(δµb|s(t′) ◦ δµb|s(t′) +Cbb|s(t′, t′))]
We have re-instated the explicit time dependences here, which are important for our derivation of the memory
functions. One can extract the nonlinear reduced dynamics of δxs(t) from this action by considering the
terms multiplying ixˆs(t) (Cbb|s(t′, t′) gives an additional deterministic contribution that we will analyze in
Appendix E). First, we note that Ks,ss appearing in the first line of (C.6) gives the nonlinear subnetwork
dynamics, which is local in time. The reduced dynamics for δxs(t) includes a memory M ss(t, t′) and a
coloured noise χ(t) with covariance
〈χ(t)χT (t′)〉 = N ss(t, t′) (C.7)
to be determined. One can write N ss(t, t′) = N ss0 (t, t
′)+N ss1 (t, t
′) as the sum of a purely Gaussian term and
a first order correction. Similarly the memory comprises two terms: M ss(t − t′), which like N ss0 (t, t′) can
be calculated starting from the quadratic part of the action (as shown in Appendix B) and M s,ss(t, t′, t′′),
which like N ss1 (t, t
′) contains the contributions of cubic terms treated by means of perturbation theory. To
evaluate these first order corrections, we insert into (C.6) the expressions for µb|s(t) (5.9): to illustrate the
procedure we focus on the first term in the second line of (C.6), which becomes∫ T
0
dt′
∫ T
t′
dt ixˆsT (t)KsbeK
bb(t−t′)Kb,sb
(
δxs(t′) ◦ δµb|s(t′)) = (C.8)∫ T
0
dt′
∫ T
t′
dt ixˆsT (t)KsbeK
bb(t−t′)Kb,sb
(
δxs(t′) ◦
∫ t′
0
dt′′eK
bb(t′−t′′)Kbsδxs(t′′)
− δxs(t′) ◦
∫ T
0
dt′′Cbb|s(t′, t′′)(Ksb)T ixˆs(t′′)
)
The first of the resulting two terms contributes to the reduced subnetwork dynamics via a temporal integral
defining a nonlinear memory term given by∫ t
0
dt′
∫ t′
0
dt′′KsbeK
bb(t−t′)Kb,sb
(
δxs(t′) ◦ eKbb(t′−t′′)Kbsδxs(t′′)) (C.9)
This describes how products of subnetwork concentrations feed back into the evolution of a single
concentration. More generally, one can see that terms ∼ xˆsδxsδxs define the nonlinear memory function.
Extracting all of these terms from (C.6) gives the result (5.12) stated in the main text (where the kernel of
(C.9) appears in the second line). In the second term of (C.8), the factor multiplying ixˆsT (t) and ixˆs(t′′)∫ t
0
dt′KsbeK
bb(t−t′)Kb,sb
(
δxs(t′) ◦Cbb|s(t′, t′′)(Ksb)T ) (C.10)
contributes to the covariance of the effective noise (which always enters the MSRJD formalism via quadratic
terms in the auxiliary variables, as is clear from (2.9)) with an additional xs-dependence. Treating the
other terms in (C.6) in the same way and dropping third order terms ∼ xˆsxˆsxˆs that encode non-vanishing
higher cumulants of the noise distribution one obtains the perturbative contribution to the effective noise
covariance, given by all terms of the form ∼ xˆsxˆsδxs; explicitly
N ss1 (t, t
′′) = Ks,sb
(
δxs(t) ◦Cbb|s(t, t′′)(Ksb)T )+ ∫ t
0
dt′KsbeK
bb(t−t′)Kb,sb
(
δxs(t′) ◦Cbb|s(t′, t′′)(Ksb)T )
+
∫ t
0
ds
∫ s
0
dt′KsbeK
bb(t−s)
[
Kb,bb
(
eK
bb(s−t′)Kbsδxs(t′) ◦Cbb|s(s, t′′)(Ksb)T )+ (C.11)
Kb,bb
(
Cbb|s(s, t′′)(Ksb)T ◦ eKbb(s−t′)Kbsδxs(t′))]+ . . .T
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where . . .T indicates that to each written term its transpose has to be added, as is required to makeN ss1 (t, t
′′)
symmetric. We have extended our circle product notation here to products of vectors and matrices, which
are defined with the same ordering restrictions as the original product. For example, in the second line of
(C.11) we have a term of the form Kb,bb(vb ◦Abs) where vb is a vector and Abs a matrix. This term is
to be read as a matrix with ij-element
∑
k≤lKi,kl
(
vkAlj
)
. For the sake of completeness, one should also
include corrections stemming from the fact that the white noise covariance Σ(x) as given by (2.4) depends on
concentrations. We defer an analysis of these to a dedicated future paper on stochastic effects in subnetwork
modelling.
Appendix D. Effective equations solver
It turns out that the numerical solution of the integro-differential equations (5.11) can be simplified by
mapping them to a system of ordinary differential equations. The idea here is that every memory integral
term can be seen as the solution of a differential equation. Let us start from the subnetwork reduced dynamics
in the form
dδxs(t)
dt
= Kssδxs(t) +Ks,ss
(
δxs(t) ◦ δxs(t)) +M(t) (D.1)
where we have taken the large volume limit in order to neglect the intrinsic noise. By stepping back through
the derivation of the memory vectorM(t) in terms of bulk conditional means δµb|s(t) = ν(t) + νˆ(t), we can
rewrite it as in (5.13), i.e.
M(t) =Ksbν(t) +Ks,sb(δxs(t) ◦ ν(t))+∫ t
0
dt′KsbeK
bb(t−t′) [Kb,sb(δxs(t′) ◦ ν(t′))+Kb,bb(ν(t′) ◦ ν(t′))] (D.2)
with ν(t′) =
∫ t′
0
dt′′
[
eK
bb(t′−t′′)Kbs
]
δxs(t′′), a vector of size Nb (number of bulk species). The ν(t) can be
obtained equivalently by solving the Nb linear differential equations
dν(t)
dt
= Kbbν(t) +Kbsδxs(t) (D.3)
The time integral left in the last term of (D.2) appears as a result of the insertion of µˆb|s(t) in the effective
action. This term can be rearranged and evaluated by introducing ad hoc auxiliary variables. We need
to decompose the exponential kernel eK
bb(t−t′) into a superposition of pure exponentials (by diagonalizing
Kbb) ∫ t
0
dt′KsbeK
bb(t−t′) [Kb,sb(δxs(t′) ◦ ν(t′))+Kb,bb(ν(t′) ◦ ν(t′))] =
=
∫ t
0
dt′Ksb
Nb∑
c=1
rclcT eλc(t−t
′) [Kb,sb(δxs(t′) ◦ ν(t′))+Kb,bb(ν(t′) ◦ ν(t′))] (D.4)
where the λc are the N
b eigenvalues of Kbb (with negative real part to ensure stability), rc and lc are
respectively the right and left eigenvectors of Kbb, playing the role of the coefficients of this decomposition.
We consider a vector z(t) = {zc(t)}, c = 1, ..., Nb whose components, one for each eigenvalue λc, satisfy
dzc(t)
dt
= λc z
c(t) + lcT
[
Kb,sb
(
δxs(t) ◦ ν(t))+Kb,bb(ν(t) ◦ ν(t))] zc(0) = 0 (D.5)
Then (D.1) can be translated into
dδxs(t)
dt
= Kssδxs(t) +Ks,ss
(
δxs(t) ◦ δxs(t))+Ksbν(t) +Ks,sb(δxs(t) ◦ ν(t))+Ksb Nb∑
c=1
rczc(t) (D.6)
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To summarize, solving the N s subnetwork equations with integral memory terms is equivalent to solving a
system with 2Nb additional equations, the Nb ones describing ν(t) (see (D.3)) and the Nb ones for z(t) (see
(D.5)). For projection methods, the additional variables one needs to introduce in order to express memory
integrals via differential equations is given by the dimension of the bulk variable space (see [26]) including
all the possible concentration products, and hence scales as (Nb ×Nb) + (N s ×Nb).
Appendix E. Projection methods vs GVA
The application of projection methods to protein-protein interaction networks has been studied by Rubin et
al. in [26]: here we summarize the basic aspects needed to develop a comparison with the GVA.
One is interested in deriving a closed-form expression for the memory function and the random force
both for the linearized and the fully nonlinear dynamics: in the second case, one has to appeal to the limit
of vanishing noise. As the variance of copy number fluctuations scales as  = 1/V , i.e. the inverse of the
reaction volume, the contribution of the noise becomes negligible for  → 0, i.e. for suitably large reaction
volumes (see Sec. 2 in the main text). While one needs a nonzero  for initially applying the Zwanzig-Mori
formalism, the authors always then take the small  limit. Let us stress that the small  limit is not necessary
for the linear dynamics, as the noise drops out from the equations for conditionally averaged concentrations
whatever the value of .
In addition, to evaluate the memory and the random force from projection operators, one needs the
steady state distribution for the deviations δx. If the noise is negligible ( → 0), δx is small and one
can find the steady state distribution by linearizing the Langevin equation around δx = 0; this gives a
Gaussian steady state distribution of δx with covariance satisfying the Lyapunov equation. The structure
of the covariance is not unique, but fixed by the type of fluctuations. The choice of independent Poisson
fluctuations for each species, thus a covariance with a diagonal structure, produces the simplest projected
equations. These describe the evolution for the subnetwork conditionally on the available knowledge of the
initial conditions which are specified, for the bulk, via some probability distribution. The solution is the
mean trajectory w.r.t. this initial distribution, from which stochastic fluctuations are thus averaged out: we
will use for it the same notation as for the single instances xs(t) as they coincide in the limit  → 0. As
a consequence, we expect that the equations of motion given by projection methods for such conditionally
averaged concentrations agree with the noise averaged subnetwork equations in the GVA. We next look
closely at this comparison.
Appendix E.1. Linearized projected equations
The starting point is the Langevin dynamics (2.1) and its corresponding Fokker-Planck equation, encoded by
L, the so-called adjoint Fokker-Planck operator. Referring to [26] for the entire derivation, we shall directly
provide the final form of the linearized dynamics
dδxi(t)
dt
=
Ns∑
j=1
δxj(t)Ω
ss
ji +
Ns∑
j=1
∫ t
0
dt′δxj(t′)M ssji (t− t′) + ri(t) (E.1)
This is obtained by applying two operators projecting either onto the subspace of subnetwork d.o.f. (degrees
of freedom) or onto the orthogonal one; in the linearized dynamics, it is found that they can be represented
by matrices with a simple block structure, P and Q respectively
P =
(
1 0
0 0
)
Q =
(
0 0
0 1
)
The adjoint Fokker-Planck operator L can also be cast in matrix form and is then denoted as L. Note
that L = KT , i.e. it is equivalent to the transpose of the dynamical matrix of the GVA; like K it can be
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partitioned into blocks for the bulk and the subnetwork part as
L =
(
Lss Lsb
Lbs Lbb
)
Exploiting this correspondence between operators and matrices one has for the linear dynamics:
• Ω is the top left block (related to subnetwork variables) of PL, thus Ω = Lss
• M(t− t′) is the top left block of PLQeQLQ(t−t′)QL, i.e.
M(t− t′) = LsbeLbb(t−t′)Lbs (E.2)
• The random force is given by the s-entries of δxbT (0)eQLQtQL, i.e.
rT0 (t) = δx
bT (0)eL
bbtLbs (E.3)
Note that with the index conventions used in the projection method [26], the memory function above is the
matrix transpose of the one in our GVA approach. To avoid introducing more notation, we use the same
symbol M nonetheless.
Appendix E.2. Nonlinear projected equations
For the nonlinear projected equations one again starts from suitable matrix representations of the operators
involved. Note that in the projection method, even once a subnetwork has been selected, there is freedom
in choosing the space of observables onto which to project. Rubin et al. show [26] that the best option is to
project onto concentrations and products of concentrations.
The nonlinearity is represented as a linear coupling between a concentration and products of two
concentrations; the projected equations have the form
dδxi(t)
dt
=
Ns∑
j=1
δxj(t)Ω
ss
ji +
∑
1≤j≤k≤Ns
δxj(t)δxk(t)Ω
ss,s
(jk),i +
∫ t
0
dt′
( Ns∑
j=1
δxj(t
′)M ssji (t− t′)
+
∑
1≤j≤k≤Ns
δxj(t
′)δxk(t′)M
ss,s
(jk),i(t− t′)
)
+ ri(t)
(E.4)
Focussing on an observable zα (summarizing both simple concentrations and products), one can write the
adjoint Fokker-Planck operator L in a matrix form such that
∂tzα =
∑
β
zβLβα + δx
3 +O() (E.5)
δx3 represents cubic terms, which are not captured at this order of accuracy, while O()-terms vanish in the
small  limit. The matrix representation therefore mirrors the choice of an enlarged space containing also
products, and it is valid for small . It reads explicitly as follows
L =

Lss Lsb 0 0 0
Lbs Lbb 0 0 0
Lss,s Lss,b Lss,ss Lss,sb Lss,bb
Lsb,s Lsb,b Lsb,ss Lsb,sb Lsb,bb
Lbb,s Lbb,b Lbb,ss Lbb,sb Lbb,bb

L consists of 5 block rows and columns, referring to linear subnetwork concentrations (s), subnetwork
products (ss), mixed subnetwork-bulk products (sb), which are considered part of the bulk subspace, and
products of bulk concentrations (bb). The dynamics for the products, contained in the bottom right blocks
(Lss,ss, Lss,sb etc.), is simply derived from linearized dynamics, thus
∂t(δxiδxj) = δxj∂tδxi + δxi∂tδxj (E.6)
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In other words, in the evolution of a product only products appear: this explains why the top right block
vanishes, i.e. applying L to quadratic observables does not give linear terms. All the coefficients in the
bottom right blocks are simply “imported” from the linearized dynamics. Genuine nonlinearities enter via
the bottom left blocks (Lss,s, Lss,b etc.). These contain the coefficients multiplying products in the equations
for linear observables. For the projection matrices one has
P =

1 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0

while Q has the roles of 1 and 0 along the diagonal interchanged
Q =

0 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 1

The combinations of matrices one needs, to generalize the formulas of the previous section, are PL, QLQ
and QL, see [26] for explicit expressions. We emphasize that QLQ has a lower triangular block structure,
thus E(t) = eQLQt has the same structure with diagonal blocks that are the exponentials of those in QLQ,
i.e. for example [eQLQt]bb = e
Lbbt. Another property that can be deduced from such a structure is
Esb,b(t) =
∫ t
0
dt′Esb,sb(t− t′)Lsb,bEbb(t′) (E.7a)
Ebb,b(t) =
∫ t
0
dt′Ebb,bb(t− t′)Lbb,bEbb(t′) (E.7b)
The rate constants, the memory function and the random force for the full nonlinear dynamics can now
be found in analogy with the linear case provided that we consider the above enlarged matrices; therefore:
• The nonlinear rate matrix for the internal subnetwork dynamics is Ωss,s = Lss,s
• The memory is the ss block of PLQeQLQtQL, whose nonlinear part is
M ss,s(t− t′) = Lss,bEbb(t− t′)Lbs +Lss,·bE·b,b(t− t′)Lbs +Lss,·bE·b,·b(t− t′)L·b,s (E.8)
where “·b” indicates the union of the “sb” and “bb” product ranges. Assumptions about what
reactions between the bulk and the subnetwork can occur imply that some L blocks are zero, namely:
Lss,bb = Lbb,ss = Lss,b = Lbb,s = 0 [26]. These constraints then simplify the expression for the memory
considerably
M ss,s(t− t′) = Lss,sbEsb,b(t− t′)Lbs +Lss,sbEsb,sb(t− t′)Lsb,s (E.9)
We shall nevertheless stick to the most general case, to keep our arguments general. The memory
function in the dynamics for δxs(t) is then embedded within a time integral over the past history of all
possible subnetwork products δxss(t′), thus the general nonlinear memory for the projected equations
is
MTproj(t) = m1 +m2 +m3 (E.10)
with
m1 =
∫ t
0
dt′δxssT (t′)Lss,bEbb(t− t′)Lbs (E.11)
m2 =
∫ t
0
dt′δxssT (t′)Lss,·bE·b,b(t− t′)Lbs (E.12)
m3 =
∫ t
0
dt′δxssT (t′)Lss,·bE·b,·b(t− t′)L·b,s (E.13)
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• The random force cannot be calculated in closed form from the matrix representations introduced,
but an expansion can still be provided up to quadratic order in deviations form the steady state: one
may hope that higher order terms not captured in this way are small or negligible. We shall write
r(t) = r0(t) + r1(t), r1(t) being the nonlinear random force given by
rT1 (t) = δx
sbT (0)
[
Esb,b(t)L
bs +Esb,sb(t)L
sb,s
]
+ δxbbT (0)
[
Ebb,b(t)L
bs +Ebb,sb(t)L
sb,s
]
(E.14)
From these results, we see that the projection method divides the non-Markovian contribution from the
bulk into the random force, which depends only on initial conditions, and the memory, containing all the
single time points in the past for single species and products. This structural feature is important for the
comparison to the GVA, which does not separate the non-local-in-time terms so neatly but still gives an
equivalent approximation up to the second order and in the limit  → 0. To provide the tools for this
comparison, we first recall the perturbative expansion allowing us to derive nonlinear corrections in the
Gaussian variational approach (see Appendix E.3) and then explicitly derive this equivalence in Appendix
E.4.
Appendix E.3. Full nonlinear memory and random force in the GVA
As we mentioned, the GVA and the projection method are expected to agree only for  → 0: we then
restrict ourselves to this case, i.e. the deterministic dynamics. Let us translate the perturbative approach of
Appendix C to a notation analogous to the one in the previous section; in particular the cubic part of the
action (C.4) then reads
−∆H =
∫ T
0
dt
{[(
δxs ◦ δxs)TLss,s + (δxs ◦ δxb)TLsb,s + (δxb ◦ δxb)TLbb,s]ixˆs +[(
δxs ◦ δxs)TLss,b + (δxs ◦ δxb)TLsb,b + (δxb ◦ δxb)TLbb,b]ixˆb} (E.15)
In light of the fact that we allow only certain processes, after (C.4) we had invoked the simplification
Lss,b = Lbb,s ≡ 0, while here, for the sake of a general comparison, we keep all the nonlinear couplings.
The nonlinear memory and effective noise covariance are evaluated by taking the average w.r.t. the Gaussian
conditional distribution over bulk variables, as given by (C.6). In the new notation it becomes
− 〈∆H〉 =
∫ T
0
dt
(
δxs(t) ◦ δxs(t))TLss,sixˆs(t) + (E.16)∫ T
0
dt
{[(
δxs(t) ◦ δµb|s(t))TLsb,s + (δµb|s(t) ◦ δµb|s(t) +Cbb|s(t, t))TLbb,s]ixˆs(t) +∫ T
t
dt′
[(
δxs(t) ◦ δµb|s(t))TLsb,b + (δµb|s(t) ◦ δµb|s(t) +Cbb|s(t, t))TLbb,b]Ebb(t′ − t)Lbsixˆs(t′)}
given that the auxiliary conditional mean, from (5.7), can be rewritten as
iµˆb|s(t) =
∫ T
t
dt′Ebb(t′ − t)Lbsixˆs(t′) (E.17)
Then one substitutes the expressions for the conditional means (5.9), which now read
δµb|s(t) = µb|s(t)− µb(t) =
∫ t
0
dt′e(L
bb)T (t−t′)(Lsb)T δxs(t′)−
∫ T
0
dt′Cbb|s(t, t′)Lbsixˆs(t′) (E.18)
into (E.16) and by isolating the terms multiplying ixˆs(t) one can read the nonlinear reduced dynamics of
δxs(t). The memory contribution of the GVA comes from the terms that are quadratic in δxs and non-local
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in time
MTGVA(t) =
∫ t
0
dt′
{(
δxsT (t′)LsbEbb(t− t′) ◦ δxsT (t)
)
Lsb,s + (E.19)∫ t
t′
dt′′
(
δxsT (t′)LsbEbb(t′′ − t′) ◦ δxsT (t′′)
)
Lsb,bEbb(t− t′′)Lbs +∫ t
0
dt′′
∫ t
max(t′,t′′)
ds
(
δxsT (t′)LsbEbb(s− t′) ◦ δxsT (t′′)LsbEbb(s− t′′)
)
Lbb,s +∫ t
0
dt′′
∫ t
max(t′,t′′)
ds
(
δxsT (t′)LsbEbb(s− t′) ◦ δxsT (t′′)LsbEbb(s− t′′)
)
Lbb,bEbb(t− s)Lbs
}
This corresponds to the double time integral of (5.12) in the modified notation and keeping all the couplings.
As before, by switching to the projection method notation, we are taking the transposes of the memory
functions in the main text, equations (4.6) and (5.12).
Similarly from the terms ∼ xˆsδxsxˆs we can deduce the effective noise covariance
N ss1 (t, t
′′) =
(
(Lbs)TCbb|s(t, t′′) ◦ δxsT (t))Lsb,s + ∫ t
0
dt′
(
(Lbs)TCbb|s(t′, t′′) ◦ δxsT (t′))Lsb,bEbb(t− t′)Lbs
+
∫ t
0
dt′
[(
(Lbs)TCbb|s(t, t′′) ◦ δxsT (t′)LsbEbb(t− t′)
)
+
(
δxsT (t′)LsbEbb(t− t′) ◦ (Lbs)TCbb|s(t, t′′)
)]
Lbb,s
+
∫ t
0
ds
∫ s
0
dt′
[(
(Lbs)TCbb|s(s, t′′) ◦ δxsT (t′)LsbEbb(s− t′)
)
+ (E.20)
(
δxsT (t′)LsbEbb(s− t′) ◦ (Lbs)TCbb|s(s, t′′)
)]
Lbb,bEbb(t− s)Lbs + . . .T
which generalizes (C.11). For → 0, the bulk conditional correlator is simply
Cbb|s(t′, t′′) = ETbb(t
′)Cbb(0, 0)Ebb(t′′) (E.21)
as can be deduced from (5.10).
Let us stress that projection methods expand the random force, while our perturbative approach expands
the correlator of a coloured noise. For the sake of comparison, it is therefore convenient to think in terms
of the effective coloured noise with covariance N ss0 +N
ss
1 . N
ss
1 can be read off from (E.20), while N
ss
0 , the
effective noise covariance of the linearized dynamics, is given by (B.7); we rewrite it as
N ss0 (t, t
′) = (Lbs)TETbb(t)C
bb(0, 0)Ebb(t
′)Lbs (E.22)
Note that we have dropped the intrinsic noise contribution Σss, Σbb as we focus on  → 0. The Gaussian
noise χ0(t) such that 〈χ0(t)χT0 (t′)〉 = N ss0 (t, t′) is therefore
χT0 (t) = δx
bT (0)Ebb(t)L
bs (E.23)
If we define χ1(t) as follows
χT1 (t) =
(
δxbT (0)Ebb(t) ◦ δxsT (t))Lsb,s + ∫ t
0
dt′
(
δxbT (0)Ebb(t
′) ◦ δxsT (t′))Lsb,bEbb(t− t′)Lbs +∫ t
0
dt′
[(
δxbT (0)Ebb(t) ◦ δxsT (t′)LsbEbb(t− t′)
)
+
(
δxsT (t′)LsbEbb(t− t′) ◦ δxbT (0)Ebb(t)
)]
Lbb,s
+
∫ t
0
ds
∫ s
0
dt′
[(
δxbT (0)Ebb(s) ◦ δxsT (t′)LsbEbb(s− t′)
)
+
(
δxsT (t′)LsbEbb(s− t′) ◦ δxbT (0)Ebb(s)
)]
Lbb,bEbb(t− s)Lbs (E.24)
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then the correlation function of χ0 + χ1 is given by N
ss
0 +N
ss
1 at the linear order in δx
s (this is the order
in δxs to which N ss1 is calculated). For example, let us take the first term in (E.20): it is derived from
cross-correlations of χ0 (E.23) and the first term of χ1 (E.24) as follows〈(
(Lbs)TETbb(t)δx
b(0)δxbT (0)Ebb(t
′′) ◦ δxsT (t′′))Lsb,s〉 = ((Lbs)TCbb|s(t, t′′) ◦ δxsT (t′′))Lsb,s (E.25)
by using the definition (E.21).
From expression (E.16) (see also (C.5)), it can be seen that the Gaussian effective dynamics of δxs(t)
exhibits also the xs-independent term
Cbb|s(t, t)Lbb,s +
∫ t
0
dt′Cbb|s(t′, t′)Lbb,bEbb(t− t′)Lbs = 〈ψT1 (t)〉 (E.26)
which can be written as the conditional average of a vector ψ1(t) defined as follows
ψT1 (t) =
(
δxbT (0)Ebb(t) ◦ δxbT (0)Ebb(t)
)
Lbb,s+∫ t
0
dt′
(
δxbT (0)Ebb(t
′) ◦ δxbT (0)Ebb(t′)
)
Lbb,bEbb(t− t′)Lbs
(E.27)
The conditional average of ψ1 produces in the action a cubic term, ∼ xˆsδxbδxb, while its variance would
appear in the action via a term of 6th order, thus it is not present at the order we have kept in our calculation.
From (E.27) we see that ψ1(t) is a temporally correlated term in the reduced subnetwork dynamics that
depends quadratically on δxb(0); it can be regarded as a further contribution to the nonlinear “random force”
of the GVA, as by definition the random force summarizes the uncertainty on the bulk initial conditions. As
a result, the systematic perturbative expansion up to the cubic order in the action gives it as
r˜1 GVA(t) = χ1(t) + 〈ψ1(t)〉 (E.28)
If we consider the fluctuating version of this quantity, namely
r1 GVA(t) = χ1(t) +ψ1(t) (E.29)
we can prove the equivalence with the projection formalism.
Appendix E.4. Proof of the equivalence
Let us assume that the initial deviations from the means are proportional to some factor δ, δxs(0) ∼ δ and
δxb(0) ∼ δ. The solution δxs(t) can be expanded in powers of δ and we want to find out to what extent
projection and GVA give the same results for this expansion in the limit  → 0. We expect that the two
descriptions are equivalent at O(δ2) as in the GVA we keep cubic terms in the effective action while in
projection methods we keep all quadratic observables.
Appendix E.4.1. Linear order in δ. To work out the solution of δxs(t) in this case, we need to include in
its dynamics the expressions for memory and random force at O(δ). By re-writing the linear memory (4.6)
of the GVA in the notation of Appendix E.2 one has
M ss(t− t′) = LsbEbb(t− t′)Lbs (E.30)
where we have used eL
bbt = Ebb(t). The effective coloured noise at this order for the GVA is given by (E.23).
Expressions (E.30) and (E.23) are the same as from projection methods (E.2) and (E.3), thus the resulting
expansion of δxs(t) is identical to O(δ).
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Appendix E.4.2. Quadratic order in δ. In this case, we need to include in the dynamics of δxs(t) the
memory and the effective noise/random force at O(δ2). This includes linear memory terms acting on the
second order part of δxs(t), which will be the same for projection and GVA. The remaining terms are the
nonlinear memory and nonlinear effective noise/random force evaluated to order O(δ2).
Expressions for nonlinear memory and random force from the two approaches (respectively (E.10) and
(E.19), (E.14) and (E.29)) do not coincide if taken separately ; we nevertheless expect that their combination
is actually equivalent (because there can be different ways of writing expansions that are correct at the same
order, namely O(δ2)).
Before verifying this expectation, we briefly outline the reasoning. First of all, the memory function
(E.19) differs from the one in the projection methods (E.10): in particular, the two subnetwork species in
quadratic terms are calculated at two past times instead of the same time; additional integrals over time
also appear. One can however eliminate the intermediate times, and thus match the one-time and two-
times structures in the algebra, by explicitly expressing everywhere the dependence on subnetwork initial
values. Next we observe that in the structure of the enlarged (i.e. including quadratic observables) L,
the non-linearity of interactions enters genuinely only in the bottom left off-diagonal block. The bottom
right (diagonal) block, which represents the coupling between products, does not provide any additional
information with respect to the linear dynamics: it simply describes how the products propagate under the
linear dynamics. Note that this is precisely what the perturbative expansion implements, i.e. it describes
products under the linear evolution. Therefore, we can drop the purely non-linear block and write also the
products of subnetwork variables and conditional means of the perturbative expansion as functions of the
initial conditions in the subnetwork via the exponential of a matrix consisting of a linear and a quadratic
block.
We need to substitute into the nonlinear memory and random force the first order deterministic solution
for δxs(t) and δxb(t) to evaluate them consistently to O(δ2): let us perform the substitution in both
approaches and compare the results. The projection memory is evaluated at O(δ2) using the expression
δx··T (t) = δx··T (0)eL
··,··t (E.31)
where “··” refers to the block obtained by joining the “ss”,“sb” and “bb” ranges, here and everywhere
below. Also in the GVA we have to write the products as in (E.31) but with the following caveat. The
GVA is obtained via the inclusion of the dynamics of conditional averages, where the average is taken also
over bulk initial conditions. This, importantly, implies that δxb(0) should not be treated as a fluctuating
quantity as happens in (E.31). More explicitly, we recall that the conditional bulk variables can be written
as δµb|sT (t) = νT (t) + νˆT (t), where only the deterministic part ν(t) contributes to the memory
νT (t) =
∫ t
0
dt′δxsT (t′)LsbEbb(t− t′) (E.32)
(from expression (5.9)). On the other hand, the evolution of the products introduced by (E.31) accounts for
a solution for bulk variables as follows
δxbT (t) = δxbT (0)Ebb(t) +
∫ t
0
dt′δxsT (t′)LsbEbb(t− t′) (E.33)
with also deviations in the initial conditions δxb(0). The nonlinear memory for the variational approach
(E.19) can be written as
MTGVA(t) =
∫ t
0
dt′
〈
δx··T (0)eL
··,··t′
〉
··
L··,bEbb(t− t′)Lbs +
〈
δx··T (0)eL
··,··t
〉
·b
L·b,s =
=
∫ t
0
dt′
(
δx··T (0)eL
··,··t′)
··L
··,bEbb(t− t′)Lbs +
(
δx··T (0)eL
··,··t)
·bL
·b,s −m′4 =
= m′1 +m
′
2 +m
′
3 −m′4 (E.34)
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We have
m′1 =
∫ t
0
dt′(δx··T (0)eL
··,··t′)ssL
ss,bEbb(t− t′)Lbs (E.35)
m′2 =
∫ t
0
dt′(δx··T (0)eL
··,··t′)·bL·b,bEbb(t− t′)Lbs (E.36)
m′3 = (δx
··T (0)eL
··,··t)·bL·b,s (E.37)
m′4 has minus sign as it is a correction term needed for the substitution in the second line of (E.34) to be
valid (in other words, to compensate for the use of (E.33) instead of (E.32)); namely
m′4 =
(
δxbT (0)Ebb(t) ◦ δxsT (t))Lsb,s + ∫ t
0
dt′
(
δxbT (0)Ebb(t
′) ◦ δxsT (t′))Lsb,bEbb(t− t′)Lbs +∫ t
0
dt′
[(
δxbT (0)Ebb(t) ◦ δxsT (t′)LsbEbb(t− t′)
)
+
(
δxsT (t′)LsbEbb(t− t′) ◦ δxbT (0)Ebb(t)
)]
Lbb,s +
(
δxbT (0)Ebb(t) ◦ δxbT (0)Ebb(t)
)
Lbb,s +
∫ t
0
dt′
(
δxbT (0)Ebb(t
′) ◦ δxbT (0)Ebb(t′)
)
Lbb,bEbb(t− t′)Lbs
+
∫ t
0
ds
∫ s
0
dt′
[(
δxbT (0)Ebb(s) ◦ δxsT (t′)LsbEbb(s− t′)
)
+
(
δxsT (t′)LsbEbb(s− t′) ◦ δxbT (0)Ebb(s)
)]
Lbb,bEbb(t− s)Lbs (E.38)
Recalling equations (E.24), (E.27) and (E.29), one can write
m′4 = r
T
1 GVA(t) (E.39)
From (E.34) and (E.39) we have
m′1 +m
′
2 +m
′
3 =MTGVA(t) + rT1 GVA(t) (E.40)
Let us now compare term by term the nonlinear memory from projection methods (E.10) and from the
GVA (E.34): one has immediately m1 = m
′
1 (see (E.11) and (E.35)). We apply next the identity
(δx··T (0)eL
··,··t′)ssL
ss,·b = ∂t′(δx··T (0)eL
··,··t′)·b − (δx··T (0)eL··,··t′)·bL·b,·b (E.41)
to manipulate the sum of m2 (E.12) and m3 (E.13), as follows
m2 +m3 =
∫ t
0
dt′(δx··T (0)eL
··,··t′)ssL
ss,·b[E·b,b(t− t′)Lbs +E·b,·b(t− t′)L·b,s] =
=
∫ t
0
dt′
[
∂t′(δx
··T (0)eL
··,··t′)·b − (δx··T (0)eL··,··t′)·bL·b,·b
][
E·b,b(t− t′)Lbs +E·b,·b(t− t′)L·b,s
]
=
= −
∫ t
0
dt′(δx··T (0)eL
··,··t′)·b∂t′ [E·b,b(t− t′)Lbs +E·b,·b(t− t′)L·b,s
]
+ (δx··T (0)eL
··,··t′)·b[E·b,b(t− t′)Lbs +E·b,·b(t− t′)L·b,s]
∣∣∣∣t
0
−
∫ t
0
dt′(δx··T (0)eL
··,··t′)·bL·b,·b[E·b,b(t− t′)Lbs +E·b,·b(t− t′)L·b,s]
(E.42)
In the third line, an integration by parts has been implemented and −∂t′ can be further substituted by ∂t as
it acts on the difference (t− t′). Let us the consider the boundary term from this integration (fourth line)
(δx··T (0)eL
··,··t)·bL·b,s − δx·bT (0)
(
E·b,b(t)Lbs +E·b,·b(t)L·b,s
)
= m′3 − δx·bT (0)
(
E·b,b(t)Lbs +E·b,·b(t)L·b,s
) (E.43)
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where we used (E.37), Esb,b(0) = Ebb,b(0) = 0, Esb,sb(0) = Ebb,bb(0) = 1 and the fact that all the terms in
eL
··,··t′ at t′ = 0 give 1. Equation (E.42) can be rewritten
m2 +m3 =m
′
3 − δx·bT (0)(E·b,b(t)Lbs +E·b,·b(t)L·b,s)
+
∫
dt′(δx··T (0)eL
··,··t′)·b∂t[E·b,b(t− t′)Lbs +E·b,·b(t− t′)L·b,s]
−
∫
dt′(δx··T (0)eL
··,··t′)·bL·b,·b[E·b,b(t− t′)Lbs +E·b,·b(t− t′)L·b,s]
(E.44)
In the second line of (E.44), we can apply the identity
∂tE·b,b(t− t′) = L·b,·bE·b,b(t− t′) +L·b,bEbb(t− t′) (E.45)
which can be deduced from the properties (E.7) and from
∂tE·b,·b(t− t′) = L·b,·bE·b,·b(t− t′) (E.46)
As a consequence, also by recalling (E.36), we obtain
m2 +m3 = m
′
3 − δx·bT (0)(E·b,b(t)Lbs +E·b,·b(t)L·b,s) +m′2 (E.47)
In light of (E.10) and (E.40) we thus have that, symbolically,
MTGVA(t) + rT1 GVA(t) =MTproj(t) + δx·bT (0)(E·b,b(t)Lbs +E·b,·b(t)L·b,s) (E.48)
Here the second term on the r.h.s. is exactly the nonlinear part of the projection random force (E.14), which
we here denote rT1 proj(t). Finally one obtains the equivalence at O(δ2) we aimed to prove, i.e.
MGVA(t) + r1 GVA(t) =Mproj(t) + r1 proj(t) (E.49)
The comparison becomes even simpler if the bulk is assumed initially at steady state, i.e. δxb(0) ≡ 0, as all
the random force terms then vanish andMGVA(t) =Mproj(t).
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