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Alors que les solutions basées sur le filtrage de Kalman ont atteint leur
maturité, les applications pistage sont confrontées à l'apparition de
mobiles plus manœuvrants et à la généralisation des architectures
multicapteurs
. Cet article propose une synthèse de l'état de l'art incorpo-
rant les réponses récentes à ces évolutions et insistant sur le rôle des
While solutions hased on Kalman filtering have matured, Cracking
applications are faced with the emergence of enhanced maneuverahility
mobiles and the generalization of multisensor architectures . This paper
presents a state of the art survey including recent progress motivated hy





La fonction pistage constitue le noyau algorithmique des
applications surveillance, tant civiles (contrôle du traffic
aérien, . . .) que militaires (défense aérienne, système
d'armes, . . .), où elle permet de convertir l'information
extraite des capteurs en une information spatio-temporelle
de plus haut niveau (chaîne détection-pistage-classification
d'un radar par exemple) . Les techniques à mettre en ceuvre
pour réaliser cette fonction tournent autour du filtrage de
Kalman et elles présentent donc aujourd'hui une réelle
maturité même si de nombreuses applications opérationnel-
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les continuent à utiliser des solutions anciennes moins
performantes. Toutefois deux facteurs récents méritent une
attention renouvelée
• évolution des objets à pister : mobilité accrue, détection
plus difficile, en particulier bien sûr dans le domaine
militaire avec par exemple les avions à forte manceuvrabi-
lité et structures furtives,
•
	
évolution des systèmes de mesures : progrès des radars,
apparition des capteurs imageurs, systèmes multicapteurs .
Alors que les derniers articles de synthèse en langue
française datent du début des années quatre-vingt [17, 18,
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24], l'objectif de ce papier est de montrer l'impact de ces
évolutions sur la conception de la fonction pistage et de
présenter les nouvelles solutions algorithmiques qui sont
apparues dans la littérature . On insiste particulièrement sur
l'apport de l'imagerie dans un système de fusion, typique-
ment radar-infrarouge, et on illustre les idées présentées
par des simulations d'un scénario de Défense Sol Air .
On présente tout d'abord l'état de l'art des solutions
articulé par une discussion sur la modélisation des manoeu-
vres pour mettre en évidence le caractère intrinsèquement
multiplicatif du bruit de modèle associé à la manoeuvre . En
décrivant le mobile comme un objet 3D les capteurs
imageurs sont alors une source d'information privilégiée
pour adapter le filtre dans le bon référentiel et on présente
le principe des pisteurs hybrides qui permettent d'exploiter
cette information. Leur intérêt est conforté par une compa-
raison systématique avec des pisteurs classiques .
2. Pistage de Cibles manœuvrantes : Etat de l'Art
La manoeuvrabilité accrue des mobiles constitue une pre-
mière cause d'évolution de l'algorithmie de pistage . Alors
que la solution de base (filtrage de Kalman) ne permet pas
de modéliser l'apparition des manoeuvres, de nombreux
travaux ont visé à modifier cette solution pour la rendre
adaptative . On présente une synthèse de ces recherches en
discutant la modélisation retenue pour l'accélération du
mobile manoeuvrant.
2.1. ÉVOLUTION DE LA MENACE
La recherche de pisteurs prenant mieux en compte les
manoeuvres est lié à l'apparition de cibles agiles telles que
les nouvelles générations d'avions d'armes (F-22 aux
USA, ACF-ACM ou EFA en Europe, Sukhoi 27 en
Russie) et de chars (M1 aux USA, XL en France) . Même
s'il y a un monde entre une démonstration de meeting
aérien et une situation de combat, il convient de rappeler
l'exhibition du pilote du Sukhoi au salon du Bourget de
1989 : la manoeuvre dite du cobra permet de quasiment
arrêter l'avion en cabré puis de le faire repartir en ascension
sur sa poussée moteur (rapport masse sur poussée inférieur
à un) mettant ainsi en difficulté la plupart des pisteurs
actuels . Les pilotes américains résument ceci en parlant de
« no sitting duck » pour montrer à quel point l'accroisse-
ment de manoeuvrabilité des cibles rend les engagements
plus difficiles et, pour ses futurs missiles anti-aériens,
l'USAF a mis en évidence le pistage en présence de
manoeuvres parmi les efforts à accentuer [23] . Le même
souci est rapporté par [19] pour l'US Army . Le combat
envisagé est le combat de chars avec des munitions inertes .
Le problème de base est alors un problème de prédiction
puisque, la munition n'ayant pas de capteur, il faut prévoir
à l'instant du tir la position de la cible après le temps de vol
du projectile. Dans un scénario de Défense Sol Air, on
pensera aussi aux hélicoptères dont le « pop-up » (brusque
surgissement depuis une zone abritée puis plongée à
couvert) rend nécessaire des conduites de tir très rapides .
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Bien qu'on utilise fréquemment dans la suite le contexte de
cette application défense, il est à noter que le développe-
ment de pisteurs plus performants pour des besoins militai-
res a également des retombées importantes dans le contrôle
du trafic aérien civil (ATC) . Aujourd'hui la dégradation du
pistage (trainage, . . .) lors des manoeuvres d'approche
terminale est telle que les contrôleurs préfèrent utiliser les
mesures de position brutes (non filtrées et donc complète-
ment bruitées) plutôt que les sorties filtrées par le pisteur
(pourtant ces virages n'excèdent pas 0,3 g pour des raisons
évidentes de confort des passagers . . . mais les radars
utilisés sont lents) .
2 .2 . MODÉLISATION DES MANOEUVRES
Un algorithme de pistage est essentiellement une applica-
tion causale entre un espace d'observations spatio-tempo-
relles (les mesures des capteurs) et une approximation du
processus primaire (la trajectoire réelle du mobile) . Depuis
le travail fondateur de Kalman, la plupart des solutions
sont analysées dans le cadre des équations différentielles
(ou aux différences) stochastiques . Le système est alors




dx, = Ax, dt + B dv,
où {x,} désigne le processus état du mobile (typiquement
position, vitesse, . . . de son centre de gravité) et {v,} une
( 3z7 ,-) martingale brownienne vectorielle d'intensité R ° .
Les mesures y, (capteurs radar, infrarouge, . . .) s'accumu-
lent dans la or-algèbre * , = Q {y, _,} et on estime
x, par l'espérance conditionnelle x, = E {x, 1 J,} qui mini-
mise l'erreur quadratique moyenne pour
x, = x, - x, . Lorsque la mesure y, est linéaire en l'état et
bruitée additivement par une (~F,- ) martingale brownienne
{w,} (d'intensité R") indépendante de
{v,}, on calcule,
pour une condition initiale gaussienne, l'estimateur x, en
intégrant
(2) dx, = Ax, dt + G, (dy, - Cx, dt )
où C est la matrice d'observation et G, le gain de recalage
optimal (au sens de l'erreur quadratique moyenne) . La
structure de (2) admet une interprétation très intuitive
puisque le terme Ax, dt correspond au déplacement prédit
par le modèle a priori du mouvement (1) et que cette
prédiction est corrigée proportionnellement à l'écart entre





Le processus {y, } défini par y, =y, - Cx, ds est appelé
0
processus des innovations. Ce formalisme dit linéaire
gaussien markovien (LGM) domine la littérature pistage
des trente dernières années et il a également montré toute sa
flexibilité (choix des modèles, . . .) dans de nombreuses
applications de la théorie de l'estimation (navigation iner-
tielle aidée, . . . voir les exemples de la monographie [47] ou
[25] pour un regard récent). En fait le formalisme des
équations différentielles stochastiques n'est souvent pas
nécessaire et l'on peut diviser (1) et (2) par dt en
volume 10 - n° 2
introduisant les bruits blancs « dv,ldt » et « dw,ldt », mais
on verra qu'en présence de perturbations spécifiques telles
que les manceuvres, la généralité plus grande de (1) est
effectivement utile car elle permet d'introduire des modèles
d'accélération proches de la physique .




X = (posx , post , vitx, vity)'
et un mouvement à vitesse moyenne constante . On décrit
ainsi bien les phases de « croisière » et l'intensité R ° est
choisie pour réfléter les fluctuations attendues au voisinage
de la trajectoire rectiligne uniforme moyenne . Si on
pouvait faire l'hypothèse d'une vitesse constante et non
plus de moyenne constante, il suffirait de prendre B = 0 .
Ce modèle produit une estimation très lisse de la vitesse
mais il ne tolère évidemment pas de fluctuations (l'état
n'étant alors pas commandable depuis l'entrée de perturba-
tion, le gain de recalage tend vers zéro, ce qui est cohérent
avec le fait que l'on cherche à estimer une constante) .
Le gain optimal G, est proportionnel à la covariance
R,x de l'erreur x, qui obéit à l'équation générale
(4)






où f parcourt les composantes de l'état et R`xx(C), _
E 1 y,} désigne la e-ième composante du troisième
moment de l'erreur. Dans le cas général, la covariance est
donc excitée par les innovations et dépend ainsi des
mesures. Dans le cadre LGM, l'erreur est gaussienne et
son troisième moment est nul. L'équation (4) se réduit
alors à une équation différentielle ordinaire connue sous le
nom d'équation de Riccati
(5) R' = AR' + R,x A' + BR° B' - R,x C' R`
1
CR,X .
Cette équation étant indépendante des mesures elle est
intégrable hors ligne ce qui permet de pré-calculer le gain
(6) G, = R;' C' R"
On remarque les effets antagonistes des observations qui
contribuent à réduire la covariance de l'erreur (terme
- R,x C' R' CR,x) d'autant plus qu'elles sont moins
bruitées (facteur R' 1 ) et de la perturbation v, dont l'inten-
sité R' induit un accroissement linéaire de l'incrément
dR
xx
Les équations (2), (5) et (6) définissent le filtre de Kalman
(KF) dont la simplicité et la souplesse expliquent pour une
bonne part le succès pratique . Malheureusement, les
capteurs utilisés en pistage introduisent en général des non-
linéarités (mesures d'angles, de distance, . . .) et on perd
alors immédiatement toute la pureté de la formalisation de
Kalman. Cependant l'attrait de (2) en terme de mécanisa-
tion dans un calculateur temps réel est tel qu'on contournera
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le plus souvent cette difficulté par une simple linéarisation,
au voisinage de l'estimation courante (filtre dit de Kalman
étendu - EKF) ou d'une trajectoire nominale (filtre dit de
Kalman linéarisé - LKF) . Pour un pisteur EKF, le gain
doit être calculé en ligne puisqu'il dépend des mesures (via
la linéarisation en x,) mais cette approche ad hoc a le mérite
de préserver la structure très simple du cas LGM et il est
juste de dire qu'elle domine largement au niveau des
applications où les techniques du filtrage non linéaire,
pourtant déjà « anciennes » [31, 66], n'ont pas réalisé de
percée significative .
L'évolution de la menace et l'apparition de cibles agiles ne
sont cependant pas compatibles avec le dépouillement du
paradigme LGM . L'accélération du mobile comporte
alors, en plus de fluctuations autour d'une moyenne nulle,
une partie quasi discontinue et non linéaire correspondant
aux manoeuvres commandées par le pilote (prise de facteur
de charge, . . .) . L'apparition soudaine de ce terme
commandé appelle une augmentation de la bande passante
du pisteur afin de ne pas laisser croître l'erreur, induire un
traînage et risquer de décrocher . Le modèle doit alors être
complété par un terme discret
(7) dx, = Ax, dt + B dv, + b4,(x,) d4,
où 4) est un processus ponctuel (d',
= 0 sauf aux instants
de manoeuvres) et b4, (x,) relie les sauts de 4) aux manoeuvres
considérées .
2 .2 .1 . Processus stochastique additif
Pour préserver la structure, très commode dans la plupart
des applications, du pisteur (2), (5) et (6), de nombreux
travaux ont tout d'abord cherché à exploiter les souplesses
du modèle LGM pour introduire une approximation du
terme discontinu dans (7) et rendre le pisteur plus alerte
vis-à-vis des manoeuvres .
Une première possibilité est de rechercher un équivalent
brownien pour le terme b4,(x,) d4), en négligeant sa dépen-
dance en x ce qui revient à prendre en compte l'accélération
commandée par addition d'une perturbation stochastique
adaptée. Malgré la différence profonde de nature entre les
processus {v,} (continu) et {~,} (discontinu) cette appro-
che reste la plus utilisée aujourd'hui et, conduisant à
accroître R' d'une quantité représentative du terme discon-
tinu, elle permet d'augmenter le gain du pisteur, donc sa
bande passante, et évite le décrochage . On retrouve là une
idée courante dans les implémentations des filtres EKF où
l'augmentation du bruit de modèle s'efforce de refléter les
erreurs de linéarisation (voir aussi les EKF dit « du second
ordre » [6]) . En contre-partie on dégrade bien sûr la qualité
du pistage en l'absence de manoeuvre puisque le gain
reflète en fait une perturbation « moyennée » entre les
phases de croisière et les phases manœuvrantes [21] .
Pour éviter cela on peut envisager de n'augmenter l'inten-
sité équivalente que lors d'une manoeuvre, introduisant
ainsi la notion de filtre de Kalman adaptatif (AKF,
l'équivalent existant bien sûr aussi pour les lisseurs [28]) . Il
faut alors concevoir un détecteur de manoeuvres, par
exemple en surveillant les innovations du filtre basé sur le
modèle sans manoeuvre et en les validant par rapport au test
volume 10 - n° 2
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du X' qu'elles sont censées vérifier. Cette détection peut
s'appuyer sur des résultats généraux en détection de
ruptures dans les systèmes dynamiques [9, 671 et on
dispose d'outils statistiques satisfaisants . La reconfigura-
tion du filtre après détection peut prendre différentes
formes. La solution la plus simple est d'augmenter
R° (R ° -+ «-R', a > l) jusqu'à retrouver la compatibilité
entre les innovations et leur covariance prédite . On peut
aussi ré-initialiser x et R" pour oublier les mesures datant
d'avant la manoeuvre [59] .
On donne un sens précis à l'approximation brownienne en
évaluant la densité spectrale de puissance (DSP) du terme
b,(x,) d4), et en attribuant cette densité à un brownien filtré
équivalent (ce raffinement, attribué à Singer [53], revient à
utiliser un bruit coloré plutôt qu'un bruit blanc) . Les deux
paramètres de cette approximation sont l'intensité de
l'excitation et la bande passante de coloration ce qui
permet de prendre en compte l'amplitude et la fréquence
des manceuvres ([531 montre comment utiliser l'accéléra-
tion maximale du mobile et la probabilité d'une manoeuvre
pour calculer une valeur équivalente de R° ) .
Une alternative à l'augmentation de l'intensité d'une
perturbation unique est l'utilisation d'un banc de filtres
[211, chacun correspondant à un niveau de perturbation
(par exemple R ° = R° (1) faible pour le régime de croisière
et R ° = R° (2) fort pour le régime de manoeuvre) . On voit
ici poindre la notion de modèles multiples que l'on
retrouvera avec la modélisation hybride, mais ces appro-
ches sont loin d'exploiter toute la richesse du formalisme
hybride puisqu'elles se contentent d'introduire plusieurs
niveaux de perturbations mais conservent l'approximation
« brownien (ou brownien filtré) additif » pour l'accélération
commandée. Cette approche a été raffinée [33, 49, 50]
pour prendre en compte la distribution des temps de
présence dans chacun des régimes (voir aussi les suites [36,
61, 641) . Pour chacune des hypothèses sur le niveau de la
perturbation, on peut alors, à partir des innovations,
calculer les probabilités a posteriori et pister la cible soit
par une pondération des estimations conditionnelles aux
différents niveaux de perturbation, soit par la sortie de
l'estimateur le plus vraisemblable [42] . On reviendra sur
cette discussion à propos du filtrage hybride mais on peut
déjà noter que la solution optimale est en pratique inattei-
gnable (le filtre optimal est non linéaire, non gaussien
même avec des modèles sous-jacents linéaires gaussiens)
ce qui conduit à rechercher des approximations [22, 621 .
Parmi ces approches multi-modèles le travail le plus abouti
est certainement celui de Bar-Shalom avec le concept de
« filtre de dimension variable » [7] (voir aussi [32] en
présence de fausses alarmes) . Alors que les solutions
basées sur le modèle hybride « mélangent » les hypothèses
selon leur varisemblance a posteriori, [7] expérimente une
reconfiguration « dure » où l'on bascule d'un modèle
d'ordre faible vers un modèle d'ordre élevé après la
détection de manoeuvres. Cette prise de décision pose bien
sûr la question du retard admissible (voir la discussion ci-
après § 2.2.2) . Le modèle de vol de croisière (vitesse
( 1 ) Travail soutenu par la DRET dans le cadre du contrat no . 89-357
.
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moyenne constante) ayant pour vecteur d'état
x = (posx , pos t , vitx , vity )', [7] recommande de prendre
pour la phase de virage
(8)
	
x = (posx , post , vitx , vity , accx, accy)'
et un mouvement à accélération moyenne constante . Pour
un mouvement plan, la variation de la dimension du filtre
est ainsi de 2 (4 à 6). Ce modèle correspond à une
manoeuvre à accélération moyenne constante . On peut
aussi introduire un filtrage sur l'accélération pour ajuster la
largeur spectrale de la perturbation représentant l'accéléra-
tion (voir encore [53])
(9)
volume 10 - n° 2
dacc, = -
1
acc, dt + dv, .
T
L'utilisation d'une constante de temps par axe laisse la
liberté de prendre en compte des caractéristiques spatiales
de la manoeuvre attendue (cas du pop-up par exemple) .
L'inconvénient majeur de cette approche est de ne pas
corréler la perturbation à l'état courant du mobile, en
désaccord avec la réalité physique .
2 .2 .2 Entrée inconnue additive
Plutôt que d'utiliser un processus stochastique, il est
parfois proposé [16, 20], en restant dans le cadre additif,
de modéliser l'accélération par une entrée continue
(10) b,,(x)d4,-.Bu,dt .
La fonction u, étant inconnue, on retrouve ici les techniques
de prise en compte des biais de modèles dans le filtrage de
Kalman [30] . Le traitement des innovations du pisteur basé
sur le modèle non manoeuvrant (u, = 0) permet de nouveau
de détecter la manoeuvre et d'estimer le profil de la
perturbation. On montre que ces innovations sont reliées
linéairement à u et il est facile de mettre en place un
estimateur du maximum de vraisemblance très simple pour
u et sa covariance R" . L'accélération estimée
u, est alors
injectée dans le pisteur
(11) dx, = (Ai, + Bu,) dt + G, (dy, - Cx, dt )
et l'intensité R ° dans l'équation de Riccati (5) est augmen-
tée en R° + R" . En pratique on choisit de n'utiliser les
termes en u que lorsqu'ils ont une amplitude significative
soit, là encore, après une détection de la manoeuvre. Le
caractère batch de cette solution (traitement des innovations
dans une fenêtre glissante) induit un retard avant que la
manoeuvre puisse être prise en compte. D'une manière
générale il y a là une difficulté des techniques utilisant une
reconfiguration « dure » du pisteur après détection de
manoeuvre puisque jusqu'à la détection le modèle de
croisière est seul utilisé . Pour éviter de générer trop de
fausses alertes on doit en effet moyenner les innovations
sur un temps suffisamment long avant de déclarer que leur
comportement traduit bien une manoeuvre . Ceci est particu-
lièrement gênant vis-à-vis de cibles agiles et on a constaté
expérimentalement qu'il est fréquent avec ces méthodes de
ne détecter la manceuvre qu'une fois qu'elle est terminée
[46] . On verra qu'un avantage des solutions hybrides est
ynthèses
d'incorporer une reconfiguration « douce » qui permet de
réagir plus rapidement .
Lorsque les constantes de temps de l'application le permet-
tent (en pistage sonar par exemple) il est légitime de revenir
en arrière jusqu'à l'instant initial de la manoeuvre pour
retraiter les mesures avec le modèle adapté (voir par
exemple [38] pour une estimation simultanée de l'entrée et
de l'instant de manoeuvre par une technique de rapport de
vraisemblance généralisé) .
2.2 .3. Processus stochastique multiplicatif
La limitation principale des approches précédentes, beau-
coup plus que l'approximation par un équivalent brownien
ou une entrée continue inconnue, est qu'elles négligent une
caractéristique cruciale du modèle (7) c'est-à-dire la dépen-
dance en x de b~ . Fondamentalement elles approximent
donc une accélération de nature multiplicative par un
terme additif. En faisant cette approximation on perd la
possibilité d'exprimer l'accélération commandée dans un
repère lié au mobile où elle est physiquement significative
- avec une décomposition naturelle entre un terme
longitudinal (changement de poussée, . . .) et un terme
latéral (changement de portance, . . .) . En particulier la
plupart des mobiles intéressants (chars, avions, . . .) manceu-
vrent principalement par des accélérations latérales et il
serait agréable de pouvoir incorporer cette contrainte dans
le pisteur (d'autant, comme on le verra au § 3, que les
capteurs imageurs permettent d'accéder à une mesure
directement liée à l'évolution de ce terme latéral en
détectant rapidement un changement de l'apparence de la
cible dans le plan focal) .
Pour prendre en compte le caractère multiplicatif de la
manceuvre, il est nécessaire de modifier le modèle . Pour un
virage à vitesse constante dans le plan horizontal, on
conservera un modèle d'ordre 4 avec
(12)
	
X = (posa , post , vitx, vity )'
mais la matrice
/0 0 1 0 \
0 0 0 1
0 0 0 -w
\0 0 w 0
où w désigne la vitesse de rotation . On a alors une
accélération latérale en rw2 et le facteur de charge
n est tel que \ln2 - 1 g =
r(02
(r désigne le rayon de
virage) .
Ce modèle suppose que le facteur de charge est connu ce
qui est en général le cas pour un avion civil dont le vol est
contraint par le confort des passagers . Pour une cible
militaire cette hypothèse est moins naturelle même s'il est
vrai qu'en situation de combat les pilotes ont tendance à
voler sur la limite de l'enveloppe de vol, de telle sorte que
prendre pour w la vitesse correspondant au facteur de
charge maximal n'est pas irréaliste . On montrera d'ailleurs
au § 5 .2 .4 que deux modèles « extrêmes » (ligne droite et
facteur de charge maximal) permettent de bien traiter les
virages intermédiaires .
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L'extension au cas où w est inconnue ne pose toutefois pas
de difficulté théorique puisqu'il suffit de l'ajouter à l'état et
de l'estimer en ligne
(14)
X = (posa , post , vitx, vity, w)' .
En prenant un modèle à la Singer pour la vitesse de
rotation, la dynamique est alors donnée par
T
On note toutefois que ce modèle est à dynamique non
linéaire (A = A (x) via les termes en w) et la partie
extrapolation du pisteur devra aussi incorporer une linéari-
sation (on utilisera typiquement un pisteur EKF avec
linéarisation de la dynamique et de l'équation de mesure au
voisinage de x,) .
2 .3. Le rôle des systèmes hybrides
Il ne s'agit pas ici de refaire un point sur la modélisation
hybride et les résultats disponibles (on renvoie pour cela
aux références [44, 45, 54, 55]), mais plutôt de montrer
tout l'intérêt de cette classe de modèles pour les cibles
manceuvrantes . Les premières applications pistage exploi-
tant complètement la puissance du filtrage hybride sont
certainement à mettre au crédit de Blom [12] et de l'équipe
MIT-Alphatech [39, 52, 65] .
L'analyse des modèles de manceuvre précédente a montré
la nécessité de poser le problème dans un formalisme qui
permette de traiter les caractéristiques importantes du
modèle physique (7), à savoir le mélange non linéaire de
variables continues (x) et discrètes (décision de manceuvre
de la cible) . Ce formalisme est naturellement fourni par les
systèmes hybrides .
Sur (il, 1 , P) un système hybride général est décrit par
(16) dx, = a (x r, 4),) dt + b,, (x„ -~, ) », + h, (x„ 4),) dv,
où le processus {~,} est un indicateur de manceuvres
(d4, = 0 sauf aux instants de manceuvres où
1 d4,, l = 1) et
{v,} comme précédemment une (Fi-) martingale
brownienne .
Considérant le cas le plus simple d'une chaîne de Markov
finie avec M régimes, la dynamique des sauts obéit à
(17) », = II' 4, dt + dµ t




M la matrice des taux de transitions
(P {d4) ti = 1 l = ~ 'rai dt pour i * j) et {i } une
(fit ) martingale discontinue indépendante de {v t } . Les
discontinuités générées par (17) satisfont par convention la
condition de continuité à droite et limite à gauche .
Un intérêt de cette approche est de permettre de traiter avec
le même outil (le calcul des martingales) les termes
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continus (excitations browniennes v et w) et les termes
purement discontinus (excitation poissonnienne u) . Le
modèle (16) fait apparaître deux types de non-linéarités . La
dépendance de a en x par exemple est une non-linéarité
« classique » relevant de la discussion Kalman linéa-
risé/étendu ou solution non linéaire exacte . On a vu que les
solutions approchées par linéarisation demeurent suffisan-
tes vis-à-vis de ces non-linéarités pour lesquelles la solution
exacte est de dimension infinie . La non-linéarité importante
ici sera celle introduite par les produits x x
<>
dans (16) car






- {y, < r }
la u-algèbre des mesu-
res, le pisteur hybride calcule x, = E {x, GJ,} et
(~, = E {4), 1 &, } . La nature particulière de 4) (indicateur du





tout simplement P {(~,i = 1 Y,} , c'est-à-dire que le filtre
produit du même coup l'espérance conditionnelle et la
distribution (a posteriori) du régime et cette propriété
conduira naturellement à des implantations de dimension
finie .
Les mesures du processus hybride {x, 4} seront en général
elles-mêmes de nature hybride, soit de la forme
(18)
	
dy, = c (x t , 4),) dt + dw, .
Pour expliquer les difficultés de mise en oeuvre du pisteur
optimal, il est toutefois commode de considérer deux voies
de mesures, l'une sensible à l'état euclidien x, et l'autre au
régime 4),
(19) dyx , = c x(x,) dt + dw ;,
(20) dy4,, = c4,(,) dt + dw 4,,
où les processus {wx , } et {w,,} sont des (~F,- )martingales
indépendantes et indépendantes de {v,} et { µ, } .
Avec & t = 0J x, v GJ,,„ une représentation des estimations
comme la sortie de filtres récursifs excités par les innova-
tions s'écrit [66]
(21) dx, = at dt + b4,, H' ~t dt + G ax., dy,., + G,,~, dy (~,
(22) dit = H' ~, dt + G 4 , t dY_vt + G", dd,~,
f f
t ^ t
avec y x, =
yxt
- c xs ds et y~, = y 4,, - c,,, ds (pour
n 0
«x, 4) une fonction quelconque, suffisamment régulière
[66], de x et
4
on note ~, l'estimateur E {«x„ 4,)I
0Y ,}, le
calcul de ces termes serait fait en pratique par linéarisation
au voisinage de xt , fi t) .
Les quatre gains de recalage s'expriment à partir des
différents moments du deuxième ordre R xx , Rx 4, , R (>x et
R". Pour b 4, et b, constants (b 4, (x„ 4),) = 13,, et
b, (x„ b,) = B,) et a, c4, et cx linéaires (a (x„ -t,,) = Ax t ,
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c, (x,) = Cx x, et c4,(4,) = C ,~ 4>,), l'équation de la cova-
riance d'erreur du pisteur (R') satisfait
(23) dR,x = (AR' + Rr' A' + B, R' B, + B 4 V (4),) B'
- Rxv CX R"" Cx Rix - Rr4, C' RW ` C4 R~x) dt









où f parcourt les composantes de l'état et i les régimes .
Cette équation mérite plusieurs commentaires .
Dans la partie autonome on remarque tout d'abord le terme
en V (4,) dt qui correspond à la partie (GJ,-) prédictible de
la variation quadratique de {~,} (le calcul donne
M




i - A i - Ai avec D i ; la matrice ayant des 0
j=1
partout sauf un 1 à la i-ième place sur la diagonale,
A i la matrice ayant des 0 partout sauf sur la i-ième ligne
égale à la i-ième ligne de 11) . Ce terme est équivalent à une
augmentation de l'intensité de la perturbation brownienne
par rapport à l'équation de Riccati (5), soit B, R' B,', -
B, R' B, + B4, V (c),) B,,. On retrouve ici la notion
d'approximation du § 2 .2.1 et on donne une justification
rigoureuse, et une implémentation commode, à des solu-
tions empiriques telles que celle proposée dans [10] .
Toujours dans la partie autonome, le terme quadratique en
R`~ est calculé à partir d'une équation en dR ;'~ _ . . .,
similaire à (23) que l'on ne donne pas ici . Ce terme traduit
la réduction de l'incertitude sur x apportée directement par
le capteur sur (~ du fait du couplage x - 0~ dans (16) .
Le reste de l'incrément dR,' est piloté par les innovations .
La partie en déjà présente dans (4), disparaissait dans le
cas LGM mais doit être conservée ici (l'erreur n'est plus
gaussienne) . La partie en y,,, est plus nouvelle et on devine
qu'elle induit une très vive adaptativité du pisteur en
forçant une brusque augmentation de la covariance
R;' (et donc du gain G,.x.,) aux instants de manoeuvre. Là où
[10] met en oeuvre cette idée de manière empirique (en fait
par une approche à la [21] mais en utilisant l'estimation de
la vitesse fournie par x pour privilégier l'axe normal), cette
augmentation est ici naturellement reliée à la trajectoire via
la multiplication par Rxxm
Malheureusement, du fait de la non-linéarité x(b dans le
modèle (et ce couplage doit être préservé puisque c'est lui
qui reflète le caractère multiplicatif de la manoeuvre)
l'équation (23) n'est pas intégrable sans la connaissance
des moments du troisième ordre Ruy et
R'4,.
Elle ne suffit
donc pas à calculer le gain optimal Gxx , même dans ce cas
favorable où les observations sont découplées et linéaires .
On peut écrire une représentation telle que (23) pour
chacun des moments du troisième ordre mais de nouveau
ces équations sont elles-même excitées par les innovations
via un gain dépendant des quatrième moments . . . et ainsi de
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suite. Cette non fermeture des équations des moments est
évidemment caractéristique du filtrage non linéaire et
oblige en pratique à rechercher des approximations .
Pour le cas des observations découplées (19), (20) et en
particulier si le capteur sur le régime - (20) - est de
bonne qualité (w,~, « faible ») une approximation particuliè-
rement intéressante est de négliger l'information sur
4)
indirectement contenue dans les mesure s sur l'état - (19)
- et d'approcher 4, = E {4), 1 'Y,} par
4), = E {4)j OYmr}
(24) E




si w,,, « petit » .
Ceci revient à forcer à zéro le gain G,1, , dans (22) et à
exciter d4), uniquement par On remarque alors que




au sens où le processus obtenu en
éliminant les sauts de {x,} serait gaussien . Dans la mesure
où GJ,), permet d'estimer c), avec une erreur très faible (et on
verra que c'est le cas lorsque ?J
I
, correspond aux attributs
extraits d'une image) la contribution à dR' (resp . dx,) du
recalage sur dy x., (resp . dd,,,) devrait être faible (le troisième
moment
Rxxx
est faible puisque l'erreur z est quasi-gaus-
sienne et G,,, est faible car R'~x est alors approchée par
E {~, .z,' J
	
-
E 0) . Le filtre se simplifie
alors en
(25) dx, = â, dt +
b(i,




(26) d4, = II' , dt + Ge, dd,b ,
avec
(27) dR~' - (AR ,X + R,' A' + B v R' B, + B,, V (~ T ) B,






En ne conservant de même que le terme en dy ,, dans
l'équation du troisième moment xx4)(dR;X' = . . . +
dy,,) on obtient la fermeture de l'équation des
moments car, à cause de la nature de l'indicateur
(moyenne=- distribution), les moments tels que
RXx
" se
calculent algébriquement à partir des moments d'ordre
inférieur .
2 .4 . IMPLÉMENTATION PRATIQUE D'UN PISTEUR
HYBRIDE
L'analyse précédente a mis en évidence la capacité du
formalisme hybride à incorporer dans le pisteur une
connaissance physique de la manceuvre . Malheureusement
les non-linéarités que l'on introduit alors rendent le pisteur
optimal non réalisable en dimension finie (non fermeture
des équations des moments) .
L'implémentation pratique, tout en préservant les avanta-
ges structurels de la solution optimale, et en particulier sa
très grande adaptativité, passe en conséquence par une
certaine approximation . On rappelle simplement le principe
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des approximations classiques de la littérature . L'idée
commune est l'introduction d'une banque de filtres où
chaque filtre correspond à une des hypothèses de manceu-




où x, i = E {x, 4), i *, } . On peut alors écrire une équation
différentielle stochastique pour chaque x, (i) = x, 4)„ et
appliquer le théorème général du filtrage pour obtenir une
représentation de x,(i) [13] . La solution x, se calcule ainsi
par (28) en mélangeant les sorties d'une banque de M
filtres couplés . Comme au § 2 .3 on a en fait un filtre non
linéaire (produit x x 4)) et les équations des moments ne
sont pas fermées . L'approximation gaussienne peut alors
être forcée en annulant le troisième moment de x, (i) _
x, -
x, (0-
Toutes les solutions approchées rapportées à ce jour
utilisent une telle approximation et elles se différencient
surtout par le choix des variables sur lesquelles on fait
porter l'équivalence gaussienne. La solution IMM due à
Blom [12, 14, 15] est aujourd'hui reconnue comme
réalisant le meilleur compromis complexité-performance,
en particulier vis-à-vis des solutions dites GPB (Generali-
zed Pseudo Bayes) attribuées à [1, 35], voir aussi [34, 62] .
L'article récent [4] présente une excellente synthèse sur la
comparaison IMM-GPB et propose une nouvelle approxi-
mation, basée sur le calcul de la trajectoire a posteriori la
plus vraisemblable pour le régime (voir aussi [5, 63] dans
un contexte ATC) .
3. Capteurs Imageurs et Fusion
Face à l'évolution de la manceuvrabilité des cibles, les
systèmes de pistage bénéficient d'un enrichissement des
dispositifs de mesure . En particulier la disponibilité de
capteurs optroniques, au-delà de mesures angulaires de
grande précision, permet d'acquérir une image de la cible
ajoutant ainsi une information qualitativement différente
des mesures de positions usuelles . L'exploitation de cette
information donne naissance à de nouvelles architectures
de fusion multicapteurs pour exploiter le couplage posi-
tion-attitude .
3 .1. APPORT DE L'IMAGERIE
Les pisteurs n'incorporant pas l'imagerie approchent certai-
nement d'assez près ce qui peut être fait de mieux à partir
de mesures de position . Il existe en effet une limite
physique due au fait que les manceuvres sont commandées
par une accélération et que les traitements d'un capteur de
position, quelque soit leur sophistication, ne pourront pas
« remonter » l'effet d'intégration : une mesure de position
ne reflète une manoeuvre, c'est-à-dire physiquement une
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Au contraire un capteur imageur traduit quasi instantané-
ment la manceuvre . En effet les cibles manceuvrent essen-
tiellement par une accélération latérale pour changer la
direction du vecteur vitesse beaucoup plus que son module .
Ceci se traduit très rapidement par un changement de
l'attitude et donc de l'apparence du mobile dans l'image
(par exemple la mise en roulis d'un avion d'armes trahit la
prise de facteur de charge) . Il est donc légitime d'espérer
détecter la manceuvre beaucoup plus vite par filtrage des
attributs de l'image que par filtrage d'une mesure de
position. Par une adaptation rapide du pisteur on peut alors
réduire la dégradation de la précision du pistage après la
manoeuvre .
Le consensus qui se dégage sur l'intérêt d'un couplage
imagerie - poursuite s'articule autour des cinq points
suivants (on utilise le vocabulaire d'une application anti-




aux angles d'attaque et de dérapage près, le vecteur
vitesse est le long de l'axe longitudinal de la structure,
• l'accélération dominante (portance) est orthogonale au
vecteur vitesse et au plan des ailes,
• une portance positive est plus probable qu'une portance
négative,
• l'accélération longitudinale (donc le long du vecteur
vitesse) est en général beaucoup plus faible que l'accéléra-
tion latérale et de durée plus courte,
• l'angle d'attaque est environ proportionnel à l'accéléra-
tion normale et inversement proportionnel au carré du
module de la vitesse.
Une estimation par traitement d'image de l'attitude de la
cible, ou au moins d'un changement d'attitude, améliore
donc fortement la prédiction du mouvement en contraignant
la direction de l'accélération, voir son module, à partir des
informations d'orientation de la cible (attitude) . Avec le
vocabulaire des systèmes hybrides, l'idée est donc d'utili-
ser les attributs de la cible extraits de l'image (si possible
l'attitude elle-même, sinon des fonctions de l'attitude telles
que le nombre de pixels, les dimensions apparentes, . . .)
comme une mesure directe (y,~ r ) du régime (vol de croi-
sière, manceuvres) .
L'exploitation de cette corrélation entre l'apparence dans
l'image et les manoeuvres du mobile a retenu l'attention
d'un petit nombre de chercheurs et il est frappant de
constater que la plupart de ces publications se situent en
fait en « aval » du capteur imageur, au sens où l'image
elle-même n'est pas simulée . Cela est certainement dû au
fait que l'incorporation du capteur imageur dans le système
de poursuite est perçue comme un problème d'automatique .
On constate ainsi que le processus de traitement d'images
est modélisé de manière externe et traité comme une
mesure supplémentaire à ajouter aux mesures plus classi-
ques de position . A l'autre extrémité de la chaîne il existe
des travaux spécifiquement « Traitement d'Images » qui se
concentrent exclusivement sur l'extraction d'information
des pixels sans se préoccuper de l'aspect « intégration dans
un système dynamique », à savoir la chaîne bouclée du
système de poursuite .
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Il faut donc insister ici sur l'importance du point de vue
« système » pour bien coupler traitement d'images et
système de poursuite .
Autour du Professeur Maybeck, plusieurs thèses de 1'(US)
Air Force Institute of Technology se sont consacrées à
l'apport d'un FLIR dans un système de poursuite radar
mais seul [37] correspond véritablement à l'idée d'utiliser
la reconnaissance de la silhouette de la cible dans l'image
infra rouge comme un « capteur d'attitude » . L'approche
traditionnelle des systèmes de tir (par exemple en France la
visée COTAC pour char) est basée sur un prédicteur
d'ordre un ou deux (c'est-à-dire position vitesse ou position
vitesse accélération) . On différentie quelques mesures de
position pour estimer vitesse et éventuellement accélération
(la visée COTAC par exemple se contente de deux
« appuyé-mesure » pour estimer la vitesse) . Face à une
cible agile, il existe bien sûr un compromis entre l'allonge-
ment de la durée sur laquelle on acquiert la cible, qui
permet une meilleure estimation de la vitesse si celle-ci est
constante, et la nécessité de tirer avant qu'une manœuvre
(accélération) ne vienne rendre les premières mesures non
significatives . Les systèmes exploitant ce principe ont
aujourd'hui atteint leur maximum de performance et une
nouvelle génération de conduite de tir va apparaître grâce à
l'apport de l'imagerie . En effet l'attitude du mobile est
fortement corrélée à son accélération sur l'horizon de temps
qui intéresse la prédiction « conduite de tir » : les véhicules
terrestres par exemple utilisent l'inversion des chenilles
pour pivoter et changer la direction de leur vecteur vitesse
et c'est cette rotation qui génère l'accélération dominante .
La partie prépondérante de l'accélération est ainsi produite
par un changement d'attitude que l'imagerie est susceptible
de révéler alors qu'une mesure de la cible réduite à une
masse ponctuelle n'aura quasiment pas variée [19] .
On trouve une préoccupation similaire dans [2, 3] pour le
pistage d'un hélicoptère manceuvrant à l'aide d'un système
multi-capteurs associant là aussi un FLIR à un Radar. La
motivation principale de ces travaux concerne la poursuite
en présence de «pop-up » . La manœuvre de «pop-up »
désigne le brusque surgissement d'un hélicoptère masqué
derrière un bosquet d'arbres par exemple . Une fois son
missile tiré ou sa mesure faite, l'hélicoptère replonge à
couvert. Pour engager une telle cible il est donc important
de réagir vite et de disposer d'une conduite de tir capable
de traiter une cible en pleine maneeuvre . En effet on ne
dispose pas dans ce scénario d'une phase de vol stationnaire
qui permettrait au système de conduite de converger
lentement vers une estimation des paramètres cinématiques
de l'hélicoptère . L'idée de [2, 3] est d'utiliser une détermi-
nation par traitement des images du FLIR du plan des pales
pour en déduire la direction de la poussée (voir [29] pour
une approche voisine dans le cas d'un avion) .
La discussion du § 2 .3 a dégagé l'intérêt du formalisme
hybride pour modéliser les manceuvres sur une base
physique et, vis-à-vis des capteurs imageurs, on note qu'il
est de plus bien adapté à une description précise des erreurs
du traitement d'images : dans l'ensemble des approches
précédentes les erreurs en sortie du traitement d'images
sont modélisées par des bruits blancs gaussiens alors que
ceci ne correspond pas à la réalité des erreurs d'un
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processus de reconnaissance des formes qui sont des
erreurs de type « erreur de classification », c'est-à-dire des
erreurs de nature intrinsèquement discrète et temporelle-
ment corrélée . On propose donc d'exploiter cette modélisa-
tion pour définir des solutions de pistage couplant étroite-
ment les fonctions traitement d'images et estimation ciné-
matique [46, 56, 57, 58, 681 .
Remarque
Le couplage attitde-manœuvre peut aussi être exploité avec
une cible coopérative comme dans les systèmes d'ATC ou
de trajectographie .
• L'augmentation de la densité du trafic au voisinage des
aéroports les plus surchargés crée un risque pour la
sécurité. Actuellement le réseau de surveillance radar
(SSR : Secondary Surveillance Radar) ne permet pas de
maintenir des pistes très précises lorsque les avions enga-
gent des manceuvres . Ceci est très gênant pour la sécurité et
oblige à espacer les avions plus que nécessaire uniquement
pour prendre en compte l'incertitude sur leur localisation
exacte. Il sera donc intéressant à l'avenir de disposer d'un
système de localisation plus performant ce qui permettra de
rapprocher les avions et d'accélérer les rotations . Bien sûr
un avantage majeur de la situation du trafic civil est que les
« cibles » sont coopératives : dès aujourd'hui le radar
interroge un transpondeur sur l'avion et dispose d'un code
d'identification du mobile et de l'altitude de vol . Ceci
élimine le problème difficile d'association de données
(avion ? lequel ? leurre ? . . .) qui est au cceur des algo-
rithmes de pistage des applications militaires . Il est envi-
sagé dans un futur proche (mode S du système SSR)
d'exploiter plus complètement cette liaison de données en
envoyant vers le système sol non seulement l'identification
de l'avion mais également un certain nombre de paramètres
bord, par exemple certaines données mesurées par la
centrale inertielle de l'avion . Un algorithme de pistage
exploitant ces informations devrait être capable de mainte-
nir des pistes très précises en virage, de nouveau en
utilisant la corrélation entre attitude de l'avion et son
accélération . Cette corrélation est encore renforcée dans le
cas civil puisque la réglementation contraint les pilotes à
n'effectuer que des virages standardisés . Ainsi on peut
« lire » l'accélération dans la mesure de roulis . L'article
[411 propose les modèles correspondant et montre l'amélio-
ration des performances en simulation . Les caractéristiques
du système rendent toutefois un filtrage nécessaire car la
liaison de données n'est pas fiable à 100 % et il existera des
retours aberrants qu'il faudra éliminer . . . D'autre part la
fréquence de scrutation monoradar est faible (5 s) alors que
les avions civils tournent typiquement de 30° en environ
10 s. Il faudrait soit augmenter la capacité de la liaison, soit
travailler en fusion multi-radars en mettant en correspon-
dance les retours de plusieurs radars secondaires . Des
travaux dans ce sens sont financés par l'agence européenne
EuroControl dans le cadre des études d'amélioration de la
gestion du trafic aérien en Europe .
• On retrouve cette idée pour les essais de mobiles
coopératifs où une trajectographie fine est nécessaire . Les
systèmes modernes (centres d'essai ou de certification en
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mesure de position classique (typiquement un ranging et/ou
une vitesse doppler) proposent une fonction liaison de
données qui permet de faire « descendre » des mesures
internes au mobile en essai, mesures liées à l'équipement à
tester mais aussi si on le souhaite mesures inertielles . On
retrouve ainsi grâce au progrès de la technologie des
balises la possibilité de reproduire dans le segment sol le
concept d'hybridation entre l'inertie et des mesures exter-
nes, concept familier en navigation, mais ici mis en ceuvre
en « déporté » . Pour les essais où une grande précision de
trajectoires est requise, les systèmes de balises offrant cette
fonction liaison ont donc un intérêt majeur puisqu'ils
donneront typiquement accès aux accélérations inertielles
et permettront ainsi une qualité de trajectographie par le
segment sol très élevé même en présence de manceuvres
sévères .
3 .2. ARCHITECTURES DE FUSION
Selon le degré d'imbrication des fonctions de traitement
d'images et d'estimation cinématique, on distingue diffé-
rentes architecture de fusion entre capteurs non imageurs
(typiquement radar) et capteurs imageurs (typiquement
FLIR) .
Une première possibilité est celle proposée dans les travaux
déjà mentionnés de l'AFIT [48, 60] et présentée sur la
figure 1 . On note le bouclage de l'estimation du mouve-
ment vers le traitement d'images : l'intérêt majeur de ce
bouclage est de réduire la complexité du problème de
reconnaissance des formes en focalisant l'attention de
l'algorithme sur la fenêtre de l'image dans laquelle on
s'attend à trouver l'attribut et en fournissant une estimation
a priori des paramètres recherchés. On remarque aussi que
la séparation des traitements d'estimation en deux filtres,
l'un pour la position l'autre pour l'attitude n'est pas la seule












Figure 1 . - Fusion Radar FLIR. Architecture AFIT.
sorties des filtres) on préférera du point de vue des
performances le couplage étroit de la figure 2 où la
modélisation fine de la relation attitude-accélération sera
mieux prise en compte . Bien sûr il reste à montrer que la















Figure 2 . - Fusion Radar FLIR . Architecture améliorée.
complexité algorithmique accrue du schéma de la figure 2
(non-linéarités, modèle d'ordre plus élevé, . . .) conduit
effectivement à un incrément de performance suffisant
pour la justifier . L'aide aux traitements d'extraction
concerne cette fois à la fois le traitement de signal
(recherche dans des fenêtres, . . .) et le traitement d'image .
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On présente ici la solution mise en eeuvre pour les
simulations du § 5.2. Par rapport à la discussion générale
du § 2.4 on spécialise ici la discussion au cas où l'on
dispose d'un capteur imageur. On a vu en effet qu'on peut
disposer par l'imagerie d'une mesure directe et de qualité
de 4), et une idée naturelle est alors de conserver les
équations de l'IMM pour les x,(i) mais de baser le recalage
de 4, sur les innovations associées aux attributs images
(y q ,) et non plus sur les innovations associées aux capteurs
de position (y,,(i ), i = 1 à M). On obtient ainsi une
première implémentation de l'idée présentée à la fin du
§ 2.3 et l'on parlera alors de pisteur « IMM piloté par
imagerie » (IMMI) . Un travail en cours [27] laisse espérer
une réduction de la complexité de cette approximation sans
dégradation de performance, mais les simulations présen-
tées n'ont pas pu encore utiliser cette simplification et elles
mettent en eeuvre l'algorithme IMMI ci-après .
La solution retenue exploite le formalisme hybride qui
permet une analyse rigoureuse et proche de la physique,
mais il est juste d'indiquer ici que l'apport des capteurs
imageurs décrit au § 3 pourrait également être exploité sur
une base heuristique pour détecter la manœuvre et alimenter
les solutions du type « adaptation de la covariance » ou
« filtrage multi-modèles » du § 2 .2 . 1 . On réduirait ainsi les
retards inhérents à ces approches tout en conservant leur
principe de reconfiguration du pisteur. Pour une implémen-
tation temps réel avec une forte contrainte sur la puissance
de calcul (autodirecteur, . . .) une telle solution, de mise en
eeuvre simple car découplant détection et reconfiguration,
devrait donc être considérée .
L'algorithme IMM classique [12] utilise les erreurs locales
des modèles pour déterminer après chaque recalage la
vraisemblance a posteriori des hypothèses manœuvre et
absence de manceuvre. Comme on l'a expliqué précédem-
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ment (voir aussi les simulations § 5 .2.2), l'information de
position ainsi utilisée ne peut être qu'un indicateur lente de
la manoeuvre alors qu'au contraire l'imagerie devrait
fournir un indicateur très rapide pour estimer les probabili-
tés des régimes manoeuvre/pas de manoeuvre . On est ainsi
amené à considérer le schéma de poursuite sur imagerie de
la figure 3 qui constitue une première réalisation d'une
architecture de fusion radar-imagerie . L'exploitation plus
complète du couplage telle que décrite par la figure 2 est































3. - Concept de poursuite sur imagerie.
On utilise un traitement d'image standard qui segmente la
zone cible (on est typiquement en phase de poursuite) en
extrayant une liste d'attributs de cette zone . Parmi les
attributs extraits de l'image, l'expérimentation montre que
deux sont particulièrement intéressants comme indicateurs
de manœuvre
• nombre de pixels de la zone cible : la mise en roulis
caractéristique de la manœuvre se traduit par un change-
ment brusque de la surface apparente et donc du nombre de
pixels de la zone cible ;
• largeur ou longueur de la zone cible : idem .
Le choix de ces attributs correspond aux simulations qui
seront présentées au § 5 .2 mais tout traitement d'images
délivre génériquement des informations susceptibles de
fournir les indicateurs de manoeuvre désirés (surface exins-
crite, axes d'inertie, . . .) .
En l'absence de toute manoeuvre, l'attribut évolue du fait
des variations de distance entre le capteur imageur et le
mobile. Pour détecter une éventuelle manoeuvre sur ce
signal il est donc tout d'abord nécessaire de le normaliser
par la distance . On introduit pour cela une pseudo-mesure à
partir de l'attribut image lui-même et de la distance mobile-
FLIR (d,) et c'est cette pseudo-mesure que l'on utilise pour
piloter le filtre d'estimation du régime . Ainsi à partir de
l'attribut n, extrait de l'image à l'instant t on forme la
pseudo-mesure y,,, = n, d, et on estime le régime par (26)
(en fait dans les simulations du § 5 .2 on utilise bien sûr la
contre-partie temps discret de (26),
-
voir Annexe) . Alors
que dans l'IMM conventionnel d4), est excité par les
innovations associées au capteur de position (5 ), l'IMM
piloté par imagerie privilégie la mesure directe (ici la
pseudo-mesure n, d,) et le recalage porte uniquement sur
Le modèle de l'équation de mesure reliant y,,, à
4> permet finalement de calculer le gain G
., nécessaire à
l'implantation du pisteur . Le changement d'apparence de
la cible lors de la manceuvre se traduit par une variation
rapide de la pseudo-mesure (voir fig . 14) alors qu'en
croisière elle varie peu autour de sa moyenne . En considé-
rant deux moyennes c i et c
2
pour les deux régimes
(croisière et manceuvre, M = 2), on prendra
(29)
	
dy,~, = C4, <~, dt + dw4 ,
avec la matrice
(30) C 4, = (c 1 , c2 ) .
Du fait de l'utilisation directe de la distance pour normaliser
l'attribut extrait de l'image, (29) définit une pseudo-mesure
dont le modèle d'erreur est non linéaire. La qualité du
traitement d'image (n, peu bruité) permet toutefois de
décrire, au moins dans un premier temps, l'erreur w,,,
comme un brownien dont l'intensité croit avec la distance
[40] .
On a alors pour le gain
(31) G44, = R44 C~ RW~





» = diag (
r1) = 1, M -
La partie estimation de l'état est basée sur trois modèles .
Pour le vol de croisière on utilise un modèle 3D découplé à
vitesse moyenne constante, pour le virage à droite la
rotation est décrite dans le plan XY avec (13) (le mouve-
ment en Z est modélisé par une vitesse moyenne constante
et pour le virage à gauche on change le signe de co) .
L'IMM piloté par imagerie (IMMI) implanté est une
version discrétisée (à 1 s pour les mesures de position et à
0,1 s pour les attributs image) de (25), (26), (27), (31) et
(32) et l'algorithme est décrit en détail en Annexe .
5. Résultats de simulation
La discussion précédente est ici illustrée par des simulations
d'un scénario anti-aérien où l'on a modéliser un radar et un
imageur infrarouge .
5 .1. CONTEXTE ET APPLICATION SOL-AIR
L'engagement typique qui supporte ce travail est une
attaque contre une zone de valeur par un assaillant avion ou
hélicoptère . A longue distance l'assaillant est accroché par
le radar dans un mode de surveillance grand champ, basse
fréquence de balayage . Le mobile se rapprochant, il entre
dans le domaine des capteurs optroniques (voir [26, 44]
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pour une veille passive par fusion infrarouge-infrarouge) et
en particulier il devient possible de rallier sur la trajectoire
un imageur infrarouge petit champ grande cadence . Le
système de conduite de tir utilise finalement la sortie du
pistage (associée si possible à une classification des pistes
- la « situation tactique ») pour élaborer une désignation
d'objectis au bénéfice des missiles de défense. Le délai de
transmission et de prise en compte de cette désignation
exige d'ailleurs en pratique qu'elle soit de nature prédictive
et la performance du pisteur sera mesurée tout autant par sa
capacité de prédiction que par sa qualité en filtrage .
Z
FUR
Figure 4. - Géométrie du scénario
.
La géométrie du scénario est donnée figure 4 . On place à
l'origine du repère un radar 3D (mesures de distance,
azimut et élévation) et un FLIR (formation d'une image de
la cible, extraction d'attributs et mesure de la direction
azimut et élévation) .
La figure 5 présente une vue de dessus et l'évolution de
l'altitude de la trajectoire : la cible réalise deux virages
violents de t= 8 s à t= 15 s et de t= 20 s à t= 27 s
(facteur de charge de 12 g soit un rayon de virage d'environ
1 km pour une vitesse de 350 ms - 1 et un taux de virage de
0, 35 rds -1 ) .
Les mesures du radar sont simulées à partir de la trajectoire
exacte par génération de bruit « blanc » sur les mesures de
distance, azimut et élévation . L'imagerie FLIR est générée
et on applique un traitement d'images pour extraire des
attributs (nombre de pixels, largeur, . . .) et calculer la
direction de la cible. Les paramètres capteurs sont les
suivants
• Radar : mesure à T = 1 s de la distance avec une erreur
0distance
= 50 m et de l'azimut et de l'élévation avec une
erreur
0azimut = Qélévad°n
= 10 mrd .


















- 1 mrd et fourniture à
cette même cadence des attributs (largeur et nombre de
pixels) extraits de l'image de la cible .
Les figures 6 et 7 présentent les images générées avant et
après le premier virage .
Figure 6 . - Image IR . Modèle CAO (t = 5,75 s).
Figure 7. - Image IR
. Modèle CAO (f = 15,0 s)
.
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5.2. SIMULATIONS
nOn présente ici une comparaison systématique entre deux
pisteurs
• pisteur EKF : solution non adaptative,
• pisteur IMM piloté par imagerie : solution adaptive,
utilisant le capteur imateur .
L'algorithme IMMI est utilisé ici car il correspond à une
direction de recherche originale mais il convient d'indiquer
que l'aspect essentiel est son caractère adaptatif et, grâce à
l'information d'attitude extraite de l'imagerie, sa capacité à
pister « dans le référentiel cible » . D'autres algorithmes
pourront émerger pour exploiter ces idées autrement que
dans un formalisme hybride .
Pour chacun des deux pisteurs on calcule également le
prédicteur à 2 s associé (2 s est considéré ici comme un
retard de prise en compte d'une désignation d'objectif par
un poste de tir missile mais serait aussi dans le cas d'un tir
de char un temps de vol du projectile) .
On utilise à la fois une évaluation statistique au sens de
Monte-Carlo (accumulation sur 500 simulations) et le long
de réalisations particulières . Les courbes sans indication
correspondent aux résultats des Monte-Carlo et les courbes
indiquées (R) présentent le résultat pour une réalisation .
5.2 .1. Limites des pisteurs EKF mono-modèle
A titre de comparaison on a implanté un pisteur classique
basé sur un filtre de Kalman (étendu à cause de la non-
linéarité des mesures) mono-modèle . Cette solution mono-
modèle est limitée par le compromis entre la réjection du
bruit, qui impose de limiter le gain et la capacité à
poursuivre les manoeuvres qui conduit à augmenter ce
même gain . Pour illustrer ce point nous avons simulé deux
réglages du filtre mono-modèle, l'un avec un bruit de
modèle « fort », conduisant à un gain « important » et à une
poursuite à « large » bande passante et l'autre avec un bruit
de modèle « faible », conduisant à un gain « modéré » et à
une poursuite à « petite » bande passante .
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Figure 8 . - EKF à petit gain - vue de dessus.
Pour le pisteur EKF à petit gain, la figure 8 présente la vue
de dessus du mouvement estimé (trait pointillé) et le
mouvement réel (trait continu) . On constate que le pisteur
traîne dès la première manceuvre au point de ne pas profiter
du segment rectiligne pour revenir sur la cible entre les
deux virages et finalement « perdre » la piste (cette perte
deviendrait réelle en présence de fausses alarmes) .
Le trainage, et finalement dans un environnement dense
(fausses alarmes, multicibles) le « décrochage », de ce
premier pisteur EKF peuvent bien sûr être évités en
augmentant artificiellement l'intensité de la perturbation .
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Ainsi la figure 9 montre qu'un pisteur EKF à grand gain
permet de conserver la cible . Cette amélioration est toute-
fois obtenue au prix d'une volatilité importante de l'estima-
tion durant les phases de vol rectiligne uniforme, voir la










Figure 10 . - EKF à grand gain - erreur de position (R) .
La solution grand gain « noie » donc en quelque sorte la
manceuvre en adaptant son gain au virage au prix d'une
dégradation en ligne droite . Tout l'intérêt des pisteurs
adaptatifs, est justement de dépasser ce compromis via une
adaptation en ligne de la bande passante du filtre .
5 .2 .2 . Indicateurs de manoeuvres
Les manceuvres sont perçues à la fois par les mesures de
position (distance, azimut et élévation radar et azimut et
élévation FLIR) et par les mesures « images » (ici la
largeur de la zone cible extraite de l'image FLIR) .
Les figures 11 et 12 confirment que les mesures de position
ne peuvent être que des indicateurs lents (on rappelle que
les virages débutent à t = 8 s et t = 20 s) .
Au contraire l'imagerie fournit un indicateur rapide, par




La figure 14 montre que l'information contenue dans la
pseudo-mesure est très proprement et très fortement corré-
lée au régime (à tel point qu'à une normalisation près la
figure 14 pourrait passer pour la courbe de la probabilité a
posteriori du régime manceuvre) . La qualité (rapidité et
propreté) de l'indicateur image (fig . 14) comparée aux
indicateurs de position (figs . 11 et 12) justifie l'approxima-





"' E {4)r 1 &4,Î )
et
l'utilisation de l'imagerie pour piloter l'adaptation du
pisteur. La figure 18 ci-après montre que cette mesure
(y4,) donne effectivement une estimation de qualité du
régime .
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5.2 .3. IMM piloté par imagerie
Les figures 15 et 16 comparent les erreurs de position et
vitesse pour les pisteurs EKF grand gain et IMM piloté par
imagerie .
Grâce à la qualité de l'indicateur de manceuvre extrait du
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Figure 13 . - Largeur de l'image FLIR de la cible .
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Figure 15. - Comparaison des pisteurs - erreur de position - trait continu
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Figure 18 . -
IMM à imagerie - estimation du régime .
piloté par imagerie conduit à une nette amélioration de la
performance en position (15 m contre 80 m pour l'EKF à la
fin du deuxième virage) et en vitesse (pointe maximale à
30 ms- 1 contre 110 ms- 1 pour l'EKF). Là encore la
performance en régime de croisière n'est pas dégradée par
une augmentation inopinée de la bande passante du pisteur .
La courbe le long d'une réalisation montre des pointes
d'erreur dues au bruit de mesure mais ces erreurs ne sont
pas corrélées d'une réalisation à l'autre et la statistique de
Monte-Carlo les atténue, par contre les pointes dues aux
manoauvres sont elles présentes à chaque simulation et
demeurent sur les courbes statistiques . Le plan des vitesses,
figure 17, illustre également la qualité du pisteur IMM
piloté par imagerie qui parvient à épouser l'évolution
cinématique du mobile .
La pseudo-mesure est filtrée pour estimer l'indicateur de
manoeuvre (4),) et la figure 18 montre la très faible erreur
commise (on rappelle que les virages ont lieu entre 8 s et
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15 s et 20 s et 27 s). On est en fin de virage à la distance
limite au-delà de laquelle il n'y a plus suffisamment de
pixels sur la zone cible pour que l'apport de l'imagerie soit
significatif et on note que le filtre est moins certain pour la
deuxième manceuvre que pour la première. De même la
deuxième phase de vol rectiligne uniforme (entre 15 s et
20 s) est moins nettement perçue par l'estimateur du
régime .
Bien que le phénomène ne soit pas apparu dans ces
simulations, il est clair que des erreurs du traitement
d'images (qui peut lui aussi « décrocher ») pourront
conduire à des « fausses alertes » au sens où l'on aurait
transitoirement
tri _ ~r2
pendant une phase de croisière .
La philosophie de 1'IMM (mélange de modèles, absence de
décision « dure ») minimise l'influence de ces transitoires .
5 .2 .4. Mélange des modèles
On pourrait reprocher aux résultats du paragraphe précédent
l'utilisation d'un facteur de charge connu : les deux modè-
les de virage sont exactement adaptés au taux de virage w
effectivement simulé . En pratique cette hypothèse peut
sembler exagérément optimiste même s'il est connu qu'en
situation de combat les pilotes utilisent les limites de
l'enveloppe de vol et donc des facteurs de charge extrêmes
qui eux sont assez bien connus .
L'intuition suggère toutefois de mettre en oeuvre un pisteur
IMM avec des modèles de virage extrêmes et de laisser les
probabilités a posteriori évoluer pour prendre en compte un
virage intermédiaire comme une certaine pondération entre
les modèles ligne droite et virage extrême . Cette idée est ici
illustrée en traitant avec le pisteur précédent (w correspon-
dant à 12 g) un virage à 5 g .
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Figure 19 . - Mélange -
Erreur de position .
Les erreurs de position (fig . 19) montrent que la perfor-
mance n'est pas sensiblement dégradée (augmentation
maximum de 5 m en position et 20 ms - 1 en vitesse) malgré
l'écart entre la réalité (5 g) et les modèles utilisés (0 g et
12 g). Ceci illustre une robustesse intéressante des pisteurs
hybrides et confirme l'idée de traiter toutes les manoeuvres
à partir d'une palette restreinte aux manceuvres extrêmes .
Le mécanisme qui fournit cette robustesse, est expliqué
figure 20 où l'on voit en trait continu 4)r , et
r2
pour le cas
exact (modèle 12 g - virage 12 g) et en trait pointillé les
mêmes grandeurs pour le test de robustesse (modèle 12 g -
virage 5 g) . Alors que dans le cas exact ~ r2 l'emporte
nettement pendant le virage (~ r2 - 0.801 t , - 0.15, virage
de 8 s à 15 s), on observe dans l'autre cas un « mélange »
avec fi t , - 4't2 - 0.4 (à t = 12 s les deux courbes se tou-
chent puis se séparent et on a toujours Vit , - 4r2 ) . On note
que les deux probabilités ne se croisent pas à 0,5 mais un
peu en dessous du fait du troisième régime (virage à droite)
qui absorbe une petite partie de la probabilité (4 r3
-
0,05
non représentée fig . 20) . On voit ainsi se réaliser durant la





virage à 5 g en mélangeant la ligne droite (4,, - 0,4) et le
virage à 12 g (4 r2
-
0,4, sans y donner un sens trop précis
on observe en quelque sorte l'égalité 5 g - 0,6 x 0 g +
0,4 x 12 g) .
Ptobabili s pl*p2
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Figure 20 . - Mélange - Probabilités .
5.2.5. Comparaison des prédicteurs
La désignation d'objectif à des armes de défense depuis la
situation tactique établie au nceud de coordination est un
problème de prédiction car il faut prendre en compte le
délai de transmission et de mise en ceuvre de l'ordre .
Idéalement la qualité de la désignation doit permettre au
système d'armes destinataire (par exemple missiles sol air)
d'acquérir immédiatement la cible avec ses moyens locaux
(par exemple autodirecteur de champ quelques degrés) sans
phase de recherche (balayage) . Pour le combat de char à
coup d'obus, le problème de base est aussi un problème de
prédiction puisque, la munition n'ayant pas de capteur, il
faut prévoir à l'instant du tir la position future de la cible,
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Figure
21 . - Comparaison des prédicteurs - trait continu IMMI, tirets EKF .
La figure 21 montre encore le net avantage des prédicteurs
hybrides sur un prédicteur EKF avec réduction des erreurs
lors des manceuvres et aussi maintien d'une grande préci-
sion en vol de croisière. La supériorité de l'IMM piloté par
imagerie sur 1'IMM conventionnel, constaté au § 5 .2.3
pour l'aspect filtrage, se retrouve bien sûr lors du passage
aux prédicteurs .
5 .2 .6. Critères globaux de performance
Une dernière exploitation des simulations précédentes
permet de calculer des critères globaux qui résument la
comparaison des performances . Ainsi on considère les
erreurs de position en croisière (statistiques sur les phases
de vol rectiligne uniforme) et en manceuvre (statistiques sur
les phases de vol en virage) pour les trois familles de
pisteurs étudiés . On distingue les erreurs moyennes (statis-
tique tins - fig . 22) et les erreurs maximales (plus grande
valeur de l'erreur pendant la phase considérée -fig . 23). On
balaie systématiquement la performance de la famille EKF
en faisant varier la bande passante par ajustement de
l'intensité du bruit de modèle v„ (depuis les EKF faibles
gains Q, - 1 jusqu'aux EKF grands gains r - 200) .
Le pisteur EKF, n'étant pas adaptatif, se heurte à un
compromis entre l'erreur de croisière et l'erreur pendant la
manceuvre. Ainsi les pisteurs EKF petits gains (EKF 1 ou
5) donne la plus petite erreur en croisière mais la plus forte
pendant les virages alors que c'est l'inverse avec les
pisteurs EKF grands gains (EKF 100 ou 200), le meilleur
compromis étant fourni par le pisteur EKF 20 à gain
intermédiaire .
Les pisteurs adaptatifs doivent permettre de briser cette
limite et d'améliorer à la fois l'erreur de croisière et l'erreur
en virage et ceci est particulièrement net avec l'IMM piloté
par imagerie. Il est juste de rappeler devant une telle
amélioration de la performance que ce pisteur utilise en
quelque sorte « un capteur de plus », à savoir l'attribut
extrait de l'image, et que, au-delà des intérêts du filtrage
hybride, c'est ce « capteur supplémentaire » qui est fonda-
mentalement responsable de l'amélioration de perfor-
mance .
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Figure 22. - Erreurs moyennes .
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Figure 23 . -
Erreurs maximales .
6. Conclusion
On a présenté une synthèse des solutions disponibles pour
rendre adaptatifs les pisteurs issus du formalisme LGM de
Kalman et ainsi prendre en compte l'évolution de la
manoeuvrabilité des mobiles à traiter .
Les systèmes de fusion multicapteurs apportent également
un élément de parade, en particulier lorsqu'une image de la
cible peut être formée pour accéder à une information
d'attitude. Il devient alors possible de pister « dans le
référentiel du mobile » et non plus « dans le référentiel des
capteurs » ce qui permet d'incorporer des modèles d'accé-
lération plus physiques que les processus browniens addi-
tifs usuels .
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Les travaux discutés ici doivent être complétés, par exem-
ple sur les aspects suivants
• L'intérêt applicatif des pisteurs étudiés suggère de mener
une étude amont d'implantation dans un calculateur de
pistage temps réel et en particulier dans une architecture
qui exploiterait le parallélisme par le régime inhérent au
formalisme hybride, voir à ce sujet l'approche de [4] .
• La souplesse des capteurs modernes (champ variable,
plans de fréquence, riposte au brouillage, . . .) conduit à les
considérer de plus en plus comme un ensemble de ressour-
ces à gérer dynamiquement en fonction de la situation
(boucle fermée) . Ainsi un radar à agilité de faisceau et un
imageur petit champ pourront être contrôlés pour rafraîchir
plus vite et mieux une piste menaçante et manœuvrante .
Aujourd'hui abordé de manière empirique (système
expert . . .) cette fonction mériterait plus d'attention des
automaticiens car elle recèle de difficiles problèmes de
stabilité sur des dynamiques composites numérique-sym-
bolique. Un cadre pour aborder ces questions pourrait être
celui de [11] avec une notion de dynamique hybride
différente de celle utilisée ici . Pour quantifier l'apport
d'une telle gestion des systèmes de fusion multicapteurs il
faudra disposer de modèles analytiques de la chaîne
complète (détection-pistage-classification) comme ont
commencé à le faire [8, 51] .
• Sur l'implémentation d'un pisteur hybride de dimension
finie, une percée significative semble possible grâce à une
vision originale de l'approximation de la solution exacte
qui permettrait d'obtenir le niveau de performance du
pisteur IMM à imagerie en évitant la lourdeur d'une banque
de filtres [27] .
• Dans la même ligne de travaux plutôt « théoriques », il
faudra s'attaquer à la limitation qu'impose pour les deux
filtres hybrides, avec ou sans imagerie, proposés dans cette
étude l'utilisation d'une chaîne de Markov pour le régime
on atteint ainsi seulement la classe des systèmes pour
lesquels la distribution des temps de séjour est exponen-
tielle . Ceci est suffisant pour représenter des manoeuvres
très hâchées (les pilotes US utilisent l'expression imagée de
« jinking ») mais reflètera mal les manoeuvres « intelligen-
tes » que pourraient engager un pilote pour exploiter
consciemment les vulnérabilités de son adversaire (exemple
de l'évasive en baïonnette des engagements air air) . Avec
des distributions plus riches (distribution gamma par
exemple) on pourrait incorporer dans le pisteur une
connaissance sur la durée de la manoeuvre (voir les
modèles de [43]) .
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8 . Annexe : IMM piloté par imagerie
On rappelle dans cette annexe les équations de l'algorithme
IMM piloté par imagerie implanté pour les simulations du
§ 5 .2. L'algorithme utilisé réalise une approximation en
temps discret du filtre hybride sous-optimal obtenu aux
§ 2.3 et § 4 (équations (25), (26), (27), (31) et (32)) .
8.1. NOTATIONS
On considère le t-ième pas de temps . A la fin du pas
t - 1, on dispose de x, _ 11 _ I (i ), de la covariance d'erreur




chaque régime, i = 1, . . . . M .
La première étape est d'étendre la chaîne de Markov du
régime ,pour calculer M estimées et les covariances asso-
ciées (x1_ lit _ I (i ) et Ces variables sont
ensuite appliquées en entrées de M filtres de Kalman en
parallèle qui effectuent extrapolation et recalage sur les
mesures Les attributs n„ transformés (x d,) en
pseudo-mesures y,,t (OJ,,, ), sont finalement injectés dans la
fonction de recalage des probabilités. Les sorties du pas t
sont donc x,it (i ), R;;, (i ) et 4) t I , i pour i = 1, . . . . M.
On utilise les notations suivantes
• (e 1 , e 2 , . . . . é,,,) la base canonique de
•
x,-111-1
(i)-E{x,-I ~,-li 1~t-1} •
•
x1_ i 1 t
-
1 (i)=E{x,-1 `l'ti 1 `~1-1} •
•
xtlt-1(i) = E{x, ,i1 °J,-1Î •
• R
;X 11,_1(i)=E{(x,-1 - xr-llr-1(i))x
x








~rlri - E{4,,i1Y~,Î E{4),11 &4,t
*J .
• ~tlt-li = E{`Fti 1 IY4>t-1} •
• Yx,1t-1(i)=E{cx(xt(i))I OJ,
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+ (xr-111-IV) - xl-llr-l(i))
x (xr-tlt-1(1)-xi-llr-1(i))') •
8.4. EXTRAPOLATION DE L'ÉTAT ET DE SA COVA-
RIANCE
Quand le modèle d'état est linéaire on utilise les équations
usuelles de Kalman








Si on utilise des modèles non linéaires, la non-linéarité
x, = a (x, - I ) + V, doit2a
être linéarisée au voisinage de
xi- 1 r -1(i
) . Avec le hessien de la $-ième compo-
ax2
santé de a et
( 8x )
le jacobien de a (calculé en
xi- 1 I r -1(i
)), on obtient

















= R° + aa
ax






















le hessien de la $-ième composante de c et
ac
)













( 38 ) Rr~t - I (i) = Ri Î t - 1
(
ax
8.6. RECALAGE DE L'ÉTAT ET DE SA COVARIANCE
Pour une observation yx, on a




(40) Rif (i) = R',xl, (i) -
-R
;~r_1(i)Rilr-,(i)-I Riir-I(i)
8.7. MISE A JOUR DES PROBABILITÉS





~1Ir - `Ytlr-I+Gt(yb, - Cb4'tlt-I)
avec le gain de recalage
(42) G, = [diag
1) - ~rlr-I ~rlr-I] x
xC~[RW'+C4) diag ( r r-I)=I,M
x C~ -
C4, -~tlr-I ~rlr-I Cw
I
.























(R~I ) = diag
(~r r )i = 1, m - 4)r I r ~ ; I ,
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