Abstract. We provide fundamental properties of the first eigenpair for fractional p-Laplacian eigenvalue problems under singular weights, which is related to Hardy type inequality, and also show that the second eigenvalue is well-defined. We obtain a-priori bounds and the continuity of solutions to problems with such singular weights with some additional assumptions. Moreover, applying the above results, we show a global bifurcation emenating from the first eigenvalue, the Fredholm alternative for non-resonant problems, and obtain the existence of infinitely many solutions for some nonlinear problems involving singular weights. These are new results, even for (fractional) Laplacian.
Introduction
We cannot emphasize enough the study of eigenvalue problems since it is not only interesting in and of itself, but can also be applied to a many of associated nonlinear problems. Let us list some results comparing the singularities of weight functions. Cuesta [7] studied eigenvalues for the p-Laplacian −∆ p u = λV (x)|u| p−2 u in Ω, u = 0 on ∂Ω, (1.1)
where p > 1, ∆ p u := div(|∇u| p−2 ∇u), Ω is a bounded domain in R N with N ≥ 2, λ is a spectral parameter, V + := max{V, 0} ≡ 0, and V ∈ L s (Ω) for some s > N p if 1 < p < N, (1.2) which is suitable for applying the Hölder inequality in W 1,p 0 (Ω) to the right-hand side of (1.1). She showed that
is the least positive eigenvalue (also called the first eigenvalue) and is achieved at a positive eigenfunction e 1 . Furthermore, she proved the standard properties (isolation and simplicity) of the first eigenvalue and characterization of the second eigenvalue. Concerning more involved singular weights than condition (1.2), Szulkin-Willem [24] 
, lim x→y x∈Ω |x − y| p V 2 (x) = 0, ∀y ∈ Ω, (1.4) and obtained that λ 1 > 0 is achieved with e 1 ≥ 0 and λ 1 is simple under more assumptions. Lucia-Ramaswamy [21] considered p = 2 and used the Lorentz space L p 0 ,q 0 (Ω) (see Appendix for a brief definition of L p 0 ,q 0 (Ω)) and assumed
,q 0 (Ω) for some q 0 ∈ (1, ∞) such that V + ≡ 0, (1.5) which is independent of conditions (1.4) and obtained the existence of the first eigenpair (λ 1 , e 1 ) as well as the simplicity of λ 1 . They also derived a Rabinowitz global bifurcation from λ 1 (see Section 5 for the definition of Rabinowitz global bifurcation). Perera-Sim [23] introduced a class B q , for q ∈ [1, p * ) where p * := has been the center of PDEs since such problems arised in various fields [1, 6] . The fractional p-Laplace eigenvalue problems have mostly been studied under at most an L ∞ -weight (see [5, 9, 15, 16, 20] ). Recently, Ho-Perera-Sim-Squassina [19] studied the eigenvalues of the analog fractional p-Laplacian problem:
(−∆) if ps < N and p * := ∞ if p ≥ N) to B q in the p-Laplacian eigenvalue problem and obtained the existence of the first eigenpair (λ 1 , e 1 ). They also obtained the simplicity of λ 1 and the positivity of e 1 if h ≥ 0.
In this paper, we first focus on properties of the first eigenpair and the well-definedness of the second eigenvalue of problem (1.6) . One of the novelties is to relax a ∈ [0, q − 1] to a ∈ [0, q) (see Definition 2.2). It is worth mentioning that we can obtain the simplicity of λ 1 and the positivity of e 1 with the help of a strong maximum principle (see Theorem 3.3) without assuming h ≥ 0. The other novelty of this paper is to show that the second eigenvalue is well-defined (thus the first eigenvalue is isolated and so Rabinowitz global bifurcation theory is applicable). The well-definedness of the second eigenvalue of problem (1.6) when h ≡ 1 was studied in [5] .
The other goal of the paper is to obtain some regularities for the following problem (so all eigenfunctions have the same regularity):
where f satisfies the W p -Carathéodory condition (see Definition 2.2 and condition (F) in Section 2). Under the W p -Carathéodory condition, we obtain a-priori bounds for solutions of (1.7) by the De Giorgi iteration argument, which was used in [18] . Moreover under an additional condition, we can obtain the continuity of solutions.
In the remaining sections, we shall make use of the above results to show Rabinowitz global bifurcation from the first eigenvalue, as well as some existence results. Precisely, applying the isolation and simplicity of the first eigenvalue of (1.6) and using the Index argument in [12] , we show Rabinowitz's global bifurcation emenating from the first eigenvalue for nonlinear problems of p-superlinear at zero type. The result for the second eigenvalue of problem (1.6) implies the Fredholm alternative for non-resonant problems. Finally, employing a-priori bounds of solutions for (1.7) with the arguments in [25] , we obtain the existence of infinitely many solutions for some nonlinear problems of p-sublinear at zero type. We have to emphasize that for simplicity and clarity of presentation, we only treat fractional p-Laplacian problems but our results remain valid for corresponding p-Laplacian problems.
The paper is organized as follows. In Section 2, we provide a suitable functional framework for problems (1.6) and (1.7), give the definition of a class of singular weights, and prove some preliminary results. In Section 3, we consider related eigenvalue problems. In Section 4, we obtain a-priori bounds for solutions of (1.6) with a more general nonlinear term. Sections 5 and 6 are devoted to investigating bifurcation from the first eigenvalue, the Fredholm alternative, and showing the existence of infinitely many solutions. Finally, in Appendix, we give a proof for an example, which states that our class of singular weights is at least independent of the biggest one so far.
Preliminaries and variational setting
In this section, we review some preliminaries of fractional Sobolev spaces, define the class of singular measurable functions that contains mostly previous ones and is at least independent of the biggest one so far, and provide the variational setting for our problem. We look for solutions of problem (1.7) in the space
endowed with the standard Gagliardo norm
The space W s,p 0 (Ω) is a separable and uniformly convex Banach space and it can be defined as the completion of C ∞ c (Ω) with respect to the norm (2.1). It is well-known that W [3, 11, 14, 16] 
where C is a positive constant depending only on Ω, N, p and s.
In what follows, let us denote by
the distance from x ∈ Ω to ∂Ω and by | · | p the usual norm in the space L p (Ω). Denote by |S| the Lebesgue measure of S ⊂ R N . The symbol B(x 0 , r 0 ) (or simply B r 0 if x 0 is understood) stands for the open ball centered at x 0 with radius r 0 in R N . We consider the following class of singular weights, that is bigger than C q . Definition 2.2 (Class W q ). For q ∈ [1, p * s ), let W q denote the class of measurable functions h such that hρ sa ∈ L r (Ω) for some a ∈ [0, q) and r ∈ (1, ∞) satisfying
We also consider the subclass W q of W q the class of measurable functions h such that hρ sa ∈ L r (Ω) for some a ∈ [0, 1] and r ∈ (1, ∞) satisfying
It is worth mentioning that in most papers on fractional p-Laplacian (resp. pLaplacian) with singular weights, the weights were assumed to belong to A q , the class of measurable functions h ∈ L r (Ω) for some r > 1 satisfying
which is related to the Hölder inequality. Clearly, A q ⊂ W q and A p ⊂ W p (by choosing a = 0). The following example gives a concrete weight h that belongs to
, and s ∈ (0, 1] (we also include the p-Laplacian case). Then h ∈ W q if β < sa + r −1 for some r > 1 and 0 ≤ a < q with 1/r + a/p + (q − a)/p * s < 1. For simplicity, let N = 3, p = 2 and β = 2s 3
, and hence, h / ∈ L 3/2s (Ω). On the other hand, it is easy to verify that for δ ∈ ( ) and a ∈ (ε + δ, min{1,
we have that
The next example shows that even for the linear case p = 2, our class of weights is not contained in the Lorentz spaces L N 2 ,q 0 (Ω) treated in [21] . We shall show it in Appendix.
Example 2.4. Let N = 3, p = 2, s = 1, and Ω = B(0, 1). Let h(x) = (1 − |x|)
,q 0 (Ω) for any q 0 ∈ (1, ∞).
For h ∈ W q , we shall use the following seminorm in several arguments:
Using the Hölder and Hardy inequalities, and the imbedding W
we easily obtain the following lemma which is useful in our future estimates. Lemma 2.5. Let h ∈ W q and let b ∈ (1, p * s ) be such that
Consequently, we havê
and
0 (Ω), using the Hölder and Hardy inequalities we havê
We then invoke the imbedding W
In light of Lemma 2.5 and the compact imbedding W
we easily obtain the next lemma. Lemma 2.6. Let h ∈ W q and let
It is easy to see that the functional u →
(Ω) and ·, · denote the dual space of W (Ω), respectively. Furthermore, we have the following.
Lemma 2.7 ( [16, 22]). The operator A is of type
We shall investigate the existence of solutions to problem (1.7) with nonlinear term f satisfying the following condition.
where q i ∈ [1, p * s ) and h i are nonnegative functions of class
where
The following compact results are crucial in our future arguments.
Lemma 2.8. Assume that (F) holds. Then the following statements hold.
and its derivative is given by 
and hence,
Let i * ∈ {1, · · · , m} be such that r i * = min 1≤i≤m r i . As in the proof of Lemma 2.5 we have
For each i ∈ {1, · · · , m}, we have
. Thus,
where q := max 1≤i≤m q i and
From (2.6), we have
Also, from (2.7) we find v ∈ L q (Ω) such that, up to a subsequence of {u n },
Thus, for a.e. x ∈ Ω and for all n ∈ N we have
By (2.5), we have that m
of the Hölder and Hardy inequalities. Similarly we have that |f (·, u)ρ
. From these facts and (2.8), we have that
(Ω) due to (2.4) . That is, we have just shown the compactness of Ψ ′ . (ii) By the property (S + ) of A and the compactness of Ψ ′ , we easily obtain the conclusion.
(Ω) and
As shown in Lemmas 2.7 and 2.8, if f satisfies (F), then the above definition is welldefined and solutions of (1.7) are thus critical points of Φ.
Eigenvalue problems
We consider the eigenvalue problem
where h ∈ W p is possibly sign-changing with |{x ∈ Ω : h(x) > 0}| > 0, λ is a real number.
Definition 3.1. We say that λ is an eigenvalue of (−∆) s p in Ω related to the weight h (an eigenvalue, for short) if problem (3.1) has a nontrivial solution u and such a solution u is called an eigenfunction corresponding to the eigenvalue λ.
3.1. The first eigenpair. In this subsection, we state and complement the properties of the first eigenpair of (3.1) stated in [19] . Define
We have the following. 
then u > 0 a.e. in Ω. In particular, a nonnegative eigenfunction of (3.1) must be positive a.e. in Ω.
To prove Theorem 3.3, we need the following lemma, which is a slight modification of [10, Lemma 1.3] . In the sequel, denote u + = max{u, 0}, u − = max{−u, 0}.
Then, the following estimate holds for any B r ≡ B(x 0 , r) ⊂ B(x 0 , R/2) and any δ > 0,
and C depends only on N, p and s. To obtain further properties of the first eigenpair, we need the boundedness of eigenfuntions, that requires more conditions on the weights. The next theorem is a special case of Theorem 4.1 and Corollary 4.2, which are obtained for a more general nonlinear term f . Theorem 3.5. Assume that h ∈ W p . Let u be an eigenfunction of the eigenvalue problem (3.1). Then, u ∈ L ∞ (Ω). Furthermore, u is continuous if h ∈ A p and u is locally Hölder continuous if h ∈ A p with p ≥ 2.
The positivity of associated eigenfunctions is a characterization of the first eigenvalue, as shown in the next theorem.
Applying [2, Proposition 4.2] for u = w + ε, v = e 1 , and p = q we have
for a.e. x ∈ Ω and a.e. y ∈ Ω. Combining this with (3.3), we obtain
By letting ε → 0 + in the last inequality, and invoking the Lebesgue dominated convergence theorem, we obtain
That is, λ 1 ≥ λ. Recalling the definition of λ 1 , we obtain the desired conclusion from the last inequality.
Corollary 3.7. Assume that h ∈ W p . If u is an eigenfunction of (3.1) associated with an eigenvalue λ > λ 1 , then u must be sign-changing.
Proof. Let u be an eigenfunction associated with an eigenvalue λ > λ 1 . Suppose for a contradiction that u is not sign-changing. We may assume that u > 0 a.e. in Ω. Then, we get
Since λ > λ 1 then´Ω h(x)u p dx > 0 and hence by Theorem 3.6, λ = λ 1 , a contradiction. The proof is complete.
3.2.
The second eigenvalue. In this subsection, we show that the second eigenvalue of (3.1) is well-defined and give a formula to determine it. The second eigenvalue of the eigenvalue problem (3.1) when h ≡ 1 was studied in [5] and it is plainly extended to the case h ∈ W p . For the reader's convenience, we sketch the proof to show how we deal with the presence of a possibly sign-changing weight h.
, f is odd and continuous},
The next theorem shows that λ 2 is exactly the second eigenvalue of (3.1).
Theorem 3.8. Let h ∈ W p such that |{x ∈ Ω : h(x) > 0}| > 0 and let λ 2 be defined as in (3.4). Then, λ 2 is an eigenvalue of (3.1) and λ 2 > λ 1 . Moreover, if h ∈ W p , then for any eigenvalue λ > λ 1 of (3.1), we have λ ≥ λ 2 , and hence, λ 1 is isolated.
Proof. To prove that λ 2 is an eigenvalue of (3.1) we use a minimax principle by Cuesta To prove λ 2 > λ 1 , we suppose by contradiction that λ 2 = λ 1 . By the definition of λ 2 , for each n ∈ N we find an odd continuous mapping f n :
Let ε ∈ (0, 1) and consider the two sets in W Hence, there is a sequence {u n } ⊂ S p (h, Ω) and
(Ω) in view of (3.5) and hence, up to a subsequence, u n ⇀ū in W s,p 0 (Ω) due to the reflexiveness of W s,p 0 (Ω). Then by (3.5) and the weak convergence of {u n } we obtain ū p ≤ λ 1 .
On the other hand,ū ∈ S p (h, Ω) due to Lemma 2.6. Thus, by the variational characterization of λ 1 ,ū = e 1 orū = −e 1 . Meanwhile, by (3.6) and Lemma 2.6, we deducē
, a contradiction. We have just proved that λ 2 > λ 1 . Finally, we show that λ 2 is the exact second eigenvalue of (3.1) when h ∈ W p is assumed in addition. Let (λ, u) be an eigenpair of (3.1) with λ > λ 1 . In view of Corollary 3.7, u must be sign-changing, i.e., u + ≡ 0 and u − ≡ 0. Using u + as a test functions for (3.1) we obtain
Note that for any measurable function v, we have
for a.e. x, y ∈ R N . Invoking (3.8), we deduce from (3.7) that
Since u + ≡ 0 and λ > λ 1 we infer from the last inequality that
Similarly, by using u − as a test functions for (3.1), we obtain
Applying (3.8) again, we get from the last equality that
and hence,ˆΩ
Using (3.9), (3.10), the definition (3.4) of λ 2 and arguing as in [5, Proof of Theorem 4.1], we obtain λ ≥ λ 2 . The proof is complete.
A-priori bounds
In this section, we obtain a-priori bounds of solutions to
where the nonlinear term f satisfies: 
where q := max 1≤i≤m q i with q i ∈ (1, p * s ) satisfying
Proof. Let u be a weak solution to problem (4.1). We define the recursion sequence {Z n } ∞ n=0 as follows:
where k n := k * 2 − 1 2 n , n ∈ N 0 with k * > 0 to be specified later, and
Noting that k * ≤ k n ≤ k n+1 < 2k * for all n ∈ N 0 and recalling the definition of k n , we have
Recalling the definition of k n again, we estimate the Lebesgue measure of A k n+1 as follows:
For each n ∈ N 0 , set w n := (u − k n ) + . It is easy to see that w n ∈ W s,p 0 (Ω) and it satisfies the following estimates:
Using w n+1 as a test function for (4.1), we obtain
(4.8) Applying (3.8) for v = u − k n+1 , we have v + = w n+1 and
Next, we estimate the right-hand side of (4.8). We havê
Let i ∈ {1, · · · , m}. For the case q i ≥ p, using (4.6), (4.7) and invoking the Hardy and Hölder inequalities, we havê
Here and in the rest of the proof,
are positive constants independent of u, n and k * . Using the Young inequality, we deduce from the last inequality that
Similarly, we estimate for the case q i < p as follows:
Using the Young inequality again, we deduce from the last inequality that
Thus, in any case we havê
From (4.8)-(4.11), we obtain
Hence,
Fixq ∈ ( q, p * s ). Invoking the imbedding W s,p 0 (Ω) ֒→ Lq(Ω) and the Hölder inequality, we estimate
where Cq is the imbedding constant for W s,p 0 (Ω) ֒→ Lq(Ω). Combining this with (4.12), we deduce
Then, using (4.5) we get
That is,
13) where
Applying [18, Lemma 4.3] we obtain from (4.13) that
provided that
We have
is equivalent to
On the other hand, we have that 2 max{k
we then have (4.18) . Combining this with (4.16) and (4.17), we deduce (4.15), and hence, (4.14) holds. That is,
Note that, due to the Lebesgue dominated convergence theorem, we have
Thus,´Ω (u − 2k * ) + q dx = 0 and hence, (u − 2k * ) + = 0 a.e. in Ω, i.e., ess sup
Replacing u by −u in arguments above, we get ess sup
It follows from (4.19) and (4.20) that
hence, we obtain (4.2).
Thanks to Theorem 4.1 and the regularity results obtained in [4, 5] , we derive the continuity of solutions to problem (4.1) as follows. 
Bifurcation from the first eigenvalue
In this section we obtain a bifurcation result for the following problem:
where h ∈ W p with |{x ∈ Ω : h(x) > 0}| > 0 and f satisfies the following conditions.
for a.e. x ∈ Ω and all t ∈ R,
where q i ∈ (p, p * s ) and h i are nonnegative functions of class
= 0 uniformly for a.e. x ∈ Ω and λ in a bounded interval.
We formulate some basic properties of the operators H and F λ .
Lemma 5.1. The operators H and F λ are well-defined and compact. Furthermore, we have
We will provide a proof of this lemma after stating our main result of this section.
We say that (λ, u) ∈ E solves problem (5.1) weakly if
where A is defined as in (2.3).
Definition 5.3 (Global bifurcation in the sense of Rabnowitz). By a continuum C of nontrivial solutions of (5.1), we mean a connected set C in E with respect to the topology induced by the norm (5.5) and C ⊂ {(λ, u) ∈ E : (λ, u) solves (5.1) weakly, u = 0}. We say that λ 0 ∈ R is a global bifurcation point of (5.1) if there is a continuum of nontrivial solutions C of (5.1) such that (λ 0 , 0) ∈ C (closure of C in E) and C is either unbounded in E or there is an eigenvalueλ of (3.1) such thatλ = λ 0 and (λ, 0) ∈ C.
Our main result in this section is the following theorem. To complete this section, we now provide a proof of Lemma 5.1.
Proof of Lemma 5.1. The compactness of H and F λ were shown in Lemma 2.8. Finally we prove (5.4). We have that
Hence, We now estimate the right-hand side of (5.6) by splitting Ω into Ω \ Ω δ (u) and Ω δ (u). On the first domain, by (5.7) we have
are positive constants independent of u, v, and ε. On the other hand, on the latter domain we have that ˆΩ 
Invoking the Hardy inequality and the imbedding W
, we get from the last inequality that ˆΩ f (x, u, λ) |u| p−1 | u| p−1 v dx ≤ C 1 ε.
Since ε was chosen arbitrarily, we obtain (5.4) from the last inequality and (5.6).
Some existence results
As applications of the properties of the eigenvalues and the regularity of solutions obtained in previous sections, we provide some existence results in this section. where h ∈ W p with |{x ∈ Ω : h(x) > 0}| > 0 and f ∈ W −s,p ′ 0
(Ω). Thanks to our result for the second eigenvalue λ 2 of problem (3.1) and the Fredholm alternative due to Fučík et al. [13, Chapter II, Theorem 3.2], we obtain the following. Theorem 6.1. Let p ∈ (1, ∞) and s ∈ (0, 1). Let h ∈ W p with |{x ∈ Ω : h(x) > 0}| > 0 and f ∈ W −s,p ′ 0 (Ω). Then, for any λ ∈ (0, λ 2 )\{λ 1 } given, problem (6.1) has a solution. in Ω, u = 0 in R N \ Ω, (6.2) where f satisfies (F1). Furthermore we assume that (F4) There exists a constant t 0 > 0 such that pF (x, t) − f (x, t)t > 0 for a.e. x ∈ Ω and for all 0 < |t| < t 0 , where F (x, t) =´t 0 f (x, τ ) dτ. (F5) lim t→0 f (x,t) |t| p−2 t = ∞ uniformly for a.e. x ∈ Ω. (F6) f is odd in t for t small. By using the modified functional methods used in [25] and using the a-priori bounds for solutions obtained in Section 4, we obtain our second existence result as follows.
Theorem 6.2. Assume that (F1) and (F4) − (F6) hold. Then problem (6.2) has a sequence of solutions {u n } such that |u n | ∞ → 0 as n → ∞.
As discussed in Section 2, a weak solution to problem (6.2) is a critial point of the energy functional Φ : W To obtain a sequence of small solutions to problem (6.2), we apply the following result.
Lemma 6.3. ( [17, 25] ) Let X be a Banach space and let J ∈ C 1 (X, R). Assume J satisfies the (PS) condition, is even and bounded from below, and J(0) = 0. If for any n ∈ N, there exists an n-dimensional subspace X n and ρ n > 0 such that sup Xn∩Sρ n J < 0, where S ρ := {u ∈ X : u X = ρ}, then J has a sequence of critical values c n < 0 satisfying c n → 0 as n → ∞.
Proof of Theorem 6.2. In order to apply Lemma 6.3, we modify f to f to get the modified energy functional satisfying the conditions in Lemma 6.3 as follows. We first note that by (F5) and (F6), there exists t 1 ∈ (0, t 0 ) such that for |t| < t 1 , f is odd in t and F (x, t) ≥ |t| p . (6.3)
Next, let t 2 ∈ (0,
) and define a cut-off function η ∈ C 1 (R, R) such that η is even, 0 ≤ η ≤ 1, η(t) = 1 for |t| ≤ t 2 , η(t) = 0 for |t| ≥ 2t 2 , and η ′ (t)t ≤ 0. Then, define F (x, t) := η(t)F (x, t) + (1 − η(t))γ|t| p and f (x, t) := ∂ ∂t F (x, t), for some γ ∈ (0, min{1, (Ω). The formula of f is explicitly given by f (x, t) = η ′ (t)F (x, t) + η(t)f (x, t) − γη ′ (t)|t| p + (1 − η(t))pγ|t| p−2 t. (6.4)
By (F1), we have
1 q i h i (x)|t| q i for a.e. x ∈ Ω and all t ∈ R.
