ABSTRACT. The 
INTRODUCTION. will
The solution space w of a linear system Ax b, where A is an rn x n matrix of rank r, (i) be empty if and only if (iff) the system is inconsistent, i.e., iff r rank (A,b), (ii) have a unique point (solution) iff r rank(A,b) m n, and (iii) have infinite points (solutions) or, equivalently, an n-r parameter solution space iff r rank(A,b) _< m when m < n or r rank(A,b) < n when m _> n.
A linear system, unlike a nonlinear system, cannot have a solution space having just two solutions or any other finite number of solutions except one. In Case (i), the corresponding polytope (defined here by Ax b, :r >_ 0) is nonexistent, while in Case (ii) the polytope will be the (0-dimensional) unique point iff the point x satisfies the condition x > 0. In both these cases the proposed centering algorithm achieves the same result as that accomplished by an efficient linear equation solving algorithm. In Case (iii), the algorithm computes a center of the polytope iff such a center exists. It is readily seen that the polytope is convex. The paper by Lord, et al. [1] suggests a new definition of a 'center' of a convex polytope in Euclidean space a point is a center of a convex polytope in Euclidean space if it is the center of a sphere that lies within the polytope and it touches a set of bounding hyperplanes that have no common intersection. In general, a center of a polytope in q n-r dimensional space will be In Section 2 we describe the centering algorithm, while in Section 3 we discuss the geometry of the algorithm considering the more basic linear inequality problem, and justify its validity through the properties of n-dimensional Euclidean space. Section 4 presents two examples with comments primarily aimed as an aid for easy computer implementation. Section 5 discusses considerations for parallel implementation of the algorithm, while Section 6 consists of concluding remarks.
THE CENTERING ALGORITHM
Consider the linear equations and inequalities Az=b, z>_O, [7] to compute x, P and r exactly. In addition, a parallel implementation is easily achieved since the algorithm involves mainly vector operations. In fact, a parallel version of this algorithm has been implemented on an Intel/860 computer. However, the column-order n of P remains unchanged. To obtain a solution of homogeneous equations Az 0, i.e., when b 0, execute Algorithm 1 and then compute z Pz, choosing any arbitrary zero or nonzero vector z.
Algorithm I combines the desirable stability properties of an orthogonal transformations approach with a computational scheme that is well-suited for error-free computation, since the 'intermediate number growth' to any finite extent has no effect on an error-free arithmetic [6, 7] . The Since Nz e, 6 (a + A)e; so, z' is at the same distance a + A from all of the j hyperplanes.
Algorithm , the centering algorithm, now follows from these properties. Upon completion of the 'jth iteration (in Algorithm 2) we obtain a j x q matrix N whose rows are (i E J) to the encountered hyperplanes. The successive applications of the the unit normals s, procedure STEP (in Algorithm ) build up N row by row and produce z N + e. Thus, by Property 3, the vector z is normal to the j hyperplanes already encountered; or, equivalently, z is normal to the intersection of these j hyperplanes. While building up the matrix N, the particular point (solution) which was initially at the intersection of these hyperplanes, i.e., which was initially equidistant (distance is 0) from these hyperplanes, continues to move along the line whose every point is equidistant from the j hyperplanes. In fact, as soon as the construction of one row of N via STEP is over, the point z moves along the foregoing line by an amount z, where $ is a value computed by the procedure LAMDA. Since : is a point equidistant from these j hyperplanes, by Property , the point x + Sz is also equidistant from these j hyperplanes for any ,. Just after building up each row of N, LAMDA computes $ so that x + Sz will be equidistant from the j hyperplanes and one more. By Property , the distances of the point : from the n hyperplanes are the components of $ Sz-u and those of the point x + Az are $'-S(x + Az) tt $ + Air, where tr Sz. We have 6 6, (constant) for iEJ and ai=a,=l for iJ (since Nz=e). Therefore, 6=6,+Aa, (iqJ) and 2. j is now q+l; so, the center is[ 1 1 ]. It may be seen that this center J serves as a good initial feasible solution for the related p problem.
Geomdr_. The following figure (Fig. 1) depicts 
