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Nonequilibrium charge transport in superconductors has been investigated intensely in the 1970s
and 80s, mostly in the vicinity of the critical temperature. Much less attention has been focussed
on low temperatures, and the role of the quasiparticle spin. We report here on nonlocal transport in
superconductor hybrid structures at very low temperatures. By comparing the nonlocal conductance
obtained using ferromagnetic and normal-metal detectors, we discriminate charge and spin degrees
of freedom. We observe spin injection and long-range transport of pure, chargeless spin currents
in the regime of large Zeeman splitting. We elucidate charge and spin tranport by comparison
to theoretical models. The observed long-range chargeless spin transport opens a new path to
manipulate and utilize the quasiparticle spin in superconductor nanostructures.
INTRODUCTION
The investigation of spin-polarized transport in hybrid
structures was pioneered in the 1970s with the discov-
ery of spin-dependent tunneling into thin-film supercon-
ductors with a large Zeeman splitting by Tedrow and
Meservey [1, 2]. While much of the related basic physics
such as tunneling magnetoresistance (TMR) [3] and non-
equilibrium spin injection [4] was observed subsequently,
spin-polarized transport did not attract much attention
until the discovery of the giant magnetoresistance (GMR)
[5–7] and its technical applications.
In superconductors, electrons are bound in Cooper
pairs, which usually have a singlet structure and there-
fore carry only charge but no spin. The quasiparticle
excitations, however, may carry both charge and spin.
Nonequilibrium charge transport in superconductors has
been investigated intensely in the 1970s and 80s, mostly
in the vicinity of the critical temperature [8–10] and
more recently also in the low-temperature regime [11–
13]. In contrast, only few experiments on quasiparticle
spin transport [14] have been reported, and the subject
remains poorly understood. For example, both anoma-
lously short [15] and anomalously long [16] spin relax-
ation times have been reported in superconducting alu-
minum.
In this paper, we summarize some of our recent exper-
imental results on nonequilibrium charge and spin trans-
port in nanoscale superconductors [12, 17, 18], and per-
form additional numerical analysis to obtain more insight
into the physical mechanisms.
RESULTS AND DISCUSSION
Figure 1 shows a typical sample layout and measure-
ment scheme. A central superconducting aluminum wire
is contacted by several normal-metal (copper) or ferro-
magnetic (iron) electrodes attached via thin tunnel barri-
ers. A dc bias voltage Vinj with a small superimposed low-
frequency ac excitation is applied to one junction (injec-
FIG. 1. (Color online) False color scanning electron mis-
croscopy image of one of our samples, together with the mea-
surement scheme. The samples consist of a central supercon-
ducting wire (S), with normal-metal (N) and/or ferromagnetic
(F) wires attached to it via tunnel contacts [18].
tor), and the resulting current Iinj flowing into the junc-
tion is measured to determine the local differential con-
ductance gloc = dIinj/dVinj. Simultaneously, the current
Idet flowing out of a nearby detector junction is measured
to obtain the nonlocal conductance gnl = dIdet/dVinj.
The nonlocal conductance was measured for different
contact distances d, and different material combinations,
where both injector and detector could be either normal
(N) or ferromagnetic (F). These configurations will be la-
beled by AISIB, where A and B denote the injector and
detector contacts, respectively. Two examples (NISIN
and NISIF) are indicated in Fig. 1. The measurements
were carried out in a dilution refrigerator at tempera-
tures down to about 50 mK, and with a magnetic field B
applied along the substrate plane parallel to the copper
or iron wires. The thickness of the aluminum films was
tAl = 12−30 nm, and for the thinnest films critical fields
exceeding 2 T were observed.
Before we discuss the spin signal observed using ferro-
magnetic detector junctions, we analyze the charge im-
balance signal observed in an NISIN configuration. The
aluminum film thickness of this sample was tAl = 30 nm,
2FIG. 2. (a) Nonlocal conductance of one contact pair of an
NISIN sample with d = 1 µm as a function of injector bias
Vinj for different magnetc fields B. (b) Charge imbalance
relaxation length λQ∗ . Data taken from [12], lines are various
model predictions explained in the text.
with a critical field Bc = 0.53 T. Here, the effect of
the applied field is mostly orbital pair breaking, and the
Zeeman splitting of the density of states does not play
a significant role. In Fig. 2(a), we show the nonlocal
conductance gnl of a pair of contacts at low temperature
and for bias voltages above the energy gap ∆ ≈ 200 µeV
of the superconductor. From fitting gnl at a given bias
voltage for different contact distances to an exponential
decay, we can obtain a bias-dependent charge relaxation
length λQ∗ (see [12] for details). The corresponding re-
sults are shown in Fig. 2(b).
Since we are interested here mostly in the behavior at
finite magnetic fields, where Green’s function methods
are most appropriate, we model the data with the lin-
earized kinetic equation derived by Schmid et al. [19]. A
simple analytical approximation neglecting cooling of the
quasiparticles (see Supporting Information File 1) yields
the charge-imbalance relaxation length at low tempera-
ture
λQ∗ = ξ
√
N21 +N
2
2
2N2
, (1)
where N1 is the density of states in the superconductor,
N2 is a component of the anomalous Green’s function,
and ξ is the dirty-limit coherence length. The nonlocal
conductance due to charge imbalance within the same
approximation is
gCInl = GinjGdet
∫
N21
N21 +N
2
2
ρNλQ∗
2A
e−d/λQ∗f ′0(E−eVinj)dE,
(2)
where f ′0(E) is the derivative of the Fermi function.
In Fig. 2, we compare the model predictions to the ex-
perimental data. We proceed by first fitting λQ∗ at finite
magnetic fields with the simple “no-cooling” approxima-
tion eq. (1). Here, we assume that the pair-breaking
strength follows the relation ζ = (B/Bc)
2/2 for a mag-
netic field applied parallel to a thin film, and use the
diffusion coefficient DN as the single free fit parameter
for all curves. These fits are shown as dotted lines in
Fig. 2(b). As can be seen, a good fit can be made for the
initial slope of the data, and we obtain DN = 70 cm
2/s
from the fit, somewhat larger than the independent es-
timate (40 cm2/s) from the resistivity. Without addi-
tional fitting, we can then plot the predictions for the
nonlocal conductance according to eq. (2) in Fig. 2(a).
For large bias, the experimental data (both gnl and λQ∗)
deviate downwards from the fits. Full numerical simula-
tions including cooling, with the characteristic inelastic
scattering time τE as the only remaining fit parameter,
are shown as solid lines in Fig. 2. Excellent agreement
with the experimental data for λQ∗ can be achieved for
τE = 12 ns. The agreement for the nonlocal conductance
is not as good as for λQ∗, but still satisfactory. We finally
attempted to fit the data at zero field, i.e., for ζ = 0. The
predictions exceeded the experimental data by about a
factor of two, both for gnl and λQ∗ (not shown). We
attribute this discrepancy to the fact that at zero ap-
plied field, any small additional source of pair breaking,
such as gap anisotropy, magnetic impurities, spatial pro-
file of the gap due to quasiparticle injection, etc., may
contribute to charge relaxation [20]. A reasonable fit
(dashed lines) could be obtained by setting ζ = 8× 10−4
to summarily account for all these pair-breaking pertur-
bations. At zero field, we find a relaxation length of a few
µm, corresponding to characteristic time scales of a few
ns. Recently, some experiments reported shorter time
scales (sometimes by orders of magnitude) under similar
conditions [21, 22]. In contrast, our results are quan-
titatively consistent with the “old” knowledge obtained
from experiments close to the critical temperature [23–
25], as well as more recent low-temperature experiments
on the spatial decay of charge imbalance in thin wires
[11, 13]. Both experimentally and theoretically, we find
that the charge relaxation length decreases with increas-
ing magnetic field, and is smallest at energies just above
the gap. This is the parameter range where the spin
signal is observed by ferromagnetic detectors described
below. Also, in this parameter regime we can use the an-
alytical “no-cooling” approximation eq. (2) to describe
charge imbalance.
In Fig. 3 we compare the nonlocal conductance for an
FISIN (a) and NISIF (b) configuration, using the same
pair of contacts, but reversing the roles of injector and
detector. We plot here the normalized nonlocal conduc-
tance gˆnl = gnl/GinjGinj, where Ginj and Ginj are the
normal-state conductances of the injector and detector
junctions, respectively. In the FISIN configuration, the
nonlocal conductance is negligible at bias voltages be-
low the gap. At bias voltages above the gap, the signal
initially increases almost linearly, and then the slope de-
creases except for the highest magnetic fields. The sig-
nal is an even function of bias and can be attributed to
charge imbalance, as described above, since the normal-
metal detector is not sensitive to spin accumulation. The
3FIG. 3. Normalized nonlocal conductance of one contact pair
in an FISIN (a) and NISIF (b) configuration as a function of
Vinj for different magnetic fields B. Symbols are experimental
data [18], lines are fits explained in the text.
FIG. 4. Charge relaxation length λQ∗ at a bias voltage of
about 2∆ (a) and spin diffusion length λS (b) for different
samples as a function of normalized magnetic field B/Bc.
The samples have different number of ferromagnetic (F) and
normal-metal (N) contacts, as indicated in the legend. Sym-
bols are experimental data [17, 18], lines are fits explained in
the text.
lines are fits to eq. (2).
For the NISIF configuration, shown in Fig. 3(b), a
similar signal is observed at B = 0. Upon increasing
the field, however, two additional peaks appear near the
gap edge, with opposite sign for opposite bias polarity.
These features can be attributed to spin injection into
the Zeeman-split density of states of the superconductor
[17, 18, 22, 26], which is probed by the ferromagnetic
detector in this configuration. Spin-polarized tunneling
can be described by two independent conductances g↓
and g↑ for the two spin orientations. The conductance
is then given by the sum g↓ + g↑, whereas the spin cur-
rent is proportional to the difference g↓ − g↑. The lines
in Fig. 3(b) are the sum of the charge-imbalance contri-
bution shown in Fig. 3(a) and an additional contribution
gSnl ∝ (g↓ − g↑) to account for the spin signal. For the
latter, we use parameters obtained from fits of the lo-
cal conductance of the injector junction, leaving only the
overall signal amplitude as a free fit parameter. As can
be seen, a reasonable fit can be obtained over the entire
bias range.
In Fig. 4, we compare the charge and spin relaxation
lengths of several samples with similar aluminum film
properties as a function the normalized magnetic field
FIG. 5. Spin relaxation length λS (a) and amplitude A of the
spin signal (b) for different samples as a function of tempera-
ture T . Symbols are experimental data [17, 18], lines are fits
explained in the text.
B/Bc. The samples have different numbers of ferromag-
netic and normal-metal junctions, as indicated in the fig-
ure. In Fig. 4(a), we plot the charge relaxation length
λQ∗ obtained at a bias voltage of about 2∆, where λQ∗
is usually largest at zero field (compare Fig. 2). λQ∗ is
typically a few microns at zero field, and then quickly
drops. The lines are fits to eq. (1). The spin relaxation
length λS is found by fitting the area A of the spin-signal
peaks as a function of contact distance to an exponential
decay [17, 18]. At small fields, λS is similar to λQ∗ , but
then strongly increases with increasing field. At present,
no theoretical model for high-field spin diffusion and re-
laxation in superconductors is available, therefore only
a tentative interpretation is possible. The normal-state
spin diffusion length in the samples is typically less than
500 nm, which means a tenfold increase in the supercon-
ducting state. A possible relaxation mechanism could be
a two-stage process of spin-flip scattering and recombina-
tion, which has been considered theoretically in a differ-
ent context [27, 28]. A generalization of existing models
for nonequilibrium transport in superconductors [19, 29]
to the case of large Zeeman splitting, treating both charge
and spin degrees of freedom on an equal footing, would
be highly desirable.
Figure 5 shows the evolution of the spin relaxation
length λS and the amplitude A of the spin signal as a
function of temperature. λS is independent of temper-
ature within the accuracy of the experiment, similar to
λQ∗ in the same temperature range [12]. In contrast,
the signal amplitude decreases with increasing temper-
ature. The spin injection rate proportional to g↓ − g↑
inferred from the local conductance does not change ap-
preciably in this temperature range, except for thermal
broadening, which should not affect the overall peak area
A. Thus, since neither injection nor relaxation cause the
signal change, the decrease of signal amplitude must be
related to the detection process. A simple model based
4on the tunnel Hamiltonian yields [17]
Idet ∝ S =
∑
σ
σ
∫
N1σ(E) [fσ(E)− f0(E)] dE, (3)
where S is the net spin accumulation, fσ(E) is the quasi-
particle distribution for spin σ in the superconductor,
and f0 denotes the Fermi distribution in the ferromag-
netic detector junction. As can be seen, the detector
signal is proportional to the difference of the distribution
functions in the superconductor and ferromagnet. The
former is determined by spin injection, whereas the latter
can be assumed to be (nearly) at equilibrium at the bath
temperature. Therefore, we can expect the spin signal to
decrease as the bath temperature is raised. A very simple
model to describe this drop can be obtained by assuming
that nonequilibrium injection raises the effective temper-
ature of the quasiparticles inside the superconductor to
about 1 K, as we have found in similar structures with
normal-metal junctions [30], and that most quasiparti-
cles have an energy close to the energy gap Eg, which is
typically around 0.5 − 0.75 ×∆0 at the fields of the ex-
periments. Then, the spin signal should be proportional
to f0(Eg, 1 K)− f0(Eg, T ). Fits to this model are shown
in Fig. 5(b). As can be seen, the agreement is quite
good, despite the oversimplification of the model. We
note that usually the current through an NIS junction
does not depend on the temperature of the normal metal
due to particle-hole symmetry. This is no longer true if a
spin-dependent density of states in the superconductor is
combined with a spin-dependent tunnel conductance, as
it is the case in our experiment. For this case, large ther-
moelectric effects driven by the temperature difference
between superconductor and ferromagnet have been pre-
dicted recently [31, 32].
CONCLUSIONS
We have presented an analysis of our recent experi-
ments on spin and charge transport in nanoscale super-
conductors at very low temperatures and high magnetic
fields. We find that charge imbalance can be described
surprisingly well with existing models, despite the fact
that they were initially developed for experiments close
to the critical temperature. Charge relaxation is very fast
at energies just above the gap. This is the bias regime
where we observe long-range spin transport in the pres-
ence of a Zeeman splitting of the density of states. By
comparing the relaxation lengths for charge and spin, we
can conclude that spin currents in this regime are nearly
chargeless. While no detailed model of spin transport
and relaxation is available yet, we find that simple mod-
els based on the tunnel Hamiltonian explain the depen-
dence of spin injection and detection on bias, magnetic
field and temperature. The ability to create and trans-
port pure spin currents in superconductors may be use-
ful for future superconducting spintronics devices. Fur-
ther, our analysis of the temperature dependence hints at
the importance of new thermoelectric effects in nanoscale
superconductor-ferromagnet hybrids.
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1 Spectral properties
To obtain the spectral properties of the superconductor needed to describe our experiments, we
solve the Usadel equation [1, 2], including all the perturbations needed for our purpose. Pair
breaking is included by the dimensionless pair-breaking strength
ζ =
1
2
(
B
Bc
)2
(1)
for a thin film with a magnetic field B applied parallel to the film plane, with critical field Bc.
It is related to the magnetic-impurity scattering time τs used in [3] by ζ = h¯/2∆0τs, where ∆0
is the superconducting pair potential at T = 0 and B = 0. The quasiparticle life time due to
electron-phonon scattering is included by adding a small imaginary part (Dynes parameter [4])
Γ = h¯/2τE to the energy, where τE is the inelastic scattering time (see below). We also include the
Zeeman energy ±µBB, and spin-orbit scattering with scattering strength bso = h¯/3∆τso. Since all
our junctions have tunnel barriers, we neglect the proximity effect, and assume that the spectral
properties of our superconducting wires are independent of position, i.e., we neglect gradient terms
in the Usadel equation. The complete Usadel equation with all terms included can be found, e.g.,
in [5].
2 Kinetic equation for charge imbalance
We describe charge imbalance using the kinetic equation derived by Schmid et al. [3]. To apply
the kinetic equation to our experiments, we consider a superconducting wire of cross-section A
and normal-state diffusion coefficient DN along the x-axis, an injector junction with normal-state
conductance Ginj placed at x = 0, and a detector junction with normal-state conductance Gdet
placed at x = d. We assume that both the wire cross-section and the junction width are small
compared to the charge-imbalance relaxation length. We are interested only in the stationary
case. The kinetic equation for the transverse-mode distribution function fT then reads
DNMT(E,E)
d2
dx2
fT(E) +KT(E, {fT}) +QT(E) + PT(E) = 0 (2)
Here, MT(E,E
′) = N1(E)N1(E
′)+N2(E)N2(E
′), and N1 and N2 are the real parts of the normal
and anomalous Green’s function found solving the Usadel equation (N1 is the density of states).
The collision integral describing energy relaxation is
KT(E, {fT}) = −
∫
dE′
µ(E − E′)MT(E,E
′)
cosh (E/2kBT ) cosh (E′/2kBT ) sinh ((E − E′)/2kBT )
×
[
cosh2
(
E
2kBT
)
fT(E)− cosh
2
(
E′
2kBT
)
fT(E
′)
]
1
where
µ(E) =
sign(E)E2
14ζ(3)(kBTc)3τE
within the Debye model, and τE is the inelastic scattering time for electrons at the Fermi surface
in the normal state at Tc. Charge relaxation is given by
QT(E) = −2
∆
h¯
N2(E)fT(E),
and the injection rate is
PT(E) =
Ginj
2N0Ωe2
N1(E)finj(E, V )
finj(E, V ) =
1
4
[
tanh
(
E + eV
2kBT
)
− tanh
(
E − eV
2kBT
)]
where Ω is the injection volume and N0 is the density of states of the superconductor per spin.
The current flowing from S to N through the detector junction held at zero bias voltage is given
by
Idet =
Gdet
e
∫
dEN1(E)fT(E). (3)
2.1 Approximate analytical solution (without cooling)
At low temperatures, inelastic scattering is expected to freeze out. To obtain a simple analytical
solution for T → 0, we therefore neglect the collision integral, i.e., the cooling of the quasiparticles.
We also assume that the injector junction is infinitesimally small, with inverse injection volume
Ω−1 = A−1δ(x). Then the kinetic equation can be easily solved by inserting the Ansatz
fT(x,E) = a(E)e
−|x|/λQ∗ (E), (4)
which yields the two conditions
λQ∗(E) = ξ
√
N21 +N
2
2
2N2
(5)
a(E) = Ginj
ρNλQ∗
2A
N1
N21 +N
2
2
finj(E, V ) (6)
where we have introduced the dirty-limit coherence length ξ =
√
h¯DN/∆ and the normal-state
resistivity of the superconductor ρN = (2N0e
2DN)
−1. Inserting this solution into (3) yields the
detector current
Idet =
GinjGdet
e
∫
dE
ρNλQ∗
2A
N21
N21 +N
2
2
e−d/λQ∗finj(E, V ) (7)
Using the symmetry properties of the various quantities, we finally obtain
gnl =
dIdet
dVinj
= GinjGdet
∫
N21
N21 +N
2
2
ρNλQ∗
2A
e−d/λQ∗f ′(E − eVinj)dE, (8)
where f ′(E) = cosh−2 (E/2kBT ) /4kBT is the derivative of the Fermi function.
2.2 Numerical solution
For a full numerical solution, we discretize the equation on grid points Ei and xk. The kinetic
equation (2) then turns into a linear equation system for the distribution function fik = fT(xk, Ei).
This equation system is solved by standard library routines [6]. The size of the grid points is chosen
small enough to not affect the results (δE ≈ 10 µeV, δx = 500 nm). From the numerical solution,
we obtain the nonlocal conductance as a function of bias and contact distance, and analyze it in
the same way as the experimental data [7] to obtain the relaxation length.
2
3 Spin imbalance
In order to describe the local conductance of the injector junctions, we use the theory of tunneling
in superconductors in high magnetic field [8, 9]. The contribution of a single spin projection
σ = ±1 to the tunnel conductance is given by
gσ =
Ginj
2
(1− σPinj)
∫
N1σ(E)f
′dE, (9)
where Pinj is the spin polarization of the tunnel conductance, and N1σ(E) is the density of states
in the superconductor for spin projection σ, obtained by solving the Usadel equation. The injector
conductance is given by the sum of the two spin contributions,
gloc = g↓ + g↑, (10)
whereas the differential spin current
dIσ
dVinj
∝ g↓ − g↑ (11)
is proportional to their difference. From fits of the local conductance, we can therefore infer
the bias-dependent spin injection rate. A simple tunnel Hamiltionian model for the spin-related
contribution to the detector current yields [10, 11]
ISdet =
GdetPdet
2e
∑
σ
σ
∫
N1σ(E) [fσ(E)− f0(E)] dE, (12)
where fσ(E) is the quasiparticle distribution for spin σ in the superconductor, and f0 denotes the
Fermi distribution in the ferromagnetic detector junction. Combining (11) and (12), we expect
the contribution of spin accumulation to the nonlocal conductance to be
gSnl ∝ Pdet (g↓ − g↑) . (13)
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