In order to find hyperparameters for a machine learning model, algorithms such as grid search or random search are used over the space of possible values of the models' hyperparameters.
Introduction
Modern computers can help perform processing, structuring, and managing various kinds of information faster and more efficiently. Nowadays, with the modern popularity of the World Wide Web, larger volumes of data are stored and then processed. This data consists of users activities, transactions etc. Therefore, datasets are growing larger and more complex which led to the concept of Big Data. The Big Data concept is used when data sets have large volume, high velocity and contain immense variety. Before the age of Big Data, explicit programming was the solution to most computing tasks. In the Big Data era, explicit programming is no longer the only solution, especially when complex datasets with high dimension or sparsity are involved. Samuel (1959) defined Machine Learning as the field of computer science that deals with the computers ability to learn without being explicitly programmed. Statistical Learning Theory is a framework of Machine Learning with the aim of finding a predictive function for a specific dataset (for a more thorough discussion, we refer the reader to Bousquet, Boucheron, & Lugosi , 2004) . Halevy, Norvig, & Pereira (2009) showed in a thorough review that the trend in using statistical learning models for language modeling has shown significant improvements over classical linguistic models. Language model is a probability distribution over a sequence of words. According to Goodman (2001) , the challenge in language models is the sparsity of data, since many word sequences do not appear in the dataset during the training phase of the model. In a machine learning scenario, like in statistical language models, many hyper-parameters need to be set. It is almost impossible for any machine learning model to be hyper-parameter-free. Bergstra, Bardenet, Bengio, & Kégl (2011) mentioned that in general, the tuning of such hyperparameters follows a "black-box" approach such as brute force, random or grid search or it relies on expert knowledge. We cannot follow well-defined scientific methods to infer these hyperparameters since these hyper-parameters often cannot be inferred from the data itself. It is apparent that nevertheless, the performance and evaluation of machine learning models depends critically on identifying a good set of hyper-parameters. Furthermore, an automated solution for selecting and optimizing hyper-parameters would drastically reduce the training time of models as well as the exhaustive feature engineering efforts. More recently, the tuning of hyper-parameters is solved as a non-convex optimization problem and is carried out in a systematic manner. We prefer systematic approaches since the former approaches have not scaled well. For example, Bergstra & Bengio (2012) highlighted that random search is a common method when using Artificial Neural Networks. On the other hand, Bergstra et al. (2011) pointed out that models such as Support Vector Machine (SVM) which are commonly used for convex optimization excel with grid search.
Language model
Statistical Language models are probability distributions of words sequence. Any sequence of items ( $ … '($ ' ) is called an n-gram:
In calculating the probability of a given sequence, Markov Chain rule is used to simplify computations for higher values of in formula (1). For example, depending on the context of the problem we are solving, we can assume that the probability of any sequence depends only on the last two words preceding it (trigram condition):
Although it seems that formula (2) is straightforward, in order to be able to predict sequences that have occurred in the test data but not in the training set, we use smoothing algorithms. In such a case, Chen & Rosenfeld (1999) showed that different smoothing algorithms can be used, however in our study, we opt the interpolation smoothing algorithms among the rest due to their flexibility and computational efficiency. Brants et al. (2007) suggested using "Stupid Backoff"
method that is non-stochastic in contrast to other interpolation smoothing algorithms. Goodman 
Optimization
Operations research is concerned with important concepts such as efficiency and scarcity, i.e. the optimal allocation of resources and shortage of resources. Optimization problems deals with maximizing or minimizing a specific quantity called the objective function that depends on a set of input variables. Input variables can be both independent or dependent on one another via constraints. Optimization problems have a number of constraints that they have to satisfy. If possible solutions satisfy all constraint in an optimization problem, they become feasible solutions. An optimal solution is a feasible solution that maximizes or minimizes the objective function. As a matter of fact, solving an optimization problem is equivalent to using methods to find the optimal solutions.
Linear programming is a special case of an optimization problem of a linear objective function, whether maximization or minimization, subject to linear equality and inequality constraints. To formulate an optimization problem as a linear programming problem, four main assumptions needs to be considered: proportionality, additivity, divisibility and deterministic. Since 1947 when George Dantzig developed the simplex method, linear programming has been utilizing extensively in economics, management, transportation, energy, telecommunications, and manufacturing and computer science. It is of utmost importance to mention that solving a linear programming problem is easier than other optimization problem types such as nonlinear or integer programming problems. A nonlinear programming problem is when some of the constraints or the objective function are nonlinear while an integer programming problem is a case where variables need to be integers. Both of these types of problems are NP-hard in many cases, whereas linear programming problems are solved efficiently even in worst cases. For a deeper discussion about linear and non-linear programming problems, we refer the reader to Bazaraa, Jarvis, & Sherali (2010) and Bazaraa, Sherali, & Shetty (2013) .
Monte Carlo Simulation
Computer simulations are set of programs that run during a time interval to capture the behavior of the model. Simulation is not an optimization technique; however, it ranks high among the most used techniques in statistics and operations research. Simulation is a technique that determines measure of performance of stochastic systems by generating and recording occurrences of different events as if they were actually happening and measuring model's output. Simulation is a key tool in analyzing complex models that are not easily solvable with mathematical programming. Hillier & Lieberman (2001) emphasized that mathematical models give a far better insight into cause and effects of the model and they are superior to measures of a simulation process, but many real-world problems are too complex to be mathematically modeled. Monte Carlo experiments are type of computer simulations that are based on random samplings of each variable with many possible outcomes. Vose (2008) indicated that under the assumption of the law of large numbers and using Markov Chains and Monte Carlo sampler, these experiments can solve problems with probabilistic interpretations under Markov Chain assumptions as well.
Proposed Approach
As mentioned before, an interpolated smoothing algorithm for n-gram models is as follows: It is clear on inspection that the above algorithm terminates after checking all feasible combinations of the hyperparamter space within a defined step size and returns the minimum perplexity value. On one hand, selection of smaller step sizes increases the accuracy of the minimum value returned by the aforementioned algorithm which is rather important. On the = 0; for ( λ $ = 0; to λ $ <= 1; step O P ++) for ( λ . = 0; to λ . <= 1 − $ ;
other hand, it significantly increases the required completion time in an exponential form. The problem shall become even more complex if one selects a higher order n-gram.
We formulate the following fractional nonlinear programming with the aim of finding the optimal perplexity value from all probability of terms in the training set: 
where 7 for = 1, … , and 
Model (6) 
On the one hand, Model (7) has tackled the fractional aspects of Model (6) 
The above model has the computational advantage of being a linear programming model i.e. both the objective function and the constraints are linear. Referencing to Bazaraa et al. (2013) , using the simplex method to solve Model (8) needs on the order of the to 3 iterations. Each iteration involves ( + 2) multiplications and + 1 ( − 3) additions.
Because the number of operation for each iteration is of order ( . ) and therefore the average empirical complexity of the simplex method is ( w ). As a result, using proposed LP Model (8) significantly reduced both the complexity and computational burden of the NLP Model (6). 
Data and Result
In this case study, we apply our model on a dataset published by SwiftKey 2 . The dataset includes 2360148 English sentences in total. The interesting part of SwiftKey dataset is that sentences are given from three main categories: blogs posts, news websites, and Twitter. Since the human language can vary in both vocabulary and structure in different context, SwiftKey dataset acts as a good diverse summary of those different contexts which has a built-in complexity that reflects a real-world scenario in which a language model needs to predict. In order to test our model, we follow the cross-validation strategy which is the de-facto standard of training machine learning models. In this study, we formed our cross-validation set with 60% of training and the rest equally divided between validation and test sets. In order to avoid sparsity, we set the minimum thresholds for our n-grams ( = 1, 2, 3).
We only include 1-grams with threshold of 19 occurences, 2-grams with 29 occurences and 3-grams with 39. After this, the size of each n-grams is as follows: We then performed the k-fold cross-validation with = 32. In each interation, we excluded one set as testset and then we ran the experiement 32 times. Each time sampling a new training, validation and test set. In each experiment, we have recorded the perplexity that our model achieved as ‚` and we then compared the result to the grid-search which was denoted by ƒ" . In our experiment, we obtained w ‚`= 0.1, .
‚`= 0,8001, $ ‚`= 0.0999, that resulted in ‚`= 69.2605 while w ƒ" = 0.1, . ƒ" = 0.09, $ ƒ" = 0.81 which resulted in ƒ" = 93.5025 on average throughtout our 32-fold validation set. The result of ƒ" was the best between choosing 0.1 and 0.01 as its step-size (see Table 3 ). As we can see in Figure 2 , our proposed method clearly out-performs the grid search in both average perplexity values across folds. Furthermore, our method is much more resistant across different validation folds. Note that in order to have a clear visualization, we have omitted the outliers, however, they were included in the calculation of expected values.
Perplexity

Conclusion and Remarks
In this study, we have considered the problem of finding hyperparameters for a linear smoothing algorithm as a constrained optimization problem. Due to the complexity of using perplexity as an objective function in our optimization model, we have proposed a linear approximation to perplexity. With the new proposed measure, we next suggested an LP model that can find the most optimal solution to hyperparamters of a 3-gram smoothed language model. After that, we showed that our model can outperform grid search algorithm using the SwiftKey dataset.
We believe that our model can be applied to the state-of-the-art language model, namely
Neural Probabilist Language Model of Bengio, Ducharme, Vincent, & Janvin (2003) . In addition to that, we propose that our model can be used with Mikolov, Karafiát, Burget, & Khudanpur's (2010) Recurrent Neural Network based language model. While our approach mainly aims at tackling the problem of language modeling, we believe that by our proposed approach is useful in general machine learning settings as well especially in the case where large-scale datasets are used.
