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概要: 経路探索において, 最短経路長は一意に定まるが, 2番
目以降の最短経路は定義に依存して異なる. 例えば, 同じ点を
通らない, 同じ辺を通らない, 同じ辺を通ってよい, などの異
なる定義ができる. 本研究ではより一般的な定義として辺や
点毎に通る回数の上限を定めることとし, それに応じて k 番
目の最短経路を探索するライブラリを作成する. 本研究では
作成したライブラリに, Yen[5], Hershbergerら [1], 丸山 [4],
加藤ら [3], による 4種の異なる k番目の最短経路アルゴリズ
ムを実装している. グラフや探索する経路によって用いるア
ルゴリズムを選択し, k番目の最短経路を探索する. また, 本
研究ではこのライブラリを利用した計算実験により各アルゴ
リズムによる 2番目以降の最短経路の比較を行い, 実装の性
能を示す.
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1 背景
最短経路を求めるアルゴリズムは, 経路案内などのナ
ビゲーションシステムだけでなく, 多くの問題の解決に
利用されている. また, 最短経路だけでなく, 2番目に
短い経路, 3番目に短い経路といった k番目の最短経路
の情報が役立つことも知られていて, 乗換案内サービス
などで利用されている.
2 目的
本研究では, 扱うグラフ, 各辺や点の通る回数の上限,
k番目の最短経路の定義に応じて, Yen[5], Hershberger
ら [1], 丸山 [4], 加藤ら [3], による 4種の異なる k番目
の最短経路アルゴリズムの中から探索手法を選択し, k
番目の最短経路を探索するライブラリを作成する. そ
の後, このライブラリを利用した計算実験により各ア
ルゴリズムによる 2番目以降の最短経路の比較を行い,
実装の性能を示す.
3 本研究で扱うグラフおよびパスについて
本研究では, あるグラフ G = (V;E), 始点 s, 終点 t,
順位 kが与えられていると仮定する. V は n個のノー
ドの集合とし, E はm個の辺の集合とする. また扱う
グラフは, すべての辺が非負の重みである重み付きグラ
フであり, 有向グラフか無向グラフかは使用するアルゴ
リズムによって異なる.
ここで扱うパスとは, 通常の定義と同じであり, 辺の
連続したものをいい, 辺の headと tailをつなげたもの
である. パスの重みはパスを構成する辺の重みの和で
表す.
また, グラフ Gにおいて, 同じノードを 2度以上通
らずに始点 sから終点 tへ進むパスを simple であると
いう.
4 k番目 (順位k)の最短経路の定義について
グラフ Gの中で, 始点 sから終点 tまでのすべての
パスをある規則に基づいて順序付けし, その中で k 番
目の経路を k番目の最短パスとする. 本研究では, 探索
されたパスの順序付けを以下の定義で考える.
r1 探索されるパスにおいて, 通っている辺や辺の通
る順番が異なるものを区別し, パスの重みとパス
上の枝の辞書式順序について昇順に順序付けする.
r2 探索されるパスにおいて, パスの重みが異なるも
のを区別し, 経路の重みについて昇順に順序付け
する. 重みの等しい複数のパスは, 同じ番号に順序
付けする.
ここで, 重み 0の辺だけからなる閉路は存在しない
ものとする.
例として, 上記の順序付けの定義を図 1に適用し, s
から tまでのパスのうち 3番目までの最短パスについ
て示すと表 1のような順序付けとなる. 図 1の a1 : 10
は辺の名前と重みを表していて, 表 1の括弧内の数字
は対応するパス上の辺の添え字を表している.
図 1 有向グラフ
表 1
順位定義と許容パス 1 番目:重み 2 番目:重み 3 番目:重み
定義 r1 (1,4):20 (1,3,6):40 (2):40
only simple
定義 r1 (1,4):20 (1,3,6):40 (1,3,5,4):40
not only simple
定義 r2 (1,4):20 (1,3,6):40
only simple (2):40
定義 r2 (1,4):20 (1,3,6):40 (1,3,5,3,6):60
not only simple (1,3,5,4):40 (1,3,5,3,5,4):60
(2):40
5 使用するアルゴリズムについて
作成したライブラリに使用しているアルゴリズムに
ついて, それぞれの特徴を簡単に説明する. また, 使用
しているアルゴリズムは定義 r1に従って k番目の最短
経路を探索している.
5.1 Yenによるアルゴリズム
重み付き有向グラフ (無向グラフ) G, 始点 s, 終点 t
が与えられたとき, sから tまでの simpleである k番目
の最短パスを求めるアルゴリズムである [5]. このアル
ゴリズムの実行時間は, グラフが密であるとき O(kn3)
であり, グラフが疎であるときは O(kn(m + n log n))
である.
5.2 Hershbergerらによるアルゴリズム
重み付き有向グラフ G, 始点 s, 終点 t が与えられ
たとき, s から t までの simple である k 番目の最短
パスを求めるアルゴリズムである [1]. このアルゴリ
ズムは Hershberger and Suri[2] によって提案された
replacement paths algorithmを基本としていて, Yenに
よるアルゴリズムで与えられた実行時間に対して(n)
だけ改良している. しかし, 速度の速い replacement
paths algorithmはある種の有向グラフによっては失敗
する. しかしその失敗は簡単にみつけることができる
ので, このアルゴリズムは楽観的に速度の速いアルゴリ
ズムを使用している. もし失敗が見つかったなら, その
時はゆっくりだが正しいアルゴリズムに切り替え探索
を行う.
5.3 加藤らによるアルゴリズム
重み付き無向グラフ G, 始点 s, 終点 tが与えられた
とき, sから tまでの simpleである k 番目の最短パス
を求めるアルゴリズムである [3]. このアルゴリズムは,
一つのノードから他のすべてのノードへの最短経路を
計算する時間が c(n;m)ならば, O(kc(n;m))の実行時
間で k 番目の最短経路を探索する. このアルゴリズム
の実行時間は Yen[5]によるアルゴリズムの O(kn3)よ
りも良く, c(n;m) < min[O(n2); O(m log n)]である.
5.4 丸山によるアルゴリズム
重み付き有向グラフ G, 始点 s, 終点 tが与えられた
とき, sから tまでの k番目の最短経路を求めるアルゴ
リズムである [4]. このアルゴリズムでは simpleでな
い経路も探索される. グラフ G内のそれぞれのノード
から出ていく有向辺の数の最大値を r, アルゴリズムで
探索された経路の中で最大の辺数 (パスを構成する辺の
最大数)を lとする. このときこのアルゴリズムの計算
時間は O(m+ n log n+ lkr log n)である.
6 辺・点毎の通る回数の上限について
グラフに辺, 点を追加することで, 複数回通る回数の
上限を指定している. 例えば有向グラフの場合, ある点
aを通ることができる回数を 2回にしたとする. このと
き, aに対応する点 a0を作成しグラフに追加する. その
後, aを端点とする辺すべてに対して, 端点を aから a0
に変更した辺を作成しグラフに追加することで, aのみ
を 2回まで通ることができるグラフに変更する (図 2,
3). また, 始点を a, 終点を bとする辺 (a; b)を通るこ
とができる回数を 2回にした場合, aに対応する点 a0,
bに対応する点 b0 をグラフに追加し, a0 と b0 を結ぶこ
とで辺 (a; b)に対応する辺 (a0; b0)を作成しグラフに追
加する. その後, 点の通る回数を 2回にした場合と同
様に, 点 a0, 点 b0 を端点とする辺を追加する. このと
き, 辺 (a; b)に対応する辺 (a0; b), (a; b0)は作成されな
い (図 4). また無向グラフの場合, 有向グラフの時と同
様に新たに点, 辺を作成し追加していくが, 辺を追加す
るとき向きが双方向になるように追加する.
図 2 有向グ
ラフ
図 3 点 aを通る回数
の上限が 2の場合
図 4 辺 (a; b)を通る
回数の上限が 2の場
合
7 作成したライブラリについて
このライブラリは Java 言語で作成している. このラ
イブラリを利用する場合, ユーザはライブラリ内にある
インターフェースを実装することでグラフのデータを
扱うクラスとそのオブジェクトを作成し, オブジェクト
にデータを入力して引数として渡すことで, ライブラリ
内のアルゴリズムを利用することができる.
7.1 ライブラリの構造
このライブラリは主に, 4 種のアルゴリズムに対応
する 4つのクラス, グラフのデータを扱う 4つのイン
ターフェース, グラフの隣接リストを作成する 1つのク
ラスで成り立っている. 4つのインターフェースとは,
点のデータを扱う KspNodeData, 隣接リストを扱う
KspAdjacencyList, 辺のデータを扱う KspEdgeData,
グラフのデータを扱う KspGraphである. 各インター
フェースをオーバーライドし, 表 2, 4, 3, 5のメソッド
を実装することで探索に必要な機能を設定する. また,
4種のアルゴリズムに対応する 4つのクラス名を表 6
に示す.
表 2 KspNodeDataのメソッド
メソッド名 役割
setCost コストの設定
getCost コストを返す
setPreviousEdgeId この点の一つ前の辺番号を設定
getPreviousEdgeId この点の一つ前の辺番号を返す
setUpperBound この点を通る回数の上限を設定
getUpperBound この点を通る回数の上限を返す
removed この点を一時的に取り除く
recovered 取り除かれていたこの点を元に戻す
checkExist この点が取り除かれているかを返す
表 3 KspAdjacencyListのメソッド
メソッド名 役割
getEdgeId 登録されている辺番号を返す
getPointer 登録されている次のポインタを返す
表 4 KspEdgeDataのメソッド
メソッド名 役割
setNode1 端点 1(有向辺なら始点) を設定
getNode1 端点 1(有向辺なら始点) を返す
setNode2 端点 2(有向辺なら終点) を設定
getNode2 端点 2(有向辺なら終点) を返す
setWeight この辺の重みを設定
getWeight この辺の重みを返す
setUpperBound この辺を通る回数の上限を設定
getUpperBound この辺を通る回数の上限を返す
removed この点を一時的に取り除く
recovered 取り除かれていたこの点を元に戻す
checkExist この点が取り除かれているかを返す
表 5 KspGraphのメソッド
メソッド名 役割
setStartAndGoal 経路探索の始点と終点を設定
getStartNode 始点を返す
getGoalNode 終点を返す
setTotalNodeNumber 点の合計数を設定
getTotalNodeNumber 点の合計数を返す
setTotalEdgeNumber 辺の合計数を設定
getTotalEdgeNumber 辺の合計数を返す
addNewEdgeData 新たな辺データを 1 つ追加
addNewNodeData 新たな点データを 1 つ追加
addNewAdjacencyListItem 辺番号を隣接リストに追加
getNodeListItem 点データを返す
getEdgeListItem 辺データを返す
getAdjacencyListItem 隣接リストを返す
表 6 各アルゴリズムのクラス名
クラス名 実装アルゴリズム
YenAlgo Yen によるアルゴリズム
HershbergerAlgo Hershberger らによるアルゴリズム
KatohAlgo 加藤らによるアルゴリズム
MaruyamaAlgo 丸山によるアルゴリズム
また 4種のアルゴリズムに対応する 4つのクラスは
オブジェクトを生成することで利用できる. その際, 探
索されたパスは使用したアルゴリズムのクラスのオブ
ジェクトに保存される. 各アルゴリズムのクラス共通
で利用できるメソッドを表 6に示す.
表 7 各アルゴリズム共通のメソッド
メソッド名 役割
generateShortestPathList k 番目までの最短パスを生成する
getShortestPathNodeList k 番目のパスの点のリストを返す
getShortestPathEdgeList k 番目のパスの辺のリストを返す
getShortestPathWeight k 番目のパスの重みを返す
getShortestPathListSize 最短パスリストのサイズを返す
グラフの隣接リストを生成するクラスはMakeAdja-
cencyList という. 点データ, 辺データ, 始点, 終点が入
力されたKspGraphを実装したクラスのオブジェクト
から, 辺の隣接リストを生成するためのクラスである.
隣接リストを生成する際, 点, 辺ごとの通る回数の上限
が指定されている場合はそれに合わせて点, 辺を追加す
る操作も行っている.
表 8 MakeAdjacencyListのメソッド
メソッド名 機能
makeAdjacencyList 有向グラフの隣接リストを生成
InDirected
makeAdjacencyList 無向グラフの隣接リストを生成
InUndirected
各アルゴリズムで得られる k番目の最短パスはすべ
て定義 r1に従って順序付けされている. この記録され
ているパスの順序を定義 r2の形に修正するためのクラ
スをModifyPathListという. また, ModifyPathListに
は, 各点, 辺の上限を指定している場合に新たに追加さ
れた点, 辺番号を, 元となった点, 辺番号に修正するた
めのメソッドも加えた. 実装されているメソッドとそ
の役割を表 9に示す.
表 9 ModifyPathListのメソッド
メソッド名 役割
restoreEdgeId パスの辺番号を元の辺番号に修正する
makePathList 定義 r2 に従った最短パスリストを作成する
ForWeight
getNodeSet 指定した順位のすべてのパスの点のリストを返す
getEdgeSet 指定した順位のすべてのパスの辺のリストを返す
getWeight 指定した順位のパスの重みを返す
getPathListSize 入力された最短パスのリストサイズを返す
8 ライブラリの利用方法
作成したライブラリは以下の手順で利用できる.
1. 4 つのインターフェースを実装したクラス Actu-
alKspNode, ActualKspEdge, ActualKspAdjacen-
cyList, ActualKspGraphをそれぞれ作成する.
2. ActualKspGraph クラスのオブジェクト (これを
graphとする)を生成し,グラフの点データ,辺デー
タ, 探索の始点, 終点, 点の合計数, 辺の合計数を
入力する.
3. MakeAdjacencyListクラスのオブジェクトを生成
し, 2で生成したオブジェクト graphを引数とし
て, graphの隣接リストを生成するためのメソッド
を呼び出す.
4. 利用するアルゴリズムのオブジェクト (便宜上
obj とする) を作成し, そのメソッドである gen-
erateShortestPathListを呼び出す. graphの他に,
探索する際の始点, 終点, 順位 kを引数として渡す.
5. 4の操作で k番目までの最短パスが探索され, obj
内に記録される.
上記の操作部分のプログラム記述例をリスト 1に示す.
リスト 1 ライブラリの利用例
1 ...
2 ActualKspGraph graph =
3 new ActualKspGraph(GraphData);
4 MakeAdjacencyList mal =
5 new MakeAdjacencyList();
6 mal.makeAdjacencyListInDirected(graph);
7 YenAlgo obj = new YenAlgo();
8 obj.generateShortestPathList(graph,
9 graph.getStartNode(),
10 graph.getGoalNode(),
11 k,
12 "directed");
上記で作成された k 番目までの最短パスリストに
ModifyPathList を適用できる. リスト 2 は, 上記の
例で作成された各パスの辺番号を元の辺番号に修正し,
その後定義 r2による順位付けで k番目までの最短パス
リストを生成する場合の記述例である.
リスト 2 ModifyPathListクラスの利用例
1 ...
2 ModifyPathList modify = new ModifyPathList();
3 for(int i=0; i < obj.getShortestPathListSize(); i++)f
4 modify.restoreEdgeId(graph, mal, obj.
getShortestPathEdgeList(i));
5 modify.makePathListForWeight(graph,
6 mal,
7 obj.getShortestPathEdgelList(i),
8 obj.getShortestPathWeight(i));
9 g
8.1 実行時間について
点数 n, 辺数 m のグラフにおいて, 点 vi (i =
1; 2; :::; n) の上限を l1i で指定するとし, 辺 ej (j =
1; 2; :::;m)の上限を l2j で指定するとする. 辺 ejの head
を hj , tailを tjとし, 点 viに接続する辺数を (vi)とす
る. グラフの点数と辺数の変化量をそれぞれ n, m
とすると, それぞれ最大で,
n = ni=1(l
1
i   1) + 2mj=1(l2j   1)
m = ni=1(l
1
i   1)(vi)
+mj=1(l
2
j   1)((hj) + (tj)  1)
である. そのため, この実装方法では上限の指定回数が
各アルゴリズムの探索時間に大きく影響する.
9 実験
各アルゴリズムの実行時間について実験を行う. 各
アルゴリズムの実行時間は, 与えられたグラフに対して
k = 20 として各アルゴリズムを 100回動作させたとき
の平均とする. 与えられるグラフはランダムで生成す
るが, 自己ループ, 平行辺は生成されない. また, グラ
フの点数と辺数が (1024, 16384), (2048, 32768), (4096,
65536), (8192, 131072)のものをそれぞれ 3つ作成し,
それぞれ ver1, ver2, ver3とする. この実験で得られた
実行時間と各アルゴリズムの理論値を比較したところ,
mと nに関してはおおよそ理論値に従った値が計測さ
れた. 表 10は, 各グラフの点数, 辺数とそれに対する
実行時間 (秒)を示している.
表 10 各グラフに対する実験結果
点数 辺数 Yen Hershberger 加藤 丸山
1024 16384 0.3058 0.2348 0.3810 0.00400
2048 32768 0.6630 0.4515 0.8819 0.00815
4096 65536 1.6663 1.1797 2.0852 0.01820
8192 131072 5.4897 2.8521 4.6474 0.04553
次に, 有向グラフ上の点, 辺の上限を指定していない
場合に k番目の最短パスを探索し, これをP とする. 有
向グラフ上の点, 辺をランダムに選択し, それらの上限
を 2とした場合のグラフに対して P が見つかるまで探
索を行い, 同一のパスの探索数とグラフが変化したこと
で探索された新たなパスの探索数について実験を行っ
た. ここで, 点 n, 辺 eの上限を 2以上に指定した際グ
ラフに追加される点, 辺をそれぞれ n0, e0としたとき, n
と n0, eと e0はそれぞれ同じ点, 辺として扱うものとし,
同一のパスとは二つのパスの点, 辺と点, 辺の出現順序
が等しいもののことをいう. また, 同一のパスの探索数
とは, 同一のパスの重複数のことをいい, 新たなパスの
探索数とは, 新たなパスの種類数のことをいう. 与えら
れるグラフは, 点数 1024辺数 16384のランダムに作成
した有向グラフで, 自己ループ, 平行辺は含んでいない.
実験の際のパラメータは, k = 2; 4; 8; 16; 32; 64; 128に
対して, 点, 辺をそれぞれ l = 2; 4; 8; 16; 32; 64; 128の
数だけランダムに選択する. 上限は 2で固定し, 探索に
は Hershbergerらのアルゴリズムを用いる. 実験では
点, 辺の選択パターンを 10個作成しそれらの同一のパ
ス, 新たなパスの探索数の平均, 標準偏差を計算した.
結果を見ると, 探索されたどちらのパスも標準偏差が
大きく, ばらつきが見られる. これは, 探索されるパス
がグラフに追加する点, 辺の選択に大きく影響を受け
るためだと考えられる. また, この実験のグラフでは,
上限指定を行う点, 辺が多くなるにつれて探索される
同一のパスも増加していき, k = 128, l = 128の場合で
は, 同一のパスの探索数の平均が kの 20倍以上となっ
ている. また, 同一のパスの探索数に比べて, 新たなパ
スはほとんど探索されていない.
表 11 k = 128の場合の平均と標準偏差
同一のパスの探索数 新たなパスの探索数
l 平均 標準偏差 平均 標準偏差
2 11.4 23.4230 0.4 1.2
4 31.4 35.5842 0 0
8 35.1 28.9774 0.5 1.2041
16 95.6 114.4955 0 0
32 159.3 94.6414 0.8 1.4
64 428.2 157.5086 1.8 1.46969
128 3105.6 1540.5958 2.5 2.7658
10 まとめ
4種の異なる k 番目の最短経路アルゴリズムを実装
したライブラリを作成し, 実験によって性能を確認し
た. また, グラフに点, 辺を追加することで, 点と辺の
上限を指定した場合の経路探索を行えるようにした.
点, 辺の上限を指定した場合, 同一のパスが数多く探
索されてしまっている. これは, ある点, 辺に対応して
追加された点, 辺は, グラフ上では異なる点, 辺として
扱っているためだと考えられるので, グラフを変更しな
い方法によるアプローチも試みるべきだと思われる.
また, 点, 辺の通る上限だけでなく, 点, 辺を通る回数
を指定した場合の経路のより効率の良い探索について
も考える.
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