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Abstract
This paper is concerned with the theoretical issues surrounding the speciﬁcation of
self-applicative computer programs. In particular we seek to explain the competing
requirements desireable of any formal system that admits both of self-reference
and quotation, and present three new solutions to the not inconsiderable problems
encountered therein.
1 Introduction
This paper emerged as a consequence of discussions with Dr. Hugh Gibbons
in the Department of Computer Science, Trinity College Dublin regarding the
nature of self-reference programs. Hugh’s concern was to devise a formal the-
oretical speciﬁcation for computer programs that, among other things, print
their own source code. It seemed to us that existing solutions 1 to this problem
were very ungainly and that the principal problem lay in the techniques de-
vised for representing expressions of the programing language in the language
itself.
This paper will consider this problem in the more general setting of self-
referential expressions in formal semantical systems. Thus, in section 2, we
introduce the notion of a formal designation system. Once this has been
speciﬁed we proceed to deﬁne (i) what it is for a set to be representable in
a designation system (ii) the closely-related notions of self-designation 2 and
self-predication and (iii) the concept of g-naming 3 within such systems. A
designation system that has the property (a) that every expression E has
another expression E (which we call its g-name) that is uniquely associated
with it, and the property (b) that there is a symbol D that represents an
appropriate, so-called, diagonalization function in the system, readily admits
the construction of self-designating and self-predicating expressions. As we
1 See refs: [2], [3], [4].
2 A self-reproducing program is properly considered an instance of self-designation.
3 The reason for the parameter g will be explained later.
c©2003 Published by Elsevier Science B. V.
69
CC BY-NC-ND license.  Open access under 
Little
are concerned with modelling a program that reproduces its own source code
the more natural the naming mechanism the less extraordinary the demands
placed on our diagonalzation function in achieving this self-reference. It turns
out that if we model a naming relation similar to that of quotation in natural
language then the only prerequisite for representing the necessary diagonaliza-
tion function is our ability to represent string concatenation 4 . We conclude
section 2 by formalizing the notion of a quotational designation system (QDS).
In section 3 we identify ﬁve requirements 5 (which we call R1-R5) that
it will be desireable for our QDSs to satisfy in order that we might maximise
their expressive power and hence their facility for self-predication. Four of
these requirements would be essential to any computable QDS while the other
is stipulated in order to discount systems that are artiﬁcially limited in their
expressive power.
In section 4 we consider a variety of designation systems that purport to
satisfy R1-R5 and show that none of them in fact do. We then prove that no
QDS consisting of two or less disjoint classes 6 of quoted expressions can satisfy
R1-R5 and suggest that this is probably true of any system that contains only
ﬁnitely many classes of quotations. This motivates our solutions in section 5.
In section 5 we present in detail two (and mention in passing a third) new
forms of QDS that we have constructed in order to satisfy conditions R1-R5.
Two of them make use of a new subtle form of quotation called parametrized
quotation, while the third combines a simple form of quotation with a powerful
set of syntax to syntax functions, which we call chopping functions.
In section 6 we take the ﬁrst of our three solutions from section 5 and in
conjunction with a suitably deﬁned diagonalization function, show that for
every unary relation (set) that is representable in the QDS we can constuct
a sentence SELF that is true in the system iﬀ SELF satisﬁes that relation.
In particular we consider the technical requirements involved in a kind of
self-predication that we refer to as manifold self-reference.
2 Designation Systems and Quotation
2.1 Some Notational Conventions
Given an alphabet A = {a0, . . . , an} we call each ai ∈ A an atom, or symbol,
of A.
We call a nonempty ﬁnite concatenation of atoms in A a string of or an
expression of A. (We will use both names interchangeably throughout this
document.) We denote the set of all strings of A by A+. We regard individual
atoms as strings also. We deﬁne the length of a string to be the number of
4 As a consequence we eschew naming mechanisms such as that of Go¨del numbering, which
force us out of the syntax of our designation system.
5 Some of the terminology has been borrowed from Boolos [1].
6 Class here refers to the syntactic method of quotation.
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atoms that it contains.
If X1 denotes a string S1 and X2 denotes the string S2 then we will use the
expressionX1X2 to denote the string that results from the concatenation of the
strings S1 and S2. When ambiguity would otherwise arise we will sometimes
represent the operation of string concatenation by the symbol  7 - i.e. if X1
denotes the string S1 and X2 denotes the string S2 then X1  X2 denotes
the composite string S1S2. Thus strings are closed under concatenation. We
emphasize that  is a metalinguistic aid to our use of English in describing
the object language A+ and is not a symbol of that language.
As per usual, if Xi denote strings Si (1 ≤ i ≤ n) then the expression
X1 . . . Xn denotes the expression resulting from the ordered concatenation
S1  . . .  Sn.
If X, Y and Z are strings and W is the string X  Y  Z, then we say
that X, Y , and Z are substrings of W . We note that the substring relation is
transitive.
2.2 Designation Systems
Consider a collection Ω of sets of expressions:
(a) A ﬁnite alphabet B consisting of what we call basic symbols.
(b) An alphabet F consisting of function symbols F nm (n,m ≥ 1) where we say
that n is the degree of the function symbol and m is its index or label in
the list of function symbols of the same degree.
(c) An alphabet P consisting of predicate symbols P nm (n,m ≥ 1) where, simi-
larly, we say that n is the degree of the predicate symbol and m is its index
or label in the list of predicate symbols of the same degree.
(d) The set of symbols {x, 1} and a set V ⊂ {x, 1}+ consisting of strings of the
form x 1 . . . 1
︸ ︷︷ ︸
n×
(n ≥ 0) which we call variables.
(e) The set L of symbols {¬,&,∃} which we call the logical symbols. We say
that ¬ is of degree 1 while & and ∃ are each of degree 2.
(f) A set D of expressions called basic designators constructed out of the set
B of basic symbols and perhaps also expressions from the other sets of
expressions thus far deﬁned. In the simplest cases the set D will simply be
the set B of basic symbols.
We refer to an expression that is an element of the union of the sets B, F,
P, V, L, and D as an element of Ω.
We now give an inductive deﬁnition of the set T of terms :
(i) Each element of D is a term.
7 We deliberately choose an asymmetric symbol to indicate the asymmetry of this binary
operation.
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(ii) Each element of V is a term.
(iii) If t1, . . . , tn are terms and F
n
m a function symbol of degree n then F
n
mt1 . . . tn
is a term.
We denote by TΩ the set of all terms constructed from Ω. To indicate that a
term t contains an occurence of a variable v we write it as t(v). We denote by
DΩ the set of all variable free terms that are constructed from Ω. We call DΩ
the set of designators constructed from Ω.
We now give an inductive deﬁnition of the set K of formulae:
(i) If t1, . . . , tn are terms and P
n
m is a predicate symbol of degree n then P
n
mt1 . . . tn
is a formula.
(ii) If v is a variable and F1 and F2 are formulae then so are &F1F2 , ¬F1 , and
∃vF1. We say that F1 is a subformula of ¬F1 and ∃vF1, and that F1 and
F2 are subformulae of &F1F2.
If a formula F contains a variable v then we say that v is bound in the
formula ∃vF . Furthermore if v is bound in a formula F1 and F1 is a subformula
of a formula F then v is bound in F also. If a variable is not bound in a forumla
F then we say that it is free in F . We denote a formula F that contains free
occurences of the variable v by F (v). To indicate that a formula F contains
free occurences of the n variables v1, . . . , vn, and no occurences of other free
variables, we write it as F (v1, . . . , vn) and we say that F is of order n.
We call a formula of order zero (i.e one that has no occurences of free
variables) a sentence. We denote by SΩ the set of all sentences constructed
from Ω.
Note We impose the condition on Ω that any expression consisting of
a ﬁnite concatenation of terms is not itself a term and that any expression
consisting of a ﬁnite concatenation of sentences/formulae is not itself a sen-
tence/formula. This condition represents no real restriction on Ω but merely
guarantees that we may eﬃciently express in Polish notation the sets of terms
and sentences that we construct from it, and yet also preserve the essential
property of unique readability, which we will deﬁne in the next section.
We now deﬁne a general function f on the set DΩ ∪ SΩ which we call
a designation function. We impose certain conditions on f in the values it
ascribes to sentences that contain logical symbols. We will identify these
conditions presently. We identify a set ∆ of expressions which we call the
designata of f . A designation function f will not in general be total on
DΩ ∪SΩ but will be such that it maps the set DΩ of terms into ∆ and the set
SΩ of sentences into the boolean set {true, false}.
We call the function
f : DΩ ∪ SΩ −→ ∆ ∪ {true, false}
a designation function on Ω. For any expression s ∈ DΩ ∪ SΩ such that
f(s) = t, where t is either a boolean or an element of the set ∆ then we say
that s f-designates t, and that the existence of such a t guarantees that s is
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an f -designator. Henceforth we will write this relation as
sf t
When speaking in the most general terms, as we will for most of what follows,
we will drop the subscript f from the expression f and say, simply, that s
designates t.
The other conditions that f must satisfy in order to be a designation
function for Ω are that for any sentences, as per usual, &F1F2  true iﬀ both
F1  true and F2  true, and that &F1F2  false if either F1  false or
F2  false. Similarly we say that ¬F  true iﬀ F  false and, conversely,
that ¬F  false iﬀ F  true. Finally we say that ∃xF  true iﬀ there exists
a designator d such that F [d/x]  true, where F [d/x] denotes the sentence
in which all occurences of the variable x in the formula F , of order 1, are
replaced by the designator d.
Note If P is a predicate symbol of degree n and d1, . . . , dn are designators
such that di  ei for i, 1 ≤ i ≤ n, and Pd1 . . . dn  true then we say that P
is true of the n-tuple (e1, . . . , en).
Note Given a formula F (x1, . . . , xn) of order n and designators d1, . . . , dn
such that di  ei for i, 1 ≤ i ≤ n and F (d1, . . . , dn) true then we say that
F (x1, . . . , xn) is true of the n-tuple (e1, . . . , en), and that F -represents the
set of all such n-tuples of designata.
Given a total and one-one so called naming function g : A+ −→ ∆ we say
that the designation system represents the naming relation g when for all E
there is a unique expression, called its g-name, E ∈ A+ such that E  g(E).
We call an expression E self-designating when E  E, and near-self-
designating when for some expressions Y, Z ∈ A∗ 8 E  Y EZ.
Given a formula F (x) of order 1 and a designator d we call the sentence
F (d) self-predicating when F (d) ≡ F (F (d)). Put another way, if we suppose
that the formula F (x) -represents a set Z ⊂ ∆ then the self-predicating
sentence F (d) has the property that
F (d) true ↔ g(F (d)) ∈ Z.
Considered extensionally, the sentence F (d) may be thought of as asserting
that its own g-name is an element of the set Z.
2.3 Quotational Designation Systems
We call a designation system  a quotational designation system (QDS) if
the set B of basic symbols in Ω is such that there exist expressions s in Ω for
which there exists a unique pair of expressions r and t in B+ such that
rst s.
8 Y,Z may be the empty string.
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We call the expression rst the quotation of s and say that r and t are the
quotation marks associated with s 9 . For example, B could consist, simply, in
the set {, } so that for every expression s ∈ Ω that has a quotation
s  s.
We call a QDS pure if the set D of basic designators in Ω consists just of
its quotations.
Reconsidering the naming function g, it is apparent that a QDS is one
such that when g is the identity function, and hence when every expression
names itself under g, then the unique g-name E associated with E is the
quotation E. We emphasize that it is an essential feature of QDSs that
every expression E be a substring of its own, unique, quotation.
Note A QDS has the property that A+ ⊆ ∆, while a pure QDS has the
property that A+ = ∆.
Note Throughout the remainder of this document expressions of the kind
X = Y will be used to indicate the syntactic identity of the strings denoted
by the expressions X and Y . While we shall not have need of it, we would
normally use the expression X ≡ Y to indicate that the strings X and Y
designate syntactically identical strings - i.e. there exists Z such that X  Z
and Y  Z.
3 The Requirements
We now identify the ﬁve requirements that we shall place on the quotation
schema in constructing our pure QDS.
We say that a pure QDS is:
R1 Universal 10 iﬀ every string in its domain can be quoted.
R2 Finite iﬀ only a ﬁnite number of symbols are used in the construction of all
quotation strings.
R3 Sequential iﬀ all strings in the language are codable as functions from a
ﬁnite initial segment of the natural numbers into the set of symbols of the
language 11 .
Properties R1 − R3 deﬁne what it is for a designation system to be quota-
tional 12 .
R4 Our fourth requirement will be that we may express in a pure QDS n-ary
9 We emphasize that a each expression must be a substring of its quotation for the desig-
nation system to be quotational.
10 It is worth noting, that a QDS cannot be universal if precedence is not given to quotation
symbols over other symbols that invoke designation rules. In a pure QDS this is of course
taken for granted since the basic designators are, by ﬁat, all quotations.
11This, verbatim, is the deﬁnition provided by Boolos on p.397 of Logic Logic Logic.
12 In my view, universality, ﬁniteness, and sequentiality are the fundamental properties of
quotation.
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relations, for n ≥ 2 - i.e. non-unary relations.
R5 Our ﬁfth, and ﬁnal, requirement will be that given any symbol S of degree
n (n ≥ 2) and two distinct tuples of designators (δ1, . . . , δn) and (τ1, . . . , τn)
m,n ≥ 1 if Sδ1 . . . δn = Sτ1 . . . τn then for each i (1 ≤ i ≤ n) δi = τi. This
requirement is known as the unique readablility requirement.
We observe that requirements R1-R3 and R5 are essential to any com-
putable QDS, while R4 discounts QDSs that are artiﬁcially limited their ex-
pressive power.
4 Some Quotational Systems
In a fashion consistent with Smullyan 13 we say that a one-sided QDS is one
in which there exists a symbol ∗ such that for all strings X ∈ A+
∗X  X.
In a string with more than one occurrence of ∗ it is the leftmost that eﬀects
the quotation - e.g. ∗ ∗X∗ ∗X∗.
We note, however, that a one-sided schema for quotation prevents the pos-
sibility of our satisfying R4. This is because, given a symbol S of degree 2 and
designators ∗X and ∗Y , the string S ∗X ∗ Y is not well-formed; since ∗X ∗ Y
is parsed as being a single designator whose designatum is X ∗ Y , and not as
two designators ∗X and ∗Y whose designata are X and Y respectively. Thus
we have:
Lemma 1 One-sided QDSs do not satisfy R4.
An nth-most two-sided QDS is one in which we have a conventional open
and close quote pair   but wherein given a string X
X  X
if and only if X contains n−1 or less (n ≥ 1) occurrences of the close quote .
Thus given a string that contains an open quote  and to its right k occurences
of the close quote, if k < n then it is the kth close quote to the right of the
open quote that is its pair, but if k ≥ n then is it the nth close quote to the
right of our open quote that is its pair. Of course, if the open quote falls within
the scope of a quotation then it will not pair with any close quote since it is, in
eﬀect, frozen by virtue of being quoted. The most common quoting schema is
the 1st-most. Obviously, nth-most two-sided systems fail to be universal since
they cannot quote strings containing n or more close quotes. Thus we have:
Lemma 2 nth-most two-sided QDSs do not satisfy requirement R1.
13 See Chapter 1, Diagonalization and Self-Reference, [14].
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Assuming that we have distinct open and close quotes we could use - as is
the case with the standard use of parentheses - an inside-out pairing rule for
quotation marks but, once again, such a system would not be universal since
it could not quote its close quote. Thus we have:
Lemma 3 Inside-out two-sided QDSs do not satisfy R1.
An alternative system is the last-most two-sided quotational system which,
like the nth-most system, contains an open and close quote pair,  , but
wherein it is the lastmost (rightmost) occurence of a close quote to the right
of open quote that is the open quote’s pair. Of course this means that in any
string it is the leftmost open quote and the rightmost close quote - assuming
that the latter is to the right of the former - that eﬀects the only quotation
possible. Once again this means that in our pure QDS we are incapable of
representing non-unary relations since given a symbol S of degree 2 and des-
ignator X and Y , the string SXY  is not well-formed (i.e. not a
designator) since XY  is parsed as being a single designator whose desig-
natum is XY , and not as two designators whose designata are X and Y ,
respectively. Thus we have:
Lemma 4 Last-most two-sided QDSs do not satisfy R4.
A yet further system is the alternating quotational system in which we
have two pairs of quotation marks:   and 1 1. Each pair behaves as a
1st-most two sided quotation system but also has the property of treating the
other pair of quote marks just like any other symbol. As per usual, a quotation
is initiated by an open quote and terminated by the ﬁrst righthand occurence
of its pair. Any symbol, be it a quote mark or other, that falls in between the
occurences of this pair of quote marks is thus frozen. Thus it is possible to
quote strings of both types of close quotes. For example:
1  . . .
︸ ︷︷ ︸
k×
1   . . .
︸ ︷︷ ︸
k×
(k ≥ 0),
and
 1 . . .1
︸ ︷︷ ︸
k×
  1 . . .1
︸ ︷︷ ︸
k×
(k ≥ 0),
and
1  . . .
︸ ︷︷ ︸
k×
1   1 . . .1
︸ ︷︷ ︸
j×
   . . .
︸ ︷︷ ︸
k×
 1 . . .1
︸ ︷︷ ︸
j×
.
However, we cannot quote strings that contain both types of close quote
and yet again our system fails to be universal.
It does not further our cause to extend   and 1 1 to be so that they are
interpreted as being nth-most and mth-most (n,m ≥ 1) two-sided quotation
schema, respectively, since we still cannot quote strings consisting of both n
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occurences of  and m occurences of 1. Thus we have:
Lemma 5 Alternating two-sided QDSs do not satisfy R1.
So as to achieve universality, we could continue indeﬁnitely to augment
our system with yet more pairs of quotation marks by assuming that for all
n ∈ N we had a pair n n, but, assuming that each n is a symbol in its own
right, then our system would not be ﬁnite. Thus we have:
Lemma 6 Inﬁnite alternating two-sided QDSs do not satisfy R2.
(Nonetheless, as we will see in section 5, we are here close to a solution
that will satisfy all ﬁve requirements.)
Nor have we made any particularly important assumptions in deﬁning our
two-sided quotational systems by assuming that the open and close quotes
were distinct. Precisely the same objections would obtain, as have been de-
lineated thus far, if they were not.
In summary we note that any pure QDS that achieves universality by dint
of having a rightmost rule does so at the expense of being able to represent non-
unary relations. Any purely quotational system that has need of a rightmost
rule in eﬀecting even just one quotation - X, say - can only then represent
unary relations. This is because it becomes impossible for n-ary relations
to take as arguments X . . . X
︸ ︷︷ ︸
n×
since this is interpreted as being a single
designator whose designatum is X . . . X
︸ ︷︷ ︸
n×
, and not as n designators each of
whose designata is X. It will not do to try to elide this problem by saying that
such n-ary relations are not defined on such arguments. That is a semantic
failing, whereas here the failing is entirely syntactic.
In a system that has only ﬁnitely many quotation marks - and, of course,
only ﬁnitely many rules for establishing the close quote associated with any
open quote - since there are inﬁnitely many strings consisting solely of quota-
tion marks, we cannot quote all such strings without recourse to a rightmost
rule somewhere.
Lemma 7 In a QDS containing one or two pairs of quotation marks R1
and R4 are mutually exclusive.
Proof Case for one pair : (See discussion above.)
Case for two pairs : Suppose that the two pairs of quotation marks consist
of the indexed expressions 1 , 1 and 2 , 2. We assume our system to be
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universal and show that it cannot satisfy R4. This amounts to showing that
there exists an expression whose quotation consists in the concatenation of
the quotations of some ﬁnite set of smaller expressions.
We denote by [1] and [2] the classes of expressions quoted by the pairs 1 ,
1 and 2 , 2 respectively. To indicate that an expression X is ∈ [1] we write
it as X1. Similarly to advertise that some X ∈ [2] we write it as X2.
The expression · · · will be used to indicate any finite concatenation of
quotations.
Without loss of generality we assume that [1] and [2] are disjoint.
Our proof proceeds in two stages:
(a) Suppose that for all Xi, Xk, (i , k ∈ {1, 2}) and any ﬁnite concatenation
· · · of quotations it is the case that all expressions of the form
Xii · · · kXk
are in the class [i] of quotations. (A similar argument to the following applies
if we were to assume such expressions to belong exclusively to the class [k] of
quotations.)
We may thus suppose that there exist Y2 and Y1 such that the expression
A = Y22 · · · 1Y1 is ∈ [2].
Then consider the expression B of the form
X1 1 · · · 2 Y22 · · · 1Y1
︸ ︷︷ ︸
A∈[2]
.
By virtue of our supposition B ∈ [1]. Thus the quotation q(B) of B is of
the form
1 X1 1 · · · 2 Y2 2 · · · 1 Y1 1.
Thus the quotation q(B) consists in the concatenation of quotations and hence
R1 is achieved at the expense of R4.
(b) The converse supposition to that in (a) is to suppose that there exist ex-
pressions A, of the form X11 · · · 2X2, and B, of the form X22 · · · 1X1,
such that both A and B ∈ [2]. (Of course, there is no loss of generality here
in supposing A and B to be in [2] rather than [1]).
Consider expression C of the form
X1 1 · · ·  2 X2
︸ ︷︷ ︸
A∈[2]
2 · · · 2 X2 2 · · · 1 X1
︸ ︷︷ ︸
B∈[2]
.
It will be obvious from this that whether C ∈ [1] or C ∈ [2] the quotation
q(C) will consist of the concatenation of quotations and hence requirement
R1 must be satisﬁed at the expense of requirement R4. This completes the
proof that in QDSs requirements R1 and R4 are mutually exclusive.
Note Strong evidence exists to the eﬀect that conditions R1, R2, and R4
cannot be jointly satisﬁed by a pure QDS in which there are only a ﬁnite
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number of pairs of quotation marks. However, a proof of the existence or
non-existence of such a QDS remains elusive.
Boolos 14 identiﬁes further solutions such as quotation via underlining and
box enclosure as failing to meet the requirements of sequentiality since they
are continuous symbols ranging over symbols. Our own view is that they are
equally in breach of the ﬁniteness requirement. Boolos further notes that so-
lutions such as italicization fail to meet the requirement of ﬁniteness since an
inﬁnite number of fonts are required in order to be able to eﬀect the quote of
any quote. Thus we have:
Lemma 8 QDSs that eﬀect quotation through continuous symbols do not
satisfy R3.
Lemma 9 QDSs that eﬀect quotation through iterative changes of font do
not satisfy R2.
We have not room here to consider in depth syntactic systems of two (or
more) dimensions (which we have not seen considered elsewhere) and whether
or not they provide a straightforward solution to our problem. We state here
that they do not and refer the reader for further investigation to [7].
5 Parametrized Quotation and Chopping Functions
In this section we present two solutions to the problem of devising a pure QDS
that satisﬁes R1-R5. We mention without proof, a third solution that bears
a close resemblance to our ﬁrst.
5.1 Parametrized Quotation
We here present two new quotation mechanisms, and three solutions in all,
to the problem of constructing QDSs that satisfy R1-R5. The Ordered Pair
Theorem is especially simple and for which only minor alterations to the above
proof of the Unique Readability Theorem above are necessary. This version
shall be known as parametrized one-sided quotation.
We cumbersomely call a pure QDS parametrized one-sided quotational if
the set B of basic symbols contains a symbols ∗ , 1 and, for each n ≥ 1 de-
noting a string 1 . . . 1
︸ ︷︷ ︸
n×
consisting of just n 1s by n¯ then for any expression X
of length n, the expression n¯ ∗ X is the parametrized one-sided quotation of
X in that n¯ ∗X  X iﬀ |X| = n.
Theorem 1 Parametrized one-sided QDSs satisfy R1.
Proof For all n ≥ 1 if |X| = n then n¯ ∗X  X.
14 See [1].
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Theorem 2 Parametrized one-sided QDSs satisfy R2.
Proof As we assume that the sets F, P, V, and L of function, predicate,
variable, and logical symbols, respectively, are ﬁnite adding the set B of basic
symbols consisting of just ∗ , 1 means that the alphabet A of  is ﬁnite and
hence that  satisﬁes R2.
Theorem 3 Parametrized one-sided QDSs satisfy R3.
Proof Since the alphabet A is ﬁnite, of size k, say, its atoms can be ordered
a1, . . . , ak. Imagine a Go¨del numbering g from A
+ to decimals such that
g(ai) = 8 9 . . . 9︸ ︷︷ ︸
i×
and for all X, Y ∈ A+, g(XY ) = g(X)g(Y ). We see that as
g preserves concatenation with respect to decimal representation of numbers
so it is one-one. Now if X ∈ A+ is such that g maps it to the jth least Go¨del
number then assign X the number j. Call this assignment h. Since for all
X, Y ∈ A+, 0 < |X| and, if |X| ≤ |Y | then h(X) ≤ h(Y ), so h is computable.
Thus we see that  satisﬁes R3.
We presently show that parametrized one-sided quotational QDSs also
satisfy R5 in such a way that it will follow quite naturally that they also
satisfy R4.
Firstly, we denote by s(X) the parametrized one-sided quotation of the
string X. We denote by (X, Y ) the expression s(X)  Y . We identify a
property called the ordered pair property 15 such that if (X, Y ) = (Z,W )
then X = Z and Y = W .
Fact 1 If S1, S2, S3, S4 are strings such that S1  S2 and S3  S4 are
syntactically identical (i.e. S1  S2 = S3  S4), and either |S1| = |S3| or
|S2| = |S4|, then S1 = S3 and S2 = S4.
Lemma 10 Parametrized one-sided QDSs have the ordered pair property.
Proof Suppose that (X, Y ) = (Z,W ). Then s(X)  Y = s(Z)  W . Sup-
pose that |X| = k and that |Z| = m. Then we have that k¯∗X  Y = m¯∗Z 
W . Since k¯ and m¯ contain only 1s it follows that |k| = |m| and hence that
k = m by Fact 1. Therefore |X| = |Z| and again by Fact 1 X = Z, and
thereby Y = W .
Corollary 1 If s(X) = s(Z) then X = Z.
Proof Let Y = W = φ in the above proof.
Theorem 4 Given a parametrized one-sided pure QDS that contains a
15This name is due to Boolos. See [1].
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symbol S, of degree n, and designators δ1, . . . , δn, τ1, . . . , τn, and Σ such that
Σ = Sδ1 . . . δn = Sτ1 . . . τn,
then δi = τi for all i such that 1 ≤ i ≤ n. Put simply,  satisﬁes R5.
Proof 16 Let Σ be a designator. Then Σ either begins with 1 or with a symbol
of some degree n ≥ 1. If the ﬁrst case obtains then Σ = s(X) for some string
X. But then if also Σ = s(Y ) then X = Y by the corollary to the ordered
pair theorem.
Thus we assume that Σ begins with a symbol S of degree n and that for
some designators δ1, . . . , δn, Σ = Sδ1 . . . δn. To prove the theorem it is suﬃces
to show that if for some designators τ1, . . . , τn, Σ = Sτ1 . . . τn then δi = τi for
each i, 1 ≤ i ≤ n.
Since Σ = Sδ1 . . . δn = Sτ1 . . . τn then δ1 . . . δn = τ1 . . . τn - i.e. δ1  . . . 
δn = τ1  . . .  τn. We conclude the proof by showing by induction onm that,
more generally, if for all i, 1 ≤ i ≤ m, δi is a designator, for all j, 1 ≤ j ≤ n, τj
is a designator, and δ1 . . . δm = τ1 . . . τn, then m = n and for all i, 1 ≤ i ≤ m,
δi = τi.
Case 1. δ1 begins with a 1. Then τ1 also begins with a 1 and for some
expressions X and Y , δ1 = s(X) and τ1 = s(Y ). By the ordered pair theorem,
δ1 = τ1 and δ2 . . . δm = τ2 . . . τn. Since δ2 . . . δm is shorter than δ1 . . . δm, by the
induction hypothesis, m − 1 = n − 1, whence m = n and for all 2 ≤ i ≤ m,
δi = τi. Thus for all 1 ≤ i ≤ m, δi = τi.
Case 2. The ﬁrst symbol R of δ1 is of degree d. Then the ﬁrst of τ1 is also R,
and for some strings π1, . . . , πd, ρ1, . . . , ρd, δ1 = Rπ1 . . . πd, and τ1 = Rρ1 . . . ρd.
Thus
Rπ1 . . . πdδ2 . . . δm = Rρ1 . . . ρdτ2 . . . τn,
and so
π1 . . . πdδ2 . . . δm = ρ1 . . . ρdτ2 . . . τn.
Since π1 . . . πdδ2 . . . δm is shorter than δ1 . . . δm, by the induction hypothe-
sis, d +m − 1 = d + n − 1, whence m = n, and for all i, 1 ≤ i ≤ d, πi = ρi,
and thus δ1 = Rπ1 . . . πd = Rρ1 . . . ρd = τ1, and for all i, 2 ≤ i ≤ m, δi = τi.
Thus for all i 1 ≤ i ≤ m, δi = τi.
Hence we see that any pure QDS constructed upon a parametrized one-
sided quotation mechanism satisﬁes R5 - i.e. that of unique readability. That
such systems also satisfy R4 is an obvious consequence of the unique read-
ability theorem. For given some symbol S of degree n, and arbitrary strings
X1, . . . , Xn, the string S  s(X1)  . . .  s(Xn) can be parsed only one
way; namely as the symbol S of degree n concatenated with the parametrized
16This proof owes its structure to an analogous proof given in [1] on p.404 of Logic Logic
Logic for his system of quotation.
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one-sided quotation of the string X1 conatenated with . . . concatenated with
the parametrized quotation of the string Xn. Thus we can, indeed, represent
non-unary relations in  and so we have proven that:
Theorem 5 QDSs of the same kind as  above satisfy R4.
Thus we have shown that any pure QDS whose quotation schema is that
of parametrized one-sided quotation satisﬁes R1-R5.
Note There is an alternative form of parametrized quotation called two-
sided parametrized quotation whereby the the expression
1 . . . 1
︸ ︷︷ ︸
n+1×
∗X∗
is the parametrized two-sided quotation of the string X iﬀ X contains exactly
n occurences of the symbol ∗. Pure QDSs built upon such quotation schema
may also be shown to satisfy requirements R1-R5.
5.2 Chopping Functions
Consider the QDS c in which the set B of of basic symbols consists of just
the symbol ∗, and in which the set F of function symbols contains a symbol
C and the subscripts 1 and 2. We will suppose that ∗ behaves in c just like
Smullyan’s one-sided quotation mechanism in that for all X ∈ A+, ∗X c X.
We therefore assume that every well-formed expression in A+ contains at
most one quotation since the leftmost occurrence of ∗ will have the eﬀect of
quoting everything to its right. It is with a view to preventing the expressive
limitation considered in Lemma 1 that we introduce the so-called chopping
functions.
Call a string of the form 1...1
︸︷︷︸
n×
2 a dyadic string and we denote by δn. We
will deﬁne a string of the form Cδn1 . . . δnk to denote a chopping function, and
given X ∈ A+ such that |X| = n1 + . . .+ nk (in other words X is of the form
Y1 , . . . , Yk where |Yi| = ni, 1 ≤ i ≤ k) we will regard as well-formed the
expression Cδn1 . . . δnk ∗X, and suppose that
Cδn1 . . . δnk ∗X c Y1, . . . , Yn.
In other words, a chopping function Cδn1 . . . δnk takes a string X length n1 +
. . .+nk and returns a k-tuple of strings in which the ﬁrst element is the string
consisting of the ﬁrst n1 symbols of X, the second element is string consisting
of the next n2 symbols of X, . . . , and the kth element is the string consisting
of the last nk symbols of X. For example, letting X = C ∗ C, k = 2, n1 =112
and n2 =12 we see that
C11212 ∗ C ∗ C c C ∗ , C.
We regard the set D of basic designators as consisting of the set of all
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quotations ∗X and all of chopping functions applied to all quotations - i.e.
expressions of the form Cδn1 . . . δnk ∗X, where |X| = n1 + . . . + nk. In order
to build up terms and formulae etc. it is necessary to employ a subtle variant
of the parsing mechanism for Polish notation since all of the arguments to
function and predicate symbols are to be found encoded at the end of the
string via one-sided quotation and chopping functions. It will be necessary
to augment our syntax with assignment functions αi (i ∈ N) that represent a
formalization of the demonstrative pronoun that in English. The idea is quite
simple in that we convert wﬀs of the parametrized one-sided QDS in the pre-
vious section into a wﬀ of our new chopping function based system as follows:
take a wﬀ W in the one-sided parametrized QDS, and, supposing that there
are k occurrences of quotations 17 in W , identify the ith leftmost occurrence
of a quotation as qi; suppose that qi  ri ; for each i, replace each qi with
an assignment function αi
18 ; we denote the result by W [α1/q1] . . . [αk/qk];
construct the string r1 . . . rk consisting of the concatenation, in sequence, of
the k designata of the quotations qi in W ; suppose that |ri| = ni and that, as
before, δi is the dyadic string 1...1
︸︷︷︸
ni×
2; we declare that the string
W [α1/q1] . . . [αk/qk]Cδ1 . . . δk ∗ r1 . . . rk
is the chopping function equivalent of W in our new system. We note that
the expressionW [α1/q1] . . . [αk/qk] is parsed Polish notationally and that each
αi is interpreted as an identity function that returns the ith of a sequence of
strings produced by applying the chopping function, represented by Cδ1 . . . δk,
to the designatum of ∗r1 . . . rk - i.e. to the string r1 . . . rk.
Theorem 6 c satisﬁes R1.
Proof For X ∈ A+ ∗X  X.
Theorem 7 c satisﬁes R2.
Proof Obvious analogue of Theorem 2, since the set B of basic symbols con-
sists of just ∗ and α.
Theorem 8 c satisﬁes R3.
Proof Obvious analogue of Theorem 3.
Theorem 9 c satisﬁes R5.
Proof Consider a wﬀ W ofc. By our above algorithm for the construction
of wﬀs in c W is of the form
w[α1/q1] . . . [αn/qn]Cδ1 . . . δn ∗ r1 . . . rn
where w is a wﬀ in the parametrized one-sided QDS . We suppose the
17There are, of course, potentially no such occurrences.
18We assume that the subscripts i are dyadic strings.
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symbol α ∈/ V, F, P, L and state, without proof 19 , that since strings consist-
ing of αis are uniquely readable so too is the expression w[α1/q1] . . . [αn/qn],
which diﬀers only from w by virtue of αis being substituted for quotations.
The question as to the unique readability of W thus hinges upon that of the
expression Cδ1 . . . δn ∗ r1 . . . rn. Suppose that this expression could also be
parsed as Cβ1 . . . βm ∗ s1 . . . sm. Obviously, both start with C so we consider
δ1 and β1. Since these are of the form 1...1
︸︷︷︸
k1×
2 and 1...1
︸︷︷︸
l1×
2 it follows that k1 = l1
and hence that δ1 = β1. By the same reasoning it follows that δi = βi (i ≤
min(n,m)). We note that since the explicit occurrence of ∗ in each expression
is, by supposition, the leftmost such, and since both expressions are overall
identical, so both explicit occurrences of ∗ are in fact the same occurrence,
and from this it follows that n = m. Since n = m and δi = βi it follows
that |ri| = |si| (1 ≤ i ≤ n) and by dint of Fact 1 r1 . . . rn = s1 . . . sn. This
completes the proof.
Theorem 10 c satisﬁes R4.
Proof Given that by Theorem 4  represents arbitrary non-unary relations,
that by deﬁnition the sets of wﬀs of  and c are isomorphic, and that, by
theorems 4 and 9 this isomorphism preserves unique readability, so we have it
that c satisﬁes R4.
6 Manifold Self-Reference and Parametrized Quotation
6.1 Parametrized Diagonalization
While in fact a more general concept we here regard Diagonalization as a class
of functions from strings to strings. Speciﬁcally, it characterizes those opera-
tions on strings in which one replaces all occurrences of a particular variable
in a string with some token of the string itself. It may, as we will see, involve
further operations as well, but this is in essence what diagonalization functions
do. In any designational system there is way of constructing expressions from
predicate and function symbols and basic designators which are interpreted as
being the application of the predicate/function to the designatum of the basic
designator. Such a construction is, at a syntactic level, an applicative struc-
ture. A diagonalization function for a designation system is one that takes as
argument a string, and in so far as this string represents a function or predi-
cate, it returns the applicative structure consisting of this function/predicate
string applied to its own name.
In a pure QDS with quotation schema q (i.e. we denote by q(X) the
quotation of the string X) we normally deﬁne the x-diagonalization of the
19 See [7]
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string Y to be the string
Y [q(Y )/x] .
where, as before, we note that Y [q(Y )/x] denotes the string that results from
replacing all occurrences of the variable x in the string Y with the string q(Y ).
We note however that given any one-one and total syntactic function f , the
syntactic function g(Y ) = f(Y [q(Y )/x]) may also be regarded as a diagonal-
ization function.
We now consider an arbitrary pure QDS, , whose quotation schema is
that of one-sided parametrized quotation as discussed above.
We will further assume that the symbol δ is a function symbol of degree 1
with the following designational property in a generalized purely quotational
designational system :
Given a designator X, if X  Y then δX  Y [q(Y )/x], where Y [q(Y )/x] is
the x-diagonalization of the string Y .
We may say that δ represents in  the parametrized x-diagonalization
function.
Examples:
In the following examples we take x and y as variables in the domain A of our
generalized designation system :
(i) We want to ﬁnd the designatum of δ2 ∗ xy. Since 2 ∗ xy  xy. Letting Y
= xy, thus δ2 ∗ xy  2 ∗ xy
︸ ︷︷ ︸
s(Y )
y.
(ii) We want to ﬁnd the designatum of δ3 ∗ xyx. Since 3 ∗ xyx  xyx
δ3 ∗ xyx  3 ∗ xyx
︸ ︷︷ ︸
s(xyx)
y 3 ∗ xyx
︸ ︷︷ ︸
s(xyx)
(iii) Let P denote a unary predicate applicable to syntactic forms such that if
X  Y then PX  true iﬀ the property represented by P is true of Y .
Consider the expression
Pδ3 ∗ Pδx
Since 3 ∗ Pδx  Pδx so δ3 ∗ Pδx  Pδ3 ∗ Pδx. Therefore the expression
S = Pδ3 ∗ Pδx is in fact a sentence such that S  true iﬀ the property
represented by the unary predicate P is true of the syntactic form S itself.
6.2 Manifold Self-Reference
As was noted at the end of section 1 we regard a formula F (x1, . . . , xn) of
degree n as representing in a QDS some n-ary relation. By identifying the
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arguments x1, . . . , xn we get a formula F (x , . . . , x) of degree 1, which we
denote by F ′(x), say, and this formula also represents in our QDS a relation
of degree 1. We want our QDS to totally be self-predicational over unary
relations in that for every unary relation (set) Rel1 that is representable in
it there is a sentence S such that S  true iﬀ Rel1 is true of S itself. Now
unless the set of all unary relations represented by formulae in our system has
a single predicate representation 20 - in that for every formula F (x1, . . . , xn)
of degree n there is some predicate symbol P n such that for all designators
d1, . . . , dn, P d1, . . . , dn  true iﬀ F (d1, . . . , dn) true - then there will exist
certain formulae containing more than one occurrence of a variable x, and no
other variables, (e.g. F ′(x) above) which alone represent in our QDS some
unary relation. It is this manifold occurrence of a variable in such formulae of
degree 1 that necessitates the above analysis of requirements R1-R5 in QDSs,
since self-predicational sentences constructed out of formulae of the form F ′(x)
may contain many, logically connected, predicates.
If every formula of degree 1 had an equivalent predicate P 1 - e.g. for any
unary predicates P and Q there exists a unary predicate T such that the
formulae &PxQx and Tx are semantically equivalent 21 - then F (x) would
equal P 1x and we would not have to worry about issues surrounding the con-
catenation of quotations, there being only one quotation to instantiate in the
formula P 1x.
In general, consider a logical connective Γ, of degree r, and r arbitrary
predicates, P k, P l, . . . , Pm, of degrees k, l, . . . ,m. We construct the formula
K = ΓP k δx . . . δx
︸ ︷︷ ︸
k×
P l δx . . . δx
︸ ︷︷ ︸
l×
. . . Pm δx . . . δx
︸ ︷︷ ︸
m×
.
We want the general form of a sentence SELF such that SELF  true if
and only if a formula K, of degree 1, - built from the logical connective Γ of
degree r and the predicates P k, P l, . . . , Pm - is true of SELF .
Denoting by s(K) the one-sided parametrized quotation of the formula K,
as before, we have the following theorem:
Theorem The general form of the sentence SELF is
ΓP k δs(K) . . . δs(K)
︸ ︷︷ ︸
k×
P l δs(K) . . . δs(K)
︸ ︷︷ ︸
l×
. . . Pm δs(K) . . . δs(K)
︸ ︷︷ ︸
m×
.
Note A similar result obtains for two-sided parametrized QDSs.
20Of course, if we did have such completeness and closure over the set of predicate symbols
then we would have no need of the logical connectives.
21Of course, we would have no need of logical connectives in such a system.
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6.3 Manifold Self-Reference in Other Systems
We note that it can be shown that pure QDSs constructed using two-sided
parametrized quotation, Smullyan one-sided quotation augmented with chop-
ping functions, Boolos quotation, or, indeed, that of the partial 22 inside-out
quotation schema, and in which are represented the related diagonalization
functions, readily admit of manifold self-reference.
7 Conclusion
In conclusion we have formalized the properties of quotation and (syntactic)
self-reference by specifying the formal designation system, and the QDS in
particular. We have identiﬁed ﬁve essential requirements (R1-R5) that QDSs
must satisfy, we have demonstrated the failure of many plausible systems in
this regard, and have alluded to the failure of yet more. In remedying the
situation we have provided three solutions, demonstrating two of them. We
note that the presence in our designation system c of a function called the
norm-function N 23 - whose property is such that if X c Y then NX c
Y ∗ Y - lends tremendous self-referential utility to chopping function based
systems 24 .
It is our hope that our resolution of these issues will enhance the under-
standing of self-reference programs in a way that some of the more arbitrary,
and ultimately less useful, theoretical constructs have not.
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