ABSTRACT
INTRODUCTION
Many protein domains or families can be characterized by short amino acid motifs comprising conserved and variable positions, possibly with spacer regions in between. Such motifs are collected in the Prosite database Hofmann et al. (1999) . Some Prosite patterns occur very frequently, e.g. the so-called P-loop which is given by Alanine or Glycine, then any four residues, then Glycine, followed by Lysine, and lastly Serine or Threonine. In Prosite syntax this is denoted '[AG]-x(4)-G-K- [ST] '. More intricate patterns are far less common than this abundant one. In this article, we study the number of exact matches of Prosite motifs in complete proteomes; the 'matching model' therefore is less powerful than models such as Patscan's † , but we are concerned with statistical results, which Patscan is not. We are not studying 'local' properties such as assigning proteins to families, which is the scope of Pfam (Bateman et al. (2002) ), but 'global' or large scale properties of proteomes. Considering the number of occurrences of HMM's hits in proteomes would lead to a difficult problem: what p-value should be used? In contrast, our statistical approach is only based on the distribution of the amino-acids in the proteomes. Utilizing recently developed mathematical tools to compute how frequently a particular motif is expected to occur, we suggest a biological interpretation of statistical over-or underrepresentation of a motif in the proteome of an organism.
A pattern as frequent as the P-loop is unlikely to be functional wherever it is found in a protein. The cell will recognize the instruction contained in the motif only when the amino acids occur in the right conformation on the surface of the protein. Thus, when one counts occurrences of motifs in proteins one may expect to observe the sum of random occurrences plus the 'functional' occurrences. By looking at protein sequences as random text we estimate the level at which we expect to find a particular pattern by chance. As a consequence, our study searches for systematic deviations from the expected frequency.
Recent statistical work on words and on matches of regular expressions, that is reviewed below, provides us with estimates of how often we expect to observe a particular motif by chance alone. Furthermore, it lets us judge whether a motif is significantly under-or overrepresented in a set of proteins. By under/overrepresentation we mean that the motif occurs significantly less, or more often, than expected, [by chance]. When one specifies the set of proteins under study to be the complete set of gene-products of a particular organism, i.e. its proteome, one can assess for any motif whether in that organism it occurs in a quantity that is expected by chance, or whether it is over-or under-represented. Thus, the focus on a complete proteome lays the basis to assess whether one looks at the consequence of a biological function in that organism or merely at chance occurrences. † http://www-unix.mcs.anl.gov/compbio/PatScan/HTML/patscan.html 
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Inspection of initial results along those lines led to some remarkable findings. There are indeed motifs which in some organisms are highly over-represented while in other organisms they occur as expected. While in many cases, average occurrence may mean a count of zero, in other cases it will be a positive count. This, in turn, might be taken to be evidence for the associated function or fold to be present in that organism. However, the fact that in other organisms the same motif occurs much more frequently than expected might indicate that it is only functional in those organisms, whereas in an organism where the number of occurrences is low we are simply looking at a chance product. If this holds true, statistical overrepresentation of a motif in a complete genome would provide us with a clue towards functionality of that motif. It would allow us to discern chance occurrence within one organism based on the over-representation in another one. This aspect seems to be of sufficient interest to merit a dedicated study, on which we want to report here.
MOTIF STATISTICS

State of the art
From a mathematical viewpoint, the Prosite motifs describe finite languages (sets of words) that are themselves a subclass of the (possibly infinite) regular languages. Therefore, motif statistics belong to the field of word statistics. In a pioneer work, Guibas and Odlyzko (1981) introduced the autocorrelation polynomial for the case of patterns defined by one word. This polynomial describes the self-overlapping structure of a word. They considered the probability of match of one word in a random text, or the waiting time for the first match. They used univariate generating functions to model these problems. The next step was to study the word frequency (or set of words) in random texts. Pevzner et al. (1989) consider patterns allowing fixed length gaps of don't care symbols. In recent years, Regnier (1998 Regnier ( , 2000 and Regnier and Szpankowski (1998) study finite sets of words in Bernoulli or Markov texts, proving asymptotic (1) Gaussian laws and (2) Poisson distributions when the number of occurrences respectively is O(n) and O(1). They provide closed formulae for the expectation and the variance of the number of matches in the Bernoulli and Markov cases. The mathematical tool used is the asymptotic analysis of bivariate generating functions, where one variable counts the length of the random text, and the second variable counts the number of occurrences of the motif. Sinha and Tompa (2000) give a filtering method for exhaustive search of exceptional patterns of fixed length including multiple choice letters and Jensen and Knudsen (2000) use hypergeometric statistics to extract exceptional words from sets of sequences. Schbath et al. (1995) , , and Reinert and Schbath (1998) study by probabilistic methods words with unexpected frequencies and multiple words. Using Poisson approximation and the Chen-Stein method, Reinert and Schbath (1998) showed that the number of occurrences of non overlapping finite sets of words is asymptotically Poisson, the total deviation error being O(1/n) for texts of size n. Nicodème et al. (to appear) consider the case of matches with any regular expression. Using marked automata that recognize random texts where a mark is added after each match, and applying the Chomski-Schützenberger algorithm, they compute the bivariate generating function counting the number of matches. From there, they give algorithms to compute exactly or asymptotically the expectation and the variance of the number of matches, and they prove an asymptotic normal distribution. Nicodème (2001) considers the subclass of non self-overlapping motifs in the Bernoulli model; in this latter case, he proves a Poisson law for rare occurrences in large texts and gives a closed formula for the expectation. He verifies numerically that these results apply with a good approximation to motifs whose expectation is not too large. This is induced by the fact that, when the probability of occurrence of a motif is small, the probability of self-overlapping is much smaller.
Sketch of the statistical method
Now we briefly describe here our statistical and algorithmic approach. For full details, we refer to Nicodème (2001) and to Nicodème et al. (to appear) for the approximate and exact computation methods, respectively.
We use a non-uniform Bernoulli model with letters drawn independently from a non-uniform letter distribution to model the proteomes we analyze ‡ . In this section we consider the bivariate generating function
where X n is the random variable counting the number of matches with the considered motif in a (random) text of size n in the renewal context. Let µ n = E(X n ) denote the corresponding expectation and [z n ]φ(z) denote the n th Taylor coefficient of a function φ(z). We have
‡ This model takes the GC content of the genomes into account. An alternative model is obtained by shuffling (possibly with use of a sliding window) each proteome several times and counting the motif occurrences found in the shuffled proteomes. This model could be superior in a biological viewpoint; however it is so computationally intensive (in particular for rare events) that it could not provide the required statistics in a reasonnable amount of time. and
where P(z) and Q(z) are polynomials such that P(1)Q(1) = 0, and α and β are functions of P(1), Q(1), P (1) and Q (1). Equation 2 is a consequence of the presence of the dominant pole z = 1 in F(z, 1). It follows from Perron-Frobenius theory for non-negative matrices that all the moduli of the roots of the equation Q(z) = 0 are larger than 1. The asymptotic value of µ n is obtained by singularity analysis in the neighborhood of z = 1.
Approximate computations. For non self-overlapping motifs, there is a closed formula for the bivariate generating function counting the number of matches. Consider an alphabet and a motif M ⊂ . Let
where π w and |w| respectively are the probability and the number of letters of the word w. Let N = − M and N (z) respectively be the language of texts over that are not matched by the motif M and its generating function. Parsing the texts by the occurrences of the motif, we have the equations
where m is the union of all the texts of where a mark m has been inserted after each match with M. This translates to the following two equations on generating functions,
Eliminating N (z) between the two equations gives
and from there we obtain the expectation. Taking the Taylor expansion of F (z, u) in the neighborhood of u = 0, this gives after some analysis that, asymptotically, rare occurrences obey a Poisson law,
In this last equation, ρ is the only root of the equation 1 − z + M(z) = 0 inside the disk centered at the origin and of radius 2. This root is real and larger than 1. As mentioned earlier, for most motifs, the self-overlapping structure is weak, and the results (expectation, Poisson law) computed without taking in account the overlap structure are good approximations. However, this is false for motifs whose occurrence probability is large (inducing often a large probability of self-overlap). We note that these motifs have large expectations and use the exact computation described in the following section for them.
Exact computation. The exact computation uses an automaton construction. We refer to standard textbooks such as Kelley (1995) or Kozen (1997) for the definitions regarding automata. As an example, we present the computation for the motif aba on the two letter alphabet = {a, b}. The method generalizes to any regular expression over a finite alphabet. The (renewal) DFA A of Figure 1 is deduced from a DFA recognizing the language aba by moving the transitions from the terminal states to the states accessed with the same letter from the start state. The (renewal) marked DFA A m of Figure 2 recognizes texts where a mark m is inserted after each match with aba. In these automata, the initial state is state 0, and the final states are represented by a square. The large circle of state 3 of A m means that this state is marked. Entering this state with any transition implies the insertion of the letter m. The Chomski-Schützeberger algorithm works as follows. We consider the deterministic automaton A m from Figure 2 . For j ∈ {0, 1, 2, 3}, we introduce the language L j of all words recognized by the automaton with start state ( j) and final state (3). The languages are connected by the system of formal equations
where is the empty word. These equations translate to the linear system on generating functions
whose solution gives (with probability π a and π b for letters a and b)
and
where a, b, m) counts the number of texts with i letters a, j letters b and k matches and f n,k is the probability that a text of size n contains k matches. From there, we obtain the expectation for texts of size n as mentioned in Equation 2.
CALIBRATION TO CORRECT FOR DIFFERENT GENOME SIZE
In the context of the current work, the theory summarized above shall be employed to compare the abundance of a certain motif across different organisms. To obtain an intuitive measure of significance we first map the p-values into a standard normal such that one can meaningfully describe abundance in terms of standard deviations below/above the mean. Let us consider X P µ , a Poisson random variable of expectation µ, and Y N a random variable with standard Gaussian distribution. Let ω n represent the number of observations of a motif in a proteome of size n, and p = P(X P µ ≥ ω n ) if ω n > µ and p = P(X P µ ≤ ω n ) if ω n < µ. We define the statistical calibration γ n of these observations by γ n = [sign of(ω n − µ)]× x where x is the root of the equation
We thus scale a p-value computed on a Poisson distribution onto a Gaussian distribution. We do not use a Poisson approximation method (such as used by Chen and Stein), but apply the results proving that the Poisson distribution is a good approximation of the distribution of number of occurrences for most motifs for proteomes with hundreds of thousands of amino-acids. A further problem arises from comparing calibrations for proteomes with very different length. The proteome of Arabidopsis is about seventy times larger than the proteome of Mycoplasma genitalium. The calibration described above is not stable when expectations and observations are scaled up or down linearly. A Z−score Z = ω−µ √ µ would not be stable either. A helpful and plausible assumption would be that the number of occurrences of most Prosite motifs is linear with the size of the proteome. We accept this as a basis for our genome comparisons and thus scale every proteome to a 'standard proteome size' of 1 million amino-acids. Thus, we define µ s = 10 6 n µ n , ω s = 10 6 n ω n , where n is the size of the proteome. From µ s and ω s we compute γ s . See Figure 7 for examples.
PROTEOME COMPARISON
The frequency analysis of Prosite motifs has been carried out for the complete predicted proteomes of the 42 organisms listed in Table 1 . We focussed on Prosite motifs that were fairly frequent because otherwise the discrete nature of the observed counts would make it impossible to assess statistical significance in any meaningful way. This results in 266 Prosite motifs that we used for this study. The number of occurrences of each motif in the proteome of each organism was determined and, for each motif, its expected distribution was computed. This allowed us to assign to each motif and each proteome the number of standard deviations by which the observed frequency differed from the expected values. Figure 6 gives values for observed and expected motif frequency. Figure 7 demonstrates the effect of scaling to a common genome size. The plots in Figure 4 are the key visualization tool for the differences in abundance of this subset of motifs in the 42 organisms. Organisms are grouped into Eukaryotes (E), Archeae (AB), and Eubacteria (Ae to C) divided along a taxonomy from NCBI ( Figure 3 and Figure 5 ). Each row of a plot corresponds to one organism. Horizontal bars in the plots indicate the number of standard deviations the calibrated observed counts are away from calibrated expectation.
Effect of calibration. The effect of the calibration procedure can be seen on the example of the DEAD helicases Figure 7) . See also Figure 6 for the unscaled expectations and observations of the motifs. 
(Prosite motif PS00039). Helicases, and in particular the subfamily characterized by the sequence motif DEAD/DEAH, are essential in RNA metabolism and processing and thus can be found in all organisms. Inspection of the absolute frequency of the Prosite motif shows a much larger number of occurrences in the four eukaryote species (20 or more) than in the others, where the motif typically is found just a couple of times per proteome. We interpret this as a consequence of the larger genome size rather than a biological effect that we would want to interpret. The calibration takes into account the genome size and leads to the significance values shown in Figure 4 . There all bars indicate a certain abundance of the motif, without displaying any particular preference for one or the other kingdom or organism. Note, however, that there are some organisms with a count of zero, which appears to contradict the fact that DEAD/DEAH helicases are essential. This is due to the motif definition being too restrictive to identify the domains in those organisms. A search, e.g. in the SMART database (Schultz et al. (2000) ) does identify the helicase domain there as well.
Differences in abundance between species. There are many transcription factor domains known to be specific for Eukaryotes, like the zinc-finger domain, the homeodomain, or the basic leucine zipper domain. Others, like the helix-turn-helix motif are specific for Eubacteria. Figure 4 contains the bar plots for the significance of the abundance of several of these domains. PS00027, the homeobox domain motif, shows clear overrepresentation in the Eukaryotes. In the other kingdoms it is either absent altogether, or, present but statistically within the range of random fluctuations. Likewise, the zinc-finger domain motif (PS00028) is strongly over-represented in Eukaryotes, while the largest significance in any of the other organisms is well below these values. Several bacteria contain the motif, yet at a level that does not seem significant. Basic leucine zipper proteins display the same behavior (data not shown).
The helix-turn-helix motif may serve as an example for a Eubacteria specific motif. Figure 4 contains plots for two of these motifs, namely the one for the repressor of the gluconate operon (gntR, PS00043) and the lysR family of bacterial activators (PS00044). Both motifs are over-represented by several standard deviations in many of the bacteria whereas the occurrences in Eucaryotes, after scaling to their genome size, are not significant. This is not contradicted by the absence of the motif from some bacteria, which is confirmed by the SMART database.
Based on these observations, one can search the data for further cases of group-specific over-representation. As an example, Figure 4 contains the plot for the PS00010, the pattern for a particular post-translational modification, namely a hydroxylation of Asp or Asn. This patterns occurs only in Eukaryotes where in the worm and in the fly it is strongly over-represented. It is absent in yeast while in Arabidopsis it occurs only at a level that might well be a product of chance. This suggests, that the occurrences in the plant might not be functional. Prosite documentation gives the taxonomic range of this motif as 'eukaryotic', albeit not explicitly naming any plant occurrence.
Are there 'avoided patterns'? In some plots a characteristic under-representation of a particular motif can be observed. The Arg-Gly-Asp cell attachment motif (PS00016 in Figure 4 ) may serve as an example for this type of behavior. Based on this data, there generally seems to be a strong trend to avoid this motif in a protein sequence. The motif occurs in fibronectin and is crucial for the interaction with its cell surface receptor (Ruoslahti and Pierschbacher (1986) ). It appears to play a role in cell adhesion in many proteins in which it occurs. Interestingly, snake disintegrins which inhibit the binding of ligands to the integrin receptor exhibit the same motif. This data may lead to the assumption, that the motif is actively avoided because chance occurrence might have unwanted effects.
DISCUSSION
In this article we provide novel ideas on proteome analysis and on the significance of occurrences of Prosite motifs in proteomes. The key point lies in the connection between the statistical abundance of a motif in an organism's
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Aquificales proteome and the functionality of the corresponding domain. In random text we would observe motifs at a frequency expected by chance and for a non-functional motif, the proteome is like random text into which the motif is embedded. Accordingly, we interpret statistical overrepresentation-and maybe even under-representationas an indicator that the motif is in some sense functional.
Several examples were given of motifs that, biologically, are specific to particular organisms and whose abundance was statistically much higher where the motif was functional than where it was not. The mechanism by which nature achieves this over-representation clearly seems to be evolution, i.e. the re-use of domains and the formation of gene families. On the other hand there appear to be certain patterns that are actively avoided in proteomes. The example of the RGD cell adhesion motif was given. Snake venoms contain disintegrins that contain this very motif and which are involved in the inhibition of the interaction of cell adhesion molecules with their receptors. This example suggests that free utilization of the motif at a rate at which such a short pattern would be expected might be disadvantageous and possibly selected against during evolution.
In this study, we focused on motifs that are sufficiently frequent to actually be observed. Of course, when a motif does not occur in an organism it is trivially not functional. However, we have presented cases where a motif may exist, and only its low level of abundance in comparison with other organisms hints at the random nature of this occurrence. We do not claim that this alone constitutes proof. It may certainly only be judged as a hint that requires further analysis.
Sometimes we do not identify a domain because the Prosite pattern is not fully conserved and it would require, e.g. a hidden Markov model to identify the domain. A natural continuation of this work would thus be the study of the abundance of occurrences of HMM hits in fully sequenced organisms.
The complete dataset comprising the statistics of 266 Prosite motifs on 42 proteomes is available at http: //algo.inria.fr/nicodeme/proteomes/proteocomp.html. The HTML file provides hyperlinks to Prosite and pointers to Postscript plots. For each motif, a plot comparing the proteomes and for each pair of proteomes, a plot comparing the calibrations of the 266 motifs is available. This data will be regularly updated as new proteomes become available.
