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Recently, there have been considerable progresses on the bounds of various quantum channel
capacities for bosonic Gaussian channels. Especially, several upper bounds for the classical capacity
and the quantum capacity on the bosonic Gaussian channels, via a technique known as quantum
entropy power inequality, have been shed light on understanding the mysterious quantum-channel-
capacity problems. However, upper bounds for the private capacity on quantum channels are still
missing for the study on certain universal upper bounds. Here, we derive upper bounds on the
private capacity for bosonic Gaussian channels involving a general Gaussian-noise case through the
conditional quantum entropy power inequality.
PACS numbers: 03.67.-a, 03.65.Ud, 03.67.Bg, 42.50.-p
I. INTRODUCTION
One of most fundamental and challenging tasks in
quantum Shannon theory, a quantum analogue of infor-
mation theory [1], is to determine the channel capacity of
a given quantum channel [2–5]. In general, the quantum
channel transmits a quantum state to another quantum
state, and mathematically it is given by a completely pos-
itive and trace-preserving map. The channel capacity of
a quantum channel is also defined as the maximum rate
at which certain (classical, private, or quantum) infor-
mation can be transmitted reliably through the channel
in the limit of vanishing errors. Herein, we restrict to
the quantum channel described only by Gaussian uni-
tary transforms over bosonic Gaussian systems with an
environmental bosonic Gaussian noise [6–8].
The private capacity for a given quantum channel
quantifies the ability to transmit a classical private in-
formation, and it is maximum rate of the private infor-
mation in the limit of infinitely many uses of the channel
and vanishing errors in the presence of noise through the
channel [9, 10]. To compute the private capacity, we also
need to device the regularization of classical private in-
formation, which quantifies the (real) private capacity
of the quantum channel. Main difference of the private
capacity to the classical capacity is that, in principle, a
classical private information cannot be accessible from
the auxiliary environmental system out of the channel,
thus, it is probably applicable for secure quantum com-
munications. Furthermore, it is known that the private
capacity is non-additive [11, 12], which implies that this
quantity is extremely hard to compute.
In this reason, we firstly try to calculate reasonable
upper bounds on the private capacity from newly posed
quantum entropy power inequality. For the private ca-
pacity, previously there have been observed few results
on the upper bounds via data-processing inequality and
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channel simulation [13]. See also Refs. [14–20] for related
derivations. However, our bounds are more intriguing in
the bosonic Gaussian regime of low-energy powers.
Quantum entropy power inequality (qEPI), first pro-
posed by Ko¨nig and Smith [21], is the central tool
in quantum Shannon theory to estimating the output-
entropy of the quantum channel. This inequality states
that the output-entropy of a bosonic Gaussian channel,
such as a beam-splitter (or amplifier), is always to be in-
creased under two independent input bosonic Gaussian
states. Also, the quantum entropy power inequality has
been proved several ways with applications [22–25] and
extended to the conditional cases in discrete and Gaus-
sian regimes [26–30]. The power of quantum entropy
power inequalities is that those are only carrying the in-
formation about von Neumann entropy without details
of the quantum state itself. Recently, it has been known
that qEPIs have many applications for obtaining upper
bounds of the classical capacity [29, 31] as well as the
quantum capacity [32] on bosonic Gaussian channels with
a general Gaussian noise one beyond the thermal-noise.
The general noise means that it can be possible to take
the environmental system as in the form of a squeezed
Gaussian (or even non-Gaussian) quantum state [31].
In this paper, we consider the conditional quantum
entropy power inequality (CqEPI) on the bosonic Gaus-
sian channels, in which the environmental system can be
general Gaussian states as an input noise, in order to
calculate upper bounds on the private capacity for those
channels. It is not only the first attempt to get a mean-
ingful result on the private capacity using CqEPI, but
also gives us an intuition how can we calculate and ap-
ply the quantum channel capacity problems on various
quantum channels.
This paper is organized as follows. In Section II, we
introduce background notions to understand our results
including the quantum entropy power inequalities. We
derive universal upper bounds on the private capacity for
general bosonic Gaussian channels, and present a gener-
alized formula in Section III. In Section IV, we give a
specific example for the private capacity with a squeezed
2thermal noise as one of the general noise model, in order
to present physical relevance. Finally, we briefly summa-
rize our results, and comment on a few remarks and open
problems in Section V.
II. PRELIMINARIES
For any Gaussian input state ̺A and the environmen-
tal system ̺E , the bosonic Gaussian channel Λ via the
isometric map can be represented by
Λ(̺A) = TrF
[
VAE(̺A ⊗ ̺E)V †AE
]
, (1)
where VAE is a symplectic unitary transformation on the
Hilbert space Sp(2nA,R) ⊗ Sp(2nE,R) with the bosonic
input mode nA and the environmental mode nE , respec-
tively. Conversely, its complementary channel Λc of the
channel Λ is naturally defined by
Λc(̺A) = TrB
[
VAE(̺A ⊗ ̺E)V †AE
]
. (2)
We note that the isometric map VAE := V
AE→BF
µ in
Fig. 1 for the beam-splitting and the amplifying channel
has the mixing parameters τ ∈ [0, 1] and κ ∈ (1,∞],
respectively.
More precisely, we can take two important symplectic
unitaries as follows:
Vτ = exp
[
arctan
√
1− τ
τ
(aˆ†bˆ− bˆ†aˆ)
]
and
Vκ = exp
[
arctanh
√
κ− 1
κ
(aˆ†bˆ∗ − bˆT aˆ)
]
, (3)
where aˆ and bˆ are annihilation operators of the input and
the environment satisfying the canonical commutation
relation (CCR), and the superscripts ∗ and T denote the
complex conjugate and the transpose operation, respec-
tively. By exploiting CCR algebra, we can also describe
the bosonic Gaussian channels in the forms of
cˆ =


√
τ aˆ+
√
1− τ bˆ, τ ∈ [0, 1];
√
κaˆ+
√
κ− 1bˆ†, κ > 1,
(4)
where cˆ denotes the output bosonic Gaussian state of the
channel Λ.
However, it is important to note that, if the environ-
mental system ̺E is a mixed state, we cannot simply
obtain the complementary channel uniquely by this tech-
nique. Instead, firstly we need to purify the environmen-
tal state, and then find the corresponding symplectic uni-
tary operator in the extended Hilbert space. It can be
expressed as
Λc(̺A) = TrB
[
VAE ⊗ 1C(̺A ⊗ ψEC)(VAE ⊗ 1C)†
]
,
(5)
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FIG. 1: A schematic diagram for complementary and weak-
complementary channels for the bosonic Gaussian channel Λ.
For a mixed environmental state ̺E for the channel Λ, the
purified total system is represented as ψEC .
where ψEC := |ψ〉〈ψ|EC is a quantum purification sat-
isfying TrCψEC = ρE [33, 34] and the subscript C de-
notes a reference system. Also, we can define the weak-
complementary channel Λwc as the case for which a mixed
state ̺E is inserted in Eq. (2), and Λ
wc = Λc when ̺E
is any pure state [35, 36]. In Fig. 1, we figure out the
situation, in which the environment is a mixed state ̺E .
Now, we review the private capacity on bosonic Gaus-
sian channels, actually, we need two definitions [7, 9, 10].
The first one is the ‘one-shot’ private capacity of a quan-
tum channel Λ, and it is defined by (∀̺ ∈ Sp(2,R) i.e., a
single-mode bosonic Gaussian state)
P (1)(Λ) = max
∀̺=
∑
j
pjρj
[χ(Λ)− χ(Λc)] , (6)
where χ(Λ) = S(Λ(̺))−∑j pjS(Λ(ρj)) is the well-known
Holevo capacity [37, 38], and S(̺) = −Tr[̺ log ̺] is the
von Neumann entropy. The quantity χ(Λ) − χ(Λc) is
called the classical private information. In bosonic Gaus-
sian regime, it was known that [24, 31] (∀τ ∈ [0, 1] and
∀κ ∈ (1,∞])
χ(Λ) =


g (τN + (1− τ)NE)− g ((1− τ)NE)
g (κN + (κ− 1)NE)− g
(
κ−1
2κ−1NE
)
,
(7)
where N and NE denote the mean photon numbers
for the input state and the thermal-noise environment,
respectively, and the entropic function g(x) := (x +
1) log(x+ 1)− x log x.
The second definition is the ‘regularized’ private ca-
pacity, which is normally said to be the private capacity.
The (regularized) private capacity of a bosonic Gaus-
sian channel Λ under an energy-constraint with the input
mean photon number N is given by
P(Λ) = lim
n→∞
1
n
P (1)
(
Λ⊗n, ̺n
)
, (8)
3where Λ⊗n is the independent n-copy of the bosonic
Gaussian channel and ̺n is any input state (i.e., possi-
bly in the entangled state over the channels) in n-tensor
product of the input Hilbert space. Also we point out
that the maximum in the one-shot capacity is taken over
all ̺n such that E¯(̺n) ≤ nN . If P (1)(Λ) = P(Λ), then
we say the private capacity is additive, however, generally
it is not true [11, 12].
The linear relations of qEPI [21, 24] are described as
follows:
S(̺X1 ⊞τ ̺X2) ≥ τS(̺X1 ) + (1− τ)S(̺X2 ) (9)
S(̺X1 ⊞κ ̺X2) ≥
κ
2κ− 1S(̺X1)
+
κ− 1
2κ− 1S(̺X2) + ln(2κ− 1), (10)
where ̺X1 and ̺X2 are independent input bosonic Gaus-
sian states, and ⊞τ and ⊞κ represent beam-splitter and
amplifier operations with the mixing parameters τ ∈
[0, 1] and κ ∈ (1,∞], respectively.
Finally, we introduce two linear versions of conditional
quantum entropy power inequality (CqEPI) over two in-
dependent input bosonic Gaussian states. For any prod-
uct states given in the form of ̺X1Z1⊗̺X2Z2 , the CqEPIs
for bosonic Gaussian channels are expressed as [26, 28]
S(̺X1 ⊞τ ̺X2 |Z1Z2) ≥ τS(̺X1 |Z1) + (1 − τ)S(̺X2 |Z2)
(11)
S(̺X1 ⊞κ ̺X2 |Z1Z2) ≥
κ
2κ− 1S(̺X1 |Z1)
+
κ− 1
2κ− 1S(ρX2 |Z2) + ln (2κ− 1),
(12)
where the quantum conditional entropy is defined by
S(ρX |Z) := S(ρXZ) − S(ρZ). For convenience, we con-
sider the quantum entropy power inequalities not in the
exponential versions but in the linear forms only.
III. UPPER BOUNDS ON THE PRIVATE
CAPACITY
Now, we make use of the notation for a bosonic Gaus-
sian channel with the beam-splitter and the amplifier
as Λτ,ρE and Λκ,ρE , respectively, where the environmen-
tal system E can be any general bosonic Gaussian state
with the mean photon number NE . As mentioned above,
there exist upper bounds for the private capacity on the
thermal-noise Gaussian channels [13, 14, 16–20]. Most
novel contribution of this work is that, for deriving the
upper bound on the private capacity, we exploit the con-
ditional quantum entropy power inequality as well as con-
sidering the ‘general’ Gaussian-noise model as the envi-
ronmental system, while already known results have been
used another techniques, for example, data processing in-
equality.
Suppose that an input bosonic Gaussian state ρ of each
channel has the mean photon number N (thus, the mul-
tiple input ρn has the energy-constraint bounded above
by nN), then we can describe the upper bound on the
regularized private capacity for Λτ,ρE is obtained by
P(Λτ,ρE , N) := lim
n→∞
1
n
P (1)
(
Λ⊗nτ,ρE , ρn
)
= lim
n→∞
max
E¯(ρn)≤nN
1
n

S (Λ⊗nτ,ρE (ρn))−∑
j
pjS
(
Λ⊗nτ,ρE (ρj)
)− S (Λc⊗nτ,ρE (ρn))+∑
j
pjS
(
Λc⊗nτ,ρE (ρj)
)
≤ lim
n→∞
max
ρn
1
n
[
S
(
Λ⊗nτ,ρE (ρn)
)
+ S
(
Λc⊗nτ,ρE (ρn)
)]− lim
n→∞
min
ρn
1
n
[
S
(
Λ⊗nτ,ρE (ρn)
)
+ S
(
Λc⊗nτ,ρE (ρn)
)]
≤ max
ρ
[
S (Λτ,ρE (ρ)) + S
(
Λcτ,ρE (ρ)
)]− lim
n→∞
min
ρn
1
n
[
S
(
Λ⊗nτ,ρE (ρn)
)
+ S
(
Λc⊗nτ,ρE (ρn)
)]
= 2g(τN + (1− τ)NE)− lim
n→∞
min
ρn
1
n
[
S
(
Λ⊗nτ,ρE (ρn)
)
+ S
(
Λc⊗nτ,ρE (ρn)
)]
, (13)
where the first inequality comes from the minimization of
all quantum state ρn, and the second inequality from the
sub-additivity of the von Neumann entropy. We indicate
the first term 2g(τN + (1− τ)NE) in the last equality of
Eq. (13) with the term ‘maximal capacity’ of the bosonic
Gaussian channel. We know the upper bounds for first
two terms follow from the fact that bosonic Gaussian
states always fulfill maximal entropies for given first and
4second moments [39]: That is, we have
max
ρ
S(Λτ,ρE(ρ)) = max
ρ
S(Λcτ,ρE (ρ))
= g(τN + (1− τ)NE), (14)
where we take roughly the maximal entropy of the com-
plementary channel Λcτ,ρE as equivalent to the maximal
entropy of the channel Λτ,ρE in Eq. (13).
The main obstacle is how can we calculate the min-
imal values of the last two terms, which are extremely
hard to compute. Actually, this is a challenging topic
in quantum Shannon theory, and it has a special name
such a ‘(Gaussian) minimum output entropy conjecture’.
In order to obtain a useful bound on the last two terms,
we need to use qEPI in Eq. (9) and CqEPI in Eq. (11)
simultaneously.
Before the detailed proof, we divide the last two terms
as follows:
[D.1] SMOE(Λτ ) = lim
n→∞
min
ρn
1
n
[
S
(
Λ⊗nτ,ρE(ρn)
)]
[D.2] SMOE(Λcτ ) = lim
n→∞
min
ρn
1
n
[
S
(
Λc⊗nτ,ρE(ρn)
)]
, (15)
where it was conjectured that SMOE(Λτ ) = g((1− τ)NE)
for [D.1] [40, 41] and, without loss of generality, we also
assume that SMOE(Λcτ ) = g((1−τ)NE) roughly for [D.2]
case. However, in our case, the environment and the out-
put of complementary channel are conditioned by the pu-
rifying system C, while the input and the environmental
systems are initially placed on a product state by the
definition of the channel. Therefore, we need two-track
strategy to bound the private capacity, not only for the
channel Λτ,ρE but also for the complementary channel
Λcτ,ρE .
First, we can modify the bound on the definition [D.1]
case, that is,
S
(
Λ⊗nτ,ρE (ρn)
) ≥ τS(ρn) + (1− τ)S(ρ⊗nE )
= τS(ρn) + n(1− τ)S(ρE)
≥ n(1− τ)S(ρE)
= n(1− τ)g(NE), (16)
where the first inequality follows from the qEPI, and
the first equality comes from independent and identically
distributed (i.i.d.) assumption for environmental noise
ρE , and we make use of the non-negativity of the entropy
for the second inequality.
Second, the bound on [D.2] can be similarly derived
from CqEPI. In this case, the CqEPI for the bosonic
Gaussian complementary channel is given by
S(Λwc⊗nτ,ρE (ρn)|C) ≥ τS(ρ⊗nE |C) + (1− τ)S(ρn|C), (17)
however, the input state ρn is initially separable from the
reference system C, and we also take an assumption of
independent and identically distributed (i.i.d.) for the
environmental noise ρE . Then,
S(Λwc⊗nτ,ρE (ρn)|C) := S(Λc⊗nτ,ρE (ρn))− nS(ρC)
≥ τS(ρ⊗nE |C) + (1− τ)S(ρn)
= (1− τ)S(ρn)− nτS(ρE)
≥ −nτg(NE), (18)
where the first inequality follows from the cQEPI, the
second equality comes from i.i.d. assumption for each
ρE ’s and S(ρEC) = 0, so that S(ρ
⊗n
E |C) = −S(ρC), and
the last inequality is obtained from the non-negativity
of the von Neumann entropy again. Finally, we get
the inequality as S(Λc⊗nτ,ρE(ρn)) ≥ n(1 − τ)S(ρE) from
S(ρE) = S(ρC). Notice that if the environmental sys-
tem has a Gaussian thermal noise, then S(ρE) = g(Nth),
where Nth is the mean thermal photon number of the
environment, i.e.,
∑
j
νj−1
2 , ∀j for the symplectic eigen-
values νj of a given covariance matrix. For general noise
case, NE ≡ g−1(S(ρE)) = Nth.
Thus, we can conclude that
SMOE(Λτ ) + SMOE(Λcτ ) ≥ 2(1− τ)g(NE), (19)
where the dependences of n → ∞ and ρn (i.e., E¯(ρn) ≤
nN) can be dropped. Now, let us combine above Eq. (19)
into Eq. (13), we can take an upper bound for the private
capacity as in the form of
P(Λτ,ρE , N) ≤ 2 [g(τN + (1− τ)NE)− (1− τ)g(NE)] .
(20)
We here observe that the upper bound on the private
capacity for the beam-splitter channel has double value
compare to the upper bound on the quantum capacity
case [32], i.e., P(Λτ,ρE , N) ≃ 2Q(Λτ,ρE , N).
Similarly, we can also get the upper bound on the am-
plifier, which follows from Eq. (12) above,
P(Λκ,ρE , N) ≤ 2
[
g(κN + (κ− 1)(NE + 1))
− κ− 1
2κ− 1g(NE)− ln(2κ− 1)
]
. (21)
It is worth to mention that the upper bound increases
as the mean photon number NE of the environment in-
creases. However, it doesn’t mean that actual private
capacity always depends on the environmental energy.
Along the previous formulation on the classical capac-
ity (see Appendix B in Ref. [31]), we can introduce a simi-
lar argument on the upper bound of the private capacity
for bosonic Gaussian channels. Let us ΓG be a single-
mode covariance matrix (CvM) for a general bosonic
Gaussian noise ρE (with the mean photon number NE)
satisfying
det ΓG = (2NE + 1)
2, (22)
then we have a chance to generalized formula for the
strong upper bound on the private capacity.
5Proposition 1. Let Λτ,ρE be a general bosonic Gaus-
sian noise channel with an input bosonic Gaussian state
ρA with the mean photon number N , and the mixing pa-
rameter τ ∈ [0, 1]. Then the upper bound on the private
capacity of the channel is given by
P(Λτ,ρE , N) ≤ 2g(τN + (1− τ)N∗E)
− 2(1− τ)g (N∗E) , (23)
where the general environmental noise ρE has a mean
photon number N∗E :=
1
2
√
det ΓG − 1.
We notice that the above upper bound, Eq. (23), is
weak in the sense of that it could be diverge in the limit
of N → ∞, thus it only works in the low-energy limit,
however, we take a general Gaussian-noise case N∗E not
on just thermal-noise case with NE.
Now, we briefly mention about the upper bound on the
private capacity for the Gaussian amplifier. For the gen-
eral amplifier channel Λκ,ρE with κ ∈ (1,∞], we have [31]
P(Λκ,ρE , N) ≤ 2g (κN + (κ− 1)(N∗E + 1))
− 2κ− 2
2κ− 1g(N
∗
E)− ln(2κ− 1)2. (24)
We can observe that the upper bound on the private ca-
pacity has also double value for the upper bound on the
classical capacity, P(Λτ,ρE , N) ≃ 2C(Λτ,ρE , N). Opera-
tionally, those three quantities have a relation so that,
for any quantum channel Λ, Q(Λ) ≤ P(Λ) ≤ C(Λ), this
implies that P(Λ) can be more tighten the upper bound
about 1/2 in bosonic Gaussian channels.
IV. PLOTS ON THE BOUNDS FOR THE
PRIVATE CAPACITY
In the previous section, we have investigated upper
bounds on the private capacity for the bosonic Gaussian
noise channel in which an environmental system can be
any Gaussian-noise state. We should remember that we
can take the lower bound from [D.1] and [D.2] from sub-
stituting the thermal-noise to the general Gaussian-noise
case as
P(Λτ,ρE , N) ≥ 2 [g(τN + (1− τ)NE)− g((1− τ)NE)] ,
(25)
since we can fix the lower bound roughly. Similarly, the
amplifier’s lower bound can be given by
P(Λκ,ρE , N) ≥ 2
[
g(κN + (κ− 1)NE)− g
(
κ−1
2κ−1NE
)]
.
(26)
We plot the upper and lower bounds for the private ca-
pacity on the bosonic Gaussian channels with respect to
the input state energy N in Fig. 2. As a special case,
it was known that a lower bound for the one-shot pri-
vate capacity on the thermal-noise channel is given by
Eq. (8.9) in [17]
P (1)(Λτ,ρE , N) ≥ PL(Λτ,ρE , N)
≡ Ic(Λτ,ρE , N)− Ic(Λτ,ρE , N2), (27)
where Ic(Λ, ̺) := S(Λ(̺)) − S(Λc(̺)) denotes the co-
herent information for the thermal-noise channel for an
input ρ with N . Also, it was known that the lower bound
on the private capacity can be further improved by using
a classical-quantum states [20].
Here we give specific example in order to consider the
physical meanings of our results. The non-trivial ex-
ample on the private capacity of the channel Λµ,ρE is
the beam-splitter (µ = τ) involving the general thermal-
noise (ρE = ρsth), in which the environmental system
is the squeezed thermal state ρsth as a general Gaussian
noise. In general, the squeezed thermal state has the
CvM known in the form of
Γsth = (2Nth + 1)

 e−2r 0
0 e2r

 , (28)
where Nth(= NE) is the mean photon number from the
thermal noise, and r ∈ [0,∞) is the squeezing parame-
ter. Notice that det Γsth = (2NE+1)
2 is equivalent to as
in the general case det ΓG in Section III. The squeezed
thermal state is the most general single-mode Gaussian
state when its mean is placed at the origin, which can
be always removed by the local symplectic unitary trans-
formation. Consequently, what we are considering here
are general bosonic Gaussian channels, and actually the
mean photon number of general Γsth is equivalent to the
thermal state, i.e., Nsth = Nth = N
∗
E .
V. DISCUSSIONS
Computing the exact channel-capacity on a quantum
channel is very hard problem. However, recently it was
known that we can effectively obtain the upper bounds
through a powerful tool of quantum entropy power in-
equality. In this study, we have investigated non-trivial
upper bounds on the energy-constrained private capacity
for bosonic Gaussian channels with mixing parameters τ
and κ. Here, our principal method is CqEPI, which can
be used for obtaining bounds on the output entropy of the
complementary bosonic Gaussian channel. Although our
results do not allow tighter bounds for the private capac-
ity, those are applicable to more general environmental
noise such a squeezed thermal noise, and potentially even
at non-Gaussian one.
Our results showed that the upper bounds for the pri-
vate capacity have a double value comparing to the clas-
sical and the quantum capacity for the bosonic Gaus-
sian channels. In other words, we have some reservations
about tight bounds for the three quantities in the op-
erational framework of Q ≤ P ≤ C. We expect that
our work could be extended for the knowledge of the
private capacity, which is still far from reaching fully un-
derstanding the channel capacity problems in quantum
information theory.
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FIG. 2: Bounds on the private capacity for the bosonic Gaussian channels, when N is the mean photon number of the input
state: (a) the beam-splitter case with τ = 0.85 and (b) the amplifier with κ = 5. Each upper bounds on private capacities over
the beam-splitter and the amplifier (via qEPIs) are described in orange line in (a) and green one in (b), respectively. Specifically
in (a), the term ‘Maximal’ means the positive part in Eq. (13), i.e., Pmax(Λτ,ρE , N) = maxρ
[
S(Λτ,ρE (ρ)) + S(Λ
c
τ,ρE
)(ρ)
]
, and
‘Lower bound’ is taken from Eq. (27). We denote the enhanced lower bound as ‘NPJ bound’ (with x = 0.95) [20], and ‘Approx.
bound’ means an (estimated) approximate bound on the private capacity as in Eq. (25).
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