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a b s t r a c t
In this paper, we consider some kind of nonlinear periodic differential equation with
impulses on time scales, and give somenew criteria for the existence of at least one solution
by using differential inequalities and fixed point theorems.
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1. Introduction
During the past 20 years, the theory of time scale calculus and dynamic equations has been established and developed
very quickly. Two books (see [1,2]) and numerous articles have been published based on this aspect (see [3–8]). The time
scale calculus has tremendous potential for applications in mathematical models of real processes and phenomena, for
example, in physics, biotechnology, economics, social sciences, etc. On the other hand, the theory of impulsive differential
equations has also been emerging as an important versatile field ofmodern appliedmathematics that allows sudden changes
in their states (see [9–11]). One of the branches to be investigated is the (periodic) boundary value problem with impulses
(see [12–18]). It is noted that the periodic boundary value problems with impulses in the time scale interval are very
interesting. As we know, there are some results (see for example [19]) on (periodic) boundary value problems on time
scale, but we have not found any published results for (periodic) boundary value problems with impulses in the time scale
interval. Motivated by the results andmethods in the above papers, we are going to study periodic boundary value problems
of the first-order nonlinear dynamic equations on time scales with impulses in the domain.
We first illustrate some basic denotations. Let T be a time scale with 0, T ∈ T. For any c, d ∈ T, let [c, d]T = [c, d] ∩ T,
[c, d)T = [c, d) ∩ T, and further, we denote J := [0, T ]T. As usual, σ(t) = inf{s ∈ T : s > t} and µ(t) = σ(t)− t . Assume
that 0 = t0 < t1 < t2 < · · · < tm < tm+1 = T , {tk}mk=1 ⊂ J , tk is right-dense for k = 1, 2, . . . ,m and J0 = J \ {tk}mk=1,
Tκ = T \ {maxT} provided that T has a maximum and maxT is a finite and left-scattered point. Obviously J and J0 are time
scales. In this article, we consider the following impulsive differential equations:
x∆(t)+ p(t)x(σ (t)) = q(t), t ∈ J0,
x(t+k ) = x(tk)+ Ik(x(tk)), k = 1, 2, . . . ,m,
(1.1)
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and
x∆(t)+ p(t)x(σ (t)) = f (t, x(σ (t))), t ∈ J0,
x(t+k ) = x(tk)+ Ik(x(tk)), k = 1, 2, . . . ,m,
(1.2)
with a periodic boundary value condition
x(0) = x(σ (T )). (1.3)
Define
PC([0, σ (T )]T) =
{
x : x : [0, σ (T )]T → R such that x(t) is continuous at t 6= tk,
ld-continuous at t = tk, and lim
t→tk+0
x(t) exists , k = 1, . . . ,m
}
.
Evidently, PC([0, σ (T )]T) is a Banach space with the norm
‖x‖ = sup {|x(t)|, t ∈ [0, σ (T )]T} .
Analogously we define another Banach space
PC∆([0, σ (T )]T) =
{
x ∈ PC([0, σ (T )]T) : x∆ exists and is continuous on (tk, tk+1)T
and there exist lim
t→tk+0
x∆(t) and lim
t→tk−0
x∆(t) if tk is left-dense , k = 1, 2, . . . ,m
}
with the norm
‖x‖∆ = max
{
‖x‖, sup
t∈J0
|x∆(t)|
}
.
By a solution of (1.i) (i = 1, 2) and (1.3), we mean a function x ∈ PC∆([0, σ (T )]T) such that (1.i) (i = 1, 2) and (1.3) are
satisfied.
The paper is organized as follows. In Section 2, we give some definitions and lemmas of time scales for the use of
convenience and self-containedness of this paper. In Section 3, we give the main results about the existence of solutions
for the periodic boundary value problems (1.1), (1.3) and (1.2), (1.3). We also give some examples in order to illustrate the
applications of the main results.
2. Preliminaries
The following definitions can be found in related textbooks about time scales. Let T be any time scale in this section.
Definition 2.1. A function a : T → R is called rd-continuous provided it is continuous at right-dense points in T and its
left-sided limits exist (finite) at left-dense points in T. The set of rd-continuous functions on T is denoted by Crd = Crd(T).
Similarly, one can define an ld-continuous function and Cld.
Definition 2.2. A function a : T→ R is called regressive provided
1+ µ(t)a(t) 6= 0 for all t in Tκ . The set of all regressive and rd-continuous functions is denoted byR = R(T).
Definition 2.3. If a, b are regressive, then the functions a⊕ b,	a and a	 b can be defined by
(a⊕ b)(t) := a(t)+ b(t)+ µ(t)a(t)b(t);
(	a)(t) := − a(t)
1+ µ(t)a(t) ;
(a	 b)(t) := (a⊕ (	b))(t) for all t ∈ Tκ .
Definition 2.4. If a ∈ R, then we define the exponential function by
ea(t, s) := exp
{∫ t
s
ξµ(τ)(a(τ ))4τ
}
for s, t ∈ T,
where
ξµ(τ)(a(τ )) :=

1
µ(τ)
Log[1+ µ(τ)a(τ )] if µ(τ) > 0,
a(τ ) if µ(τ) = 0,
and Log is the principal logarithmic function.
2012 Z. Wang, P. Weng / Computers and Mathematics with Applications 56 (2008) 2010–2018
Remark 2.1. Let a(t), b(t) is regressive, then:
(i) a⊕ b,	a and a	 b are also regressive;
(ii) a generalized exponential function ea(t, s) is well defined only provided a is regressive on T;
(iii) exponential function ea(t, s) is differentiable with t, s ∈ T;
(iv) [1+ µ(t)a(t)][1+ µ(t)(	a)(t)] = 1.
Note that if a ∈ C(T), then a ∈ Crd(T). In this paper we always assume that:
(H1) p(t), q(t) ∈ C([0, σ (T )]T,R); p is regressive on [0, σ (T )]T;
(H2) Ik ∈ C(R,R), k = 1, . . . ,m;
(H3) f ∈ C(J × R,R).
The following theorem is from [20].
Lemma 2.1 (Schaefer Fixed Point Theorem). Assume S to be a normed linear space, and let operator F : S → S be compact.
Define
H(F) = {x ∈ S : x = µF(x), µ ∈ (0, 1)} .
Then either:
(i) set H(F) is unbounded; or
(ii) F has a fixed point in S.
3. Main results
Now we consider the linear impulsive periodic boundary value problem (1.1) and (1.3). The results are fundamental to
the discussion of the nonlinear problem (1.2) and (1.3).
Lemma 3.1. Suppose ep(σ (T ), 0) 6= 1. If x(t) ∈ PC∆([0, σ (T )]T) is a solution of problem (1.1) and (1.3), then
x(t) =
∫ σ(T )
0
g(t, s)q(s)4s+
m∑
j=1
g(t, tj)Ij(x(tj)), t ∈ [0, σ (T )]T, (3.1)
where for s, t ∈ [0, σ (T )]T,
g(t, s) = 1
1− e	p(σ (T ), 0)
{
e	p(t, s) 0 ≤ s < t ≤ σ(T ),
e	p(σ (T ), 0)e	p(t, s) 0 ≤ t ≤ s ≤ σ(T ). (3.2)
Proof. Let y(t) = ep(t, 0)x(t). Then y(t) satisfies the impulsive periodic boundary value problem
y∆(t) = ep(t, 0)q(t), t ∈ J0, y(σ (T )) = ep(σ (T ), 0)y(0),
and
y(t+j ) = y(tj)+ ep(tj, 0)Ij(x(tj)) for j = 1, 2, . . . ,m.
We derive that
y(t) = y(0)+
∫ t
0
ep(s, 0)q(s)1s for t ∈ [0, t1],
y(t) = y(t+j )+
∫ t
tj
ep(s, 0)q(s)1s for t ∈ (tj, tj+1] for j = 1, 2, . . . ,m,
and thus
y(tj+1) = y(t+j )+
∫ tj+1
tj
ep(s, 0)q(s)1s for j = 1, 2, . . . ,m.
Thus, we can obtain
y(t) = y(0)+
∫ t
0
ep(s, 0)q(s)1s+
∑
j:tj∈(0,t)
ep(tj, 0)Ij(x(tj)). (3.3)
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Using the periodic boundary value condition, we get that
y(0) = 1
ep(σ (T ), 0)− 1
{∫ σ(T )
0
ep(s, 0)q(s)1s+
m∑
j=1
ep(tj, 0)Ij(x(tj))
}
. (3.4)
Substituting (3.4) into (3.3) and noticing the relations between x(t) and y(t), we get that for every t ∈ [0, σ (T )]T,
x(t) = e	p(t, 0)
ep(σ (T ), 0)− 1
{∫ σ(T )
0
ep(s, 0)q(s)1s+
m∑
j=1
ep(tj, 0)Ij(x(tj))
}
+ e	p(t, 0)

∫ t
0
ep(s, 0)q(s)1s+
∑
j:tj∈(0,t)
ep(tj, 0)Ij(x(tj))

= e	p(t, 0)
ep(σ (T ), 0)− 1
ep(σ (T ), 0)
∫ t
0
ep(s, 0)q(s)1s+
∫ σ(T )
t
ep(s, 0)q(s)1s
+ ep(σ (T ), 0)
∑
j:tj∈(0,t)
ep(tj, 0)Ij(x(tj))+
∑
j:tj∈[t,T )
ep(tj, 0)Ij(x(tj))

= 1
1− e	p(σ (T ), 0)

∫ t
0
e	p(t, s)q(s)1s+
∫ σ(T )
t
e	p(σ (T ), 0)e	p(t, s)q(s)1s
+
∑
j:tj∈(0,t)
e	p(t, tj)Ij(x(tj))+
∑
j:tj∈[t,T )
e	p(σ (T ), 0)e	p(t, tj)Ij(x(tj))

=
∫ σ(T )
0
g(t, s)q(s)4s+
m∑
j=1
g(t, tj)Ij(x(tj)),
where
g(t, s) = 1
1− e	p(σ (T ), 0)
{
e	p(t, s) 0 ≤ s < t ≤ σ(T ),
e	p(σ (T ), 0)e	p(t, s) 0 ≤ t ≤ s ≤ σ(T ). 
Lemma 3.2. If x ∈ PC([0, σ (T )]T) and x, q, Ij, j = 1, 2, . . . ,m satisfy (3.1) then x(t) ∈ PC∆([0, σ (T )]T) is a solution of
problem (1.1) and (1.3).
Proof. Let u(t) = ∫ σ(T )0 g(t, s)q(s)1s. Then we have from Definitions 2.3 and 2.4 and (iv) of Remark 2.1 that for ∀t ∈ J0,
u∆(t)+ p(t)u(σ (t))
=
(∫ t
0
g(t, s)q(s)1s+
∫ σ(T )
t
g(t, s)q(s)1s
)∆
+ p(t)u(σ (t))
=
∫ t
0
(	p)(t)e	p(t, s)
1− e	p(σ (T ), 0)q(s)1s+
e	p(σ (t), t)
1− e	p(σ (T ), 0)q(t)+
∫ σ(T )
t
e	p(σ (T ), 0)(	p)(t)e	p(t, s)
1− e	p(σ (T ), 0) q(s)1s
− e	p(σ (T ), 0)e	p(σ (t), t)
1− e	p(σ (T ), 0) q(t)+ p(t)
[∫ σ(t)
0
e	p(σ (t), s)
1− e	p(σ (T ), 0)q(s)1s
+
∫ σ(T )
σ (t)
e	p(σ (T ), 0)e	p(σ (t), s)
1− e	p(σ (T ), 0) q(s)1s
]
= [1+ µ(t)(	p)(t)] q(t)
1− e	p(σ (T ), 0) +
∫ t
0
(	p)(t)e	p(t, s)
1− e	p(σ (T ), 0)q(s)1s−
e	p(σ (T ), 0) [1+ µ(t)(	p)(t)] q(t)
1− e	p(σ (T ), 0)
+
[∫ σ(T )
σ (t)
e	p(σ (T ), 0)(	p)(t)e	p(t, s)
1− e	p(σ (T ), 0) q(s)1s+
e	p(σ (T ), 0)µ(	p)
1− e	p(σ (T ), 0) q(t)
]
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+
[∫ t
0
p(t)[1+ µ(t)(	p)(t)]e	p(t, s)
1− e	p(σ (T ), 0) q(s)1s+
µ(t)p(t)[1+ µ(t)(	p)(t)]q(t)
1− e	p(σ (T ), 0)
]
+
∫ σ(T )
σ (t)
e	p(σ (T ), 0)p(t)[1+ µ(t)(	p)(t)]e	p(t, s)
1− e	p(σ (T ), 0) q(s)1s = q(t)
and u(0) = u(σ (T )). We can also easily verify that vj(t) = g(t, tj)Ij(x(tj)), j = 1, . . . ,m, satisfy the impulsive boundary
value problem
v∆j + p(t)vj(σ (t)) = 0 for t 6= tj;
vj(0) = vj(σ (T )); vj(t+j ) = vj(tj)+ Ij(x(tj)).
Note that tk, k = 1, 2, . . . ,m are right-dense, and e	p(t, s) is right continuous. We have
u(t+k ) = u(tk), vj(t+k ) = vj(tk) for j 6= k, k = 1, 2, . . . ,m.
Therefore x(t) = u(t)+∑pj=1 vj(t) is the solution of Eqs. (1.1) and (1.3). We complete the proof. 
Example 3.1. Assume thatm = 1, p(t) ≡ 1. Consider the following PBVP
x∆(t)+ x(σ (t)) = 0, t ∈ J, t 6= t1;
x(t+1 ) = x(t1)+ I1(x(t1)) (3.5)
x(0) = x(σ (T )). (3.6)
The general solution of problem (3.5) is
x(t) =
{
e	p(t, 0)x(0), t ∈ [0, t1]T
e	p(t, 0)x(0)+ e	p(t, t1)I1(e	p(t1, 0)x(0)), t ∈ (t1, T ]T.
The solution of (3.5) must satisfy condition (3.6), that is
(ep(σ (T ), t1)− e	p(t1, 0))x(0) = I1(e	p(t1, 0)x(0)).
By choosing I1(x) =
[
ep(σ (T ),t1)
e	p(t1,0) − 1
]
x, problem (3.5) and (3.6) will have a solution.
Now for given p, q satisfying (H1), we define a set, an operatorΦ : PC([0, σ (T )]T)→ PC([0, σ (T )]T) by
(Φx)(t) =
∫ σ(T )
0
g(t, s)q(s)4s+
m∑
j=1
g(t, tj)Ij(x(tj)), t ∈ [0, σ (T )]T.
Thus we have from the above discussion the following lemma.
Lemma 3.3. Every solution of problem (1.1) and (1.3) is a fixed point of the operator Φ in PC([0, σ (T )]T), and vice versa.
We apply the Banach Fixed Point Theorem to prove the existence of the solution of problem (1.1) and (1.3).
Lemma 3.4. Suppose p(t) is regressive on [0, σ (T )]T, then
|e	p(t, tj)| ≤

e
sup
s∈[0,σ (T )]
|p(s)|σ(T ) ∏
t∗:|1+µp|(t∗)≤1
1
|1+ µp|(t∗) =: A, tj ∈ [0, t)T;
e
sup
s∈[0,σ (T )]
|p(s)|σ(T ) ∏
t∗:|1+µp|(t∗)≥1
|1+ µp|(t∗) =: B, tj ∈ [t, σ (T )]T.
(3.7)
Proof. For any given t ∈ [0, σ (T )]T, if tj ∈ [0, t)T, we denote [tj, t)T = S+ ∪ S0, where S+ := {τ ∈ [tj, t)T : µ(τ) > 0},
S0 :== {τ ∈ [tj, t)T : µ(τ) = 0}, then we have
|e	p(t, tj)| =
∣∣∣∣e∫ ttj ξµ(τ)((	p)(τ ))1τ ∣∣∣∣ = ∣∣∣∣e∫S0 	p1τ+∫S+ Log(1+µ(τ)(	p)(τ ))µ(τ) 1τ ∣∣∣∣
=
∣∣∣∣∣∣e
− ∫J p(τ )1τ+ ∑
t∗∈S+
∫ σ(t∗)
t∗
Log(1+µ(τ)(	p)(τ ))
µ 1τ
∣∣∣∣∣∣
=
∣∣∣∣∣e−
∫
J p(τ )1τ+
∑
t∗∈S+
Log(1+µ(t∗)(	p)(t∗))∣∣∣∣∣
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≤
∣∣∣∣∣e sups∈[tj,t){|p(s)|}(t−tj) · e
∑
t∗∈S+
Log 11+µ(t∗)p(t∗)
∣∣∣∣∣
= e
sup
s∈[0,σ (T )]
{|p(s)|}σ(T )
· e
− ∑
t∗∈S+
log |1+µp|(t∗)
≤ e
sup
s∈[0,σ (T )]
{|p(s)|}σ(T ) ∏
t∗:|1+µp|(t∗)≤1
1
|1+ µp|(t∗) ,
where |1+ µp|(t∗) = |1+ µ(t∗)p(t∗)|. If tj ∈ [t, T ]T, then similarly, we obtain
|e	p(t, tj)| ≤ e
sup
s∈[0,σ (T )]
{|p(s)|}σ(T ) ∏
t∗:|1+µp|(t∗)≥1
|1+ µp|(t∗). 
Theorem 3.1. Let M := max
{
A
|1−e	p(σ (T ),0)| ,
B
|1−ep(σ (T ),0)|
}
. For given p, q satisfying (H1), there exist constants lj, j = 1, . . . ,m,
such that
|Ij(x)− Ij(y)| ≤ lj|x− y|, x, y ∈ R and M
m∑
j=1
lj < 1,
then problem (1.1) and (1.3) has a unique solution x ∈ PC([0, σ (T )]T).
Proof. Let x, y ∈ PC([0, σ (T )]T), then
|(Φx)(t)− (Φy)(t)| =
∣∣∣∣∣ m∑
j=1
g(t, tj)Ij(x(tj))−
m∑
j=1
g(t, tj)Ij(y(tj))
∣∣∣∣∣
=
∣∣∣∣∣∣
 ∑
j:tj∈(0,t)
e	p(t, tj)
1− e	p(σ (T ), 0) −
∑
j:tj∈[t,T )
e	p(t, tj)
1− ep(σ (T ), 0)
 (Ij(x(tj))− Ij(y(tj)))
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
 ∑
j:tj∈(0,t)
e	p(t, tj)
1− e	p(σ (T ), 0) −
∑
j:tj∈[t,T )
e	p(t, tj)
1− ep(σ (T ), 0)
 lj
∣∣∣∣∣∣ · ‖x− y‖
=
∣∣∣∣∣∣
∑
j:tj∈(0,t)
e	p(t, tj)
1− e	p(σ (T ), 0) lj −
∑
j:tj∈[t,T )
e	p(t, tj)
1− ep(σ (T ), 0) lj
∣∣∣∣∣∣ · ‖x− y‖
≤ max
{∣∣∣∣ e	p(t, tj)1− e	p(σ (T ), 0)
∣∣∣∣ , ∣∣∣∣ e	p(t, tj)1− ep(σ (T ), 0)
∣∣∣∣} m∑
j=1
lj‖x− y‖.
Using inequality (3.7), then
‖Φx− Φy‖ ≤ M
m∑
j=1
lj‖x− y‖.
SinceM
∑m
j=1 lj < 1,Φ is a contraction and it has a unique fixed point which is the solution of problem (1.1) and (1.3). 
Nowwe turn to the nonlinear problem (1.2) subjected to periodic condition (1.3), we shall apply the Schaefer fixed point
theorem. Define an operator Ψ : PC([0, σ (T )]T)→ PC([0, σ (T )]T),
(Ψ x)(t) =
∫ σ(T )
0
g(t, s)f (s, x(σ (s)))1s+
m∑
j=1
g(t, tj)Ij(x(tj)), t ∈ [0, σ (T )]T.
Theorem 3.2. Suppose that p, Ij (j = 1, 2, . . . ,m), f satisfy (H1), (H2), (H3) respectively, and there exist nonnegative
constants α, K , βj and γj such that
|f (t, x)| ≤ α[f (t, x)− p(t)x] + K , t ∈ J, x ∈ R,
|Ij(x)| ≤ βj|x| + γj for all x ∈ R, and G
m∑
j=1
βj < 1,
then the nonlinear problem (1.2) and (1.3) has at least one solution in PC([0, σ (T )]T).
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Proof. The nonlinear problem (1.2) and (1.3) has a solution which is equivalent to the fact that the operator Ψ has a fixed
point. We shall prove this by four steps.
Step 1. Ψ is continuous on PC([0, σ (T )]T). Let {xn}n∈N, x ∈ R and limn→∞ xn = x. Then, for t ∈ J ,
|(Ψ xn)(t)− (Ψ x)(t)|
=
∣∣∣∣∣
∫ σ(T )
0
g(t, s)[f (s, xn(σ (s)))− f (s, x(σ (s)))]1s+
m∑
j=1
g(t, tj)[Ij(xn(tj))− Ij(x(tj))]
∣∣∣∣∣
≤ sup
t,s∈[0,σ (T )]
|g(t, s)|
{∫ σ(T )
0
|f (s, xn(σ (s)))− f (s, x(σ (s)))|1s+
m∑
j=1
|Ij(xn(tj))− Ij(x(tj))|
}
≤ G
{∫ σ(T )
0
|f (s, xn(σ (s)))− f (s, x(σ (s)))|1s+
m∑
j=1
|Ij(xn(tj))− Ij(x(tj))|
}
,
where G := supt,s∈[0,σ (T )]T |g(t, s)| is finite.
Since p, Ij (j = 1, . . . ,m), f satisfy (H1)–(H3) respectively, we can use Lebesgue’s dominated convergence theory to get
that ‖Ψ xn − Ψ x‖ → 0(n →∞).
Step 2. Ψ maps a bounded set into a bounded set on PC([0, σ (T )]T). Let D ⊂ PC([0, σ (T )]T) be a bounded set, then
|x(t)| ≤ L, x ∈ D, t ∈ [0, σ (T )]T, and thus we have that |f (t, x(t))| ≤ F for t ∈ J , |Ij(x(t))| ≤ Qj for t ∈ {tk}mk=1, x ∈ D and
|(Ψ x)(t)| ≤
∣∣∣∣∣
∫ σ(T )
0
|g(t, s)||f (s, x(σ (s)))|1s+
m∑
j=1
|g(t, tj)||Ij(x(tj))|
∣∣∣∣∣
≤ F
∫ σ(T )
0
|g(t, s)|1s+
m∑
j=1
Qj|g(t, tj)|
= F
{∫ t
0
∣∣∣∣ e	p(t, s)1− e	p(σ (T ), 0)
∣∣∣∣1s+ ∫ σ(T )
t
∣∣∣∣ e	p(t, s)1− ep(σ (T ), 0)
∣∣∣∣1s}
+
∑
tj∈(0,t)
Qj
∣∣∣∣ e	p(t, tj)1− e	p(σ (T ), 0)
∣∣∣∣+ ∑
tj∈[t,T )
Qj
∣∣∣∣ e	p(t, tj)1− ep(σ (T ), 0)
∣∣∣∣
≤ F A¯t + B¯(σ (T )− t)+
∑
tj∈(0,t)T
A¯Qj +
∑
tj∈[t,T )T
B¯Qj =: M∗.
It is obvious thatM∗ is a finite value decided by p(t), and Ψ maps a bounded set into a bounded set.
Step 3. (Ψ x)(t) is quasi-equicontinuous. Let t1, t2 ∈ [0, σ (T )]T, t1 ≤ t2,
|(Ψ x)(t2)− (Ψ x)(t1)|
=
∣∣∣∣∣
∫ t2
0
g(t2, s)f (s, x(σ (s)))1s+
∫ σ(T )
t2
g(t2, s)f (s, x(σ (s)))1s−
∫ t1
0
g(t1, s)f (s, x(σ (s)))1s
−
∫ σ(T )
t1
g(t1, s)f (s, x(σ (s)))1s+
m∑
j=1
g(t2, tj)Ij(x(tj))−
m∑
j=1
g(t1, tj)Ij(x(tj))
∣∣∣∣∣
=
∣∣∣∣∣∣
∫ t1
0
e	p(t2, s)− e	p(t1, s)
1− e	p(σ (T ), 0) f (s, x(σ (s)))1s+
∫ t2
t1
e	p(t2, s)
1− e	p(σ (T ), 0) f (s, x(σ (s)))1s
−
∫ σ(T )
t2
e	p(t2, s)− e	p(t1, s)
1− ep(σ (T ), 0) f (s, x(σ (s)))1s+
∫ t2
t1
e	p(t1, s)
1− ep(σ (T ), 0) f (s, x(σ (s)))1s
+
∑
tj∈(0,t1)T
e	p(t2, tj)− e	p(t1, tj)
1− e	p(σ (T ), 0) Ij(x(tj))−
∑
tj∈[t2,T )T
e	p(t2, tj)− e	p(t1, tj)
1− ep(σ (T ), 0) Ij(x(tj))
+
∑
tj∈[t1,t2)T
[
e	p(t2, tj)
1− e	p(σ (T ), 0) −
e	p(σ (T ), 0)e	p(t1, tj)
1− e	p(σ (T ), 0)
]
Ij(x(tj))
∣∣∣∣∣∣
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=
∣∣∣∣∣∣(e	p(t2, t1)− 1)

∫ t1
0
e	p(t1, s)
1− e	p(σ (T ), 0) f (s, x(σ (s)))1s−
∫ σ(T )
t2
e	p(t1, s)
1− ep(σ (T ), 0) f (s, x(σ (s)))1s
+
∑
tj∈(0,t1)T
e	p(t1, tj)
1− e	p(σ (T ), 0) Ij(x(tj))−
∑
tj∈[t2,T )T
e	p(t1, tj)
1− ep(σ (T ), 0) Ij(x(tj))

+
∫ t2
t1
e	p(t2, s)
1− e	p(σ (T ), 0) f (s, x(σ (s)))1s+
∫ t2
t1
e	p(t1, s)
1− ep(σ (T ), 0) f (s, x(σ (s)))1s
+
∑
tj∈[t1,t2)T
[
e	p(t2, tj)
1− e	p(σ (T ), 0) −
e	p(σ (T ), 0)e	p(t1, tj)
1− e	p(σ (T ), 0)
]
Ij(x(tj))
∣∣∣∣∣∣ .
Since e	p(t2, t1)− 1 → 0 and∑
tj∈[t1,t2)T
[
e	p(t2, tj)
1− e	p(σ (T ), 0) −
e	p(σ (T ), 0)e	p(t1, tj)
1− e	p(σ (T ), 0)
]
Ij(x(tj))→ 0 as t2 → t1,
the above inequality tends to 0 as t2 → t1, that is, |(Ψ x)(t2)− (Ψ x)(t1)| tends uniformly to zero provided t2 → t1.
Step 1∼ Step 3 implies that Ψ : PC([0, σ (T )]T)→ PC([0, σ (T )]T) is compact by the Arzela–Ascoli theorem.
Now we consider the equation x = λΨ x, λ ∈ [0, 1). If x is a solution of the nonlinear problem, for t ∈ [0, σ (T )]T, we
have
|x(t)| ≤ λ
∫ σ(T )
0
|g(t, s)f (s, x(s))|1s+ λ
m∑
j=1
|g(t, tj)Ij(x(tj))|
≤ G
{
λ
∫ σ(T )
0
|f (s, x(s))|1s+ λ
m∑
j=1
|Ij(x(tj))|
}
≤ G
{∫ σ(T )
0
α[f (s, x(σ (s)))− p(s)x(σ (s))] + K1s+
m∑
j=1
(βj‖x‖ + γj)
}
≤ G
{∫ σ(T )
0
αx∆(s)1s+ Kσ(T )+
m∑
j=1
(βj‖x‖ + γj)
}
≤ G
m∑
j=1
βj‖x‖ + G
(
Kσ(T )+
m∑
j=1
γj
)
.
Therefore,
‖x‖ ≤
G
(
Kσ(T )+
m∑
j=1
γj
)
1− G
m∑
j=1
βj
.
Since the latter part of the inequality is independent of λ, we can use Schaefer’s theorem and say that the nonlinear
problem has at least one solution. 
Theorem 3.3. Suppose that p, Ij (j = 1, 2, . . . ,m), f satisfy (H1), (H2), (H3) respectively, and there exist nonnegative
constants α, K , βj and γj such that
|f (t, x)| ≤ α|x| + K , t ∈ J, x ∈ R,
|Ij(x)| ≤ βj|x| + γj, for all x ∈ R, and G(ασ(T )+
m∑
j=1
βj) < 1,
then the nonlinear problem (1.2) and (1.3) has at least one solution.
Proof. The proof is similar to that of Theorem 3.3 and so is omitted. 
Corollary 3.1. If p, Ij (j = 1, 2, . . . ,m), f satisfy (H1), (H2), (H3) respectively, and Ij (j = 1, 2, . . . ,m), f are bounded
functions, then the nonlinear problem (1.2) and (1.3) has at least one solution.
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