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ABSTRACT
This study examined levels, trends, differentials and determinants of infant and 
child mortality in Zimbabwe covering the period from the late 1960s to the early 1990s. 
The study was based on data collected in the 1982 Census, the 1992 Census and three 
nationally representative surveys: the 1984 Zimbabwe Reproductive and Health Survey 
(ZRHS), the 1987 Inter-Censal Demographic Survey (ICDS) and the 1988 Zimbabwe 
Demographic and Health Survey (ZDHS). Infant and child mortality differentials and 
determinants were examined, first at the provincial and district level using the 1992 
Census, and second at the individual woman level using the 1984 ZRHS, 1987 ICDS and 
1988 ZDHS, and lastly at the individual child level using the birth history data from the 
1988 ZDHS.
At the national level, infant and child mortality declined significantly through the 
1970s and 1980s with signs of a stagnation or an upward trend around 1990. Results 
from the 1992 Census show that substantial district variations in infant and child 
mortality exist in Zimbabwe. A high mortality belt exists along the borders with 
Mozambique in the east and north-east and the border with Zambia in the north. The 
district variations are associated with levels of female education, fertility level and 
population density. It is argued that the district variations are generally related to broader 
characteristics which include natural environmental conditions, levels of socioeconomic 
development, and ethnic and cultural factors which may influence beliefs, practices and 
the diffusion of health related information.
With respect to individual children, maternal age and birth order had significant 
independent effects on infant mortality but not child mortality, indicating that their effects 
were mainly biological and related to circumstances at birth. Short preceding birth 
intervals of 18 months or less were associated with significantly higher infant and child 
mortality and the effects were independent of the survival of the preceding sibling, 
indicating that sibling competition was not the main mechanism of influence. Also, 
shorter succeeding birth intervals were associated with higher probabilities of dying
between ages one and five years, a likely effect of interruption of breastfeeding. The 
survival of successive siblings was correlated, which indicates the existence of common 
endogenous, environmental or family level factors affecting successive siblings. 
Differentials by sex of child did not show any evidence of the effects of sex preference on 
infant and child mortality.
Characteristics of mothers that were significantly related to the mortality of their 
children include place of residence, education, age at marriage, ever-use of modem 
contraception, and whether or not the mother had pre-natal care for the last child. Place 
of residence and use of modem contraception were particularly important during infancy 
while maternal education and province of residence were important between ages one 
and five years. Higher maternal education, ever-use of modem contraception and 
residence in urban areas, the effects of which were largely independent of maternal 
reproductive characteristics, may indicate better maternal knowledge concerning 
nutrition, hygiene and curative and preventive medical care, and access to health 
services. This study found that the levels and factors affecting infant and child mortality 
vary according to the economic and social organisation of the place of residence. Child 
mortality was highest on commercial farms, lowest in urban areas and intermediate in 
communal areas. In communal areas, household possession of cattle and an ox-drawn 
cart, and paternal occupation were significantly associated with infant mortality, and the 
availability of a toilet facility had significant effects on child mortality.
In the long term, the combination of higher educational attainment by women, 
increase in age at marriage, delay in age at first pregnancy, use of modem contraception, 
longer birth spacing, increase in utilisation of health services and promotion of public 
health awareness are expected to further reduce infant and child mortality in Zimbabwe. 
This would only be realised if the effects of the economic structural adjustment program 
(ES AP) on provision of health and other social services is minimal and that he spread of 
HIV and AIDS is controlled, otherwise infant and child mortality will indeed increase.
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CHAPTER ONE
INTRODUCTION
1.1 Introduction
The fight against disease and death has characterised human life throughout 
history and human beings have always been committed to reducing the incidence of 
disease and improving the conditions of living so as to prolong life. It is therefore not 
surprising that the study of mortality levels and trends and factors affecting mortality has 
a long history in demographic analysis. The struggle to prolong life has succeeded in 
varying degrees for different populations as reflected by differences in mortality levels.
The health of children is more likely to respond faster to improvements in health 
and living conditions than adults, and as a result, mortality at young ages is often 
regarded as a sensitive indicator of socio-economic development (Morris, 1979; Grant, 
1981; Hill, 1985; Merrick, 1985; Preston, 1985; Rosero-Bixby, 1985; DaVanzo, 1988). 
Because of the association of infant and child mortality with levels of socio-economic 
development, knowledge of infant and child mortality is important in various aspects of 
social, economic and health planning as high infant and child mortality is associated with 
poverty and deprivation (Mahadevan et al., 1985:1; United Nations (UN), 1991:iii). As 
noted by the United Nations Children's Fund (UNICEF) (1989:82),
the under five mortality rate reflects the nutritional health and the health 
knowledge of mothers; the level of immunisation and ORT (oral re-hydration 
therapy) use; the availability of maternal and child health services (including pre­
natal care); income and food availability in the family; the availability of clean 
water and safe sanitation; and the overall safety of the child's environment
High infant and child mortality is also considered to be directly or indirectly 
related to high fertility (Heer and Wu, 1978; Knodel, 1978; Preston, 1978:1-2; Vallin 
and Lery, 1978), which is the major factor responsible for high population growth rates 
in developing countries. In the demographic transition in developed countries, mortality 
decline was considered essential for initiating a decline in fertility (Davis, 1945; 
Notestein 1945). Fertility decline can also lead to infant and child mortality decline by
2reducing high order births which are at a relatively high risk of mortality and by 
facilitating longer birth spacing.
Data on infant and child mortality is particularly needed in developing countries, 
where mortality levels are high and living standards are relatively low for the majority of 
the population. Also, in developing countries, infant and child deaths contribute a large 
proportion to overall mortality levels. For example, in the early 1970s, under five deaths 
constituted 37 per cent of total deaths in Ghana, 56 per cent in Kenya, and 64 per cent in 
Malawi (United Nations Economic Commission for Africa (UNECA), 1984:116, Table 
3). In the late 1980's, deaths of children under age five years accounted for about one 
third of all deaths world-wide and in less developed countries they accounted for over 
half of all deaths (Kent, 1991:5). However, in most developing countries especially in 
Sub-Saharan Africa, reliable data on infant and child mortality levels, trends and 
differentials has been lacking, due to nonexistent or incomplete vital registration systems 
and inadequate and deficient census data (Hill and Pebley, 1989; United Nations, 1982:1; 
Cleland et al, 1991:139;). As noted by the United Nations (1982: 83), 'relatively little is 
known about the dimensions of trends and variations in African mortality’. This comment 
is particularly valid for Zimbabwe.
This study focuses on the estimation of infant and child mortality levels, trends, 
differentials and determinants in Zimbabwe by synthesising results from the 1982 and 
1992 Censuses, and three nationally representative surveys: the 1984 Zimbabwe 
Reproductive and Health Survey (ZRHS); the 1987 Inter-Censal Demographic Survey 
(ICDS); and the 1988 Zimbabwe Demographic and Health Survey (ZDHS). The 
estimates of infant and child mortality derived from these different surveys and censuses 
cover the time period spanning from the end of the 1960s to the beginning of the 1990s. 
It is mid-way through the reference period covered in this study that Zimbabwe attained 
political Independence (in April, 1980), which was followed by dramatic changes in 
socio-economic policies in favour of the majority black population, especially in rural 
areas. The analyses of infant and child mortality carried out in this thesis have a national,
3a provincial and a district dimension, as well as a micro-level dimension focusing on 
individual mothers and children.
1.2 The research problem
While a common problem with studies of mortality in developing countries is 
related to the scarcity of data, Waltisperger (1988, cited in Tabutin and Akoto, 1992:32) 
argues that scientific research on African mortality is also hindered by the insufficient use 
of the information available, however imperfect or indirect it may be. This statement 
appropriately describes the situation in Zimbabwe where data from several surveys and 
censuses are available, yet research on mortality is still basic and unsystematic. The 
estimation and analysis of levels and trends of infant and child mortality have not 
proceeded much beyond the basic application of indirect estimation methods, while the 
examination of differentials and determinants is either lacking or methodologically 
insufficient
Besides the direct infant and child mortality estimates from the 1988 Zimbabwe 
Demographic and Health Survey (ZDHS), which cannot be easily evaluated in the 
absence of other independent direct estimates, infant and child mortality levels have been 
indirectly estimated from the censuses and surveys (Zimbabwe National Family Planning 
Council (ZNFPC), 1985; Central Statistical Office (CSO), 1985, 1991a; Hill and Pebley, 
1989; Hill, 1992; United Nations (UN), 1992; Bah, 1993). However, most of these 
estimates are highly inconsistent, even those from the same data source, as demonstrated 
later in Section 1.4. In such situations where various data sources are available and 
estimates from the different sources are inconsistent, there is a need for researchers to 
make use of the empirical patterns, knowledge of indirect methods, and knowledge of 
the local context, in order to reach reasonably defensible conclusions about levels and 
trends of mortality (Feeney, 1991:51-52). Such analysis has not been done in the case of 
Zimbabwe, and, in the existing estimates, the issue of data quality was either ignored or 
only partially dealt with, probably due to lack of access to primary data.
4Unlike most Asian and Latin American countries, and even some African 
countries such as Ghana (Tawiah, 1979; Singh et al.; 1985) and Sierra Leone (Kandeh, 
1979), analysis of infant and child mortality differentials and determinants has generally 
been neglected in Zimbabwe. The available studies are mainly from simple univariate and 
bivariate analyses by the Central Statistical Office (CSO) which do not control for the 
effects of other factors as well as the recent results of the comparative analysis of the 
Demographic and Health Surveys. However, one limitation of such comparative studies 
is that, the number of variables included is greatly restricted as the variables have to be 
comparable in the different country surveys.
The examination of regional and socio-economic differentials and factors 
associated with them is important as it identifies under-privileged sub-populations which 
then become targets of policies and intervention programs seeking to improve child 
survival. This is particularly important in the case of Zimbabwe, where development 
policies adopted since Independence in 1980 are primarily focused on reduction of 
inequalities by improving living conditions of the rural population that had been 
neglected by the colonial government Identification of disadvantaged groups and areas, 
and factors associated with high infant and child mortality provides an important base for 
development policies in areas such as family planning, nutrition, and public health 
programs. As noted by Mahadevan et al., (1985:1):
Knowledge of infant and child mortality among different cultural and social 
groups, and their determinants are essential for effective planning and 
implementation of many developmental programs in any country. Data on various 
aspects of mortality are needed for the judicious use of meagre inputs by different 
agencies of the government and the voluntary organisations in order to channelise 
the services in a balanced and equitable manner among the needy sections of the 
population.
In view of the fact that the existing estimates of infant and child mortality levels 
are inconsistent, and knowledge of differentials and determinants is scanty, this research 
seeks to provide a comprehensive analysis of infant and child mortality levels, trends, 
differentials and determinants in Zimbabwe, using existing census and survey data. Also, 
regional variations in infant and child mortality and the factors associated with the
5variations are examined at the district level. Such an areal analysis of factors associated 
with mortality variations has not been carried out before in the case of Zimbabwe. The 
specific objectives of this study covering these research issues are discussed later in this 
chapter.
1.3 A general review of literature
The historical mortality decline in developed countries was mainly attributed to 
socio-economic development which led to improvements in living standards, while in 
developing countries the delayed decline was largely attributed to imported modem 
medical technologies (Omran, 1971; Hansluwka, 1978; Gwatkin, 1980:616-617). In the 
developed countries, life expectancy reached about 70 years around 1950 (McKeown, 
1976:28; Gwatkin, 1980:620). In developing countries, however, mortality decline began 
in the early 20th century and occurred more rapidly after the Second World War 
(Gwatkin, 1980:616-617; Meegama, 1985; Stolnitz, 1955; Davis, 1956; Sivamurthy, 
1981:67; Hansluwka, 1978:15). Among the developing countries, the decline was faster 
in some countries where life expectancy at birth reached about 70 years in the 1970s. 
Such countries include Sri Lanka, Taiwan and Cuba (Meegama, 1985; Gwatkin, 1980). 
The majority of the developing countries are yet to achieve a life expectancy at birth of 
70 years and this includes the majority of the African countries.
Lately, there were suggestions that there was a possible slow-down in the rate of 
mortality decline in developing countries, especially in the late 1960s and early 1970s 
(Gwatkin, 1980; Arriaga, 1981; Meegama, 1981; Ruzicka and Hansluwka, 1982;). The 
explanation for this phenomenon has centred around the relative contributions of socio­
economic development and modem medical technology to mortality decline in these 
countries. It has been argued that at the initial stages when mortality levels are high, 
health and medical factors are more closely related to mortality decline, but when 
mortality falls to low levels, economic development, education and nutrition become 
more important in determining further mortality decline (Hansluwka 1978:17; Caldwell, 
1984:104; Pendleton and Yang, 1985:459). For example, while medical and public health 
factors were effective against malaria, tuberculosis and smallpox, thus causing the initial
6rapid mortality decline, the deceleration in the rate of mortality decline observed in 
developing countries in the 1960s and 1970s was due to the effects of less fatal diseases 
such as diarrhoea, pneumonia and the effects of malnutrition (Flegg, 1982:454). These 
diseases were more responsive to improvements in social and economic conditions than 
direct medical intervention (Ruzicka and Hansluwka, 1982:49).
The United Nations (1982, 1988, 1990) provides mortality estimates for most of 
the developing countries. However the reliability of most of the United Nations estimates 
cannot possibly be evaluated, as in most cases neither the source of the data were 
indicated nor the figures on which the estimates were based. Several researchers have 
analysed the levels and trends in childhood mortality in developing countries (Cleland et 
al., 1991; Bicego et al., 1991; Hill and Pebley, 1989; Hill, 1992). Using a number of 
census and survey data sets, Hill (1992) observed a general decline in child mortality 
between the end of the Second World War and 1980 for the majority of African 
countries.
The level of mortality in any population is the result of the interaction between 
hazards present in the environment and the ability of the population to defend itself 
against those hazards (Blacker, 1991:81). Socio-economic and background 
characteristics of parents have been found to be associated with differentials of infant and 
child mortality in many populations. The most common characteristics include; region of 
residence, rural/urban residence, education and economic status.
Regional mortality variations result from differences in population composition 
with respect to individual characteristics, macro-economic conditions, the availability and 
accessibility of health services and differences in physical environmental conditions which 
may influence the incidence of disease. Preston and Haines (1991) for the United States 
of America, Farah and Preston (1982) for Sudan, and Anker and Knowles (1980) for 
Kenya, noted that once the effects of factors such as socio-economic levels and 
rural/urban residence were controlled, geographic differences in infant and child
7mortality reflect the influences of climate and disease vectors, and differences in the 
provision of health services.
Physical environmental conditions such as climate may increase the incidence of 
infectious and parasitic diseases in some regions thereby increasing the risk of infection 
and being sick. Anker and Knowles (1980) identified the presence of malaria as a major 
cause of regional differentials in child mortality in Kenya. Provincial differentials have 
also been linked to differences in female education in the Sudan (Farah and Preston, 
1982) and in Kenya (Anker and Knowles, 1980).
Since in developing countries rural and urban areas differ significantly in terms of 
population composition, living conditions and socio-economic organisation, differences 
in child mortality are naturally expected. Urban areas, which have better developed water 
supply systems, sanitation, housing and health services than rural areas, are associated 
with lower infant and child mortality (Gaisie, 1981; Haines and Avery, 1982; United 
Nations, 1985; Vallin and Lopez, 1985). Although urban areas may have better 
developed health care facilities, it has been argued that other socio-economic factors 
such as education and income affect the utilisation of these facilities by individual families 
(United Nations, 1985; Mosley, 1985). However, Rosero-Bixby (1985) noted that in 
Costa Rica extension of the health care system to the rural areas was a more decisive 
factor in infant mortality decline than other indicators of standard of living. Guzman 
(1989: 135) observed that in Latin American countries, rural/urban differentials tended 
to disappear when social class and maternal education were controlled for. De Carvalho 
and Woods (1978) and United Nations (1985) also noted that rural/urban differentials 
were a reflection of the different socio-economic composition of urban and rural 
populations.
Higher parental education is often associated with lower child mortality. Notably 
maternal education has been observed to have a negative association with child mortality 
(Caldwell, 1979:396; Behm, 1981; Haines and Avery, 1982:43; Frenzen and Hogan, 
1982). Education is likely to operate through better hygienic practices, better nutrition
8and greater as well as more efficient use of immunisation and health facilities. In 
particular, maternal education has been identified as an important determinant of the use 
of health services (Ware, 1984; and Jain, 1985). Educated mothers are more likely to 
make greater as well as more efficient use of immunisation and curative services than 
uneducated mothers. According to Caldwell (1984:108), education is the most powerful 
mechanism for social change. It promotes a stronger belief in modem medicine, hygienic 
practices and better use of modem health facilities. Tekce and Shorter (1984) found that 
maternal education was associated with better personal hygiene and better nutrition. 
According to Caldwell (1979), educated mothers are more confident and more capable 
of demanding the attention of health personnel, they also have better knowledge of 
available health services and are more willing to travel outside the home in search of 
these services. Education of women also changes intra-family relationships, promoting a 
more child-centred approach. Tekce and Shorter (1984) found that maternal education 
was associated with better personal hygiene, better nutrition and better utilisation of 
health services.
Education may influence infant and child mortality through its effect on 
reproductive behaviour and also through its effect on health behaviour. As noted by 
Pebley and Stupp (1987:48), maternal education may be regarded as an indicator of the 
mother's level of skills and the degree to which she can effectively employ the resources 
at her disposal to increase her children's chances of survival. Higher maternal education 
may also be associated with higher income, as more educated mothers were more likely 
to be employed in relatively high salary jobs.
In addition, better educated mothers are more likely to earn higher incomes in the 
labour market and marry better educated men. As a result, they have better incomes 
which enable them to provide better living conditions, food and health services. Although 
paternal education is usually regarded as an indicator of household economic conditions, 
the father’s health beliefs and attitudes also may be important in shaping the health 
behaviour of the family.
9Occupations of both mother and father are likely to have a positive impact on 
child survival through income. Households with working parents are likely to have 
higher income which may translate into better living conditions and better nutrition. The 
Swedish Save the Children Federation (1984) reported that in Addis Ababa, Ethiopia, 
the majority of professional and clerical workers delivered their babies in hospitals yet 
about half of the housewives and factory workers delivered at home. This therefore 
shows that occupation has some influence on utilisation of health services. This 
relationship may be a result of income (ability to pay) and education. However, maternal 
occupation may have negative effects on child survival particularly through interference 
with breastfeeding (Knodel and Kintner, 1977; Qeland and van Ginneken, 1989). Also, 
the absence of the mother from home substantially reduces the time she dedicates to 
child care. The substitution of care by relatives or child minders for maternal care may 
interfere with frequency of feeding (especially at younger ages), and the general level of 
child care may decline, thereby increasing the risk of injury and infection.
Maternal reproductive characteristics such as age of mother at birth of child, 
parity or birth order, and length of the preceding and the succeeding birth intervals, have 
been noted to have significant effects on the risk of infant and child mortality. For 
example, Pebley and Stupp (1987:50-51) found that, in Guatemala, the risk of dying was 
highest among children bom to women at the youngest and oldest ages. In Malaysia, 
DaVanzo et al., (1983:388) noted that the risk of dying was relatively high for children 
bom to mothers aged less than 18 years and over 40 years. Bhuiya and Streatfield 
(1992:454) found, in Bangladesh, that first births and birth orders five and higher were 
associated with relatively high mortality risks. Several studies have also shown that short 
birth intervals were associated with high risks of mortality; see for example, De Sweemer 
(1984:55) in Punjab, India, Qeland and Sathar (1984:409) in Pakistan, Pebley and Stupp 
(1987) in Guatemala, and Boerma and Bicego (1992:249-250) in a comparative analysis 
of the Demographic and Health Surveys. It has also been suggested that socio-economic 
factors may influence infant and child mortality through their effects on the maternal
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reproductive characteristics and health factors that are more directly related to infant and 
child health and mortality (Mosley and Chen, 1984 and Jain, 1985).
A number of studies have shown that the differentials in childhood mortality by 
various characteristics are not static but change over time. When infant and child 
mortality declines occur, the decline is not uniform across socio-economic groups or 
geographic regions and therefore differentials are either increased or reduced in the 
process of mortality change. Guzman (1989) noted that the decline in infant mortality 
during the 1970s in Hondurus, Guatemala and Panama occurred in the highest mortality 
groups, with the lowest levels of education, and thereby reduced the extent of 
differentials. Rosero-Bixby (1985) noted that in Costa Rica, differentials in infant 
mortality rates by education of mother decreased between 1965-69 and 1975-79 because 
public programs of primary health care improved access of poorly educated mothers to 
health facilities, thereby reducing their disadvantage. Palloni (1981) and Conchrane 
(1980) observed that the effect of maternal education at the individual level diminished 
with rising national literacy levels.
From the analysis of mortality declines in several developing countries, Pendleton 
and Yang (1985: 459) observed that at early stages of the mortality transition, health and 
medical factors were more closely related to mortality and when countries achieved low 
mortality conditions, economic development, education and diet became more important 
Similarly, from the analysis of mortality transition in Korea (Kim, 1986:250-253), 
concluded th a t before development programs, that is, at relatively high levels of 
mortality, demographic factors were more strongly related to infant mortality than socio­
economic factors, and at early stages of development socio-economic factors become 
more im portant while at higher levels of development living conditions become more 
uniform and socio-economic differentials become smaller.
The mechanisms through which different factors operate to influence infant and 
child health and eventually death are complex. Various theoretical frameworks exist that 
identify the different linkages between background socio-economic and environmental
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factors, and infant and child mortality (Mosley and Chen, 1984; Jain, 1985). Some of the 
frameworks are broad-based and incorporate political, social and economic policies and 
conditions at national and international levels in addition to household and individual 
level factors (Mahadevan, 1986:239-289; Wood and de Carvalho, 1988:12-49; Shah and 
Shah, 1990). In these frameworks, the determinants of infant and child mortality are 
generally viewed at four different levels. First are the factors at the international and 
national level which include national policies and the culture of the society. The second 
level includes specific programs implemented to effect development; the third level 
comprises individual and household variables; and the last level comprises the proximate 
factors as viewed by Mosley and Chen (1984). These frameworks are discussed further 
in Section 1.6.
1.4 A review of infant and child mortality studies in Zimbabwe
In Zimbabwe, independent research on infant and child mortality is generally 
limited and much of the existing demographic data and literature come from the Central 
Statistical Office (CSO). Indirect estimates of infant and child mortality for Zimbabwe 
from the existing census and survey data have been made by CSO (1985; 1991a; 1992; 
1993), ZNFPC (1985), Hill and Pebley (1989), Hill (1992), and UN (1992). However, 
these different estimates are not consistent as illustrated by the estimates shown in Table 
1.1. For example, estimates of infant mortality rates (IMR) referring to the period 1975- 
76 range from 85 per 1000 based on the 1984 ZRHS to 98 per 1000 based on the 1982 
Census, and estimates referring to 1979-80 range from a low of 69 per 1000 based on 
the 1988 ZDHS to a high of 94 per 1000 based on the 1984 ZRHS. Estimates of the 
probability of dying between birth and exact age five years (q(5)) also show similar 
variations. Inconsistencies between estimates from different data sources probably reflect 
differences in the geographical coverage of the surveys as well as differences in the 
accuracy of event reporting.
However, of greater concern is the fact that different analyses produced different 
estimates referring to the same period even from the same data source. For example, 
Table 1.1 shows that from the 1982 Census, infant mortality was estimated at 98 per
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1000 (CSO, 1985) and 87 per 1000 (UN, 1992) for the years 1975 and 1976 
respectively. From the 1984 ZRHS, infant mortality was estimated at 79 per 1000 for 
1979 (ZNFPC, 1985) and at 94 per 1000 for 1980 (CSO, 1992). Similarly, some of the 
estimates of q(5) based on the same data source were not consistent although referring 
to the same time period. For example, estimates based on the 1982 Census data referring 
to the year 1978 ranged from a low of 124 per 1000 (CSO, 1985:171) through 135 per 
1000 (UN, 1992:377) and to a high of 138 per 1000 (Hill, 1992:15). Table 1.1 shows 
that for each group of estimates referring to the same period, the indirect estimates based 
on the 1988 ZDHS and 1984 ZRHS were the low est
While one of the reasons for the differences may be the use of different methods, 
the effect of which is expected to be minimal, the use of different mortality models may 
be relatively more important. As noted by (Hill, 1984:148), different mortality models 
can cause significant differences of around 10 per cent in the indirect estimates of the 
probabilities of dying between birth and age one, two, three or five years. In the case of 
Zimbabwe, the relationship between infant mortality and child mortality has not been 
analysed with a view to establishing a suitable model mortality pattem. Different model 
patterns have been assumed in the production of existing estimates. The CSO, (1985) 
assumed the Coale and Demeny West model pattem and the Brass African standard 
while the UN (1992) and Hill (1992) assumed the Coale and Demeny North model 
mortality pattern. It is therefore necessary to analyse the literature and data available in 
order to establish the most suitable mortality model for Zimbabwe.
Table 1.1 Indirect estimates of infant and child mortality for Zimbabwe based on 
various data sources
Reference
time
Estimate Data source Source of estimate
1975
q(l) per 1000 
85 1984 ZRHS CSO, 1992:26
1975 98 1982 Census CSO, 1985:173
1976 87 1982 Census UN, 1992:377
1979 89 1982 Census CSO, 1985:173
1979 69 1988 ZDHS CSO, 1992:26
1979 79 1984 ZRHS ZNFPC, 1985:71
1980 94 1984 ZRHS CSO, 1992:26
1983 65 1987 ICDS UN, 1992:379
1983 71 1987 ICDS CSO, 1992:26
1985 70 1987 ICDS CSO, 1992:26
1986 61 1988 ZDHS CSO, 1992:26
1976
q(5) per 1000 
143 1982 Census CSO, 1985:171
1978 138 1982 Census Hill, 1992:15
1978 135 1982 Census UN, 1992:377
1978 124 1982 Census CSO, 1985:171
1980 135 1984 ZRHS UN, 1990:127
1980 133 1984 ZRHS UN, 1992:378
1981 99 1987 ICDS UN, 1992:378
1981 92 1988 ZDHS UN, 1992:379
1984 99 1988 ZDHS UN, 1992:379
1985 101 1987 ICDS UN, 1992:378
Attempts have been made by Hill (1992) to standardise infant and child mortality 
estimates using the 1969 and 1982 Censuses, and by the UN (1992) also using the 1969 
and 1982 Censuses and the 1984 ZRHS, 1987 ICDS and 1988 ZDHS. However, in both 
cases, no efforts were made to synthesise and arrive at coherent estimates. A possible 
reason may be lack of access to primary data as the analyses were based on published 
data. Bah (1993) attempted to analyse the trends in under-five mortality at the national- 
level as well as by rural/urban residence and by province of residence using indirect 
estimates from the 1988 ZDHS. An obvious limitation of this study is the small number 
of cases in the 1988 ZDHS especially when disaggregated by rural/urban residence and
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by province of residence, and further by age group for the indirect estimation of under- 
five mortality.
The direct estimates of infant and child mortality from the birth history data 
collected in the 1988 ZDHS, which may be largely influenced by small numbers, do not 
show a consistent trend of mortality decline. The estimates show higher infant and child 
mortality for the period 1978-82 as compared to 1973-77 and 1983-88 (CSO, 1989:78- 
79, Tables 6.1 and 6.2). This implies that either there was a temporary rise in mortality 
during the period 1978-82 or alternatively the data for the period 1973-77 were less 
accurate and under-estimated the mortality level. These direct estimates cannot be easily 
evaluated in the absence of other independent estimates or reliable vital registration data. 
Sullivan (1991:33-34) concluded that the data from the Demographic and Health 
Surveys did not produce conclusive estimates for some Sub-Saharan African countries 
including Zimbabwe.
The CSO (1992) examined child mortality differentials by comparing indirect 
estimates of childhood mortality by province, rural/urban residence, and maternal 
education using the 1982 Census and 1987 ICDS. Infant and child mortality were 
observed to be higher in rural than in urban areas and the infant and child mortality rates 
for women with secondary education were less than half of those for women with no 
education (CSO, 1992:27-29). Comparison of direct estimates of infant and child 
mortality from the ZDHS revealed higher mortality among children of rural women than 
urban (CSO, 1989:79). Also the probability of dying for children of uneducated mothers 
was more than double that for children whose mothers had at least secondary education. 
However, the approach used in these analyses does not enable the identification of net 
effects of the independent variables, a process that requires undertaking a multivariate 
analysis of the factors influencing infant and child mortality.
Studies of the relationship between background socio-economic factors and 
proximate risks on the one hand, and infant and child mortality on the other, are 
generally lacking for Zimbabwe. Prior to the 1988 ZDHS, no other survey had collected
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adequate data to enable such an examination of the determinants of infant and child 
mortality at the national level in Zimbabwe. Bicego and Boerma (1991) carried out a 
comparative analysis of the effect of maternal education on neo-natal mortality and 
mortality between one month and 23 months of age using the Demographic and Health 
Survey data from various countries, including Zimbabwe. The expected positive 
relationship was observed between education and child survival. However, since they 
focused on the age group one to 23 months, their findings are not readily comparable to 
most studies that consider mortality between birth and age one year as infant mortality 
and mortality between ages one and five years as child mortality.
1.5 Aims and objectives
This study aims to undertake a comprehensive and systematic analysis of infant 
and child mortality levels, trends, differentials and determinants in Zimbabwe using 
various data sources. Overlapping indirect estimates are derived from the censuses and 
surveys that are considered suitable. The data sources available include the 1982 Census, 
1984 ZRHS, 1987 ICDS, 1988 ZDHS and the 1992 Census. Detailed analysis of the 
quality of the different data sources used in this study is carried out in order to allow for 
the synthesis of the different estimates. Such integrated analyses permit evaluation of the 
relative consistency of the various data sources, particularly surveys, in providing 
national level mortality estimates. The study also examines regional and socio-economic 
differentials in childhood mortality using the three nationally representative surveys: the 
1984 ZRHS, 1987 ICDS and 1988 ZDHS. In addition, a detailed analysis of the effect of 
background socio-economic characteristics and the more direct maternal reproductive 
characteristics on mortality during infancy and between one and five years is undertaken 
using the ZDHS birth history data. The specific objectives of this study are:
(i) To systematically analyse and synthesise results from the different censuses 
and nationally representative surveys available in Zimbabwe, in order to estimate 
levels and trends of infant and child mortality at the national level,
(ii) To examine the extent of provincial and district variations of infant and child 
mortality and the factors affecting the spatial variations in Zimbabwe,
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(iii) To analyse socio-economic differentials in childhood mortality using the
1984 ZRHS, the 1987 ICDS and the 1988 ZDHS, and
(iv) To undertake a multivariate analysis of the effects of individual parental
characteristics, household characteristics and bio-demographic factors on infant
and child mortality in Zimbabwe.
1.6 Theoretical framework
The mechanisms through which different factors operate to influence infant and 
child health and mortality are complex because of the synergy of social, economic and 
biological processes. In order to understand the relationships between mortality and 
various other factors, as well as reasons behind the changes in mortality levels, it is 
necessary to identify the causal linkages between the different factors that influence 
mortality. These relationships are identified in the various conceptual frameworks that 
relate causal factors to mortality.
Among the various theoretical frameworks for the determinants of infant and 
child mortality, the most popular and widely adopted is that of Mosley and Chen (1984). 
This framework is based on the assumption that the social and economic characteristics 
of parents and the household environment operate through a set of biological or so- 
called 'proximate factors' which are more directly related to infant and child mortality. 
The proximate determinants identified by Mosley and Chen fall into five categories:
(a) Maternal factors (age, parity, birth intervals)
(b) Environmental contamination factors
(c) Nutrient availability factors
(d) Injuries
(e) Personal illness control factors.
Other broader theoretical frameworks link political, social and economic policies 
and conditions, at national and international levels, with household, individual and 
proximate factors affecting child mortality (Mahadevan, 1986; Comia, 1987:35-41; 
Wood and de Carvalho, 1988; Shah and Shah, 1990; and Kent, 1991:2). The broader
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conceptualisation enhance the understanding of reasons behind changes and differentials 
in national mortality levels.
These theoretical frameworks generally identify a hierarchy of levels of factors 
that influence infant and child health and mortality. The immediate causes of death 
among infants and young children are disease, injury, dietary deficiency, and maternal 
and delivery factors (Mosley and Chen's proximate determinants). These immediate 
causes mainly reflect bio-medical processes at the individual level and reflect some 
underlying conditions such as insufficient food, poor food preparation or an unhealthy 
living environment The underlying causes are a reflection of household factors such as 
income, water supply and sanitation, access to health services, parental education, and 
place of residence. The differences in household conditions are a result of the social, 
economic, cultural and political organisation at the societal, regional or national level 
(Mahadevan, 1986; Comia, 1987; Wood and de Carvalho, 1988). These are factors that 
are more under the influence of governments at the local or national level than of 
individuals or households. Such factors include the nature of the economic system, the 
political system, and development policies and programs which are in turn influenced by 
international considerations. These macro-level policies and programs set the conditions 
under which individual and household factors operate.
Figure 1.1 shows how a variety of factors ranging from immediate causes to 
national and international factors interact to influence the health and mortality of 
children. Among infants and young children, the main immediate causes of death include 
malnutrition (growth faltering) and child infection and disease. Injuries and maternal 
health, nutrition and reproductive behaviour can also directly cause child death. 
Although child growth faltering and infection are direct causes of child death, they are 
also useful indicators of child well-being, and maternal factors and injuries can influence 
child death by causing malnutrition and infection. Nutrition deficiency reduces the body's 
resistance to disease. When childhood diseases such as measles occur together with 
malnutrition, the result may be fatal. For well-nourished children who receive adequate 
diets during a measles attack, the effects are usually minimal and transient (Axton, 1979).
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Figure 1.1 A general theoretical framework of the determinants of infant and child 
mortality
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Child malnutrition and the extent of disease and infection reflect the underlying 
conditions regarding the intake and utilisation of nutrients by the child, control of illness 
(preventive and curative) and environmental contamination. These underlying conditions 
are influenced by household factors. It should be noted, however, that the framework has 
been highly simplified to illustrate the general pattern of the relationships between the 
factors at different levels. The factors in each group (international and national factors, 
household factors and individual factors) interact with each other in various ways not
shown in the framework. The factors shown at the household level are not exhaustive
\
but have been selected only for illustrative purposes.
The survival of an infant, especially in the first month of life, is closely related to 
the mother's health and nutritional status during pregnancy. Poor nutrition during 
pregnancy (due to insufficient food intake, over-work or poor health) tends to lead to 
low birth weight children who face higher mortality risks. Once children are bom, 
nutrition in the form of breast milk, substitutes and/or supplements is important in 
determining their health status. The other maternal factors associated with reproductive 
patterns include parity, mother's age, and length of preceding birth interval may influence 
gestational age and birth weight Early weaning, which is associated with short birth 
intervals, increases competition among young children for maternal attention and scarce 
resources, thereby increasing the risks of malnutrition and infection (Ahmed, 1992:32). 
Maternal factors, nutrition, health and reproductive behaviour depend on other 
background characteristics, such as food availability, access to health services, education 
of women and girls, socio-cultural values and urbanisation.
Various infant and child infections, such as diarrhoea, acute respiratory infections 
and communicable diseases, reduce food intake by depressing appetite or, in the case of 
diarrhoea, by direct loss of nutrients which leads to dehydration and malnutrition. The 
extent of infection depends largely on the underlying conditions which include the level 
of environmental contamination and personal disease control (preventive and curative). 
Use of health services for pre-natal care and delivery can prevent birth complications and 
birth injuries. Personal illness control and environmental contamination directly depend
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on household conditions with respect to access to health, provision of safe water and 
sanitation, and housing quality. These household conditions in turn reflect government 
programs, policies and expenditure patterns at the regional or national level, which 
determine the availability of facilities such as health services.
Sub-national differences in infant and child mortality reflect differences in the 
distribution of resources (income, food), the social attributes of the parents (education, 
beliefs and norms), the availability of amenities such as water supply and sanitation, 
access to health services and the physical environmental conditions (Figure 1.1). They 
also reflect differences in skills and knowledge of the promotion of health and prevention 
and treatment of diseases.
The relative differences in mortality levels and differentials in developing 
countries are partly a result of differences in development strategies adopted by 
governments. Developments that either increase or reduce social and economic 
inequalities will influence mortality levels and patterns in different ways. According to 
UNECA (1984:47) and Wood and de Carvalho (1988:8), strategies that are oriented 
more strongly towards meeting basic needs and reducing inequalities in income, wealth 
and access to services lead to lower mortality than those which favour capital 
accumulation and concentrated investments, the benefits of which favour a small elite. 
From the comparison of infant mortality rates and life expectancy at birth to per capita 
income for 99 developing countries, Caldwell (1989) observed that some countries had 
achieved mortality conditions which were much lower than would be predicted from 
their per capita incomes. This was attributed to impressive achievements in improvement 
of female education, health and family planning services and the existence of political will 
and government commitment to implement such policies.
While countries such as China, Cuba and Costa Rica, Sri Lanka and the state of 
Kerala in India, that pursued development strategies favouring more equitable 
distribution of social benefits achieved unusually low mortality at low income levels, 
some of the oil-rich countries of the Middle East (Iraq, Iran, Saudi Arabia) had far lower
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life expectancy although their national incomes were 10 to 20 times higher (UNECA, 
1984:46). This indicates that it is not only aggregate economic success but also the 
structure of economic growth, particularly as it relates to the distribution of benefits, that 
influences mortality levels. Despite their different socio-cultural and political 
backgrounds, the success of China, Sri Lanka, Costa Rica and the state of Kerala in India 
were generally attributed to a historical commitment to health as a social goal, a social 
welfare orientation to development, widespread participation of the population in the 
political process, equity of health services, and inter-sectoral linkages for health (Tabah, 
1980:371; GunatiUeke, 1985:122; Rosenfield, 1985:175-76; Saenz, 1985:140; Caldwell 
1989).
While generalisations can be made regarding the effect of national developments 
in health and other social and economic sectors on mortality, the circumstances differ 
between countries. The particular combination of economic, social and political 
circumstances that determine the availability and acceptance of health care measures and 
their subsequent impact on mortality tends to be country specific. These relationships 
depend on the complex interplay of geographic factors, the political history, and 
economic and public policies. With reference to mortality decline in Sri Lanka between 
1921 and 1980, Fernando (1985:80) concluded that
To appreciate the reasons for the decline in mortality, rising life expectancy and 
improvements in other indicators from a comprehensive perspective, trends need 
to be examined in the background of changes in the political framework, the 
educational and health delivery systems and other developments that have taken 
place.
Wood and de Carvalho (1988) also emphasise that understanding and interpretation of 
demographic patterns depend on knowledge of the unique factors present in the national 
context
From the discussion in this section, it is apparent that mortality rates are more 
than just simple health statistics reflecting material and health conditions; they also 
indicate a country's lifestyle, social organisation, and political ideologies and structures.
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It follows therefore that interpretation of estimates of infant and child mortality levels, 
trends, differentials and determinants in a particular country has to be conceptualised 
within a broader framework of social, political and economic organisation. Although the 
relationship of these conditions to mortality in Zimbabwe will not be empirically analysed 
for lack of suitable data as well as the complexity of the relationships, the socio­
economic, health and political conditions prevailing in Zimbabwe are discussed in 
Chapter Two.
The theoretical framework discussed in this section provides a general approach 
to the interpretation of results of the analysis of infant and child mortality levels, trends, 
differentials and determinants in any given population. However, because most of the 
variables included in Figure 1.1 were not available in the data used in this study, a 
simplified analytical framework was adopted for the analysis of factors affecting infant 
and child mortality in this study. This analytical framework is discussed in the following 
section.
1.7 Analytical strategy
The main purpose of this study is to examine the levels, trends, differentials and 
determinants of infant and child mortality in Zimbabwe. The levels and trends are 
estimated using the Brass-type indirect techniques which utilise retrospective data on 
children ever bom and children dead classified by age groups of women. For the 
purposes of analysing levels and trends, the estimates of q (l), 4 q l, and q(5), are used as 
indicators of infant, child and under-five mortality. Details of the estimation methods are 
discussed in Chapter Four.
The analysis of provincial and district variations in infant and child mortality in 
this study is based on the indirect estimates of infant and child mortality from the 1992 
Census, which is the most recent of the data sources available. The probability of dying 
before age five years which by definition includes both infant and child mortality is used 
as the indicator in the analysis of provincial and district mortality differentials. The 
relationships between district mortality levels and selected background characteristics are
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examined for each background characteristic separately as well as jointly in a multivariate 
framework. The district is the unit of analysis in the multivariate analysis.
Data from the three surveys, the ZRHS, ICDS and ZDHS, are used to examine 
childhood mortality differentials by socio-economic characteristics of parents. For this 
analysis, the Trussell and Preston (1982; 1984) technique of estimating the ratio of the 
observed to the expected number of children dead is used to derive measures of 
childhood mortality for groups of women and for individual women. The reported 
number of children dead per woman or group of women is compared to the expected 
number of children dead based on the underlying mortality pattem. Details of the 
methodology are given in Chapter Five. However, because the mortality indicator used 
here 'the ratio of observed to expected child deaths', is derived from the reports of 
women on children ever bom and children dead irrespective of age at death, the term 
'childhood mortality' as used in this study refers to the mortality of children at young 
ages, the upper age limit of which is not fixed by convention, though it usually refers to 
children aged up to 15 years. When the analysis is limited to children bom to relatively 
young women, for example those aged 34 years or less, then the children whose 
mortality is under consideration are generally aged 10 years or less. Because this 
measure of mortality considers all the children bom to a woman, irrespective of age, no 
distinction is made between infant mortality (q(l)) and child mortality (4ql).
The determinants of infant and child mortality are addressed in separate analyses, 
where infant mortality is defined as the probability of dying between birth and age one 
year and child mortality as the probability of dying between ages one and five years 
(4ql). The examination of the effects of individual socio-economic characteristics of 
parents, household characteristics and demographic variables on infant and child 
mortality is based on the birth history data from the 1988 ZDHS. The focus in this 
analysis is the individual child and the survival of the child through infancy or between 
ages one and five years are taken as the dependent variables.
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Multivariate techniques are utilised at three different levels of analysis in this 
study. First is the analysis of factors associated with district variations of infant and child 
mortality, where the district is the unit of analysis and the q(5) estimate for each district 
is the dependent variable. Second is the analysis of the factors associated with variations 
of infant and child mortality among individual women where each mother is the unit of 
analysis and the ratio of observed to expected child deaths is the dependent variable. 
Third is the analysis of the effects of background socio-economic factors and proximate 
factors on the risk of infant and child mortality where individual children are the units of 
analysis and survival through infancy or between ages one and five years is the dependent 
variable. The methods of analysis are fully described in the relevant chapters.
Due to data limitations, a simplified analytical framework was adopted in this 
study for the empirical analysis of factors affecting infant and child mortality. The 
analytical framework is shown in Figure 1.2. Of the proximate determinants of infant and 
child mortality identified by Mosley and Chen (1984), only maternal fertility variables are 
considered in this study. Other proximate variables such as environmental contamination 
factors are proxied by household characteristics, which include water supply and 
sanitation. Although not proximate factors, sex of the child and year of birth are 
introduced into the analysis as control variables. Sex of the child controls for biological 
and behavioural effects. Biologically, males experience higher mortality at younger ages. 
Studies in some Asian countries have shown that the preferential treatment of male 
children results in higher mortality among female children than male children (Gubhaju, 
1984:122; Majumder, 1989:64). The variable 'year of birth' representing the year of birth 
of the child controls for changes in mortality levels over time.
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Figure 1.2 Analytical framework for the study of infant and child mortality 
determinants in Zimbabwe.
Household and individual 
level factors
Intervening variables
Infant 
and child 
mortality
sex of child 
year of birth 
-survival of 
preceding 
sibling
Maternal fertility 
factors
-maternal age 
-birth order 
-birth spacing
-province of residence 
-rural/urban residence 
-education 
-occupation
Socio-economic factors
Household
characteristics
-water supply 
-sanitation facility 
-socioeconomic indicators
Source: Simplified from Figure 1.1.
Household characteristics are taken to represent two types of factors that 
influence infant and child health and mortality. The first is the quality of the environment 
in which the child is bom and raised. This has a direct effect on one of the proximate 
risks identified by Mosley and Chen (1984), environmental contamination, and is 
reflected in the availability of clean water and toilet facilities. Secondly, household 
characteristics may also indicate the socio-economic level of the household. These 
include household ownership of utility goods such as televisions, radios, cattle and 
bicycles. The other characteristics, rural/urban residence and province of residence, are 
important because they reflect the availability of services such as health, communication 
and transport at the community level. These are community characteristics that set 
broader limits on the services and facilities that can be available to children in a particular 
setting. Also, the physical environmental conditions in different regions, such as climate, 
may determine the incidence of disease-causing organisms in a community. Furthermore 
rural/urban residence and province of residence may reflect differences in social, 
economic and cultural attributes which may affect health service use and/or reproductive 
behaviour. Because analyses of factors associated with district variations in infant and
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child mortality and variations among individual mothers are aggregated, it is not possible 
to include in the analyses the intervening variables shown in Figure 1.2. However, 
inferences are made with regards to the ways in which the variables affect infant and 
child mortality where appropriate.
1.8 Organisation of the study
This study is organised into nine chapters. The introductory chapter discussed the 
importance of the study and highlighted the scope, objectives and the theoretical 
perspective of the study. Chapter Two discusses the background geographical, political, 
social and economic conditions prevailing in Zimbabwe, and in Chapter Three, the 
sources of data used in the study are discussed and evaluated. Analysis of indirect 
estimates of infant and child mortality levels and trends is dealt with Chapter Four. 
Provincial and district variations in childhood mortality and the factors associated with 
the regional variations are examined in Chapter Five, where indirect estimates of 
childhood mortality derived from the 1992 Census data are used. Chapter Six focuses on 
individual women and examines the relationships between socio-economic characteristics 
of women and their households and the mortality of their children, using the 1984 ZRHS, 
1987 ICDS and 1988 ZDHS data sets. Chapters Seven and Eight examine infant and 
child mortality differentials and determinants using the ZDHS data and by employing an 
analytical approach based on the Mosley and Chen framework. The survival of the 
individual child is the focus of the analysis in Chapters Seven and Eight, and the effects 
of intermediate maternal fertility variables and selected control variables are considered 
together with the effects of background characteristics of parents and households. 
Finally, Chapter Nine concludes the study by highlighting the main findings and 
discussing the contribution to knowledge as well as discussing recommendations from 
the study.
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CHAPTER TWO
ZIMBABWE: A GEOGRAPHIC, POLITICAL, DEMOGRAPHIC 
AND SOCIO-ECONOMIC PROFILE
2.1 Introduction
In this chapter, background characteristics of Zimbabwe, which may be important 
in influencing infant and child mortality levels, trends and differentials are discussed so as 
to put into perspective the results of the analysis in this study. First, the geographical 
setting and political history of Zimbabwe are discussed. This is followed by brief 
discussions of the demographic characteristics, the agrarian and land tenure structure, 
and socio-economic characteristics which include education, health, nutrition, and water 
supply and sanitation. An historical perspective is incorporated in the discussion of the 
background characteristics because the current demographic and socio-economic 
conditions in Zimbabwe reflect the effects of nearly a century of colonialism (1890-1980) 
and the changes that followed the attainment of political independence in 1980, and as 
Schatzberg (1984:1) noted, 'one cannot possibly hope to comprehend contemporary 
Zimbabwe without reference to the p a s t...'.
Zimbabwe is one of the few Sub-Saharan African countries with abundant natural 
resources, well developed infrastructure, a farming sector that normally produces surplus 
for export, and a diversified manufacturing sector. However, prior to Independence in 
1980, wealth and social services were highly divided in favour of the white minority and 
the urban population. In order to address the needs of the majority of the population 
after Independence, the government had to adopt development policies that were 
inclined more toward meeting the needs of the rural population. The main components of 
the development strategy, aimed at redressing pre-independence imbalances, included 
maintaining overall economic growth and redistributing existing resources through 
expansion of basic services. High priority was accorded to the transformation of the rural 
sector, which had been neglected or given low priority before Independence. Wide- 
ranging changes were introduced into the socio-economic sphere, which aimed at 
improving the standard of living of the majority of the population (Zimbabwe, 1983). As
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a result, despite the continent-wide economic crises of the late 1970s and early 1980s, 
the infant and child welfare situation for Zimbabwe was probably more favourable than in 
most other African countries (Comia and Stewart, 1987:105). Among other 
developments, the policies and reforms adopted in the macro-economic sector, 
agriculture, education, health, water supply, sanitation and drought relief are considered 
important to child health and survival.
The data available for this study do not permit a quantitative examination of the 
direct relationship between the socio-economic conditions and changes in mortality, and 
as a result only general qualitative descriptions of background conditions are presented. 
This should not be taken as an appraisal of the country's socio-economic and health 
policies and performances, as this would require more detailed quantitative analysis.
2.2 The geographical setting
Zimbabwe is situated in the southern part of Africa and is landlocked. It is 
bordered to the south by South Africa, to the east by Mozambique, to the south-west by 
Botswana and to the north and north-west by Zambia. The total land area is 
approximately 390,759 square kilometres. The main relief and drainage features are 
shown in Figure 2.1. The principal physical feature is the Highveld which is a high 
plateau area (about 650 km long and 80 km wide), with altitudes ranging between 1200 
and 1500m, that cuts across the country from the south-west to the north-east where it is 
most extensive. The Highveld is flanked by the Middleveld (900- 1200m above sea level) 
which is most extensive in the north-west. The Middleveld gives way to the Lowveld, 
with altitudes below 900m, and includes the valley areas drained by the Sabi and 
Limpopo rivers in the south-east and the Zambezi river in the north and north-east. At its 
north-eastern end, the central Highveld joins the Eastern Highlands, a narrow 
mountainous belt along the border with Mozambique. The Highveld includes the most 
fertile and best watered land in the country and rainfall declines sharply on both sides of 
the central Highveld (Stoneman and Cliffe, 1989:9). Temperatures arc influenced by 
altitude. Monthly temperatures range from 22 degrees Celsius in October to 13 degrees
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Celsius in July on the HighvelcL In the low-lying Zambezi Valley mean monthly 
temperatures range from 30 degrees Celsius in October to about 20 degrees in July.
In Zimbabwe, despite local variations in the quality of soils, rainfall is the 
principal limiting factor for agricultural production and the principal basis for agro- 
ecological zoning in the country (Stoneman and Cliffe, 1989:9). Zimbabwe is often 
divided into five agro-ecological zones or natural regions, which represent differences in 
the agricultural potential of the land based primarily on the quantity and variability of 
rainfall. The natural regions are shown in Figure 2.2 and the main characteristics are 
described below:
Natural Region I. This region covers about two per cent of the land area and is 
confined to the Eastern Highlands. Annual rainfall is over 1000 mm per annum 
and is reliable. This region is suitable for specialised and diversified farming 
including tree crops and intensive livestock production (Kay, 1993:98; Weiner et 
al., 1985:253).
Natural Region II. This region which covers the Highveld area around Harare 
and accounts for about 15 per cent of the land. It is characterised by moderately 
high rainfall (750-1000 mm per annum), and is suitable for intensive crop 
production. Drought spells are normally not a serious hazard; however, an 
associated sub-region shown as 11(b) in Figure 2.2 experiences greater rainfall 
variability and risks to crops (Kay, 1993:98; Stoneman and Cliffe, 1989:10; 
Weiner et al., 1985:253).
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Figure 2.1 Main relief and drainage features: Zimbabwe
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Natural Region III. This region accounts for about 19 per cent of the total land 
area, is characterised by mediocre rainfall (650-800 mm) annually and is best 
suited for semi-intensive crop and livestock production. Cropping is risky, 
particularly for maize, the staple crop, which requires large quantities of moisture 
at specific stages of growth (Kay, 1993:98; Weiner et al., 1985:253).
Natural Region IV. This region occupies about 38 per cent of the total land area. 
Rainfall is low, 450-650 mm annually, and unreliable. It is suitable for semi- 
extensive livestock farming although drought resistant crops can be grown 
successfully. Any form of dry-land farming is risky because of the frequency of 
mid-season dry spells (Kay, 1993:98; Stoneman and Qiffe, 1989:10; Weiner et 
al., 1985:253)
Natural Region V. This region consists mainly of the hot and dry Lowveld of the 
Zambezi and Sabi-Limpopo river basins covering 26 per cent of the total land 
area. In the absence of irrigation, this region is suitable for extensive livestock 
production because rainfall is too low and erratic even for drought resistant crops 
(Kay, 1993:98; Stoneman and Cliffe, 1989:10; Weiner et al., 1985:253).
Thus agricultural potential in different regions in Zimbabwe decreases as altitude 
decreases. The highland is the region with the greatest potential, and the lowlands have 
the least potential for agriculture and the poorest natural physical conditions. Only 17 per 
cent of the total area of Zimbabwe is suited to intensive crop and animal production and 
over half the area of the country is suited for only animal rearing.
2.3 Political history
The political history of Zimbabwe can best be summarised by dividing it into 
three periods, the pre-colonial period, the colonial period and the post-colonial period. In 
the pre-colonial period, before 1890, two main tribal groups lived in Zimbabwe, the 
Shona and the Ndebele. The Shona, who were mainly agriculturalists and traders, 
occupied the northern and eastern parts of the country. The Ndebele, who were war-like 
pastoralists occupied the drier region around the modem-day city of Bulawayo in the
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south-west, and carried out periodic raids on the Shona to obtain grain stocks and 
sometimes women.
The coming of the Europeans in 1890 under the leadership of Cecil John Rhodes 
(after whom the country was named Southern Rhodesia) marked the beginning of the 
colonial period. In 1923, Southern Rhodesia was annexed to the British crown 
(Zimbabwe National Family Planning Council (ZNFPC), 1985:1) thereby becoming a 
British colony. The colonial government primarily sought to protect the interests and 
rights of the white settlers. One mechanism used was the Land Apportionment Act of 
1930, later superseded by the Land Tenure Act of 1969, which divided the land into 
racial blocks. Whites were given exclusive rights to the fertile land along the cooler and 
well watered Highveld which was divided into large-scale commercial farms, and was 
well serviced by road and rail. On the other hand, indigenous Africans were forcibly 
moved into reserves (Tribal Trust Lands) later known as communal areas after 
Independence, in marginally productive areas. These areas were under-serviced with 
respect to health, education and other infrastructure. Under the Land Apportionment 
Act, some relatively productive areas were reserved for purchase by African farmers and 
were referred to as African Purchase Areas, later known as small-scale commercial 
farming areas. The areas allocated to Europeans, that is, large-scale commercial farming 
areas, and to Africans in the Tribal Trust Lands were roughly equal despite huge 
differences in population. About 40 per cent of the land was reserved for whites and 42 
per cent for Africans in the Tribal Trust Lands.
In the early 1960s the colonial government demanded Independence from Britain, 
which was refused because the Southern Rhodesians could not agree on the issue of 
eventual majority mle for the Africans. In 1965 the colonial government made a 
rebellious move by issuing a Uni-lateral Declaration of Independence (UDI) from Britain. 
The following 14 years saw the imposition of United Nations backed economic sanctions 
against the Uni-lateral Declaration of Independence, and a bitter Independence war 
arising from intensification of the African nationalist movement in the country. Fighting 
escalated dramatically after 1972 (ZNFPC, 1985:1). These activities forced the colonial
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government to agree to hold general elections in 1980, and a majority elected African 
government under the leadership of Robert Mugabe took charge on 18 April, 1980.
As a result of the war of liberation, the already inadequate schools, clinics, 
hospitals and other service infrastructure in rural areas were seriously damaged, while 
conditions in urban areas were over-stretched as some people sought refuge from the 
war in urban areas by living with relatives. The country has been at peace since 
Independence, except for some isolated dissident activities in parts of Matebeleland and 
the Midlands provinces which ended in 1987, with the signing of a unity accord between 
the leaders of the two main political parties, Robert Mugabe of the ruling Zimbabwe 
African National Union-Patriotic Front (ZANU PF) and Joshua Nkomo of the Patriotic 
Front-Zimbabwe African People's Union (PF ZAPU).
2.4 The rural sector: Agrarian and land tenure structure
As a result of climatic variations and land policies of the colonial government, 
five distinct rural sub-sectors or land-use zones exist in Zimbabwe, namely: large-scale 
commercial farms, small-scale commercial farms, communal areas, resettlement areas, 
and state lands (national parks and wildlife areas). In terms of area, communal areas and 
large-scale commercial farms are the largest occupying roughly equal proportions of the 
total land area, about 43 per cent each (CSO, 1985:47). However, communal areas 
support the majority of the population. According to the 1992 Census (CSO, 1994: 
Table 35.1), 51 per cent of the population of Zimbabwe lived in communal areas 
compared to only 11 per cent on large-scale commercial farms, two per cent on small- 
scale commercial farms, four per cent in resettlement areas, less than one per cent on 
state lands and 31 per cent in urban areas. These sub-sectors generally differ in 
administrative structure, land tenure system and agro-economic viability which depends 
mainly on rainfall, and they generally coincide with racial boundaries of land ownership 
established during colonial times. The distribution of agricultural land in the different 
rural sub-sectors by natural region is shown in Table 2.1.
Table 2.1 Distribution of agricultural land by natural region and agricultural sub­
sector, 1983/84, Zimbabwe
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Natural COMM LSCF SSCF IND CO-OP State
Region AREAS RESET RESET farms
I 0.7 3.0 0.5 0.4 21.7 8.2
n 8.7 28.6 17.8 18.5 48.9 1.3
m 17.1 17.5 37.9 46.9 29.4 18.6
IV 47.6 25.2 36.9 30.9 - 28.7
V 25.9 25.7 6.9 3.8 - 43.2
Total 100 100 100 100 100 100
Total 16355 13943 1416 1669 66 78
hectares
(000s)_____________________________________
Notes: COMM AREAS- Communal areas.
LSCF- large-scale commercial farms.
SSCF- small-scale commercial farms.
IND RESET- Individual resettlement areas. 
CO-OP RESET- Co-operative resettlement areas. 
Source: Weiner et alM (1985:259, Table 2).
Communal areas are former tribal reserves or Tribal Trust Lands reserved for the 
Africans by the colonial government Despite the high population density in communal 
areas, almost three quarters of the communal area land lies in Natural Regions IV and V 
(Table 2.1), where dry cropping is risky. On the other hand, nearly 50 per cent of 
commercial farming land lies in Natural Regions I, II and HI which, have good land in 
terms of both fertility and rainfall. Although after Independence in 1980 all citizens were 
allowed to purchase land in the previously European areas, large-scale commercial 
farming is still dominated by white farmers and some private companies. Some of the 
main characteristics of communal areas and large-scale commercial farms are discussed 
in more detail below.
Small-scale commercial farms were formerly known as African Purchase Areas 
before Independence. These were set aside by legislation for purchase by African farmers 
in an attempt to create an elite of African farmers with ffee-hold titles. They were usually 
located adjacent to communal lands and were operated by families using casual labour. 
Weiner et al. (1985:258-259) noted that the resources allocated to this sub-sector were 
not sufficient to make a major contribution to the national agricultural marketed surplus 
despite its size of nearly 1.5 million hectares (Table 2.1).
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Resettlement areas were former commercial farms acquired by the government 
after Independence to resettle landless people and relieve communal areas of over­
population. The land in resettlement areas belongs to the state. By 1989, almost three 
million hectares of large-scale commercial farms had been acquired to resettle Africans. 
Under 'Model A' of the Resettlement scheme, individual householders were allocated 
about five hectares for cultivation plus access to common grazing areas for a small herd 
of cattle. Under 'Model B', or co-operative schemes, groups of people were allocated a 
large farm which they were expected to continue to run as a single operating unit 
Problems with Model B schemes include lack of practical government support and 
inexperience in handling large and sophisticated operations (Stoneman and Giffe, 
1989:131). Other variants of these two models also exist which include settlements of 
out-growers around a core estate and a system of using former ranches to provide extra 
remedial grazing on a rotational basis for livestock owners in neighbouring communal 
areas. However, negligible progress was made towards land redistribution. By 1987, only 
about 52,000 households had been resettled, which is only one third of the official target 
number. Problems facing the resettled farmers include the marginal productivity of some 
of the resettlement land and poor infrastructure and technical support These problems 
have resulted in a lack of substantial improvements in health and nutrition for some of 
the resettled households.
Communal areas comprise the least productive agricultural areas, mainly in 
Natural Regions IV and V which have poorer climatic conditions than the other regions 
and are prone to seasonal periodic drought and long dry spells. The soil is generally poor 
and the land is owned on a communal basis. Land allocation is determined by village 
leaders. Farming plots allocated to individual families are small, averaging about three 
hectares, and grazing areas are communal (Zimbabwe and UNICEF, 1985:112).
Households in communal areas live in tribal style and depend on subsistence 
farming augmented by small irregular sales of surplus produce, casual employment and 
by remittances from migrant labourers (Kay, 1993:988-89). According to the 1983/84 
National Household Capability Survey (NHCS), over one third of all rural households
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were receiving remittences from members working for wages (Stoneman and Cliffe, 
1989:69). Communal areas have served as labour reserves for the mines, large-scale 
commercial farms and industries since their demarcation during colonial times. This has 
created a preponderance of women, children and the elderly as young and middle-aged 
men tended to be migrants (Weiner et al., 1985:255)
Farming in the communal lands is carried out largely by women and children, as 
able-bodied men are usually in employment or seeking employment in urban areas or 
commercial farms. Cultivation is usually done by ox-plough and the hoe. Cow dung is 
used as manure although more families are turning to modem fertilisers and other inputs. 
Land shortage is an important factor affecting the productivity of rural peasant farmers in 
communal lands. According to the 1983/84 National Household Capability Survey 
(NHCS), about six per cent of households in rural areas had no access to land, and 
approximately 50 per cent had no cattle, with half the cattle belonging to only 10 per 
cent of the households (Davies and Sanders, 1988:284).
Following Independence, significant efforts were undertaken to improve 
productivity among communal farmers by increasing their access to credit, inputs, 
technical assistance and marketing facilities. Also, massive rural education programs 
were implemented to improve agricultural techniques and the government distributed 
(and still does) packs of hybrid maize seed and chemical fertilisers to organised groups of 
communal farmers. Some of the communal farmers organised themselves into a variety 
of organisations so they could benefit from mutual work exchange, bulk buying of inputs, 
collective marketing and various forms of government assistance. Agricultural loans 
were made available to more of the rural farmers. For example, Agricultural Finance 
Corporation loans to communal farmers rose from 18,000 worth $4.18 million in 1980, 
to 64,000 worth $30 million in 1985 (Zimbabwe, 1986:28). Rural marketing 
infrastructure was improved by increasing accessibility of grain marketing depots. The 
contribution of communal farmers to marketed output has increased substantially, 
especially in cotton and maize (the staple food), since Independence. By 1985, sales of 
crops by communal farmers, which never reached 10 per cent before Independence,
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accounted for 20 per cent of all sales (Davies and Sanders, 1988:284). Therefore, given 
favourable climatic conditions, communal farmers have the potential to be reasonably 
competitive with large-scale commercial farmers.
Although some of the commercial farmers utilise highly mechanised modes of 
production, with the latest equipment and farming methods, commercial farms depend 
upon an abundant and cheap labour force. The population of the large commercial farms 
comprises mainly farm labourers and their families, the majority of whom rely primarily 
on wage income for subsistence. For example, in 1981/82, large-scale commercial farms 
provided permanent employment for 165,000 people and seasonal employment for 
another 56,000 (Weiner et al., 1985:257). However, wages of the commercial farm 
workers were undoubtedly about the lowest of all the employment sectors. A 1981 study 
of commercial farm families in Bindura district found a monthly average family income 
from wages of Z$28.09 with an average of one wage earner per family. The approximate 
cost of living (poverty datum line) established for that study using local prices for an 
average-sized family of five, was Z$92.73 per month (World Bank, 1983:90, cited in 
Zimbabwe and UNICEF, 1985:121). In 1985 the minimum wage for farm workers was 
less than half the estimated poverty datum level income (Weiner et al., 1985:257). 
Although, in addition to the cash income, some workers received some extra payment in 
kind and others were given small plots of land to grow crops, the wages of commercial 
farm workers were too low to sustain a reasonable standard of living.
From data collected in a survey of six large commercial farms in Mashonaland 
Central, Chikanza et al. (1981:90) noted that food was purchased from retail stores in all 
of the households surveyed, with only 42 per cent obtaining some food from their own 
farming. Because most of the households on commercial farms have no access to land for 
producing their own food, they are primarily consumers and bear the full effects of price 
increases. In addition to being among the least paid workers, it was shown that farm 
labourers paid higher prices for food than urban consumers (Loewenson, 1986:48-57). It 
would therefore appear that any increases in the cost of living would be felt more by 
commercial farm labourers than either the peasant farmers or urban consumers.
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2.5 Demographic profile
The 1992 Census put the population of Zimbabwe at 10.4 million as of 18 
August, 1992. The estimated average annual population growth rate was 3.3 per cent for 
the period 1962-1969 and 3.0 per cent for the period 1969-1982 (CSO, 1989:17), and 
3.1 per cent for the period 1982-92 (CSO, 1992:10). The population of Zimbabwe has a 
young age structure with 55 per cent of the population aged below 15 years and only 
three per cent aged 65 years and above. The reported total fertility rate (TFR) was 5.6 
children per woman based on the 1982 Census (CSO, 1985:138), and 5.3 based on the 
1988 ZDHS (CSO, 1989:28). The reported TFR from the 1992 Census was 4.7, which 
indicates a fertility decline since 1982. However, when the TFR was adjusted for under­
reporting of births and misplacement of births by the Arriaga P/F approach (UN, 
1988a:73), the estimate from the 1992 Census was 5.9.
The estimated life expectancy at birth was 55.7 years for males and 59.1 years for 
females based on the 1982 Census (CSO, 1985:178-179). The infant mortality rate for 
1978 was estimated to be 16 per 1000 among Europeans, 30 per 1000 among urban 
Africans and between 120 and 220 among rural Africans (Faruqee, 1981:3). Similar 
figures were reported for 1980 (Loewenson et al., 1991:1080). The large difference 
between rural and urban Africans reflects the advantages of urban areas in terms of the 
living environment and access to health and other services.
According to the 1982 Census, 26 per cent of the population lived in urban areas 
(cities and towns with more than 2500 inhabitants) and by 1992 the proportion of the 
population in urban areas had increased to 31 per cen t This may be a result of increased 
rural to urban migration and continuing high fertility. The capital city, Harare, had a 
population of 1,189,103 in 1992 which was an increase of about 80 per cent over the 
1982 estimate of 656,000. The second largest city, Bulawayo, had 621,742 people in 
1992 (CSO, 1993). A characteristic of most cities in developing countries that is also 
apparent in Zimbabwe is the paradox of 'affluence amid poverty'. Europeans, Asians and 
a small but sizeable group of privileged indigenous Zimbabweans enjoy a high standard 
of living while the majority of the Africans live in poverty (Kay, 1990:1104).
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2.6 Economy
At Independence the economy had a strong capitalist sector characterised by 
modem industrial, agricultural and commercial sectors supported by extensive 
infrastructure in the form of roads and railways. This was a result of the Uni-lateral 
Declaration of Independence in 1965, after which the colonial government had to 
concentrate on industrial development to substitute for imports as sanctions were in 
force. At Independence, even though the wealth was deeply divided, the strongly 
developed economy formed an important nucleus on which the government could base 
its development strategies.
Despite a number of problems, the economy made some advances in the decade 
of the 1980s. It has been argued that, after a brief economic boom soon after 
Independence, there was a subsequent decline in the economic well-being. The economic 
boom was a result of a number of positive changes which include the removal of 
international economic sanctions in 1980 which had been in effect for the preceding 15 
years, the more optimistic mood in the country, and the introduction of minimum wages 
in July, 1980 (Sanders and Davies, 1988:196). During 1980-81 gross domestic product 
(GDP) per capita grew at an average rate of nine per cent; real wages increased by 27 
per cent; and formal employment grew by five per cent after five years of continued 
decline (Comia and Stewart, 1987:123).
The situation, however, deteriorated from 1982 as a result of several factors, 
including the heavy investment in social services which over-burdened the recurrent 
budget; the international recession which limited the potential for foreign investment as 
well as hurting the Zimbabwean export program; and the drought which affected 
agricultural production. In response to the deepening economic difficulties, the 
government embarked on an International Monetary Fund (IMF) supported stabilisation 
program in 1982. The measures which had negative effects on the well-being of the 
population included devaluation of the Zimbabwean dollar, freezing of wages, cuts in 
current expenditures (principally in health, defence, education and other social services), 
and reduction in consumer subsidies leading to increases in food prices (Libby,
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1984:156-57; Sanders and Davies, 1988:197). The economic problems were exacerbated 
by the recurrence of drought and the unstable and generally declining world market 
commodity prices. The stabilisation package was suspended after about one year, 
although most of its elements were retained. Fortunately, the programs launched after 
Independence in the areas of health, nutrition, education, water supply, and support for 
small farmers were sustained or had minor modifications during the adjustment of the 
early 1980s (Gordon, 1984:139).
Although the annual growth rate of GDP averaged 3.2 per cent between 1980 
and 1990, it was not enough to offset the effects of rapid population growth rate of 
about 3.1 per cent and it varied erratically during this period (Zimbabwe, 1990:1-2). On 
average, living standards improved soon after Independence and then remained virtually 
stagnant from 1982/83 to the end of the 1980s (Loewenson et al., 1991:1081; 
Zimbabwe, 1990:2).
Unemployment has been a major problem that faced the government since 
Independence. Formal-sector employment was relatively stagnant from 1980 to the end 
of the 1980s, rising on average by just over one per cent per year (Loewenson, 
1991:1081). Given the population growth rate of 2.9 per cent, the pool of unemployed 
and the dependency burden on the wage earners increased. According to Loewenson et 
al. (1991:1081), in 1985 rural peasant incomes, estimated at Z$1494 per household per 
year, were significantly lower than formal-sector earnings (excluding agriculture) 
estimated at Z$4553 per wage earner per year. Despite the control regulations, prices of 
basic commodities increased rapidly, officially or otherwise, while the statutory minimum 
wages remained far below the poverty datum line (Zimbabwe, 1990:5). The prices and 
wages spiral contributed to high rates of inflation.
The poor economic performance during the 1980s was enough to push the 
government to revise the development policy. The Zimbabwe government, with the 
support of the World Bank and IMF, reviewed its economic development policy and in 
1990, a new development strategy, the Economic Structural Adjustment Program
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(ESAP), aimed at stimulating investment activity and removing existing constraints on 
growth was unveiled The package to be implemented over the following five years 
intended to stimulate economic activity and achieve a sustainable rate of economic 
growth of five per cent per year in real terms was unveiled (Zimbabwe, 1990). The 
policy package marks a switch from the official ideology of Marxism-Leninism to free 
market capitalism. The over-protection of the economy, for example price and exchange 
controls, was to be discarded, and markets liberalised gradually over five years.
Insofar as it leads to higher rates of economic growth and more employment 
opportunities in the long run, the government believes that the adjustment program will 
have positive long-term effects on the well-being of children. However, in the short-term, 
the structural reforms, which include worker lay-offs and steep rises in the price of 
foodstuffs resulting from removal of price controls and removal of subsidies, have had 
adverse effects on the nutrition and living conditions of children. The package is also 
characterised by a de-emphasis on government expenditure on social services, and 
emphasises investment in the productive sectors. The government undertook measures to 
effect cost recovery in such areas as education and health where great achievements had 
been made since Independence. School fees were re-introduced in primary schools 
beginning in 1991. According to the policy statement (Zimbabwe, 1990), although the 
government pledged to continue with the policy of free health care for those earning 
below Z$400, the administration system was tightened so that only those eligible would 
benefit
According to Bernard Chidzero, the Senior Minister responsible for Finance, 
Economic Planning and Development, the government had foreseen the increasing 
economic pressure of some of these changes on poor parents, and made prior 
arrangements to alleviate the burden by setting up a Social Dimension Fund (The Courier 
Reporter, 1993a:43). In theory, the fund pays school fees and medical fees for those who 
cannot afford them as well as assisting with the retraining and redeployment of workers 
laid off during the early stages of the adjustment. However, the practicalities involved in 
the implementation of the fund's tasks will probably reduce the effectiveness of the fund.
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It should be noted, however, that the long-term effects of the adjustment reforms on the 
well-being of children are difficult to predict at these early stages of the adjustment 
process.
The early experiences with the adjustment reforms were not been very 
favourable, especially for the poor and the rural population. The situation has worsened 
as a result of the occurrence of drought periods. Since Independence the country has had 
two devastating drought periods in 1981-84 and 1991-92 and yet another in 1994-95, 
the effects of which are yet to be assessed. Drought has a negative impact on the well­
being of people, especially infants and young children in rural areas where the population 
relies on farming for food and income. During periods of drought, the worst affected 
areas are those that normally receive the least amount of rainfall, which are the western 
regions and the major river valleys. However, the extent of the effect of these drought on 
infant and child mortality levels may not be clear at national level but would require 
analysis at micro-level focusing on the drought affected areas.
As a result of the 1991-92 drought, the output of agriculture was reduced by 40 
per cent, and that of maize, a staple food, by 85 per cent (Laidler, 1993:49). It is 
estimated that about 25 per cent of cattle were lost, depriving many small farmers of 
draught power. The drought caused the gross national product to fall by 11 per cent 
(The Courier Reporter, 1993:36).
In response to the 1991-92 drought, the government set up machinery to import 
maize during drought periods. Because the imported maize costs more, it was necessary 
to subsidise the consumer price by as much as 45 per cent, while in rural areas the 
government supplied food free of charge and needy farmers were given free seed and 
fertiliser packs for the next season. Although the drought period has passed, the effects, 
particularly with respect to lost livestock, tend to be long lasting. To alleviate the effects 
of the periodic drought among the rural population, the government also embarked on a 
program of digging boreholes and wells and supplementary feeding programs have also 
been established.
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2.7 Education
The school system in Zimbabwe comprises seven years of primary education 
(Grades 1-7) for children aged six to 12 years (formerly seven to 13 years). This is 
followed by four years of secondary education (Forms 1-4), two years of higher 
secondary education (Advanced Level), then university education. Opportunities for 
vocational training exist for graduates from the different levels of the education system. 
According to the 1992 Census, 13 per cent of the population aged 10 years and over had 
no education, 56 per cent had primary education, 28 per cent had secondary education 
and three per cent had tertiary education (CSO, 1994: Table 10.1). Of those with no 
education, 67 per cent were females while of those with tertiary education, only 38 per 
cent were females. These percentages show a high level of sex imbalance in education 
attainment Females were more disadvantaged than males.
Prior to Independence, a dual system of education existed in Zimbabwe, one for 
the Africans and the other for Europeans, Asians and Coloureds. This was intended to 
support the policy of separate racial development. From the beginning of the colonial 
period, the central colonial government supported the development of European 
education while African education was left to the Christian missionaries and 
inexperienced district councils.
Education facilities for Africans in many parts of the country were inadequate, 
and many African children had to walk long distances to school. While education for 
Africans was selective, competitive and fee paying, for the whites, education was 
compulsory up to age 16 (since 1930) and government scholarships were provided for 
both primary and secondary education (Riddell, 1979, cited in Zvobgo, 1986:324). A 
policy was introduced in 1966 whereby only 12.5 per cent of all African children 
completing primary school would be allowed to proceed to academic secondary 
education, while 37.5 per cent were to be admitted into vocational secondary education 
which was unpopular due to the racist philosophy behind its introduction. The rest were 
left with no definite provision (Zvobgo, 1986:330). As a result of the limited 
opportunities for secondary education, very few Africans proceeded to higher levels of
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education. Between 1970 and 1977, 43,059 white children obtained three to four years 
of secondary education compared to 32,298 African children (Stoneman, 1978, cited in 
Zvobgo, 1986:331). In 1975, almost an equal amount in total was spent on primary 
education for whites as was spent for the entire African primary school population 
(Hitchens, 1979:12).
At Independence, the government introduced sweeping changes in education 
policies, organisation and administration. The reforms were aimed at placing education 
within the reach of all people, in order to transform society and achieve broad-based 
development The government believed that an education revolution was an important 
step in the process of achieving social and economic development. The basic objective 
was to achieve universal primary education, followed by formal or non-formal secondary 
education, or further education and vocational training.
The changes in education involved construction of more schools, especially in 
rural areas, re-opening schools closed during the war, and introduction of the policy of 
free, but not compulsory, primary education for all. The number of secondary schools 
rose from 197 in 1980 to 694 by 1981, 738 by 1982 and 790 by 1983, and by 1985 the 
number reached 1200 (CSO, 1986:5 cited in Zvobgo, 1986:342-43). Most of the new 
schools were built in rural areas. Secondary enrolment rose by 330 per cent between 
1980 and 1982 (Zvobgo, 1986:338). Between 1979 and 1985, primary enrolment 
increased from 820,000 to 2,217,000, an increase of about 170 per cent (CSO, 1989a: 
70). Other changes included allowing automatic grade promotion through primary and 
the first four years of secondary education. The bottle-neck remained at Form Four, after 
which the number proceeding to higher secondary education (Advanced Level) was 
limited only to those who met the academic requirements. Non-formal education was 
made available to both children and adults who did not gain desired levels of education 
through formal schooling. Adult literacy opportunities were increased, offering courses 
that linked literacy with agriculture, health, population education, manual skills, home 
craft and community education.
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Although most welcome, the rises in education enrolments after Independence 
created some problems. Most primary schools operated at very high teacher-pupil ratios 
of up to 1:49. The shortage of teachers led to the employment of untrained teachers. In 
an effort to reduce the shortage of trained teachers, the government introduced an in- 
service teacher-training program, recalled retired teachers and engaged the services of 
expatriates. As a result of the strain on government resources due to the expansion of 
education, primary school fees were re-introduced as one of the cost recovery measures 
in a new economic adjustment package adopted in 1990. Another problem was that the 
economy did not grow at a rate corresponding to education enrolments, and as a result, 
employment opportunities did not keep pace with the ever increasing numbers of school 
leavers.
2.8 Health services
A large part of the health service in Zimbabwe is provided by the Ministry of 
Health, local government authorities and voluntary agencies such as mission hospitals, 
especially in rural areas. Medical services are also provided by industrial corporations 
and private practitioners. This section describes the condition of and developments in the 
public health service system in Zimbabwe, with particular emphasis on maternal and child 
health. The public health delivery system in Zimbabwe is graded into hierarchies of care, 
with each lower level referring difficult cases to the next higher level. Clinics and rural 
health centres (primary care facilities) are at the bottom, staffed by nurses, nurse 
midwives and environmental health technicians. Above these in the hierarchy are rural 
hospitals, followed by district hospitals, provincial hospitals and central hospitals, in that 
order, with nurses and doctors.
Before Independence, the health care system in Zimbabwe was highly inequitable. 
Health services were divided by race, class and geographical location. The minority white 
population and a relatively small group of elite non-whites enjoyed better health and 
longer life expectancies. The majority of the population, especially peasants in rural 
areas, suffered from preventable communicable diseases due to unhealthy living 
conditions, poor diets and lack of access to basic health. According to Sanders and
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Davies (1988:195), measles, pneumonia, tuberculosis, diarrhoeal diseases, neo-natal 
tetanus and other infections of the new bom accounted for most of the infant and child 
deaths. Nutritional deficiency affected a large proportion of infants and young children. 
Under-five malnutrition was greatest among children of labourers on large-scale 
commercial farms, followed by children of peasant farmers in communal areas and 
children of mine workers, with urban children having the lowest levels of malnutrition 
(Loewenson et al., 1991:1080).
The development and distribution of modem health services during colonial times 
followed the pattern of European settlement and thus was concentrated in cities. The 
colonial government provided highly modernised health services, especially for the white 
population in urban areas. The central, provincial and district hospitals were located in 
urban areas and were staffed by trained medical personnel and equipped with advanced 
technology, while the rural hospitals and clinics were often inadequately equipped and 
people travelled long distances to reach the facilities.
The provision of preventive services to the rural population was very limited 
because the clinics operated basically as curative centres and were often inadequately 
staffed. As a result, a large number of people suffered from diseases that could be 
prevented (Agere 1986:362-63). In the 1976/77 financial year, only 10 per cent of the 
health budget was allocated to preventive services, and of this, only 17 per cent went to 
field operations intended to cover the rural population (Ministry of Health, 1979:47, 
cited in Agere, 1986:362). During the Independence war, the inadequate basic health 
service infrastructure in rural areas was devastated and some hospitals and clinics were 
forced to close. For example, in 1980, an estimated 60 per cent of rural clinics on the 
Ministry of Health list were out of commission due to the war (Faruqee, 1981:59). As a 
result, the years leading to Independence saw the return of traditional diseases such as 
sleeping sickness, which had been nearly eradicated, and infectious diseases associated 
with poor living conditions in most rural areas.
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The government in 1980 was faced with the problem of redistributing and 
increasing health care resources in order to ensure improved conditions for the majority 
of the population. The government adopted a policy of 'Equity in Health' which primarily 
aimed to redress inequity in health care through a comprehensive integrated strategy 
based on the primary health care approach and focusing on the goal of 'health for all by 
the year 2000'. The new approach involved a shift of resources from urban to rural areas 
and from curative to preventive services. As a first step in improving access to health 
services for the economically disadvantaged, public health services were made free for 
low income groups earning less than Z$150 per month (which was increased to Z$400 in 
1992). At that time, this covered almost all rural Africans and the majority of urban 
Africans. However, the cut-off point set in 1980 was not revised until 1992, although 
nominal wages were increased in response to inflation, thereby reducing the number of 
eligible beneficiaries. In 1986 the minimum wage had risen to Z$158 so that, 
theoretically, only the unemployed benefited from free health care (Sanders and Davies, 
1988:198).
The primary health care (PHC) approach envisaged the establishment of a rural 
health centre within an eight kilometre radius of every household. In addition to 
construction of new rural health centres, the existing rural clinics, which were primarily 
curative outpatient stations doing no outreach work and limited preventive care, were 
upgraded to function as rural health centres. The rural health centre provided basic but 
comprehensive preventive, curative and rehabilitative services, concentrating on maternal 
and child health (ante-natal care, delivery of uncomplicated births, family planning, child 
health, nutrition and routine immunisations), environmental sanitation, control of 
communicable diseases and general curative care. The PHC program included the 
training of village health workers chosen from their respective villages. These were 
trained in basic preventive, promotive and curative interventions in rural areas. Their 
main roles included promotion of basic hygiene and encouraging villagers to be self- 
reliant, by contributing labour in the construction of toilets, wells and boreholes, and 
clinics. By 1984, 3,800 village health workers had been trained (Agere, 1986:372).
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The adoption of the PHC strategy and the integration of its components into the 
health service system after 1980 was a turning point in the provision of health care in 
Zimbabwe. The main components of the PHC strategy included maternal and child health 
services, health education, nutrition education, immunisation and control of 
communicable diseases, provision of basic preventive and curative care. A more detailed 
review of the successes and problems facing the various components of the PHC in 
Zimbabwe is given in a report by the Ministry of Health (1987).
One of the major successes of the PHC program in Zimbabwe is probably the 
strengthening of immunisation, resulting from the initiation in 1981 of the Expanded 
Program of Immunisation. The program aimed to immunise children against the six major 
childhood infectious diseases: measles, diphtheria, whooping cough, neo-natal tetanus, 
poliomyelitis and tuberculosis. About 53 per cent of children under age five were 
immunised against measles in 1984 (UNICEF, 1985:40). According to the 1988 ZDHS, 
60-85 per cent of children aged 12-59 months at the time of the survey, had all the 
required vaccinations, with only minor differences between rural and urban areas (CSO, 
1989:86).
Substantial progress was also made in educating mothers on the management and 
control of diarrhoeal diseases, which are among the major child killers in developing 
countries. According to the 1988 ZDHS, knowledge of oral re-hydration therapy (ORT), 
that is, the salt, sugar and water solution, among mothers with children under age five 
years was almost universal as 97 per cent of these women knew about the solution 
(CSO, 1989:91). Differences by rural-urban residence and maternal education were 
negligible. The 1989/90 Zimbabwe Service Availability Survey (ZSAS) revealed that by 
the time of the survey, 80 per cent of rural and 96 per cent of urban married women lived 
within eight kilometres of some health facility offering maternal and child health services 
(CSO, 1991:35-37). In the rural areas, 70 per cent of all children lived within eight 
kilometres of a health centre. However, some of the facilities were often faced with 
shortages of vaccines and medicines.
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It is clear that substantial improvements occurred in the provision of maternal and 
child health services in Zimbabwe in the decade following Independence, with greater 
emphasis being on rural areas and preventive care. However the success achieved in the 
health sector was short lived. As noted by Woelk (1994:1027), at the beginning of the 
1990s, there appeared to be a stagnation in immunisation rates and malnutrition remained 
one of the major causes of child death.
Four reasons for the short-lived successes of the health sector are cited by Woelk 
(1994:1027). First, community mobilisation and self reliance to achieve better health is 
lacking. Second, the bureaucracy and centralisation of decision making which led both 
health workers and the communities serviced to perceive the Primary Health Care 
program as health care provided by the government with little stress placed on 
community participation. Third, the lack of drugs and medicine has resulted in lack of 
credibility of the program; when patients go to a clinic they may be told that there are no 
drugs or may be given a prescription to obtain drugs from a pharmacy. Finally the cost 
recovery policies and inflation associated with the economic structural adjustment 
program adopted in 1991 and the increase in the minimum wage for eligibility for free 
medical care reduced access to health services for most of the poor families.
The stagnation in health in the early 1990s in Zimbabwe occurred at the time 
when an increasing number of people in Zimbabwe needed medical care due to infection 
with the Human Immuno-deficiency Virus (HTV), the etiologic agent of the Acquired 
Immuno-Deficiency Syndrome (AIDS) (see UN, 1994:66). The impact of HTV and 
AIDS particularly on infant and child mortality are examined further in the concluding 
chapter.
2.9 Family planning services
Family planning is an integral part of maternal and child health care in Zimbabwe. 
The use of family planning could improve child health and survival by reducing the 
incidence of pregnancies, for example by preventing early teenage pregnancy, preventing 
pregnancy at older ages and by facilitating birth spacing. Modem family planning services
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were introduced in Zimbabwe in the early 1950s by groups of volunteers, who targeted 
the white communities. Family planning services were made available to Africans in the 
late 1960s. However, in the period of struggle for political independence, success was 
limited among Africans because the services were viewed with scepticism. It was argued 
that this was the white man's way of trying to reduce births among Africans while 
encouraging growth of the white population (ZNFPC, 1985:6).
After Independence, the government took over the task of providing family 
planning services under the auspices of the Zimbabwe National Family Planning Council 
(ZNFPC) within the Ministry of Health. The main aims of the ZNFPC were:
• To systematically promote family planning practices by offering information and 
services to the entire population, with special emphasis on the youth and semi- 
urban and rural populations, thereby increasing their social well-being, especially 
in the area of social health, and
• To extend the coverage of family planning information and services by 
improving the management, technical and training capacity of the council 
(ZNFPC, 1985:7).
The sources of family planning services are the community-based distributors 
(CBDs) and clinics of the ZNFPC, government hospitals, clinics and rural health centres 
and local government authority clinics, as well as private physicians and pharmacies. 
However, community-based distributors and ZNFPC clinics are the most popular. 
According to the 1988 ZDHS report, 25 per cent and 14 per cent of users of 
contraception obtained contraception from CBDs and ZNFPC clinics respectively (CSO, 
1989:58, Table 4.16) . The community-based distributors are trained to educate and 
motivate, and to supply pills and condoms to clients in their homes and they are members 
of the communities that they service. The CSO (1991:16, Table 4.1) reported that, by 
1989/90, 76 per cent of rural women lived in a community serviced by a community- 
based distributor.
Based on the 1984 ZRHS and the 1988 ZDHS, there was an increase in the 
awareness and ever use of modem contraception in Zimbabwe. According to the 1984 
ZRHS, about 88 per cent of the ever married women knew of at least one modem
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method of contraception (ZNFPC, 1985:95). However, nearly 20 per cent of those who 
knew of at least one modem method did not know a source where they could obtain the 
method. According to the 1988 ZDHS, 98 per cent of currently married women knew at 
least one modem method of contraception and of these, 96 per cent knew of a source for 
a modem method of contraception (CSO, 1989:40-41). The proportion of currently 
married women who had ever used a modem method of contraception was 63 per cent 
according to the 1988 ZDHS (CSO, 1989:48), which was an improvement over the 1984 
figure of 47 per cent (ZNFPC, 1985:112). By helping individuals to achieve their desired 
family size, the ZNFPC has been an important vehicle for the attainment of overall 
health, social and economic well-being.
2.10 Nutrition
Insufficient income and lack of purchasing power are the principal constraints to 
higher living standards among commercial farm workers, subsistence farmers in the 
communal lands and low income urban and peri-urban areas (Zimbabwe and UNICEF, 
1985:117). Nutrition deficiency has been a major problem affecting the health of 
children, particularly in rural areas. Hitchens (1979:11) noted that,
Even without the pressure of the war, the position as regards malnutrition is very 
alarming, because Africans tend to be packed into tribal trust lands with poor soil 
and little capacity for producing more than subsistence food.
A survey of paediatric admissions to Harare Hospital (the African hospital in the 
capital), in 1973 showed that the large majority of the children admitted were 
underweight for their age and that malnutrition and deficiency disease was usually the 
first, second or third diagnosis for one third of all paediatric admissions (Hitchens, 
1979:12). Considering that Harare Hospital was one of the harder hospitals for rural 
people to reach, in terms of accessibility and treatment costs, it is almost certain that the 
problem of malnutrition was more serious in rural areas than reflected by these figures.
A localised health and nutrition survey in Kwekwe Tribal Trust Lands in 1972 
revealed that almost 40 per cent of school children were below the 10th percentile of 
height for age Harvard standard (Faruqee, 1981:53). Nutrition status was strongly
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correlated with size of the family's arable land and number of livestock owned. Also, 
migration of the father to urban areas for wage employment had a negative effect on the 
nutritional status of children, indicating that the loss in terms of contribution to 
agricultural production was not compensated for by wages in providing child nutrition. 
However, those families that did not have migrant workers were the most disadvantaged 
farmers in the peasant sector (Zimbabwe and UNICEF, 1985:120).
Estimates for the early 1980s, before the drought, showed that 20-29 per cent of 
children under the age of five years were malnourished in Zimbabwe (weighing less than 
80 per cent of normal weight for their age, by WHO standards (UNICEF, 1985:10-11). 
In 1980, the National Child Supplementary Feeding Program (NCSFP) was initiated by a 
group of non-governmental organisations, and was later taken over by the Ministry of 
Health. The program initially reached around 70,000 children and it expanded as the 
country was affected by drought during the period 1982-84 to cover around 270,000 at 
about 10,000 feeding centres throughout the country (UNICEF, 1985:34). The feeding 
program became part of the Drought Relief Operation. Gradually the feeding centres 
were to be transformed into pre-schools but, whenever necessary, supplementary feeding 
would be resumed.
Nutrition and living standards varied widely between the different sectors in 
Zimbabwe. A 1975 study showed that the malnutrition problem in the Tribal Trust Lands 
(communal lands) was four to five times as bad as it was in urban or semi-urban areas 
and families of commercial farm workers were the worst off (World Bank, 1983:75, 
cited in Zimbabwe and UNICEF, 1985:117). One third of the commercial farm children 
were below 75 per cent of their expected weight for height compared to 25 per cent of 
the communal area children. Serious stunting was 11 times more prevalent among 
commercial farm children than their urban counterparts. Considering food availability, 
incomes and expenditure, and nutrition information, the World Bank (1983:93, cited in 
Zimbabwe and UNICEF, 1985:122) concluded that commercial farm workers were the 
worst off followed by the largest group of the population of communal areas. The 
problem for communal areas was related to the quality of the land and over-crowding.
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2.11 Water supply and sanitation
Safe drinking water and sanitation are particularly important in the control of 
diarrhoea, typhoid, paratyphoid fever, cholera, infectious hepatitis and bilharzia. 
Estimates from the 1992 Census provincial profiles (CSO, 1993) indicate that about 23 
per cent of the households in Zimbabwe obtained drinking water from an unprotected 
well, dam or river bed and 28 per cent obtained water from a protected well or borehole. 
Urban areas normally have piped water either inside the house or at a communal tape, 
while for most of the communal lands (formerly Tribal Trust Lands) boreholes, wells and 
rivers are the usual sources.
Disease patterns have always been different between the Europeans and Africans 
in Zimbabwe. Among the whites, the major diseases included heart and cerebro-vascular 
diseases and various types of cancer, which reflected their higher standard of living, 
while for the Africans, diarrhoeal diseases were the major killers next to pneumonia, 
indicating lack of access to safe water supply and sanitation (Agere, 1986:359). 
According to Faruqee (1981:56), in 1978 more than 12 per cent of the reported instances 
of morbidity were attributed to gastroenteritis and other diarrhoeal diseases. Estimates 
from the 1992 Census provincial profiles (CSO, 1993), show that 50 per cent of the 
households in Zimbabwe had no toilet facility. Since urban houses were normally 
provided with flush type toilets, it is in rural areas where the majority of the population 
lacked sanitation facilities.
At Independence, the government made a commitment towards the provision of a 
safe water supply and sanitation, particularly in the rural areas. An improved version of 
the pit latrine was introduced into the rural areas, with government assistance, around 
1980, known as the ventilation improved pit latrine (VIP) or the Blair to ilet As 
discussed earlier, the village health worker program was also geared towards 
encouraging villagers to be self-reliant in building toilets, wells and boreholes. By 1984, 
40,212 VIP Blair toilets and 10,370 protected wells had been constructed through the 
instrumentality of the village health worker program (Agere, 1986:372). According to 
the 1989 Zimbabwe services availability Survey (ZSAS) (CSO, 1991:10, Table 3.1), of
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the rural women surveyed, 17 per cent had access to piped water in the house or yard, or 
a communal tap, while 52 per cent had access to either a protected well or a borehole. 
Also, only 17 per cent of rural married women had no access to a toilet facility while 55 
per cent had access to a flush or Blair latrine.
2.12 Summary
The discussions in this chapter highlight the importance of Zimbabwe's history in 
the understanding of any current demographic and socio-economic conditions. The 
relationship between the evolution of a dual rural economy comprising commercial farms 
and communal lands on the one hand, and the regional variations in climatic conditions 
and hence agricultural potential, and the political history of colonisation on the other was 
discussed. During the colonial period, Africans were moved into less productive land in 
areas with low rainfall while the best land was reserved for commercial farming by 
Europeans. The African areas were under-serviced in terms of education, health, and 
employment opportunities and were used as labour reserves for the commercial farms 
and the growing industries in urban areas. There was no effort on the part of the colonial 
government to improve agricultural production in the African areas to make them as 
competitive as the white-owned large-scale commercial farms. The war of liberation led 
to the destruction infrastructure and disruption of services in most rural areas.
The attainment of Independence in 1980 heralded a new era in the socio­
economic history of Zimbabwe. The government undertook a broad-based integrated 
development strategy to redress the pre-Independence imbalances and improve the well­
being of the majority of the population, especially in rural areas. The strategy involves 
measures directed towards eradication of poverty, improvement of water supply, 
sanitation, and access to health and family planning services, control of infectious 
diseases, and improvement of agricultural production and education. Active community 
participation in the development process has been encouraged.
Although, during the early 1980s, Zimbabwe had to deal with the effects of a 
domestic recession, the adjustment package adopted generally managed to sustain
56
programs launched after Independence in the areas of health, nutrition, education, water 
supply and support for small farmers. In addition, a drought relief program was initiated 
in 1982/83 and lasted until the end of the drought. As a result the negative effects of the 
adjustment processes and the drought in the early 1980s were not translated into 
substantial human costs as the adjustment package adopted managed to sustain high 
improvements in the well-being of children (Comia and Stewart, 1987:123-124). 
However, a change in the development ideology from socialism, characterised by price 
controls, food subsidies, tight labour regulations, and high government expenditure in 
social services, to a free market economy is likely to have negative effects on the well­
being of children, especially in the early phases of the adjustment period
Although mortality levels and patterns in Zimbabwe reflect the interplay of 
different factors, in this chapter only a selection of background socio-economic 
developments that may have influenced mortality patterns in Zimbabwe were discussed 
The fact that the achievements attained in the different areas since Independence were 
beneficial to infant and child health seems obvious, and it is highly likely that the patterns 
of childhood mortality differentials were also affected. However, due to the multi­
sectoral development strategies adopted in Zimbabwe, it is not possible to empirically 
assess the contributions of specific programs to the reduction of infant and child 
mortality, at least at the national level. It is, however, important, in the interpretation of 
results in this study, to keep in mind the background characteristics and in particular the 
historical developments in Zimbabwe, as these may be reflected in levels and trends of 
infant and child mortality as well as patterns of differentials. The following chapter 
presents a discussion and evaluation of data sources used in this study.
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CHAPTER TH R EE
DATA SOURCES AND EVALUATION
3.1 In troduction
The data used to examine infant and child mortality levels, trends, differentials 
and determinants in this study include published tables from a 10 per cent sample of the 
1982 Census, tabulations from the complete count of the 1992 Census, and primary data 
from the 1984 Zimbabwe Reproductive and Health Survey (ZRHS), the 1987 Inter- 
Censal Demographic Survey (ICDS), and the 1988 Zimbabwe Demographic and Health 
Survey (ZDHS). This chapter begins by giving a general review of the sources of data 
available in Zimbabwe from which national-level estimates of infant and child mortality 
can be made. This is followed by discussion of the data sources used in this study 
focusing on the data collection methodology and a general evaluation of the quality of 
the data used in the estimation of infant and child mortality.
3.2 D ata sources 
3.2.1 A general review
Although vital events have been registered for a long time in Zimbabwe, the 
registration has been incomplete because, initially, by legislation, only Europeans, Asians 
and Coloureds were required to register while Africans were n o t However, even when 
the Africans were also required to register, the coverage has been very much incomplete. 
In urban areas the registration of deaths occurring in hospitals is fairly complete because 
a death certificate is required for burial. In rural areas, however, deaths occurring in the 
home may possibly go unregistered, usually in the case of very old people or young 
infants and where foul play is not suspected. Birth registration, on the other hand, is 
more problematic. Delayed registration is the biggest problem, which may affect the 
timeliness of demographic measures. Some births go unregistered until the child reaches 
school age and a birth certificate is required for enrolment Coverage is also affected by 
deaths which occur before the birth is registered. Moreover, the accuracy of some of the 
data registered after a long time is questionable. In future, however, introduction of new 
regulations proposed in 1989 to enable village headmen to verify births and deaths
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should help to improve the vital registration system in rural areas by simplifying 
registration procedures (UN, 1990b:231). Vital registration is thus still rudimentary and 
not yet a satisfactory source of demographic data in Zimbabwe. As a result, demographic 
measures are generally estimated from censuses and surveys.
The history of census taking in Zimbabwe dates back to 1901, although the early 
censuses were enumerations of the non-African population only (CSO, 1985:7). De facto 
censuses were carried out for the European, Asian and Coloured populations in 1907, 
1911, 1921 and every five years until 1961. Apart from sample surveys, the African 
population was fully enumerated for the first time in 1962 (CSO, 1985:7). The 1962 
Census publication, however, provided only minimum data on characteristics of the 
population. Age, for example, was divided into broad groups comprising those bom 
before 1918, those bom between 1918 and 1945, and those bom in 1946 and after. In 
1969 a census was carried out for both Africans and non-Africans, but the enumerations 
were conducted at different times and the interview schedules were different for the two 
groups.
The first comprehensive census in which all people in the country were 
enumerated at the same time, using the same interview schedule, was in the 1982 after 
the country had become politically independent in 1980. However, only published tables 
from a 10 per cent sample of the 1982 Census1 were available for this study. This census 
was followed by three nationally representative sample surveys: the 1984 ZRHS, the 
1987 ICDS, and the 1988 ZDHS. The latest complete census was conducted in 1992. 
For the purposes of this study, primary data were available for the three surveys, while 
for the 1992 Census, tabulations from the complete census count were available. All 
three surveys were conducted either by or in conjunction with the Central Statistics 
Office (CSO) of Zimbabwe.
The censuses and surveys available for this study provided data on number of 
children ever bom and dead by age of women, to which Brass-type estimation methods
!In order to expedite the release of the census analysis report, the Central Statistics Office selected a 
10 per cent sample of the census data for preliminary analysis.
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can be applied to produce indirect estimates of infant and child mortality. The three 
surveys also provided data on various socio-economic and health characteristics which 
are used in the examination of mortality differentials. The 1988 ZDHS also collected 
complete birth histories from women who had at least one live birth by the time of the 
survey. The information collected includes the date of each live birth and the age at death 
for each child that had died. Such data permit calculation of direct estimates of infant and 
child mortality through the use of life table methods, and also permit detailed 
examination of bio-social determinants of infant and child mortality.
3.2.2 The 10 per cent sample of the 1982 Census
The selection of the 10 per cent sample of the 1982 Census was based on the 
preliminary results of the 1982 Census. The sampling unit was the enumeration area of 
which there was a total of 8,136 enumeration areas in the 1982 Census, each with an 
average of 395 households and about 1,850 people (CSO, 1985:3). Two independent 
samples were selected, each comprising five per cent of the enumeration areas. For each 
sample, after a random start, a complete set of data for every twentieth enumeration area 
was selected systematically. The two samples were then merged to provide the 10 per 
cent sample. Details of the sample are given in the census report (CSO, 1985:194-201).
3.2.3 The 1984 ZRHS, 1987ICDS and 1988 ZDHS samples
The 1984 ZRHS, 1987 ICDS and 1988 ZDHS were all sub-samples of the 
Zimbabwe National Household Survey Capability Program (ZNHSCP) master sample 
referred to as the Zimbabwe Master Sample (ZMS). The construction of the master 
sample was based on the distribution of households in the 1982 census. Details of the 
selection of the master sample are described in ZNFPC (1985:19-21). The key objective 
of the master sample design was to ensure that the composition of the sample reflected 
the administrative and land-use zones in the country (Tin, 1983, cited in ZNFPC, 
1985:19-20). Zimbabwe was divided into eight administrative provinces: Mashonaland 
East, Mashonaland West, Mashonaland Central, Manicaland, Midlands, Masvingo, 
Matebeleland North and Matebeleland South. Each of these provinces is sub-divided into 
six types of land-use or planning zones: urban areas, communal areas, large-scale
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commercial farming areas, small-scale commercial farming areas, resettlement areas, and 
parks and wildlife areas. Construction of the initial ZMS was based on the distribution of 
households by province and land-use zones in the 1982 Census. Within the provinces, in 
communal areas, large-scale commercial farms and urban areas, the first stage in the 
sampling process was the systematic selection of census divisions with probabilities 
proportional to the size of the division. The second stage was the systematic random 
selection of segments of 100 households within the selected division and the ultimate 
sampling unit was the household. In small-scale commercial farming areas, resettlement 
areas and parks and wildlife areas, segments of 100 households were sampled from 
which households were selected. A self-weighting sample of a total of 352 segments, 
totalling 35,200 households was selected to form the ZMS.
Details of the 1984 ZRHS sample are discussed in ZNFPC (1985:22-25, 205- 
209), and only a brief summary is given here. Based on the administrative and land-use 
sub-divisions, a total of 188 segments was selected from the ZMS, and a sample of 20 
households was selected from each segment using systematic random sampling. 
However, natural parks and wildlife areas were excluded from coverage in the selection 
of the 1984 ZRHS sample. Of the originally selected segments, 31 could not be covered 
during field activities and eight of these were replaced by other segments from the same 
land-use zones. Interviews were completed in 3259 households and a total of 2,574 
eligible women (aged 15-49 years) were successfully interviewed. Fieldwork began in 
July, 1984 and was completed in October of the same year.
The 1987 ICDS consisted of three rounds, Round 0 (the listing round) and 
Round 1 and Round 2 which were the interview rounds. The listing round was devoted 
to the updating of the ZMS to form the Revised Zimbabwe Master Sample (RZMS) from 
which the ICDS sample was selected for Rounds 1 and 2 (CSO, 1991:27). The RZMS 
had the same basic structure as its predecessor, the ZMS with the sample reflecting the 
distribution of households by province and land-use zones. However, some sparsely 
populated potential sampling areas were excluded from the master sample. The revised 
master sample contained 273 enumeration areas and these covered 140,868 households
61
(CSO, 1991:27). A self-weighting sample of 15,538 households was selected in the 
ICDS sample. Round 1 collected retrospective data from households and Round 2 
collected data on events that had taken place during the time since ICDS Round 1. This 
study uses data from Round 1. Households which could not be located were substituted 
for (CSO, 1991:11). Fieldwork was carried out in August and September 1987 for 
Round 1 and a total of 26,748 women aged 12 years and over was interviewed. Of these 
women, 19,259 were aged between 15 and 49 years.
For the 1988 ZDHS, a sub-sample of 167 enumeration areas was selected from 
the 273 in the RZMS with probability proportional to the number of households. 
Household listings prepared prior to the 1987 ICDS were used in the selection of a self­
weighting sample of households from the enumeration areas (CSO, 1989:113). Out of 
the total of 4789 households selected for the sample, nine per cent were not available for 
interview. The percentage of households unavailable ranged from six per cent in 
Mashonaland Central to 16 per cent in Matebeleland North (CSO, 1989:114). Individual 
questionnaires were completed for 4201 women aged 15-49, which was 94 per cent of 
all eligible women identified (CSO, 1989:116). Fieldwork was undertaken between 
September, 1988 and January, 1989.
The three surveys, while similar in sample design, differ in some important 
respects. The 1987 ICDS covered a much larger sample compared to the 1988 ZDHS 
and the 1984 ZRHS. However, the 1987 ICDS questionnaire was simple with only 14 
reproductive questions for women aged 12 years and over, while interview schedules in 
the 1984 ZRHS and the 1988 ZDHS were much longer.
While in the 1984 ZRHS and 1988 ZDHS responses to the questions on age, 
children ever bom and children dead were given by the women concerned, this was not 
necessarily true for the censuses and the 1987 ICDS. For example, in the ICDS 
questionnaire, the instructions to the enumerator regarding reproductive questions for 
women aged 12 years and over specified that the reproductive questions were 'to be 
answered by the woman if present' (see the ICDS1 Questionnaire, CSO, 1991a:39). In
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the 1992 Census, the instructions to the enumerators indicated that where the woman 
concerned was not present, 'a proxy should be used to answer the questions' (CSO, 
n.d:29). Responses for 23 per cent of the women aged 15-49 in the 1987 ICDS were 
given by someone other than the woman concerned and in the censuses the extent of 
proxy reporting is not known. The extent to which proxy reporting affects the degree of 
error in the data is not clear.
Table 3.1 shows some background characteristics of the women covered in the 
three surveys. The censuses were not included in this table because the primary census 
data was not available and the published data was not classified by age group of women. 
Generally, the distribution of women by marital status, education and province of 
residence was similar in the 1987 ICDS and 1988 ZDHS. This was expected since these 
two surveys were conducted in successive years and, furthermore, both samples were 
based on the revised master sample (RZMS) while the 1984 ZRHS was based on the 
initial master sample (ZMS). The 1984 ZRHS, which was conducted three years before 
the 1987 ICDS and four years before the 1988 ZDHS, included a higher percentage of 
women who were married (73 per cent) than the 1988 ZDHS (63 per cent) and the 1987 
ICDS (60 per cent). Also, a higher percentage of women in the 1984 ZRHS sample lived 
in urban areas, 43 per cent compared to 31 per cent in the 1987 ICDS and 34 per cent in 
the 1988 ZDHS.
The proportions in Table 3.1 indicate that in the 1984 ZRHS young women, who 
were never married and with higher levels of education than the older women, were 
under-represented. This may be related to the fact that 1984 ZRHS was basically a 
fertility and family planning survey, and it is possible that interviewers deliberately 
avoided younger women as they would not contribute much to the needed information 
on fertility and family planning services. Although the sampling frames were similar, 
differences in the actual composition of the samples may affect the comparability of the 
results, especially when the relatively small 1984 ZRHS and 1988 ZDHS are considered
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Table 3.1 Percentage distribution of women aged 15-49 years by selected 
background characteristics and data source: Zimbabwe
Characteristic 1984 ZRHS 1987 ICDS 1988 ZDHS
Marital status
Currently married 73.0 59.9 62.9
Widowed/divorced/separated 7.8 8.6 10.1
Never married 19.2 31.5 27.0
Education
None 15.8 15.3 13.5
Primary 64.0 56.9 55.9
Secondary and over 20.2 27.8 30.6
Place of residence
Communal lands 48.8 58.9 54.2
Commercial farms 8.0 10.5 12.3
Urban areas 43.2 30.6 33.5
Province
Manicaland 15.4 13.2 12.5
Mashonaland Central 8.1 6.1 6.9
Mashonaland East 27.4 20.9 21.1
Mashonaland West 10.6 12.1 11.8
Matebeleland North 12.3 11.1 15.7
Matebeleland South 2.5 5.9 4.5
Midlands 10.1 16.6 15.6
Masvingo 13.7 14.0 11.8
Total 100 100 100
N 2574 19259 4201
Sources: Primary analysis of the 1984 ZRHS, 1987 ICDS and 1988 ZDHS data tapes.
3.3 Data quality
In this study, because measures of infant and child mortality are estimated from 
retrospective reports of women on the births and survival of their children, the accuracy 
of the estimates depends on the completeness and accuracy of the reporting. Problems 
with retrospective survey data that can affect the indirect estimates of infant and child 
mortality include age misreporting and under-reporting of births and deaths and inclusion 
of still births as live births. The results of the analysis of factors affecting infant and child 
mortality based on the 1988 ZDHS birth history data may be distorted by any omission 
of live births that varies with the subsequent survival of that child, for example a 
tendency to omit children who died, misreporting of the date of birth of children and 
misreporting of age at death. For example, omission of a birth increases the birth interval 
and reduces birth orders for children bom after the omitted birth and thus affects the 
estimated effect of birth intervals and birth order.
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In this section, the quality of the reported ages of women, children ever bom and 
children dead in the censuses and the surveys is assessed first. This is followed by the 
assessment of the birth history data from the 1988 ZDHS, which is examined for 
evidence of gross misreporting of dates of birth of the children and ages at death for 
children who died. Data on numbers of women, children ever bom and children dead by 
age group of women are shown in Appendix 3.1. for the 1982 and 1992 Censuses and in 
Appendix 3.2 for the 1984 ZRHS, the 1987 ICDS and the 1988 ZDHS.
3.3.1 Reporting of the ages of women
The Brass procedures for estimating childhood mortality rely on data on children 
ever bom and dead classified by five-year age groups of women. As a result, the 
procedures are vulnerable to gross errors in age reporting, which tend to occur especially 
among the older women. As noted by Ewbank (1981:74-76), mild and random age 
heaping may not be a major problem when the Brass methods are used. However, 
evidence of poor age reporting reduces confidence in the accuracy of the rest of the data. 
Women who misreport age are more likely to misreport numbers of children ever bom 
and dead.
In the 1984 ZRHS, a question on age was used to determine eligibility for further 
interview. Only those women aged 15-49 years were eligible. The first question asked 
was "How old were you on your last birthday?". This was followed by a question on the 
year and month of birth. The interviewer was then required to examine responses to 
these two questions and, if inconsistent, to probe and record the accurate age. If probing 
could not give the age, then the interviewer was asked to estimate the age.
About 96 per cent of respondents in the 1984 ZRHS managed to provide some 
form of information about their age and/or date of birth. However, only 61 per cent of 
the respondents provided consistent responses to the questions on age and date of birth, 
and 28 per cent provided inconsistent responses, while eight per cent initially responded 
to either age or date of birth only. The fact that nearly 30 per cent of the respondents 
gave inconsistent responses shows that cross-checking the reported age and/or date of
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birth is important in reducing errors. The proportion of women who could not give both 
age and date of birth information and for whom the interviewers had to estimate the age 
was very low, only four per cent
In the 1988 ZDHS the respondents were first asked to state their month and year 
of birth and then they were asked to state their age in completed years. Interviewers 
were asked to compare the two responses and to probe and correct them if inconsistent 
All the respondents were able to provide information on either age or year of birth, or 
interviewers managed to obtain such information by probing. For 90 per cent of the 
respondents, both year and month of birth were given or obtained after probing, while 
for eight per cent the year and age were given, but not the month. For the other two per 
cent, only the age was given, without the year and month of birth (Rutstein and Bicego, 
1990:26). When information on age was not provided by the respondent, even after 
probing, age was then imputed or calculated by computer.
Based on the 1984 ZRHS and 1988 ZDHS responses, most women in the child 
bearing age group in Zimbabwe were able to provide at least some basic information 
about their age, that is, date of birth, year of birth or age in years. In the censuses and 
1987 ICDS, only one question was asked to determine age. In both cases the respondent 
was asked to give the age of the woman concerned in completed years. There was 
therefore no mechanism to cross-check the response. It is likely that some errors 
occurred, especially considering that in some cases the respondent was not the woman 
concerned.
A tendency by respondents to prefer ages ending in certain digits, usually zero 
and five, is indicative of incorrect age reporting. In the absence of any digit preference 
there would be an even distribution of women by terminal digit; that is, there would be 
10 per cent of the women at each terminal digit Table 3.2 shows the percentage 
distribution of women aged 20-49 years by terminal digit of the reported or estimated 
age in the 1984 ZRHS, 1987 ICDS and 1988 ZDHS. Data by single exact ages was not 
available from the 1982 and 1992 census tabulations used in this study. The pattern of
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distribution was generally similar for the three surveys and showed a slight preference for 
ages ending with digits zero and two, and avoidance of digits six, seven, eight and nine 
(Table 3.2). For digits one, three and four, the proportions varied and did not follow any 
definite pattem. According to Rutstein and Bicego (1990:27), the extent of digit 
preference in the 1988 ZDHS was moderate when compared to Demographic and Health 
Surveys for other countries.
Table 3.2 Percentage distribution of women aged 20-49 years by terminal digit of 
reported age and data source: Zimbabwe
Data source Terminal digit
0 1 2 3 4 5 6 7 8 9
1984 ZRHSa 12.9 11.3 11.8 8.2 10.2 11.1 9.3 8.6 8.8 7.8
1987 ICDSb 13.1 10.2 11.0 10.3 9.8 11.0 8.3 8.7 9.3 8.3
1988 ZDHSC 13.5 9.8 12.6 9.1 9.3 9.8 9.8 7.5 9.0 9.5
Sources: a»b Primary analysis of the 1984 ZRHS and 1987ICDS data tapes, respectively.
c Rutstein and Bicego (1990:27, Table 3.3).
For the purposes of estimating mortality levels, it is not so much single year age 
distortions as five-year age group distortions that matter. Directional transfer of persons 
from true to reported ages, for example, when an interviewer systematically estimates an 
age of 20 years or more if child bearing has begun, can result in gross inaccuracies in 
estimation of rates and proportions that are based on age groups. Gross age 
misstatements can be detected by distributing respondents by five-year age groups. With 
data that are not seriously biased, the proportion of women in successive age groups 
would be expected to decrease monotonically with advancing age under normal 
conditions of stable fertility, declining mortality and a closed population. Deviations from 
this expected pattern may be indicating age misstatement Table 3.3 shows the 
distribution of women by five-year age groups for the different data sources and Figure 
3.1 is a graphical illustration of the same data.
67
Table 3.3 Percentage distribution of women by five-year age groups and data 
source: Zimbabwe
Data source Age group Total
15-19 20-24 25-29 30-34 35-39 40-44 45-49
1982 Censusa 24.5 21.6 16.7 12.3 10.1 8.3 6.5 100
1984 ZRHSb 19.6 22.0 19.0 14.5 11.6 7.3 6.0 100
1987 ICDSC 26.7 19.8 16.2 12.3 10.0 7.8 7.2 100
1988 ZDHSd 24.3 20.0 16.2 14.0 11.0 7.6 6.9 100
1992 Censuse 25.8 21.3 15.4 13.3 10.6 7.7 5.9 100
Sources: a The 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2).
b*c» d Primary analysis of the 1984 ZRHS, 1987 ICDS and 1988 ZDHS data tapes, 
respectively.
e The 1994 Census (CSO, 1994: Table 23.1).
Figure 3.1 Percentage distribution of women aged 15-49 years by five-year age 
groups and data source: Zimbabwe
1984 ZRHS
------  1987 CDS
1988 ZDHS
1992 Ceruu*
Sources: The 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2), primary analysis 
of the 1984 ZRHS, 1987 ICDS and 1988 ZDHS data tapes, and the 1992 Census (CSO, 1994: 
Table 23.1).
Notes: Age groups (1=15-19,..., 7=45-49).
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Except for age group 15-19 years in the 1984 ZRHS, the distribution of 
respondents by age group was reasonably acceptable for all the data sources. The 
comparatively low proportion of women in age group 15-19 years in the 1984 ZRHS 
may be a result of the deliberate avoidance of teenage women who had no children and 
had not used contraception as discussed in Section 3.2.
3.3.2 Reporting of children ever born and children dead
Misreporting of births and deaths is a major problem in retrospective surveys. 
Estimates of infant and child mortality from the proportions of children dead among 
children ever bom by age group of women may be distorted by any misreporting of 
children ever bom that varies by age of mother. In particular, selective omission of 
children that have died leads to under-estimates of infant and child mortality. Omissions 
are typically more frequent among those events that occurred in the distant past. Older 
women are more likely to omit births or deaths as they had most of their children further 
in the p ast Also, failure to distinguish between still births and live births may lead to 
inaccurate reporting. Deaths that occurred in early infancy may also be under-reported, 
as some women may fail to understand the importance to the survey of reporting children 
that died soon after birth. The omission of births and deaths is generally difficult to 
detect from the data unless there is gross under-reporting. In this study, consistency 
checks are used to evaluate the different data sources for evidence of gross misreporting 
of children ever bom and children dead. The consistency checks include examination of 
sex ratios (number of males per 100 females) of the reported children ever bom and 
comparison of mean parities, mean number of children dead, and proportions of children 
dead by age group.
Sex ratios that are unusual may be indicative of relatively incomplete reporting of 
either sex. The sex ratio of births is usually above 100 males per 100 females for 
countries with relatively complete data and varies between 104 and 107 in most such 
countries (Shryock and Siegel, 1976:109). However, some studies showed that the sex 
ratios for blacks were lower than those for whites. For example, van de Walle (1968:38) 
noted that:
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Sex ratios at birth in Tropical Africa may be markedly below those in countries 
with reliable statistics. Also most all areas with a majority of African negroes in 
the population have a sex ratio at birth below the world average. In the United 
States the sex ratio at birth of negroes has been consistently below that of whites. 
Sex ratios at birth recorded in Tropical African surveys are under unity as often 
as above. In a large majority of cases, girls under age one, or aged one to four 
years, are reported more numerous than boys of the same age.
Shryock and Siegel (1976:109) also noted that sex ratios at birth were lower for 
negroes than for whites. In the data sources used in this study, the number of male per 
100 female children ever bom was 101, 103, 101, 104 and 101 in the 1982 Census, 1984 
ZRHS, 1987 ICDS, 1988 ZDHS and 1992 Census respectively. These sex ratios which 
vary between 101 and 104 males per 100 females generally conform with the expectation 
of relatively low sex ratios for black populations as discussed above. However, the low 
sex ratios may indicate a general under-reporting of male children relative to female 
children. This is more so since omission is likely to be greater for children who died soon 
after birth, and as noted by Waldron (1983), Dyson (1977) and Federici and Terrenato 
(1982), at young ages, mortality is generally higher among male children than female 
children.
Table 3.4 shows the sex ratios of reported children ever bom by age group of 
women and by data source. With the exception of age group 15-19 in the 1984 ZRHS, 
the sex ratios range from 97 to 109. The fluctuations in sex ratios by age group may 
partly be a result of variations in the numbers of children ever bom by age group of 
women. The total sex ratios in the 1984 ZRHS and 1988 ZDHS, which were relatively 
small scale surveys, used more elaborate questionnaires and possibly better trained 
interviewers, may be considered to be more accurate than those from the censuses and 
the 1987 ICDS. Using the sex ratio of 103, the mean of the sex ratios for total children 
ever bom in the 1984 ZRHS and 1988 ZDHS, as the standard sex ratio for Zimbabwe, 
confidence intervals of this true sex ratio were constructed for each age group based on 
the number of children ever bom. The 95 per cent confidence ranges of this standard sex 
ratio (103) for each age group and data source are shown in Appendix 3.3. The results 
show some evidence of under-reporting of male children relative to females in the 1992 
and 1982 Censuses. In the 1992 Census, the sex ratios for all age groups of women were
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below the lower limit of the 95 per cent confidence interval of the standard sex ratio of 
103 males per 100 females, and in the 1982 Census the sex ratios were below the lower 
limit for age groups 20-24 to 35-39 (Table 3.4).
Table 3.4 Sex ratios of reported children ever born by age group of women and 
data source: Zimbabwe
Age
group
1982
Censusa
1984
ZRHSb
1987
ICDSC
1988
ZDHSd
1992
Censuse
15-19 103.0 113.9 97.5 106.5 100.9*
20-24 100.4* 105.8 98.3 100.9 101.0*
25-29 99.7* 97.0 97.8* 100.3 100.8*
30-34 101.1* 102.8 103.7 100.9 100.7*
35-39 101.1* 105.6 100.6 106.0 101.3*
40-44 102.3 101.3 104.0 108.7 102.1*
45-49 101.9 102.1 98.3* 103.0 102.1*
Total 101.2* 102.5 100.6* 103.5 101.3*
Notes: Sex ratios are shown as number of males per 100 females.
* Outside the 95% confidence interval of the mean sex ratio of 103.
Sources: a The 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2).
b’ c ’ d Primary analysis of the 1984 ZRHS, 1987 ICDS and 1988 ZDHS data tapes, 
respectively.
e The 1992 Census (CSO, 1994: Table 23.1).
Table 3.5 shows the distribution of average parities by age group of women in the 
different data sources. Mean parities are expected to rise with increasing age of women, 
except where fertility has been recently rising. An apparent deficit of births in a particular 
age group is usually due either to omission of births or age misreporting. The average 
parities for each data source increased monotonically with age group of women as 
expected (Table 3.5). However, this is no guarantee that there was no under-reporting of 
children ever bom and children dead that varied with age in these data. The average 
parities in the 1988 ZDHS and 1987 ICDS, which were conducted one year apart, were 
generally similar for age groups 20-24 and 25-29, but the average parities for older age 
groups in the 1988 ZDHS were lower than in the 1987 ICDS. This could be an indication 
of relatively poor reporting among older women covered in the 1988 ZDHS as the 
averages would be expected to be similar since the surveys were conducted in successive 
years. However, a comparison of the mean parities by age group shows that mean parities 
were higher in 1984 than in 1982 but the general trend from 1984 to 1992 is clearly
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downwards. This may be an indication that the mean parities in the 1984 ZRHS were 
over-estimated when compared to mean parities from the other data sources. The mean 
parities by age group estimated from the 1984 ZRHS may be influenced by small 
numbers, since, of the data sources considered in Table 3.5, the 1984 ZRHS had the 
smallest number of cases.
Since the 1982 Census, 1987 ICDS, and 1992 Census were conducted at five-year 
intervals, an alternative way to evaluate these data is to examine the plausibility of cohort 
changes in average parities (Zlotnik and Hill, 1981). For example, women aged 25-29 in 
1992 were survivors of those aged 20-24 in 1987 and 15-19 in 1982, although differences 
may have resulted from migration, and sampling error in the case of the 1987 ICDS. The 
average parities were expected to increase smoothly as the cohorts aged and so the cohort 
changes were expected to be positive.
Table 3.5 Distribution of average parities by age group of women and data source: 
Zimbabwe
Age group 
of women
1982
Censusa
1984
ZRHSb
1987
ICDSC
1988
ZDHSd
1992
Censusc
15-19 0.23 0.30 0.17 0.19 0.19
20-24 1.47 1.63 1.29 1.30 1.12
25-29 3.07 3.14 2.96 2.89 2.54
30-34 4.65 4.62 4.51 4.35 4.02
35-39 5.88 6.24 5.91 5.54 5.28
40-44 6.80 6.86 6.80 6.40 6.26
45-49 7.19 7.48 7.31 6.87 6.74
Sources: a The 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2).
b, c, d primary analysis of the 1984 ZRHS, 1987 ICDS and 1988 ZDHS data tapes, 
respectively.
e The 1992 Census (CSO, 1994: Table 23.1).
Table 3.6 shows the cohort parity increments estimated from the two censuses and 
the 1987 ICDS. For each age cohort of women of age group i at the second 
census/survey, their cohort parity increment is obtained by subtracting the average parity 
of the same cohort at the first census/survey. Except for the cohort aged 45-49 in 1992, 
with a negative parity change indicating that the reported mean parity in 1992 was lower
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than that for the corresponding cohort five years earlier in 1987, the cohort changes in 
mean parities for 1982-87, 1987-92, and 1982-92 were generally consistent for all age 
groups of women. The inconsistency for the cohort aged 45-49 in 1992 may be an 
indication of under-reporting of children ever bom by older women. The mean five-year 
cohort parity increments for 1987-92 were generally less than those for 1982-87 and 
which may be an indication of declining fertility. However, that the differences widen with 
age group of women may be an indication of progressively poorer reporting of children 
ever bom among older women in the 1992 Census compared to the 1987 ICDS and the 
1982 Census.
Table 3.6 Cohort parity increments, 1982-87,1987-92 and 1982-92: Zimbabwe
Age group of 
women
1982-87 1987-92 1982-92
15-19 - -
20-24 1.06 0.95 -
25-29 1.50 1.25 2.31
30-34 1.45 1.06 2.56
35-39 1.26 0.77 2.21
40-44 0.92 0.35 1.61
45-49 0.51 -0.06 0.86
Sources: Estimated from the mean parities in the 1982 Census, 1987 ICDS and 1992 
Census in Table 3.5 as follows:
AP(i) = />(i\2)- / > ( / - a,1)
where P(i,l) is the average parity in the first survey,
P(i,2) average parity in the second survey, and 
n is the number of five year periods between the two censuses/survey.
Notes: - cohort parity increment not estimated.
Table 3.7 shows the mean number of children dead by age group of women for 
the different data sources. Like mean parities, the average number of children dead 
should increase with increasing age group of women since children of older women were 
exposed to the risk of mortality longer than those of younger women. For all the data 
sources, the mean number of children dead increased with age group of women (Table 
3.7).
A comparison of the mean number of children dead for the same age groups in 
the 1987 ICDS and 1988 ZDHS, which were conducted one year apart, shows that the
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mean number of children dead for women aged 30 years and over in the 1988 ZDHS was 
substantially lower than in the 1987 ICDS and the relative differences increased with age 
group. This is despite the fact that the reported mean parities are roughly comparable 
(Table 3.5). The average children dead for older age groups in the 1984 ZRHS also seem 
to be under-estimates when compared with proportions from the 1982 Census and 1987 
ICDS. In addition to genuine omission errors in the 1984 ZRHS and 1988 ZDHS, it is 
also likely that effects of sampling errors were large in the 1984 ZRHS and 1988 ZDHS 
which had a relatively small number of cases.
Table 3.7 Mean number of children dead by age group of women and data source: 
Zimbabwe
Age group 
of women
1982
Censusa
1984
ZRHSb
1987
ICDSC
1988
ZDHSd
1992
Censusc
15-19 0.02 0.02 0.01 0.01 0.01
20-24 0.15 0.12 0.10 0.09 0.08
25-29 0.38 0.35 0.27 0.25 0.19
30-34 0.66 0.53 0.44 0.36 0.35
35-39 0.93 0.77 0.72 0.56 0.53
40-44 1.21 0.85 0.92 0.71 0.78
45-49 1.45 1.02 1.22 0.90 0.98
Sources: a The 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2).
b’ c’ d Primary analysis of the 1984 ZRHS, 1987 ICDS and 1988 ZDHS data tapes, 
respectively.
e The 1992 Census (CSO, 1994: Table 23.1).
As for mean parities, for data sources that were five or ten years apart, cohort 
changes in mean numbers of children dead can be compared for each age group of 
women. Cohort increments of mean numbers of children dead were positive, as expected, 
for all cohorts except the cohort aged 40-44 in 1987 (Table 3.8). This indicates that, 
compared to the 1982 Census, older women in the 1987 ICDS may have under-reported 
the numbers of children dead. Although not exactly five years apart, comparisons of 
mean number of children dead for age groups in 1984 and 1988 were not consistent For 
example, the age group 35-39 in 1984 reported a higher mean number of children dead 
(0.77) than those aged 40-44 in 1988 (mean children dead = 0.71). This indicates that 
older women in the 1988 ZDHS may have under-reported children dead.
Table 3.8 Cohort increments of mean numbers of children dead, 1982-87,1987-92 
and 1982-92: Zimbabwe
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Age group of 
women
1982-87 1987-92 1982-92
15-19 - - -
20-24 0.08 0.07 -
25-29 0.12 0.09 0.17
30-34 0.06 0.08 0.20
35-39 0.06 0.09 0.15
40-44 -0.01 0.06 0.01
45-49 0.01 0.06 0.05
Sources: Estimated from the mean numbers o f dead in the 1982 Census, 1987ICDS 
and 1992 Census in Table 3.7 as follows:
AD(i) = D(i2)-D(i-n , \ )  
where D(i,l) is the average parity in the first survey,
D(i,2) average parity in the second survey, and 
n is the number of five year periods between the two censuses/survey.
Notes: - cohort changes not estimated.
Table 3.9 shows the proportions of children dead by age of women. With the 
exception of the first age group (15-19), which may show above-average proportions of 
children dead due to small numbers and a high proportion of births to young mothers, the 
proportions of children dead were expected to increase with age. This is because children 
bom to older women were exposed to mortality for longer periods than those bom to 
younger women. The proportions of children dead by age group may be influenced by 
omissions of some dead children, which may vary with age of women.
Table 3.9 Proportions of children dead by age group of women and data source: 
Zimbabwe
Age group 1982
Censusa
1984
ZRHSb
1987
ICDSC
1988
ZDHSd
1992
Censuse
15-19 0.094 0.091 0.074 0.073 0.072
20-24 0.104 0.071 0.077 0.067 0.074
25-29 0.124 0.110 0.090 0.088 0.075
30-34 0.143 0.115 0.097 0.082 0.086
35-39 0.158 0.124 0.122 0.101 0.100
40-44 0.177 0.123 0.136 0.111 0.125
45-49 0.202 0.136 0.167 0.131 0.145
Sources: a The 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2).
c ’ d Primary analysis of the 1984 ZRHS, 1987 ICDS and 1988 ZDHS data tapes,
respectively.
e The 1992 Census (CSO, 1994: Table 23.1).
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In Table 3.9, proportions of children dead in the 1982 Census, 1987 ICDS and 
1992 Census increased monotonically with advancing age group of women as expected. 
However, the proportions in the 1984 ZRHS and 1988 ZDHS were not as consistent In 
the 1984 ZRHS, the proportion of children dead for women aged 40-44 was about the 
same as that for women aged 35-39. The 1988 ZDHS proportions were lower for age 
group 30-34 than for the 25-29 age group. These inconsistencies in the 1984 ZRHS and 
1988 ZDHS data could be indicative of the omission of dead children. Although the 
problem is manifest in certain age groups, this may also be present in the other age 
groups, though to a lesser extent
3.3.3 Date-of-birth reporting
As indicated earlier, only the 1988 ZDHS included a complete birth history. For 
each live birth, respondents were asked to give the year and month of birth of each child. 
When complete information was not reported, dates were assigned by imputation using 
other information reported by the respondent Women who did not report complete date 
of birth were more likely to omit or displace events than those who reported complete 
dates, and so imputation may be an indication of inaccurate reporting. Arnold (1990) 
evaluated the completeness of date-of-birth reporting in several Demographic and Health 
Surveys and calculated the proportions of births for which some information that was 
missing had to be imputed. The reporting of date of birth for Zimbabwe was fairly 
complete, as 99 per cent of the reported births had complete information on both month 
and year of birth (Arnold, 1990:85). This compared well with percentages of births that 
had complete information in Demographic and Health Surveys in Latin American 
countries, where 94-99 per cent of all births did not require any imputation. Notably, the 
tables presented in the comparative analysis of the Demographic and Health Surveys 
show only those imputations carried out during the data cleaning process but, as Arnold 
(1990:84) noted,
the interviewers or supervisors may have imputed some date-of-birth information 
in the field when it was not provided by the respondent, but the extent of that 
practice is unknown.
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The very high rate of completeness of date-of-birth reporting for Zimbabwe could 
possibly be an indication of such practices during data collection and/or editing.
According to Arnold (1990), a common problem with most of the Demographic 
and Health Surveys was the significant deficit of children bom five years prior to the 
survey and an excess of those bom six years prior to the survey. This problem appeared 
to be related to the fact that additional questions were asked of all births occurring after 
1 January of the fifth calendar year before the survey. In the interests of reducing their 
work load, interviewers may have displaced births from the fifth to the sixth calendar 
year before the survey in order to avoid asking the additional health questions. However, 
the potential bias depends on the level of displacement Arnold (1990) computed an 
index of birth displacement (ratio of births in the fifth calendar year before the survey to 
half the sum of births in the fourth and sixth calendar years multiplied by 100). On the 
assumption that the actual number of births changed linearly over the three calendar 
years, the expected value of the ratio was 100. The ratios for the Demographic and 
Health Surveys differed from 100 by five or more points in 13 surveys including the 1988 
ZDHS in which the ratio was 97.2 for all births, 126 for dead children and 95.1 for living 
children (Arnold, 1990:119).
A ratio less than 100 implied fewer births than expected in the fifth calendar year 
(displacement from fifth to sixth calendar years). The 1988 ZDHS ratios indicate the 
existence of displacement from the fifth to the sixth calendar years for living children but 
not for dead children. This is in line with Arnold's (1990) argument that interviewers may 
have displaced births so as to lighten their work load, because the extra health questions 
were asked only of living children. The unusually high ratio for dead children was 
probably influenced to a large extent by the small number of deaths, especially as this 
high figure did not raise the ratio for all births substantially above the ratio for living 
children. Simulation models showed that a birth ratio which was lower for dead children 
than for living children by 18 points tended to under-estimate the more recent infant 
mortality rate (IMR) by about three per cent and to over-estimate the IMR for the 
preceding period to the same degree (Sullivan et al., 1990:118-119).
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3.3.4 A ge-at-death reporting
Age-at-death data was collected in days for children dying within a month of 
birth, in months for children dying after a month but before the second birthday, and in 
years for children dying after two years of age. Overall, less than one per cent of the 
deaths under age five years had incomplete information on age at death. There was no 
evidence of poorer reporting of deaths which occurred further in the past, or interviewers 
managed to estimate an age at death after probing (Sullivan et al., 1990:121).
The accuracy of the reported ages at death was examined by investigating the 
incidence of age heaping at certain ages. Heaping of reported ages at death at 12 months 
was common. The heaping resulted from rounding down the age of children who died 
after their first birthday and rounding up age at death for those children who died before 
their first birthday. Indices of heaping at 12 months were calculated and compared for 22 
of the Demographic and Health Surveys (Sullivan et al., 1990:122). These were 
calculated as the number of deaths at 12 months of age, divided by the average number 
of deaths at months 10, 11, 13, and 14. Assuming that the actual number of deaths 
changed lineally between ages 10 and 14 months, a value greater than one indicates 
heaping of deaths at 12 months. In the comparative analysis of the 22 surveys, the 
median value was 11, and values ranged from unity in Sri Lanka to a high of 32 in 
Ghana. In the 1988 ZDHS, the index was 11.3 which was close to the median value for 
the 22 surveys but was greater (17) for deaths which occurred 21-25 years before the 
survey. This confirms the expectation of problems with the accuracy of reporting events 
that occurred further in the past.
Figure 3.2 shows the distribution by age at death of children who died aged less 
than two years. It is clear that there was a shortfall of deaths in late infancy, at 10 and 11 
months, and also at 13 months (Figure 3.2). This indicates that at least part of the 
heaping at 12 months reflected the rounding up and down of ages at death. Rounding up 
of the age at death for children dying before their first birthday would lead to under­
estimation of infant mortality and over-estimation of child mortality (the probability of 
dying between the ages of one and five years). Estimates presented by the CSO (1989)
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were not adjusted for heaping. Adjustment was made by reassigning a certain 
percentage, for example 25 per cent of the "excess" deaths reported at 12 months back 
to the six to 11 months age segment "Excess" was defined as the difference between the 
number of deaths at 12 months and the average number at months 10, 11, 13 and 14. 
Sullivan et al. (1990:125) showed that this kind of adjustment for heaping at 12 months 
in the 1988 ZDHS increased the infant mortality rate by three per cent and reduced the 
estimate of child mortality by six per cent for the 10-year period preceding the survey. In 
this study, the unadjusted direct estimates of infant and child mortality are used, except 
where otherwise indicated.
Figure 3.2 Percentage distribution of reported ages at death for children who died 
at ages two years or less: Zimbabwe, 1988 ZDHS
40.0 t
35.0 ■
25.0 --
»* 20.0 - -
15.0 --
10.0 - -
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Ag« a t death In months
Source: Primary analysis of the 1988 ZDHS data tape.
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3.4 Summary
The consistency checks carried out in this section lead to some important 
conclusions regarding the quality of data on age, children ever bom, and children dead in 
the censuses and surveys used in this study. The evaluation of age reporting in this 
section did not reveal any major distortions that may influence indirect estimates of infant 
and child mortality. The quality of age reporting was fairly comparable in the different 
censuses and surveys. Also, the assessment showed that the reporting of children ever 
bom was generally consistent except for older age groups which indicates under­
reporting by older women.
The consistency of data on children dead, varied in the different surveys. 
Compared to the 1982 and 1992 Censuses, and the 1987 ICDS, the mean numbers and 
proportions of children dead in the 1984 ZRHS and 1988 ZDHS were inconsistent The 
results indicated under-reporting that increased with age groups of women. In addition 
to genuine omission errors, it is possible that proportions dead from the smaller samples 
of the 1984 ZRHS and 1988 ZDHS were affected, to a larger ex tent by variations 
associated with small numbers, especially in the older age groups. The 1984 ZRHS and 
1988 ZDHS would thus produce fluctuating and unreliable national-level indirect 
estimates of infant and child mortality and as a result these two surveys are not included 
in the estimation of infant and child mortality in the following chapter (Chapter Four).
The analyses of sex ratios, cohort parity increments and cohort increments of 
mean numbers of children dead indicated that under-reporting of children ever bom and 
children dead existed in the two censuses and the ICDS. Although there was no clear 
evidence suggesting that the reports of either children ever bom or dead from the 
censuses and 1987 ICDS were grossly deficient, the indirect estimates of infant and child 
mortality derived from them are best regarded as minimum indicators of infant and child 
mortality. In particular, when reports of older women are used, which include births in 
the distant past, due caution should be exercised when the results are interpreted.
Although the 1984 ZRHS and 1988 ZDHS data may not be suitable for 
producing national-level indirect estimates of infant and child mortality, the data may be
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invaluable in the analysis of infant and child mortality differentials among sub-groups of 
the population, and are used for this purpose in this study. Despite some apparent 
problems with the reporting of age at death, the 1988 ZDHS birth history data generally 
seemed to be of reasonable quality. The errors did not appear to be large enough to have 
a significant effect on the analysis of differentials and determinants of infant and child 
mortality, which is carried out in Chapters Six to Eight of this study
It should be noted, however, that the checks performed in this chapter are only 
rudimentary, and there may be patterns appearing in the estimates that could be the result 
of undetected errors. These could be errors associated with sampling and methodology, 
or with reports from certain population sub-groups which are not apparent when data for 
whole samples or populations are evaluated. As Hill (1984:154-55) noted,
It is not possible to establish with certainty that the child mortality estimates 
derived from child survival data are close to the truth; it is always possible that 
similar errors may affect successive surveys, the results being consistent without 
being accurate.
Also, differences in the reported mean parities and children dead between the 
surveys may be a result of different biases in the samples. For example, the composition 
of the 1984 ZRHS, 1987 ICDS and 1988 ZDHS samples differed by education, place of 
residence and province of residence (Table 3.1). Declines in fertility shown by the 1984 
ZRHS and 1988 ZDHS have been partially attributed to differences in sample 
composition, particularly the fact that women in the 1988 ZDHS were more educated 
than those of the same cohort in the 1984 ZRHS (Thomas and Muvandi, 1992). Some of 
the potential errors in the survey data may be overcome by improving the sample designs 
to make the samples more representative and improving the training and supervision of 
the field staff. However, there is also the possibility of non-sampling errors affecting the 
data.
81
CHAPTER FOUR
ESTIM A TION  OF INFANT AND CHILD M ORTALITY LEVELS AND
TRENDS
4.1 Introduction
This chapter examines levels and trends of infant and child mortality in Zimbabwe 
using available census and survey data. Indirect techniques developed by Brass (see 
Brass and Coale, 1968) for estimating probabilities of dying between birth and certain 
exact childhood ages from reports of women on children ever bom and children 
surviving in censuses and surveys are used in this chapter.
The data sources from which national-level estimates of infant and child mortality 
can be made for Zimbabwe were discussed and evaluated in Chapter Three where it was 
concluded that the 10 per cent sample of the 1982 Census, the 1987 ICDS and the 1992 
Census would produce more reliable and consistent national-level indirect estimates than 
the 1984 ZRHS and 1988 ZDHS. The 1984 ZRHS and the 1988 ZDHS were thus not 
included in the analysis in this chapter. Also, in this chapter, Zlotnik and Hill's (1981) 
hypothetical cohort analysis technique, which is highly sensitive to differences in data 
errors between censuses or surveys five or ten years apart, is used to further examine the 
relative plausibility of the data on children ever bom and children dead in the 1982 and 
1992 Censuses and the 1987 ICDS. After discussion of the estimates of infant and child 
mortality from the two censuses and the ICDS, an attempt is made to synthesise the 
estimates to produce 'plausible estimates' of levels and trends from the three data 
sources.
4.2 Methods of estimation
The lack of vital registration, from which mortality can be directly estimated, in 
some countries and incomplete coverage in others necessitated the development of 
indirect techniques of estimating mortality from census and survey data. These 
techniques, first developed by Brass (see Brass and Coale, 1968) utilise the reports, in 
censuses and surveys, of women on total children ever bom and children surviving, 
classified by age group of women, and model life tables to derive life table measures of
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infant and child mortality. These techniques are useful, even in cases where mortality can 
be adequately measured from vital registration, because they provide useful estimates for 
comparison with direct estimates, and they provide estimates of mortality trends from a 
single census or survey which otherwise can be derived only from a series of vital 
statistics. The version of the Brass method developed by Trussell in 1975 was used to 
derive estimates of infant and child mortality in this chapter. The Trussell version was 
preferred because it is the most recent of the methods based on the Coale and Demeny 
model life tables which are more appropriate for African populations than the UN model 
life tables as shown in the following section. Also, QFTVE the software package 
developed by the United Nations (1990c), and used to produce the estimates of infant 
and child mortality in this analysis, was based on the Trussell method. In this section, a 
brief general description of the background to the Brass-type indirect estimation 
techniques is given.
Using certain assumptions, the Brass-type methods convert proportions of 
children dead by five-year age groups of women into life table probabilities of dying 
between birth and certain exact childhood ages. The general conversion equation is :
q(x)=k(i)£>(i)
where i is the five-year age group of women
q(x) is the probability of dying between birth and exact age x  
k(i) is the adjustment factor for age group i
D(i) is the reported proportion dead among children ever bom to women 
in age group i
The relation between D(i) and q(x), represented by the adjustment factor k(i), is 
primarily influenced by the fertility pattern, particularly the onset of child bearing. This 
influences the age distribution of children and hence the period during which children are 
exposed to the risk of dying. The shape of the fertility curve is indexed by the ratio of 
cumulative average numbers of children ever bom in successive age groups. Brass used 
the ratio P]/P2 to locate the multiplying factors, where P} is the mean parity for women 
in age group 15-19 and P2 is the mean parity for women in age group 20-24. Coale and 
Demeny later suggested that P ^ 3  was more satisfactory, as P\ is more sensitive to age
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reporting errors at the onset of child bearing and to random fluctuations due to relatively 
small numbers of births to young women (Brass, 1975:54).
Sullivan (1972) and Trussell (1975) modified and refined the multipliers for 
converting the proportions of children dead by age group of women into probabilities of 
dying, using a wider range of observations and applying least squares regression. The 
location of the multiplying factors also depends on the choice of a model life table to 
represent the mortality of the population in question in addition to the fertility pattem. 
The original Brass technique is based on the African standard and the General standard, 
while the Trussell and Sullivan variants are based on the Coale and Demeny (1966, 
1983) model life tables. By assuming a constant rate of change of mortality over time 
Coale and Trussell (1978) developed regression equations that could assign a reference 
date to each of the Brass-type estimates corresponding to different age groups of 
women, thus making it possible to generate mortality trends from a single census or 
survey. In the 1980s, Palloni and Heligman (1986) developed another version of the 
Brass technique that is based on the United Nations model life tables. Details of these 
techniques, together with the relevant data for estimating the multipliers are given in 
United Nations (1983 ,1990a).
Feeney (1980) designed a version of the Brass method for estimating infant 
mortality and the trend of infant mortality by assuming a constant rate of change in 
mortality during the recent past. His technique was based on the empirical relationship 
between infant mortality rate (IMR), mean age of fertility schedule and the proportion of 
children dead. Basically, it produces estimates of IMR from the proportions dead among 
children ever bom to women by age group as well as the years before the survey or 
census to which the estimates refer. However, the published and widely used description 
of Feeney's method provides details of obtaining only infant mortality and not mortality 
at ages beyond infancy, as do the other Brass-type methods.
The Brass-type techniques can also be applied to data classified by mairiage 
duration. According to Hill (1984:155), 'there is as yet no strong evidence to determine
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whether it is better to classify child survival data by mother's age or duration of 
marriage.' Whichever classification is used will have its own advantages and 
disadvantages. Theoretically, one advantage of using marital duration is that fertility 
changes less sharply with marital duration than age, and as a result the estimates will 
depend less on the models. Also, short marriage durations are more likely to give better 
results than young ages. However, a high incidence of pre-marital births and consensual 
unions can affect the validity of estimates based on data classified by marriage durations.
A major problem especially in Africa, where marriage is a process rather than an 
occasion, is when to consider a mother as married. In Zimbabwe, for example, the 
meaning of the term 'marriage' to respondents especially when translated into the local 
languages may be ambiguous. This is because the process of 'marrying' covers several 
acts or stages which may include: the act of starting to live with a man on the 
understanding that he will later pay lobola (dowry) to the bride's family; the actual 
payment of lobola to the bride's family; the white wedding ceremony; or registration of 
the marriage in a civil court Therefore, depending on the circumstances of a particular 
marriage, the date of marriage reported in a census or survey could be the date on which 
any of the above acts took place. As a result in this study, age groups are used rather 
than marriage durations since marriage durations, as defined in the data collection, may 
not accurately reflect the beginning of exposure to child bearing.
Estimates of infant and child mortality from the Brass method and the Trussell 
and Sullivan versions have been observed to be essentially the same. However, indirect 
estimates obtained using the same method vary substantially according to the model of 
mortality pattem chosen. The choice of an inappropriate model will affect the estimates 
of childhood mortality (Hill, 1984:148; UN, 1990a:49). The different model life tables 
represent different patterns of the relationship between infant and child mortality. The 
Trussell and Sullivan versions were based on the Coale and Demeny model life tables, 
while the Palloni and Heligman variant was based on the new United Nations model life 
tables. Since the indirect estimates do not vary much by method there is little value in 
presenting and discussing detailed results based on each of these methods. In this
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analysis, the Trussell version was preferred over the Palloni and Heligman method partly 
because the Coale and Demeny model life tables are more suitable for Zimbabwe than 
the United Nations model life tables. This is illustrated in the following section.
4.3 Selection of the model mortality pattern
As in most parts of Africa, the relationship between infant mortality and child 
mortality in Zimbabwe has not been fully investigated due to a lack of suitable data. 
There is a need to carry out some exploratory analysis with available data to establish the 
most appropriate model mortality pattem to be used with the indirect techniques in this 
study. In this section, the relationship of directly derived estimates of infant mortality 
rate (lqO) to child mortality (4ql) from the 1988 ZDHS birth history data are compared 
with the patterns depicted by the different Coale and Demeny and United Nations model 
life table families. The Coale and Demeny model life tables comprise four families: the 
East, the North, the West and the South and the United Nations model life tables 
comprise five families: the Latin American, the South Asia, the General, the Far East, 
and the Chilean.
Figures 4.1 and 4.2 compare the pattem of the relationship between direct 
estimates infant and child mortality from the 1988 ZDHS to the patterns in the Coale and 
Demeny and the United Nations model life table families, respectively. The comparisons 
are made using direct estimates for two birth cohorts, 1977-81 and 1972-76, and the 
three five-year periods preceding the survey as well as the rates for the 10-year period 
preceding the survey.
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Figure 4.1 Comparisons of the relationship between infant and child mortality in 
the 1988 ZDHS and in the Coale and Demeny model life tables
▲
A
•
O
X
X
North model*
South model*
East model*
Wert model*
Period 1978-88** 
Period 1983-88** 
Period 1978-82** 
Period 1973-77** 
1977-81 birth cohort** 
1972-76 Brth cohort**
Sources: * Coale and Demeny model life tables (UN, 1990a:61-67, Annex I). 
** CSO (1989:78-79, Tables 6.1 and 6.2).
* * *  Primary analysis of the 1988 ZDHS data tapes.
Figure 4.2 Comparisons of the relationship between infant and child mortality in 
the 1988 ZDHS and in the UN model life tables
40 --
30 --
20 - -
L A model*
S Asia model*
— . — General model*
— Far East model*
Chlean model*
A Period 1978-88**
• Period 1963-88**
o Period 1978-82**
X Period 1973-77**
X 1977-81 Cohort***
+ 1972-76 Birth Cohort***
Sources: * Estimated from the UN model life tables (UN, 1990a:68-78, Annex II). 
** CSO (1989:78-79, Tables 6.1 and 6.2).
*** Primary analysis of the 1988 ZDHS data tapes.
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The estimates of lqO and 4ql for the 1977-81 birth cohort, the period 1983-88 
and rates for the 10-year period preceding the survey (1978-88) followed the Coale and 
Demeny North model pattem closely (Figure 4.1). For estimates of the periods 1973-77 
and 1978-82 and for the 1972-76 birth cohort, infant mortality was relatively low and 
child mortality (4ql) was higher than in all the Coale and Demeny models. The suitability 
of the Coale and Demeny North model mortality pattern is supported by the observations 
made by Cantrelle (1975), Page (1974) and Brass (see Brass and Coale, 1968) that in 
African populations early childhood mortality was relatively high when compared to 
mortality during infancy. This is supposedly a result of the high incidence of extended 
breastfeeding and the fact that at weaning children's resistance to infection is reduced and 
the risk of mortality increases. On the other hand, Figure 4.2 shows that the UN models 
were not as good approximations of childhood mortality patterns in Zimbabwe as the 
Coale and Demeny North model. For all the sets of mortality rates used, infant mortality 
was relatively low and child mortality higher than in all the UN model life table families.
Since the model life tables underlie the derivation of the estimation methods, it is 
clear that the versions of the Brass method based on the Coale and Demeny model life 
tables (North family) would give better estimates than the Palloni and Heligman (1986) 
version which is based on the UN model life tables. Based on these findings, the North 
model of the Coale and Demeny model life tables is used with the Trussed variant of the 
Brass technique to derive indirect estimates of infant and child mortality in this study. 
Although the Coale and Demeny North model was selected for this analysis, the rapid 
changes in African mortality in recent times may affect the appropriateness of the 
existing mortality models. Such developments would imply a need to regularly re­
examine the relevance of the models and the influence of mortality changes on the 
indirect methods of infant and child mortality estimation.
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4.4 A hypothetical cohort analysis of the census and survey data
In this section, the relative extent of errors in the reporting of children ever bom 
and children dead in the 1982 Census, 1987 ICDS and 1992 Census, which were five 
and/or 10 years apart is examined by analysis of mean parities and mean number of 
children dead for hypothetical cohorts of women exposed to inter-censal fertility and 
child mortality. Zlotnik and Hill (1981) developed a procedure for generating data on 
children ever bom and children dead by age group of women for a hypothetical cohort of 
women, exposed to fertility and child mortality pertaining to the inter-censal or inter- 
survey period. The procedure, which may be applied with data from two surveys or 
censuses five or ten years apart, is highly sensitive to differences in the type and 
magnitude of errors between the two censuses or surveys and, as a result, analysis of 
data on mean parity and mean number of children dead for the hypothetical cohorts is an 
important diagnostic procedure for data quality.
The mean parities and mean children dead for a hypothetical cohort, which 
represents the effects of prolonged exposure to mortality and fertility pertaining to the 
inter-survey period are obtained by calculating inter-survey cohort differences in mean 
parities and mean children dead for women in the various age groups. These inter-survey 
differences are then chained together (cumulated) to represent the experience of a 
hypothetical cohort (Zlotnik and Hill 1981:103-112). Because data for the hypothetical 
cohorts are constructed by cumulating differences between two data sets, any error 
which occurs in equal magnitude in the two data sets will occur in the same magnitude in 
the synthetic data se t However, any changes in error from one survey to the other will 
be exaggerated in the synthetic data se t Fairly small changes in the completeness of 
reporting of parity or children dead from one census or survey to the next will give rise 
to unacceptable mean parities and mean children dead for the hypothetical cohort 
(Zlotnik and Hill, 1981:107).
If the data for the hypothetical cohort are plausible, then the mean number of 
children ever bom to women in each age group may be divided by the mean children 
dead to give the proportion of children dead by age group of women. The conventional
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Brass-type techniques, that assume constant rates, may then be applied to the 
proportions of children dead to produce infant and child mortality estimates that refer 
specifically to the inter-censal period, and are not affected by influences of changing 
mortality and fertility as do the indirect estimates based on data from individual censuses 
or surveys.
Based on the 1982 Census, 1987 ICDS and 1992 Census, the mean parities and 
mean children dead for hypothetical cohorts experiencing fertility and child mortality 
pertaining to the periods 1982-87, 1987-92 and 1982-92 are shown in Tables 4.1, 4.2 
and 4.3 respectively. In Table 4.1 the mean parities for the hypothetical cohort (Column 
5) seem plausible because they increase with age group and compare fairly well with the 
mean parities from the 1982 Census and the ICDS. However, examination of the mean 
children dead by age for the hypothetical cohort (Column 8) reveals the existence of 
reporting problems in older age groups. The mean children dead for the hypothetical 
cohort are comparatively low for the older age groups. Instead of increasing with age, as 
expected, the average numbers of children dead are virtually constant for age groups 35- 
39, 40-44 and 45-49. This is despite the increases in mean parities over the same age 
groups in Column 5. Proportions of children dead by age group for the hypothetical 
cohort decrease with age group, which indicates clearly that application of the Brass- 
type indirect methods to estimate infant and child mortality for the period 1982-87 would 
produce inaccurate estimates. The existence of such unacceptable average numbers of 
children dead and proportions dead by age group for the hypothetical cohort indicates 
that the completeness of the reporting of children dead differed between the 1982 Census 
and the 1987 ICDS. A comparison of mean number of children dead by age group in 
Columns 6 and 7 indicates that children dead may have been under-reported by older 
women to a greater extent in the ICDS than in the 1982 Census. In addition to errors in 
the reporting of children ever bom and children dead, the inconsistencies may also be a 
result of sampling errors.
Table 4.1 Distribution of mean parities and mean children dead by age group of 
women and data source, and for a hypothetical cohort: Zimbabwe
Age
group
Age
(i)
Mean parity Mean children dead Proportion 
of children 
dead
(1) (2)
1982
Census
P(U)
(3)
1987
ICDS
P(U)
(4)
HC
*P(i»h)
(5)
1982
Census
D(U)
(6)
1987 
ICDS 
D(i,2) 
(7)
HC
**D0,h)
(8)
HC
col 8/col 5 
(9)
15-19 1 0.2280 0.1665 0.1665 0.0214 0.0123 0.0123 0.0739
20-24 2 1.4663 1.2918 1.2303 0.1520 0.0994 0.0903 0.0734
25-29 3 3.0645 2.9634 2.7274 0.3803 0.2677 0.2060 0.0755
30-34 4 4.6528 4.5128 4.1757 0.6632 0.4354 0.2611 0.0625
35-39 5 5.8780 5.9128 5.4357 0.9307 0.7192 0.3171 0.0583
40-44 6 6.8023 6.7953 6.3530 1.2068 0.9233 0.3097 0.0487
45-49 7 7.1883 7.3096 6.8603 1.4504 1.2167 0.3196 0.0466
Notes: HC = Hypothetical cohort of women exposed to the inter-censal fertility and child 
mortality.
»/>(«, h )  = £(/>(»,2)- / ’0 -U ) )
i=l
* * D(n, h) = X  (D (a ) -  D(i - 1,1))
i«l
except for age group 15-19 where P(i,h)=P(i2) and D(iJi)=D(i2), 
where P(iJ) and D(i,l) are the mean parity and mean children dead respectively for women in age 
group i in the 1982 Census,
P(i2) and D(i2) are the mean parity and mean children dead respectively for women in age 
group i in the 1987 ICDS, and
P(iJi) and D(iji) are the mean parity and mean children dead respectively for women in age 
group i in the hypothetical cohort
Columns 3 ,4 ,6 , and 7 are obtained in the conventional way, by dividing the total 
number of children ever bom or dead by the total number of women in the age group. 
Sources: The 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2), and primary 
analysis of the 1987 ICDS data tapes.
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Table 4.2 Distribution of mean parities and mean children dead by age group of 
women and data source, and for a hypothetical cohort: Zimbabwe
Age
group
Age
(i)
Mean Parity Mean children dead Proportion 
of children 
dead
1987
ICDS
1992
Census
HC 1987
ICDS
1992
Census
HC HC
(1) (2)
P(U)
(3)
P(i,2)
(4)
*P(iW
(5)
D(i,l)
(6)
D(i,2) 
(7)
**D0,h)
(8)
(col 8/col 5) 
(9)
15-19 1 0.1665 0.1889 0.1889 0.0123 0.0137 0.0137 0.0725
20-24 2 1.2918 1.1191 1.1415 0.0994 0.0823 0.0837 0.0733
25-29 3 2.9634 2.5370 2.3867 0.2677 0.1914 0.1757 0.0736
30-34 4 4.5128 4.0214 3.4447 0.4354 0.3445 0.2525 0.0733
35-39 5 5.9128 5.2784 4.2103 0.7192 0.5293 0.3464 0.0823
40-44 6 6.7953 6.2616 4.5591 0.9233 0.7797 0.4069 0.0893
45-49 7 7.3096 6.7384 4.5022 1.2167 0.9787 0.4623 0.1027
Notes: HC = Hypothetical cohort of women exposed to the inter-censal fertility and child 
mortality.
*P(n,h) = J J(P(U2)-P(i-U))
1*1
* * D(n, h) =  £  (D(i,2) -  D(i - 1,1»
i-1
except forage group 15-19 whereP(i,h)=P{i2) andD(ith)=D(if2), 
where P(iJ) and D(iJ) are the mean parity and mean children dead respectively for women in age 
group i in the 1987 ICDS,
P(i2) and £>(7,2) are the mean parity and mean children dead respectively for women in age 
group i in the 1992 Census, and
P(iji) and D(iji) are the mean parity and mean children dead respectively for women in age 
group i in the hypothetical cohort.
Columns 3 ,4 ,6 , and 7 are obtained in the conventional way, by dividing the total 
number of children ever bom or dead by the total number of women in the age group.
Sources: The 1992 Census (CSO, 1994: Table 23.1) and primary analysis of the 1987 ICDS data tapes.
Table 4.3 Distribution of mean parities and mean children dead by age group of 
women and data source, and for a hypothetical cohort: Zimbabwe
Age
group
Age
(i)
M ean parity M ean children dead Proportion 
of children 
dead
(1) (2)
1982
Census
P (U )
(3)
1992
Census
P(i,2)
(4)
HC
*P (U )
(5)
1982
Census
D (i,l)
(6)
1992
Census
D(i,2)
(7)
HC
**D(i4i)
(8)
HC
(col 8/col 5) 
(9)
15-19 1 0.2280 0.1889 0.1889 0.0214 0.0137 0.0137 0.0725
20-24 2 1.4663 1.1191 1.1191 0.1520 0.0823 0.0823 0.0735
25-29 3 3.0645 2.5370 2.4979 0.3803 0.1914 0.1837 0.0735
30-34 4 4.6528 4.0214 3.6742 0.6632 0.3445 0.2748 0.0748
35-39 5 5.8780 5.2784 4.7118 0.9307 0.5293 0.3327 0.0706
40-44 6 6.8023 6.2616 5.2830 1.2068 0.7797 0.3913 0.0741
45-49 7 7.1883 6.7384 5.5722 1.4504 0.9787 0.3807 0.0683
Notes: HC = Hypothetical cohort of women exposed to the inter-censal fertility and child
mortality.
*P(U h) = P(i -  2, h) + P(i,2) -  P{i -  2,1)
* * D(iy h) = D(i - 2 yh) + D(iy2) -  D(i -  2,1)
except when i=l or 2, where P(i,h) = P(i,2) and D(i,h) = D(i,2), 
where
P(i,l) and D(iJ) are the mean parity and mean children dead respectively for women in age 
group I in the 1982 Census,
P(i,2) and D(i,2) are the mean parity and mean children dead respectively for women in age 
group i in the 1992 Census, and
P(ijt) and D(i,h) are the mean parity and mean children dead respectively for women in age 
group i in the hypothetical cohort.
Columns 3 ,4 ,6 , and 7 are obtained in the conventional way, by dividing the total 
numb»* of children ever born or dead by the total number of women in the age group. 
Sources: The 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2) and the 1992 
Census (CSO, 1994: Table 23.1).
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In Table 4.2, although the mean number of children dead for the hypothetical 
cohort (Column 8) increase gradually with age groups of women as expected, the mean 
parities increase with advancing age only up to age group 40-44, and was lower for the 
age group 45-49. This results from the fact that on average, the 45-49 cohort in 1992 
reported a lower mean parity (6.7) than when they were five years younger, aged 40-44 
in 1987 (6.8). The proportions of children dead for the hypothetical cohort (Column 9) 
are roughly the same for age groups 15-19 through 30-34, but increase with advancing 
age for the older age groups. Although differential errors may have affected the reports 
of younger women, on average, the proportions dead for the hypothetical cohort in 
Table 4.2 appear plausible.
The mean parities for the hypothetical cohort of women exposed to the inter- 
censal (1982-92) fertility increased gradually with advancing age group (Table 4.3, 
Column 5). However, the mean number of children dead for the hypothetical cohort 
(Column 8) increased with age only up to the age group 40-44 and was lower for the age 
group 45-49. The proportions dead for the hypothetical cohort (Column 9) were clearly 
unacceptable since they decreased with age, from age group 25-29 to age group 45-49. 
This indicates that differences existed in the reporting of children ever bom and children 
dead between the 1982 and 1992 Censuses. Also differences may be due the fact that, 
while the 1992 Census was a complete count, the 1982 Census data came from a 10 per 
cent sample. Applying indirect methods to these hypothetical cohort data would 
obviously produce inaccurate estimates of infant and child mortality.
Based on the plausibility of the proportions of children dead by age group for the 
hypothetical cohorts, only data for the hypothetical cohort experiencing fertility and child 
mortality pertaining to the period 1987-92 based on the 1987 ICDS and the 1992 Census 
data, are used, in the following chapter, to estimate infant and child mortality for the 
period 1987-92. However, that the proportion of children dead for hypothetical cohorts 
experiencing fertility and child mortality pertaining to the periods 1982-87 and 1982-92 
were not plausible indicates the existence of errors, which were not of comparable 
magnitudes, in the data on children ever bom and children dead in the 1982 Census,
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1987 ICDS and 1992 Census. As result, even the indirect estimates derived 
independently from these data sources should generally be regarded with caution.
When using the hypothetical cohort approach in situations where fertility has 
been changing, allowance has to be made for the fact that the inter-survey deaths 
estimated by chaining together (cumulating) differences between observed average 
number of children dead are not occurring exclusively to the average number of children 
ever bom to the hypothetical inter-survey cohort (Zlotnik and Hill, 1981:112-113). For a 
mortality and migration-free cohort aging five years, some of the deaths of the children 
bom to them by the end point are of children bom during the five years, but the rest of 
the deaths are of children who were alive at the time of the first survey. The latter group 
of deaths will be suitable for inclusion in the experience of the hypothetical cohort only if 
both fertility and mortality were constant Using data from Thailand, where fertility was 
known to have declined rapidly between 1970 and 1975, Zlotnik and Hill (1981) showed 
that the complicated procedure of correcting for changing fertility, although theoretically 
required, was in practice unnecessary as the mortality levels estimated from the 
unadjusted (assuming constant fertility) and adjusted hypothetical cohorts differed only 
slightly. In this study, the hypothetical cohort data was not corrected for changing 
fertility.
In addition to differences in reporting errors, the estimated hypothetical cohort 
data for Zimbabwe may also be biased since mortality may have declined during the early 
1980s while fertility remained fairly constant, in which case cohorts of women may have 
experienced a reduction in proportions of children dead between the surveys or censuses. 
However, Zlotnik and Hill (1981:113) argue that, in practice the effect of changing 
mortality can be disregarded while adjustment may have to be made for the effects of 
changing fertility.
4.5 Estimates of infant and child mortality levels and trends
In this section, indirect estimates of infant and child mortality obtained from the 
1982 Census, the 1987 ICDS and 1992 Census are presented and discussed. Data for a
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hypothetical cohort constructed from the 1987 ICDS and the 1992 Census was also 
utilised in an attempt to obtain child mortality estimates referring specifically to the inter- 
censal period (1987-92). As indicated earlier, the Trussed version of the Brass method 
and the Coale and Demeny North model mortality pattem were used in the estimation. 
The United Nations software package QFIVE (UN, 1990c) was used in the derivation of 
the estimates. The reference dates for the different estimates were based on the Coale 
and Trussed (1978) equations, which were derived in a manner consistent with the 
Trussed method for estimating infant and chdd mortality (UN, 1983:75).
Table 4.4 shows the estimates of probabidties of dying between birth and exact 
chddhood ages (q(x)) and the time reference of the estimates.
Table 4.4 Estimated probabilities of dying between birth and age x (q(x)) and the 
time reference by data source: Zimbabwe
Age group 
of women
Age
X
1982 Censusa 1987 ICDSb 1992 Census0 Hypothetical
cohort^
(1987-92)
20-24 2 0.104 (1980) 0.079 (1985) 0.074 (1990) 0.073
25-29 3 0.118 (1978) 0.088 (1983) 0.073 (1988) 0.070
30-34 5 0.140 (1976) 0.096 (1981) 0.086 (1986) 0.072
35-39 10 0.165 (1973) 0.128 (1979) 0.107 (1984) 0.086
40-44 15 0.182 (1971) 0.141 (1976) 0.131 (1982) 0.092
45-49 20 0.204 (1968) 0.170 (1973) 0.150 (1979) 0.104
Notes: q(x) is the probability of dying between birth and exact age x.
Figures in brackets represent reference years, 
d reference period - 1987-92.
Sources:a Estimated from the 10 per cent sample of the 1982 Census (CSO, 1985:168, Table Vd.2). 
^Primary analysis of the 1987 ICDS data tapes. 
c Estimated from the 1992 Census (CSO, 1994: Table 23.1). 
d Estimated from the 1987 ICDS and 1992 Census.
The indirect estimates of q (l) obtained from the proportion dead among children 
ever bom to women aged 15-19 are generady unredable. The total number of children 
ever bom to women in this age group is comparatively smad and there is a relatively high 
proportion of first order births which, in combination with the young age of the mothers, 
tends to exaggerate mortality. As a result, estimates based on reports of women aged 15- 
19 are excluded from the analyses in this chapter.
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With the exception of q(3) from the 1992 Census, the estimates of the probability 
of dying before exact age (x) increased with age for each data source as expected (Table 
4.4). The estimates of q(2), q(3), and q(5) generally indicate falling mortality. For 
example, from 1982 Census data the estimate of q(5) for 1976 was 140 per 1000, which 
fell to 96 per 1000 by 1981 (ICDS) and further to 86 per 1000 by 1986 (1992 Census). 
Similar patterns can be observed for the estimates of q(3) and q(2). Probabilities of dying 
estimated from the 1987-92 hypothetical cohort also showed the expected pattem except 
for q(2) which was higher than q(3) and q(5).
The consistency of the estimates of infant and child mortality in Table 4.4 can be 
analysed more conveniently by looking at implied mortality levels. Using interpolation, 
the estimates of q(x) from each data source were converted into the implied mortality 
levels as expressed in the Coale and Demeny North model life table family (UN, 
1990a:61-67, Annex I). The mortality levels and the respective reference years are 
shown in Table 4.5. On average, an increase of one mortality level indicates an increase 
in life expectancy of approximately 2.5 years. Therefore, the lower the mortality level the 
higher the mortality and the higher the mortality level the lower the mortality.
Table 4.5 Estimates of mortality levels and reference years based on the North 
model by census/survey: Zimbabwe
Age
group of 
women
Age
X
1982 Census 1987 ICDS 1992 Census Hypothetical
cohort
(1987-92)
20-24 2 15.9 (1980) 17.7 (1985) 18.1 (1990) 18.2
25-29 3 15.8 (1978) 17.7 (1983) 18.8 (1988) 19.0
30-34 5 15.6 (1976) 18.0 (1981) 18.6 (1986) 19.5
35-39 10 15.4 (1973) 17.2 (1979) 18.2 (1984) 19.3
40-44 15 15.2(1971) 17.0 (1976) 17.5 (1982) 19.4
45-49 20 15.0 (1968) 16.4 (1973) 17.2 (1979) 18.8
Notes: Figures in brackets represent reference years.
Sources: Estimated from the probabilities of dying before exact childhood ages shown in Table 4.3.
The consistency of the levels, age group by age group for each data source 
provides an indication of the consistency of the estimated mortality pattern with the
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model life table mortality schedule (Hill, 1984:151*152). If mortality has been constant in 
the recent past and the data are accurate, the mortality levels for each data source can be 
expected to be roughly similar, while if mortality has been changing, the levels will show 
a regular trend with age of mother. Erratic changes in levels from age group to age 
group or a sequence implying an unlikely mortality change are likely to be caused by 
errors (Hill, 1984:152).
Table 4.5 shows that the mortality levels derived from the 1982 Census were 
very consistent They became progressively lower for higher age groups indicating higher 
mortality for periods further in the past The levels indicate a gradual decline of mortality 
during the 1970s. Excluding the estimate from women aged 30-34, the levels from the 
ICDS also indicate a general decline in mortality from the mid-1970s to the mid-1980s. 
The level implied by the estimate from women aged 30-34 from the ICDS indicates that 
the probability of dying by age five (q(5)) was probably under-estimated when compared 
to the other q(x) estimates. Levels estimated from the 1992 Census indicate a general 
decline in mortality during the 1980s decade. The mortality level estimated from the 
reports of women aged 20-24 years was, however, lower than those estimated from the 
reports of women aged 25-29, 30-34 and 35-39 years. This may indicate that the 
estimates from this age group exaggerated mortality, which may be related to the effects 
of the relatively small numbers and/or the high proportion of first births associated with 
younger women, the same factors that are considered responsible for the non-reliability 
of the estimates from women aged 15-19 years.
If data for the hypothetical cohort was derived from data of comparable quality, 
the implied mortality levels should be generally similar for all age groups and should 
show no trend with age of mother (Zlotnik and Hill, 1981:116). For the hypothetical 
cohort derived from the 1987 ICDS and the 1992 Census, Table 4.5 shows that the 
mortality levels were more consistent and showed no trend with age of mother. Except 
for the first and the last age groups, the age groups indicate a mortality level of around 
19.3 for the period 1987 to 1992. This level compares reasonably well with the levels 
derived from the 1992 Census of 18.6 for the year 1986 and 18.8 for the year 1988.
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The nature of the model life tables implies that, if the mortality at any given age is 
known and the height of the mortality curve or mortality level can be established, it is 
possible to determine mortality at other ages since the shape of the curve is stable (Wood 
and Lovell, 1990:255-256). By interpolation and using model life tables, for each of the 
different estimates of q(x) in Table 4.4, measures of infant and child mortality such as 
infant mortality rate (IMR) or q (l), the probability of dying between ages one and five 
years (4ql), and the probability of dying before age five years, q(5) can be obtained. 
When common measures derived from each q(x) estimate from each data source are 
plotted against the respective reference dates on a graph, they give an impression of the 
mortality trends implied by the estimates from each data source. In addition to the q(x) 
estimates shown in Table 4.4, the QFTVE software package used in this analysis also 
produced, for each age group of women, the implied IMR, 4q l and q(5).
The estimates of IMR, 4ql and q(5) implied by the q(x) estimates in Table 4.4 
are shown in Appendices 4.1, 4.2 and 4.3 respectively. The implied trends in infant 
mortality are graphically presented in Figure 4.3; the trends in child mortality (4ql) are 
shown in Figure 4.4; and trends in under five mortality (q(5)) are shown in Figure 4.5. 
The indirect techniques yield basically three fairly reliable estimates of childhood 
mortality, q(2), q(3) and q(5), based on proportions dead among children bom to women 
aged 20-24, 25-29 and 30-34 respectively (Brass and Coale, 1968:119), and the analysis 
in Section 4.4 showed that the reports of older women were less reliable than those of 
younger women. However, in Figures 4.3, 4.4 and 4.5, mortality estimates based on the 
reports of women aged from 35-39, 40-44 and 45-49 are included. This will show the 
extent to which the reports of older women in the different data sources influence infant 
child mortality estimates.
Since the estimates of IMR, 4ql and q(5) plotted in Figures 4.3, 4.4 and 4.5 were 
all derived from the same estimates of q(x) shown in Table 4.4, the implied trends are 
identical. However, to facilitate the determination of the rates of infant, child and under- 
five mortality, which are commonly needed by policy makers, three different graphs were
shown.
Figure 4.3 Trends in infant mortality by data source: Zimbabwe
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Sources: Estimated from the 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2), the 
1987ICDS data tapes, and the 1992 Census (CSO, 1994: Table 23.1).
Figure 4.4 Trends in probabilities of dying between exact ages one and five years 
by data source: Zimbabwe
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Figure 4.5 Trends in probabilities of dying between birth and age five years by 
data source: Zimbabwe
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Sources: Estimated from the 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2), the
1987 ICDS data tapes and the 1992 Census (CSO, 1994, Table 23.1).
Although the 1982 Census, the ICDS and the 1992 Census were overlapping in 
terms of reference dates, estimates of infant and child mortality from these data sources 
were not totally consistent (Figures 4.3, 4.4 and 4.5). Estimates from the 1982 Census 
show a gradual decline in infant and child mortality throughout the 1970s. Estimates 
from the 1992 Census also show a general mortality decline through the 1980s. 
However, estimates based on the reports of younger women in the 1982 Census which 
referred to the same periods as estimates based on reports of older women in the 1992 
Census were not similar. The estimates based on older women in the 1992 Census were 
substantially lower. Also, estimates of infant and child mortality from the ICDS which 
generally referred to periods also covered by estimates from the 1982 and 1992 Censuses 
were inconsistent with the other estimates. The discussion in the following section 
focuses on synthesising these different estimates of infant and child mortality from the 
three sources.
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4.6 A synthesis of the estimates
The q(x) values obtained from the proportion of children dead among children 
ever bom are not always very good approximations of the actual probabilities of dying 
prevalent in the population. Brass cautioned that the exact sequence of q(2), q(3), and so 
on, should not be taken seriously as precise figures because they are influenced by 
omissions, age misstatement, and changes in fertility and mortality; instead, they should 
be accepted only as reliable minimum indicators of the level of recent infant and child 
mortality (Brass and Coale, 1968:119). Comparison of the estimates of infant and child 
mortality rates directly derived from the pregnancy history data in the 1988 ZDHS 
(CSO, 1989), with the indirect estimates show that the direct estimates are consistently 
lower. The difference may be due to the fact that the pregnancy history data may be 
affected by greater recall problems than data on total children ever bom and children 
dead which is used in the indirect estimation. For example, in the pregnancy histories, the 
mother has to remember detailed information such as the date of birth of each child and 
date of death for those who died.
In the absence of other more compelling evidence indicating otherwise, a starting 
point in synthesising the different estimates is to assume that the higher mortality levels 
indicated by the 1982 Census data are acceptable as minimum indicators of mortality in 
the 1970s, since it is improbable for dead children to be over-reported. If we accept the 
estimates from the 1982 Census based on q(3) and q(5), then the estimates based on 
q(20) from women aged 45-49 years in the 1992 Census and q(10) from the ICDS are 
clearly too low (Figures 4.3 to 4.5). For instance, the mortality level (Table 4.5) jumped 
from 15.8 in 1978 based on q(3) (1982 Census) to 17.2 in 1979 based on q(20) (1992 
Census and q(10) (ICDS), an increase in life expectancy at birth of 3.5 years within a 
short period of only one year.
Comparisons of the reports of cohorts of women in the 1982 and 1992 Censuses 
and the 1987 ICDS which were five and/or ten years apart revealed that, in general, the 
reports of older women aged 40-44 and 45-49 were less reliable than those of younger 
women. Women in these older age groups appeared to have under-reported children ever
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bom and children dead. For example, women aged 45-49 in the 1992 Census reported 
lower mean parities than the corresponding cohort aged 40-44, five years earlier, in the 
1987 ICDS (Table 4.2). Also the cohort aged 40-44 in the 1987 ICDS reported lower 
mean children dead than the corresponding cohort five years earlier aged 35-39 in the 
1982 Census (Table 4.1). This implies that estimates of infant and child mortality from 
reports of women aged 40 years and over in the 1987 ICDS and women aged 45-49 in 
the 1992 Census were clearly unreliable. Younger women also may have under-reported 
children ever bom and/or children dead but possibly to a lesser extent. Also, the 
estimates derived from the reports of women aged 30-34 in the ICDS appeared to be on 
the low side when compared to the other estimates. One conclusion from these 
inconsistencies is that the indirect estimates from the ICDS were generally less reliable 
than those from the 1982 and 1992 Censuses and may be excluded from the synthesis of 
infant and child mortality trends.
The mortality trends estimated from each data source in Figures 4.3, 4.4 and 4.5 
show an increase in mortality for the latest reference date, the estimates of which were 
obtained from the reports of women aged 20-24 (marked X on the graphs). This may be 
an indication that the reports of women aged 20-24 may be affected by similar problems 
as those of women aged 15-19, which include high proportions of first births and births 
to young mothers (as discussed earlier). As a result, in an unweighted sample, estimates 
based on the reports of women aged 20-24 may bias the estimates up a bit. Exclusion of 
the estimates based on the reports of women aged 20-24 in the two censuses as well as 
the estimates from the reports of women aged 45-49 in the 1992 Census substantially 
improves the overall consistency of the estimates. The remaining estimates from the two 
censuses indicate a gradual mortality decline throughout the 1970s and a steeper decline 
around 1980 followed by another gradual decline through the 1980s. Infant mortality 
rates declined from 93 per 1000 in 1968 to 84 per 1000 in 1978, and to 55 per 1000 in 
1988. Probabilities of dying between ages one and five years declined from 64 per 1000 
in 1978 to 56 per 1000 in 1978, and to 30 per 1000 in 1988. The probability of dying 
between birth and age five years also declined from 151 per 1000 in 1968, to 135 per
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1000 in 1978, and to 84 per 1000 in 1988. It is possible that older women in the 1982 
Census also under-reported children ever bom and children dead, although this was not 
evident from the cohort comparisons. The estimates for the years 1968 and 1971 from 
the 1982 Census may thus be under-estimated and mortality decline during the early 
1970s may have been steeper than shown by estimates in this analysis.
The more reliable and robust estimates of q(3) and q(5) from the 1982 Census 
imply life expectancy at birth of about 55 for 1976-78. The estimated q(3) and q(5) from 
the 1992 Census indicate that by the late 1980s (1986-88) life expectancy had increased 
to about 62 years; increasing by 0.7 years per annum during the 10 year period. The rate 
of increase appears to be on the high side as the United Nations (1990d:194; Table 44) 
estimate for Zimbabwe for that period is 0.45 years per annum.
The steep decline around 1980 coincided with the time of political independence 
in 1980, which was also the end of a 14-year civil war and was followed by radical 
improvements in social services (health, transport, education, agriculture, water supply 
and sanitation), which had been disrupted or neglected during the war (Chapter Two). 
Although it is likely that the steep mortality decline around 1980 was genuine and related 
to the effects of post-independence developments, it would be expected that changes in 
mortality levels would show a reasonable time lag. Furthermore, the estimates show that 
mortality declined consistently even during the war period, that is, through the 1970s 
although the rate of decline was lower than in the post-Independence period. The huge 
decline in infant and child mortality between the late 1970s (1978-79) and the early 
1980s (1982) may partly be a result of the under-reporting of dead children by the older 
women (45-49 years) in the 1992 Census and/or an artefact of the estimation procedure.
In general, this chapter has shown a declining trend of infant and child mortality 
in Zimbabwe in the recent past at the national level. However, the experiences of 
districts and provinces, may differ widely. The following chapter examines infant and 
child mortality levels and trends at the district and provincial levels and the factors 
related to regional mortality variations in Zimbabwe.
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CHAPTER FIVE
PROVINCIAL AND DISTRICT VARIATIONS IN INFANT AND CHILD
MORTALITY
5.1 Introduction
The preceding chapter illustrated the general mortality trend in the recent past at 
the national level. While the broad impression is one of substantial improvements in 
mortality in the recent past, regional conditions vary. Using data from the 1992 
Population Census, this chapter examines provincial and district variations in infant and 
child mortality levels in Zimbabwe and the factors associated with the regional variations. 
The first part of the analysis deals with description and illustration of provincial and 
district variations in levels and trends of infant and child mortality in Zimbabwe. The 
relationships between regional infant and child mortality differentials and the process of 
socio-economic development, environmental conditions and the prevalence of malaria 
are examined in a broad context. Some of the factors considered by health workers to be 
responsible for the high mortality in Mashonaland Central and Manicaland provinces are 
also discussed. With the help of a few selected indicators for which district-level data 
were available, the second part of the analysis empirically examines the relationship 
between specific demographic, socio-economic and health indicators, and district child 
mortality rates. The empirical analysis is, however, only meant to demonstrate, in a 
general way, the existence of the link between the selected indicators and district infant 
and child mortality levels.
Zimbabwe is divided into 10 administrative provinces: Manicaland, Mashonaland 
East, Mashonaland West, Mashonaland Central, Matebeleland North, Matebeleland 
South, Midlands, Masvingo, Harare and Bulawayo. The provinces are sub-divided into 
smaller administrative units called districts except Bulawayo (the second largest city) for 
which the provincial boundary is exactly the same as the Municipality boundary. Harare 
province comprises the Municipalities of Harare (the capital city), and Chitungwiza (a 
rapidly growing town located close to Harare) and surrounding rural areas (Harare 
rural). For the purposes of the 1992 Census, large urban centres in other provinces were
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also considered as separate urban districts; for example, in Manicaland, there was Mutare 
urban district and Mutare rural district Such divisions resulted in a total of 80 districts in 
the 1992 Census. However, for the district-level analysis in this study, the provinces of 
Harare and Bulawayo were considered as individual districts while the other urban 
districts were combined with their respective rural districts, that is, the rural districts in 
which they are geographically located. For example, Mutare urban and Mutare rural 
formed Mutare district
There was a total of 58 districts in the analysis in this chapter. Excluding Harare 
and Bulawayo, the total number of districts in each province varies between six and nine. 
The 58 districts vary widely in population size ranging from 36,756 persons in Bubi to 
403,653 in Gokwe, and 621,742 and 1,485,615 in Bulawayo and Harare, respectively 
(CSO, 1993). Each district comprises different land use zones under different 
administrative authorities. The authorities include urban councils which govern 
municipalities, cities and towns; rural councils, which govern large-scale commercial 
farming areas; and district councils, which control communal lands and some small-scale 
commercial farming areas.
5.2 Methods of analysis
The indicator of infant and child mortality used in this chapter is the probability of 
dying before age five years. This was obtained from the census data by application of the 
Trussell indirect method of estimation using the software package QFIVE (United 
Nations, 1990c) as discussed in Chapter Four. Most of the regional demographic and 
socio-economic indicators used were estimated from data collected in the census, while 
secondary sources were used for estimating health indicators. The analysis results in a 
map showing the spatial patterns of infant and child mortality by districts. Graphs also 
used to show variations in mortality trends among the districts. With respect to the 
identification of factors associated with district mortality variations, correlation 
coefficients and scatter-plots of each district-level variable with the district mortality 
indicator are used. The last part involves a multivariate analysis of factors affecting
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district child mortality rates, which enables the examination of the net effects of each 
variable when the effects of the other variables are controlled for.
Since the estimate of the indicator of infant and child mortality for each district 
was obtained through indirect methods, for each province or district, probabilities of 
dying between birth and age x (q(x)), were produced from the reports of women on 
children ever bom and children dead, where x is 1,2,3,5,10,15 or 20 years based on the 
reports of women aged 15-19, 20-24, 25-29, 30-34, 35-39, 40-44 and 45-49, 
respectively. These derived measures were used to analyse infant and child mortality 
trends in each district. However, it was noted in Chapter Four (Section 4.6) that the 
estimates of child mortality derived from the reports of older women (45-49 years) in the 
1992 Census are too low and may be affected by under-reporting of dead children. As a 
result, any declines in child mortality calculated from the rates implied by estimates of 
q(20) referring to the late 1970s are likely to be under-estimated and should be regarded 
with caution. Another problem with using indirectly derived measures of infant and child 
mortality to examine provincial and district variations is that the extent of reporting 
errors may vary by province or district which may affect the differentials.
With regard to the analysis of district variations in infant and child mortality, only 
a single indicator had to be selected from the different q(x) estimates to represent infant 
and child mortality in each district As discussed in Chapter Four (Section 4.5), the 
estimate of the probability of dying between birth and age one year (IMR) from the 
reports of women aged 15-19 tends to be exaggerated and, as a result, it is disregarded. 
The estimate of q(5) from the reports of women aged 30-34 is considered as the most 
robust of the Brass-type indirect estimates (UN, 1990a:49). However, the q(5) estimates 
referred to periods that were on average six years before the census and yet the district 
background characteristics referred to the time of the census enumeration. The estimate 
of q(2) from reports of women aged 20-24 had the advantage that it referred to periods 
that were on average two-and-a-half years before the census but this indicator may be 
less reliable because, like the estimate based on reports of women aged 15-19, it may be 
affected by a high proportion of first births and births to younger women.
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In this chapter, when the estimates of q(5), (q3) and q(2) were compared for each 
district, the results (not shown) revealed that in most cases, the estimate of q(2) was not 
consistent with those of q(3) and q(5). For some districts, the estimates of q(2) exceeded 
those of q(3) and sometimes were as high as the estimates of q(5) while the district 
patterns of q(3) and q(5) were highly consistent As a result the estimate of q(3) from the 
reports of women aged 25-29 years, which referred to periods that were on average four 
years before the census, was considered to be the best indicator. The QFTVE package 
also generates estimates of IMR, 4ql and q(5), implied by each estimate of q(x) and the 
respective reference dates. For each district, the probability of dying before age five years 
(q(5)) implied by the estimate of q(3) from the reports of women aged 25-29 was 
selected as the best indicator of infant and child mortality. The implied q(5) was 
preferred to the independently obtained q(3) because, by definition, q(5) is a summary 
measure of the effects of both infant mortality (lqO) and child mortality (4ql) and hence 
the use of the term infant and child mortality in this chapter. When mortality trends are 
examined the q(5) values implied by the different q(x) estimates are used. However, for 
reasons discussed above, the q(5) estimates derived from the reports of women aged 15- 
19 and 20-24 are excluded, while those based on the reports of older women (45-49 
years) should be considered with caution.
For the multivariate analysis, Ordinary Least Squares (OLS) multiple linear 
regression is used. The form of the regression model is:
i=n
Y = bo + biXi + e
i«l
where
Y is the estimate of q(5), the probability of dying between birth and exact age five 
years
bo is the intercept or constant representing the value of q(5) when all the 
indicators have value zero
bi is the regression coefficient for variable z, representing the increment or 
decrement in q(5) associated with a unit increase in the indicator represented by 
the variable Xi
Xi is the independent variable z 
n is the total number of indicator variables
e is the error term representing all other influences on district probabilities of 
dying between birth and exact age five years.
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Use of this mathematical model involves making a number of assumptions which 
include te assumption that the dependent variable is a linear combination of the 
independent variables, that there is no reciprocal influence from the dependent variable to 
the other variables, and that the error term has a normal distribution, with a zero mean 
and constant variance. Violations of these assumptions have varying effects on the results 
of the analysis (Hermalin, 1975:258-260; Duntemant 1984:52). The Statistical Package 
for the Social Sciences (SPSS) Release 4.0 (Norusis/SPSS Inc., 1990) was used in the 
statistical analysis in this chapter.
The independent variables considered in the empirical analysis include 
demographic, socio-economic and health indicators. The demographic characteristics 
include the total fertility rate (TFR) which is a measure of the fertility level of the district, 
estimated from the 1992 Census, and the district population density. The socio-economic 
variables included measures of literacy and level of education, the level of economic 
activity, and urbanisation. The proportion of the district population residing in 
commercial farms was also included as a socio-economic indicator. The proportion of 
households with access to a protected domestic water source, the percentage of 
households with toilet facilities, average number of persons per hospital bed and the 
number of health facilities per 10,000 population were included as indicators of the 
health situation in a district
Although most of the indicators used in the empirical analysis were obtained from 
published and unpublished tables from the 1992 Census made available to the author, the 
number of health facilities and hospital beds were obtained from the Health Facilities 
Report for 1992 (Ministry of Health and Child Welfare, 1993). One limitation of 
combining these data sources is that district boundaries used in the census may differ 
from those used by the Ministry of Health and Child Welfare. For example, in the Health 
Facilities' Report (Ministry of Health and Child Welfare, 1993) Umguza was not included 
as a separate district It was probably included in Tsholotsho or Bubi.
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5.3 Provincial and district variations in infant and child mortality 
5.3.1 Provincial variations
Table 5.1 shows provincial estimates of the probability of dying before age five 
years implied by the indirect estimates of q(3) from the reports of women aged 25-29 in 
the 1992 Census. The implied q(5) estimates generally refer to the period three to four 
years before the census, that is, to 1988/89. The implied IMR and 4ql values and the 
population size of each province are given in Appendix 5.1. Substantial infant and child 
mortality differentials existed by provinces in the late 1980s (Table 5.1). The observed 
highest probability of dying before age five years of 115 per 1000 in Manicaland was 2.7 
times higher than the lowest probability of 43 per 1000 in Bulawayo. The second highest 
child mortality was observed in Mashonaland Central. Masvingo and Mashonaland West 
also had above average child mortality. Four provinces; Matebeleland North, Harare, 
Matebeleland South and Bulawayo, in descending order of magnitude, had child 
mortality substantially lower than the national average, while in two provinces, Midlands 
and Mashonaland East, child mortality was around the national average.
Child mortality was substantially higher in Harare than in Bulawayo. The 
probability of dying before age five years for the city of Harare was 58 per 1000, which 
was very close to that for Harare province and exceeded the estimate for the city of 
Bulawayo by 35 per cen t The q(5) for Harare city was even higher than that for the 
province of Matebeleland South. The high mortality of Harare may be a reflection of the 
effects of rural to urban migration and the high child mortality reported by women who 
migrated to Harare from the relatively high mortality provinces around Harare partly 
reflects the mortality of the provinces of origin. On the other hand, provinces 
surrounding Bulawayo (Matebeleland North and South) were generally associated with 
low child mortality (Table 5.1).
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Table 5.1 Estimates of the probability of dying before age five years by province, 
1988/89: Zimbabwe
Province q(5) per 1000
Manicaland 115
Mashonaland Central 109
Masvingo 95
Mashonaland West 91
Midlands 84
Mashonaland East 81
Matebeleland North 67
Harare3 59
Matebeleland South 56
Bulawayo^ 43
Zimbabwe 84
Notes: a Includes Chitungwiza town and some rural areas, and is geographically in Mashonaland East, 
b Includes municipality only and is geographically in Matebeleland North. 
q(5) for the city of Harare was 58 per 1000.
Source: Estimated from the 1992 Census (CSO, 1994: Table 23.1).
Figure 5.1 shows the trends in the probability of dying before age five years by 
province for the period starting in the late 1970s to the late 1980s. All the provinces 
invariably experienced infant and child mortality decline during this period. This is 
despite the fact that, mortality for the late 1970s may be under-estimated as older women 
in the 1992 Census appeared to have under-reported children ever bom and children 
dead as indicated in Chapter Four.
When the estimates implied by q(2) were included (results not shown), they 
indicated an apparent increase in child mortality at the beginning of the 1990s for all the 
provinces. This confirmed the observation from the analysis of national-level estimates in 
Chapter Four, Section 4.5 where estimates of child mortality from reports of women 
aged 20-24 in the 1982 Census, 1987 ICDS and 1992 Census all indicated an increase in 
mortality. As discussed in Chapter Four, this may be attributed to the high mortality 
experienced by first births and births to teenage mothers which constitute a relatively 
large proportion of children ever bom to women in the age group 20-24 years, as is the 
case with the age group 15-19 years, where the estimates from the reports of women in 
this age group are conventionally disregarded. However, that all the provinces showed 
evidence of an increase in mortality when the estimates from the reports of women aged
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20-24 were included may be an indication that mortality was indeed increasing towards 
the end of the 1980s.
For some provinces, mortality increased or remained constant from around 1987 
(Figure 5.1), which may also support the stagnation or slight increase in infant and child 
mortality from around 1987. This would need to be examined further when other more 
current national-level data, that is, collected after the 1992 Census are available. As 
mentioned earlier (Section 5.2), for the purposes of analysing mortality trends in this 
chapter, the estimates based on reports of women aged 20-24 were excluded.
Figure 5.1 shows that, generally, provinces that had the highest infant and child 
mortality levels in the late 1970s, that is Mashonaland Central and Manicaland, also had 
the highest levels at the end of the 1980s, and those with the lowest; Bulawayo, 
Matebeleland South and Harare, also maintained their relative position. Mortality decline 
was minimal in Manicaland where the probability of dying before age five years was 125 
per 1000 in 1975 and had declined slightly to 116 per 1000 by 1984 and it remained 
roughly constant to the end of the 1980s. In the late 1970s, infant and child mortality 
was highest in Mashonaland Central followed by Manicaland but by 1985, it had declined 
in Mashonaland Central to levels lower than in Manicaland. Matebeleland North also 
experienced relatively large mortality decline. The probability of dying before age five 
years was 103 per 1000 around 1978/79 and it decreased at a roughly constant rate to 
reach a low of 67 per 1000 1988/89 (Figure 5.1).
Although infant and child mortality decreased in nearly all the provinces in the 
decade extending from the end of the 1970s to the end of the 1980s, the gap between the 
high mortality and the low mortality provinces widened rather than narrowed as would 
be desirable. For example, around 1978/79 the probability of dying before age five years 
in the highest mortality province (Mashonaland Central) was exactly double that in the 
lowest mortality province (Bulawayo). However, around 1988/89, the probability of 
dying before age five years in the highest mortality province (Manicaland) was 2.7 times 
that in the lowest mortality province (Bulawayo).
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Figure 5.1 Trends in the probability of dying before age five years by province: 
Zimbabwe, 1992 Census
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Mat North = Matebeleland North.
BYO = Bulawayo.
Mat South = Matebeleland South.
Source: Estimated from the 1992 Census (CSO, 1994: Table 23.1).
5.3.2 District variations
Table 5.2 shows the estimated district probabilities of dying before age five years 
according to province. The exact reference dates, implied IMR and child mortality (4ql) 
rates, population size and selected socio-economic and demographic characteristics by 
district are shown in Appendix 5.2. As is seen in Table 5.2, the national and provincial 
figures obscure considerable inter-district variations in infant and child mortality. 
District-level estimates of the probability of dying before age five years ranged from a 
low of 39 per 1000 in Matobo district of Matebeleland South to as high as 155 per 1000 
in Chipinge District of Manicaland. While the estimated probability of dying before age 
five years was 84 per 1000 for the country, districts such as Chipinge and, Centenary and 
Rushinga in Mashonaland Central province, had q(5) estimates that exceeded the 
national average by more than 50 per cen t On the other hand, the estimates for some 
districts including Matobo and Umzingwane in Matebeleland South province were about 
half the national level.
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Inter-district variations were also substantial within provinces. For example, in 
Manicaland which had an average provincial q(5) estimate of 115 per 1000, the district 
estimates ranged from a low of 80 per 1000 in Makoni to a high of 155 per 1000 in 
Chipinge. In Mashonaland Central, the district estimates ranged from 89 per 1000 in 
Mazo we to 141 per 1000 in Rushinga. Even in the low mortality provinces, the inter­
district variations were considerable. In Matebeleland North, the probabilities of dying 
before age five years ranged from 50 per 1000 in Tsholotsho to 125 per 1000 in Binga, 
and in Matebeleland South, from 39 per 1000 in Matobo to 91 per 1000 in Beitbridge. 
However, in Matebeleland North, except for the outlier district of Binga, for its high 
child mortality, the probabilities of dying before age five years in the remaining six 
districts was comparatively low and varied within a narrow range between 55 and 63 per 
1000. The variations within provinces were smallest in Mashonaland East and 
Mashonaland West, which ranged from 74 to 94 per 1000 and from 80 to 105 per 1000, 
respectively.
The spatial patterns of probabilities of dying before age five years by district are 
depicted in Figure 5.2. The districts were classified into five categories representing very 
low, low, average, high and very high mortality. The very-low-mortality category 
included districts with probabilities of dying before age five years that were more than 25 
per cent below the national average, that is, q(5) less than 63 per 1000. The low- 
mortality category included districts whose estimates were between 11 and 25 per cent 
below the national average, that is, q(5) between 63 and 75 per 1000. The average- 
mortality group included districts whose estimates were within 10 per cent of the 
national average, that is, q(5) was between 76 and 92 per 1000. The high-mortality 
group included districts with estimates that exceeded the national average by between 11 
and 25 per cent, that is, q(5) was between 93 and 105 per 1000, and for the very-high- 
mortality group the probability of dying before age five years exceeded the national 
average by more than 25 per cent, that is, q(5) was more than 105 per 1000.
Table 5.2 District estimates of the probability of dying before age five years per 
1000 by province: Zimbabwe, 1992 Census
Province/district q(5) Province/district q(5) Province/district q(5)
Mashonaland 109 Matebeleland 67 Manicaland 115
Central North
R ushinga 141 Binga 125 Chipinge 155
Centenary 131 Lupane 63 B uhera 119
Guruve 125 H w ange 57 N yanga 117
Sham va 115 U m guza 55 M utasa 110
M t  D arw in 103 Bubi 55 Chimanimani 98
B indura 95 Nkayi 55 M utare 95
M azow e 89 Tsholotsho 50 M akoni 80
Mashonaland 91 Matebeleland 56 Mashonaland 81
West South East
K ariba 105 Beitbridge 91 M udzi 94
H urungw e 101 Insiza 61 U M P 93
Zvimba 96 Bulalimamangwe 51 M urehw a 80
M akonde 90 G w anda 51 M utoko 79
C hegutu 82 U m zingwane 43 G orom onzi 78
K adom a 80 M atobo 39 M arondera 77
H w edza 75
Midlands 84 Masvingo 95 Seke 75
Gokwe 114 Chiredzi 117 Chikom ba 74
M berengw a 82 Bikita 106
Zvishavane 76 M wenezi 102
Chirumhanzu 74 Zaka 97
K w ekw e 73 Gutu 84
Shurugwi 67 Chivi 82
G w eru 58 M asvingo 77
Notes: The estimate for Harare City was 58 per 1000, and for Bulawayo City it was 43 per 1000.
The estimates refer to the period 1988/89.
Source: Estimated from the 1992 Census (CSO, 1994: Table 23.1).
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Figure 5.2 clearly shows that districts with similar levels of mortality tended to be 
contiguous. The high-mortality and very-high-mortality districts formed a roughly 
continuous belt along the borders with Mozambique in the east and north-east and 
Zambia in the north and north-west. This belt of high mortality extended from Chiredzi 
district in the south-east through Manicaland province in the east, parts of Mashonaland 
East, Mashonaland Central in the north-east, parts of Mashonaland West to Binga in 
Matebeleland North. All of the 14 districts along this border belt, were in the high- 
mortality or very-high-mortality categories. Also, the low-mortality and very-low- 
mortality districts formed a contiguous area extending from Harare, in a narrow belt 
through parts of Midlands province in the central part of Zimbabwe, and broadening to 
cover the south-western part of the country including nearly all of Matebeleland North 
and South provinces. The belt of low mortality connected the capital city (Harare) in the 
north-east and the second largest city (Bulawayo) in the south w est Generally the 
average-mortality districts separated the high-mortality and very-high-mortality districts 
from the low-mortality and very-low-mortality districts.
Based on the classification used in this study and the 1992 Census, 20 per cent of 
Zimbabwe's population lived in the very-high-mortality districts, 17 per cent in the high- 
mortality, 24 per cent in the average-mortality, seven per cent in the low-mortality and 
32 percent in the very-low-mortality districts. In general, infant and child mortality was 
relatively high in Manicaland, Mashonaland Central and Masvingo. In Manicaland all the 
districts except Makoni were in the high-mortality or very-high-mortality categories. 
Similarly in Mashonaland Central six of the seven districts were in the high-mortality or 
very-high-mortality categories, and in Masvingo five of the seven districts were in the 
high-mortality or very-high-mortality categories. On the other hand, mortality was 
generally low in Matebeleland North and South where 10 of the combined 13 districts 
were in the very-low-mortality category and one was in the low mortality category.
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Figure 5.2 The spatial patterns of the probability of dying before age 
five years by district: Zimbabwe, 1992 Census
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the 1992 Census, and the district boundaries shown in the 1992 Census provincial profiles (CSO, 1993).
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The spatial patterns of child mortality shown in Figure 5.2 may broadly be related 
to variations in natural agro-ecological conditions, the spatial distribution of socio­
economic development and the political history of the country. These relationships are 
discussed, in broad terms, later in Section 5.3.3.
Although child mortality declined substantially in all provinces from the late 
1970s to the late 1980s (Figure 5.1), analysis of district infant and child mortality trends 
revealed wide variations in the rates of decline among districts. For example, around 
1978/79, districts that ranked in the top 10, with respect to high child mortality were in 
descending order: Binga, Kariba, Centenary, Chiredzi, Chipinge, Guruve, Rushinga, 
Mutoko, Uzumba-Maramba-Pfungwe (UMP) and Buhera (estimates not shown). 
However, by 1988/89, the ranking of Mutoko, UMP and Kariba dropped to 33, 23 and 
13, respectively (Table 5.2), indicating comparatively larger rates of mortality decline in 
these districts than in other districts. Although the other seven districts remained in the 
top 10, their ranking changed substantially; for example, by 1988/89 Chipinge was at the 
top of the list followed by Rushinga, Centenary and Guruve, and Binga decreased its 
ranking from top of the list to fifth. It should be noted that the child mortality estimates 
for 1978/79, which were based on the reports of women aged 45-49, may be affected by 
under-reporting of children ever bom and children dead, which may vary by district 
However, patterns of district variations in q(5) based on the reports of women aged 40- 
44 were generally consistent with those based on the reports of women aged 45-49, 
indicating that variations in errors of reporting by district may not be substantial.
The percentage declines in the probability of dying before age five years between 
1978/79 and 1988/89 by district are shown in Appendix 5.3. As indicated above, the 
extent of the observed declines may be affected by errors of under-reporting by older 
women. The top 10 districts with the greatest declines in child mortality were in 
descending order: Kariba, Matobo, Tsholotsho, Umzingwane, Binga, Bulawayo, Bubi, 
Nkayi, Mudzi and Hwange. On the other hand, child mortality increased slightly in 
Chipinge as indicated by the negative percentage decline (Appendix 5.3). Besides 
Chipinge, districts with the lowest percentage decline were in ascending order: Mutasa,
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Nyanga, Rushinga, Shamva, Gokwe, Beitbridge, Chimanimani, Buhera and Mutare. 
What is apparent is that, of the 10 districts with the greatest declines, only Binga, Kariba 
and Mudzi were among the top 10 districts with the highest probability of dying before 
age five years in 1978/79, as indicated above. The other seven districts were among the 
bottom 15 districts with the lowest probability of dying before age five years in 1978/79. 
This indicates that substantial declines in child mortality between the end of the 1970s 
and the end of the 1980s occurred in districts that had very high mortality as well as 
districts that had very low mortality. Also, the least mortality decline was not restricted 
to either districts with high child mortality or districts with very low mortality. For seven 
of the 10 districts with the least child mortality, the level of child mortality around 
1978/79 was neither in the top 10 nor in the bottom 10.
To illustrate the extent of differential declines in child mortality by districts, the 
trends in the probability of dying before age five years were examined by province. 
Figure 5.3 shows the trends of the probability of dying before age five years for each 
district in Manicaland province. All the districts in the province, except Chipinge, 
experienced substantial declines in child mortality. In Chipinge district, the probability of 
dying before age five years remained roughly constant around 150 per 1000 throughout 
the 1980s. As a result, the difference in the probability of dying before age five years 
between Chipinge and the other districts in the province widened during this period. 
Therefore, the modest decline observed for Manicaland province (Figure 5.1) was 
mainly due to the constantly high child mortality situation in Chipinge, which comprised 
22 per cent of the total population of the province.
Figure 5.4 shows the trends of the probabilities of dying before age five years for 
districts in Mashonaland Central province. Only Mazo we, Bindura and Mt Darwin 
maintained constant mortality decline throughout the 1980s. In Centenary and Rushinga, 
after an initial decline in the early 1980s, the probability of dying before age five years 
fluctuated at relatively higher rates of around 140 per 1000 from the middle to the end of 
the 1980s. The decline in Guruve, although more consistent than in Centenary and 
Rushinga, occurred at a slower rate than in the other districts.
Figure 5.3 Trends in the probability of dying before age five years by district in 
Manicaland province: Zimbabwe, 1992 Census
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Figure 5.4 Trends in the probability of dying before age five years by district in 
Mashonaland Central province: Zimbabwe, 1992 Census
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Figure 5.5 shows that while all the other district in Midlands province 
experienced substantial mortality declines during the 1980s, the decline in Gokwe was 
relatively slow. As a result, the relative differences between Gokwe and the other 
districts were wider around 1988/89 than around 1978/79. Figure 5.6 also shows that a 
similar situation existed in Matebeleland South where the rate of mortality decline during 
the 1980s was relatively slow in Beitbridge than in the other districts, resulting in a 
widening of district differentials in child mortality within the province.
In Mashonaland East and Masvingo province, all the districts experienced similar 
declines during the 1980s and the district differentials in child mortality remained 
basically the same by the end of the 1980s, only at lower levels of mortality (graphs not 
shown). Although the probability of dying before age five years for Kariba was close to 
that for Hurungwe district around 1988/89 (Table 5.2), Figure 5.7 shows that around 
1978/79, child mortality in Kariba was twice as high as that in Hurungwe. Kariba 
experienced the greatest mortality decline in the province since 1978/79 (Appendix 5.3), 
leading to a narrowing in child mortality differentials by 1988/89 among districts in 
Mashonaland W est In Matebeleland North province, although all the districts 
experienced declines in child mortality, the rate of decline was greatest for Binga. The 
probability of dying before age five years in Binga declined by 37 per cent from 199 per 
1000 in 1978/79 to 105 per 1000 by 1988/89 (Figure 5.8). However, despite this 
relatively rapid decline during the 1980s, child mortality in Binga was still very high by 
the late 1980s, not only by Matebeleland North province standard but also by national 
standard (Figure 5.2).
Figure 5.5 Trends in the probability of dying before age five years by district 
Midlands province: Zimbabwe, 1992 Census
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Figure 5.6 Trends in the probability of dying before age five years by district 
Matebeleland South province: Zimbabwe, 1992 Census
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Figure 5.7 Trends of the probability of dying before age five years by district in 
Mashonaland West province: Zimbabwe, 1992 Census
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Figure 5.8 Trends of the probability of dying before age five years by district in 
Matebeleland North province: Zimbabwe, 1992 Census
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5.3.3 The broader context of provincial and district differentials in infant and
child mortality
The spatial variations in Figure 5.2 reflect to a large extent a combination of the 
effects of variations in environmental conditions, the political history of the country and 
the spatial patterns of socio-economic development The favourable climate and high 
agricultural potential of the central Highveld in Zimbabwe attracted early European 
settlement which resulted in the forced movements of the African population from this 
area into marginally productive areas in Natural Regions ID, IV and V shown in Figure 
2.2 of Chapter Two. Some of the districts with high mortality such as Mwenezi, 
Chiredzi, Zaka, and Bikita in Masvingo province mainly lie in Natural Regions IV and V. 
Since from the beginning, both urbanisation and industrialisation, were based on the 
concept of market potential, the central Highveld area which included Harare and 
surrounding areas, with large numbers of European settlers, was the core of socio­
economic development, followed by the area around Bulawayo and the Midlands 
(Rambanapasi, n.d:13). As a result, there was a concentration of large urban centres 
along a narrow belt between Bulawayo and Harare and very little urban development and 
industrialisation elsewhere. The high development potential belt includes Mashonaland 
East province, parts of the Midlands and Mashonaland W est Figure 5.2 shows that this 
belt extending from Bulawayo to Harare along the central Highveld was generally 
associated with low to average mortality. On the other hand, most of the peripheral 
districts were more isolated from the major development axis and were generally 
associated with high infant and child mortality.
In Zimbabwe, climatic conditions of the valley areas are mostly unhealthy and 
unsuitable for human settlement and agricultural development. Tropical diseases such as 
malaria, bilharzia and sleeping sickness were prevalent in the low depression areas of the 
Lowveld and in the pre-colonial period, no significant human populations lived in these 
areas (Mutambara, 1981:48-49). Malaria continues to be a major health problem due to 
the country's geographical location within the tropics. Although prevalent in almost all 
the districts, malaria tends to be more problematic in high-temperature low-altitude
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areas. Anker and Knowles (1980) identified the presence of malaria as a major cause of 
regional infant and child mortality differentials in Kenya.
It was not possible to include a malaria prevalence variable in the empirical 
analysis in this chapter due to variations in reporting procedures between the provinces 
and districts. However, the general picture is that districts that had high malaria 
prevalence also had high rates of infant and child mortality. For example, the high 
mortality districts of Binga, Kariba, Hurungwe, Guruve and Centenary which lie along 
the Zambezi Valley Lowveld in the north-west, Chipinge and Buhera which lie in the 
Sabi Valley, and Mutasa which is situated in the Honde Valley, all have high prevalence 
of malaria. In 1992, the incidence of malaria in Mashonaland Central was highest in 
Guruve, Rushinga and Mt Darwin (Provincial Medical Director (PMD) Mashonaland 
Central, 1993:11). In Masvingo province, the three districts with the highest infant and 
child mortality rates, Chiredzi, Bikita and Mwenezi, were also associated with the highest 
incidence of malaria in the province. Of the blood slides submitted for malaria testing in 
1988, 25 per cent tested positive in Chiredzi district, 18 per cent in Bikita and 11 per 
cent in Mwenezi, compared to 10 per cent or less in the other districts (PMD Masvingo, 
1989:56). Although malaria was prevalent in other districts in the Midlands province, 
Gokwe was particularly prone to serious malaria outbreaks. For example, a serious 
malaria outbreak in Gokwe in 1989 claimed 250 lives. The outbreak was attributed to 
heavy rains, road construction which left a lot of excavations, low spraying coverage and 
religious resistance to modem medical treatment from members of the Apostolic Faith 
church in certain areas of Gokwe (PMD Midlands, 1990:20-23). The relatively high 
incidence of malaria may be one of the reasons for the slow rate of mortality decline in 
Gokwe (Figure 5.5).
Although prevalent in Matebeleland North and Matebeleland South, the severity 
of the malaria problem varies by district. For example, despite the fact that, according to 
the 1992 Census, only about 35 per cent of Matebeleland North's population lived in 
Hwange and Binga, these two districts contributed about 80 per cent of the clinical 
malaria cases in the province in 1991. In Matebeleland South, Beitbridge, the only
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district with a q(5) estimate that was above the national average, is one of the districts 
that had seasonal malaria endemicity, especially the areas around Chikwarakwara and 
Majini (PMD Matebeleland South, 1991:28). Of the malaria blood slides examined in 
1990, about 16 per cent were positive in Beitbridge, compared to less than 5 per cent in 
each of the other districts in the province.
Border districts were also more likely to be affected by disease outbreaks from 
neighbouring countries. For example, in 1992-93 there was a cholera epidemic in 
provinces adjacent to Mozambique and Zambia which started in December of 1992 with 
a patient from Mukumbura, an outlying area on the northern border with Mozambique in 
the district of Mt Darwin (PMD Mashonaland Central, 1993:16). By the end of 1992, 
there were 14 deaths, due to cholera, in Mt Darwin and 13 deaths in the Mazowe-Bridge 
refugee camp.
5.3.4 Some insights on why Manicaland and Mashonaland Central had high
child mortality
Having established that Manicaland and Mashonaland Central provinces had the 
highest infant and child mortality levels, the author held discussions with staff of the 
offices of the Provincial Medical Director (PMD) in each of these two provinces during a 
brief field visit to Zimbabwe from September to October, 1994. The discussions were 
intended to provide some insights into the factors perceived, by health workers, to be 
responsible for the high mortality in these provinces.
The presence of a large proportion of people of Zambian, Mozambican, and 
Malawian origin working in mines and on commercial farms in Mashonaland Central was 
given, by the Provincial Medical Director (personal communication), as one of the 
reasons why mortality remained relatively high in the province. According to the 1992 
Census (CSO, 1994), 27 per cent of the population in Mashonaland Central province 
lived on commercial farms, but in Centenary district, the percentage was 41 per cent and 
in Guruve it was 15 per cent, while in Rushinga there were no commercial farms. 
Persons of a non-indigenous descent, especially Africans, who may have maintained their 
cultural practices and language, may not speak the local language nor English fluently
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and may be disadvantaged with respect to communication with health personnel and 
utilisation of health services. However, in censuses and surveys it is not possible to 
accurately identify all the non-indigenous persons because the questions normally ask 
place of birth and citizenship, and most of the non-indigenous people were bom in 
Zimbabwe.
With respect to commercial farm workers, the low salaries paid and the lack of 
access to land for supplementary farming were suggested by the PMD for Mashonaland 
Central (personal communication) as possible reasons for the high infant and child 
mortality in some of the districts in this province. The proliferation of small-scale private 
and individual mining, for example gold panning, in the province was also viewed as 
leading to increased neglect of children by parents. Because parents were too busy, they 
may not have immunised their children at the required times and their children may also 
have been malnourished. Also, the resettlement of persons lacking immunity, from non­
malaria areas in other provinces, in the relatively less developed and uninhabited low- 
lying areas of Guruve and Centenary, which are perennial malaria-transmission zones, 
was one of the factors associated with high mortality in these districts (PMD 
Mashonaland Central, personal communication).
The disadvantage of most districts in Mashonaland Central province, in terms of 
high mortality, may be attributed the to the deterioration of the service infrastructure 
during the war of liberation (PMD Mashonaland Central, personal communication). Due 
to their location on the border with Mozambique, the districts of Rushinga, Centenary, 
Guruve and Mt Darwin in Mashonaland Central were particularly affected by the war of 
liberation, as the freedom fighters infiltrated the country from neighbouring 
Mozambique. For example, in addition to disruption of health services and education, the 
farming activities of people in these border districts were also disrupted. Some of the 
peasant farmers were moved into temporary shelter in protected villages protected by the 
army as a means to cut off the supply of food and shelter to the freedom fighters who 
relied on the support of the villagers for subsistence. However, in a survey of protected 
villages in 1979, the International Red Cross, found that among children aged one to five
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years, four per cent were severely malnourished and 19 per cent were malnourished 
(Faruqee, 1981:54). Kwashiorkor was found in 52 per cent of the severely malnourished. 
However, since the estimates used in this analysis referred on average to the period 
around 1988/89, which is 10 years after the end of the war, there are probably other 
more important factors that have kept mortality at relatively high levels in Centenary, 
Rushinga and Guruve.
In Manicaland province, where the level of child mortality was higher than the 
national average in all the districts except Makoni, the factors considered responsible for 
the high mortality include: the large number of commercial farms and tea estates in 
districts such as Chipinge, political instability across the border in Mozambique and the 
associated refugees, and religious factors associated with the religious group of the 
Johane Marange Apostolic Faith (Medical Officer of Health Manicaland, personal 
communication).
As discussed in the case of Mashonaland Central, the farm and estate workers 
were lowly paid, the wages were probably inadequate to purchase enough food; thus 
their living conditions were likely to be sub-standard. Being on the eastern border with 
Mozambique, one problem facing the Manicaland was of refugees coming from 
Mozambique. In some cases refugees sought employment on commercial farms and 
estates as well as in some communal lands. Similar concerns were raised as for 
Mashonaland Central about the fact that non-indigenous people tended to be less 
receptive to new ideas for better health as a result of language barriers, cultural beliefs 
and low education levels.
The Johane Marange Apostolic Faith Church, with its headquarters in the 
Marange area in Mutare district, was very strong in Buhera and Mutare districts. 
According to the Medical Officer of Health for Manicaland Province (personal 
communication) the Johane Marange Church discouraged people from seeking modem 
medical care, and instead, encouraged prayer. As a result, most children were not 
immunised. Another problem with Buhera district was that the drier climatic conditions
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often led to inadequate rainfall and hence insufficient food production. In 1992 in 
Manicaland, malnutrition as measured by the percentage of children below the growth 
monitoring line, was most severe in Buhera and Nyanga (PMD Manicaland, 1993:4).
The disadvantages of Chipinge district with respect to high child mortality include 
the rugged terrain, which tended to make communication very difficult so that health 
services were not as accessible as in other districts (Medical Officer of Health for 
Manicaland province, personal communication). As a result of difficulties in 
communication, notification of disease outbreaks tended to take time to reach the 
responsible authorities. Chipinge is also home to the minority tribes of the Ndau and 
Shangani, and one hypothesis is that the high mortality in this district may be a reflection 
of the general lack of development associated with the strong cultural beliefs and 
practices of these tribes. However, further research is needed to find out the extent to 
which the high mortality in this district may be related to cultural factors and to establish 
the possible pathways of influence.
A common problem with peripheral districts in both Manicaland and 
Mashonaland Central is that they tended to be disadvantaged in terms of qualified 
medical manpower. Doctors preferred to work in central hospitals in Harare and 
Bulawayo or districts that were closer to major urban centres. For example, according to 
the Secretary for Health and Child Welfare, Dr Rufaro Chatora, although there was an 
improvement in the proportion of Zimbabwean doctors accepting to go and work in 
district hospitals, the majority of doctors working in government provincial and district 
hospitals were still expatriates (The Sunday Mail, 5 March 1995:1). In particular, district 
hospitals in Beitbridge (Matebeleland South province), Chipinge (Manicaland province), 
Gokwe (Midlands province) and Binga (Matebeleland North province) were singled out 
by Dr Chatora as having lower than average staffing levels. The efficiency of supervision 
of the health staff was likely to be less in the more remote areas, and drug shortages were 
likely to be greater.
129
5.4 Factors associated with district differentials in infant and child
mortality
This section empirically examines the relationship between selected indicators of 
district demographic, socio-economic and health characteristics, and the probability of 
dying before age five years. The demographic indicators include the total fertility rate 
(TFR) and population density, and the socio-economic indicators include the percentage 
literate among females aged 15 years and over, the percentage of women aged 15-49 
years with at least a primary Grade 5 education, the percentage of women aged 15-49 
years with secondary education, the percentage of the economically active population 
employed in non-agricultural occupations, the percentage of the population urban and 
percentage of the population living on commercial farms. The percentage of households 
with access to protected water (tap, borehole and protected well or spring), the 
percentage of households with toilet facilities, the average number of health facilities per 
10,000 population, and the average number of persons per hospital bed were included as 
health indicators.
Table 5.3 shows the correlation coefficients (r) for the relationship between the 
probability of dying before age five years and the various district-level indicators1. The 
coefficients are shown for the districts including and excluding the provinces of Harare 
and Bulawayo, which may be atypical since they were largely urban. The results show 
that, for most of the indicator variables, the magnitude of the association between the 
indicator variables and q(5) did not vary much, whether or not Harare and Bulawayo 
were included. One exception was population density, which showed a negative 
correlation when Harare and Bulawayo were included, and a positive correlation when 
these were excluded. Another exception was the percentage urban which had a larger 
and significant correlation coefficient when Harare and Bulawayo were included In the 
discussion of the relationship between the different indicators and infant and child
^ th o u g h  the significance of the correlation coefficient (r) is included in Table 5.3, it is the magnitude 
of the coefficient that is more important in showing the relationship between the variables than the 
significance. However, in the discussion that follows the significance of r is often referred to since it is 
the larger coefficients that are significant.
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mortality in the following sections, results which included Harare and Bulawayo are 
generally referred to, except where indicated otherwise.
Table 5.3 Zero order correlation coefficients of probability of dying before age five 
years and selected district indicators: Zimbabwe, 1992 Census3
District indicator Including Harare Excluding Harare
and Bulawayo and Bulawayo
r t r t
Demographic characteristics
TFR 0.67*** 6.75 0.64*** 6.12
Population density -0.23* -1.77 0.29** 2.23
Socio-economic characteristics
% literate among females aged 15 years-»- -0.74*** -8.23 -0.72*** -7.62
% of women aged 15-49 years with 
secondary education
-0.63*** -6.07 -0.61*** -5.66
% of women aged 15-49 years with at 
least a primary Grade 5 education
-0.78*** -9.33 -0.76*** -8.59
% of economically active pop employed 
in non-agricultural activities
-0.39*** -3.17 -0.31** -2.40
% of population urban -0.32** -2.53 -0.20 -1.50
% of population on commercial farms 0.17 1.29 0.14 1.04
Household characteristics
% of households with access to -0.38*** -3.07 -0.32** -2.48
protected water
% of households with toilet facilities -0.15 -1.14 0.04 0.29
Health indicators
Persons per hospital bed^ 0.28** 2.12 0.26* 1.92
Number of health facilities per 10,000 
persons
-0.08 -0.60 -0.20 -1.50
N 58 56
Notes: Statistical significance was based on the two tailed t-test.
*** significant at the one per cent level.
* *  significant at the five per cent level.
* significant at the 10 per cent level.
N is the number o f districts.
a The indicators refer to 1992 while the q(5) estimates refer to 1988/89, and the health 
indicators were estimated from the 1992 Census and the 1992 health facilities report (Ministry 
of Health and Child Welfare, 1993).
b Hospital beds exclude beds in clinics and due to missing data N=55 when Harare and 
Bulawayo were included and N=53 when Harare and Bulawayo were excluded.
Source: Estimated from the district-level data in Appendix 5.2.
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The correlation coefficients reveal substantial association between q(5) and TFR, 
and the indicators of female education. Relatively low correlations were shown by the 
percentage of the economically active population engaged in non-agricultural activities, 
the percentage urban, the household water supply variable and average number of 
persons per hospital bed (Table 5.3). The percentage of the population on commercial 
farms, the percentage of households with toilet facilities, and the average number of 
health facilities per 10,000 population were not significantly related to the district 
estimates of q(5). The nature of the relationship between the indicators and q(5) are 
examined further in the following sections
5.4.1 Total fertility rate
Repetto (1978:28) summarised the effect of fertility on infant and child mortality 
as follows:
High fertility implies high parity and closely spaced births and a high proportion 
of births to quite young and older mothers. The consequences are a greater 
probability of maternal malnourishment, birth complications and abnormalities, 
low birth weights and earlier weaning.
High fertility leads to high infant and child mortality. Fertility levels are influenced by 
levels of socio-economic development High fertility and high mortality are characteristic 
of the initial stages of the development process and, as the development process 
advances and accelerates, mortality shows a downward trend. When the country reaches 
a high stage of development, its birth rate begins to decline while at the same time there 
is further decline in mortality (Farag, 1982:339). In this study, districts with high fertility 
were expected to be at relatively low stages of the development process than those with 
low fertility. The fertility rates used in this analysis were adjusted by the Arriaga P/F ratio 
approach (UN, 1988a:73).
It is hypothesised that districts with high fertility in Zimbabwe would be 
associated with high infant and child mortality. The scatter-plot in Figure 5.9 clearly 
shows a positive relationship between district TFRs and q(5) estimates, that is, the lower 
the TFR the lower the probability of dying before age five years. There were a few 
outlier districts - Lupane, Nkayi, Tsholotsho, Insiza, Umzingwane, Matobo, Bubi,
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Bulalimamangwe and Gwanda - which did not conform to the observed general linear 
relationship. For these districts, all of which are in Matebeleland North and Matebeleland 
South provinces, the q(5) estimates, were much lower than would be expected from their 
TFRs. As these are the districts with very low child mortality in Zimbabwe (Figure 5.2), 
it means fertility decline lagged the substantial decline in infant and child mortality in 
these districts. When this group of nine districts were excluded in the analysis, the 
correlation coefficient between TFR and q(5) increased from 0.67 to 0.80.
Figure 5.9 Scatter-plot of districts by TFR and the probability of dying before age 
five years: Zimbabwe, 1992 Census
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5.4.2 Population density
A high population density may facilitate the transmission of some infectious and 
parasitic diseases and may contribute to the contamination of the environment In 
communal lands, a high population density implies increased pressure on resources, such 
as land, which may lead to land degradation and reduced crop yields. The results in Table 
5.3 show that when the urban provinces of Harare and Bulawayo were included, 
population density was negatively related to q(5) (r=-0.23). However, when Harare and 
Bulawayo were excluded, the correlation coefficient was positive (r=0.29)). This 
variation in result means that high population density in the large urban areas does not 
have as much adverse effect as in the rural areas.
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Figure 5.10 shows the scatter-plot of districts by population density and q(5), 
excluding the provinces of Harare and Bulawayo. The positive relationship between 
population density and q(5) was distorted by a number of districts with low population 
densities and high probabilities of dying before age five years. These districts appear on 
the top left hand side of the scatter-plot and include Beitbridge, Hurungwe, Mwenezi, 
Kariba, Binga, Centenary, Guruve, Gokwe, Chiredzi, Rushinga and Nyanga. These 
districts, except Nyanga, are generally located in malaria-prone low-lying areas, on the 
Zambezi Valley and the South-eastern Lowveld, with high temperatures and low and 
erratic rainfall. These areas are located in Natural Regions TV and V as shown in Figure 
2.2 (Chapter Two). Most of these districts may thus have low population densities 
because of the harsh climatic conditions, which may also promote high mortality. In 
Nyanga, however, the low population density may be a result of the mountainous nature 
of the terrain, so that the densities in the inhabited areas may be much higher than the 
estimate shown for the district Also, the low population densities in some of the districts 
may be a result of the location of large-scale commercial farms in the districts. For 
example in Centenary, 40 per cent of the population lived on commercial farms with 29 
per cent in Chiredzi, 19 per cent in Hurungwe and 15 per cent in Guruve.
Excluding these non-typical districts (shown in the top left side of Figure 5.10) 
increased the correlation coefficient between population density and q(5) from 0.29 to 
0.70 (Table 5.3). This indicates that, with the exception of a few districts, a positive 
relationship between population density and q(5) was well demonstrated in Zimbabwe, 
that is, the higher the density the higher the probability of dying before age five years. As 
indicated above, high population density, especially on communal lands, may be 
associated with increased population pressure on land which may have negative effects 
on subsistence production.
Figure 5.10 Scatter-plot of districts by population density and the probability of 
dying before age five years: Zimbabwe, 1992 Census
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5.4.3 Education
Education often serves as a measure of social progress or modernisation 
(Hermalin, 1975:260). Higher levels of education may be an indicator that a society is 
more likely to accept new ideas or medical technologies. Female education in particular 
has been recognised as an important factor in the decline of infant and child mortality. 
Caldwell (1979,1984) argued that education is the most powerful mechanism for social 
change. Education promotes stronger beliefs in modem medicine and hygienic practices 
(Tekce and Shorter, 1984; Ware, 1984; Jain, 1985).
It is expected that districts with higher levels of education would be associated 
with lower infant and child mortality. Three education indicators were considered in this 
analysis: the percentage of females aged 15 years and above who were literate, the 
percentage of the female population aged 15-49 years with at least a primary Grade 5 
education and the percentage of females aged 15-49 with secondary education. In the 
1992 Census, no direct question was asked to determine literacy and the CSO obtained 
literacy rates were obtained by assuming that any person who had not completed at least 
grade three was not literate (CSO, 1993a:39). Although this is not an accurate measure
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of literacy, the expectation is that the higher the literacy rate, the lower the probability of 
dying before age five years.
Table 5.3 shows that the correlation coefficients for the three education variables 
were all in the expected direction, districts with higher levels of female education were 
generally associated with lower probabilities of dying before age five years. As expected, 
the correlation coefficient for the percentage of females aged 15 years and over that was 
literate (with at least a grade-three education) was close to that for the percentage of 
females aged 15-49 with at least a primary Grade 5 education, -0.74 and -0.78 
respectively. However, the coefficient for the percentage of females with secondary 
education was lower (r=-0.63). This may be an indication that primary education may be 
more important than higher levels of education in the reduction of infant and child 
mortality.
Figure 5.11 Scatter-plot of districts by the percentage of females aged 15-49
years with at least a primary Grade 5 education and the probability of 
dying before age five years: Zimbabwe, 1992 Census
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Figure 5.11 shows the scatter-plot of districts by the percentage of females aged 
15-49 years with at least a primary Grade 5 education and q(5). The scatter-plot shows 
the negative relationship between level of education and the probability of dying before 
age five years. The five districts with the highest mortality, Chipinge, Rushinga,
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Centenary, Guruve and Binga, had the lowest percentages of females with at least a 
primary Grade 5 education (Figure 5.11). In Chipinge, Rushinga, Centenary, and Binga 
less than 50 per cent of the females aged 15-49 had a primary Grade 5 education 
compared to a national average of 70 per cent
In the bottom right hand side of the scatter-plot is a cluster of 11 districts whose 
q(5) estimates were lower than would be expected from their education levels. In these 
districts, the proportion of women with at least a primary Grade 5 education varied 
between 69 and 83 per cent and the q(5) estimates were 63 per 1000 or less. This cluster 
includes Nkayi, Bubi, Tsholotsho, Bulalimamangwe, Hwange, Lupane, Insiza, Gwanda, 
Matobo and Umzingwane, all of which are in Matebeleland North or Matebeleland South 
provinces. Nine of these districts are the same districts with q(5) estimates that were 
lower than would be expected from their TFRs (Figure 5.9). When these 11 districts 
were excluded, the correlation coefficient increased from -0.78 to -0.85.
Although the negative relationship between education and child mortality is well 
established, there are many other socio-economic variables that are associated with 
education and also child mortality. For example, the more educated are likely to have 
higher incomes, better nutrition, better housing and to reside in urban areas. The 
observed relationships between education and mortality may also be reflecting the effects 
of these other variables (Flieger et al., 1981:66-67).
5.4.4 Economic activity
The task of examining the relationship between district levels of economic 
development and child mortality differentials was made rather difficult, in this study, by 
the lack of appropriate regional indicators of economic development such as per capita 
income or manufacturing output However, employment patterns provide a general 
picture of the economic health of each region. The percentage of the economically active 
population aged 15 years and over employed in non-agricultural activities was used as 
the economic indicator for each district In the 1992 Census, information on economic 
activity was obtained by asking a question on the respondent's main activity in the
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preceding twelve months and if they were employed, that is, a paid employee, employer, 
own account worker or unpaid family worker they were asked to give their main 
occupation. This indicator shows in some way the degree to which the population of a 
district has moved away from an exclusively agricultural based means of livelihood 
Districts with a higher proportion of the economically active population employed in 
non-agricultural activities are therefore expected to have lower probabilities of dying 
before age five years.
According to the 1992 Census definitions (CSO, 1993a:51) the economically 
active population consisted of paid employees and employers, unpaid family workers, 
own account workers (self-employed) and those unemployed and looking for work. 
Communal or subsistence agricultural workers were also included in the economically 
active group. On the other hand, home-makers, that is, those who carry out household 
chores but not for pay or profit, students, retired persons or those too sick or too old and 
groups such as prisoners constituted the economically inactive population. Agricultural 
occupations included commercial farmers (market gardeners, crop growers, market- 
oriented animal producers and related workers), forestry workers and loggers, fishery 
workers, communal and subsistence farmers, and unpaid family workers engaged in 
agricultural activities.
In Table 5.3, the district economic indicator had a low but significant correlation 
coefficient with q(5) and in the expected direction (r=-0.39). Figure 5.12 shows the 
scatter-plot of the districts by the percentage of the economically active population 
employed in non-agricultural activities and q(5). The districts of Lupane, Nkayi and 
Tsholotsho stand out from the rest, in the bottom left hand side of the scatter-plot. They 
had low percentages of the economically active population employed in non-agricultural 
occupations and were associated with relatively low child mortality. When these three 
uncharacteristic districts were excluded, the correlation coefficient increased from -0.39 
to -0.53 indicating that, on average, the expected association existed between district 
economic activity and infant and child mortality rates. High mortality districts such as 
Rushinga, Guruve, Centenary, Gokwe and Buhera had very low percentages of the
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economically active population employed in non-agricultural activities, less than 20 per 
cent (Figure 5.12) compared to the unweighted average of 34 per cent for the 58 
districts. However, in Chipinge which had the highest q(5) estimate, the value of the 
economic activity indicator was close to the average indicating that the high child 
mortality there was not related to the lack of employment outside agriculture.
Figure 5.12 Scatter-plot of districts by the percentage of the economically active 
population employed in non-agricultural activities and the probability of 
dying before age five years: Zimbabwe, 1992 Census
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5.4.5 Place of residence
The percentage of the population residing in urban areas can be considered as a 
summary measure of modernisation. Urban areas contain the majority of well-to-do 
people, and they tend to enjoy better physical infrastructure, health and other social 
services. Among Zimbabwe's rural areas, commercial farms have been associated with 
poorer living conditions and inadequate health services (Loewenson, 1986). In this study, 
the district's q(5) estimate was expected to be negatively related to the proportion of the 
district's population living in urban areas and positively related to the proportion of the 
population living on commercial farms.
Figure 5.13 shows the scatter-plot of districts by the percentage of the 
population urban and q(5), with Harare and Bulawayo included. There were 18 districts 
with no urban populations and their q(5) estimates ranged from 39 for Matobo to 141
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per 1000 for Rushinga. Surprisingly, Matobo district which had no urban population had 
the lowest q(5) estimate among all the districts. Districts with no urban population were 
not included in Figure 5.13. When only districts with urban populations were considered, 
the correlation coefficient only increased from -0.32 to -0.40. As Figure 5.13 shows, the 
relationship between the percentage of the population living in urban areas and q(5) was 
not very clear. The pattem was largely distorted by a cluster of districts in the bottom left 
hand side of the scatter-plot with low percentages of the population urban, less than 15 
per cent, and low q(5) estimates, less than 65 per 1000. This cluster includes 
Umzingwane, Gwanda, Insiza and Bulalimamangwe which are in Matebeleland South 
province and Umguza which is in Matebeleland North. Excluding these five districts in 
the analysis increased the correlation coefficient of the percentage of the population 
urban and q(5) to -0.60.
Figure 5.13 Scatter-plot of districts by the percentage of the population urban 
and the probability of dying before age five years: Zimbabwe, 1992 
Census
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The relatively weak association between the percentage of the population urban 
and q(5) may be a result of shortcomings in the classification of areas as 'urban' or 'non- 
urban'. In the 1992 Census, the term 'urban area' referred to all places officially 
designated as urban as well as places which had 2,500 or more inhabitants, a compact 
settlement, and the majority of their employed population engaged in non-agricultural 
occupations (CSO, 1993a:22). Because the criteria used to determine urban areas do not 
focus much on identifying communities that live an 'urban' way of life, some of the urban 
areas may include communities that are basically ru ra l. However, when the percentage 
of the population living in urban areas of 10,000 or more people was used and only those 
districts with some urban population included, the correlation coefficient was -0.36 
which was only a small improvement over the coefficient of -0.32 when the percentage 
urban as defined in the census was used (Table 5.3). It is possible that the ways of life of 
the population in one district may be influenced by an urban area that is located in 
another district For example, although the districts in Matebeleland North and South, 
which had among the lowest estimates of q(5), may have small percentages or no urban 
populations, it is possible that the majority of the district populations may be living an 
urban way of life due to the influence of the city of Bulawayo. The extent of the 
influence of a large urban centre on the surrounding rural areas depends on the extent of 
their interaction.
Figure 5.14 shows the scatter-plot of districts by the percentage of the population 
on commercial farms and q(5). Districts with no commercial farms or with less than five 
per cent of the population living on commercial farms were excluded, which had q(5) 
estimates ranging from 43 to 141 per 1000. The correlation coefficient between q(5) and 
the percentage of population living on commercial farms for the districts shown in Figure 
5.14 was 0.32. This was an improvement over the correlation coefficient of 0.17, when 
all districts were included (Table 5.3).
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Figure 5.14 Scatter-plot of districts by the percentage of the population on
commercial farms and the probability of dying before age five years: 
Zimbabwe, 1992 Census
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In the centre is a group of eight districts, that had relatively high percentages of 
the population on commercial farms and low probabilities of dying before age five years 
(Figure 5.14). This group consists of Chegutu, Marondera, Bindura, Makonde, Mazowe, 
Goromonzi, Seke and Zvimba. These districts were either fairly well urbanised or were in 
close proximity to the capital city, Harare. In Chegutu, Marondera, Bindura and 
Makonde, at least 25 per cent of the population was urban, while Mazowe, Goromonzi, 
Seke and Zvimba, although not as highly urbanised, were located close to the capital 
city, Harare (Figure 5.2). In the lower part is also another group of districts comprising 
Umzingwane, Umguza, Bubi, Insiza, Matobo, Gwanda and Bulalimamangwe, which had 
child mortality estimates that were lower than expected from the proportions of the 
population living on commercial farms. These districts were located around the country's 
second largest city, Bulawayo.
The negative association between the proportion of the population living on 
commercial farms and child mortality was clearly demonstrated when the districts that 
were located close to the cities of Harare and Bulawayo or were well urbanised were 
considered separate from the other districts. When the 15 such districts (Figure 5.14),
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were excluded, the other districts in Figure 5.14 produced a correlation coefficient of 
0.71. On the other hand, when the 15 out-lying districts were considered separately, the 
correlation coefficient was high (r=0.91). This indicates that, the negative association 
between the proportion of the population living on commercial farms and q(5) was 
generally demonstrated in Zimbabwe especially when influences of urbanisation were 
adjusted for.
5.4.6 Health facilities
After Independence, one of the main government objectives in Zimbabwe was to 
provide health services within reasonable distances of all communities. Although the 
availability of a health facility may not guarantee the availability of medicines, the 
presence of such facilities may, however, be a general indicator of the level of health 
education and awareness in the community. Communities with health facilities were 
expected to have higher health awareness than those which had none, and as a result 
lower infant and child mortality.
The relationship between the health indicators (persons per hospital bed and 
number of health facilities per 10,000 population) and the probability of dying before age 
five years, was in the expected direction, though generally weak (Table 5.3). The number 
of people per hospital bed had a higher correlation coefficient (r=0.28) compared to the 
number of health facilities per 10,000 population (r=-0.08). The number of health 
facilities per 10,000 population had a weakness in that it accorded equal weight to large 
hospitals as to small health centres. Also, clinics, especially those built after 
Independence to promote the primary health care (PHC) program, may have been 
purposely located in high mortality areas, thereby weakening the correlation between 
number of health facilities per 10,000 population and child mortality. The indicator, 
'persons per hospital bed' excluded clinic beds because they were not reported for some 
districts. However, clinic beds may be very important especially in remote areas.
Figure 5.15 shows the scatter-plot of districts by population per hospital bed and 
q(5). Two sets of outlier districts can be identified. On the right hand side of the scatter-
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plot are Umzingwane and Chivi districts with high numbers of persons per hospital bed 
and low mortality. On the top left hand side are Chipinge, Rushinga, Binga, Nyanga, 
Chiredzi, Bikita and Chirumhanzu with low numbers of persons per hospital bed and 
relatively high mortality. The latter group generally consists of districts that had one or 
more large mission or private hospitals which may, however, be less accessible to the 
general population in the district than government hospitals. For example, estimates from 
the Zimbabwe 1992 Health Facilities Report show that in Chivi, Nyanga, Chiredzi, Bikita 
and Chirumhanzu, at least 60 per cent of the hospital bed establishment was in mission or 
private hospitals while in Chipinge and Binga the respective proportions were 48 and 35 
per cent (Ministry of Health and Child Welfare, 1993).
Figure 5.15 Scatter-plot of districts by population per hospital bed and the 
probability of dying before age five years: Zimbabwe, 1992 Census
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When the nine outlier districts were excluded, the correlation coefficient between 
persons per hospital bed and q(5) increased from 0.28 to 0.69 indicating that in general, 
districts with fewer hospital beds and hence higher numbers of persons per hospital bed 
were generally associated with higher infant and child mortality than better serviced 
districts with lower numbers of persons per hospital bed. However, the number of 
persons per hospital bed, being an average for the district, disguises the uneven
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distribution of health facilities as well as unequal access to such facilities by rich and poor 
families. The availability of health facilities may also not necessarily mean the availability 
of adequate medical staff and medicines. Unfortunately, data on medical personnel per 
district was not available. Also, the ratios used in this analysis were based on the 
population of the district, which may not necessarily be the catchment population of the 
facilities in the district For example, people from one district may have easier access to a 
health facility in another district As indicated in Section 5.2, one problem is that the 
districts to which the numbers of health facilities and hospital beds referred, as indicated 
in the health facilities report (Ministry of Health and Child Welfare, 1993) may differ 
from the census districts to which the population figures referred.
5.4.7 Household w ater supply and sanitation
With respect to water supply and sanitation, the expectation is that the higher the 
percentage of households with piped water and with toilet facilities in a district, the 
lower the probability of dying before age five years. Contaminated water and inadequate 
sanitation facilities may cause diarrhoeal and parasitic diseases, which are among major 
child killers in developing countries. Improved water supply and sanitation reduces the 
incidence of such diseases.
The correlation coefficient for the water supply variable was a low -0.38 while 
that for the sanitation variable was even lower (r=-0.15), but both were in the expected 
direction (Table 5.3). Districts with a higher proportion of households with access to 
protected water sources (tap, borehole, protected well or spring) were associated with 
lower infant and child mortality. The relationship between percentage of households with 
access to protected water sources and q(5) was very weak (Figure 5.16). The district of 
Uzumba-Maramba-Pfungwe (UMP) is a clear outlier with an unusually low percentage 
of households with access to protected water, 23 per cent, and a relatively low q(5) 
estimate of 93 per 1000. However, excluding UMP only increased the correlation 
coefficient from -0.38 to -0.40. Figure 5.17 shows that the relationship between the 
percentage of households with toilet facilities and q(5) was also very weak.
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The lack of a strong relationship between water supply and sanitation variables 
and infant and child mortality levels was also observed in some Latin American countries. 
Haines and Avery (1982) found that in Mexico, Puerto Rico and Costa Rica sanitation 
variables had very little impact on infant mortality, leading to the conclusion that there 
was very little evidence of a causal relationship. In Zimbabwe, the relatively weak 
association may be a result of the on-going, post-Independence improvements in water 
supply and sanitation facilities in most rural areas, which had been neglected during 
colonial times. Figure 5.16, for example, shows that, in all the districts except one, more 
than 40 per cent of the households had access to a protected water source. This indicates 
that, in some disadvantaged districts with high mortality, improved water supply may 
only be a recent phenomenon.
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Figure 5.16 Scatter-plot of districts by the percentage of households with access 
to protected water and the probability of dying before age five years: 
Zimbabwe, 1992 Census
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Figure 5.17 Scatter-plot of districts by the percentage of households with toilet 
facilities and the probability of dying before age five years: Zimbabwe, 
1992
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5.5 A multivariate analysis of factors influencing district variations in child
mortality
This section examines the effects, in a multivariate framework, of selected 
indicator variables on district variations of the probability of dying before age five years. 
The regression method and assumptions were discussed in Section 5.2. Only those 
variables with large and at least significant correlation coefficients in Table 5.3 were 
considered for the multivariate analysis. Also to minimise the problems of multi- 
collinearity, that is, in cases where the independent variables were highly inter-correlated, 
only the dominant variables (as shown by the highest correlation coefficients) among a 
group of inter-correlated indicators were included. The indicators selected for the 
multivariate analysis include TFR, population density (DENSITY), the percentage of 
women aged 15-49 years with at least a primary Grade 5 education (FEMEDUC), the 
percentage of the economically active population employed in non-agricultural activities 
(EANAGRIC) and the percentage of households with access to protected water 
(WATER). The correlation matrix for the indicator variables is shown in Table 5.4. The 
urbanisation variable was not included in the multivariate analysis, because, in addition to 
the relatively low correlation coefficient shown in Table 5.3 (r=0.32), it was highly 
correlated with the percentage of the economically active population employed in non- 
agricultural activities (r=0.85), population density (r=0.72) and the percentage of 
households with access to a protected water source (r=0.70). The health indicator, 
population per hospital bed, which had a relatively low correlation with q(5) (r=0.28) 
was not included in the multivariate analysis because some districts, which include 
Umguza, UMP and Mudzi, had missing data on the number of hospital beds and also 
because the districts used in the census were not necessarily the same as those used by 
the Ministry of Health and Child Welfare (1993).
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Table 5.4 Correlation matrix for the indicator variables used in the multivariate 
analysis of factors affecting district variations of q(5): Zimbabwe, 1992 
Census
Indicator TFR DENSITY FEMEDUC EANAGRIC WATER
TFR 1.00 0.02 -0.58*** -0.65*** -0.57***
DENSITY -0.47*** 1.00 0.09 -0.01 -0.18
FEMEDUC -0.63*** 0.30** 1.00 0.28** 0.13
EANAGRIC -0.74*** 0.57*** 0.39*** 1.00 0.64***
WATER -0.64*** 0.35*** 0.23* 0.69*** 1.00
Notes: Lower panel of coefficients include Harare and Bulawayo and N=58. 
Upper panel of coefficients exclude Harare and Bulawayo and N=56. 
N is the number o f districts.
Statistical significance was based on the two tailed t-tesL 
* * *  Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Source: Estimated from the district-level data in Appendix 5.2.
The dependent variable was the district estimate of the probability of dying before 
age five years, q(5). Before the regression results are discussed, some data limitations 
need to be highlighted. Collinearity among some of the independent variables was fairly 
high. For example, Table 5.4 shows that the majority of the correlation coefficients 
between the indicator variables were significant2. For example, the percentage of the 
economically active population employed in non-agricultural activities was highly 
correlated with TFR (r=-0.74 when Harare and Bulawayo were included and r=-0.65 
when they were excluded). The number of observations was relatively small (N=58) and 
measurement errors may be substantial in some of the variables. Some fairly important 
variables which include indicators of district macro-economic conditions, environmental 
conditions and disease prevalence were not included in the analysis for lack of data.
Table 5.5 presents the multiple regression results. The descriptive statistics of 
means and standard deviations of the variables included in the regression equations are 
presented in Appendix 5.4. Model I includes all the districts while Model II excludes 
Harare and Bulawayo, which are atypical in that they are basically urban and are much 
larger in population size than the other districts. In practice, they are better considered as
2The relatively high collinearity between the independent variables may affect the results o f the 
regression analysis and so the results need to be interpreted cautiously.
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provinces than districts. Models in  and IV exclude Harare and Bulawayo and 11 of the 
districts in Matebeleland North and South. Analysis of the relationship between 
individual district characteristics and q(5) in the preceding section indicated that most of 
the districts in Matebeleland North and South provinces were usually outliers. Their 
exclusion in Model III shows how their unusual characteristics influence the regression 
coefficients. For each of the regression equations, both metric (B) and standardised 
(Beta) coefficients are shown.
Despite the fact that most of the variables used were broadly defined, the five 
variables included in Table 5.5 explained more than 65 per cent of the district variation in 
the probability of dying before age five years. When all 58 districts were considered, 
Model I shows that only the total fertility rate and female education had significant 
effects when the effects of the other variables were controlled for. An increase in the 
district total fertility rate of one child was associated with an increase in q(5) of 11 per 
1000. A 10 per cent increase in percentage of women aged 15-49 with at least a primary 
Grade 5 education was associated with a decrease in q(5) of 12 per 1000. The 
standardised coefficients show that female education was more important than total 
fertility rate in explaining the district variations of q(5). Although WATER and 
EANAGRIC were not significant in Model I, when considered individually they both had 
significant effects at the one per cent level. The coefficient for EANAGRIC was negative 
when it was the only explanatory variable included but once TFR was controlled for, the 
coefficient became positive, which is contrary to expectations. The lack of significance of 
WATER and EANAGRIC and the unexpected direction of influence for EANAGRIC in 
the multivariate models is likely a result of the inter-correlation between the independent 
variables as shown in Table 5.4.
Table 5.5 Ordinary least squares regression results for the analysis of factors 
affecting district variations of q(5); Zimbabwe, 1992 Census
Variable Regression coefficients
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All districts Excluding Harare Excluding Harare and Bulawayo and 
and Bulawayo 11 districts in Matebeleland North and
Southa
Modell Modeln Model in Model IVb
B Beta B Beta B Beta B Beta
TFR 11.10**
(2.16)
0.32 10.77**
(2.42)
0.28 12.72***
(3.84)
0.42 11.88***
(4.75)
0.39
DENSITY 0.01
(0.76)
0.07 0.52***
(4.49)
0.32 0.24**
(2.50)
0.18 0.23**
(2.36)
0.16
FEMEDUC -1.22***
(-5.96)
-0.63 -1.27***
(-7.19)
-0.64 -0.93***
(-6.85)
-0.61 -0.98***
(-7.62)
-0.64
EANAGRIC 0.35
(1.24)
0.17 0.25
(1.03)
0.11 -0.21
(-0.90)
-0.10
WATER -0.30
(1.53)
-0.18 -0.14
(-0.82)
-0.8 0.19
(1.23)
0.13
Constant 110.59 94.37 63.82 78.64
R2 0.68 0.76 0.82 0.81
AdjR2 0.65 0.73 0.80 0.80
F 22.51*** 31.32*** 35.56*** 59.42***
N 58 56 45 45
Notes: Figures in brackets are t-values.
* Significant at the 10 per cent level.
** Significant at the five per cent level.
*** Significant at the one per cent level.
a - Excluded districts include Bubi, Hwange, Lupane, Nkayi, Tsholotsho and Umguza in 
Matebeleland North and Bulalimamangwe, Gwanda, Insiza, Matobo and Umzingwane in 
Matebeleland South.
b - Model IV is same as Model III but with the insignificant variables EANAGRIC and 
WATER dropped.
Source: Estimated from the district-level data in Appendix 5.2.
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When Harare and Bulawayo were excluded in Model n , the proportion of the 
variation of q(5) explained by the five independent variables increased from 68 to 76 per 
cen t As expected from the results in Table 5.3, the coefficient for DENSITY increased 
and became significant The standardised coefficients show that population density 
superseded TFR as the second most important variable in explaining district variations of 
q(5) while female education retained its prominence. An increase of 10 persons per 
square kilometre was associated with an increase in q(5) of about six per 1000. The 
coefficients for WATER and EANAGRIC were also substantially reduced when Harare 
and Bulawayo were excluded while the coefficients for TFR and FEMEDUC changed 
only slightly.
In Model III, when the 11 uncharacteristic districts of Matebeleland North and 
South were excluded in addition to Harare and Bulawayo, the proportion of the variation 
of q(5) explained by the five independent variables increased to 82 per cen t TFR, 
population density and female education maintained significant coefficients. The 
coefficient for TFR increased slightly while that for female education decreased by nearly 
30 per cen t The coefficient for population density, however, decreased by nearly 50 per 
cent although it remained significant and as a result TFR became the second most 
important variable after female education. The sign of the coefficients for EANAGRIC 
and WATER changed when the 11 Matebeleland districts were excluded in Model ID. 
However, their effects remained insignificant As discussed earlier, the change in the 
direction of effect when other variables are controlled for, may be a result of the inter- 
correlation between the independent variables. Excluding the variables WATER and 
EANAGRIC from the regression model (Model IV) did not alter the proportion of 
variance explained (R-squared) indicating that addition of the two variables did not 
improve the explanatory power of the regression model. The three variables, TFR, 
DENSITY and FEMEDUC accounted for 80 per cent of the district variation in the 
probability of dying before age five years. The coefficients for TFR, DENSITY and 
FEMEDUC changed only slightly when WATER and EANAGRIC were excluded.
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In their analysis of regional child mortality variations in Kenya, Anker and 
Knowles (1980:173) suggest that in cases where district populations vary widely, 
weighting the observations by the district's population may improve the 
representativeness of district-level analyses. However, in this analysis, when the square 
root of the district's population was used as a weighting factor, the regression 
coefficients and values of R-squared changed only slightly (results not shown).
5.6 Summary
The analysis in this chapter indicates that the levels of infant and child mortality 
declined in nearly all the districts from the end of the 1970s to the end of the 1980s. A 
notable exception was Chipinge district of Manicaland, where the probability of dying 
before age five years remained roughly constant around 150 per 1000 from the end of 
the 1970s to the end of the 1980s. On the other hand, the most notable decline occurred 
in Kariba district of Mashonaland West where the probability of dying before age five 
years decreased by 43 per cent between 1978/79 and 1988/89. Substantial declines also 
occurred even in districts that had low levels of child mortality such as the Matebeleland 
districts of Matobo, Tsholotsho, Umzingwane, Bubi, Nkayi and Bulalimamangwe.
Despite the child mortality declines of the 1980s, by the end of the 1980s, spatial 
variations in infant and child mortality were substantial in Zimbabwe. Estimates of q(5), 
the probability of dying before age five years, for the period around 1988/89 ranged from 
a low of 39 per 1000 in Matobo district of Matebeleland South province to a high of 155 
per 1000 in Chipinge district of Manicaland province. Generally, mortality was high in 
districts in Manicaland and Mashonaland Central and very low in districts in 
Matebeleland North and Matebeleland South. Apart from Makoni, all the districts in 
Manicaland had q(5) estimates that exceeded the national average of 84 per 1000 by 
more than 10 per cen t In Mashonaland Central, all the districts had q(5) estimates that 
were above the national average. On the other hand, all districts in Matebeleland North 
(except Binga) and all districts in Matebeleland South except Beitbridge had q(5) 
estimates that were less than 75 per cent of the national average. Mortality was generally
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around the national average in Midlands, Mashonaland East, and parts of Mashonaland 
West and Masvingo.
A continuous belt of very high mortality, with q(5) estimates exceeding the 
national average by more than 25 per cent, extended from Mwenezi and Chiredzi in the 
south-east, along the border with Mozambique in the east and north-east, to Binga on 
the border with Zambia in the north-west. Most of the districts in this belt, especially in 
the north and north-west, and in the south-east, lie in the valleys areas of the Zambezi 
and Sabi-Limpopo river basins and have high prevalence of malaria. Also, the border 
districts are disadvantaged, due to the neglect by the colonial administration as they were 
the base for the activities of the liberation struggle. The high mortality in districts located 
along the borders may be, also, a result of their more isolated location relative to the 
core of development along the central Highyeld which, because of the moderate climatic 
conditions and fertile soils, attracted early European settlement and hence 
industrialisation and urbanisation. Districts along the central Highveld were generally 
associated with intermediate to low child mortality.
Another characteristic of the spatial patterns of child mortality is the very low 
mortality (less than 75 per cent of the national average), in the south-west part of 
Zimbabwe, covering nearly all the districts in Matebeleland North and Matebeleland 
South provinces and extending into the Midlands province in the centre. The south-west 
part of Zimbabwe is characterised by relatively dry climatic conditions which may be less 
conducive for some disease causing organisms. However, such climatic effects are 
expected to be small since other dry areas such as the south-east were characterised by 
high child mortality.
Another reason may be the ethnic homogeneity of Matebeleland, as indicated by 
the common Ndebele language, which may facilitate diffusion of ideas for the promotion 
of better health. Districts in Matebeleland are mainly inhabited by the Ndebele speaking 
people while different dialects of the Shona language are spoken in the rest of the 
provinces. Districts inhabited by similar ethnic and language groups, as is the case in
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Matebeleland North and South, may have lower mortality despite differences in ecology 
and socio-economic development owing to the ease of diffusion of health education and 
consciousness emanating from a common language and culture. Also, as a result of the 
common Ndebele language and the minority status of the Ndebele speaking people 
compared to the Shona speaking, it is possible that districts in Matebeleland interact 
more with the city of Bulawayo, which may be considered as the regional capital of 
Matebeleland, than other districts and their regional (provincial) capitals. A greater 
interaction between Bulawayo and the surrounding districts would facilitate the 
transformation, towards better health, of the attitudes and practices of rural population.
Child mortality variations at the district-level were also associated with 
differences in district demographic and socio-economic indicators. The probability of 
dying before age five years tended to be higher in districts with high TFRs and high 
population densities. For example, districts such as Chipinge, Rushinga, Buhera, Gokwe, 
Binga and Guruve with TFRs of more than seven had among the highest estimates of 
q(5), in excess of 110 per 1000, while on the other hand Bulawayo, Hwange, Umguza, 
Harare and Gweru, with TFRs of less than five, had q(5) estimates that were less than 60 
per 1000. When Harare and Bulawayo were excluded, higher population density tended 
to be associated with higher mortality. The exceptions were some high mortality districts 
which were either disadvantaged and sparsely populated such as Gokwe, Kariba, 
Mwenezi, Beitbridge, Binga, or had large-scale commercial farms such as Centenary, 
Guruve, Chiredzi and Hurungwe with more than 15 per cent of the population living on 
commercial farms. High mortality districts which include Chipinge, Buhera, Zaka, 
Mutasa, Mt Darwin, and Chimanimani, all of which had less than five per cent of the 
population living in urban areas, had relatively high population densities, more than 30 
persons per square kilometre, which may indicate high population pressure in communal 
areas.
Child mortality was higher in districts with lower levels of female education. The 
districts of Chipinge, Rushinga, Centenary and Binga which had the highest q(5) 
estimates also had among the lowest percentages, less than 50 per cent, of the female
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population aged 15-49 years with at least a primary Grade 5 education. Higher 
proportions of the population engaged in non-agricultural activities were also associated 
with lower mortality. The percentage of the district population that lived in urban areas 
was, surprisingly, not strongly related to district q(5) estimates. The relationship was not 
significant once Harare and Bulawayo were excluded. This may be related to the fact that 
some of the districts with high percentages of their population in urban areas also had 
high percentages on commercial farms. Such districts include Chegutu, Bindura, 
Marondera, Kadoma, Makonde, Gweru, Kwekwe and Chiredzi. Although a higher 
percentage of the population on commercial farms was associated with higher q(5), the 
correlation was weakened by the fact that districts that were either fairly well urbanised 
or located close to major urban centres of Harare and Bulawayo tended to have low 
mortality, irrespective of the proportion of population living on commercial farms.
Higher proportions of households with access to protected water sources were 
associated with lower mortality. Although significant, the relationship was generally 
weak because the variations in proportions of households with access to a protected 
water source (tap, borehole and protected well or spring) were small. With the exception 
of Uzumba-Maramba-Pfungwe in Mashonaland East province, at least 40 per cent of the 
households had access to a protected water source, in all the districts. The percentage of 
households with toilet facilities was also not significantly related to district mortality 
level. As discussed earlier, the lack of significant relationships for the water supply and 
sanitation variables may be a result of the on-going government and donor-assisted 
programs to improve water supply and sanitation in all rural areas.
Although the variables representing availability of health services were expected 
to have significant negative association with infant and child mortality, the correlation 
coefficient for persons per hospital bed was weak though statistically significant, while 
that for number of health facilities per 10,000 population was not significant at all. This 
was possibly affected by the fact that health services may have been increased, especially 
after Independence, in areas that previously had high mortality.
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Results of the multivariate analysis showed that the variables which were 
included, namely, the percentage of the female population aged 15-49 years with at least 
a primary Grade 5 education, TFR, population density, percentage of the population in 
non-agricultural occupations and the percentage of households with access to a 
protected water source, accounted for 68 per cent of the variance of q(5). Female 
education was the most important variable followed by TFR. When Harare and 
Bulawayo, which were mainly urban, were excluded, the coefficient for population 
density became significant and the proportion of variance explained by the independent 
variables increased to 76 per cent. The percentage of the population in non-agricultural 
occupations and the percentage of households with access to a protected water source 
did not have a significant independent relationship with district q(5) estimates when the 
other variables were controlled for. As a result the proportion of variance explained 
when Harare and Bulawayo were excluded was attributed to the effects of female 
education, TFR and population density.
The following chapter makes a comparative analysis of socio-economic 
differentials in childhood mortality in Zimbabwe. The analysis is based on the reports of 
children ever bom and children dead by women aged 15-34 in the three surveys: the 
1984 ZRHS, 1987 ICDS and 1988 ZDHS. The selection of the 15-34 age group is based 
on the analysis of hypothetical cohort parities and mean number children dead in Chapter 
Four (Section 4.4), which showed that the reports of the younger were more consistent 
in the three surveys than those of older women.
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CHAPTER SIX
CHILDHOOD MORTALITY DIFFERENTIALS: 
EVIDENCE FROM THREE SURVEYS
6.1 Introduction
In this chapter, the 1984 Zimbabwe Reproductive and Health Survey (ZRHS),
1987 Inter-Censal Demographic survey (ICDS) and 1988 Zimbabwe Demographic and 
Health Survey (ZDHS) data sets are used to examine childhood mortality differentials by 
selected characteristics of women and their husbands. The data evaluation in Chapter 
Three concluded that the 1984 ZRHS and 1988 ZDHS were less suitable as sources of 
indirect estimates of infant and child mortality at the national-level than the 1982 and 
1992 Censuses and the 1987 ICDS. The comparative analysis in this chapter offers the 
opportunity to compare results of the analysis of differential from the 1984 ZRHS and
1988 ZDHS with those from the 1987 ICDS, which had a larger sample.
Childhood mortality differentials were examined by a variety of factors which 
include education of women and their husbands, age at onset of reproduction, use of 
contraception, and type of place of residence. It should be noted, however, that most of 
these variables are only proxies for other factors that directly or indirectly affect child 
health and survival. The mechanisms linking background factors to infant and child health 
and mortality, through the more direct proximate determinants have been illustrated in a 
variety of theoretical frameworks (Mosley and Chen, 1984; Comia, 1987: 35-41; Wood 
and de Carvalho, 1988; and Kent, 1991) which were discussed in Chapter One (Section 
1.6). However, because of the limited range of variables for which information was 
available, the analytical models examined in this chapter were simplified and the causal 
mechanisms were often inferred or assumed.
A common way to examine childhood mortality differentials from census-type 
surveys such as the 1987 ICDS is to compare probabilities of dying for the different sub­
groups, estimated from the Brass-type indirect methods, as for the provincial and district 
analysis in Chapter Five of this study. However, a common problem with the Brass-type 
estimation methods in the analysis of differentials is that some sub-groups may be too
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small to produce reliable indirect estimates, especially when sub-divided by age groups. 
The magnitude of this problem increases greatly when data from small sample surveys 
such as the 1984 ZRHS (2574 women) and 1988 ZDHS (4201 women) are used.
Trussed and Preston (1982) developed a procedure for calculating an index of 
childhood mortality that is not as sensitive to small numbers as the traditional Brass-type 
indirect estimates. The method uses the Brass technique in reverse, and produces a single 
childhood mortality index (ratio of observed to expected child deaths, irrespective of the 
age at death) for groups of women of varying ages and parities, and can also be used to 
produce an index for each woman that has ever had a live birth. The latter characteristic 
makes the procedure particularly advantageous as multivariate analysis can be 
undertaken, with the woman as the unit of analysis, even from surveys with basic census- 
type data on children ever bom and children dead. This Trussed and Preston procedure 
(1982, 1984), which can be applied when primary data are available for the individual 
woman rather than tabulations, was used in the comparative analysis of childhood 
mortality differentials from the 1984 ZRHS, 1987 ICDS and 1988 ZDHS in this chapter. 
The possibility of observing changes in differentials over time was rather limited because 
the surveys were close together.
The following section discusses the Trussed and Preston technique of estimating the 
index of child mortality for individual women or groups of women. The methods of 
analysis adopted in this chapter also are discussed in this section. This is fodowed in 
Section 6.3 by an examination of differentials with variables considered one or two at a 
time. The range of variables included was limited, as data on some variables were not 
codected in ad the surveys or the questions were not comparable. Multivariate analysis of 
the differentials was limited to the 1984 ZRHS and 1988 ZDHS and the results are 
discussed in Section 6.4. A summary discussion of the findings of this chapter is 
presented in Section 6.5.
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6.2 M ethods of estim ation and analysis
The Trussell and Preston method employs a standard schedule of mortality or 
model life table that represents the level of child mortality for the total population, and 
then applies Brass's indirect procedure for estimating infant and child mortality in reverse, 
to determine the expected proportion of children dead for women in different age groups. 
The expected proportion dead is then multiplied by the total children ever bom to obtain 
the expected number of children dead, given the woman's age and the standard mortality 
schedule (national mortality level). Details of the construction of the child mortality 
index, illustrated below, are given by Trussell and Preston (1984, 1982) and by Guzman 
(1991:21-23).
For a group of women in the category of a variable, the mortality index Mi for 
that category is expressed as follows:
Mi-DUEi
where
D(= total observed number of children dead among women in the category 
Ei= expected number of children dead (given the mothers ages) if the children 
were exposed to standard mortality schedule
and
Ei = ]T Nij * EPD'j
where
Nij is the total number of children bom to women in the category of a variable 
and age group j, and
EPDsj  is the standard expected proportion dead for women in age group j  
exposed to the standard mortality schedule, which is obtained by inverting the 
conventional estimation process whereby proportions of children dead by age 
group are converted into estimates of childhood mortality.
Using the Brass-type procedure, the probability of dying by age a, (qs(a)) for a 
selected standard life table, using the analogy of converting the observed 
proportions dead, is given by the formula:
qS(a) = EPDsj*Kj
where
EPDsj  = is the standard expected proportion dead for women in age group j  
exposed to the standard mortality schedule, and
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Kj=thc multiplier for converting the proportion of children dead for women aged j  
into probabilities of dying by age a (in this case from the Trussell equations).
By inverting the formula above, EPDsj  is given by
EPDsj -  a) I Kj
For an individual woman i in age group j , the mortality index is expressed as:
Mij=Di/Ni*EPDsj  
where
Dj= Number of dead children for woman i 
Nj-Number of children bom to woman i
EPDj=expected proportion of dead children for a woman in age group j  if her 
Chilenen experienced the prevailing child mortality. EPE^j for an individual 
woman is obtained in the same way as shown above for a group of women.
In this study, the standard mortality schedule was selected from the North family 
of the Coale and Demeny model life tables. The analysis in Chapter Four indicated that 
this was the most suitable family of model life tables for Zimbabwe. To determine the 
standard life table from the North family, for each data set, the average life table levels 
implied by the indirect estimates of q(2), q(3) and q(5) from the reports of women aged 
20-24, 25-29 and 30-34 (using the Trussell method) were used. The standard North 
model life tables used in the estimation were levels 17.5, 17.8 and 18.5 for the 1984 
ZRHS, 1987ICDS and 1988 ZDHS, respectively.
The child mortality index relates the child mortality experience of the individual 
woman or group of women to the standard or national average. A ratio greater (or less) 
than one means the mortality of children of that woman or group of women was higher 
(or lower) than would be expected from the average mortality in the country. A value of 
unity means that the children of the woman or group of women experienced the average 
national mortality.
This procedure has already been widely used in the examination of childhood 
mortality differentials in other studies (Merrick, 1985; UN, 1985 and 1991; Guzman, 
1991; Preston and Haines, 1991; Ahmed, 1992). In order to reduce problems associated
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with recall errors and changes in mortality levels in the past, the analysis in this chapter 
focuses on the child mortality experience of younger women aged 15-34 years, as the 
mortality of their children refers to more recent periods.
One limitation associated with the calculation of the index of child mortality 
should be borne in mind as the results are interpreted. Women of higher socio-economic 
status are more likely to marry and begin children bearing at later ages than women of 
lower socio-economic status. As a result, children of higher status women are, on 
average, exposed to the risk of dying for comparatively shorter periods and so may 
exhibit lower proportions dead than children of low status women, independent of the 
underlying mortality risks. Therefore, in situations where there are interactions between 
the mortality function and covariates, the effects of covariates on child mortality are 
exaggerated because of differences in exposure. This problem is greater in cases where 
the calculation of the mortality index is based on age (as it is in this study) rather than 
marriage duration. As a result, the differentials for some of the variables should be 
regarded cautiously.
6.3 A univariate and bivariate analysis
In this chapter, childhood mortality differentials were examined by maternal and 
paternal education, age at first pregnancy, age at first marriage, age at first live birth, loss 
of pregnancies, place of residence, province of residence, ever-use of modem 
contraception, use of pre-natal care and delivery attendant for last child. The categories 
of the different variables, total numbers of women aged 15-34 years with at least one live 
birth, and children ever bom in the various categories in each of the surveys are shown in 
Appendix 6.1. Although data on maternal occupation were collected in all the three 
surveys, the questions differed in each survey and, as a result, the occupation responses 
were not comparable.
The discussion in Chapter Two (Section 2.4) showed that rural areas are divided 
into five categories on the basis of main type of land use: large-scale commercial farming 
areas, small-scale commercial farming areas, parks and wildlife areas, communal lands
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and resettlement areas. However, for analytical purposes in this and later chapters, 
resettlement areas and small-scale commercial farming areas were included in the 
communal lands, while parks and wildlife areas were included in the commercial farming 
areas. This is because in small-scale surveys such as the 1984 ZRHS and 1988 ZDHS the 
numbers of cases in small-scale commercial farms, resettlement areas and parks and 
wildlife areas tend to be too small for any meaningful analysis. The majority of the 
population in resettlement areas were in communal areas before Independence and the 
basic life style of small-scale commercial farmers is similar to that on communal lands, 
and furthermore, small-scale commercial farms are usually located on the fringes of 
communal areas (Chapter Two, Section 2.4).
6.3.1 Education
Table 6.1 provides evidence from the three surveys showing how the index of 
childhood mortality decreased as education of the mother or father increased. In all the 
surveys the index for uneducated mothers was more than twice that for mothers with 
secondary education. The index for uneducated fathers was three times that for fathers 
with secondary education in the 1984 ZRHS, and in the 1988 ZDHS the index for 
uneducated fathers was almost twice that for fathers with secondary education. 
Substantial differences existed also between the mortality of children of mothers with 
primary Grades 1-4 education and those with primary Grades 5-7 education. Compared 
to the 1988 ZDHS and 1987 ICDS, the 1984 ZRHS data showed a slightly greater range 
of differences by both maternal and paternal education; however, the basic pattern was 
the same. As discussed in Section 6.2, differentials by maternal education may be 
exaggerated by the fact that, on the average, more educated mothers began child bearing 
at later ages than less educated mothers, and, as a result, their children were on average 
exposed to mortality for shorter periods than those of less educated mothers of the same 
age. In Zimbabwe, the mortality decline of the 1970s and early 1980s, (Chapter Four), 
coincided with rapid rises in levels of education after 1980 and, as a result, younger 
women tend to be more educated than older women. This implies that the children of the 
older, less educated women were exposed to higher mortality than children of younger
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women and, as a result, differences by education may be accentuated by the effect of the 
exogenous decline. However, this effect was controlled to some extent by limiting the 
analysis to women aged less than 35 years.
Table 6.1 Ratios of observed to expected child deaths by maternal and paternal 
education by survey: Zimbabwe
Education level 1984 ZRHS 1987ICDS 1988 ZDHS
Maternal education
None 1.68 (819) 1.57 (5182) 1.55 (1101)
Primary Grades 1-4 1.18 (965) 1.14 (5040) 1.14 (1059)
Primary Grades 5-7 0.87 (2049) 0.87 (11692) 0.95 (2661)
Secondary* 0.43 (490) 0.61 (3804) 0.56 (987)
Paternal education
None 1.77 (305) 1.36 (488)
Primary Grades 1-4 1.46 (481) n/a 1.28 (537)
Primary Grades 5-7 1.01 (2069) 0.95 (2356)
Secondary* 0.60 (936) 0.74 (1379)
Maternal and paternal 
education
Both not educated 2.12 (152) 1.68 (239)
Wife not educated and 1.60 (569) n/a 1.30 (614)
husband educated 
Wife educated and 1.42 (153) 1.06 (249)
husband not educated 
Both educated 0.84 (2917) 0.86 (3658)
Notes: Figures in brackets represent total children ever bom.
n/a = not applicable.
Sources: Primary analysis o f the 1984 ZRHS, 1987 ICDS and 1988 ZDHS data tapes.
Childhood mortality was highest in families where both the mother and the father 
were not educated, and lowest where both were educated, as would be expected (Table 
6.1). However, in both the 1984 ZRHS and the 1988 ZDHS, 77 per cent of the children 
under consideration were bom to parents who were both educated. A more interesting 
observation is that children of uneducated mothers and educated fathers experienced 
higher child mortality than those of uneducated fathers and educated mothers. These
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findings, which were consistent in both the 1984 ZRHS and 1988 ZDHS data, may be an 
indication that maternal education was more important than paternal education in 
determining childhood mortality, as noted by Caldwell and McDonald (1981).
6.3.2 Type of place of residence
The expected pattem of higher mortality in rural than in urban areas is clearly 
shown in Table 6.2. The index of childhood mortality for rural areas exceeded that for 
urban areas by as much as 80 per cent, 52 per cent, and 89 per cent in the 1984 ZRHS, 
1987 ICDS and 1988 ZDHS, respectively. According to de Carvalho and Woods (1978), 
UN (1985), and Guzman (1989), the observed rural/urban differentials in infant and child 
mortality reflect differences in the socio-economic composition of the rural and urban 
populations. Calculations from the distribution of children ever bom in Table 6.2 
indicates that, in all three surveys, the proportion of children bom to mothers with no 
education in rural areas exceeded 20 per cent compared to less than 10 per cent in urban 
areas. Although urban women on average tended to be more educated, the rural/urban 
differences in childhood mortality were maintained, even when controls were introduced 
for the effect of education. Within each education category, women residing in urban 
areas had lower child mortality than those in rural areas, and this was consistent for the 
three data sources. Although the gradient of differences by level of education was 
maintained in both rural and urban areas, the differentials were greater in rural areas. 
Since mortality levels in urban areas were generally lower than in rural areas, this tends to 
limit the potential for wider differences.
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Table 6.2 Ratios of observed to expected child deaths by mother's place of 
residence and education, by survey: Zimbabwe
Characteristic 1984 ZRHS 1987 ICDS 1988 ZDHS
Type of place of residence
Urban 0.71 (1777) 0.75 (7223) 0.63 (1697)
Rural 1.28 (2546) 1.13 (18495) 1.19 (4111)
Residence and education
Rural and not educated 1.87 (655) 1.62 (4668) 1.58 (955)
Urban and not educated 0.93 (164) 1.09 (514) 1.32 (146)
Rural and primary education 1.09 (1788) 1.00 (12263 1.13 (2776)
Urban and primary education 0.78 (1226) 0.82 (4469) 0.62 (944)
Rural and secondary education 0.67 (103) 0.72 (1564) 0.69 (380)
Urban and secondary education 0.37 (387) 0.53 (2240) 0.47 (607)
Note: Figures in brackets represent total children ever bom.
Sources: Primary analysis o f the 1984 ZRHS, 1987 ICDS and 1988 ZDHS data tapes.
Table 6.3 shows that within the rural areas, child mortality was higher in 
commercial farming areas than in the communal areas, and this was consistent in all the 
three surveys. From the characteristics of commercial farms and communal lands 
discussed in Chapter Two (Section 2.4) it was expected that mortality would be higher in 
commercial farms than in communal lands. Among other reasons, the higher mortality in 
commercial farming areas may be a reflection of poorer living conditions among farm 
labourers and inadequate access to health services.
In a comparative study of the health status of farm labourers in Mashonaland 
Central province, Loewenson (1986) observed that crowding, sanitation, water supply 
and access to health services were all worse on commercial farming areas than on 
communal lands. She noted that in some commercial farming areas there were no health 
centres and that people had to travel distances of up to 15km to a clinic in a communal or 
urban area, while communal areas had more active out-reach clinic programs encouraging 
ante-natal care and immunisation.
Table 6.3 Ratios of observed to expected child deaths for ru ra l mothers by 
characteristic of place of residence, by survey: Zimbabwe
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Place of residence 1984 ZRHS 1987 ICDS 1988 ZDHS
Communal landsa 1.24 (2119) 1.11 (15239) 1.14 (3250)
Commercial farms 1.41 (427) 1.23 (3256) 1.38 (861)
Total rural 1.28 (2546) 1.13 (18495) 1.19 (4111)
Notes: Figures in brackets represent total children ever bom.
a Includes resettlement areas and small-scale commercial farms.
Sources: Primary analysis of the 1984 ZRHS, 1987 ICDS and 1988 ZDHS data tapes.
63,3  Province of residence
Table 6.4 shows that substantial differentials in childhood mortality existed by 
province of residence as already shown in Chapter Five. The ratios of childhood mortality 
varied widely from 0.52 to 1.49 in the 1984 ZRHS, 0.67 to 1.25 in the 1987 ICDS, and 
from 0.47 to 1.52 in the 1988 ZDHS. The provincial ratios may be influenced by small 
numbers, especially those from the relatively small samples of the 1984 ZRHS and 1988 
ZDHS. To reduce such influences, the provinces of Matebeleland North and 
Matebeleland South were combined in the category Matebeleland in Table 6.4. Although 
the provinces associated with the highest childhood mortality varied for the different 
surveys, the results show that in all the three surveys, childhood mortality was generally 
higher in Manicaland, Mashonaland West and Masvingo than in the other provinces. 
Also, Mashonaland Central had comparatively high childhood mortality except in the 
1988 ZDHS. The analysis of the 1992 Census data (Chapter Five, Section 5.3.1), showed 
that the same four provinces were associated with higher probabilities of dying before age 
five years. Similarly, the urban provinces of Harare and Bulawayo, and the two 
Matebeleland provinces which had the lowest mortality from all the surveys in Table 6.4, 
also had the lowest q(5) estimates in Chapter Five. Thus despite minor variations, 
possibly associated with small numbers, the general pattem of provincial variations in 
childhood mortality in the three surveys was comparable to that in the 1992 Census.
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Table 6.4 Ratios of observed to expected child deaths by province of residence, by 
survey: Zimbabwe
Province 1984 ZRHS 1987 ICDS 1988 ZDHS
Mashonaland Central 1.49 (424) 1.18 (1712) 0.97 (415)
Mashonaland West 1.22 (399) 1.25 (3164) 1.33 (765)
Manicaland 1.16 (671) 1.24 (3431) 1.52 (729)
Masvingo 1.15 (648) 1.17 (3820) 1.05 (727)
Midlands 1.07 (426) 0.89 (4049) 1.05 (814)
Mashonaland East 1.13 (462) 0.82 (2724) 0.99 (829)
Matebelelanda 1.09 (303) 1.02 (2770) 0.87 (649)
Harare*5 0.57 (744) 0.76 (2499) 0.57 (433)
Bulawayo 0.52 (246) 0.67 (1549) 0.47 (453)
Notes: Figures in brackets represent total children ever bom.
a Includes Matebeleland North and Matebeleland South, 
b Includes Chitungwiza town.
Sources: Primary analysis o f the 1984 ZRHS, 1987ICDS and 1988 ZDHS data tapes.
Other studies have found that regional mortality differences are reduced 
sometimes to an insignificant level when factors such as socio-economic levels and 
rural/urban residence were controlled for (Preston and Haines, 1991:109; Far ah and 
Preston, 1982). The differentials are examined more fully in the multivariate analysis in 
Section 6.4, when controls are introduced for the effects of rural/urban residence and 
other background socio-economic factors.
6.3.4 Maternal reproductive characteristics
Child bearing at young ages is regarded as a high risk factor in the survival of the 
child. Pregnancy in early adolescence is associated with incomplete physical development 
of the mother, leading to low birth weight of the baby and increased risks of birth 
complications. According to Hill (1989:101-102), 'early pregnancy may also halt maternal 
development, and thus contribute to higher mortality risks for subsequent children also'.
In this analysis, the maternal reproductive characteristics included as indicators of 
the onset of child bearing were: age at first pregnancy, and age at first marriage. Younger 
ages at onset of child bearing were generally associated with higher childhood mortality 
(Table 6.5). Although the higher child mortality for women who started child bearing at
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younger ages may be related to the biological risks associated with the physical 
immaturity of the mother, the differences may also indicate the effect of background 
socio-economic factors.
Socio-economically disadvantaged women are more likely to become pregnant or 
marry at younger ages, and are more likely to marry equally disadvantaged men. Also, 
women who fall pregnant or many at younger ages tend to have lower levels of 
education and restricted employment opportunities, as they normally have to leave formal 
schooling. Data from the 1984 ZRHS and the 1987 ICDS showed that age at first 
pregnancy was related to a woman's level of education. For example, of the mothers aged 
15-34 with no education in the 1987 ICDS, the proportion who became pregnant before 
age 16 was 21 per cent compared to 14 per cent of those with primary and only six per 
cent of those with secondary education. The corresponding proportions in the 1984 
ZRHS were of similar magnitudes.
Table 6.5 also shows that women who reported that they had experienced a 
miscarriage, abortion or stillbirth in the 1984 ZRHS had an index of child mortality that 
was 58 per cent higher than women who did not experience a pregnancy loss. The 
experience of a pregnancy loss may be indicative of the existence of reproductive health 
problems which may affect gestational age and birth weight of children bom 
subsequently. It is also possible that some of the wasted pregnancies were reported again 
as dead children if the difference was not clear to the respondent The analysis of data 
from the 1984 ZRHS showed that pregnancy loss was not significantly related to 
background factors such as education, province of residence, rural/urban residence or 
even age at first pregnancy. It was, however, significantly related to current age of 
woman, with the proportion of mothers who experienced a pregnancy loss increasing 
among older women which may be a reflection of their longer exposure to the risk of 
pregnancy loss due to their older ages.
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Table 6.5 Ratios of observed to expected child deaths by maternal reproductive 
characteristics, by survey: Zimbabwe
Maternal reproductive 
characteristic
1984 ZRHS 1987 ICDS 1988 ZDHS
Age at first pregnancy (yrs)
<16 1.27 (648) 1.25 (4044)
16-17 1.07 (1222) 1.13 (6250) n/a
18-19 1.07 (1427) 0.93 (8232)
20+ 0.84 (8391) 0.85 (6620)
Age at first marriage
<16 1.27 (1028) n/a 1.14 (1492)
16-17 1.02 (1294) 1.09 (1536)
18-19 0.95 (1190) 0.85 (1517)
20+ 0.88 (701) 0.64 (1080)
Any pregnancy loss
Yes 1.49 (815) n/a n/a
No 0.94 (3499)
Notes: Figures in brackets represent total children ever bom.
Total children ever bom for different variables may differ due to missing cases, 
n/a = not applicable.
Sources: Primary analysis o f the 1984 ZRHS, 1987 ICDS and 1988 ZDHS data tapes.
6.3.5 Use of modem contraception
Contraception is generally used for two main purposes: to limit family size or to 
space births. When used to space births, contraception prolongs birth intervals, which 
gives the mother’s body a longer time in which to recover from a previous birth and to 
prepare for the next birth. This may lead to better pregnancy outcomes in terms of birth 
weight and avoiding birth complications. Also, longer birth spacing reduces competition 
for resources and maternal care among children at young ages and thus promotes better 
child health. However, inefficient use of contraception may eventually lead to more births 
than planned and thus result in shorter birth intervals. In general, women who reported 
that they had used contraception probably wished to control their reproduction. It can be 
assumed then that they were likely to be less fatalistic than other women, and to make 
conscious efforts to improve their children's survival chances (Ahmed, 1992:53). The 
proportion of mothers who had never used a modem method of contraception declined 
from 43 per cent in the 1984 ZRHS to 29 per cent in the 1988 ZDHS (Appendix 6.1).
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Table 6.6 Ratios of observed to expected child deaths by mother's ever-use of
modern contraception, education and residence, by survey: Zimbabwe
Characteristic 1984 ZRHS 1988 ZDHS
Ever-use of contraception
Used 0.77 (2547) 0.88 (4233)
Never used 1.43 (1776) 1.43 (1575)
Education and use of contraception
Not educated and used 1.52 (349) 1.38 (680)
Not educated and never used 1.79 (470) 1.82 (421)
Primary education and used 0.73 (1807) 0.89 (2722)
Primary education and never used 1.33 (1207) 1.32 (998)
Secondary education and used 0.32 (391) 0.46 (831)
Secondary education and never used 0.90 (99) 1.08 (156)
Residence and use of contraception
Rural and used 1.01 (1198) 1.08 (2798)
Rural and never used 1.51 (1348) 1.45 (1313)
Urban and used 0.56 (1349) 0.50 (1435)
Urban and never used 1.17 (428) 1.34 (262)
Notes: Figures in brackets represent total children ever bom.
Total cases for different variables may differ due to missing cases. 
Sources: Primary analysis o f the 1984 ZRHS and 1988 ZDHS data tapes.
In Table 6.6, the index of child mortality for women who had never used modem 
contraception was nearly twice that for women who had used modem contraception, in 
both the 1984 ZRHS and the 1988 ZDHS. The lower child mortality among women who 
had used modem methods of contraception may in part be a reflection of the socio­
economic selectivity of users. Data from both surveys showed that significant 
relationships existed between ever-use of modem contraception and such maternal 
characteristics as education and type of place of residence. For example, in the 1984 
ZRHS, among those women who were not educated, only 40 per cent reported that they 
had used modem contraception compared to 75 per cent of those with at least some 
secondary education. The corresponding figures in the 1988 ZDHS were 57 and 81 per 
cent, which, although showing higher levels of use, reflected the same pattem. In the 
1984 ZRHS, only 46 per cent of the rural women reported that they had used modem 
contraception, compared to 70 per cent of the urban women and from the 1988 ZDHS,
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65 per cent of the rural women and 84 per cent of the urban women reported ever using 
modem contraception. However, the advantages of ever users of modem contraception 
were also reflected within the different educational categories as well as within rural and 
urban areas. Ever users of modem contraception experienced substantially lower child 
mortality than never users, with similar levels of education or place of residence (Table 
6.6). This was consistent in both surveys. Use of modem contraception may be an 
indicator of a more modem approach to life, thus a greater tendency to seek vaccination 
of children and use modem medical services.
Although the willingness to control fertility may be an indicator of increased 
concern for maternal and child health, and well-being, and possibly concern for the 
mother’s career, the relationship may result from a reverse causal process. Married 
women who experienced child deaths at younger ages may be more likely not to use 
modem contraception than those who did not experience any child deaths. Without more 
detailed information on the timing of use of modem contraception, it is not possible to 
separate the relative effects of modem contraception and child mortality on each other.
6.3.6 Use of health services
The use of health services for pre-natal care, delivery and immunisation is likely to 
improve child survival Pre-natal examination can enable early detection of possible birth 
complications, enabling necessary precautions to be taken to reduce risks to both mother 
and child. Those women who used modem health services for pre-natal examination and 
delivery were more likely to use these services when their children became sick. Table 6.7 
is based on the reports of women who had their last child in the five years preceding the 
survey and the use of health services considered here refers only to the last live birth. It is 
considered, however, that this should give a fair indication of the general health attitudes, 
practices and the health service situation in the place of residence. Changing place of 
residence or health improvements in some areas over time may render this assumption 
less realistic. As a result, the findings should be treated with caution.
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Table 6.7 Ratios of observed to expected child deaths by health service use during 
pregnancy with the last child and place of residence, by survey: 
Zimbabwea
Characteristic 1984 ZRHS 1988 ZDHS
Pre-natal care
Yes 0.91 (3459) 0.95 (4934)
No 1.89 (515) 1.96 (327)
Delivery attendant
Medically trained 0.82 (2686) 0.84 (3725)
Other*5 1.48 (1294) 1.41 (1536)
Place of residence and pre-natal 
care
Rural and pre-natal care 1.12 (1998) 1.08 (3538)
Rural and no pre-natal care 1.93 (412) 1.98 (287)
Urban and pre-natal care 0.63 (1471) 0.61 (1396)
Urban and no pre-natal care 1.77 (103) -
Notes: Figures in brackets represent total children ever bom.
- Represents less than 50 children ever bom.
Total cases for different variables may differ due to missing cases. 
a Includes only women with last live birth in the five years preceding the survey, 
b Includes traditional midwife, relative, neighbour, friend and no one.
Sources: Primary analysis o f the 1984 ZRHS and 1988 ZDHS data tapes.
In both surveys, the index of child mortality for women who had a pre-natal 
examination during their last pregnancy or who delivered their last child in a medical 
institution was substantially lower than for women who had no pre-natal care or who 
delivered at home (Table 6.7). The use of health services for maternity purposes depends 
primarily on the availability and accessibility of the services. Where the services were 
available, other factors such as the health awareness of the mother, and her beliefs and 
attitudes towards modem health services came into play. It is not possible (from the data 
used in this study) to distinguish those women who had access to health services from 
those who did not Urban women were, however, more likely to have greater access to 
health services than rural women. Table 6.7 shows that the advantages of women who 
had pre-natal visits for their last child were maintained in both rural and urban areas.
The data from both surveys show that use of modem health services for pre-natal 
care was significantly related to rural/urban residence, maternal education and province of
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residence. As expected, the proportion of urban mothers who had no pre-natal care was 
very small - eight per cent in the 1984 ZRHS and only three per cent in the 1988 ZDHS - 
while for rural mothers 15 per cent and eight per cent had no pre-natal care in the 1984 
ZRHS and 1988 ZDHS, respectively. Variations in use of pre-natal services by education 
were also in the expected direction. For example, in the 1984 ZRHS, the proportion of 
mothers who had no pre-natal care during their last pregnancy varied from 27 per cent of 
those with no education, to 10 per cent of those with primary education and to only five 
per cent of those with secondary education. Similarly, in the 1988 ZDHS, 11 per cent of 
the mothers with no education did not have any pre-natal care compared with six per cent 
of those with primary education and to only two per cent of those with secondary 
education. Among the provinces, Manicaland showed the highest proportions of women 
who had no pre-natal care - 21 per cent in the 1984 ZRHS and 13 per cent in the 1988 
ZDHS - while Matebeleland showed the lowest, eight per cent and four per cent in the 
1984 ZRHS and 1988 ZDHS respectively. The differences between rural and urban areas 
and between provinces may be indicative of the differences in the provision and 
accessibility of health services.
Although use of pre-natal services may indicate more modem attitudes towards 
maternal and child health, whether or not a woman had a pre-natal examination primarily 
depends on the availability and accessibility of the necessary services as discussed above. 
Therefore women who had no pre-natal services and had higher child mortality probably 
lived in areas that were inadequately serviced, and may have suffered other disadvantages 
as well. The incidence of home deliveries was substantial in Zimbabwe. For example, in 
the 1984 ZRHS, for 28 per cent of the mothers who had their last child within the five 
years preceding the survey, the last birth was not delivered in a health facility, but rather 
at home and the delivery was attended by a traditional birth attendant or some relative. 
The respective proportion in the 1988 ZDHS was slightly lower, at 25 per cen t
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6.4 A multivariate analysis of factors affecting childhood mortality
In the preceding section, the extent of child mortality variations by background 
characteristics of parents was examined, with factors considered one or two at a time. 
The analysis of the three data sets showed that child mortality varied substantially by 
province of residence, rural/urban residence, maternal and paternal education, maternal 
reproductive characteristics, and health service characteristics. The patterns of variation 
were generally comparable in the three surveys. It was also shown that some of the 
characteristics considered were significantly correlated with each other. In this section, 
multivariate analysis is used to determine the joint effects of various factors and their 
relative importance when effects of the other factors are controlled for. The multivariate 
technique selected for this analysis is Ordinary Least Squares (OLS) multiple linear 
regression. The multivariate analysis is restricted to two surveys, the 1984 ZRHS and 
1988 ZDHS, because they incorporated more variables than the 1987 ICDS. 
Furthermore, little change in both childhood mortality and the effects of the various 
factors could be expected between 1987 and 1988. The Statistical Package for the Social 
sciences (SPSS) was used for the statistical estimations (Norusis/SPSS/INC., 1990).
6.4.1 The regression method
A multiple linear regression model is used to estimate the effects of characteristics 
of individual women on the mortality of their children. The dependent variable (index of 
childhood mortality) was the ratio of observed to expected child deaths (standardised for 
exposure to the risk of dying) calculated for each woman in the age range 15-34, who 
had at least one live birth at the time of the survey. The index of childhood mortality was 
estimated by the Trussed and Preston technique (see Section 6.2).
The form of the regression model is represented as follows:
K Jk- 1
Mi = M)+ £  £  bjkXjk + e
kml jm 1
where
Mi is the index of child mortality (ratio of observed to expected child deaths)
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bO is the intercept or constant representing the value of Mi for a woman 
belonging to the reference categories of each of the variables
bjk is the regression coefficient of category j  of variable ky representing the 
increment or decrement in the index of mortality associated with the characteristic 
represented by the variable Xjk
Xjk is the independent variable representing category j  of variable k (dichotomous 
or dummy variable). In the regression, each variable k is expressed by a set of J-l 
dichotomous variables, with a value of unity if the woman belongs to that 
category and zero otherwise. One category is used as the reference category to 
which other categories of the same variable are compared.
Jk is the total number of categories of variable k
K is the total number of variables
e is the error term.
There are some theoretical limitations associated with the use of the ratio of 
observed to expected child deaths (index of child mortality) as the dependent variable in 
multiple regression, which need to be borne in mind in the interpretation and discussion 
of regression findings. One such limitation is that the distribution of the dependent 
variable is far from normal, thereby making the assumptions of Ordinary Least Squares 
(OLS) regression inappropriate. The value of the index of child mortality is truncated on 
the left at zero (no children dead), and because most women have no dead children, this 
is often the modal value. Tobit regression is a more suitable alternative to OLS regression 
in dealing with a truncated dependent variable. However, statistical tests by Trussell and 
Preston (1984:349-353) showed that the truncation at zero is unlikely to lead to incorrect 
inferences if the relatively simple OLS regression is used instead of the more elaborate 
Tobit regression. Hill (1989:110) suggests that the non-normality of the distribution of 
the dependent variable (index of child mortality) is likely to have more effect on 
calculations of significance or variance explained than the regression coefficients 
themselves, which are of interest in this case.
Another problem is that the dependent variable includes a large random variation 
component As a result, the multivariate models with the index of child mortality as the 
dependent variable generally explain a very small proportion of the total variance, usually
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less than five per cent (Guzman, 1991:25; Hill, 1989:110). The problem stems from the 
manner in which the dependent variable is calculated. Women have a finite number of 
children and the children die in units of one. Consequently, most of the women cannot 
have the expected number of dead children and so the index may vary substantially, even 
though the underlying mortality risk is the same.
In line with the objective of comparing findings for the two surveys, the 
regression models incorporated only a limited range of explanatory variables that were 
comparable in the two surveys. The variables considered in this analysis include 
background characteristics of the woman: region of residence, rural/urban residence, 
education, age at first marriage and age of the woman; and characteristics relating to 
ever-use of modem contraception and use of health services for pre-natal care during 
pregnancy with the last child. Type of place of residence indicates residence in an urban 
area, on communal lands or on commercial farms. In order to include use of health 
services for pre-natal care it was necessary to exclude, in both surveys, women who had 
their last live birth more than five years before the survey. Women with missing 
information on key variables were also eliminated. The final sample for the multivariate 
analysis included 1,079 women in the 1984 ZRHS (78 per cent of the women aged 15-34 
with at least one live birth) and 1,541 in the 1988 ZDHS which was 79 per cent of the 
women aged 15-34 with at least one live birth. Paternal characteristics were excluded 
since including these would have reduced the already small samples further, as 16 per 
cent of the mothers in the 1984 ZRHS and 18 per cent in the 1988 ZDHS were not 
married at the time of the survey. Even among the married women, substantial numbers 
did not give the education level of their husbands.
After a systematic analysis of results in the preceding section, provinces were 
grouped into three regions. The high mortality provinces of Manicaland and Mashonaland 
West and Mashonaland Central formed Region 1, while the low mortality provinces of 
Mashonaland East, Matebeleland North, Matebeleland South, Bulawayo and Harare 
formed Region 2, and Masvingo and the Midlands, with average mortality, formed 
Region 3. With the exception of maternal age, the independent variables were
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represented as sets of dummy variables. The observations for each woman were weighted 
by her total number of children ever bom, so that the observations were representative of 
the children rather than the women (Trussell and Preston, 1984:344). In other words, 
women with more children contributed more observations, just as they do in the indirect 
estimation of child mortality. The weighting process also reduced the problem of 
heteroskedasticity, the tendency for larger variances to be associated with small numbers 
of women with large numbers of children ever bom. The regression weights were then 
normalised to sum to the original number of women in the sample so that tests of 
significance were not affected by the weighting process.
6.4.2 The regression results
When all the variables were entered into the regression model simultaneously, 
current age of the mother, which was included as a variable to control for the trend of 
mortality, was not significantly related to child mortality in either of the surveys and, as a 
result, this variable was not included in the final models discussed in this section. On 
average, older mothers bore children at earlier dates than younger mothers, and their 
children were expected to have been exposed to higher mortality than children of younger 
mothers, since mortality was declining in Zimbabwe through the 1970s and 1980s as 
shown in Chapter Four. However, maternal age was not significant in the regression 
models in both surveys and this may be a result of the fact that the analysis was limited 
only to younger women aged 15-34.
The regression results are presented in Table 6.8. The means and standard 
deviations are shown in Appendix 6.2. For reasons already discussed, it is not surprising 
that the models explained only small proportions of the variance in the dependent 
variable, 8.4 per cent and 6.5 per cent in the 1984 ZRHS and 1988 ZDHS, respectively. 
When the effects of the other variables were controlled for, significant differentials 
existed by maternal education, age at first marriage, pre-natal care for last child, and 
ever-use of modem contraception, in both surveys (Table 6.8).
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Table 6.8 Multiple regression coefficients (B) of the effects of selected socio­
economic characteristics on the index of child mortality: Zimbabwea
Independent variable 1984 ZRHS 1988 ZDHS
Maternal education
None reference reference
Primary Grades 1-4 -0.3521** -0.2491
Primary Grades 5-7 -0.5247*** -0.3454**
Secondary+ -0.6996*** -0.4511**
Maternal age at first marriage
<16 years reference reference
16-17 -0.2025 -0.2302*
18-19 -0.2800** -0.4961***
20+ -0.2946* -0.5977***
Ever-use of modem contraception
No reference reference
Yes -0.3260*** -0.2483**
Pre-natal care for last child
No reference reference
Yes -0.5759*** -0.7659***
Place of residence
Urban reference reference
Commercial farms 0.3235* 0.2769*
Communal lands 0.1993* 0.2382**
Region of residence*5
Region 2 reference reference
Region 1 0.1850 0.3962***
Region 3 0.0885 0.1388
Constant 2.1026 2.1345
R-squared 0.084 0.065
Adjusted R- squared 0.075 0.058
F- ratio 9.361*** 9.342***
N 1240 1618
Notes: a Weighted by the number of children ever bom.
b Region 1 includes Manic aland, Mashonaland West and Mashonaland Central.
Region 2 includes Mashonaland East, Matebeleland North, Matebeleland South, Harare and 
Bulawayo.
Region 3 includes Masvingo and Midlands.
*** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Sources: Primary analysis of the 1984 ZRHS and 1988 ZDHS data tapes.
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For maternal education, the differences were greater between the mortality of 
children of uneducated mothers and those with primary Grades 1-4 education than 
between any of the higher education categories. This may be an indication of the 
importance of providing a few years of education in reducing child mortality. Substitutes 
for formal education, such as adult literacy campaigns, may have had substantial effects 
on reducing child mortality in Zimbabwe. Differences by maternal education were greater 
in the 1984 ZRHS than in the 1988 ZDHS.
An age at marriage of 15 years or less was significantly associated with higher 
child mortality than later ages at first marriage. The differences between the mortality of 
children whose mothers first married at age 15 or less and those marrying at ages 16-17 
was of similar magnitude in both surveys. However, while the 1984 ZRHS showed only 
limited further benefit for child mortality by women marrying at ages 18 or higher, the 
1988 ZDHS showed that further postponement of marriage significantly lowered child 
mortality. Ever-use of modem contraception had a significant relationship with child 
mortality in the expected direction in both surveys but the differences were greater in the 
1984 ZRHS. The fact there was a substantial increase in the use of modem contraception 
as can be calculated form the proportions reporting ever-use of modem contraception in 
the 1984 ZRHS and the 1988 ZDHS (Appendix 6.1), may be the reason for the smaller 
effect of contraception in the 1988 ZDHS. Differences between the mortality of children 
whose mothers had pre-natal care and those who had no pre-natal care for their last child 
were significant in both surveys, but were greater in the 1988 ZDHS.
Differences by place of residence were maintained after controlling for the other 
factors in the model. Urban areas were associated with significantly lower childhood 
mortality than communal lands and commercial farms. Within rural areas, commercial 
farms were associated with higher mortality than communal lands, although differences 
were relatively small. Differentials by place of residence were not significant when 
controls were introduced except for Region 1 in the ZDHS (Table 6.8). However, when 
the other variables were controlled for individually or in pairs, differences by place of
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residence remained significant in both surveys. This indicates that the loss of significance 
for region of residence was not due to the association with any particular variable but due 
to the combined effect of the different variables.
Although differences by region of residence were not significant in the 1984 
ZRHS, the pattern of differences was the same as in the 1988 ZDHS. After controlling 
for the other factors, provinces in Region 1 (Manicaland, Mashonaland Central and 
Mashonaland West) were associated with significantly higher childhood mortality than 
those in Region 2 (Mashonaland East, Matebeleland North and South, Harare and 
Bulawayo). The provinces in Region 3 (Midlands and Masvingo) were also associated 
with higher childhood mortality than those in Region 2.
The patterns described above are based on the assumption that the effects of the 
different variables can be added together to produce a predicted level of child mortality. 
The models in Table 6.8 do not include the possibility of interactions among certain 
variables, and the effects shown are averages. However, the effects of certain variables 
may not be uniform across all categories of other variables, for example, the effect of 
education on reducing child mortality may be higher in urban areas than in rural areas. In 
order to examine the extent of the interactions between variables, the equations in Table 
6.8 had to be re-estimated separately for the different categories of the variables for 
which interactions were likely. Although interactions between some of the variables, 
especially education and rural/urban residence, were anticipated, separate equations 
estimated for rural and urban areas produced results that were highly inconsistent and in 
unexpected directions even for a basic variable like education. The regression fits were 
probably distorted by small numbers.
6.4.3 The relative im portance of individual variables
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In this section the relative importance of the different factors was assessed from 
two view-points. First, factors were identified which, when considered by themselves, 
were important in predicting the woman's level of child mortality. In other words, 
separate regression models were estimated with each variable as the sole predictor, and 
the most important variables were those that explained the greatest variance in child 
mortality. The results of the single predictor regressions are shown in Panel 1 of Table 
6.9. Second, the importance of the variables is assessed by the reduction in the value of 
R-squared, due to the omission of the variable from the complete model with all the 
independent variables. The significance of the change in R-squared (marginal R-squared) 
is tested by the F-test The results of this process are shown in Panel 2 of Table 6.9.
When considered one at a time, all the variables contributed significantly to 
explaining variations in the index of childhood mortality in both surveys (Panel 1, Table 
6.9). On the basis of R-squared values, the single most valuable piece of information for 
predicting child mortality in the 1984 ZRHS was maternal education followed by pre­
natal care. In the 1988 ZDHS it was age at first marriage followed by maternal education. 
However, some variables had more categories than others and would tend to explain 
more variance even if child mortality was purely random. Results of the F-test of 
statistical significance, which adjusts for the degrees of freedom used up by variables with 
more categories, are also shown in Table 6.9. When adjustment was made for degrees of 
freedom, the order of importance varied. In both surveys, the variable with the greatest 
F-ratio was the dummy variable for pre-natal care during pregnancy with the last child 
and this was followed by ever-use of modem contraception. Maternal education came 
third in the 1984 ZRHS and in the 1988 ZDHS it had the smallest F-ratio. This indicates 
that the relatively high value of R-squared associated with maternal education was partly 
a result of the number of categories, four compared to two for pre-natal care and use of 
modem contraception.
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Table 6.9 Multiple regression R-squared and change in R-squared values 
associated with the individual independent variables, by survey: 
Zimbabwe
PANEL 1
Individual variable
PANEL 2 
Full model
R-
squared
Adj R- 
squared
F-ratio R-
squared
without
predictor
Adjusted
R-squared
without
predictor
Marginal
R-squared
F-ratio
change
1984 ZRHS 
Maternal education 0.0449 0.0430 19.27** 0.0704 0.0636 0.0135 6.02**
Region of residence 0.0131 0.0115 8.21** 0.0820 0.0745 0.0019 121
Place of residence 0.0253 0.0237 16.02** 0.0806 0.0731 0.0033 220
Maternal age at first 
marriage
0.0077 0.0053 3.21** 0.0767 0.0714 0.0039 1.75
Ever-use of modem 
contraception
0.0270 0.0262 34.32** 0.0765 0.0682 0.0074 9.91**
Pre-natal care for last 
child
0.0336 0.0328 42.97** 0.0729 0.0645 0.0110 14.47**
All variables 0.084 0.075 9.36**
1988 ZDHS 
Maternal education 0.0239 0.0221 13.16** 0.0605 0.0553 0.0048 2.72**
Region of residence 0.0166 0.0154 13.61** 0.0584 0.0526 0.0069 5.88**
Place of residence 0.0148 0.0149 13.20** 0.0627 0.0569 0.0026 222
Maternal age at first 
marriage
0.0254 0.0236 14.00** 0.0528 0.0476 0.0124 7.12**
Use of modem 
contraception
0.0095 0.0089 15.49** 0.0625 0.0561 0.0028 4.82**
Pre-natal care for last 
child
0.0160 0.0154 26.22** 0.0570 0.0506 0.0083 14.20**
All variables 0.065 0.058 9.34**
Notes: ** Significant at the five per cent level.
* Significant at the 10 per cent level.
Sources: Primary analysis of the 1984 ZRHS and 1988 ZDHS data tapes.
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On the basis of the changes in the amount of variance explained (R-squared) 
resulting from the omission of each variable from the complete regression model (Panel 2 
of Table 6.9), the more important variables, are identified by larger values of R-squared 
change and F-ratios. When all the other variables were present in the model, only three of 
the variables in the 1984 ZRHS and five in the 1988 ZDHS contributed significantly, at 
the 10 per cent level, to explaining variation in child mortality. In both surveys, maternal 
education, ever-use of modem contraception and pre-natal care made significant 
contributions to explaining variation in child mortality when all other variables were 
already in the model. In the 1988 ZDHS, region of residence and age at first marriage 
also made significant contributions. Pre-natal care had the highest F-ratio for the change 
in R-squared in both surveys, followed by ever-use of modem contraception in the 1984 
ZRHS and age at first marriage in the 1988 ZDHS.
The results in both the 1984 ZRHS and the 1988 ZDHS indicate that, if 
information was available on all the other variables in the model, no significant additional 
information would be gained about a woman's child mortality by knowing her of place of 
residence (Table 6.9). In the 1984 ZRHS, even additional information on region of 
residence and age at first marriage would not add significantly to the prediction of 
mortality. The existence of inter-relationships between the independent variables is 
indicated by the fact that some variables with significant R-squared values when 
considered individually (Panel 1), were not significant when all the other variables were in 
the model (Panel 2).
6.4.4 Identification of relative childhood mortality risk groups
In the preceding sections, the regression coefficients from the 1984 ZRHS and 
1988 ZDHS were analysed from the perspective of assessing the extent and consistency 
of differentials from the two surveys. However, from the regression coefficients, a 
comparison of the relative differences in mortality risk for children bom to women with 
certain combinations of characteristics is difficult because the pattern of differences 
varied widely between the surveys, and the standard values were different The index of 
childhood mortality for women with certain characteristics predicted from the regression
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models can, however, be converted into probabilities of dying before age five years (q(5)) 
(Hill, 1989:119-121; Preston and Haines, 1991:205-206). The conversion is based on the 
national average value of q(5) obtained by averaging the q(5) implied by the indirect 
estimates of q(2), q(3) and q(5), using the Coale and Demeny North model life tables as 
discussed in Section 6.2, and the average value of the index of child mortality for the total 
sample. The estimated probabilities of dying before age five years are compared to the 
national average to establish relative risks, which are then compared both within and 
between the different surveys. The estimated q(5) values for the different risk groups are 
also compared between the surveys to establish within-group mortality changes.
In this study the focus was on the risk groups identified by place of residence and 
maternal education. Place of residence was considered important because the results 
would reflect the relative health situation in commercial farming areas, communal lands 
and urban areas and possibly affect development policy. Education was selected because 
of its demonstrated strong relationship with child mortality (Caldwell, 1979, 1984; Ware, 
1984; Jain, 1985). In estimating the index of child mortality and the corresponding q(5) 
for the risk groups, separate regression models were estimated with only these two 
variables. In order to avoid small cells maternal education was categorised into not 
educated, primary, and secondary and higher education. The coefficients for the 
regression models are shown in Table 6.10.
The mortality risks (q(5)) associated with children whose mothers had the 
respective characteristics are shown in Table 6.11, where they are also expressed relative 
to the national average. The relative risks are categorised into five groups: very-high- 
mortality-risk (mortality index more than 45 per cent above national average), high- 
mortality-risk (mortality index 16-45 per cent above national average), average-mortality- 
risk (mortality index 85-115 per cent of the national average), low-mortality-risk 
(mortality index 16-45 per cent below the national average) and very-low-mortality-risk 
(mortality index more than 45 per cent below the national average).
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Table 6.10 Regression coefficients (B) of the effects of maternal education and
place of residence on the index of child mortality, by survey: Zimbabwe
1984 ZRHS 1988 ZDHS
Mean Index 1.042 1.030
Residence
Urban reference reference
Commercial farms 0.4799** 0.5236**
Communal lands 0.3729** 0.3802**
Education
None reference reference
Primary -0.6254** -0.4735**
Secondary* -1.0091** -0.7780**
Constant 1.3618 1.1750
R-squared 0.0500 0.0280
Adj R-squared 0.0480 0.0260
F-ratio 18.30** 14.26**
N 4323 5808
Notes: ** Significant at the five per cent level
Sources: Primary analysis o f the 1984 ZRHS and 1988 ZDHS data tapes.
Substantial variations in the mortality-risk of children in the different risk groups 
existed in both the 1984 ZRHS and 1988 ZDHS (Table 6.11). In the 1984 ZRHS, the 
probability of children dying before age five years varied from a low of 36 per 1000 for 
urban mothers with secondary education to a high of 186 per 1000 for uneducated 
mothers on communal lands. In the 1988 ZDHS, the variations ranged between 34 per 
1000 for children of urban mothers with secondary education and 145 per 1000 for 
uneducated mothers on commercial farms.
In both surveys, the very-high-mortality-risk category comprised children bom to 
mothers with no education residing on communal lands and on commercial farms. The 
high-risk-mortality category comprised children of women with primary education living 
on commercial farms and uneducated urban women in both surveys. The very-low-risk 
category comprised children bom to urban mothers with secondary education 
constituting nine and 11 per cent of all the children in the 1984 ZRHS and 1988 ZDHS 
respectively. The proportion of children in the above-average-risk groups was 25 per cent
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in the 1984 ZRHS and 26 per cent in the 1988 ZDHS, while those in the below-average 
groups were 37 per cent and 32 per cent respectively. Although the proportions of 
children in the below-average-risk categories differed, the groups in the different risk 
categories were basically the same.
Table 6.11 Relative childhood mortality risk groups by maternal place of residence 
and education, by survey: Zimbabwe
1984 ZRHS 1988 ZDHS
Relative risk and categories q(5)
per
1000
% of total
births
(N=3623)
q(5)
per
1000
% of total
births
(N=4702)
National average4 105 88
Very-high-risk (q(5) > 145% 
of average)
Communal lands and not educated 186 11.9 133 10.3
Commercial farms and not educated 175 3.3 145 5.9
High-risk (q(5) was 116-145% 
of average)
Urban and not educated 137 3.8 100 2.5
Commercial farms and primary 123 6.3 105 7.4
Average-risk (q(5) was 85-115% 
of average)
Communal lands and primary 112 35.0 92 40.4
Low-risk (q(5) was 84-55 % 
of average)
Urban and primary education 74 28.4 60 16.3
Communal lands and secondary 66 5.1
Very-low-risk (q(5) < 55 % of 
national average) 
Urban and secondary 36 9.0 34 10.5
Sources: Primary analysis o f the 1984 ZRHS and 1988 ZDHS data tapes. 
Notes: Categories with less than 100 births were omitted.
a Mean value implied by the indirect estimates of q(2), q(3) and q(5).
For each risk group, the probability of dying before age five years (q(5)) was 
lower in the 1988 ZDHS than the 1984 ZRHS (Table 6.11). For example, for uneducated 
women in communal lands the q(5) was 186 per 1000 in the 1984 ZRHS compared to 
133 per 1000 in the 1988 ZDHS, a decline of 28 per cent These findings indicate that the
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relative differences in child mortality reflected by the indirect estimates from the 1984 
ZRHS and 1988 ZDHS are real differences within risk groups (as defined here) rather 
than simply differences in the structural composition of the sample population by risk 
group. Although the within-group differences between the 1984 ZRHS and 1988 ZDHS 
may imply mortality declines in the inter-survey period, the magnitudes seem too large for 
such a short period, especially for children of uneducated mothers living in communal 
lands and in urban areas. The proportions of children ever bom to these women were 
slightly lower in the 1988 ZDHS than in the 1984 ZRHS, which may be a result of the 
fact that women in these high risk groups may have under-reported their dead children to 
a greater extent in the 1988 ZDHS resulting in lower child mortality estimates. As a 
result, the mortality rates in Table 6.11 may be appropriate as indicators of relative 
mortality between sub-groups of the population, but their absolute values may, not be 
good indicators of actual mortality levels. Furthermore, the analysis in Chapter Three 
concluded that indirect estimates from the 1984 ZRHS and 1988 ZDHS data were likely 
to produce unreliable estimates of mortality levels.
6.5 Sum m ary
This chapter examined the factors associated with childhood mortality 
differentials among sub-groups of women in Zimbabwe. Data from three surveys, the 
1984 ZRHS, 1987 ICDS and 1988 ZDHS was used. The characteristics of women 
considered include province of residence, education, husbands' education, place of 
residence, pre-natal care and delivery attendant for last birth, ever-use of modem 
contraception, age at first pregnancy, age at first marriage, age at first live birth and 
pregnancy loss. Childhood mortality differentials were examined initially by considering 
variables one or two at a time and then in a multivariate framework, where the effects of 
other factors were controlled for, and the results from the different surveys were 
compared to determine consistency. The Trussell and Preston (1982 and 1984) index of 
child mortality given by the ratio of observed to expected child deaths was used as a 
measure of child mortality for sub-groups of women and for individual women in the
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multivariate analysis. Only the 1984 ZRHS and 1988 ZDHS were used in the multivariate 
analysis.
The univariate and bivariate analyses revealed substantial differences in childhood 
mortality by province of residence, maternal and paternal education, place of residence, 
age at first pregnancy, age at first marriage, ever-use of modem contraception and use of 
modem health services for pre-natal care and delivery. The relationships were in the 
expected directions and the differentials were generally of comparable magnitude in the 
three surveys. Provincial differentials showed that childhood mortality was highest in 
Manicaland, Mashonaland West and Mashonaland Central, average in the Midlands and 
Masvingo and lowest in Bulawayo, Harare, Matebeleland North and South, and 
Mashonaland E ast The same provinces with high childhood mortality ratios also had the 
highest proportions of women who had no pre-natal care while pregnant with their last 
child. This may be an indicator of the differences in the availability and accessibility of 
health services among the provinces. Within rural areas, childhood mortality was higher 
on commercial farming areas than in communal areas.
When independent variables were considered one at a time, whether or not the 
mother had pre-natal care for the. last birth was the most important variable for predicting 
child mortality in both surveys followed by ever-use of modem contraception. When the 
effects of the other variables were controlled for in a multivariate model, each of the 
factors included in the analysis showed significant differences at least at the 10 per cent 
level in both the 1984 ZRHS and the 1988 ZDHS except region of residence which was 
significant only in the 1988 ZDHS. The existence of substantial child mortality 
differentials among risk groups was also identified. For example, in the 1984 ZRHS, 
children of mothers with no education residing in communal lands were estimated to have 
a risk of dying that was five times that for children of urban mothers with secondary 
education. A similarly large difference was observed in the 1988 ZDHS. The comparative 
analysis in this chapter showed a high degree of consistency of child mortality 
differentials from the 1984 ZRHS and 1988 ZDHS.
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However, an important practical limitation of the index of childhood mortality 
used as the dependent variable in this chapter is that the index was based on the mortality 
experience of all children irrespective of age at death. As a result, the analysis did not 
allow identification of differences in the relative importance of the various factors in 
affecting infant mortality (q(l)) and child mortality (4ql). The following two chapters 
address this problem by examining separately some of the factors affecting infant and 
child mortality. These analyses are based on the 1988 ZDHS birth histories and 
incorporate a wider range of possible factors affecting infant and child mortality. Paternal 
occupation, household characteristics such as water supply and sanitation, and proximate 
bio-demographic factors specific to each child in question are included, in addition to 
some of the factors considered in this chapter. The survival of each child through infancy 
and between ages one and five years is the dependent variable.
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CHAPTER SEVEN
FACTORS AFFECTING INFANT AND CHILD M ORTALITY:
A UNIVARIATE AND BIVARIATE ANALYSIS
7.1 Introduction
This chapter aims to identify characteristics of maternal reproductive behaviour, 
background characteristics of parents, and household characteristics that are significantly 
associated with infant and child mortality differentials in Zimbabwe. The analysis is based 
on the 1988 ZDHS birth history data. Unlike the preceding chapter which focused on the 
mortality experience of children bom to each woman, irrespective of age at death, this 
chapter takes account of the effect of age on child mortality by distinguishing infant 
mortality (q(l)) from child mortality (4ql). The distinction by age is important since the 
causes of mortality during infancy are largely different from the causes of death during 
early childhood. Deaths during the first year of life, especially the neo-natal period, are 
mainly a result of biological factors associated with the processes of gestation and birth, 
while deaths at later ages are more associated with the socio-economic and living 
environments (Stockwell, 1962). A large proportion of deaths during infancy result from 
poor obstetric care, congenital malformations, prematurity and low birth weight; whereas 
mortality at ages one to four years is more influenced by availability of preventive and 
curative health services, water and sanitation and socio-economic characteristics of 
parents and households (Winikoff, 1983).
This chapter serves to show the basic form of the relationship between infant and 
child mortality and the selected variables and is a building block for the following chapter 
which focuses on logistic regression. Based on the relationships shown in this chapter 
some of the variables are collapsed into fewer categories while others are combined in 
the logistic regression analysis in Chapter E ight
7.2 M ethods of analysis
The mortality indicators used to examine infant and child mortality differentials in 
this chapter are q (l) , the probability of dying between birth and exact age one year and
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4 q l, the probability of dying between the first and fifth birthdays. These measures were 
calculated and compared for the different sub-groups of the explanatory variables. The 
Chi-square test of independence was used in the analysis based on the Statistical Package 
for the Social Sciences (SPSS)1 (Norusis/SPSS Inc., 1990). The accepted levels of 
significance for the Chi-square test were one per cent, five per cent and 10 per cent
The analysis in this chapter includes several groups of variables. The first consists 
of background individual characteristics of parents, such as education and use of modem 
contraception, which were considered as indicators of parental skills, beliefs and values. 
The expectation is that higher maternal and paternal education and use of modem 
contraception would be associated with lower infant and child mortality. Infant and child 
mortality differentials were also examined by place of residence (urban areas, communal 
lands and commercial farms) which reflect differences in standard of living and socio­
economic organisation between these communities. Based on the discussions in Chapter 
Two and the results of the analyses in Chapters Five and Six, the expectation is that both 
infant and child mortality would be higher in commercial farms than in urban areas and 
communal lands. Province of residence, which may reflect differences in disease 
prevalence and regional development was also included as a background factor, and 
analyses in Chapters Five and Six showed that provincial differentials in childhood 
mortality were substantial in Zimbabwe.
The second group of variables consists of reproductive characteristics (maternal 
fertility factors) which are specific to each child and are sometimes referred to as bio­
demographic factors. These include maternal age at child birth (in this thesis often 
referred to simply as maternal age), birth order and length of preceding and succeeding 
birth intervals. They constitute one component of the proximate determinants in the 
Mosley and Chen framework (Chapter One, Section 1.6). Short birth intervals and 
extreme maternal ages and birth orders were expected to be associated with higher infant 
and child mortality. Sex, year of birth and survival status of preceding birth at age one
1The Likelihood Ratio Chi-square statistic from the SPSS procedure CROSSTABS was used to test the 
independence of the survival status of the infant or child and the selected independent variables.
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year were also included. Sex of the child represents the effects of the biological 
differences between male and female children at birth; and year of birth was included as a 
control for the effects of changes in infant and child mortality over time. The survival 
status of the preceding child was included to capture effects of intra-familial mortality.
Other groups of proximate determinants were only partially or indirectly 
incorporated into the analysis as direct information was not available. For example, the 
third group of variables includes household characteristics such as source of domestic 
water and type of sanitation facilities, which may be considered to represent quality of 
the environment in which the child was raised. Safe water supply (tap, protected well, 
borehole or spring) and the availability of a toilet were expected to be associated with 
lower infant and child mortality. However, one limitation is that the characteristics 
referred to conditions at the time of the survey and not at the time of mortality risk. 
Household possessions such as radios, televisions, refrigerators and cattle may indicate 
financial resources in the household, and hence food availability to children. Households 
with any of the household goods (radio, bicycle, television, refrigerator and/or cattle) are 
expected to be associated with lower infant and child mortality than those without Also, 
households in which the father has an occupation that required some schooling 
(professional, technical, clerical, sales and service) are expected to be associated with 
lower infant and child mortality. Such occupations are likely to be associated with higher 
salaries and hence more resources for the children and better living conditions. Because 
the socio-economic organisation of urban areas, communal lands and commercial 
farming areas differs greatly, the effects of household characteristics are examined 
separately for urban areas, communal lands and commercial farming areas.
With respect to infant mortality, children bom in the year preceding the survey 
were not exposed to mortality for a full year and, similarly, for child mortality, children 
bom in the five years preceding the survey had not been exposed to the risk of mortality 
for five years at the time of interview. To avoid the problem of incomplete exposure, 
cases with incomplete exposures were discarded. As a result, in the calculation of q (l) 
only those children who had been exposed to mortality for at least twelve months at the
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time of the survey were included. For the calculation of 4ql only those children bom five 
or more years before the survey (exposed to mortality for at least five years) and who 
had survived to age one year were included. To reduce problems of recall errors 
associated with the reporting of dates for events that occurred in the remote past, births 
which occurred prior to 1970 were excluded2. Hobcraft (1991:1158) noted that, 
inclusion of births to older women, for example, aged 35 and over at the time of survey, 
may understate mortality differentials for such women as the child mortality experience 
was unduly concentrated towards the time of the survey when mortality levels were 
relatively low. This may also affect patterns of differentials whenever age is not 
controlled for. The censoring and truncation resulted in smaller numbers of cases, 
especially for the estimation of child mortality (4ql) for sub-groups of the population. As 
a result, caution should be exercised when interpreting the relationships between the 
different factors and child mortality, especially when considered separately for urban, 
communal and commercial farming areas, as they may be influenced by small numbers.
Multiple births have been observed to experience much higher mortality than 
single births, especially during infancy (Rutstein, 1983:35). In the 1988 ZDHS sample, a 
total of 379 multiple births was reported among children bom in 1970 or later who had 
been exposed to mortality for at least 12 months. Of these, 54 died before their first 
birthday, giving a probability of dying before age one year of 142 per 1000 compared to 
53 per 1000 for single births over the same period. Differences in the probabilities of 
dying between ages one and five years were negligible, being 35 and 37 per 1000 for 
multiple births and single births respectively. Because of their excess mortality, multiple 
births were excluded from the analysis in this study.
Since not all the variables examined were available for all cases, the sample size 
varies from one variable to another. However, the sample for most of the analysis was 
limited to 9423 births for infant mortality and 6408 births for child mortality. Also,
2It was noted in Chapter Four that infant and child mortality in Zimbabwe was declining which implies 
that the differentials may have changed over time and the grouping of births since 1970 may bias the 
observed differentials. However, due to the small sample it was not possible to analyse separately earlier 
and later birth cohorts.
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because the range of variables for which information was available was limited, the 
analytical models examined in this study were simplified and the causal mechanisms often 
had to be inferred or assumed. The categorisation of the independent variables was based 
on empirical findings from previous studies and the distribution of the births or exposed 
children with respect to the different variables. The convention of referring to the child in 
question as the index child was adopted in this study.
7.3 Bio-demographic factors
Maternal reproductive characteristics which include; age of mother at birth of 
child, parity or birth order, and length of preceding and succeeding birth intervals, have 
been noted to have significant effects on the risk of infant and child mortality. For 
example, Pebley and Stupp (1987:50-51) found in Guatemala that, the risk of dying was 
highest among children bom to women at the youngest and oldest ages. In Malaysia, 
DaVanzo et al., (1983:388) noted that the risk of dying was relatively high for children 
bom to mothers aged less than 18 years and over 40 years. Bhuiya and Streatfield 
(1992:454) found, in Bangladesh, that first births and birth orders five and higher were 
associated with relatively high mortality risks. Several studies have also shown that short 
birth intervals were associated with high risks of mortality; see, for example, De 
Sweemer (1984:55) in Punjab, India, Qeland and Sathar (1984:409) in Pakistan, Pebley 
and Stupp (1987) in Guatemala, and the comparative analysis of the Demographic and 
Health Surveys by Bicego and Boerma (1992:249-250).
7.3.1 Maternal age and birth order
The relationship between maternal age and birth order, and infant mortality has 
been observed to be J- or U-shaped, that is, mortality is relatively high among young and 
older mothers and low for middle-aged mothers; mortality is also relatively high among 
first births and higher order births. The high mortality of children bom to very young 
mothers is related the immaturity of the reproductive system to manage a birth, and 
among children of older mothers it is related to the decline in the efficacy of the 
reproductive system with age (Pebley and Stupp, 1987:43). The effects of birth order 
and maternal age are related, as low birth orders tend to be to younger mothers and
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higher birth orders to older mothers. However, both maternal age and birth order have 
independent influences on infant mortality (Cabrera, 1980 and Gribble, 1993). Pebley and 
Stupp argue that, irrespective of maternal age, first bom children may be at a relatively 
high risk of dying as the reproductive system is in the process of adapting to pregnancy 
and child birth. Young mothers may bear premature and low birth weight infants because 
of poor nutritional status, inadequate use of ante-natal care and lower educational 
achievements (Gribble, 1993:139). Late age at child bearing also presents a high risk for 
the new bom (Federici and Terranato, 1980). Nortman (1974) observed that the 
optimum age for child bearing was between 20 and 35 years and that ages outside this 
range were associated with higher probabilities of stillbirths, peri-natal and infant 
mortality.
Table 7.1 presents infant and child mortality rates by birth order and maternal 
age. The results show that the relationship between infant mortality and maternal age 
was statistically significant and U-shaped as expected. Infant mortality was lowest for 
mothers aged 25-29 years, and was progressively higher for younger and older women. 
Child mortality was also highest for young mothers aged under 20 years, but the 
differentials were relatively small, and the relationship was not statistically significant
Infant mortality was higher among children of birth orders six or higher, followed 
by first births, and was lowest among children of birth order four (Table 7.1). Child 
mortality differentials by birth order were insignificant; the probability of dying varied 
narrowly between 36 and 38 per 1000 for children of the different birth orders. Previous 
studies demonstrated that parity was related to birth weight, and a higher incidence of 
low birth weight, which increases the risk of infection and mortality at young ages, was 
observed among first births (Gribble, 1993:133,139). Second order births were heavier 
than first births, and third order births also increased in birth weight, while births of 
higher order showed little or no increase.
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Table 7.1 Infant and child mortality rates by maternal age and birth order: 
Zimbabwe, 1988 ZDHS
Variable Infant mortality 
(q(l) per 1000)
Child mortality 
(4ql per 1000)
Maternal age at child birth
<20 68 (1901) 44(1371)
20-24 48 (2929) 39 (2073)
25-29 43 (2249) 34 (1526)
30-34 54 (1473) 30 (970)
35-39 58 (668) 31 (386)
40+ 74 (203) -
LRX2 16.2 5.0
d f 5 5
P <0.01 NS
N 9423 6408
Birth order
1 61 (2151) 36 (1507)
2 48 (1764) 37 (1258)
3 48 (1448) 37 (1020)
4 38 (1182) 37 (792)
5 43 (905) 38 (609)
6+ 65 (1973) 36 (1222)
LRX2 17.4 0.1
d f 5 5
P <0.01 NS
N 9423 6408
Notes: Figures in brackets represent the number of births for infant mortality and number of exposed 
children for child mortality.
- Means less than 100 children at risk.
d f  is the degrees of freedom.
p is the significance lev e l
NS means not significant at the 10 per cent level.
N  is the total number of cases.
Source: Primary analysis o f the 1988 ZDHS data tapes.
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As discussed above, the effects of maternal age and birth order are usually 
related, as first births are bom mainly to younger women and higher order births to older 
women. Table 7.2 presents infant and child mortality rates by mother's age at birth of 
child and birth order, when controls for the effects of each other are introduced. For 
mothers under age 20, infant mortality increased with birth order. For first bom children 
of teenage mothers, the probability of dying in infancy was 67 per 1000, rising to 85 per 
1000 for children of birth order three. This pattern supports the argument that successive 
births to a teenage mother deplete her health and increase the mortality risk to the 
children. For mothers aged 20 years and above, only first births and birth orders six or 
higher were associated with relatively higher infant mortality.
The results in Table 7.2 reflect the fact that children of teenage mothers 
experienced higher infant mortality than those of older mothers, even after controlling for 
birth order. Irrespective of birth order, infant mortality was high (in excess of 60 per 
1000) for children of teenage mothers, while for older women such high mortality levels 
were experienced only by higher birth orders (six and above). On the other hand, 
differences between the infant mortality experience of children bom to women aged 20- 
29 and of those bom to women aged thirty and above did not show a consistent pattem 
when controls for birth order were introduced. Table 7.2 also shows that the high infant 
mortality of first order births (Table 7.1) was related to the high proportion of these 
births occurring to teenage women (61 per cent).
As regards child mortality, the numbers exposed to the risk of dying were 
comparatively small and, as a result, it is not possible to make any firm conclusions. 
However, first and second order births to teenage mothers experienced higher mortality 
than children of similar birth orders bom to older mothers. Differentials by maternal age 
did not reveal any definite pattern for birth orders four and above, 99 per cent of which 
were to women aged 20 years or more.
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Table 7.2 Infant and child mortality rates by maternal age according to birth 
order: Zimbabwe, 1988 ZDHS
Birth order
I 2 3 4 5 6+ All
Infant
Mortality
Maternal age 
<20 67 66 85 n/a 68
(1310
)
50
(456) (106) (1901)
20-29 42 45 41 38 67 46
(805) (1230) (1203) (928) (546) (466) (5178)
30+ - - 50 22 51 65 57
(139) (231) (353) (1507) (2344)
Child
Mortality
Maternal age 
<20 41 47 n/a 44
(924) (338) (1371)
20-29 27 32 38 40 37 52 36
(554) (862) (844) (629) (383) (327) (3599)
30+ - - - 21 41 30 30
(146) (220) (895) (1438)
Notes: Figures in brackets represent the number of births for infant mortality and number of exposed 
children for child mortality.
- Means less than 100 at risk, 
n/a = not applicable.
Source: Primary analysis o f the 1988 ZDHS data tapes.
The findings in this section indicate that birth order and maternal age were 
associated more with infant than child mortality. This may be a result of the fact that both 
maternal age and birth order were related to mortality partly through their association 
with low birth weight, the effect of which is more important for survival in the early days 
of life than at older ages. The results also show that for both infant and child mortality, 
the combination of young maternal age with high parity placed children at higher 
mortality risks both during infancy and between ages one and five years. Young maternal 
age (less than 20 years) and high birth order (three or higher) suggest close spacing of 
births.
199
7.3.2 Birth intervals
One of the main reasons for promoting family planning is that it contributes to 
improved maternal and child health by promoting longer birth intervals. Strong 
relationships have been observed between length of birth intervals and infant and child 
mortality in studies in different countries (Hobcraft et aL, 1983,1984; Cleland and Sathar, 
1984; Majumder, 1989). The mechanisms through which length of birth interval affects 
mortality are not fully understood. However, the most commonly suggested paths are 
through maternal depletion and sibling competition (Geland and Sathar, 1984; Gribble, 
1993). The maternal depletion hypothesis argues that closely spaced pregnancies deplete 
a woman's reproductive system and nutritional resources which may lead to prematurity 
and low birth weight, and thus increased mortality risks (Winikoff, 1983:239; Gribble, 
1993:133-134). However, Geland and Sathar (1984:417-419) concluded that the crucial 
determinant of infant and child well-being was the interval immediately preceding the 
birth of the index child and not the intensity of earlier child bearing.
The sibling competition hypothesis focuses on the allocation of resources in the 
family. When a new baby is bom, there is competition among siblings for parental care 
and other resources. Lack of adequate care for the child may result in higher incidence of 
illness, for example, due to unclean environment, higher exposure to infectious agents 
and accidents, and furthermore, the incidence of cross-infection is more likely between 
closely spaced siblings (Boerma and Bicego, 1991:1185). Length of succeeding birth 
interval may be related to infant and child mortality through premature weaning (Geland 
and Sathar, 1984:402).
Geland and Sathar (1984:407) suggested that the survival of successive siblings 
early in life, which is influenced to a large extent by endogenous causes, may be 
correlated. This may be a result of biological conditions such as hereditary diseases, birth 
trauma due to small pelvis or propensity to deliver prematurely. Controlling for survival 
of previous child may reduce the effects of birth intervals on child mortality. On the other 
hand, the death of the previous sibling will remove the potential effects of sibling
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competition and disease transmission and thus controlling for survival of preceding 
sibling could increase the effects of birth intervals (Boerma and Bicego, 1991:1186).
The general hypothesis is that short birth intervals increase the risk of illness and 
mortality. However, it has also been suggested that birth intervals that are too long may 
be associated with increased mortality risks (Wolfers and Scrimshaw, 1975; Gray, 1981). 
Rutstein (1983) concluded that the relationship between longer birth intervals and infant 
mortality was unclear. Although long birth intervals may allow the mother more time to 
prepare for the next child, intervals that are very long may reflect the incidence of 
maternal health problems including foetal loss and stillbirths. Long intervals may also be 
a result of reporting errors, especially omission of dead children, which would lead to 
biases in the estimates.
Infant and child mortality rates by length of preceding birth interval and the 
associated significance levels are presented in Table 7.3. Both infant and child mortality 
were significantly related to the length of the preceding birth interval Children bom 
within a short period of the preceding birth experienced higher mortality than those bom 
after longer intervals. Children bom within 18 months of the birth of the preceding 
sibling experienced infant mortality at a rate double that of children bom between 19 and 
36 months of the birth of the preceding sibling and nearly three times that of children 
bom after 37 or more months. Similar differences were also observed for child mortality.
Problems exist in the study of the effects of preceding birth interval on the 
survival of the index child. The early death of the older of a pair of siblings may shorten 
the length of the interval to the next birth by cessation of breastfeeding or desire to 
replace the dead child. This would lead to a spurious association between the length of 
the preceding birth interval and the survival of the younger of the sibling pair. The 
problem of reciprocal causality is overcome by considering the survival status of the 
preceding child as differences by length of preceding birth interval are examined (Qeland 
and Sathar, 1984:401; Pebley and Stupp, 1987:47).
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Table 7 3  Infant and child mortality rates by length of preceding birth interval: 
Zimbabwe, 1988 ZDHSa
Variable Infant mortality 
(q(l) per 1000)
Child mortality 
(4ql per 1000)
Preceding birth interval 
(months)
<19 102 (830) 69 (594)
19-36 48 (4343) 36 (2967)
37+ 35 (2099) 24 (1340)
LRX2 48.9 21.2
d f 2 2
P <0.01 <0.01
N 7272 4901
Notes: a Excludes first births.
Figures in brackets represent the number of births for infant mortality and number of exposed 
children for child mortality, 
p is the significance lev e l 
N is the total number of cases.
Source: Primary analysis of the 1988 ZDHS data tape.
Table 7.4 compares the effects of length of preceding birth interval on the 
mortality of index children whose preceding sibling died in infancy to that of index 
children whose preceding sibling survived to age one year. Although the estimates for 
those children whose preceding sibling died before age one year should be regarded with 
caution as the numbers at risk were relatively small, some clear patterns emerge from 
Table 7.4. Whether the preceding sibling died in infancy or survived to age one, shorter 
preceding intervals, 18 months or less, were associated with higher mortality, both 
during infancy and between ages one and five years. The persistence of mortality 
differentials by length of preceding birth interval, even where the previous child died in 
infancy, provides evidence that the effects of a short preceding birth interval do not 
operate entirely through sibling competition (Cleland and Sathar, 1984:409).
The results in Table 7.4 indicate that the survival chances of successive siblings 
were correlated. The probability of dying during infancy was twice as high when the 
preceding sibling died during infancy as when the preceding sibling survived infancy, 94 
and 49 per 1000 respectively. Irrespective of the length of the preceding birth interval, 
infant mortality was higher in cases where the preceding child died in infancy. However,
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the correlation applied only to survival during infancy and not between ages one and five 
years, which supports the suggestion by Cleland and Sathar (1984) that the causes 
underlying the correlation were mainly endogenous. Some mothers experience more 
problems such as premature delivery or intra-uterine growth retardation which are likely 
to be repeated in other pregnancies and siblings also share risks associated with family 
behaviour such as infant feeding and use of health services (Curtis et al., 1991:1207- 
1208).
The probability of dying between ages one and five years was not substantially 
different whether the preceding sibling died during infancy or survived to age one year, 
39 per 1000 and 36 per 1000, respectively (Table 7.4). However, when the preceding 
birth interval was short, three years or less, index children with a preceding sibling that 
died in infancy experienced lower mortality than those with a preceding sibling that 
survived to age one year. This reversed relationship for child mortality, when birth 
intervals were short, may be a reflection of the effects of sibling competition when the 
preceding sibling survived to age one year and the birth interval was short
Table 7.4 Infant and child mortality rates by length of preceding birth interval 
according to the survival status of preceding child: Zimbabwe, 1988 
ZDHSa
Variable Infant mortality (q(l) 
per 1000)
Child mortality (4ql 
per 1000)
Survival status of 
preceding child at age 
one year
Survival status of 
preceding child at age 
one year
Dead Alive Dead Alive
Preceding birth interval 
(months)
<19 123 (187) 96 (634) 49 (122) 73 (467)
19-36 75 (186) 47 (4084) 31(129) 36 (2786)
37+ - 34 (1997) - 23 (1278)
Total 95 (430) 48 (6715) 39 (285) 36 (4531)
Notes: a Excludes first births and index children preceded by multiple births.
Figures in brackets represent the number of births for infant mortality and number of exposed 
children for child mortality.
- Means less than 100 children at risk.
Source: Primary analysis o f the 1988 ZDHS data tape.
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The causal link between the length of the following birth interval and mortality is 
usually attributed to premature weaning of the index child (Cleland and Sathar, 
1984:402). The examination of the effect of succeeding birth interval on infant and child 
mortality is also beset with a methodological problem. The problem involves 
disentangling of cause from effect (reverse causality). Although early arrival or 
conception of the next child is likely to influence survival of the index child through 
curtailed breastfeeding, the death of the index child in the early months of life tends to 
reduce the length of the succeeding interval This may be overcome by taking into 
account the survival of the index child at the conception or birth of the succeeding 
sibling. However, controlling for the survival of the index child at the conception or birth 
of the succeeding sibling restricts the effect of succeeding birth interval on survival 
through infancy, since it is unlikely that a woman could have two births in a 12-month 
period, especially if the older sibling was alive at least to the conception of the 
subsequent sibling.
Analysis of the effects of succeeding birth interval in this study followed the 
approaches of Cleland and Sathar (1984:414) and Hobcraft et aL (1983:587-588). The 
survival of those children who were alive at age one year, the beginning of the survival 
interval for child mortality, and whose mothers were at least three months pregnant or 
had already given birth (that is, with a succeeding interval 18 months or less) was 
compared to that of the other children who did not have a succeeding sibling within 18 
months. Succeeding birth interval was thus considered as a dichotomous variable with 
the value 1 if there was a succeeding birth within 18 months and the value 2 if there was 
no succeeding birth within 18 months. The latter group thus included children who were 
last births. The results showed that for children with a succeeding sibling within 18 
months the probability of dying between ages one and five years was nearly three times 
as high as when there was no succeeding sibling within 18 months, 98 compared to 33 
per 1000 respectively. The relationship was statistically significant at the one per cent 
level. Only nine per cent of the children who survived to age one had a succeeding sibling 
within 18 months of their birth.
204
Tabic 7.5 shows that the disadvantage of children followed by a shorter birth 
interval (18 months or less) persisted even when length of the preceding birth interval 
was controlled for. Mortality was high when both preceding and succeeding intervals 
were short and it was lower when both were longer. As discussed earlier, the negative 
effects of a shorter succeeding birth interval were likely to operate through the 
interruption of breastfeeding. Page (1974) argued that in African countries breastfeeding 
was prolonged and usually weaning took place after the first birthday. The weaned 
children were exposed to the risks of infection and parasitic diseases and the diets during 
and after weaning may have failed to meet nutritional requirements; thus the nutritional 
deficiencies and infections associated with weaning acted synergistically, each enhancing 
the harmful effects of the other. As a result, mortality was high through the second and 
third years of life. This would be greater in populations where breastfeeding was 
prolonged and almost universal, as in Zimbabwe. According to the 1988 ZDHS report 
(CSO, 1989:22-23), of the babies bom one year before the survey, 90 per cent were still 
being breastfed at the time of the survey and the proportion continuing to be breastfed 
was around 50 per cent among babies aged 18-19 months.
Table 7.5 Child mortality rates by length of preceding birth interval according to 
length of subsequent birth interval: Zimbabwe, 1988 ZDHS
Preceding birth 
interval (months)
Subsequent birth within 18 months
Yes No
<19 - 55 (487)
19-36 96 (208) 33 (2532)
37+ 46 (109) 22 (969)
Total 98 (377) 33 (3988)
Notes: Figures in brackets represent the number of births for infant mortality and number of exposed 
children for child mortality.
Excludes first and last births.
• Means less than 100 children at risk.
Source: Primary analysis o f the 1988 ZDHS data tape.
However, as noted by Pebley and Stupp (1987:43), unless length of breastfeeding 
was controlled for, there may be a spurious relationship between short succeeding birth 
intervals and childhood mortality as both may be independently influenced by 
breastfeeding. Shorter durations of breastfeeding may lead to shorter birth intervals by
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shortening the length of the post-partum amenorrhoeic period, and shorter durations of 
breastfeeding may also influence child mortality by directly influencing nutrition intake.
7.33  Sex of child and year of b irth
At young ages (especially during the neo-natal period), male children have been 
observed to experience higher mortality than female children. This is despite the fact that, 
on average, male children have a higher birth weight than female children (Federici and 
Terrenato, 1982). This has been attributed to the biological superiority of female children 
compared to male children at birth (Waldron, 1983). Dyson (1977) noted that in low 
mortality countries and in some countries of Tropical Africa, the disadvantage of male 
children is not restricted to the period of infancy but extends to the early childhood 
period (between ages one and five years). In other developing countries, the 
disadvantage of males is nullified in the post-infancy period by social, economic and 
cultural factors, and child mortality (4ql) is higher among females than males. This is 
particularly true for South Asian countries such as India, Pakistan and Bangladesh where 
sons are given preferential treatment over females (Gubhaju, 1984:122 and Majumder, 
1989:64). Dyson (1977) also noted that some populations in northern Africa showed 
higher child mortality among females than males.
Table 7.6 shows that, in the case of Zimbabwe, the sex differences in mortality 
during infancy was in the expected direction and reflected the biological differences 
between the sexes at birth. The probability of dying before age one year for male children 
exceeded that for females by 47 per cen t However, between ages one and five years, the 
sex differences in mortality were insignificant Both male and female children 
experienced similar mortality levels of 38 per 1000 and 35 per 1000, respectively. The 
results in Table 7.6 do not provide support for the findings of the practice of preferential 
treatment of sons as exists in some Asian countries.
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Table 7.6 Infant and child mortality rates by sex and birth cohort, 1988 ZDHS; 
Zimbabwe
Variable Infant mortality 
(q(l) per 1000)
Child mortality 
(4ql per 1000)
Sex of child
Male 63 (4790) 38 (3235)
Female 43 (4633) 35 (3173)
LRX2 19.1 0.3
d.f 1 1
P <0.01 NS
N 9423 6408
Birth cohort
1985-89 46 (1894)
1980-84 52 (3254) 24 (2376)
1975-79 59 (2539) 46 (2389)
1970-74 54 (1736) 41(1643)
LRX2 3.9 17.2
d.f 3 2
P NS <0.01
N 9423 6408
Notes: Figures in brackets represent the number o f births for infant mortality and number of exposed 
children for child mortality, 
d f  is the degrees of freedom, 
p is the significance level.
NS is not significant at the 10 per cent level.
N is the total number o f cases.
Source: Primary analysis o f the 1988 ZDHS data tape.
Significant differences by birth cohort existed for child mortality but not for infant 
mortality (Table 7.6). The youngest birth cohort (1980-84) experienced lower child 
mortality than older birth cohorts. The probability of dying between ages one and five 
years for the 1980-84 birth cohort was 48 per cent less than that for the 1975-79 birth 
cohort and 42 per cent less than that for the 1970-74 birth cohort Although relatively 
low mortality may be expected for the post-1980 birth cohort due to the positive impact 
of the changes introduced after Independence in such sectors as health, agriculture, 
literacy, and transport the decline in mortality appears rather exaggerated. This may be a 
result of errors in the data or the estimation procedure because, firstly, infant mortality
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rates do not show a similar decline for this period (Table 7.6), and secondly, the indirect 
estimates (Brass technique) do not show such low child mortality for the same period 
(Figure 4.4).
7.4 Characteristics of parents
In this analysis, the range of socio-economic characteristics that represent the 
resources and skills available to parents were limited by lack of data. Maternal and 
paternal education, ever-use of modem contraception, place of residence and province 
of residence were included as socio-economic indicators. The mechanisms through which 
these selected background characteristics of parents may influence infant and child 
mortality were discussed earlier in Chapter Six, where data from the ZRHS, ICDS and 
1988 ZDHS showed that higher maternal and paternal education were associated with 
lower mortality of children. Also, children of women who ever-used modem 
contraception experienced relatively low mortality, and children of women who lived on 
commercial farms and in the provinces of Manicaland, Mashonaland West and 
Mashonaland Central were associated with relatively high mortality.
7.4.1 Education
Table 7.7 shows that both infant and child mortality were significantly related to 
maternal and paternal education. Infant mortality was lowest among children of mothers 
with secondary education and highest among children of mothers with no education. A 
little education, primary Grades 1-4, was associated with substantially lower infant 
mortality, 26 per cent less, than no education at all. Infant mortality rates were the same 
for children whose mothers completed primary Grades 1-4 and those who completed 
primary Grades 5-7. For fathers, however, only an education level of primary Grade 5 or 
higher was associated with lower infant mortality. Children of fathers who completed 
primary Grades 5-7 experienced 20 per cent lower infant mortality than those of fathers 
who completed primary Grades 1-4.
Higher levels of both maternal and paternal education were associated with 
progressively lower child mortality (Table 7.7). The child mortality rate for children of
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mothers with secondary education was 81 per cent less than that for children of mothers 
with no education, and for paternal education the respective difference was 58 per cent 
The differences between categories of both maternal and paternal education were greater 
for child mortality than for infant mortality. This indicates that the effects of both 
paternal and maternal education may be greater for child mortality than for infant 
mortality.
Table 7.7 also shows the mortality rates for combined categories of maternal and 
paternal education. Both infant and child mortality were highest among children both of 
whose parents had no education and were lowest among children with both parents 
educated. In the case of infant mortality, the rate was 17 per cent higher if the mother 
was uneducated and the father educated than when the father was uneducated and the 
mother was educated. This may be indicating that for survival during the first year of life, 
maternal education is more important than paternal education. Unlike infant mortality, 
child mortality was 20 per cent higher when the mother was educated and the father 
uneducated than when the mother was uneducated and the father educated (Table 7.7). 
Similarly, this may indicate that paternal education is more important than maternal 
education for survival at ages beyond infancy. A large proportion of the women who did 
not know their husband's level of education were themselves uneducated. Their children 
experienced mortality at rates similar to those with both parents uneducated. It is likely 
that most of the uneducated women who could not report their husband's education were 
in fact married to uneducated husbands.
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Table 7.7 Infant and child mortality rates by maternal and paternal education: 
Zimbabwe, 1988 ZDHS
Characteristic Infant mortality 
(a(l) per 1000)
Child mortality 
(4ql per 1000)
Maternal Education
None 69 (2054) 54 (1451)
Primary Grades 1-4 51 (2145) 39 (1534)
Primary Grades 5-7 50 (4052) 32 (2741)
Secondary* 38 (1162) 10 (674)
LRX2 16.4 30.5
d-f 3 3
p <0.01 <0.01
N 9413 6400
Paternal Education
None 63 (1187) 55 (850)
Primary Grades 1-4 65 (1082) 42 (779)
Primary Grades 5-7 52 (4130) 33 (2826)
Secondary* 40 (1996) 23 (1269)
Don't know 61 (775) 52 (543)
LRX2 13.9 20.3
d f 4 4
p <0.01 <0.01
N 9170 6267
Maternal and paternal education
Both not education 72 (650) 61 (478)
Mother not educated and father educated 62 (1008) 40 (692)
Father not educated and mother educated 53 (537) 48 (372)
Both educated 48 (6193) 30 (4176)
Mother not educated and father’s 73 (356) 81 (260)
education unknown
Mother educated and father's 50 (416) 25 (281)
education unknown
LRX2 11.0 25.4
d f 5 5
p <0.01 <0.01
N 9160 6259
children for child mortality. 
d.f is the degrees of freedom, 
p is the significance lev e l 
N is the total number of cases.
Source: Primary analysis o f the 1988 ZDHS data tape.
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As discussed in Chapter Two (Section 2.7), there were dramatic changes in the 
education system in Zimbabwe after Independence in 1980 that resulted in large-scale 
increases in education levels. The government adopted policies that enabled more people 
to attend school than before, which included the introduction of free primary education, 
and the construction of more schools, especially secondary schools in rural areas. At 
secondary level, there was a new commitment to provide a four-year course for all 
primary graduates wishing to proceed.
The changes in the education policies meant that those who could not have 
attained higher education levels in the pre-Independence period had the opportunity to 
do so in the post-Independence period. However, it is the younger women who benefited 
more from the improvement in education opportunities, and particularly those who were 
of school age. As a result, on average, older women who received secondary education 
in the pre-Independence period were more likely to have been better off socio­
economically than some of the younger women who received secondary education in the 
post-Independence period. In the pre-Independence period, higher education was more 
likely to be associated with getting a job than in the post-Independence period.
Due to these post-Independence changes in the education system, the extent of 
education differentials in infant and child mortality is expected to differ between younger 
and older women. Table 7.8 shows the patterns of infant and child mortality differentials 
by maternal education for younger women, aged less than 30 years, and for older women 
aged 30 years or more. The latter/older group was generally aged 21 years or more at 
the time of Independence, and their education level is less likely to have been affected by 
the post-Independence changes in the education system.
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Table 7.8 Infant and child mortality rates by maternal education according to 
maternal age: Zimbabwe, 1988 ZDHS
Infant mortality (q(l) Child mortality (4ql
______ per 1000)____________ per 1000)______
Current maternal age Current maternal age 
<30_______30+_______<30_______30+
Maternal
Education
None 91 (493) 62 (1561) 52 (251) 54 (1200)
Primary Grades 1-4 52 (556) 50 (1590) 50 (261) 37 (1273)
Primary Grades 5-7 47 (1221) 52 (2831) 32 (568) 33 (2173)
Secondary+ 48 (500) 30 (662) 19 (158) 8 (516)
LRX2 12.8 10.6 4.7 28.0
d.f 3 3 3 3
P <0.01 <0.05 NS <0.01
N 2769 6644 1238 5162
Notes: Figures in brackets represent the number of births for infant mortality and number of exposed 
children for child mortality, 
d f  is the degrees of freedom.
NS means not significant at the 10 per cent level, 
p is the significance lev e l 
N is the total number of cases.
Source: Primary analysis o f the 1988 ZDHS data tape.
In the case of young mothers, aged less than 30 years, the largest difference in 
infant mortality between successive education groups existed between children of 
mothers with no education and those who completed primary Grades 1-4. Differences 
between groups of educated women were very small For older women, aged 30 years or 
more, the infant mortality differences between successive education groups were greatest 
between children of mothers who completed primary Grades 5-7 education and those 
with secondary education. The pattem of child mortality differentials by education, for 
older women, followed a similar pattern to that for infant mortality; the largest difference 
between successive education groups was between those with mothers who had primary 
Grades 5-7 education and those with mothers had secondary education. The differences 
in child mortality rates by education were not statistically significant among the young 
women (Table 7.8).
Among older women, higher levels of education were probably associated with 
better socio-economic status than higher levels of education among younger women.
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This would be expected in view of the education system of the pre-Independence period. 
Older women who continued up to the secondary level of education had to be 
advantaged in terms of ability to pay school fees, as well as intelligent enough to 
successfully compete for the few secondary school vacancies available. Above all they 
were more likely to get better jobs. On the other hand, young mothers who never 
attended school were likely to be from seriously disadvantaged backgrounds or remote 
areas for them to have missed out totally on the post-Independence education 
opportunities. Due to the effects of automatic promotion from primary to secondary 
education and rising unemployment, secondary education among younger women was 
less likely to be associated with higher socio-economic status as among older women.
7.4.2 Contraception
Mother’s ever-use of modem contraception was significantly related to both 
infant and child mortality (Table 7.9). Children of mothers who had never used modem 
contraception experienced 43 per cent higher mortality during infancy and 66 per cent 
higher mortality between ages one and five years than children of mothers who used 
modem contraception. As discussed in Chapter Six, use of modem contraception may 
theoretically be linked to infant mortality through birth intervals. Also, mothers who used 
modem contraception were likely to be more knowledgeable about child health and 
nutrition.
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Table 7.9 Infant and child mortality rates by mother's ever-use of modern 
contraception: Zimbabwe, 1988 ZDHS
Mother ever-use of 
modem contraception
Infant mortality 
(q(l) per 1000)
Child mortality 
(4ql per 1000)
Yes 46 (6325) 30 (4254)
No 66 (3098) 50 (2154)
LRX2 16.3 15.3
d.f 1 1
P <0.01 <0.01
N 9423 6408
Notes: Figures in brackets represent the number of births for infant mortality and number o f exposed 
children for child mortality, 
d f  is the degrees of freedom, 
p is the significance level 
N is the total number of cases.
Source: Primary analysis o f the 1988 ZDHS data tape.
7.4.3 Place of residence
In Zimbabwe, underlying mortality conditions are quite different in urban areas, 
communal lands and commercial farming areas. The differences reflect differences in 
standard of living, socio-economic organisation and ecological conditions in these 
communities. Urban areas were expected to have lower mortality levels than communal 
lands and commercial farms. One of the reasons for this is that, urban areas are 
associated with higher living standards, more accessible health services and a more 
educated population. Differences between communal lands and commercial farms, both 
of which form the rural sector, are related to differences in socio-economic organisation 
which resulted from the political history of the country.
A general background to the differences between communal lands and 
commercial farms was given in Chapter Two (Section 2.4). Table 7.10 shows selected 
socio-economic characteristics of the mothers surveyed in the 1988 ZDHS by place of 
residence. Of the 3005 mothers surveyed who had at least one live birth, 54 per cent 
were from communal lands, 13 per cent from large-scale commercial farms and 33 per 
cent from urban areas.
214
Table 7.10 Percentage distribution of mothers by selected individual and
household characteristics and place of residence: Zimbabwe, 1988 
ZDHS
Characteristic Communal
area
Commercial
farms
Urban
areas
Maternal education (N=1644) (N=409) (N=952)
None 18.2 37.7 8.4
Primary 70.2 50.1 52.5
Secondary and higher 11.6 12.2 39.1
Husband's education (N=1391) (N=358) (N=726)
None 12.6 22.6 3.6
Primary 61.7 51.1 36.4
Secondary and higher 19.7 14.0 54.7
Unknown 6.0 12.3 5.3
Age at first marriage (N=1585) (N=396) (N=890)
Less than 16 20.6 32.1 17.9
16-17 26.5 28.3 23.0
18-19 26.4 19.4 26.3
20+ 26.5 20.2 32.8
Household toilet facility (N=1644) (N=318) (N=959)
No toilet 55.2 31.1 0.8
Flush 2.4 17.1 95.2
Blair/pit/other 42.4 51.8 4.0
Household drinking water (N=1644) (N=409) (N=952)
supply
Tap 7.9 68.2 96.2
Protected well/spring 54.9 19.1 2.6
Unprotected source/other 37.2 12.7 1.2
Household owns (N=1643) (N=409) (N=952)
refrigerator
Yes 1.6 6.6 36.3
No 98.4 93.4 63.7
Household owns cattle (N=1644) (N=409) (N=949)
Yes 65.8 15.6 4.7
No 34.2 84.4 95.3
Notes: Totals differ because of missing cases.
N is the total number o f mothers.
Source: Primary analysis o f the 1988 ZDHS data tape.
In urban areas, women were generally more educated than in rural areas. The 
proportion of women who had never been to school was lowest in urban areas (eight per 
cent), intermediate in communal areas (18 per cent) and was highest on commercial
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farms (38 per cent). The patterns of differences in the levels of education by place of 
residence for the husbands was similar to that for the women (Table 7.10). Also, a higher 
proportion of women on commercial farms married at younger ages than women in 
communal areas and urban areas. The proportion of mothers from households without a 
toilet facility varied from less than one per cent in urban areas, through 31 per cent on 
commercial farms to a high of 55 per cent in communal areas (Table 7.10). Safe water 
supply and sanitation were more common in urban areas than in communal areas or 
commercial farms. Table 7.10 also shows wide differences in the possession of 
refrigerators and cattle. As expected, refrigerators were more common in urban 
households than in communal area or commercial farm households while cattle were 
most common in communal areas.
The differences in the socio-economic composition of women and households in 
urban areas, communal areas and commercial farms illustrated in Table 7.10, which 
partly reflect differences in socio-economic organisation, may have a direct effect on 
differentials in infant and child mortality by place of residence. The significance of 
different variables may also vary by place of residence.
Although place of residence is often considered one of the factors significantly 
related to infant and child mortality (Haines and Avery, 1982; United Nations, 1985; 
Vallin and Lopez, 1985; Guzman, 1989), a major limitation is that current residence of 
the mother is not necessarily the same as when the child was bom, especially for births in 
the distant p ast In this study, the inclusion in the 1988 ZDHS of a question on length of 
stay in current place of residence was used to partially cater for this limitation. Using the 
reported length of stay in place of residence and the date of birth of the child, it was 
possible to identify those children whose mothers had not changed place of residence 
since the birth of the child. However, in Zimbabwe, because of the common practice of 
having dual homes, one in urban areas and another in rural areas, the problem of periodic 
migration still remains. For example, women who temporarily migrated to stay in urban 
or rural areas for several months or even years may not have considered the temporary 
migration a change of place of residence. Another problem with separating children bom
216
in current place of residence is that intra-sectoral changes in residence, for example, 
urban to urban movements or even movements within the same village or town, cannot 
be separated from inter-sectoral migrations, for example, urban to communal areas.
Table 7.11 shows infant and child mortality rates by place of current residence 
and by place of residence since the birth of the child for children whose mothers had not 
changed place of residence since the birth of the child. In general, infant and child 
mortality rates based on all births and mother's current residence differed only slightly 
from those based on children bom in current place of residence. Both infant and child 
mortality were lower in urban areas than in rural areas. The lower mortality rates in 
urban areas may be related to higher levels of income, quality of the health environment 
and the level of infrastructure (Haines and Avery, 1982; Vallin and Lopez, 1985 and 
Guzman, 1989).
Within rural areas, commercial farms were associated with higher infant mortality 
than communal lands (Table 7.11). This was consistent both when current residence or 
residence since birth of child was considered. Between ages one and five years, the child 
mortality rates, based on all births and mother’s current residence, were of similar 
magnitude on commercial farms and in communal lands (41 and 42 per 1000). However, 
the mortality rate for children who had lived on commercial farms since birth (46 per 
1000) exceeded that for children who had lived in communal areas since birth (38 per 
1000) by 21 per cen t The high mortality of children who had lived on commercial farms 
since birth may be influenced by the relatively small number of cases.
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Table 7.11 Infant and child mortality rates by place of current residence and 
residence since the birth of the child: Zimbabwe, 1988 ZDHS
Place of residence
Infant mortality (q(l) per 
1000)
Child mortality (4ql per 
1000)
Current
residence
Residence 
since birth 
of childa
Current
residence
Residence 
since birth 
of childa
Urban 33 (2493) 33 (1068) 22 (1720) 17 (587)
Communal lands 58 (5597) 53 (3985) 42 (3810) 38 (2571)
Commercial farms 71 (1333) 64 (534) 41 (878) 46 (284)
LRX2 33.4 12.4 16.7 8.5
d.f 2 2 2 2
P <0.01 <0.01 <0.01 <0.05
N 9423 5587 6408 3442
Notes: Figures in brackets represent the number of births for infant mortality and number of exposed 
children for child mortality.
a Includes only those children whose mothers did not change place of residence since the birth 
of the child.
d i  is the degrees of freedom, 
p is the significance lev e l 
N is the total number of cases.
Source: Primary analysis o f the 1988 ZDHS data tape.
There has been a lack of consensus over the nature of differences in the health 
status of children in communal areas and commercial fanning areas in Zimbabwe. Using 
data collected in cross-sectional surveys in Mashonaland Central province in 1981/82, 
Loewenson (1986:56) concluded that the incidence of wasting and stunting was higher 
on commercial farms than in communal lands. Shopo (1986:231) also identified children 
of commercial farm workers, particularly those in Mashonaland Central Province as one 
of the 'vulnerable segments of humanity*. These observations were disputed by Thomas 
(1992), who argued that the statistical base for Loewenson's conclusion was weak. Using 
the 1988 ZDHS data, Thomas (1992:181) concluded that there was no significant 
difference in the incidence of stunting among children living in communal areas and those 
on commercial farms, for Mashonaland Central, as well as for the country as a whole. 
However, as Table 7.11 shows, the health status of children as indicated by both infant 
and child mortality was poorer in commercial farming areas than in communal areas 
when considering children whose mothers had not changed place of residence since the 
birth of the child. With respect to non-migrant mothers, the rates of both infant and child
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mortality on commercial farms exceeded the rates in communal areas by 21 per cent 
(Table 7.11).
Shopo (1986:233) argued that high levels of malnutrition do not always transfer 
into respective high levels of child mortality. He cited a 1983 World Bank report which 
stated that, while Zimbabwe's infant mortality rate (IMR) compared favourably with 
other countries in the region, it showed up badly on malnutrition. The discrepancy 
between IMR and malnutrition was attributed to the relatively infection-free natural 
environment in Zimbabwe. It is therefore possible that one place may rate poorly on 
anthropometric indices and yet its mortality measures may not be equally bad due to 
differences in disease patterns and intervention strategies.
7.5 Province of residence
The analyses in Chapters Five and Six revealed the existence of substantial infant 
and child mortality differentials by province of residence. Manicaland, Mashonaland 
Central and Mashonaland West were generally associated with high infant and child 
mortality while Matebeleland North, Matebeleland South, Mashonaland East and the 
urban provinces of Harare and Bulawayo were associated with low mortality. Mortality 
was average in Midlands and Masvingo provinces. In this section provincial differentials 
in infant and child mortality among communal areas of Zimbabwe are examined. 
Communal areas were chosen to illustrate provincial differentials because mothers living 
in communal areas appeared to be comparatively more stable; that is, less migratory than 
those in urban areas or commercial farms. For instance, in urban areas and on 
commercial farms 58 and 60 per cent, respectively, of the births considered for infant 
mortality were not bom at the current place of residence, compared to only 29 per cent 
in communal areas (Table 7.11). Therefore, women interviewed in the communal lands in 
a particular province were more likely to have lived in the same place for a longer time 
than those interviewed in urban areas or on commercial farms, where changes in place of 
residence were more common. The higher levels of mobility among urban women may be 
attributed to the high rates of rural to urban migration as well as to intra-urban migration 
associated with the fact that most people do not own the homes they live in.
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The infant and child mortality rates in communal areas by province are shown in 
Table 7.12. The provincial differentials in infant and child mortality among communal 
lands in Zimbabwe were not statistically significant The lack of significance may be 
attributed largely to the small numbers of cases. Notably, Mashonaland West province, 
which was associated with high child mortality in the analysis of district level differentials 
(Chapters Five) and differentials at the woman level (Chapter Six), had among the lowest 
infant and child mortality rates in Table 7.12. This may indicate that the high mortality of 
Mashonaland West province may be a result of high mortality on commercial farms in 
this province which were not induded in Table 7.12..
Table 7.12 Provindal differences in infant and child mortality rates among 
communal areas: Zimbabwe, 1988 ZDHS
Province of current 
residence
Infant mortality 
(q(l) per 1000)
Child mortality 
(4ql per 1000)
Manic aland 67 (1048) 48 (708)
Mashonaland Central 66 (379) 49 (265)
Mashonaland East 58 (943) 48 (642)
Mashonaland West 51 (355) 33(245)
Matebeleland North 51 (428) 31 (290)
Matebeleland South 50 (501)) 24 (335)
Midlands 54 (936) 39 (642)
Masvingo 56 (1007) 48 (683)
LRX2 3.5 7.1
d f 7 7
P NS NS
N 5597 3810
Notes Figures in brackets represent the number o f births for infant mortality
and number of exposed children for child mortality. 
d.f is the degrees of freedom, 
p is the significance level.
NS is not significant at the 10 per cent level.
N is the total number of cases.
Source: Primary analysis o f the 1988 ZDHS data tape.
7.6 Household characteristics
This section examines infant and child mortality differentials by indicators of the 
socio-economic status and environmental conditions of the households. Socio-economic 
status may be considered as representing the resources that parents have at their
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disposal to care for a child, both during pregnancy and after birth. Household socio­
economic status was represented by several measures which include whether or not a 
household owned a refrigerator, radio, bicycle, television, cattle and/or an ox-drawn 
cart3, as well as paternal occupation. The quality of the household environment was 
represented by type of source of domestic water and sanitation facility.
Households which possessed a radio, television, bicycle, refrigerator, cattle 
and/or an ox-drawn cart were expected to be socio-economically more advantaged than 
those that did not and as a result were expected to be associated with lower infant and 
child mortality. Availability of a radio or television in a household increases the chances 
of receiving health and nutrition information which may lead to better child health. A 
refrigerator may facilitate storage of food for babies thereby reducing food 
contamination.
Cattle play an important role, especially in the communal areas, as draught 
power and fertiliser (cow dung manure) for farming, and also as a source of milk and 
occasionally m eat Cattle are also a potential source of income as they can be sold in 
times of financial need. Surveys have shown that farm incomes of those with draught 
animals (cattle) were often twice those of other farmers who may have had higher costs 
and also could not ensure timely planting (Stoneman and Cliffe, 1989:69). Ox-drawn 
carts are also important in the transportation of farming inputs and outputs particularly 
in communal lands. Households in which fathers had occupations that required some 
education (professional, technical, clerical, sales and service) were expected to be 
associated with higher income and hence lower infant and child mortality than those in 
which the fathers had never worked or were engaged in low paying jobs. Protected and 
safe water sources (taps, boreholes, protected wells and springs) reduce the incidence of 
water borne diseases and were expected to be associated with lower infant and child 
mortality than unprotected water sources (wells, rivers and dams). Similarly, availability
3The cart is used in rural areas for the transportation of agricultural inputs such as animal manure and 
fertilisers as well as fire wood and water.
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of sanitation facilities is expected to reduce prevalence of disease and lead to lower 
mortality.
Most of the household socio-economic indicators mentioned above rely on 
electricity and, as a result, their availability and relevance as indicators of status vary 
widely by place of residence. For example, as shown earlier (Table 7.10), only two per 
cent and seven per cent of the mothers interviewed in communal and commercial farms, 
respectively, lived in households with refrigerators, compared to 36 per cent in urban 
areas. On the other hand, 66 per cent of the mothers in communal areas lived in 
households which owned cattle compared to 16 per cent on commercial farms and five 
per cent in urban areas respectively. Therefore, while ownership of a refrigerator may be 
a suitable indicator of economic well-being in urban areas, in communal areas where 
there is generally no electricity and families rely on subsistence farming, ownership of 
cattle may be more appropriate. As a result, the relationship between infant and child 
mortality and indicators of household conditions was examined separately for urban 
areas, communal lands and commercial farms, and the indicators selected varied 
between the different areas.
For communal areas, the indicators included are: household possession of goods 
such as a bicycle, a radio, cattle and a cart; main source of water, availability of 
sanitation; and occupation of father. For commercial farms, the indicators include 
household possession of a bicycle and a radio, water supply and sanitation. For urban 
areas, household possession of a bicycle, radio, television and refrigerator, and paternal 
occupation are the indicators used. As discussed earlier with reference to place of 
residence, one limitation with using current indicators of current household conditions is 
that the characteristics may have been different when the children were growing through 
the risk periods. It is, however, expected that current household conditions would give a 
fairly accurate indication of past conditions. Another problem is that the purchase of the 
goods may be at the expense of food and other needs of the family. Also, the value of 
goods such as radios varies widely and comparisons based on possession only, without 
approximate values, may not show the expected patterns.
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Although households may benefit from incomes of other members who are not 
the father or mother of the index child, the only data available is that on the occupation 
of the mother and her husband. Husband's occupation was preferred as a household 
socio-economic indicator over the woman's occupation because the question in the 
survey asked for usual occupation of the husband, whether or not he was employed at 
time of interview, while women were asked of their occupation only if they were 
working at the time of the survey. Husband's occupation, even in the past, is likely to 
give a fair indication of the household's current economic conditions. In a survey of 
communal land households in Masvingo province, Leys (1986:263-264) noted that 
some of the households in which the breadwinner had become unemployed were the 
richest in their villages when rated in terms of cattle holdings and farming equipment
Table 7.13 shows infant and child mortality rates by household indicators in 
communal areas. Household possession of a bicycle, radio, cattle or a cart and paternal 
occupations that required some education (professional, technical, clerical sales and 
service), piped water supply and availability of a toilet facility were all associated with 
lower infant mortality. Only possession of cattle or a cart and paternal occupation were, 
however, statistically significant Child mortality differences were not as large as those 
for infant mortality. Of all the variables included, only availability of a toilet facility was 
significantly related to child mortality. However, possession of cattle or a cart and 
paternal occupation and water supply were also associated with relatively large child 
mortality differentials although the relationships were not significant
Although households in communal areas rely primarily on farming for subsistence and 
the sale of surplus grain or cash crops such as cotton, large pockets of poverty and 
inequality exist (Stoneman and Cliffe, 1989:68). Different socio-economic groups are 
defined by access to resources such as income, existing or past remittances, and 
ownership of cattle. Households with access to cash income, usually derived from 
migrant labour, tend to belong to a higher socio-economic status group (Leys, 1986:261- 
264; Stoneman and Cliffe, 1989:68-71). In addition to enabling purchase of farming 
inputs and equipment, access to cash income ensures access to food supplies, even in
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times of drought, as well as other socio-economic necessities. Table 7.13 shows that 
children whose fathers had never worked or were farmers experienced similar mortality 
levels to children whose fathers were engaged in low paying jobs which include 
agriculture, household domestic service and manual work.
There was no difference in the mortality of children from households with access 
to protected water (borehole, protected well or spring) and those from households with 
access to unprotected water (wells, dams and rivers). This may be a result of the fact 
that, in most villages, protected water sources were provided in the post-Independence 
period and thus may not reflect the situation at the time when most of the children in 
question were exposed to the risk of infant or child mortality. However, differences by 
availability of toilet facility were consistent with expectations, as households that had no 
toilet facility were associated with higher infant and child mortality than those that had 
toilet facilities. Of those households with a toilet facility, mortality was slightly higher if 
the household shared the facility with neighbours than when the facility was used by 
household members only.
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Table 7.13 Infant and child mortality rates by household indicators in the 
communal areas: Zimbabwe, 1988 ZDHS
Household Characteristic Infant mortality
(q(l) per 1000)
Child mortality 
(4ql per 1000)
Household possessions
Bicycle
No 60 (4382) 43 (2958)
Yes 47 (1215) 40 (852)
LRX2 3.4n s 0.2NS
Radio
No 60 (4182) 42 (2958)
Yes 52 (1415) 44 (928)
LRX2 1.3NS 0.1NS
Cattle
No 70 (1941) 47 (1272)
Yes 51(3656) 41(2538)
LRX2 8.4*** U N S
Ox-drawn cart
No 65 (3967) 44 (2642)
Yes 39 (1629) 39(1167)
LRX2 15.2*** 0.5NS
Paternal occupation
Never worked and farmers 65 (1229) 43 (833)
Agric/household domestics/manual 62 (2595) 46 (1760)
Prof/tech/clerical/sales/service 38 (1150) 37 (782)
LRX2 11.1*** l.lN S
Water supply and sanitation
Water source
Unprotected (well/spring/dam/river) 58 (2178) 43 (1482)
Protected well/spring 58 (3052) 43 (2089)
Tap 49 (367) 33 (239)
LRX^ 0.5NS 0.5NS
Toilet facility
No 61(3223) 48 (2140)
Yes 53 (2374) 35 (1670)
LRX2 1.5NS 4.2**
Use of toilet
Share with neighbours 57 (562) 37 (380)
Household alone 52 (1807) 34 (1286)
LRX2 0.2NS 0.6NS
Notes: Figures in brackets represent the number of births for infant mortality and number of exposed 
children for child mortality.
*** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
NS is not significant at the 10 per cent level.
Degrees of freedom were 1 for bicycle, radio, cattle, cart, toilet and use o f toilet; and 2 for 
paternal occupation and source of domestic water.
Source: Primary analysis o f the 1988 ZDHS data tape.
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On commercial farms, the socio-economic organisation differs from that in 
communal areas, as discussed in Chapter Two. The vast majority of people living on 
commercial farms are employees or family members of employees on the farms on 
which they live. Unlike in communal areas, possession of cattle or a scotch cart may not 
necessarily be associated with better socio-economic well-being since most of the 
households rely on food purchased from retail stores (Chikanza et al., 1981:90). Also, 
farm workers may not be allowed to keep cattle on the commercial farms and may have 
reported the cattle that they owned in their communal lands home. Wage income may be 
more important to households on commercial farms than to households in communal 
areas. Variations in occupations among farm labourers were generally small and, in 
particular, variations in wages between different occupations on the farm were expected 
to be minimal. Of the married mothers interviewed on commercial farms in the 1988 
ZDHS, 77 per cent reported that their husbands were either agricultural employees, 
other manual workers or household domestic workers. As a result, paternal occupation 
was not included as a household socio-economic indicator on commercial farms.
Table 7.14 shows the infant and child mortality rates by household indicators on 
commercial farms. None of the indicators included was significantly associated with 
infant and child mortality. This may be a result of the small numbers of children at risk. 
However, the fact that access to piped water was not associated with significantly lower 
infant and child mortality may be a reflection of the inefficiency of the piped water 
supply services on most commercial farms. For example, in a cross-sectional study in 
Mashonaland Central, Loewenson (1986:52) observed that, although a high proportion 
(74 per cent) of households on commercial farms had access to piped water (communal 
taps), these were provided at a ratio of one tap to 150 people and in many cases 
functioned only at certain times of the day. As a result, although households may have 
had access to piped water, they may have been using alternative unprotected sources 
more often than the piped water. Also, the lack of significance of availability of toilet 
facilities on commercial farms may be related to over-crowding and poor maintenance
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of the shared latrines on commercial farms, which may be less healthy than excretion in 
the bush, as noted by Loewenson (1986:52).
Table 7.15 shows infant and child mortality differentials by household indicators 
in urban areas. Only possession of a radio was significantly related to infant mortality. 
However, the relationship was not in the expected direction as infant mortality was 
higher among children from households with a radio than those from households 
without a radio. While all the indicators showed substantial effects on child mortality, 
only possession of a radio and possession of a refrigerator were associated with 
significantly lower child mortality.
As in the case of commercial farms, the relatively weak and sometimes 
unexpected direction of the association between household indicators and infant and 
child mortality in urban areas may be a result of small numbers. Also, as indicated earlier, 
the current possession of household goods may not be a true reflection of the situation in 
the past and since the values of the household possessions were not controlled for, 
possession of the household goods may not accurately reflect the economic status of the 
household.
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Table 7.14 Infant and child mortality differentials by household indicators on 
commercial farms: Zimbabwe, 1988 ZDHS
Household characteristic Infant mortality 
(q(l) per 1000)
Child mortality 
(4ql per 1000)
(a) Household possessions 
Bicycle
No 80 (839) 48 (539)
Yes 57 (494) 29 (339)
LRX2 2 .6NS 1.9NS
Radio
No 72 (930) 44 (619)
Yes 69 (403) 35 (259)
LRX2 0 .3NS 0.4n s
(b) Water supply and 
sanitation
Source of domestic water
Unprotected well/spring 86 (198) 61 (132)
Protected well/spring 63 (271) 33 (184)
Tap 71 (864) 39 (562)
LRX* 0.9n s 1.5NS
Toilet facility
No toilet 72 (484) 41 (320)
Blair/pit latrine/flush 71 (849) 41 (558)
LRX2 O.ONS O.ONS
Use of toilet
Share with neighbours 87 (415) 51 (277)
Household alone 60 (398) 32 (281)
LRX2 0 .2NS 1.2NS
Notes: Figures in brackets represent the number of births for infant mortality and number of exposed 
children for child mortality.
*** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
NS is not significant at the 10 per cent level.
Degrees of freedom were 1 for bicycle, radio, toilet, use o f toilet; and 2 for source of domestic 
water.
Source: Primary analysis o f the 1988 ZDHS data tape.
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Table 7.15 Infant and child mortality rates by household indicators in 
urban areas: Zimbabwe, 1988 ZDHS
Household Characteristic Infant mortality
(q(l) per 1000)
Child mortality
(4ql per 1000)
Household possessions 
Bicycle
No 34 (1850) 24 (1257)
Yes 31 (640) 15 (462)
LRX2 O.lNS 1.3n s
Radio
No 21 (716) 33 (492)
Yes 38 (1777) 17 (1228)
LRX2 4.9** 3.7*
Television
No 37 (1631) 24 (1094)
Yes 26 (862) 18 (626)
LRX2 2.3n s o j n s
Refrigerator
No 34 (1579) 26 (1067)
Yes 31 (914) 14 (653)
LRX2 0 .2NS 3.2*
Paternal occupation
Never worked - -
Household domestic/manual 32 (1012) 23 (698)
Prof/tech/clerical/sales/service 32 (934) 18 (627)
LRX2 l.lN S 1 .4 NS
Notes: Figures in brackets represent the number of births for infant mortality and number of exposed 
children for child mortality.
- Means less than 100 children at risk.
*** Significant at the 1 per cent level.
** Significant at the 5 per cent level.
* Significant at the 10 per cent level.
NS is not significant at the 10 per cent level.
Degrees of freedom were 1 for bicycle, radio, refrigerator, and 2 for occupation of father. 
Source: Primary analysis of the 1988 ZDHS data tape.
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7.7 Summary
The analysis in this chapter, based on births during the period 1970-88, has 
shown that substantial differentials in infant and child mortality existed in Zimbabwe by 
bio-demographic and socio-economic factors, and also by household indicators. As 
expected, maternal age at child birth, birth order and sex were significantly related to the 
risk of mortality during infancy but not between ages one and five years. Infant mortality 
was highest for teenage mothers and those aged over 40 years, and was lowest for 
children of mothers aged 25-29. The high infant mortality associated with children of 
teenage mothers may be related to the immaturity of the reproductive system to 
successfully manage a pregnancy resulting in prematurity and low birth weight as noted 
by Gribble (1993:139). Older ages are associated with a decline in the efficacy of the 
reproductive system which may also lead to low birth-weight babies (Pebley and Stupp, 
1987:43). First births, which tend to be to younger mothers, and births of order six and 
above which tend to be to older women, were also associated with relatively high 
mortality during infancy. The probability of dying during infancy was lowest among 
children of birth order four.
Mortality differentials by length of preceding birth interval were significant both 
during infancy and between ages one and five years. Also, length of succeeding birth 
interval was significantly related to child mortality but the effects were not examined for 
infant mortality. Longer preceding birth intervals were associated with lower infant and 
child mortality. Even where the preceding sibling died before age one year, longer birth 
intervals were associated with lower mortality. This supports the conclusion of Qeland 
and Sathar (1984:409) that competition between siblings cannot be the sole causal 
mechanism through which birth intervals affect infant and child mortality. This leaves the 
'maternal depletion syndrome', discussed in Section 7.3.2, as the possible mechanism of 
influence. The effects of maternal depletion, which are related to gestational age and 
birth weight, tend to be stronger in the first year of life than between ages one and five 
years. However, as Cleland and Sathar (1987:403) noted:
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Any effect of older siblings on the welfare of the index child is difficult to 
distinguish empirically from a maternal depletion effect without detailed 
prospective data, and indeed the two may interact in a complex manner.
The survival of successive siblings was correlated. Infant mortality was higher when the 
preceding sibling died during infancy than when the preceding sibling survived to age one 
year, indicating that the successive siblings may be affected by similar endogenous 
causes. However, with short preceding birth interval (18 months or less), the probability 
of dying between ages one and five years was higher when the preceding sibling survived 
to age one year than when the preceding sibling died before age one year. This provides 
support for the possible effects of sibling competition. Majumder (1989:150) obtained 
similar results for Bangladesh. Also, the results showed that children followed by a 
subsequent sibling within 18 months of their birth experienced more than twice as high 
mortality between ages one and five years as those without a subsequent sibling within 
18 months of their birth. This may be related to the interruption of breastfeeding as 
suggested by Pebley and Stupp (1987:43) and Geland and Sathar (1984:403).
Higher maternal and paternal education and mother’s ever use of modem 
contraception were associated with lower infant and child mortality, and the differences 
were greater for child mortality. A little education (primary Grades 1-4) was associated 
with substantially lower infant and child mortality than no education at all. There was 
very little difference in the infant and child mortality rates for children of mothers with 
primary Grades 1-4 education and those of mothers with primary Grades 5-7 education, 
while secondary education was associated with substantially lower infant and child 
mortality. With regards to paternal education, the beneficial effects of higher levels of 
education were clearly demonstrated for child mortality and not infant mortality. As 
expected, infant and child mortality were greatest when both parents were not educated. 
The large-scale increases in national levels of education after Independence may have 
reduced the relative advantage of secondary education over primary education with 
respect to infant and child mortality, and may have increased the relative disadvantage of 
lack of education. When education becomes universal, the high status associated with 
education is reduced while lack of education may indicate serious disadvantages.
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Infant and child mortality were lowest in urban areas, followed by communal 
lands and were highest on commercial farms. The low mortality in urban areas may be 
related to the higher levels of education, and higher percentages of households with flush 
toilets and piped water than commercial farms and communal lands. Although a higher 
percentage of commercial farm households had access to protected water and toilet 
facilities than communal area households, infant and child mortality were higher on 
commercial farms than communal areas for children whose mothers had not changed 
their place of residence since the birth of the child. Among communal areas, both infant 
and child mortality were highest in the provinces of Manicaland and Mashonaland 
Central and were lowest in Matebeleland North and South, and Mashonaland W est
As a result of differences between urban areas, communal lands and commercial 
farms, the significance of the relationship between household indicators infant and child 
mortality varied by place of residence. In communal areas, infant mortality was 
significantly related to household possession of cattle, possession of an ox-drawn cart 
and paternal occupation, and only availability of a toilet facility was significantly related 
to child mortality. In communal areas, possession of cattle or an ox-drawn cart and a 
relatively high non-agricultural income may indicate a higher socio-economic status and 
potential for a higher agricultural output Household possession of a radio or a bicycle 
was not significantly related to infant and child mortality indicating that, in communal 
areas, these may not be as good indicators of household socio-economic status as 
possession of cattle or an ox-drawn cart, and paternal occupation. Although, availability 
of toilet facilities was significantly associated with lower child mortality, household 
source of water was not significantly related to infant and child mortality in communal 
areas. In communal areas, water supply is normally communal and the responsibility of 
the community while toilets are for individual households. As a result, availability of a 
toilet may also indicate higher socio-economic status and modem health attitudes.
None of the indicators considered were significantly related to infant and child 
mortality commercial farming areas, while in urban areas only possession of a radio was 
significant but it showed opposite effects on infant and child mortality. The lack of
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significant relationships in urban areas and in commercial farming areas may be a result 
of small numbers of cases.
The associations observed between infant and child mortality and the independent 
variables in this chapter were based on a bivariate analyses. However, the gross effects of 
the variables may be exaggerated or lessened due to the presence of confounding 
variables. Hence, in the following chapter, the effects of the different factors on infant 
and child mortality ares examined with the effects of other factors being controlled for in 
a multivariate framework. The multivariate analysis explores the relationship between 
background social characteristics of parents, intermediate maternal fertility variables and 
household characteristics, and infant and child mortality.
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CHAPTER EIGHT
FACTORS AFFECTING INFANT AND CHILD MORTALITY:
A MULTIVARIATE ANALYSIS
8.1 Introduction
In this chapter a multivariate analysis is carried out in order to observe how the 
effects on infant and child mortality of different factors change after controlling for the 
effects of other variables. The analytical strategy adopted in this chapter is based on the 
analytical framework illustrated in Figure 1.2 of Chapter One. As in the preceding 
chapter, the analysis is based on the 1988 ZDHS and focuses on two survival intervals, 
birth to age one year, and ages one to five years. The dependent variable is whether or 
not the child in question, the index child, survived to the end of the interval
The expectation is that some of the background social variables influence infant 
and child mortality through their effects on the proximate bio-demographic and 
household factors. The first part of the multivariate analysis examines the effects on 
infant and child mortality of bio-demographic, social and household characteristics 
considered as separate groups. The second part examines the effects of social 
characteristics on infant and child mortality after controlling for the bio-demographic 
variables, and the third part examines the effects of a combination of social 
characteristics, bio-demographic and household characteristics on infant and child 
mortality. The second and third parts of the analysis focus on the variables with 
significant net effects within each group. For example, only those demographic factors 
with significant net effects, after controlling for the other demographic factors, were 
included in the multivariate models with social factors and household indicators.
8.2 Methods of analysis
The dependent variables in this analysis, representing survival of the child 
between birth and age one year, and between ages one and five years, are probability 
variables with value 0 (if the child survived) or 1 (if the child died). As the dependent 
variables were dichotomous, logistic regression was more appropriate than linear 
regression. Logistic regression models ensure that whatever estimate of risk is estimated,
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the result will always lie between zero and one while simple linear representation, with 
dichotomous dependent variables, may produce out-of-range predicted values, for 
example, negative values or values greater than one (Healy, 1989:80; Kleinbaum, 
1994:6). Details of logistic regression technique are given by Hanushek and Jackson 
(1977); Goodman (1978); Little (1978); Magidson (1978) and Kleinbaum (1994).
The equation of the logistic curve describing the probability of dying (p) given a 
set of independent variables Xj, X2 , up to X^  is of the general form:
p _  ß,*() / 1  +  g(«+IßÄ>
The terms a  and ß represent unknown parameters that need to be estimated based on 
data obtained on the X's and on the survival outcome (in this case, whether the child died 
or survived) for a group of infants or children. The proportion (p) in the equation above 
can be replaced by the odds (ratio of the probability that an event will occur over the 
probability that the same event will not occur), which is given by (p/l-p) so that it can be 
interpreted, for example, as 1 to 10 rather than 1 in 10 (Kleinbaum, 1994:6-18). A logit 
transformation can be performed by taking natural logarithms as follows:
logit (p) = ln (p/l-p) = a  +
The logit transformation thus linearises the equation and gives it the many of the 
properties of a linear regression model (Hosmer and Lemeshow, 1989:7). The quantity 
(p/l-p) whose log value gives the logit describes, in this case, the odds of dying for an 
infant or child with independent variables Xj  to X^  Therefore the logit form of the 
logistic model gives an expression for the log odds of dying for an infant or child with a 
specific set of X’s.
In the analysis of infant mortality in this chapter, the dependent variable of the 
logit models, logit (p) or ln(q(l)/l-q(l)), was derived from the proportion of infants who 
died during infancy, and for child mortality the dependent variable logit (p) or ln(4ql/l- 
4ql) was derived from the proportion of children dying between ages one and five years. 
All the explanatory variables were categorical. The parameter estimates for each
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category of variable displayed after fitting the logit models indicate the logarithm of odds 
Gog odds) of dying due to membership of a particular category relative to the reference 
category. However, the discussion in this chapter uses the odds of dying rather than the 
parameter estimates Gog coefficients) which are shown in appendices. The parameter 
estimates of the logit models were converted into relative odds of dying (odds ratios) by 
taking the exponent of the parameter estimates. An odds ratio (relative risk) of 1.00 
implies exactly the same odds of dying (or risk of dying) as in the base or reference 
category; an odds ratio greater than one indicates a higher risk of dying than the 
reference category; and an odds ratio less than one indicates a lower risk of dying than 
the reference category.
Estimation of the parameters of the logit models is based on the principle of 
Maximum Likelihood Estimation. In this study, the logit models were estimated using the 
Generalised Linear Interactive Models (GLIM) computer package, Release 3.77 (Healy, 
1988). The Statistical Package for Social Sciences (SPSS) (SPSS/Inc., 1990) was used 
for all data transformations in preparation for model estimation.
Fitting a logit model with the GLIM package produces a scaled deviance Gog- 
likelihood) which decreases as more variables are added to the model. The lower the 
scaled deviance, the better fitting the model. The significance of a specific model with a 
given set of explanatory variables is assessed by the significance of the difference in the 
scaled deviance of the null model and the estimated model (reduction in scaled deviance). 
This difference in the scaled deviance which is distributed as Chi-square is the model 
Likelihood Ratio Chi-square( LRX^ ) and can be interpreted as a Chi-square statistic 
(Pebley and Stupp, 1987:51; Healy, 1988:83-84). The Chi-square test is thus used to 
assess the significance of a model as well as the significance of individual variables in the 
model. The reduction in the scaled deviance resulting from addition of a variable to the 
model (increase in the model's LRX^) is the LRX^ associated with the particular 
variable. Generally, the larger the LRX^, considering the degrees of freedom, the more 
important is the variable. The significance of the odds ratios (relative risk) was assessed 
by the t-test of a two tailed distribution. Acceptable levels of significance were one per
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cent, five per cent and 10 per cen t Although the odds of dying are not exactly the same 
as the risk or probability of dying, if the odds of dying are higher, the probability of dying 
is also higher and vice versa.
Ideally, the fitted models should include all effects which have significant 
explanatory power, including interactions. Although the addition of interactions may 
improve the explanatory power of the model, it has been noted that in addition to being 
difficult to interpret, interaction effects were generally small compared to main effects 
(Majumder, 1989:54; Trussell and Hammerslough, 1983:11; Martin et al., 1983:425). 
For the sake of achieving parsimonious models, the main focus in this analysis is on the 
main effects. Only interactions that have some theoretical basis are examined and where 
the interactions are significant, the interaction effects are shown by examining the joint 
effects of the interacting variables. Although net of the main effects, the joint effects of 
interacting variables are shown separately from the main effects tables.
The explanatory variables1 used in this chapter and their respective categories are 
shown in Table 8.1. Based on results from Chapter Seven, some household 
characteristics were combined into single measures. For example, on the basis of the 
economic value of the goods, the combination of a television and a refrigerator would be 
a better indicator of household economic status than the possession of only one of them. 
Similarly, the combination of a bicycle and a radio would be a better indicator of a higher 
socio-economic status, especially in rural areas, than possession of one of them. Cases 
with missing values on any of the variables in each model were excluded.
LIt should be noted that the potential for clustered data which violates the independence assumption may 
bias the results of the logistic regression. For example, for children bom to the same mother, data on 
parental and household charactristics are not independent.
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Table 8.1 Specification of the categories of independent variables used in the logit 
linear regression
Social variables Household indicators Bio-demographic
variables
Place of residence Possession of a bicycle and a Maternal age at birth
l=communal lands radio of child
2=commercial farms l=neither 1=<20
3=urban areas 2=Either 2=20-29
3=both 3=30+
Province of residence Possession of a television Birth order
l=Manicaland and Mashonaland and a refrigerator l=first births
Central l=neither 2=order 2 and 3
2=Mash. East, M at N, M at S, 2=Either 3=order 4-5
Bulawayo and Harare 
3=Mashonaland West 
4=Masvingo and Midlands
3=both 4=order 6+
Maternal education Ownership of cattle and a Sex of child
l=Never attended school scotch cart l=male
2=Primary Grades 1-4 l=neither 2= female
3=Primary Grades 5-7 2=either
4=Secondary and over 3=both
Paternal education Paternal occupation Year of birth
l=never attended school l=Never worked 1=1985-88
2=Primary Grades 1-4 2=Prof7tech/clerical/ 2=1980-84
3=Primary Grades 5-7 sales/service 3=1775-79
4= Secondary and over 
5=Unknown
3=manual/agric/domestic 4=1970-74
Use of modern contraception Main source of water Succeeding birth
l=Mother never used 1= protected (tap/well/borehole) within 18 months
2=Mother used 2=unprotected source l=Yes
2=No
Toilet facility Preceding birth
l=no toilet interval (months)
2=flush or pit latrine l=less than 19
2=19-36
3=37+
Survival status of the 
preceding sibling at 
age one year 
l=dead 
2= alive
Notes: Mash. E = Mashonaland East, Mat. N = Matebeleland North, Mat S = Matebeleland South.
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The hypotheses pertaining to individual effects of the different variables were 
discussed in Chapter Seven. In this chapter, the univariate results are presented only to 
illustrate how the importance of the individual variables changes when the effects of 
other factors are controlled. The gross effects LRX^ associated with the different 
variables in this chapter may differ slightly from those in Chapter Seven since the 
multivariate sample was slightly smaller than the samples in Chapter Seven due to 
exclusion of cases with missing values.
8.3 Effects of bio-demographic factors
The bio-demographic factors considered in this section include maternal age, 
birth order, sex, length of preceding and succeeding birth intervals, survival status of 
preceding child at age one year and year of birth. The analysis of the effects of maternal 
age, birth order, sex and year of birth, which included all births, was undertaken first, 
followed by that for birth intervals which excluded certain births.
8.3.1 Maternal age, birth order, sex and year of birth
Table 8.2 presents the results of the logit linear models of the effects on infant 
mortality of maternal age, birth order, sex and year of birth, and Table 8.3 presents the 
results of the effects of these variables on child mortality. Maternal age, birth order and 
sex of the child had significant effects on the risk of dying during infancy, both when 
considered individually and when controlling for the other factors (Table 8.2). Although 
the LRX^ for the variable year of birth was not significant, the odds of dying for infants 
bom during the period 1975-79 were significantly higher than those for infants bom 
during 1985-89. In the case of year of birth and sex of the child, the LRX^ in the net 
effects (multivariate) model differed only slightly from those in the gross effects 
(univariate) models. This indicates that their influence was independent of each other and 
of maternal age and birth order. The odds of dying for female children were only 67 per 
cent of those for male children.
The LRX^ values for maternal age and birth order declined substantially in the 
net effects model, which may be a reflection of the close association between maternal
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age and birth order as lower order births are mainly to younger women, while higher 
order births are mainly to older women. However, the patterns of relative differences 
(odds ratios) by maternal age and birth order, were similar in the gross and net effects 
models (Table 8.2). Infant mortality was lowest among children bom to mothers aged 
20-29 and was highest among children of teenage mothers. The results of the net effects 
model show that the odds of dying for children bom to mothers aged 20-29 were only 70 
per cent of those for children bom to teenage mothers. The odds of dying during infancy 
were also highest among infants of birth order six and higher, and were lowest among 
infants of birth orders four and five.
Table 8.2 Odds ratios of the effects of maternal age, birth order, sex and year of 
birth on infant mortality: Zimbabwe, 1988 ZDHS
Variable Gross effects Net effects
Odds ratios LRX2 Odd ratios LRX2
Maternal age 14.5*** 6 .2 **
< 2 0 1 . 0 0 1 . 0 0
20-29 0.65*** 0.70**
30+ 0.83 0.73
Birth order 18.9*** 1 1 .2 **
1 1 . 0 0 1 . 0 0
2-3 0.75** 0 . 8 8
4-5 0.61*** 0.77
6 + 1.05 1.29
Sex 18.8*** 17.9***
Male 1 . 0 0 1 . 0 0
Female 0 .6 6 *** 0.67***
Year of birth 4.5 3.6
1985-89 1 . 0 0 1 . 0 0
1980-84 1.13 1.14
1975-79 1.33** 1.31*
1970-74 1.18 1.18
Model 4 7  7 ***
N 8965 8965
Notes: *** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Source: Estimated from the parameter estimates of the logit linear models in Appendix 8.1.
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Table 8.3 shows that only the year of birth variable had the most significant net 
effects on the risk of child mortality. The odds of dying were highest for the 1975-79 
birth cohort, and the effects were not related to birth order and maternal age, as the 
LRX^ and odds ratios did not change substantially in the net effects model. However, as 
indicated in the preceding chapter (Section 7.3.3) the relatively low child mortality 
associated with the 1980-84 birth cohort may not be genuine.
The effects of maternal age at child birth and birth order on child mortality 
increased when both were included in the multivariate m odel The LRX^ values for 
maternal age increased from 3.9 in the gross effects model to 5.5 in the net effects model 
and that for birth order increased from 0.3 to 3.7, respectively (Table 8.3). This may be a 
result of interactions between the two variables. However, the two-way interactions 
involving maternal age and birth order were examined and found to be insignificant The 
odds of dying for children of mothers aged 30 years and over were half of those of 
children of teenage mothers. The net effects of birth order show that the odds of dying 
for children of birth order six and over were 64 per cent higher than those of first births 
(Table 8.3).
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Table 8.3 Odds ratios of the effects of maternal age, birth order, sex and year of 
birth on child mortality: Zimbabwe, 1988 ZDHS
Variable Gross effects Net effects
Odds ratios LRX2 Odds ratios LRX2
Maternal age 3.9 5.5*
<20 1.00 1.00
20-29 0.85 0.73
30+ 0.66* 0.51**
Birth order 0.3 3.7
1 1.00 1.00
2-3 1.06 1.28
4-5 1.10 1.50
6+ 0.99 1.64*
Sex 0.1 <0.1
Male 1.00 1.00
Female 0.96 0.98
Year of birth 17.7*** j^***
1980-84 1.00 ref
1975-79 1 94*** 1.90***
1970-74 1.78*** 1.72***
Model 23.8***
N 6111 6111
Notes: *** Significant at the one per cent level. 
* *  Significant at the five per cent level.
* Significant at the 10 per cent level.
Source: Estimated from the parameter estimates of the logit linear models in Appendix 8.2.
8.3.2 Effects of birth intervals and survival of preceding sibling
Since preceding birth interval and survival status of preceding birth at age one 
exist only for birth orders two and above, the analysis in this section excluded all first 
births. Children preceded by multiple births were also excluded. As in Chapter Seven 
(Section 7.3.2), the approaches of Hobcraft et al. (1983:587-593) and Qeland and 
Sathar (1984:414-415) were adopted in dealing with the problem of reverse causality 
associated with the survival of the index child and the length of the succeeding birth 
interval. A dichotomous variable was created with a value of 1 if there was a succeeding 
birth within 18 months of the birth of the index child and value 2 if there was no 
subsequent birth within the first 18 months. The effects of this variable were examined 
only for child mortality.
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Table 8.4 shows the effects of the length of the preceding birth interval, survival 
of the preceding sibling at age one year and other demographic variables on infant 
mortality for children of birth orders two and higher. The results show that longer 
preceding birth intervals were associated with significantly lower risks of dying than 
intervals of 18 months or less. Also, the risk of dying was significantly higher when the 
preceding sibling died during infancy than when the preceding sibling survived to age one 
year. These relationships were significant even when maternal age, birth order, sex and 
year of birth were controlled for (net effects model).
Controlling for the effects of survival of preceding sibling at age one reduced the 
LRX^ associated with length of preceding birth interval from 41.8 to 31.4 and 
controlling for length of preceding birth interval reduced the LRX^ for survival status of 
preceding birth at age one year from 15.9 to 5.5 (results not shown). These changes 
indicate that the two variables were closely related. However, the fact that both variables 
had significant net effects indicates that they had significant independent effects. When 
the effects of the other variables were controlled for, the odds of dying for children 
preceded by intervals exceeding 36 months were only 38 per cent of those for children 
preceded by intervals of 18 months or less (Table 8.4). If the preceding sibling survived 
to age one year, the odds of dying before age one year were only 65 per cent of those for 
children whose preceding sibling died before age one. Interactions between length of 
preceding birth interval and survival of preceding sibling were found to be insignificant 
This indicates that the effects on infant mortality of length of preceding birth interval did 
not depend on the survival of the preceding sibling.
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Table 8.4 Odds ratios of the effects of birth interval and demographic variables on 
infant mortality (birth orders two and higher): Zimbabwe, 1988 ZDHS
Variable Gross effects Net effects
Odds LRX2 Odds LRX2
ratio ratio
Preceding birth interval 
(months)
<19 1.00
41.8***
1.00
27.3***
19-36 0.47*** 0.54***
37+ 0.33*** 0.38***
Survival of preceding 
birth at age one year 
Dead 1.00
15.9***
1.00
4.9**
Alive 0.47*** 0.65***
Maternal age 
<20 1.00
8.7**
1.00
2.9
20-29 0.63** 0.73
30+ 0.82 0.83
Birth order 13.6*** 6.8**
2-3 1.00 1.00
4-5 0.82 0.88
6+ 1.39*** 1.35*
Sex 12.6*** 10.7***
Male 1.00 1.00
Female 0.67*** 0.69***
Year of birth 2.4 1.4
1985-88 1.00 1.00
1980-84 1.06 1.01
1975-79 1.26 1.17
1970-74 1.12 1.06
Model 74.6***
N 6861 6861
Notes: *** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Source: Estimated from the parameter estimates of the logit linear models in Appendix 8.3.
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Table 8.4 also shows that for birth orders two and higher, both maternal age and 
birth order were significantly associated with infant mortality when considered 
individually as in the case of all births (Table 8.2). However, in the net effects model the 
effects of maternal age were not significant Further investigation revealed that the loss 
of significance of maternal age was more a result of the inclusion in the model of birth 
order rather than birth interval. Controlling for maternal age and birth order did not 
significantly alter the coefficients for birth interval. As noted above, controlling for 
survival of preceding sibling only reduced the LRX^ for preceding birth interval from 
41.8 to 31.4 (result not shown in Table 8.4), and when further controls were introduced 
for maternal age, birth order, sex and year of birth the LRX^ for birth interval decreased 
only slightly to 27.3.
The effects, on child mortality, of preceding birth interval, survival status of 
preceding child at age one year, succeeding birth interval, maternal age, birth order, sex 
and year of birth for second and higher order births are shown in Table 8.5. Except for 
maternal age, the variables with significant gross effects which include; preceding birth 
interval, succeeding birth interval, and year of birth also had significant net effects. 
However, the gross effects of maternal age were relatively small, and were only 
significant at the 10 per cent level. Since birth order, sex and maternal age did not 
significantly affect child mortality (Table 8.3), controlling for their effects in the net 
effects model was not expected to significantly alter the estimates of the effects of 
preceding and succeeding birth intervals (Table 8.5).
Longer preceding and succeeding birth intervals were associated with 
significantly lower child mortality. The net effects of the length of the preceding birth 
interval show that the odds of dying for children with a preceding birth interval of more 
than three years were only 33 per cent of those for children preceded by an interval of 18 
months or less (Table 8.5). For index children who did not have a succeeding sibling 
within 18 months, the odds of dying between ages one and five years were only 30 per 
cent of those for children who had a succeeding sibling within 18 months of their birth. 
The odds ratios and LRX^ for both preceding and succeeding birth interval changed only
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slightly in the in the net effects model (Table 8.5) which indicates that their effects were 
generally independent of each other, and of maternal age, birth order, sex and year of 
birth.
The effect of a short succeeding birth interval on the survival of the index child 
may be partly through the interruption of breastfeeding, especially in the case of 
Zimbabwe where breastfeeding is widespread and extended as indicated in Chapter 
Seven (Section 7.3.2). Although breastfeeding may be interrupted for other reasons, 
involuntary weaning after the onset of the next pregnancy was associated with a more 
serious risk of mortality than weaning at the same age for other reasons (Cleland and 
Sathar, 1984:415). In this study, due to data limitations, it was not possible to include a 
breastfeeding variable, as breastfeeding data was only collected for births in the five years 
preceding the survey.
The survival of the preceding sibling, which was a significant factor during 
infancy was, however, not significant between ages one and five years, which as 
discussed in Chapter Seven, may be an indication that the positive correlation between 
survival of successive siblings may be related to endogenous or environmental factors 
affecting both children early in life, but not at older ages. Interactions between preceding 
birth interval and survival of preceding sibling were not significant
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Table 8.5 Odds ratios of the effects of birth interval and demographic variables on 
child mortality (birth orders two and higher): Zimbabwe, 1988 ZDHS
Variable Gross effects Net effects
Odds ratios LRX2 Odds ratios LRX2
Preceding birth 21.7*** 18.6***
interval (months)
<19 1.00 1.00
19-36 0.50*** 0.50***
37+ 0.32*** 0.33***
Survival of preceding <0.1 1.3
birth at age one year
Dead 1.00 1.00
Alive 1.02 1.46
Succeeding birth 32.2*** 29.9***
within 18 months
Yes 1.00 1.00
No 0.29*** 0.30***
Maternal age 4.7* 1.4
<20 1.00 1.00
20-29 0.76 0.88
30+ 0.56** 0.69
Birth order 0.5 0.6
2-3 1.00 1.00
4-5 1.03 1.16
6+ 0.89 1.09
Sex
Male
Female
1.00
0.97
<0.1
1.00
1.01
<0.1
Year of birth 
1980-84 
1975-79 
1970-74
1.00
2.04***
2.03***
17.1***
1.00
1.94***
1.83***
13.5***
Model 70.5***
N 4612 4612
Notes: *** Significant at the one per cent level.
♦* Significant at the five per cent level.
* Significant at the 10 per cent level.
Source: Estimated from the parameter estimates of the logit linear models in Appendix 8.4.
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8.4 Effects of background social characteristics
Table 8.6 shows that, although all the social characteristics of parents: maternal 
and paternal education, place of residence, province of residence and use of modem 
contraception, had significant gross effects on infant mortality, only place of residence 
and ever-use of modem contraception had statistically significant net effects. Residence 
in urban areas was associated with significantly lower infant mortality: the odds of dying 
for urban children were 64 per cent of those for children in communal lands. Although 
not significantly different, residence on commercial farms was associated with higher 
odds of dying than residence on communal lands. After controlling for the effects of the 
other social variables, the odds of dying for children of mothers who had used modem 
contraception were 76 per cent of those for children of mothers who reported that they 
had never used modem contraception (Table 8.6).
Although significant, the LRX^ for place of residence and use of modem 
contraception decreased substantially when the other variables were controlled for (Table 
8.6) indicating that they were related with each other and/or with the other social 
variables. Further analysis revealed that, once place of residence (with the highest gross 
effects LRX^) was in the model, maternal education, paternal education and province of 
residence became insignificant This indicates that maternal and paternal education and 
province of residence were strongly related to place of residence. Urban areas were 
associated with higher levels of education than commercial farms and communal lands 
(see Table 7.10, Chapter Seven). Since the large urban centres of Harare, Chitungwiza 
and Bulawayo were all included in one provincial category, it is not surprising that 
controlling for place of residence significantly reduced the effect of province of 
residence. Although the net effects of use of modem contraception were significant in 
Table 8.6, it was also related to place of residence, and maternal and paternal education. 
When place of residence or maternal education or paternal education was controlled for, 
the LRX^ for use of modem contraception decreased from 15.1 (in the gross effects 
model) to 9.5, 10.5 and 10.0, respectively (results not shown). Women who used 
modem contraception were likely to be urban, more educated and married to more 
educated husbands.
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Table 8.6 Odds ratios of the effects of selected background social variables and 
intermediate demographic variables on infant mortality: Zimbabwe, 
1988 ZDHS
Variable Gross effects Net effects
Odds
ratios
LRX2 Odds
ratios
LRX2
Place of residence 29.2*** 11.7***
Communal areas 1.00 1.00
Commercial farms 1.18 1.08
Urban 0.55*** 0.64***
Province 12.1*** 5.7
Manicaland and 1.00 1.00
Mashonaland Central
Mash. East, Mat. N, M at S, 0.67*** 0.78*
Bulawayo and Harare
Mashonaland West 0.97 1.04
Masvingo and Midlands 0.81 0.83
Maternal education 12.8*** 2.1
Uneducated 1.00 1.00
Primary Grades 1-4 0.76** 0.82
Primary Grades 5-7 0.76** 0.93
Secondary+ 0.55*** 0.92
Paternal education 15.0*** 2.1
Uneducated 1.00 1.00
Primary Grades 1-4 1.04 1.06
Primary Grades 5-7 0.81 0.90
Secondary* 0.60*** 0.83
Unknown 0.96 0.95
Modem contraception 15.1*** 7.2***
Never used 1.00 1.00
Used 0.69*** 0.76***
Model 49.0***
N 8965 8965
Notes: *** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Mash. E = Mashonaland East, Mat N = Matebeleland North, Mat. S = Matebeleland South. 
Source: Estimated from the parameter estimates of the logit linear models in Appendix 8.5.
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The examination of two-way interactions between the variables included in Table 
8.6 revealed that only place of residence and use of modem contraception had interaction 
effects that were significant at the 10 per cent level. The net joint effects of place of 
residence and use of modem contraception are shown in Table 8.7. The net effects of use 
of modem contraception were greatest on commercial farms where the odds of dying in 
infancy were twice as high if the mother had never used modem contraception as when 
the mother had used modem contraception (1.52/0.75=2.03). In communal areas and 
urban areas, although use of modem contraception was associated with lower odds of 
dying than never-use of modem contraception, the relative differences were much 
smaller than on commercial farms.
Table 8.7 Neta joint effects of place of residence and use of modern contraception 
on infant mortality: Zimbabwe, 1988 ZDHS
Joint variable LRX2 Parameter
estimate
Odds
ratios
Place of residence and use of 25.9***
modern contraception 
Communal areas
never used modem contraception ref 1.00
used modem contraception -0.1358 (-1.14) 0.87
Commercial farms
never used modem contraception 0.4187 (2.08) 1.52**
used modem contraception -0.2915 (-1.60) 0.75* 
Urban areas
never used modem contraception -0.2632 (-1.00) 0.77
used modem contraception -0.6867 (-3.86) 0.50***
Model 54.3***
N 8965
Notes: a Net of the main effects of province o f residence, and maternal and paternal education, 
ref = reference category.
Degrees of freedom were: 5 for the joint variable and 15 for the model.
Figures in brackets are t-values.
*** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Source: Primary analysis of the ZDHS data tapes.
The results of the effects of social characteristics on child mortality are shown in 
Table 8.8. As for infant mortality, all the variables were significant when considered
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individually (gross effects). However, in the multivariate model only province of 
residence and maternal education were significant The odds of dying were highest for 
children in Manicaland and Mashonaland Central and were lowest for children in 
Mashonaland W est With regards to maternal education, the odds of dying for children 
of mothers with secondary education were only 26 per cent of those for children of 
uneducated mothers.
Further examination of the variable effects showed that once maternal education, 
with the largest LRX^ in the gross effects models, was entered into the multivariate 
model, paternal education lost its significance. This may be a result of the association 
between maternal and paternal education, with more educated women more likely to 
marry more educated men. Place of residence became insignificant when maternal 
education and province of residence were controlled for. As for infant mortality, this may 
be a result of the fact that a large proportion of the urban population was from Harare 
and Bulawayo, which were included in one provincial category. As a result, when either 
province of residence or place of residence was controlled for, the effects of the other 
were greatly reduced.
The examination of two-way interactions between the variables in Table 8.8 
revealed significant interactions, at the 10 per cent level, between province of residence 
and use of modem contraception, and province of residence and maternal education. 
However, the net joint effects of province of residence and maternal education did not 
form any readily interpretable pattem. This may be a result of small numbers associated 
with some of the categories of the joint variable. The joint variable had sixteen 
categories, three of which had less than two per cent of the cases while one had as many 
as 17 per cent of the cases. The net joint effects of province of residence and use of 
modem contraception are shown in Table 8.9.
Table 8.8 Odds ratios of the effects of selected background social variables on 
child mortality: Zimbabwe, 1988 ZDHS
Variable Gross effects Net effects
Odds
ratios
LRX2 Odds
ratios
LRX2
Place of residence 16.6*** 1.9
Communal areas 1.00 1.00
Commercial farms 0.95 0.93
Urban 0.48*** 0.75
Province of residence 16.1*** 10.4**
Manicaland and Mashonaland C 1.00 1.00
Mash. E, M at N, M at S, Bulawayo 0.53*** 0.61***
and Harare
Mashonaland West 0.49*** 0.51***
Masvingo and Midlands 0.74* 0.75
Maternal education 29.6*** 11.3***
Uneducated 1.00 1.00
Primary Grades 1-4 0.71* 0.76
Primary Grades 5-7 0.61*** 0.72*
Secondary* 0.17*** 0.26***
Paternal education 18.2*** 3.3
Uneducated 1.00 1.00
Primary Grades 1-4 0.80 0.86
Primary Grades 5-7 0.60*** 0.72*
Secondary* 0.41*** 0.76
Unknown 0.93 0.97
Modem contraception 12.3*** 2.6
Never used 1.00 1.00
Used 0.62*** 0.79
Model 59.3***
N 6111 6111
Notes: Figures in brackets are t statistics.
*** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Mashonaland C = Mashonaland Central.
Mash. E = Mashonaland East, M at N = Matebeleland North, M at S = Matebeleland South. 
Source: Estimated from the parameter estimates of the logit linear models in Appendix 8.6.
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Table 8.9 Neta joint effects of province of residence and use of modern 
contraception on child mortality: Zimbabwe, 1988 ZDHS
Joint variable LRX2 Parameter estimate Odds
ratios
Province and ever-use of modem 
contraception
Manicaland and Mashonaland Central 
never used modem contraception
24.9***
ref 1.00
used modem contraception 0.0129 (0.05) 1.03
Mash. E, Mat N, Mat S, Bulawayo 
and Harare
never used modem contraception -0.0262 (-0.11) 0.97
used modem contraception -0.9507 (-3.45)*** 0.39
Mashonaland West
never used modem contraception -0.8637 (-1.74)* 0.42
used modem contraception -0.6983 (-2.20)** 0.50
Midlands and Masvingo
never used modem contraception -0.3924 (-1.41) 0.66
used modem contraception -0.2229 (-0.92) 0.80
Model 80.6***
N 6111
Notes: a Net of the main effects of place of residence, maternal and paternal education, maternal age at 
birth of child, birth order and sex.
Degrees of freedom were 7 for the joint variable and 18 for the model.
Figures in brackets are t-values.
*** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Mash. E = Mashonaland East, M at N = Matebeleland North, M at S = Matebeleland South, 
ref = reference category
Source: Primary analysis o f the ZDHS data tapes.
Tabic 8.9 shows that, after controlling for place of residence, maternal and 
paternal education, the effects of use of modem contraception varied by province of 
residence. In the high mortality provinces of Manicaland and Mashonaland Central, 
whether or not the mother had ever used modem contraception did not significantly 
affect the risk of dying. However, in Mashonaland East, Matebeleland, Harare and 
Bulawayo where child mortality was generally low, the risk of dying for children of 
mothers who had never used modem contraception was more than double that for 
children of mothers who had used modem contraception. In Mashonaland West, and 
Midlands and Masvingo, the differences in the odds of dying by mother’s ever-use of
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modern contraception were relatively small, but the odds of dying were slightly higher 
when the mother had used modem contraception than when they had never used modem 
contraception. The differences in the effects of ever-use of modem contraception by 
province of residence and the unexpected direction in some provinces may be a result of 
variations in the prevalence of modem contraception and the complexity of factors that 
affect the use or non-use of modem contraception by individual women.
8.5 Effects of household characteristics
The household characteristics considered include indicators of household socio­
economic status (possession of a radio and a bicycle, a television and a refrigerator, 
cattle and a cart and paternal occupation), and indicators of household environmental 
conditions (source of water supply and availability of a toilet facility). Ideally, the effects 
of household indicators should be examined separately in communal areas, on 
commercial farms and in urban areas as in Chapter Seven, Section 7.6. However, such a 
desegregation would result in very small samples for the multivariate analysis which 
would influence the statistical significance of the findings. As a result, in this section, the 
effects of household characteristics were considered at the national-level.
The effects of the household indicators on the risk of dying during infancy arc 
shown in Table 8.10. All the indicators except source of water had significant gross 
effects. The effects of possession of a radio and bicycle were, however, not in the 
expected direction. Infants from households with both a radio and a bicycle experienced 
higher mortality risks than those from households with either a radio or a bicycle.
Table 8.10 Odds ratios of the effects of household characteristics on infant 
mortality: Zimbabwe, 1988 ZDHS
Household indicator Gross effects Net effects
Odds
ratios
LRX2 Odds
ratios
LRX2
Possession of cattle and a cart 5.1* 10.4***
Neither 1.00 1.00
Either 0.96 0.82*
Both 0.74** 0.65***
Paternal occupation 16.4*** 7.0**
Never worked 1.00 1.00
Prof/tec h/clerical/sales/service 0.57*** 0.67***
Manual/agriculture/domestic 0.84 0.84
Possession of a television 17.3*** 10.1***
and a refrigerator
Neither 1.00 1.00
Either 0.63* 0.71
Both 0.44*** 0.48***
Possession of a radio and a bicycle 11.8*** 4.9*
Neither 1.00 1.00
Either 0.70*** 0.83*
Both 0.84 1.14
Source of drinking water 2.4 0.2
Protected (tap/well/borehole) 1.00 1.00
Unprotected source 1.18 1.04
Toilet facility 10.1*** 2.2
No toilet facility 1.00 1.00
Flush or pit latrine 0.74*** 0.86
Model 44.78***
N 8965 8965
Notes: *** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Source: Estimated from the parameter estimates of the logit linear models in Appendix 8.7.
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All the indicators, except source of water and sanitation, had significant net 
effects on the risk of infant mortality. The effects of availability of a toilet facility were 
insignificant once possession of a television and a refrigerator was controlled for, which 
indicates a positive association between the two indicators. Most of the households with 
a television or a refrigerator were in urban areas, and almost all urban households tend to 
have access to a toilet facility (see Table 7.10, Chapter Seven). Controlling only for 
possession of a television and refrigerator reduced the LRX^ for paternal occupation 
from 16.4 to 9.9 (result not shown), which indicates that the occupation of the father 
was also related to the availability of a television and a refrigerator in the household.
The significance of possession of cattle and a cart increased when other 
indicators were controlled for (Table 8.10). The LRX^ increased from 5.1, significant at 
the 10 per cent level, in the gross effects model to 10.4 in the net effects model. This may 
be a result of the correlation between possession of cattle and a cart and place of 
residence. For example, possession of cattle or a cart was mostly associated with 
communal areas. Therefore, in the gross effects model, urban households, irrespective of 
their socio-economic status, were considered together with the disadvantaged rural 
households with no cattle or carts. As a result, the importance of possession of cattle and 
a cart as a socio-economic indicator and for the risk of infant mortality was under­
estimated. When indicators that were highly related to place of residence, such as 
possession of a television or a refrigerator were controlled for, the net effect on infant 
mortality of possession of cattle or a cart increased.
The effects of household indicators on the risk of child mortality is shown in 
Table 8.11. Possession of cattle and a cart, which had significant effects on the risk of 
infant mortality, was not significantly related to the risk of child mortality both when 
considered alone and when the effects of the other indicators were controlled for. The 
effects of source of drinking water were also not significant Paternal occupation, 
possession of a television or refrigerator, possession of a bicycle and availability of a 
toilet facility had significant gross effects but only possession of a radio or a bicycle, and 
toilet facility had significant net effects. Although the overall effect of possession of a
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television or refrigerator was not significant, the odds of dying for children from 
households with both a television and a refrigerator was only 51 per cent of the odds for 
children from households with neither a television nor a refrigerator, and the difference 
was significant at the 10 per cent level. Controlling for availability of a toilet facility 
reduced the effects of the other indicators substantially. For example, when availability of 
a toilet facility was controlled for, the LRX^ for possession of a television and a 
refrigerator decreased from 11.7 to 6.7, and that for possession of a radio or bicycle 
decreased from 10.5 to 7.6 (results not shown). This shows that the household indicators 
were highly correlated. As for infant mortality, the effect of possession of a radio or a 
bicycle was not in the expected direction. The odds of dying for children from 
households with either a radio or a bicycle were higher than those for children from 
households with neither.
Table 8.11 Odds ratios of the effects of household characteristics on child 
mortality: Zimbabwe, 1988 ZDHS
Household indicator Gross effects Net effects
Odds
ratios
LRX2 Odds
ratios
LRX2
Possession of cattle and a cart 0.5 0.2
Neither 1.00 1.00
Either 1.11 0.93
Both 1.01 0.96
Paternal occupation 5.5* 1.2
Never worked 1.00 1.00
Profytech/clerical/sales/service 0.68* 0.87
Manual/agriculture/domestic 0.99 1.11
Possession of a television and a 11.7*** 3.9
refrigerator
Neither 1.00 1.00
Either 0.52 0.67
Both 0.39*** 0.51*
Possession of a radio and a bicycle 10.5*** 6.1**
Neither 1.00 1.00
Either 1.00 1.19
Both 0.47*** 0.63*
Source of drinking water 2.5 0.3
Protected (tap/well/borehole) 1.00 1.00
Unprotected 1.27 1.08
Toilet facility 10.6*** 4.1**
No toilet facility 1.00 1.00
Flush or pit latrine 0.64*** 0.74**
Model 25.8***
N 6111 6111
Notes: *** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Source: Estimated from the parameter estimates of the logit linear models in Appendix 8.8.
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8.6 Effects of selected background social variables and intermediate bio­
demographic and household characteristics
This section examines the extent to which background social characteristics of 
parents influence infant and child mortality through their effects on maternal reproductive 
behaviour and household characteristics. Only those variables that maintained significant 
effects on infant and/or child mortality, when the effects of the other variables in their 
group were controlled for, were considered in this section. For example, only those 
social variables that maintained significant effects when the other social variables were 
controlled for (Tables 8.6 and 8.8) were included in this section. The same criteria was 
used to select bio-demographic and household variables. The factors included for infant 
mortality were place of residence, modem contraception, maternal age, birth order, sex, 
preceding birth interval, survival of preceding sibling at age one year, household 
possession of cattle and a cart, paternal occupation and availability of a refrigerator and 
television. For child mortality, maternal education, province of residence, year of birth, 
toilet facility and possession of a refrigerator and television were included. If the 
background social characteristics of parents influenced infant and child mortality through 
their effects on maternal reproductive behaviour and household characteristics, then 
inclusion of the maternal fertility and household variables in the logit models would 
reduce the effects of the social variables.
8.6.1 Social and household characteristics, maternal age, birth order, birth
cohort and sex of child
Table 8.12 shows the effects of the selected variables on the risk of dying during 
infancy. Model I includes only the selected social characteristics (place of residence and 
ever-use of modem contraception), Model II includes the social and bio-demographic 
characteristics, and Model in includes social, bio-demographic and household 
characteristics.
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Table 8.12 Odds ratios of the effects of selected social, bio-demographic and
household characteristics on infant mortality: Zimbabwe, 1988 
ZDHS
Variable M odell M odeln Model in
Odds
ratios
LRX2 Odds
ratios
LRX2 Odds
ratios
LRX2
Place of residence 23.6*** 21.9*** 15.3***
Communal areas 1.00 1.00 1.00
Commercial farms 1.23* 1.20 0.99
Urban 0.60*** 0.60*** 0.55***
Modem contraception 9.5*** 9.0*** 8.2**
Never used 1.00 1.00 1.00
Used 0.74*** 0.74*** 0.75***
Maternal age 6.1** 5.0*
<20 1.00 1.00
20-29 0.71** 0.73**
30+ 0.71* 0.75
Birth order 9.4** 9.5***
1 1.00 1.00
2-3 0.86 0.84
4-5 0.72* 0.70**
6+ 1.15 1.10
Sex 17.6*** 17.6***
Male 1.00 1.00
Female 0.67*** 0.67***
Possession of cattle and a 17.1***
cart
Neither 1.00
Either 0.73**
Both 0.56***
Paternal occupation 4.6*
Never worked 1.00
Prof/tech/clerical/sales/ 0.72**
service
Manual/agriculture/ 0.86
domestic
Possession of a television and 2.1
a refrigerator
Neither 1.00
Either 0.96
Both 0.69
Model 38.7*** 80.0*** 104.5***
N 8965 8965 8965
Notes: *** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Source: Estimated from the parameter estimates of the logit linear models in Appendix 8.9.
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Model II shows that the LRX^ and odds ratios of the effects of place of residence 
and use of modem contraception on infant mortality changed only slightly when maternal 
age, birth order and sex were controlled for (Table 8.12). This indicates that their effects 
were largely independent of maternal age, birth order and sex of the child. The effects of 
maternal age, birth order and sex remained significant when maternal education and ever- 
use of modem contraception were controlled for (Model II). The results in Model HI 
indicate that when further controls were introduced for the household indicators, the 
effect of place of residence and ever-use of modem contraception remained significant 
This indicates that the relatively low infant mortality in urban areas was not mainly a 
result of high-salary occupations or higher socio-economic status as indicated by 
possession of televisions or refrigerators.
Two-way interactions between the selected social and bio-demographic variables 
in Model II (Table 8.12) were only significant between place of residence and sex, and 
use of modem contraception and birth order. The net joint effects of place of residence 
and sex of the child on the risk of dying during infancy are shown in Table 8.13. The 
results show that the odds of dying for female children were significantly lower than 
those for male children only in communal areas and on commercial farms. In urban areas, 
differences in the risk of dying between male and female children were negligible. 
Although the interaction effects between place of residence and the other bio- 
demographic variables were insignificant, analysis of the gross effects on the risk of 
dying in infancy of maternal age and birth order separately for urban areas, communal 
areas and commercial farms showed that both variables were also not significant in urban 
areas. This may be an indication that mothers in urban areas have better facilities and 
resources to avoid some of the potential risks early in life associated with male children, 
births at young and older ages, and first and high order births.
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Table 8.13 Neta jo in t effects of place of residence and sex of child on
infant m ortality: Zimbabwe, 1988 ZDHS
Joint variable LRX2 Param eter
estim ate
Odds
ratios
Place of residence and sex of 45.6***
Communal areas
male ref 1.00
female -0.5198 (-4.31) 0.59***
Commercial farms
male 0.1446 (0.90) 1.16
female -0.2791 (-1.45) 0.76
Urban areas
male -0.7972 (-4.21) 0.45***
female
Model 85.3***
-0.7071 (-3.94) 0.49***
N 8965
Notes: 8 Net of the main effects of use of modem contraception, maternal age at birth of child, and 
birth order.
Figures in brackets are t-values.
Degrees of freedom were 5 for the joint variable and 11 for the model.
*** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level, 
ref = reference category.
Source: Primary analysis of the ZDHS data tapes.
The net joint effects of birth order and use of modem contraception are shown in 
Table 8.14. The results show that use of modem contraception counteracted the high 
risks associated with first births. For children of mothers who had never used modem 
contraception, the odds of dying formed the typical U shape, that is, being highest for 
first births and birth orders six and higher and lowest for birth orders four and five. 
However, for women who had used modem contraception, there was no difference in the 
odds of dying for infants of birth order one to five. This may indicate that women who 
used modem contraception probably had access to health facilities, and as argued by 
Ahmed (1992:53), they may be less fatalistic than other women, and more likely to make 
a conscious effort to improve child health. The women who used modem contraception 
were more likely to make use of modem health services and thus reduce the risk of infant 
mortality, and they were also likely to be the more educated.
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Table 8.14 Neta joint effects of use of modern contraception and birth order on 
infant mortality : Zimbabwe, 1988 ZDHS
Joint variable LRX2 Parameter
estimate
Odds
ratios
Use of modern contraception and 31.9***
birth order
Never used modem contraception
birth order 1 ref 1.00
birth order 2-3 -0.4164 (-2.04)** 0.66
birth order 4-5 -0.8245 (-3.17)*** 0.44
birth order 6+ -0.3674 (-1.51)* 0.69
Used modem contraception
birth order 1 -0.8142 (-4.32)*** 0.44
birth order 2-3 -0.7770 (-4.16)*** 0.46
order 4-5 -0.8095 (-3.70)*** 0.45
birth order 6+ 
Model 93.1***
-0.3004 (-1.31) 0.74
N 8965
Notes: a Net of the main effects of place of residence, maternal age at birth of child, and sex of the 
child.
Degrees of freedom were 7 for the joint variable and 12 for die model.
Figures in brackets are t-values.
*** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level, 
ref = reference category.
Source: Primary analysis of the ZDHS data tapes.
The effects of maternal education, province of residence, year of birth, toilet 
facility and possession of a television or a refrigerator on the risk of child mortality are 
shown in Table 8.15. Model II shows that the LRX^ and odds ratios for province of 
residence were significantly altered by controlling for year of birth, toilet facility and 
possession of a television or refrigerator. Although the relative differences in odds ratios 
were generally unchanged for maternal education, the LRX2 value decreased from 28.5 
when only province of residence was controlled for in Model I to 16.6 when household 
characteristics were controlled for in Model H. When only year of birth was controlled 
for, the LRX^ decreased to 27.4 (result not shown). The household indicators became 
insignificant when controls for maternal education and province of residence were 
introduced. This indicates that maternal education was related to household
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characteristics. For example, households with more educated women tended to have 
toilet facilities, televisions and refrigerators.
Table 8.15 Odds ratios of the effects of selected social and household 
characteristics on child mortality: Zimbabwe, 1988 ZDHS
Variable Modell Model II
Odds
ratios
LRX2 Odds
ratios
LRX2
Maternal education 28.5*** 16.6***
Uneducated 1.00 1.00
Primary Grades 1-4 0.67** 0.70*
Primary Grades 5-7 0.59*** 0.64***
Secondary* 0.18*** 0.23***
Province of residence 15.0*** 14.4***
Manicaland and 1.00 1.00
Mashonaland Central
Mash. E, Mat N, Mat S, 0.57*** 0.58***
Bulawayo and Harare
Mashonaland West 0.45*** 0.46***
Masvingo and Midlands 0.75* 0.72*
Year of birth 16.4***
1980-84 1.00
1975-79 1.91***
1970-74 1.72***
Toilet facility 2.6
No 1.00
Yes 0.79
Possession of a television 0.6
and a refrigerator
Neither 1.00
Either 0.86
Both 0.77
Model 44.5*** 64.8***
N 6111 6111
Notes: *** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Mash. E = Mashonaland East, Mat N = Matebeleland North, Mat S = Matebeleland South. 
Source: Estimated from the parameter estimates of the logit linear models in Appendix 8.10.
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After controlling for the main effects of the variables in Table 8.15, only the 
interactions of region of residence and toilet facility were significant However, no 
definite and theoretically comprehensible patterns emerged when the net effects of the 
joint variable representing province of residence and availability of a toilet facility were 
examined
8.6.2 Effects of selected social characteristics and birth interval variables
Table 8.16 shows the effects on infant mortality of place of residence, use of 
modem contraception, length of preceding birth interval and survival of preceding sibling 
for birth orders two and higher. Model I shows that, the ever-use of modem 
contraception was insignificant when place of residence was controlled for. Controlling 
for length of preceding birth interval and survival of preceding sibling in Model II did not 
significantly alter the odds ratios or LRX^ for place of residence. This shows that the 
effects on infant mortality of place of residence were independent of the length of 
preceding birth interval and survival of preceding sibling. The effects of ever-use of 
modem contraception were related to place of residence, as for example, urban women 
were more likely to use modem contraception than rural women (see CSO, 1989:54, 
Table 4.13). Two-way interactions between the social variables, and preceding birth 
interval and survival of preceding birth were not significant This indicates that the 
effects on infant mortality of length of preceding birth interval and survival of preceding 
birth were not related to place of residence.
Table 8.17 shows the effects of the selected background social variables and birth 
interval variables on child mortality for children of birth orders two and higher. 
Controlling for the effects of preceding birth interval and succeeding birth interval did 
not significantly change the estimates for province of residence and maternal education 
(Model II). The LRX^ for preceding birth interval decreased only slightly from 21.7 in 
the gross effects model (Table 8.5) to 17.7 when succeeding birth interval and the social 
characteristics were controlled for in Model II (Table 8.17). Similarly, the LRX^ for 
succeeding birth interval decreased slightly from 32.2 in the gross effects model (Table 
8.5) to 26.6 when the effects of preceding birth interval, maternal education and province
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of residence were controlled for in Model II (Table 8.17). These results indicate that the 
social variables and birth interval variables had independent effects on child mortality. 
After controlling for the main effects of the variables, only the two-way interactions 
between preceding birth interval and province of residence, preceding birth interval and 
maternal education were significant However, none of the interaction effects were 
theoretically interpretable, which may be a result of small numbers especially associated 
with short preceding birth intervals. For example, only 12 per cent of the cases had 
preceding birth intervals less than 19 months.
Table 8.16 Odds ratios of the effects of selected social and birth interval
variables on infant mortality: Zimbabwe, 1988 ZDHS (birth order 
two and higher)
Variable Modell Modeln
Odds
ratios
LRX2 Odds
ratios
LRX2
Place of residence 
Communal areas 
Commercial farms 
Urban
1.00
1.24
0.61***
15.6***
1.00
1.21
0.64***
12.2***
Modem contraception 
Never used 
Used
1.00
0.86
1.8
1.00
0.86
1.9
Survival of preceding 
sibling at age one year 
Alive 
Dead
1.00
0.66**
4.5**
Preceding birth interval 
(months)
<19
19-36
37+
1.00
0.51***
0.38***
29.5***
Model 19.5*** 63.0***
N 6861 6861
Notes *** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Source: Estimated from the parameter estimates of the logit linear models in Appendix 8.11.
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Table 8.17 Odds ratios of the effects of selected social and birth interval
variables on child mortality: Zimbabwe, 1988 ZDHS (birth order 
two and higher)
Variable M odel I M odel II
Odds ratios LRX2 Odds
ratios
LR X 2
Province 14 i*** 12.8***
M anicaland and 1.00 1.00
M ashonaland Central
M ash. E, M at. N , M at. S, 0.54*** 0.56***
B ulaw ayo and H arare
M ashonaland W est 0.42*** 0.42***
M asvingo and M idlands 0.65** 0.63**
M aternal education 23.8*** 18.1***
U neducated 1.00 1.00
Prim ary G rades 1-4 0.59*** 0.64**
Prim ary G rades 5-7 0.52*** 0.61***
Secondary+ 0.17*** 0.19***
Preceding birth interval 17.7***
(m onths)
<19 1.00
19-36 0.55***
37+ 0.35***
Succeeding birth w ithin 18 26.6***
months
Yes 1.00
N o 0.32***
M odel 37.1*** 82.6***
N 4612 4612
Notes *** Significant at the one per cent level.
** Significant at the five per cent level.
* Significant at the 10 per cent level.
Mash. E = Mashonaland East, Mat. N = Matebeleland North, Mat. S = Matebeleland South. 
Source: Estimated from the parameter estimates of the logit linear models in Appendix 8.12.
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8.7 Summary
In the first year of life, the bio-demographic variables which include maternal age, 
birth order, length of preceding birth interval, survival of preceding birth at age one year, 
and sex of the child all had significant independent effects on the risk of mortality. The 
effects of birth order and maternal age decreased when the effects of the other were 
controlled for which may be a result of the association of low order births with young 
mothers and higher order births with older mothers. Also, the effects of the length of the 
preceding birth interval were associated with the effects of the survival status of the 
preceding sibling at age one year, but the effects of both were independent of maternal 
age, birth order, sex and year of birth.
The effects of the bio-demographic factors on child mortality were not as strong 
as on infant mortality. Only maternal age, year of birth, the length of the preceding birth 
interval, the succeeding birth interval and year of birth had significant effects. Of these 
variables with significant effects, maternal age was the weakest. The effects of preceding 
and succeeding birth interval, and year of birth were largely independent of each other. 
The fact that the survival status of the preceding sibling at age one year, which had 
significant effects on infant mortality, was not significantly related to child mortality may 
be an indication that the factors that may affect successive siblings are strong early in life 
and may be related to genetic causes and circumstances at birth.
The effects on infant and child mortality of the household indicators considered in 
the analysis were inter-related. For example, households which possessed a television or 
refrigerator were likely to be urban and as a result they also had toilet facilities. Also, 
households where fathers were engaged in relatively high-salary occupations (non- 
manual and non-agricultural) were more likely to possess a television or a refrigerator. 
However, despite the inter-relationships, possession of cattle and a cart, paternal 
occupation and possession of a television and a refrigerator had significant independent 
effects on the risk of dying in infancy. Children from households which had televisions or 
refrigerators, and cattle or a cart, and whose fathers were engaged in non-manual and 
non-agricultural occupations faced significantly lower risks of infant mortality. The
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significance of the household indicators varied for child mortality. Only the availability of 
a toilet facility and possession of a radio or bicycle had significant net effects on the risk 
of child mortality. However the effect of possession of a radio and a bicycle was not in 
the expected direction as households with either a radio or a television were associated 
with higher child mortality risks than those from households with neither a radio nor a 
television. Controlling for the availability of toilet facilities significantly reduced the 
effects of possession of a television or refrigerator and paternal occupation, which were 
significant when considered alone.
The social characteristics included in the analysis (place of residence, province of 
residence, maternal and paternal education and use of modem contraception) were highly 
correlated. For example, more educated women tended to marry similarly educated men, 
and urban areas were associated with higher levels of education. Also, use of modem 
contraception was more common among urban and more educated women and those 
married to educated husbands.
All the social characteristics had significant gross effects on infant mortality but 
only place of residence and use of modem contraception had significant net effects. Once 
controls for place of residence were introduced, the effects of maternal and paternal 
education on infant mortality were insignificant. Place of residence and ever-use of 
modem contraception had significant interactions. The interaction effects showed that 
the effects of use of modem contraception on infant mortality were greater and more 
significant on commercial farms than in urban and communal areas. The effects of both 
place of residence and use of modem contraception on infant mortality were largely 
independent of maternal age, birth order, sex of the child, length of preceding birth 
interval, the survival of the preceding sibling, possession of cattle or a cart, and paternal 
occupation. Although controlling for birth order did not significantly change the effect of 
use of modem contraception on infant mortality, two-way interactions between these 
two variables showed that ever-use of modem contraception tended to reduce the high 
relative risk normally associated with first births.
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Of the social variables, only maternal education and province of residence had 
significant net effects on child mortality. Once maternal education was included in the 
logit model, the effects of paternal education and place of residence on child mortality 
were insignificant. Although the net effects of ever-use of modem contraception were 
not significant, the effects of interactions between ever-use of modem contraception and 
province of residence were significant, and showed that ever-use of modem 
contraception was associated with lower child mortality risks only in the low mortality 
provinces of Mashonaland East, Matebeleland, Harare and Bulawayo.
Maternal education was related to household characteristics such as the 
availability of toilet facilities and possession of a television or refrigerator, and when 
maternal education was controlled for, the effects of these household characteristics 
became insignificant One of the often suggested ways through which maternal education 
may influence infant and child mortality is through its effects on reproductive behaviour 
(Pebley and Stupp, 1987:57-58). However, results in this chapter, showed that when 
controls were introduced for length of preceding and succeeding birth intervals, which 
had significant net effects on child mortality, the effects of maternal education remained 
highly significant Also the effects of province of residence were not affected much by 
controlling for length of preceding and succeeding birth intervals.
Provincial differences in the risk of dying between ages one and five years were 
not strongly related to differences in levels of maternal and paternal education, use of 
modem contraception, urbanisation, availability of sanitation facilities or length of 
preceding and succeeding birth intervals. After controlling for these characteristics the 
risk of child mortality remained highest in Manicaland and Mashonaland Central followed 
by Masvingo and Midlands and was relatively low in Mashonaland West, Mashonaland 
East, Matebeleland North and South, Harare and Bulawayo. As discussed in Chapter 
Five, provincial differences in the risk of mortality may be reflecting regional inequalities 
in the development of services such as transport and health infrastructure. Also, 
provincial differences may be a result of differences in natural environmental conditions 
influencing disease prevalence.
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Chapter Two highlighted how socio-economic conditions in Zimbabwe have 
changed greatly since Independence in 1980. It could be argued that children bom in the 
post-Independence period, especially the last five years preceding the survey, faced a 
vastly different socio-economic environment from those bom earlier. As a result, the 
apparent difference in the relative importance of the effects of social factors (especially 
maternal education and use of modem contraception) on infant and child mortality may 
be a result of the fact that infant mortality includes children bom in the period 1985-1988 
who are excluded from child mortality (due to censoring). However, when infant 
mortality was restricted to births in the period 1970-1984, corresponding to the period of 
births included for child mortality, the logit models for social factors were very similar to 
those discussed above, which include the extra births. Therefore, the inclusion of the 
births between 1985 and 1988 in the analysis of infant mortality could not be responsible 
for the differences in the effect of social factors on infant mortality and child mortality 
shown in this chapter
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CHAPTER NINE 
CONCLUSION
The aim of this study was to provide coherent estimates of infant and child 
mortality levels, trends, differentials and determinants, through systematic analysis of 
available data sets. Such a comprehensive study of infant and child mortality, 
incorporating analyses at the national, provincial and district levels, as well as detailed 
micro-level analyses focusing on individual mothers and children, has been lacking for 
Zimbabwe. Due to lack of vital registration, the study used data from censuses and 
nationally representative surveys, which include the 1982 Census, the 1984 Zimbabwe 
Reproductive and Health Survey (ZRHS), the 1987 Inter-Censal Demographic Survey 
(ICDS), the 1988 Zimbabwe Demographic and Health Survey (ZDHS) and the 1992 
Census.
In Chapter Four, analyses of mortality levels and trends were carried out using 
the Trussed version of the Brass-type indirect techniques (Trussed, 1975). Infant and 
chdd mortality differentials and determinants were examined at three different levels. 
First, in Chapter Five, using data from the 1992 Census, infant and chdd mortadty 
differentials and associated factors were examined at the provincial and district levels. 
The estimate of the probabdity of dying before age five years was used as the indicator of 
infant and chdd mortadty. Second, in Chapter Six, characteristics of parents associated 
with infant and chdd mortality variations among individual women were examined, based 
on the 1984 ZRHS, the 1987 ICDS and the 1988 ZDHS data sets. In this case, the 
individual woman was the unit of analysis and her average chdd loss experience, 
irrespective of the age at death of the chddren, was the dependent variable. Lastly, in 
Chapters Seven and Eight, socio-economic characteristics of parents and households, 
and maternal reproductive characteristics associated with infant and chdd mortality 
variations among individual chddren were examined. The unit of analysis was the chdd, 
and the survival of each chdd through infancy or between ages one and five years was 
taken as the dependent variable. The 1988 ZDHS birth history data were used for this 
analysis.
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The study was constrained on account of the non-availability of individual level 
data which restricted the analyses based on the 1982 and 1992 Censuses to the 
aggregated district level. Also the range of variables that could be related to infant and 
child mortality was limited, especially in the 1982 Census, the 1987 ICDS and the 1992 
Census. Community level indicators were also generally lacking in the censuses and 
surveys used for this study. Also, some important indicators such as ethnicity, language 
and religion were either lacking or the questions were inappropriately asked. 
Furthermore, samples of the 1984 ZRHS (2574 women aged 15-49 years) and the 1988 
ZDHS (4201 women aged 15-49 years) were relatively small which tended to limit the 
level of desegregation or categorisation of certain variables. The results of this study thus 
need to be viewed in the context of these limitations.
The evaluation of the different census and survey data in Chapters Three and 
Four revealed that, compared to the 1982 and 1992 Censuses and the 1987 ICDS, the 
reports of women on children ever bom and children dead in the 1984 ZRHS, and 1988 
ZDHS showed evidence of omissions. Also, the small numbers in these samples were 
likely to result in inaccurate indirect estimates of infant and child mortality. As a result 
the 1984 ZRHS and 1988 ZDHS were not used for this purpose.
The analysis in this study, based on the 1988 ZDHS data, found that the North 
family of the Coale and Demeny North model life table family was the most appropriate 
for Zimbabwe rather than the Coale and Demeny West family that was assumed in some 
previous studies. The selection of the North family is in agreement with the observations 
of Brass (Brass and Coale, 1968:113) and Gaisie (1981:17) that in African populations, 
where breastfeeding was universal and extended, infant mortality was relatively low and 
child mortality (above age one) relatively high, which is the characteristic of the North 
model survival curve at young ages. The Brass 'African standard' model life table 
resembles the North model mortality curve up to age 10 or 20 years (Brass and Coale, 
1968:132).
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The indirect estimates of infant and child mortality derived from the 1982 and 
1992 Censuses and the 1987 ICDS point towards a steady decline of mortality during the 
1970s, followed by a relatively steep decline around 1980, and gradual decline through 
the late 1980s. Infant mortality rate fell from about 93 per 1000 in 1968 to 84 per 1000 
in 1978 and further to 55 per 1000 in 1988. Estimates of the probability of dying before 
age five years also showed a trend similar to that for infant mortality. By contrast, the 
estimates for 1990 indicated a stagnation or even a tendency towards increasing infant 
and child mortality levels, and this was also shown by provincial level estimates based on 
the 1992 Census.
Substantial mortality declines were expected in Zimbabwe in the period following 
Independence, partly due to the end of the war and also due to the government's socio­
economic policies that aimed at improving the living conditions of the majority Africans 
who had been neglected by colonial governments. However, the constant decline 
throughout the 1970s was unexpected in view of the possible effects of the War of 
Liberation. The War, which escalated towards the end of the 1970s, was expected to 
lead to a stagnation or increase in mortality in the period leading to Independence in 
1980.
The lack of the expected trend of constant or increasing infant and child mortality 
during the late 1970s may be an indication that the effects of the War were not 
significant in most districts and thus were not apparent at the national level. A general 
problem with regards to the estimation of infant and child mortality from retrospective 
reports of mothers in censuses and surveys is that, the mortality experience of children 
who suffered the effects of the War, either directly or indirectly through being orphaned, 
is not fully captured since some of the mothers may also have died. The fact that the 
indirect estimates do not show short-term rises in mortality, as may be expected, may 
also be a result of the smoothing effects of the indirect estimation techniques. Because 
the proportions of children dead by age group of mother are averages of cohorts of 
children who experienced different mortality regimes, short-term mortality changes are 
smoothed out when indirect estimates are made (Feeney, 1991:54; Hill, 1991:372).
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Examination of infant and child mortality rates by birth cohort (estimated 
directly), based on the 1988 ZDHS birth history data, showed a pattern that was closer 
to expectations. The 1975-79 birth cohort experienced higher infant and child mortality 
compared to the 1970-74 birth cohort while the 1980-84 birth cohort experienced lower 
infant and child mortality than the two older cohorts. However, it must be noted that the 
directly derived estimates were generally much lower than the indirect estimates and in 
particular the estimates of child mortality for the 1980-84 birth cohort appeared to be too 
low.
The stagnation of infant and child mortality trends around 1990 may either be a 
genuine indication of mortality increase or an artefact of the indirect estimation 
methodology; that is, the proportion of children dead among women aged 20-24 tending 
to exaggerate the estimates of the probability of dying before age two years in the same 
way as the estimates of infant mortality from the reports of women aged 15-19, which 
are conventionally disregarded, are exaggerated. However, Woelk (1994:1027) noted 
that there appeared to be a stagnation in Zimbabwe's health achievements towards the 
end of the 1980s. Immunisation rates which had increased steadily from around 1982 to 
1988 were stagnant at the beginning of the 1990s and malnutrition remained among the 
top three causes of child death. The stagnation of health achievements has occurred 
against the background of a deteriorating economy, periodic drought, the structural 
adjustment program, which has led to rapid price increases and inflation, and the 
increasing problem of HIV and AIDS. This indicates that the apparent stagnation of 
infant and child mortality around 1990 may indeed be a reflection of genuine mortality 
increases. However, the effects of the economic structural adjustment program (ESAP), 
the periodic drought and HIV and AIDS infection on levels of infant and child mortality 
in Zimbabwe need to be carefully researched.
The examination of mortality trends by districts based on the 1992 Census, which 
represents the first attempt of such analysis for Zimbabwe, showed that the decline in 
infant and child mortality between 1978/79 and 1988/89 generally occurred in all districts 
except Chipinge in Manicaland province. Declines in the probability of dying between
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birth and age five years (q(5))of 35 per cent or more occurred both in districts that had 
very low infant and child mortality in 1978/79, such as Bubi, Umzingwane, Tsholotsho, 
Bulawayo and Matobo, as well as in districts with very high infant and child mortality, 
such as Binga, Kariba and Mudzi. Despite the substantial infant and child mortality 
declines during the decade 1978/79-1988/89, a comparison of provincial and district 
level data in Chapter Five showed that by 1988/89 substantial differences existed in 
infant and child mortality by provinces and districts. Infant and child mortality was 
highest in Manicaland and Mashonaland Central provinces and lowest in the urban 
provinces of Harare and Bulawayo and in Matebeleland North and South. Estimates 
from the 1992 Census showed that there were districts still with q(5) estimates of more 
than 120 per 1000 in 1988/89, while other districts had comparatively low q(5) levels of 
less than 50 per 1000 for the same period. In the district of Chipinge (Manicaland 
province), for example, the probability of dying before age five years was almost double 
the national average.
In general, the spatial pattern of infant and child mortality in Zimbabwe appeared 
to be broadly related to the natural agro-ecological regions and the distribution of socio­
economic development. The level of infant and child mortality was intermediate in 
districts along the central High veld, which mainly lies in Natural Regions II and III and is 
also relatively more developed in terms of urbanisation and industrialisation. This area 
mainly covers most of Mashonaland East, Midlands and parts of Mashonaland West. 
High infant and child mortality was observed in districts on the borders with 
Mozambique in east and north-east and on the border with Zambia in the north and 
north-east. These high mortality border districts were relatively more isolated from the 
core of development along the central Highveld and most of them were located in the 
Zambezi Valley and Sabi-Limpopo Lowveld areas which are malaria zones. Also, the 
relatively high risk of infant and child mortality associated with Manicaland and 
Mashonaland Central provinces may be reflecting, among other things, carry-over effects 
of the Liberation War. Infant and child mortality was generally low in the south-west part
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of Zimbabwe covering much of Matebeleland North and Matebeleland South, and 
extending into the Midlands and part of Mashonaland East
The empirical analysis of factors associated with district variations in infant and 
child mortality in Zimbabwe has been lacking. The results in Chapter Five showed that 
district variations in child mortality were strongly associated with; level of education, 
fertility and population density. Districts with higher levels of female education, lower 
fertility rates and low population density were associated with lower child mortality. 
However, the effects of population density were reduced by the fact that some low-lying 
districts, with less favourable climatic conditions and a high prevalence of malaria, such 
as Gokwe, Chiredzi, Kariba, Mwenezi, Binga and Hurungwe, were sparsely populated 
but had very high levels of child mortality. Indicators of health service availability, water 
supply and sanitation were generally not significantly related to district child mortality 
rates. This may be a result of the post-Independence improvements in health services, 
and water supply and sanitation which were concentrated on the disadvantaged areas.
The low mortality in Matebeleland North and South could, however, not be 
readily explained in terms of the general spatial patterns of socio-economic development 
nor specific indicators such as levels of female education, total fertility rate or population 
density. A possible explanation is that the south-west part of Zimbabwe is generally drier 
than the rest of the country and may be a less conducive environment for some types of 
disease causing organisms and may thus be relatively disease free. Another reason may 
be related to the ethnic homogeneity of Matebeleland in terms of the common Ndebele 
language, which may facilitate effective diffusion of information and ideas especially from 
the city of Bulawayo to the surrounding rural areas. The situation in Matebeleland 
requires further research to identify the causes of generally low mortality in this part of 
the country. In particular, the diffusion hypothesis should be a prime candidate for 
further investigation. Unfortunately, questions on language and tribe, were not asked in 
the 1992 Census as they were considered to be politically sensitive.
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Although aggregate levels of socio-economic development, ecological and 
cultural characteristics, and certain specific district indicators may be closely associated 
with infant and child mortality, it is the individual characteristics of parents and their 
households that are more closely related to the survival of their children. As shown in 
Figure 1.1 (Chapter One), household and individual level characteristics of parents 
affect the nutrient intake by the child and illness control, which directly affect child 
health and survival. Also characteristics of parents and households may influence child 
health through their effects on maternal health and nutrition during pregnancy, and 
maternal reproductive behaviour.
The analysis of factors affecting the ratio of observed to expected child deaths for 
groups of women and for individual women, based on the 1984 ZRHS, 1987 ICDS and 
1988 ZDHS data (Chapter Six), revealed that infant and child mortality rates were 
highest among women who were uneducated, married to uneducated husbands, lived on 
commercial farms, first married or fell pregnant at ages 15 years or less, and had a 
history of prior pregnancy loss. Women who had never used modem contraception, and 
had no pre-natal care for the last birth or delivered their last child at a place other than a 
modem health centre also experienced higher child mortality. Like the results of the 
analysis at the provincial and district levels based on the 1992 Census, the risk of children 
dying was higher among women living in Manicaland and Mashonaland Central 
provinces compared to the other provinces. These results were generally consistent in the 
three surveys, despite the fact that the 1984 ZRHS and 1988 ZDHS data sets were 
considered less suitable than the 1987 ICDS, as sources of indirect estimates of infant 
and child mortality.
The multivariate analysis based on the 1984 ZRHS and 1988 ZDHS data sets, 
which examined the effects of maternal education, age at first marriage, use of modem 
contraception, pre-natal care for the last child, place of residence and province of 
residence on the ratio of observed to expected child deaths for each mother aged 15-34 
showed that they all had significant effects on childhood mortality. In both the 1984 
ZRHS and the 1988 ZDHS, whether or not the mother had pre-natal care for the last
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birth was the most important variable for predicting child mortality, followed by ever-use 
of modem contraception.
Although use of pre-natal services may have indicated more modem attitudes 
towards maternal and child health, whether or not a woman had a pre-natal examination 
may have primarily depended on the availability and accessibility of the necessary 
services. Therefore women who had no pre-natal services probably lived in areas that 
were inadequately serviced. Among the provinces, Manicaland, which had the highest 
infant and child mortality levels, also had the highest proportion of women who had no 
pre-natal care, while Matebeleland which had the lowest infant and child mortality rates, 
also had the lowest proportion of women who had no pre-natal care for their last births.
However, as noted earlier, the district level analysis (Chapter Five) showed that 
the relationships between indicators of health service availability and q(5) were generally 
not significant This indicates that, although health facilities may be available in an area, 
there may be other factors that determine whether or not women use the health facilities. 
Such factors may include the accessibility of the facilities and the socio-economic 
background of the women. As a result, in a district with a high average number of health 
facilitates per population, infant and child mortality may still be high if the women do not 
have easy access to the health services. On the other hand, the lack of health facilities in a 
district may not result in high infant and child mortality, as mothers may go beyond 
district boundaries to seek medical care for their children. Therefore if appropriate data 
were available, at the district level, about the use of health services by women in a 
district this may give a result that is more comparable to that of the use of health services 
by individual women.
In Chapters Seven and Eight, a wide range of factors were incorporated into the 
analysis of factors affecting infant and child mortality. The factors included social 
characteristics of parents, household characteristics and maternal fertility variables. This 
offered the opportunity to explore whether the background social characteristics 
influenced infant and child mortality through their effects on household characteristics
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and maternal reproductive behaviour as suggested in the conceptual framework 
discussed in Chapter One. Also it was possible to examine whether the effects of the 
different factors on mortality varied during infancy and between the ages of one and five 
years.
The bio-demographic characteristics included were maternal age at the birth of 
the child, birth order, sex, year of birth, length of preceding and succeeding birth 
intervals and the survival of the preceding sibling at age one year. The results showed 
that the effects of maternal age and birth order on mortality were significant only during 
infancy and not between the ages one and five years. This indicates that the effects were 
mainly biological and related to circumstances at birth. For example, young and old 
mothers, and first and higher order births are associated with low birth weight as noted 
by Gribble, (1993). Infant mortality was highest among children bom to teenage mothers 
and those bom to mothers aged 40 years and over, and was lowest for children of 
mothers aged 25-29. Infant mortality was also highest among first births and high order 
births (six and above). The findings of this study also showed that, although the effects 
of maternal age are associated with birth order, as first births tend to be to teenage 
mothers and higher order births to older mothers, they both had significant independent 
effects.
Short birth intervals were associated with both survival between birth and age 
one year and between ages one and five years. Short preceding birth intervals of 18 
months or less were associated with higher risks of both infant and child mortality than 
longer birth intervals. The effects of the length of the preceding birth interval were 
independent of the survival of the preceding sibling which indicates that short preceding 
birth intervals did not mainly operate through sibling competition or cross-infection as 
sometimes suggested (Gribble 1993:133-134; Winikoff, 1983:239). Qeland and Sathar 
(1984:402) made similar observations for Pakistan.
It was also shown that siblings whose preceding sibling died during infancy were 
more likely to die before age one year than those whose preceding sibling survived
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infancy indicating that siblings share mortality risks. Shared risks include the biological 
characteristics of the mother which may promote premature birth or retarded intra­
uterine growth, environmental factors, and family behaviour and child care practices as 
noted by Qeland and Sathar (1984), and Curtis et al., (1991). Between the ages of one 
and five years, the overall effect of survival of preceding sibling on the risk of mortality 
was not significant However, when the preceding birth interval was short (less than 19 
months), the risk of dying between ages one and five years was higher if the preceding 
sibling survived to age one year than when they died, which may be an indication of the 
effects of sibling competition. Shorter succeeding birth intervals were associated with 
higher probabilities of dying between ages one and five years. Because breastfeeding 
durations of more than 18 months are common in Zimbabwe (CSO, 1989:22), short 
succeeding birth intervals of less than 18 months may be associated with interruption of 
breastfeeding. The results in this study did not show any evidence of the effects of sex 
preference on infant and child mortality differentials by sex of child. This is contrary to 
findings from South-Asian populations (Gubhaju, 1984:122 and Majumder, 1989:64).
The household characteristics included in this study were paternal occupation, 
possession of cattle or an ox-drawn cart, a television or refrigerator, a radio or bicycle, 
household source of water and availability of toilet facilities. In this study, the effects of 
household indicators were first examined separately for communal areas, commercial 
farms and urban areas to cater for the differences in socio-economic organisation by 
place of residence. In communal areas, children from households which possessed cattle 
had lower mortality risks of infant mortality. Cattle play an important role in the 
communal areas of Zimbabwe, as sources of draught power, manure, milk, and 
ultimately as a direct source of income. Also, children with fathers who had non- 
agricultural and non-manual occupations experienced lower infant mortality in communal 
areas. Non-agricultural and non-manual occupations are associated with higher salaries 
and hence a higher household economic status. With respect to child mortality, only 
availability of a toilet facility had significant effects in communal areas.
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However, in the case of commercial farms, none of the indicators considered had 
significant effects on infant or child mortality. This shows that the grouping of communal 
areas and commercial farms into one category (rural areas), for purposes of examining 
the effects of place of residence on infant and child mortality as in other studies (Haines 
and Avery, 1982; Guzman, 1989; United Nations, 1985) would be a gross 
misrepresentation of the rural situation in the case of Zimbabwe. Not only do the effects 
of household characteristics on infant and child mortality vary between communal areas 
and commercial farms, but also the levels of infant and child mortality differ.
In urban areas, household indicators were generally not significantly related to 
infant and child mortality. A possible reason may be that the analysis in urban areas may 
be affected by small numbers. One needs very large samples to adequately test the effects 
of the different variables separately for communal areas, commercial farms and urban 
areas. This is especially the case where mortality is relatively low as in urban areas.
However, the household indicators were correlated, and in the multivariate 
analysis based on the total samples, and with some of the indicators combined, 
possession of cattle and a cart, paternal occupation, possession of a refrigerator and a 
television, and possession of a radio and a bicycle had significant independent effects on 
infant mortality. With respect to child mortality, only availability of a toilet facility had 
significant net effects, in the expected direction. The availability of a toilet facility may be 
an indicator of a relatively disease-free living environment, which would be expected to 
have greater effects on the risk of child mortality than infant mortality, as toddlers 
interact more with their surroundings than infants.
The fact that more of the household indicators considered had significant 
independent effects on infant mortality than on child mortality may be a reflection of their 
association with factors that affect pregnancy outcome and environmental conditions at 
birth. These factors may include maternal nutrition during pregnancy, which may affect 
health status of the child at birth, and household economic status, which may influence 
pre-natal examination, place of delivery and access to better health services. Besides
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indicating higher socio-economic status, availability of a television in a household may 
also indicate better access to health information and, hence, improved attitudes towards 
modem medicine. Availability of a refrigerator may also indicate reduced chances of 
infant and child infections through inadequate food preservation.
The fact that in communal areas, infant and child mortality rates were identical 
for children of women with access to protected water (wells and springs, boreholes) and 
those with access to unprotected water (wells/dams, rivers) may be a result of the fact 
that in most villages, protected water sources were provided in the post-Independence 
period and may not reflect the situation at the time when most of the children in question 
were exposed to the risk of infant or child mortality. Also, provision of water supply and 
sanitation may not lead to lower infant and child mortality if the water supply is not 
available all the time or easily accessible as may be the case on some commercial farms 
where communal toilets provided by the farm owner and shared by several households 
are poorly maintained.
With regards to the effects of social characteristics of parents on infant and child 
mortality, the findings in Chapters Seven and Eight, based on the 1988 ZDHS birth 
history data, were in general agreement with the findings from the analysis in Chapter Six 
where the social characteristics were significantly related to the ratio of observed to 
expected child deaths in the 1984 ZRHS, 1987 ICDS and 1988 ZDHS. In a bivariate 
analysis the parental variables such as place of residence (urban, communal area or 
commercial farm), province of residence, maternal and paternal education and ever-use 
of modem contraception, had significant gross effects on both infant and child mortality. 
However, because the parental characteristics were correlated, in the multivariate models 
only place of residence and use of modem contraception had significant net effects on the 
risk of infant mortality, and maternal education and province of residence had significant 
net effects on the risk of child mortality. Thus the relative importance of the social 
factors on mortality differed during infancy and between the ages one and five years.
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Contrary to the suggestion of Pebley and Stupp (1987:57-58), the effects of 
maternal education, (the most important of the social characteristics considered), on the 
risk of child mortality were not strongly related to the length of the preceding and the 
succeeding birth intervals. Maternal education was, however, related to household 
characteristics. For example, households of more educated women were more likely to 
have televisions or refrigerators and to have toilet facilities. However, the effects of 
maternal education on child mortality remained significant even after controlling for the 
availability of a toilet facility and possession of a television or refrigerator. Other ways 
through which maternal education may influence child mortality include its effects on 
knowledge about and use of health services for preventive and curative purposes. The 
fact that maternal education was the most significant of the social characteristics on 
survival between ages one and five years but was not significant during infancy (after 
controlling for place of residence), may indicate the importance of maternal knowledge 
on decisions concerning nutrition, hygiene and health seeking behaviour when children 
are weaned, which is usually after age one year.
The changes in education policies and opportunities in Zimbabwe, since 
Independence are influencing the effects of education on infant and child mortality in two 
ways: first, by reducing the relative advantage of secondary education and second, by 
increasing the difference between the educated and the uneducated group. For example, 
in the case of older women, aged 30 years or more, the infant and child mortality 
differences between successive education groups were greatest between children of 
mothers who completed Grades Five to Seven of primary education and those with 
secondary education, indicating the importance of higher levels of education. Among 
young mothers, aged less than 30 years, the largest difference in infant and child 
mortality between successive education groups existed between children of mothers with 
no education and those who completed primary Grades 1-4. Differences between groups 
of educated women were very small, indicating that only those young women who are 
not educated (the proportion of which is on the decrease) were more disadvantaged than 
others. The extent of these effects cannot be clearly defined in this analysis. The
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indication is that as female education becomes universal, in Zimbabwe, the importance of 
education as a factor affecting infant and child mortality may diminish.
The effects of place of residence on infant mortality were independent of 
maternal reproductive characteristics (maternal age at birth of the child, birth order and 
length of preceding birth interval). The relative advantage of urban areas was also 
independent of the effects of paternal occupation and possession of televisions or 
refrigerators. The low risk of infant mortality in urban areas may be a reflection of better 
access to health services and facilities, and better knowledge of disease prevention. In 
urban areas, mothers were more likely to seek modem health services during pregnancy, 
which may reduce the risk of low birth-weight and birth complications, and also after 
birth, which is likely to reduce the risk of infant deaths. Also, urban women have greater 
access to modem contraception to limit or space births. It was also shown, that the high 
mortality risks associated with male children were restricted to rural areas. In urban 
areas, male and female children experienced similar rates of infant mortality which may 
be attributed to the better availability and accessibility of health services in urban areas. 
The results of the 1984 ZRHS, 1987 ICDS and 1988 ZDHS, in Chapter Six showed that 
although urban women on average tended to be more educated, the rural/urban 
differences in childhood mortality were maintained, even when controls were introduced 
for the effect of education. It appears that living in a more modem urban environment 
may be more important than the characteristics of individual women in bringing about 
lower childhood mortality.
Within the rural areas, infant and child mortality was higher in commercial 
farming areas than in communal areas. The differentials were more consistent when only 
those children whose mothers had not changed place of residence since the birth of the 
child were considered. The fact that infant and child mortality was higher on commercial 
farms than in communal areas supports the conclusion of Loewenson (1986) that 
crowding, sanitation and water supply were all worse on commercial farms than in 
communal areas, and that the incidence of wasting and stunting was also higher among 
children living on commercial farms than on communal lands. Unlike in communal areas,
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where households produce much of their own food, households on commercial farms 
mostly rely on purchased food, for which they pay higher prices than the urban 
consumers. As a result, commercial farm households on commercial farms bear the full 
impact of economic hardships such as the price increases resulting from the economic 
liberalisation programs currently under-way in Zimbabwe. Furthermore the average 
wages on commercial farms are usually below the poverty datum line as noted by Weiner 
et al., (1985:257).
A possible reason for the weak correlation between q(5) and the percentage of 
the district population living in urban areas and between q(5) and the percentage of the 
population living on commercial farms in the district level analysis in Chapter Five is that 
some of the districts with high percentages of their population residing in urban areas 
also had a substantial proportion of their population residing on commercial farms. For 
example in Makonde, 39 per cent of the population resided in urban areas and 35 per 
cent resided on commercial farms, and in Bindura, 25 per cent of the population resided 
in urban areas and 41 per cent on commercial farms. Other districts with similar 
characteristics include Shamva, Chiredzi, Kadoma, Makonde and Mutare. It was also 
shown that although the proportion of the district population residing in urban areas was 
associated with lower child mortality, the location of a district relative to the large urban 
centres of Harare and Bulawayo was also important Even among districts with high 
proportions of the population on commercial farms, child mortality was generally low 
when the district was located close to Harare or Bulawayo. When urbanised districts and 
those located close to Harare and Bulawayo were considered separately the proportion 
of the district population residing on commercial farms showed a clear positive 
association with district infant and child mortality levels. However, the rapid 
development of slum dwellings (squatter settlements) in some inner-city areas and on the 
fringes of major cities such as Harare and Bulawayo is likely to reduce the extent of 
urban/rural differentials in childhood mortality.
In theory, use of modem contraception would be expected to affect infant and 
child mortality mainly through its effect on birth spacing and facilitating the limitation of
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family size. However, the results of this study showed that the effect of ever-use of 
modem contraception on infant mortality was independent of maternal reproductive 
characteristics (maternal age, birth order and length of preceding birth interval). Ever-use 
of modem contraception, which had significant effects on infant mortality, even after 
controlling for maternal education and place of residence, may be an indicator of access 
to modem health services which are normally provided together with family planning 
services. Women who never used modem contraception may be lacking exposure to 
modem health service information. Mothers who used modem contraception were likely 
to seek modem health services during pregnancy, for delivery purposes and when their 
children were sick. The analysis of the birth history data showed that use of modem 
contraception tended to reduce the high risk normally associated with first births. For 
women who ever used modem contraception, the risk of dying during infancy for first 
births was not significantly higher than that for second, third, fourth and fifth order 
births, as was the case for children of mothers who had never used modem 
contraception. The analysis also showed that the beneficial effects associated with use of 
modem contraception were much greater on commercial farms than in urban or 
communal areas. Commercial farms were poorly serviced in terms of health facilities, one 
reason being the dispersed settlement pattern on commercial farms which results in long 
travel distances to health facilities (Loewenson, 1986).
To a large extent the patterns of infant and child mortality in Zimbabwe appear to 
have been, and may continue to be, influenced by the broader international and national 
level socio-economic and political policies which influence government expenditure and 
provision of services such as education, health, food supply, water supply and sanitation. 
The political history of colonisation and the associated policies of the colonial 
government in the period 1890-1980, and the government policies since Independence in 
1980, provide the primary base for the understanding of mortality levels and differentials 
in present-day Zimbabwe. As noted by Mahadevan (1986:253), all other determinants of 
infant and child mortality have certain linkages with the political system and policy which 
may vary from country to country and from region to region.
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That mortality declines in Zimbabwe in the early 1980s were related to the post- 
Independence socio-economic and political developments is clear. However, without 
further research, it is difficult to determine how much of the post-Independence decline 
was due to the government's development and intervention strategies. At the national 
level, among other things, continuing trends of further infant and child mortality decline 
will depend on the success of ESAP adopted in 1990, the occurrence of periodic drought 
and the ability of the government machinery to deal with situations of food shortage, and 
the extent of HTV and AIDS. Unfavourable macro-economic conditions and the 
adjustment measures adopted since the beginning of the 1990s, and the effects of AIDS 
and HIV may out-weigh the positive gains in infant and child survival accrued so far and 
may lead to stagnation or increases in infant and child mortality in Zimbabwe.
High HTV infection rates for women indicate that increasing numbers of children 
will be infected at birth through their mothers. As noted by the UN (1994:2), the fact 
that infection is concentrated in the middle age ranges suggests that mortality due to 
AIDS will also affect family incomes and patterns of care-giving for children and thereby 
increase risks of malnutrition and other infectious diseases with consequences for infant 
and child mortality. Increasing rates of orphanhood will also increase risks of mortality 
among uninfected children due to lack of adequate care.
At the sub-national level and among individual women the mechanisms through 
which regional characteristics and individual social, bio-demographic and household 
characteristics influence infant and child mortality remain largely unexplained. This 
provides scope for further research. Generally lacking are data on the environmental and 
cultural conditions and the specific modes of behaviour that lead to high infant and child 
mortality in certain districts or provinces and among certain social groups. More in-depth 
and localised research is needed to identify specific factors and behavioural patterns 
leading to high mortality in some regions and among some social groups. For example, 
research is needed into the relationship between infant and child mortality; and child 
feeding practices; cultural beliefs and practices regarding perceptions, identification and 
treatment of diseases; and local environmental conditions. Such research would be
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invaluable in guiding the development of specific socio-economic and health programs 
for dealing with the health problems of the high mortality groups and areas.
The existing wide variations in provincial and district infant and child mortality in 
Zimbabwe show that there is a need to improve socio-economic and living conditions in 
the more disadvantaged districts, which are mainly along the borders with Mozambique 
(in Manicaland and Mashonaland Central provinces), and Zambia (in Mashonaland West 
province). Programs targeted at increasing the level of female education and reducing 
fertility level may have beneficial effects on infant and child survival in general and in the 
disadvantaged areas in particular. A strengthening of public health programs in the 
malaria-prone low-lying districts in the south-eastern Lowveld and Zambezi valley areas 
may lead to the lowering of infant and child mortality. There is a need to continue to 
promote development strategies that emphasise regional equality while at the same time 
promoting economic growth, as is the current government policy. The provincial and 
district mortality variations also show that the assumption of uniform or average 
mortality levels for the whole country for purposes of projections or planning is an over­
simplification.
The results of this study show that the combination of higher educational 
attainment by women, increase in age at marriage, delay in age at first pregnancy, use of 
modem contraception, longer birth spacing, improved personal hygiene and 
environmental sanitation, and improved utilisation of health services are expected to 
lower infant and child mortality in Zimbabwe. These factors are highly related, and part 
of the association between the different factors and infant and child mortality may be a 
result of common causes. As a result, in the long-term, adoption of a more integrated 
approach to development encompassing different social and economic aspects, and 
promoting public health programs and awareness, family planning services as well as 
control of the HIV and AIDS epidemic may be the key to further infant and child 
mortality decline in Zimbabwe. However, if the structural economic adjustment program 
(ESAP) does not incorporate a 'human face', at least in terms of maintaining the budget 
for health and education services and if the of the spread of HIV and AIDS is not
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brought under control, the prospects of rising infant and child mortality in Zimbabwe 
would be a reality.
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APPENDICES
Appendix 3.1 Distribution of the number of women, children ever born (CEB) and 
number of children dead (CD) by age group of women and census year: 
Zimbabwe
Age
group
1982 Census8 1992 Census^
No of 
women
CEB CD No of 
women
CEB CD
15-19 41261 9406 884 632510 119455 8640
20-24 36420 53404 5537 523061 585382 43026
25-29 28106 86132 10689 376495 955180 72075
30-34 20676 96202 13712 326299 1312175 112424
35-39 17017 100026 15838 259555 1370045 137375
40-44 13953 94912 16838 189509 1186628 147756
45-49 11039 79352 16011 143441 966556 140382
Total 168472 519434 79509 2450870 6495421 661714
Notes: CEB = number of children ever bom. 
CD = number of children dead.
Sources:a The 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2) and the figures are 
in tens.
b The 1992 Census (CSO, 1994: Table 23.1).
Appendix 32  Distribution of the number of women, number of children ever born 
(CEB) and number of children dead (CD) by age group of women and 
survey: Zimbabwe
Age
group
1984 ZRHS 1987 ICDS 1988 ZDHS
No of 
women
CEB CD No of 
women
CEB CD No of 
women
CEB CD
15-19 506 154 14 5135 855 63 1021 192 14
20-24 565 918 65 3811 4923 379 840 1091 73
25-29 490 1535 169 3112 9222 833 679 1965 172
30-34 372 1716 198 2375 10718 1034 589 2560 209
35-39 299 1867 231 1937 11453 1393 464 2569 259
40-44 187 1282 158 1500 10191 1385 318 2035 225
45-49 155 1160 158 1389 10153 1690 290 1993 260
Total 2574 8632 993 19259 57515 6777 4201 12405 1212
Notes: CEB = number of children ever bom.
CD = number of children dead.
Sources: Primary analysis of the ZRHS, 1CDS and ZDHS data tapes.
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Appendix 3.3 The 95 per cent confidence intervals for sex ratios at birth assuming 
a mean of 103 males per 100 females by age group of women and data 
source: Zimbabwe
Age group
1982 Census 1984 ZRHS 1988ICDS
Lower
limit
Upper
limit
Lower
limit
Upper
limit
Lower
limit
Upper
limit
15-19 98.9 107.3 75.0 141.8 90.1 117.8
20-24 101.3 104.8 90.5 117.3 97.4 108.9
25-29 101.6 104.4 93.2 113.9 98.9 107.3
30-34 101.7 104.3 93.7 113.2 99.2 107.0
35-39 101.7 104.3 94.1 112.8 99.3 106.8
40-44 101.7 104.3 92.3 114.9 99.1 107.1
45-49 101.6 104.4 91.8 115.6 99.1 107.1
Total 102.4 103.6 98.7 107.4 101.3 104.7
1988 ZDHS 1992 Census
Age group Lower
limit
Upper
limit
Lower
limit
Upper
limit
15-19 77.5 137.0 101.8 104.2
20-24 99.1 107.1 102.5 103.5
25-29 94.3 112.5 102.6 103.4
30-34 95.3 111.3 102.6 103.4
35-39 95.3 111.3 102.7 103.3
40-44 94.4 112.4 102.6 103.4
45-49 94.3 112.5 102.6 103.4
Total 99.4 106.7 102.8 103.2
Notes: The 95 per cent confidence intervals were constructed using the formulae below:
UP = (p  +  z j p q / n ) /  (l -  (p  +  z j p q  /  n )) 
and
LL = ( p —z j p q j n ) / ( l  -  (p  -  z j p q / n ) )
where UP = upper limit of the confidence range.
LL = lower limit of the confidence range, 
p = 103X203 = 0.5074, the proportion of births that are male. 
q = 0.4926. 
z = 1.96.
n = number of children ever bom.
Source: Estimated from children ever bom by age group as given in Appendices 3.1 and 3.2.
Appendix 4.1 Estimates of infant mortality rate per 1000 and the reference date by 
data source: Zimbabwe
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Age
group of 
women
Age
X
1982 Census 1987 ICDS 1992 Census
20-24 2 84 (1980.4) 66 (1985.5) 61 (1990.3)
25-29 3 84 (1978.5) 65 (1983.8) 55 (1988.7)
30-34 5 87 (1976.3) 62(1981.7) 57 (1986.7)
35-39 10 88 (1973.8) 71 (1979.3) 61 (1984.5)
40-44 15 91 (1971.2) 72 (1976.7) 68 (1982.1)
45-49 20 93 (1968.3) 79 (1973.8) 70 (1979.2)
Note: Figures in brackets represent reference dates.
Sources: Estimated from the 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2), 
thel987 ICDS data tape, and the 1992 Census (CSO, 1994, Table 23.1).
Appendix 42  Estimates of probabilities of dying between ages one and five years 
per 1000 and reference dates by data source: Zimbabwe
Age group 
of women
Age
X
1982 Census 1987 ICDS 1992 Census
20-24 2 55 (1980.4) 39 (1985.5) 35 (1990.3)
25-29 3 56(1978.5) 38 (1983.8) 30 (1988.7)
30-34 5 58(1976.3) 36 (1981.7) 31 (1986.7)
35-39 10 59 (1973.8) 43 (1979.3) 34 (1984.5)
40-44 15 62(1971.2) 45 (1976.7) 41 (1982.1)
45-49 20 64 (1968.3) 50 (1973.8) 43 (1979.2)
Note: Figures in brackets represent reference dates.
Sources: Estimated from the 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2), the 
1987 ICDS data tape, and the 1992 Census (CSO, 1994, Table 23.1).
Appendix 4.3 Estimates of probabilities of dying between birth and age five years 
per 1000 and reference dates by data source: Zimbabwe
Age group 
of women
Age
X
1982 census 1987 ICDS 1992 Census
20-24 2 134 (1980.4) 102 (1985.5) 94 (1990.3)
25-29 3 135 (1978.5) 100 (1983.8) 84 (1988.7)
30-34 5 140 (1976.3) 96(1981.7) 86 (1986.7)
35-39 10 143 (1973.8) 111 (1979.3) 93 (1984.5)
40-44 15 147(1971.2) 114(1976.7) 106(1982.1)
45-49 20 151 (1968.3) 125 (1973.8) 110(1979.2)
Notes: Figures in brackets represent reference dates.
Source: Estimated from the 10 per cent sample of the 1982 Census (CSO, 1985:168, Table VII.2), the 
1987 ICDS data tape, and the 1992 Census (CSO, 1994, Table 23.1).
Appendix 5.1 Population size, and infant and child mortality rates by province: 
Zimbabwe, 1992 Census
Province Population size Infant
mortality rate 
per 1000
Child 
mortality 
rate (4ql) 
per 1000
Manic aland 1537224 73 45
Mashonaland Central 856736 70 42
Mashonaland West 1112955 64 30
Masvingo 1222581 62 35
Midlands 1307769 56 30
Mashonaland East 1034342 54 28
Matebeleland North 641186 46 22
Hararea 1485615 41 19
Matebeleland South 592398 40 17
Bulawayo*5 621742 32 11
Zimbabwe 10412548 55 30
Notes: a Includes Chitungwiza town and some rural areas, and is geographically in Mashonaland East 
b Includes the municipality only and is geographically in Matebeleland North.
The population size, IMR and 4q l for Harare city were 1189103,41 per 1000 and 18 per 1000, 
respectively. ^
Source: Estimated from the 1992 Census (CSO, 1994: Table 23.1)
Appendix 52  Selected demographic, socio-economic and health 
indicators by district: Zimbabwe, 1992 Census
Demographic indicators
q(5) IMR 4ql
per per per Ref
District Population 1000 1000 1000 date TFR DENSITY
Chegutu 190974 82 54 29 1988.5 5.5 35.2
Hurungwe 264633 101 65 38 1988.5 6.7 13.4
Kadoma 218862 80 53 28 1988.6 5.9 23.5
Kariba 48315 105 68 40 1988.4 6.2 6.1
Makonde 160010 90 59 33 1988.5 5.9 18.5
Zvimba 230161 96 62 36 1988.3 5.9 37.1
Bindura 119409 95 62 35 1988.3 6.0 51.8
Centenary 69627 131 82 53 1988.4 6.8 16.0
Guruve 135241 125 79 50 1988.6 7.1 17.6
Mazowe 197508 89 58 32 1988.4 5.5 44.7
ML Darwin 165828 103 66 39 1988.6 6.9 36.5
Rushinga 75185 141 87 58 1988.4 7.7 31.9
Shamva 93938 115 73 45 1988.4 6.5 35.2
Buhera 203739 119 75 47 1989.0 7.6 38.0
Chimanimani 110104 98 64 37 1988.7 6.7 31.9
Chipinge 336616 155 95 66 1988.5 7.1 62.4
Makoni 256159 80 53 28 1988.7 6.2 32.6
Mutare 336170 95 62 35 1988.7 6.1 58.6
Mutasa 165969 110 70 42 1988.7 6.4 60.5
Nyanga 128467 117 74 46 1988.8 6.9 21.8
Bikita 154377 106 68 41 1989.1 7.5 30.1
Chiredzi 183355 117 74 46 1988.6 6.6 10.4
Chivi 157428 82 54 29 1989.1 6.8 44.5
Gutu 195802 84 56 30 1989.1 6.3 27.7
Masvingo 238521 77 51 27 1988.9 5.9 34.5
Mwenezi 101113 102 66 39 1988.8 7.1 7.7
Zaka 191985 97 63 36 1988.9 7.3 61.3
Binga 87399 125 79 50 1988.3 7.3 6.6
Bubi 36756 55 39 17 1988.3 5.9 6.6
Hwange 131615 57 40 18 1988.3 5.4 4.5
Lupane 94890 63 43 20 1988.4 7.1 12.3
Nkayi 111899 55 39 17 1988.4 7.0 20.9
Tsholotsho 112507 50 36 14 1988.4 6.3 14.5
Umguza 66120 55 39 17 1988.4 5.4 10.9
Beitbridge 80894 91 60 34 1988.3 5.9 6.3
B/mangwe 158143 51 37 15 1988.5 5.8 12.9
Gw an da 123744 51 37 15 1988.5 5.7 11.5
Insiza 77094 61 43 20 1988.6 6.3 9.3
Matobo 89139 39 30 10 1988.6 6.0 12.4
Umzingwane 63384 43 32 11 1988.5 6.0 22.5
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Demographic indicators ... continued
District Population
q(5)
per
1000
IMR
per
1000
4ql
per
1000
Ref
date
TFR DENSITY
Chikomba 125084 74 50 25 1988.9 5.9 19.0
Goromonzi 148606 78 52 28 1988.5 5.5 59.0
Hwedza 68974 75 51 26 1988.7 5.8 26.9
Marondera 144522 77 52 27 1988.6 5.4 41.4
Mudzi 109152 94 61 35 1988.6 7.1 25.9
Murehwa 152505 80 54 28 1988.6 5.9 43.0
Mutoko 124013 79 53 28 1988.7 6 J 30.3
Seke 75178 75 50 26 1988.4 5.7 29.1
UMP 86308 93 60 34 1988.6 6.7 32.6
Chirumhanzu 70361 74 50 25 1989.0 6.0 15.3
Gokwe 403653 114 72 45 1988.8 7.6 22.0
Gweru 213235 58 41 18 1988.7 5.1 35.0
Kwekwe 253105 73 49 25 1988.6 6.0 28.6
Mberengwa 182214 82 54 29 1988.9 6.7 36.9
Shurugwi 86463 67 46 22 1988.8 5.9 23.7
Zvishavane 98738 76 51 26 1988.9 5.4 37.4
Harare 1485615 59 41 19 1988.8 4.4 1703.7
Bulawayo 621742 43 32 11 1988.7 4.4 1298.0
Source: Estimated from the 1992 Census (CSO, 1993,1994)
Notes:
q(5)=the probability of dying before age five years
IMR = infant mortality rate per 1000
4ql=the probability of dying between ages one and five years
Ref date= Reference date
TFR= total fertility rate
DENSITY= population per square kilometre
FLIT=% literate among females aged 15 years and over
FEMEDUO % of females aged 1549 years with
at least a Grade 5 education
SEC+=% of females 1549 with secondary education
EANAGRIO % of the economically active population engaged
in non-agricultural activities
URBAN= % of the population living in urban areas
FARM= % of population living on commercial farms
WATER= % of households with access to protected water
TOILET= % of households with a toilet facility
HFAC= number of health facilities per 10,000 population
HOSPBED=number of persons per hospital bed
- Missing data
Appendix S2  Continued
District_____
Chegutu
Hurungwe
Kadoma
Kariba
Makonde
Zvimba
Bind lira
Centenary
Gunive
Mazowe
ML Darwin
Rushinga
Shamva
Buhera
Chimanimani
Chipinge
Makoni
Mutare
Mutasa
Nyanga
Bildta
Chiredzi
Chivi
Gutu
Masvingo
Mwenezi
Zaka
Binga
Bubi
Hwange
Lupane
Nkayi
Tsholotsho
Umguza
Beitbridge
B/mangwe
Gwanda
Insiza
Matobo
Umzingwane
Socio-economic indicators
FLIT FED UC SEC+ EANAGRIC URBAN FARM
77.9
60.4
78.6
60.4
66.4
63.6
67.5
49.6
54.6
64.6
53.5
42.3
62.2
77.2
67.9
41.4
81.4
85.6
74.2
60.5
70.8
51.9
71.1
83.0
79.4
52.7
67.5
38.3
73.0
72.8
69.2
72.1
68.6
82.4
56.0
72.1
79.6
76.7
78.9
82.5
76.5
59.1
77.4
57.8
62.9
59.3
63.5
45.8
54.6
60.5
55.4
41.6
60.8
76.4
66.5
37.1
81.5
83.2
72.1
58.7
71.6
49.5
73.1
84.6
79.4
52.4
68.1
37.1
71.9
73.0
69.4
72.3
73.0
80.5
56.1
75.3
81.5
77.2
81.2
82.8
35.4
21.1
37.2
26.5
29.9
23.9
28.6
13.8
19.2
25.0
20.4
15.6
24.7
28.7
25.9
12.6
35.0
41.4
29.3
21.8
27.6
19.2
31.4
37.2
40.1
17.2
25.4
8.3
20.9
36.5
21.8
22.9
23.0
36.0
22.2
28.2
38.2
29.8
35.4
35.7
41.5
23.2
43.7
52.9
44.5
33.1
38.2
17.1
18.5
33.4
20.4
19.2
38.0
19.8
34.1
31.6
30.9
52.0
33.9
25.0
27.9
39.5
37.1
26.1
42.7
41.2
19.2
28.7
32.6
55.1
13.8
13.4
20.4
38.2
34.6
33.9
44.9
44.8
39.4
41.0
26.5
6.1
42.4
42.9
39.0
11.6
24.5 
0.0 
0.0
12.6
1.7
0.0
12.7
0.0
0.0
3.4
8.6
39.1
4.7
2.7
0.0
11.5
0.0
3.2
30.5 
0.0 
0.0
3.1
0.0
51.4 
0.0 
0.0 
0.0
6.9 
14.3
3.9
13.1
11.2 
0.0 
8.6
30.7
19.0
11.8
0.0
35.1
62.8
40.5
40.8
15.4 
50.3
6.4
0.0
22.5
0.0
16.8
25.5
9.6
8.6
18.9
9.8 
0.4
29.0
0.0
1.1
8.1 
0.5 
0.0 
0.0
16.4
2.4 
0.0 
0.0 
0.0
15.8
5.5
5.2
6.4
17.0
6.7
12.5
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Socio-economic indicators ... continued
District FLIT FEDUC SEC+ EANAGRIC URBAN FARM
Chikomba 84.3 87.5 43.6 24.9 5.5 5.6
Goromonzi 76.8 74.7 34.4 37.7 3.9 41.9
Hwedza 84.7 86.4 40.9 24.5 0.0 11.8
Marondera 84.6 83.6 43.0 45.3 27.3 29.2
Mudzi 52.7 57.0 17.9 29.3 0.0 0.0
Murehwa 79.6 80.4 35.9 26.3 3.1 13.4
Mutoko 66.1 70.6 29.6 26.2 4.3 0.0
Seke 81.4 78.6 35.2 31.4 0.0 40.3
UMP 66.2 69.6 26.5 19.4 0.0 0.0
Chirumhanzu 79.1 80.3 37.9 28.6 13.7 10.1
Gokwe 68.5 67.9 26.9 13.5 1.8 0.0
Gwem 87.6 87.3 51.9 54.2 60.0 11.0
Kwekwe 82.8 81.0 42.8 43.6 41.6 9.7
Mberengwa 68.7 70.1 28.9 34.1 1.7 2.9
Shurugwi 79.5 81.1 43.1 35.0 18.7 7.4
Zvishavane 79.4 79.9 40.5 42.9 33.4 3.4
Harare 92.9 91.0 60.8 75.9 98.3 1.4
Bulawayo 92.5 91.1 58.7 69.8 100.0 0.0
Source: Estimated from the 1992 Census (CSO, 1993,1994) 
Notes:
q(5)=the probability of dying before age five years 
IMR = infant mortality rate per 1000 
4ql=the probability of dying between ages one and five years 
Ref date= Reference date 
TFR= total fertility rate 
DENSITY= population per square kilometre 
FLIT=% literate among females aged 15 years and over 
FEMEDUC= % of females aged 15-49 years 
with at least a Grade 5 education 
SEC+=% of females 15-49 with secondary education 
EANAGRIC= % of the economically active pop engaged 
in non-agricultural activities 
URBAN= % of the population living in urban areas 
FARM= % of population living on commercial farms 
WATER= % of households with access to protected water 
TOLLET= % of households with a toilet facility 
HFAC= number of health facilities per 10,000 population 
HOSPBED=number of persons per hospital bed 
- Missing data
Appendix 5.2 Continued
Health indicators
District WATER TOILET HFAC HOSPBED
Chegutu 72.9 62.2 1.41 1157.0
Hurungwe 63.5 39.3 0.83 925.3
Kadoma 88.6 68.8 1.83 484.2
Kariba 80.7 62.5 2.07 596.5
Makonde 86.8 62.2 1.50 402.0
Zvimba 78.9 59.0 1.13 913.3
Bindura 77.6 64.9 1.17 995.1
Centenary 60.9 46.6 1.15 928.4
Gunive 73.4 41.7 1.40 1207.5
Mazowe 73.2 71.6 1.22 858.7
ML Darwin 62.4 46.3 0.66 1184.5
Rushinga 50.1 60.7 1.46 278.0
Shamva 70.5 60.0 1.38 1402.1
Buhera 56.7 27.1 1.23 909.5
Chimanimani 65.3 80.7 2.27 423.5
Chipinge 74.4 74.0 1.31 759.9
Makoni 76.1 56.8 1.64 491.0
Mutare 83.2 79.0 1.28 585.0
Mutasa 49.4 83.0 2.71 532.0
Nyanga 62.0 53.8 2.02 297.4
Bildta 62.9 37.8 1.23 366.7
Chiredzi 90.3 67.5 1.80 346.6
Chivi 61.2 44.2 0.89 1543.4
Gutu 52.3 64.3 1.23 482.3
Masvingo 79.5 70.8 1.34 236.6
Mwenezd 68.3 46.5 1.48 1330.4
Zaka 55.1 30.1 1.09 468.3
Binga 48.4 16.2 1.14 367.2
Bubi 90.5 39.0 1.36 540.5
Hwange 89.5 74.6 2.43 264.3
Lupane 64.2 14.4 1.16 284.1
Nkayi 70.1 16.6 1.16 488.6
Tsholotsho 82.3 23.4 1.51 482.9
Umguza 92.5 68.8 0.76 -
Beitbridge 85.5 42.8 1.85 577.8
B/mangwe 62.5 32.1 0.82 407.6
Gw an da 72.6 52.9 2.10 253.6
Insiza 65.9 63.4 1.82 363.7
Matobo 65.9 52.2 1.46 290.4
Umzingwane 81.3 71.3 2.52 1584.6
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Health indicators ... continued
District WATER TOILET HFAC HOSPBED
Chikomba 55.8 65.7 2.32 458.2
Goromonzi 74.8 63.6 1.48 387.0
Hwedza 58.2 50.2 1.88 538.9
Marondera 76.2 70.2 0.97 573.5
Mudzi 56.0 28.7 1.83 -
Murehwa 45.8 40.4 1.11 571.2
Mutoko 52.2 43.5 1.21 488.2
Seke 69.0 59.4 2.00 939.7
UMP 22.9 33.2 1.62 -
Chirumhanzu 65.4 57.4 2.27 97.3
Gokwe 40.9 18.1 0.94 1391.9
Gweru 90.6 83.1 2.20 429.9
Kwekwe 86.3 67.7 1.62 492.4
Mberengwa 54.3 35.9 1.59 341.2
Shurugwi 76.5 69.7 2.78 344.5
Zvishavane 79.1 71.9 1.82 277.4
Harare 98.4 99.7 0.36 520.5
Bulawayo 99.9 99.6 0.45 266.3
Source: Estimated from the 1992 Census (CSO, 1993,1994)
Notes:
q(5)=the probability of dying before age five years
EMR = infant mortality rate per 1000
4ql=the probability of dying between ages one and five years
Ref date= Reference date
TFR= total fertility rate
DENSITY= population per square kilometre
FLIT=% literate among females aged 15 years and over
FEMEDUC= % of females aged 15-49 years
with at least a Grade 5 education
SEC+=% of females 15-49 with secondary education
EANAGRIC= % of the economically active pop engaged
in non-agricultural activities
URBAN= % of the population living in urban areas
FARM= % of population living on commercial farms
WATER= % of households with access to protected water
TOHJET= % of households with a toilet facility
HFAC= number of health facilities per 10,000 population
HOSPBED=number of persons per hospital bed
- Missing data
Appendix 53  Percentage decline in the probability of dying before age five 
years by district, 1978/79-1988/89: Zimbabwe, 1992 Census
320
District
q(5) q(5)
1978/79 1988/89
%
decline District
q(5)
1978/79
q(5)
1988/89
%
decline
Kariba 184 105 42.9 Kwekwe 98 73 25.5
Matobo 64 39 39.1 Murehwa 107 80 25.2
Tsholotsho 82 50 39.0 Mazo we 119 89 25.2
Umzingwane 69 43 37.7 Chegutu 109 82 24.8
Binga 199 125 37.2 ML Darwin 136 103 24.3
Bulawayo 68 43 36.8 Chivi 108 82 24.1
Bubi 86 55 36.0 Zvimba 126 96 23.8
Nkayi 86 55 36.0 Insiza 80 61 23.8
Mudzi 144 94 34.7 Chikomba 97 74 23.7
Hwange 87 57 34.5 Zaka 126 97 23.0
Mutoko 120 79 34.2 Gutu 109 84 22.9
UMP 141 93 34.0 Bindura 123 95 22.8
BAnangwe 76 51 32.9 Kadoma 103 80 22.3
Seke 110 75 31.8 Centenary 164 131 20.1
Zvishavane 111 76 31.5 Hunmgwe 126 101 19.8
Gwanda 74 51 31.1 Mwenezi 127 102 19.7
Shurugwi 97 67 30.9 Mutare 112 95 15.2
Lupane 91 63 30.8 Buhera 139 119 14.4
Hwedza 108 75 30.6 Chimanimani 113 98 13.3
Goromonzi 112 78 30.4 Beitbridge 104 91 12.5
Umguza 78 55 29.5 Gokwe 127 114 10.2
Marondera 109 77 29.4 Shamva 127 115 9.4
Makonde 127 90 29.1 Rushinga 149 141 5.4
Gweru 81 58 28.4 Nyanga 123 117 4.9
Mbercngwa 114 82 28.1 Mutasa 115 110 4.3
Makoni 110 80 27.3 Chipinge 151 155 -2.6
Harare 81 59 27.2 Bikita 129 106 17.8
Masvingo 104 77 26.0 Guruve 151 125 17.2
Chiredzi 158 117 25.9 Chirumhanzu 89 74 16.9
Zimbabwe 110 84 23.6
Source: Estimated from the 1992 Census (CSO, 1993,1994)
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Appendix 5.4 Unweighted means and standard deviations for the district indicators 
used in the district level regression analysis: Zimbabwe, 1992 Census 
(N=58)
Variable Description Mean SD
q(5) Probability of dying before age 
five years per 1000
85.50 25.79
TFR Total fertility rate 6.25 0.75
EANAGRIC Percentage of the 
economically active population 
employed in non-agricultural 
activities
34.28 12.82
WATER Percentage of households with 
access to a protected water 
source
69.82 15.31
FEMEDUC Per cent of females aged 15-49 
years with at least a Grade 
Five education
70.32 13.17
DENSITY Persons per square kilometer 78.42 274.24
Note: SD = standard deviation.
N = total number o f districts.
Source: Estimated from the district level data in Appendix 5.2.
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Appendix 6.1 Distribution of women aged 15-34 years with at least one live birth 
and children ever born by variable category and data source: Zimbabwe
1984 ZRHS 1987 ICDS 1988 ZDHS
Variable and 
categories
Women CEB Women CEB Women CEB
Province
Manicaland 204 671 1027 3431 230 729
Mashonaland East 139 462 848 2724 257 823
Mashonaland West 138 399 1008 3164 245 765
Mashonaland Central 120 424 525 1712 148 415
Matebeleland North 71 205 391 1248 88 276
Matebeleland South 34 98 538 1522 131 373
Midlands 132 426 1344 4049 287 814
Masvingo 182 648 1141 3820 225 727
Harare 261 744 920 2499 162 433
Bulawayo 101 246 590 1549 188 453
Residence
Communal areas 621 2119 4645 15239 1031 3520
Commercial farms 122 427 1013 3256 276 861
Urban 645 1777 2674 7223 654 1697
Maternal education
None 217 819 1341 5182 282 1101
Primary Grades 1-4 289 965 1415 5040 311 1059
Primary Grades 5-7 660 2049 3761 11692 865 2661
Secondary-»- 222 490 1815 3804 503 987
Husband's education
None 79 305 138 488
Primary Grades 1-4 122 481 n/a n/a 135 537
Primary Grades 5-7 608 2069 662 2356
Secondary-»- 350 936 565 1379
... continued
Appendix 6.1 ...continued
1984 ZRHS 1987 ICDS 1988 ZDHS
Variable and 
categories
Women CEB Women CEB Women CEB
Pre-natal check for 
last child
Yes 1095 3459 n/a n/a 1613 4934
No 146 515 104 327
Delivery attendant 
for last child
Medically trained 893 2686 n/a n/a 1280 3725
Other
Ever used modem 
contraception
349 1294 437 1536
Yes 796 2547 n/a n/a 1398 4233
No
Age at first 
marriage
592 1776 563 1575
>16 years 304 1066 380 1492
16-17 415 1321 -  n/a n/a 511 1563
18-19 412 1215 507 1517
204-
Age at first 
pregnancy
256 712 440 1080
>16 years 169 648 1104 4044
16-17 376 1222 2046 6520 n/a n/a
18-19 469 1427 2668 8232
204-
Age at first live 
birth
368 1013 2453 6620
>16 years 638 2433
16-17 n/a n/a 1741 5688 n/a n/a
18-19 2619 8178
20+
Any lost 
Pregnancies
3278 9140
Yes 235 815 n/a n/a n/a n/a
No 1150 3499
Notes: n/a = not applicable.
CEB = number of children ever bom.
Totals may vary for different variables due to missing cases.
Source: Primary analysis o f the 1984 ZRHS, 1987 ICDS and 1988 ZDHS data tapes.
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Appendix 6.2 Weighted means and standard deviations for the regression 
variables, 1984 ZRHS and 1988 ZDHSa
1984 ZRHS 1988 ZDHS
V ariable/categories
(N=
Mean
1240)
SD
(N=
Mean
1618)
SD
Index =Ratio of observed to expected 1.030 1.747 1.003 2.027
child deaths per woman 
Maternal education
None 0.191 0.398 0.195 0.410
Primary Grades 1-4 0.227 0.424 0.187 0.404
Primary Grades 5-7 0.475 0.506 0.459 0.516
Secondary* 0.107 0.314 0.159 0.378
Maternal age at first marriage (years)
<16 0.236 0.430 0.265 0.457
16-17 0.304 0.466 0.271 0.460
18-19 0.289 0.460 0.273 0.461
20+ 0.171 0.382 0.192 0.408
Ever-use of modem contraception
No 0.408 0.498 0.261 0.455
Yes 0.592 0.498 0.739 0.455
Pre-natal care for last child
No 0.128 0.338 0.063 0.251
Yes 0.872 0.338 0.937 0.251
Place of residence
Communal areas 0.500 0.507 0.577 0.512
Commercial farms 0.103 0.308 0.152 0.372
Urban 0.397 0.496 0.271 0.460
Region of residence*5
Region 1 0.350 0.483 0.338 0.490
Region 2 0.399 0.496 0.395 0.506
Region 3 0.251 0.439 0.267 0.458
Notes: SD = standard deviation.
N = total number of cases. 
a Weighted by the number of children ever bom.
b Region 1 includes Manicaland, Mashonaland West and Mashonaland Central.
Region 2 includes Mashonaland East. Matebeleland North, Matebeleland South, Harare and 
Bulawayo.
Region 3 includes Masvingo and Midlands.
Sources: Primary analysis o f the 1984 ZRHS and 1988 ZDHS data tapes.
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Appendix 8.1 Parameter estimates of the logit linear models of the effects of 
maternal age, birth order, sex and year of birth on infant mortality: 
Zimbabwe, 1988 ZDHS
Variable Gross effects Net effects
Parameter
estimate
LRX2 Parameter
estimate
LRX2
Maternal age 14.5 6.2
<20 ref ref
20-29 -0.4319 (-3.73) -0.3524 (-2.52)
30+ -0.1838 (-1.41) -0.3079 (-1.57)
Birth order 18.9 11.2
1 ref ref
2-3 -0.2893 (-2.33) -0.1268 (-0.91)
4-5 -0.4864 (-3.35) -0.2635 (-1.51)
6+ 0.0464 (0.36) 0.2543 (1.33)
Sex 18.8 17.9
Male ref ref
Female -0.4120 (-4.31) -0.4023 (-4.22)
Year of birth 4.5 3.6
1985-89 ref ref
1980-84 0.1255 (0.91) 0.1325 (0.96)
1975-79 0.2880 (2.04) 0.2663 (1.88)
1970-74 0.1682 (1.08) 0.1629 (1.03)
Constant -2.553 (-16.56)
Model 47.7
N 8965 8965
Notes Figures in brackets are t-values.
Degrees o f freedon were 1 for sex, 2 for maternal age, 3 for birth order and year of birth, and 9 
for the net effects model, 
ref = reference category.
Source: Primary analysis o f the ZDHS data tapes.
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Appendix 8.2 Parameter estimates of the logit linear models of the effects of 
maternal age, birth order, sex and year of birth on child mortality: 
Zimbabwe, 1988 ZDHS
Variable Gross effects Net effects
Parameter LRX2 Parameter LRX2
estimate estimate
Maternal age 
<20 ref
3.9
ref
5.5
20-29
30+
-0.1596 (-0.98) 
-0.4092 (-1.94)
-0.3150 (-1.60) 
-0.6713 (-2.34)
Birth order 0.3 3.7
1 ref ref
2-3 0.0618 (0.34) 0.2467 (1.22)
4-5 0.0919 (0.46) 0.4062 (1.61)
6+ -0.0058 (-0.03) 0.4942 (1.74)
Sex 0.1 0.0
Male ref ref
Female 
Year of birth
-0.0398 (-0.29)
17.7***
-0.0244 (-0.18)
16***
1980-84 ref ref
1975-79 0.6607 (3.91) 0.6405 (3.77)
1970-74 0.5775 (3.12) 0.5403 (2.89)
Constant -3.626 (-16.91)
Model
N 6111
23.8***
6111
Notes Figures in brackets are t-values.
Degrees o f freedon were 1 for sex, 2 for maternal age and year of birth, 3 for birth order, and 8 
for the net effects model, 
ref = reference category.
Source: Primary analysis of the ZDHS data tapes.
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Appendix 8.3 Parameter estimates of the logit linear models of the effects of birth 
interval and demographic variables on infant mortality (birth orders two 
and higher): Zimbabwe, 1988 ZDHS
Variable Gross effects Net effects
Parameter
estimate
LRX2 Parameter
estimate
LRX2
Preceding birth interval 41.8 27.3
(months)
<19 ref ref
19-36 -0.7607 (-5.46) -0.6214 (-4.20)
37+ -1.1090 (-6.53) -0.9573 (-5.24)
Survival of preceding birth 15.9 4.9
at age one year
Dead ref ref
Alive -0.7630 (-4.33) -0.4295 (-2.29)
Maternal age 8.7 2.9
<20 ref ref
20-29 -0.4648 (-2.53) -0.3099 (-1.58)
30+ -0.2026 (-1.06) -0.1892 (-0.77)
Birth order 13.6 6.8
2-3 ref ref
4-5 -0.2029 (-1.44) -0.1319 (-0.86)
6+ 0.3268 (2.60) 0.3038 (1.76)
Sex 12.6 10.7
Male ref ref
Female -0.3956 (-3.55) -0.3677 (-3.25)
Year of birth 2.4 1.4
1985-88 ref ref
1980-84 0.0590 (0.38) 0.0096 (0.06)
1975-79 0.2307 (1.43) 0.1570 (0.95)
1970-74 0.1166 (0.64) 0.0601 (0.32)
Constant -1.647 (-6.05)
Model 74.6
N 6861 6861
Notes Figures in brackets are t-values.
Degrees of freedon were 1 for sex and survival of preceding birth at age one year, 2 for maternal 
age, preceding birth interval and birth order and 3 for year o f birth, and 11 for the net effects 
model.
ref = reference category.
Source: Primary analysis o f the ZDHS data tapes.
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Appendix 8.4 Parameter estimates of the logit linear models of the effects of birth 
interval and demographic variables on child mortality (birth orders two 
and higher): Zimbabwe, 1988 ZDHS
Variable Gross effects Net effects
Parameter
estimate
LRX2 Parameter
estimate
LRX2
Preceding birth 21.7 18.6
interval (months)
<19 ref ref
19-36 -0.6954 (-3.61) -0.6901 (-3.44)
37+ -1.154 (-4.64) -1.113 (-4.30)
Survival of preceding 0.0 1.3
birth at age one year
Dead ref ref
Alive 0.0214 (0.06) 0.3769 (1.09)
Succeding birth 32.2 29.9
within 18 months
Yes ref ref
No -1.244 (-6.33) -1.204 (-6.06)
Maternal age 4.7
<20 ref ref 1.4
20-29 -0.2712 (-1.11) -0.1228 (-0.47)
30+ -0.5762 (-2.07) -0.3653 (-1.08)
Birth order 0.54 0.57
2-3 ref ref
4-5 0.0320 (0.18) 0.1461 (0.75)
6+ -0.1200 (-0.60) 0.0898 (0.36)
Sex 0.03 0.0
Male ref ref
Female -0.0265 (-0.17) -0.0093 (-0.06)
Year of birth 17.1 13.5
1980-84 ref ref
1975-79 0.7132 (3.68) 0.6623 (3.39)
1970-74 0.7074 (3.35) 0.6060 (2.83)
Constant -2.224 (-5.03)
Model 70.5
N 4612 4612
Notes Figures in brackets are t-values.
Degrees of freedon were 1 for sex, succeeding birth interval and survival o f preceding birth at 
age one year, and 2 for maternal age, birth order, preceding birth interval and year of birth, and 
11 for the net effects model, 
ref = reference category.
Source: Primary analysis of the ZDHS data tapes.
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Appendix 8.5 Parameter estimates of the logit linear models of the effects of 
selected background social variables and intermediate demographic 
variables on infant mortality: Zimbabwe, 1988 ZDHS
Variable Gross effects Net effects
Parameter LRX2 Parameter
estimate estimate
LRX
2
Place of residence 29.2 11.7
Communal areas ref ref
Commercial farms 0.1685 (1.35) 0.0762 (0.54)
Urban areas -0.5940 (-4.62) -0.4518 (-3.08)
Province 12.1 5.7
Manicaland and ref ref
Mashonaland Central
Mash. E, Mat N, M at S, -0.3942 (-3.17) -0.2469 (-1.91)
Bulawayo and Harare
Mashonaland West -0.0298 (-0.20) 0.0427 (0.27)
Masvingo and Midlands -0.2064 (-1.60) -0.1896 (-1.45)
Maternal education 12.8 2.1
Uneducated ref ref
Primary Grades 1-4 -0.2778 (-2.07) -0.1957 (-1.40)
Primary Grades 5-7 -0.2719 (-2.35) -0.0717 (-0.54)
Secondary* -0.6068 -3.32) -0.0887 (-0.41)
Paternal education 15.0 2.1
Uneducated ref ref
Primary Grades 1-4 0.0401 (0.23) 0.0619 (0.35)
Primary Grades 5-7 -0.2123 (-1.53) -0.1046 (-0.70)
Secondary* -0.5104 (-3.07) -0.1913 (-0.99)
Unknown -0.0448 (-0.23) -0.0518 (-0.26)
Modem contraception 15.1 7.2
Never used ref ^ ref
Used -0.3768 (-3.94) -0.2728 (-2.70)
Constant -2.330 (-14.07)
Model 49.0
N 8965 8965
Notes Figures in brackets are t-values.
Degrees of freedom were 1 for contraception, 2 for place of residence, 3 for province and 
maternal education, 4 for paternal education, and 13 for the net effects model.
Mash. E = Mashonaland East, M at N = Matebeleland North, M at S = Matebeleland South, 
ref = reference category.
Source: Primary analysis of the ZDHS data tapes.
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Appendix 8.6 Parameter estimates of the logit linear models of the effects of 
selected background social variables on child mortality: Zimbabwe, 1988 
ZDHS
Variable Gross effects Net effects
Parameter LRX2 Parameter
estimates estimates
LRX2
Place of residence 16.6 1.9
Communal areas ref ref
Commercial farms -0.0433 (-0.23) -0.0686 (-0.32)
Urban -0.7253 (-3.76) -0.2862 (-1.35)
Province 16.1 10.4
Manicaland and ref ref
Mashonaland Central
Mash. E, M atN  M at S, -0.6360 (-3.63) -0.4919 (-2.71)
Bulawayo and Harare
Mashonaland West -0.7079 (-2.85) -0.6821 (-2.60)
Masvingo and Midlands -0.2949 (-1.68) -0.2838 (-1.59)
Maternal education 29.6 11.3
Uneducated ref ref
Primary Grades 1-4 -0.3381 (-1.88) -0.2690 (-1.42)
Primary Grades 5-7 -0.4980 (-3.09) -0.3254 (-1.75)
Secondary-»- -1.766 (-4.36) -1.359 (-3.07)
Paternal education 18.2 3.3
Uneducated ref ref
Primary Grades 1-4 -0.2290 (-0.97) -0.1508 (-0.63)
Primary Grades 5-7 -0.5149 (-2.76) -0.3339 (-1.64)
Secondary-»- -0.8795 (-3.63) -0.2708 (-0.98)
Unknown -0.0716 (-0.28) -0.0318 (-0.12)
Modem contraception 12.3 2.6
Never used ref ref
Used -0.4857 (-3.55) -0.2336 (-1.62)
Constant -2.233 (-10.43)
Model 59.3
N 6111 6111
Notes: Figures in brackets are t-values.
Degrees o f freedom were 1 for use of modem contraception, 2 for place of residence, 3 for 
province and maternal education and 4 for paternal education and 13 for the net effcets model. 
Mash. E = Mashonaland East, Mat. N = Matebeleland North, M at S = Matebeleland South, 
ref = reference category.
Source: Primary analysis of the ZDHS data tapes.
Appendix 8.7 Parameter estimates of the logit linear models of the effects of 
household characteristics on infant mortality: Zimbabwe, 1988 ZDHS
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Household indicator Gross effects Net effects
Parameter LRX2 Parameter
estimates estimates
LRX2
Possession of cattle and a cart 5.1 10.4
Neither ref ref
Either -0.0442 (-0.40) -0.2026 (-1.75)
Both -0.2951 (-2.20) -0.4238 (-3.00)
Paternal occupation 16.4 7.0
Never worked ref ref
Prof/tech/clerical/sales/service -0.5606 (-3.96) -0.4073 (-2.61)
Manual/agriculture/domestic -0.1726 (-1.45) -0.1709 (-1.37)
Possession of a television and a 17.3 10.1
refrigerator
Neither ref ref
Either -0.4628 (-1.77) -0.3359 (-1.21)
Both -0.8180 (-3.54) -0.7434 (-2.86)
Possession of a radio and a 11.8 4.9
bicycle
Neither ref ref 1.4
Either -0.3601 (-3.40) -0.1830 (-1.64)
Both -0.1697 (-1.19) 0.1323 (0.86)
Source of drinking water 2.4 0.2
Protected (tap, well/borehole) ref ref
Unprotected source 0.1615 (1.56) 0.0428 (0.39)
Toilet facility 10.1 2.2
No toilet facility ref ref
Flush or pit latrine -0.2998 (-3.20) -0.1555 (-1.48)
Constant -2.388 (-17.94)
Model 44.78
N 8965 8965
Notes Figures in brackets are t-values.
Degrees o f freedom were 1 for source of drinking water and toilet facility, 2 for possession of 
cattle and a cart, paternal occupation, posssession of a refrigeartor and a television and for 
possession o f a radio and a bicycle, and 10 for the net effects model, 
ref = reference category.
Source: Primary analysis of the ZDHS data tapes.
Appendix 8.8 Parameter estimates of the logit linear models of the effects of 
household characteristics on child mortality, 1988 ZDHS; Zimbabwe
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Household indicator Gross effects Net effects
Parameter LRX2 Parameter
estimates estimates
LRX2
Possession of cattle and a cart 0.5 0.2
Neither ref ref
Either 0.1059 (0.66) -0.0707 (-0.42)
Both 0.0085 (0.05) -0.0422 (-0.22)
Paternal occupation 5.5 1.2
Never worked ref ref
Prof/tech/clerical/sales/service -0.3872 (-1.78) -0.1428 (-0.63)
Manual/agriculture/domestic -0.0068 (-0.04) 0.1036 (0.56)
Possession of a television and a 11.7 3.9
refrigerator
Neither ref ref
Either -0.6531 (-1.57) -0.4052 (-0.94)
Both -0.9502 (-2.66) -0.6665 (-1.75)
Possession of a radio and a 10.5 6.1
bicycle
Neither ref ref
One of the two -0.0024 (-0.02) 0.1704 (1.14)
Both -0.7650 (-2.87) -0.4668 (-1.67)
Source of drinking water 2 * 0.3
Protected (tap/well/borehole) ref ref
Unprotected source 0.2376 (1.61) 0.0804 (0.52)
Toilet facility 10.6 4.1
No toilet facility ref ref
Flush or pit latrine -0.4437 (-3.26) -0.3036 (-2.03)
Constant -3.083 (-15.25)
Model 25.8
N 6111 6111
Notes Figures in brackets are t-values.
Degrees of freedom were 1 for source of drinking water and toilet facility, 2 for possession of 
cattle and a cart, paternal occupation, possession of a television and a refrigerator and, 
possession of a radio and a bicycle, and 10 for the net effcets model, 
ref = reference category.
Source: Primary analysis o f the ZDHS data tapes.
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Appendix 8.9 Parameter estimates of the logit linear models of the effects of 
selected social, bio-demographic and household characteristics on infant 
mortality: Zimbabwe, 1988 ZDHS
Variable Modell Modeln Model in
Parameter LRX^ Parameter
estimates estimates
LRX Parameter 
^ estimates
LRX
2
Place of residence 23.6 21.9 15.3
Communal areas ref ref ref
Commercial farms 0.2101 (1.68) 0.1817 (1.43) -0.0076 (-0.55)
Urban -0.5164 (-3.85) -0.5174 (-3.84) -0.5902 (-3.59)
Modem contraception 9.5 9.0 8.2
Never used ref ref ref
Used -0.3039 (-3.12) -0.2995 (-3.03) -0.2873 (-2.89)
Maternal age 6.1 5.0
<20 ref ref
20-29 -0.3490 (-2.48) -0.3172 (-2.24)
30+ -0.3481 (-1.77) -0.2825 (-1.44)
Birth order 9.4 9.5
1 ref ref
2-3 -0.1513 (-1.07) -0.1744 (-1.23)
4-5 -0.3236 (-1.82) -0.3514 (-1.98)
6+ 0.1359 (0.70) 0.0976 (0.50)
Sex 17.6 17.6
Male ref ref
Female -0.4001 (-4.15) -0.4008 (-4.15)
Household possession of 17.1
cattle or a cart
Neither ref
Either cattle or a cart -0.3104 (-2.51)
Both -0.5754 (-3.91)
Paternal occupation 4.6
Never worked ref
Prof/tech/clerical/ -0.3301 (-2.67)
sales/service
Manual/agric/ domestic -0.1512 (-1.22)
Possession of a television 2.1
and a refrigerator
Neither ref
Either -0.0383 (-0.13)
Both -0.3748 (-1.39)
Constant -2.613 (-33.76) -2.080 (-15.90) -1.690 (-9.87)
Model 38.7 80.0 104.5
N 8965 8965 8965
Notes Figures in brackets are t-values.
Degrees of freedom were 1 for sex of child and modem contraception, 2 for place of 
residence, maternal age, possession of cattle and a cart, paternal occupation, possession of 
television or refrigerator, 3 for birth order, and 3 for Model 1,9 for Model II and 15 for Model 
ffl.
ref = reference category.
Source: Primary analysisof the ZDHS data tapes.
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Appendix 8.10 Parameter estimates of the logit linear models of the effects of 
selected social and household characteristics on child mortality: 
Zimbabwe, 1988 ZDHS
Variable Model I Model II
Parameter
estimates
LRX2 Parameter
estimates
T r x 2~
Maternal education 28.5 16.6
Uneducated ref ref
Primary Grades 1-4 -0.3950 (-2.19) -0.3499 (-1.92)
Primary Grades 5-7 -0.5274 (-3.25) -0.4506 (-2.72)
Secondary* -1.7410 (-4.29) -1.4760 (-3.41)
Province 15.0 14.4
Manicaland and ref ref
Mashonaland Central
Mash. E, M at N, M at S, -0.5537 (-3.15) -0.5512 (-3.12)
Bulawayo and Harare
Mashonaland West -0.7950 (-3.18) -0.7861 (-3.14)
Masvingo and Midlands -0.2937 (-1.67) -0.3322 (-1.86)
Year of birth 16.4
1980-84 ref
1975-79 0.6457 (3.82)
1970-74 0.5446 (2.93)
Toilet facility 2.6
No ref
Yes -0.2347 (-1.62)
Possession of a television 0.6
and a refrigerator
Neither ref
Either -0.1537 (-0.36)
Both - -0.2653 (-0.70)
Contant -2.480 (-15.51) -2.800 (-13.33)
Model 44.5 64.8
N 6111 6111
Notes Figures in brackets are t-values.
Degrees o f freedom were 1 for toilet facility, 2 for year o f birth and possession of 
television and refrigerator, 3 for province of residence and maternal education ^ nd 6 for Model 
I and 11 for model n.
Mash. E = Mashonaland East, M at N = Matebeleland North, M at S = Matebeleland South 
ref = reference category.
Source: Primary analysis o f the ZDHS data tapes.
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Appendix 8.11 Parameter estimates of the logit linear models of the effects of 
selected social and birth interval variables on infant mortality: 
Zimbabwe, 1988 ZDHS
Variable Model I M odeln
Parameter LRX2 Parameter
estimates estimates
LRX2
Place of residence 15.6 12.2
Communal areas ref ref
Commercial farms 0.2140 (1.46) 0.1875 (1.27)
Urban -0.4942 (-3.18) -0.4454 (-2.78)
Modem contraception 1.8 1.9
Never used ref ref
Used -0.1561 (-1.36) -0.1563 (-1.35)
Survival of preceding 4.5
sibling at age one year
Alive ref
Dead -0.4109 (-2.19)
Preceding birth interval 29.5
(months)
<19 ref
19-36 -0.6648 (-4.53)
37+ -0.9742 (-5.44)
Constant -2.773 (-30.14) -1.769 (-9.22)
Model 19.5 63.0
N 6861 6861
Notes Figures in brackets are t-values.
Degrees of freedom were 1 for modem contraception and survival of preceding sibling at age 
one year, 2 for place of residence and preceding birth interval, and 3 for Model I and 6 for 
M odeln.
ref = reference category.
Source: Primary analysis o f the ZDHS data tapes.
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Appendix 8.12 Parameter estimates of the logit linear models of the effects of 
selected social and birth interval variables on child mortality: 
Zimbabwe, 1988 ZDHS
Variable Model I Model II
Parameter LRX2 Parameter
estimates estimates
LRX2
Province of residence 14.1 12.8
Manicaland and ref ref
Mashonaland Central
Mash. E, M at N, M at S, -0.6212 (-3.11) -0.5766 (-2.87)
Bulawayo and Harare
Mashonaland West -0.8750 (-3.08) -0.8568 (-3.00)
Masvingo and Midlands -0.4234 (-2.10) -0.4636 (-2.28)
Maternal education 23.8 18.1
Uneducated ref ref
Primary Grades 1-4 -0.5320 (-2.61) -0.4423 (-2.14)
Primary Grades 5-7 -0.6448 (-3.48) -0.4998 (-2.64)
Secondary-»- -1.7690 (-3.58) -1.6500 (-3.34)
Preceding birth interval 17.7
(months)
<19 ref
19-36 -0.5975 (-3.04)
37+ -1.0580 (-4.21)
Succeeeding birth within 18 26.6
months
Yes ref
No -1.1380 (-5.67)
Contant -2.3510 (-13.23) -0.8555 (-3.18)
Model 37.1 82.6
N 4612 4612
Notes Figures in brackets are t-values.
Degrees of freedom were 1 for succeeding birth within 18 months. 2 preceding birth 
interval. 3 for province of residence and maternal education, and 6 for Model I and 9 for Model
n.
Mash. E = Mashonaland East, M at N = Matebeleland North, M at S = Matebeleland South 
ref = reference category.
Source: Primary analysis o f the ZDHS data tapes.
