This paper is concerned with bifurcation of limit cycles in a fourth-order near-Hamiltonian system with quartic perturbations. By bifurcation theory, proper perturbations are given to show that the system may have 20, 21 or 23 limit cycles with different distributions. This shows that H(4) ≥ 20, where H(n) is the Hilbert number for the second part of Hilbert's 16th problem. It is well known that H(2) ≥ 4, and it has been recently proved that H(3) ≥ 12. The number of limit cycles obtained in this paper greatly improves the best existing result, H(4) ≥ 15, for fourth-degree polynomial planar systems.
Introduction and Main Result
One of the problems posed by Smale [1988] in his Mathematical Problems for the 21th Century is Hilbert's 16th Problem [Hilbert, 1902] . The second part of the problem is concerned with the number and relative distributions of limit cycles of planar polynomial systems. There have been many studies on this aspect. If we denote by H(n) the maximal number of limit cycles of a given system of degree n, then, up to now, we only know that H(n) is finite, and H(2) ≥ 4 [Chen & Wang, 1979; Shi, 1980] and H(3) ≥ 12 , 2005a , 2005b . Zhang et al. [2004] studied quartic perturbations to a cubic Hamiltonian system and obtained H(4) ≥ 15. considered a Z 6 -equivalent Hamiltonian system to show that H(5) ≥ 23 by using the method of detection function. In this paper, we prove H(4) ≥ 20, which improves the best existing result H(4) ≥ 15.
In 1986, Roussarié proposed a method to study the number of limit cycles appearing in the vicinity of homoclinic loops with the aid of computing coefficients in the first-order Melnikov function. Subsequently, the idea was further developed to obtain more results (e.g. see [Han, 1997; Han & Zhang, 1999; Han & Chen, 2000; Han et al., 2003; Han et al., 2004; Zhang et al., 2004a; Zhang et al., 2004b; Han & Yang, 2005] ).
A new approach was originated by Han [1997] to find limit cycles near homoclinic loops, and was further generalized in [Han & Zhang 1999; Han & Chen, 2000] to study the cases of double homoclinic loops or heteroclinic loops. The method consists of three steps:
(i) find discriminate values to determine the stability of homoclinic loops or double-homoclinic loops; (ii) vary parameters to change the stability of these loops in order to produce limit cycles; and (iii) break the homoclinic loops to find limit cycles.
In this paper, we use this method to study the following perturbed system:
where ε is a small positive perturbation parameter, and the coefficients a ij and b ij are treated as parameters.
Our main result is stated in the following theorem: 
Proof of the Main Theorem
To prove Theorem 1, first rescale time by t → t/(2 − x) in the region x < 2; then it follows from 
where P 4 (x, y) = 4 i+j=1 a ij x i y j and Q 4 (x, y) = 4 i+j=1 b ij x i y j . When ε = 0, (2) is reduced tȯ
which has nine finite singular points:
O(0, 0), S 1 (0, 1), S 2 (0, −1), 
H(O) < H(S j ) < H(S i ) < H(A k ),
i = 1, 2; j = 3, 4; k = 1, 2, 3, 4.
The level curves of the function H defined by (4), H(x, y) = h, are divided into six categories, described as follows (see Fig. 1 for the notations):
(1) Γ h (−∞ < h < 1/8): the family of closed orbits surrounding all nine singular points; (2) Γ Here, Γ h is defined by and L k , k = 1, 2, . . . , 8, are given below.
Let L s k and L u k respectively denote the stable and unstable manifolds near L k after perturbation. Then, as we know, the directed distance from L s k to L u k can be measured as
where 2, . . . , 8, and θ = (θ 1 , . . . , θ 13 ) is a vector parameter with
where 2, . . . , 8. (8) With integration by parts, we have
Furthermore, by (5), (8) and using a computer algebra system such as Mathematica or Maple, we obtain the explicit expressions for the coefficients A (1) ij and B (1) ij by computing the integrals along the curve L 1 . The accuracy in the numerical calculation takes 20 decimal digits, as listed in Appendix A. For k = 2, it is easy to show by using (8) and noticing from (5) the opposite signs in the variable y of L 1 and L 2 that
Similarly, one can obtain the coefficients A (k) ij and B (k) ij for k = 3, 4, which are also given in Appendix A. Again, one may show that
The coefficients A (k) ij and B (k) ij for k = 5, 6 are similarly obtained, as given in Appendix A.
By noticing the signs of the variable y, we have
ij .
Having obtained the above coefficients, we apply the implicit function theorem to obtain the following result: 2, 3, 4, 6, 7. Proof. The conclusion follows from (7) and the implicit function theorem with the help of symbolic computation. Details are omitted for brevity.
It is clear that for
and L * 8 ) are heteroclinic (resp. homoclinic) orbits.
Next, we investigate the stability of the homoclinic loops L * i , i = 5, 6, 7, 8. Let S jε denote the saddle points of system (1) near S j , and σ 0j represent the divergence at S jε . Then, it is easy to show that 
Therefore, φ 10 can be obtained by a direct application of the implicit function theorem. This completes the proof.
Furthermore, according to [Han & Chen, 2000] or [Han et al., 2003] , we can easily obtain the following lemma. (The detailed proof can be found in [Han & Chen, 2000] .)
Lemma 3. The stabilities of the homoclinic and heteroclinic loops related to L k , k = 5, 6, 7, 9, are determined as follows.
If σ 0k = 0, k = 5, 6 (resp. k = 7, 8), we obtain 
Then, substituting θ 11 = φ 11 into σ 1,5 yields
Similarly, under the conditions θ i = φ i , i = 1, 2, . . . , 11, we obtain 
A similar treatment by substituting θ 12 = φ 12 into σ 1,6 , we have When the conditions θ i = φ i , i = 1, 2, . . . , 12 hold, we can apply the same method described above to find the divergence after perturbation at the saddle point S 3ε near
Similarly, the divergence at the saddle point S 4ε near
which is negative for fixed θ 13 > 0 and small ε > 0. Denote the eigenvalues of the system at the saddle points S iε , i = 1, 2, 3, 4 by λ i1 , λ i2 (where λ i1 < 0 < λ i2 ), and let γ i = |λ i1 |/λ i2 . When θ 13 > 0 and ε > 0, it is not difficult to show that
Next, by the result given in [Han & Zhang, 1999] or [Han & Yang, 2005] , we obtain
This is a direct result of Cherkas [1968] , and so the proof is omitted. Now we consider the boundedness of the positive orbit ρ + B of system (2) 
in which
where D ij are listed in Appendix A. Therefore, under the conditions θ i = φ i , i = 1, 2, . . . , 12, we use symbolic computation to obtain
4a 01 + 4a 02 + 4a 03 + 4θ 1 + 8a 10 + 8a 11 + 8a 12 + 8a 13
+ 4θ 1 + 8a 10 − 8a 11 + 8a 12 − 8a 13
where A iε are the focus points of system (2), located near the centers A i , i = 1, 2, 3, 4 of system (3) .
From the results given in [Han & Chen, 2000] or [Han & Hu, 2003 ], we know that the stability of the homoclinic loops L * k , k = 5, 6, 7, 8, are determined by the first saddle value when σ 1,k = 0. In the following, we give the first-order saddle value obtained by using the method of [Han & Hu, 2003 ] with a straightforward computation. Denote by R 1j the first saddle values of the saddle points S jε of the system (2), j = 1, 2. Then, we have the following results.
and L * 4+2j are oriented counterclockwise, then the conclusion is reversed. (See [Han & Chen, 2000; Han & Hu, 2003 ].)
Proof. We only prove for R 11 , since a similar proof can be applied to obtain R 12 . Let T be a reversible matrix such that det(T ) = 1, and
Then, it follows from (2) that 
A straightforward calculation shows that 
where 
Substituting above expressions into the formula for R 11 , R 11 = m 21 + n 12 − m 20 m 11 + n 02 n 11 (see [Han & Hu, 2003 
With a similar procedure, we obtain
This completes the proof of Lemma 5.
We are now ready to prove Theorem 1.
Proof of Theorem 1. The proof includes two main steps: (I) to show the existence of five basic limit cycles; and (II) to generate more limit cycles by employing proper perturbations to change the stabilities of homoclinic or heteroclinic loops.
(I) The existence of five basic limit cycles. Assume that the conditions θ i = φ i , i = 1, 2, . . . , 12, θ 13 = a 10 + b 01 > 0 are satisfied, and ε > 0 small.
(1) From Eqs. (14) and (15) Fig. 2 . The distribution of the 23 limit cycles of system (1) for Category (A).
(4) Again by Lemma 5, we know that both the two homoclinic loops L * 7 and L * 8 are stable inside. However, it is seen from Eq. (15) that div(A 3ε ) < 0 and div(A 4ε ) < 0, implying that both the two focus points A 3ε and A 4ε are stable. This implies the existence of two unstable limit cycles, located inside the homoclinic loops L * 7 and L * 8 , respectively, which are denoted by LC The above discussions show that there at least exist five limit cycles, with the distributions as shown in Fig. 2(a) .
(II) More limit cycles generated by perturbations.
Perturbations are employed to generate more limit cycles, in addition to the above five limit cycles. According to the values of σ 1,5 and σ 1, 6 , there are 13 cases.
(
It should be noted that the system must follow one and only one of the above 13 cases.
It is easy to see that the two cases (4) and (5) are "symmetric" with the two cases (2) and (3), producing the same number of limit cycles. Similarly, the three cases (11)- (13) are "symmetric" with the three cases (8)-(10). Furthermore, it can be shown that the three cases (1), (2) and (6) have the same number of limit cycles; the two cases (8) and (9) have the same number of limit cycles; and the three cases (3), (7) and (10) have the same number of limit cycles; So we only have three categories, described as follows.
This shows that system (1) must at least have 20 limit cycles, i.e. H(4) ≥ 20. In the following, we give a detailed analysis for category (A), and then briefly discuss the other two categories (B) and (C).
(A) In order to prove this category, we shall apply perturbations step by step, starting from perturbing the homoclinic loops L * 7 and L * 8 . The details are given in the following eleven steps, where the notation ⇒ stands for "becomes" or "implies".
(a) Fix θ 13 > 0, perturbing θ 12 from φ 12 such that 0 < θ 12 − φ 12 θ 13 ; then the homoclinic loop σ 1,7 ≡ 0 ⇒ σ 1,7 > 0 (by Eq. (13) , is generated between the homoclinic loop L * 7 and the limit cycle LC U A 3 . This limit cycle is shown in Fig. 2(b Fig. 2(b) . (c between the double homoclinic loop L * 5 ∪ L * 6 and the limit cycle LC S L 5 ∪L 6 . The six limit cycles generated in this step are shown in Fig. 2(c) . (d) This step is similar to the second part of step (c). Fix θ 13 > 0, and keep θ i , i = 10, 11, 12 as perturbed above, perturbing θ 9 from φ 9 such that 0 < θ 9 − φ 9 |θ 10 − φ 10 |; then σ 0,2 ≡ 0 ⇒ σ 0,2 < 0 (by Lemma 2); the two homoclinic loops L * 7 and L * 8 unstable inside ⇒ stable inside (by Lemma 3); the two limit cycles LC Fig. 2(d) . (e) Fix θ 13 > 0, and keep θ i , i = 9, 10, 11, 12 as perturbed above, perturbing θ 8 from φ 8 such that 0 < |θ 8 − φ 8 | |θ 9 − φ 9 |, under which the homoclinic loop L * 8 is broken. There are two subcases:
as shown in Fig. 3(a) , a stable limit cycle, LC
, is generated inside the unstable limit cycle LC
then as shown in Fig. 3(a) , a stable limit cycle, LC
, is produced outside the unstable limit cycle LC
Hence, this step generates one limit cycle. (f) Fix θ 13 > 0, and keep θ i , i = 8, 9, . . . , 12 as perturbed above, perturbing θ 7 from φ 7 such that 0 < |θ 7 − φ 7 | |θ 8 − φ 8 |, under which the homoclinic loop L * 7 is broken. As shown in Fig. 3(b (α) If θ 6 > φ 6 (i.e. M 6 < 0 or d 6 < 0), then as shown in Fig. 3(c) , a stable limit cycle, LC
then as shown in Fig. 3(c) , a stable limit cycle, LC
, is produced outside the unstable limit cycle LC 1,U L 6 . So one limit cycle is generated in this step. (h) Fix θ 13 > 0 and keep θ i , i = 6, 7, . . . , 12 as perturbed above, perturbing θ 5 from φ 5 such that 0 < φ 5 − θ 5 |θ 6 − φ 6 |, under which the homoclinic loop L * 5 is broken. As shown in Fig. 3(d) , one stable limit cycle, LC
2,S L 5
The four limit cycles obtained in the steps (e)-(h) are depicted in Fig. 2 as perturbed above, perturbing θ 3 from φ 3 such that 0 < φ 3 − θ 3 |θ 4 − φ 4 |, under which the heteroclinic orbit L * 3 is broken. As shown in Fig. 3(f As shown in Fig. 3(g 
These 23 limit cycles are shown in Fig. 2(f) , where for certain, we choose θ 8 < φ 8 , θ 6 > φ 6 and θ 4 > φ 4 .
The other two cases of Category (A) can be similarly discussed to obtain 23 limit cycles.
Next, we briefly discuss Categories (B) and (C). Note that the two large limit cycles enclosing all the nine singular points and the 12 limit cycles below the heteroclinic orbit L * 3 are not changed for Categories (B) and (C). Therefore, we do not need to repeat the steps (a), (b), (d), (e), (f), (i), (j) and (k). Also, note that the analyses in the steps (g) and (h) are not changed for (B) and (C). Consequently, we only need to consider the step (c) for Categories (B) and (C). The number of limit cycles from Part (I) and all the steps but (c) in (II) is: 5 + 1 + 1 + 3 + 1 + 1 + 1 + 1 + 1 + 1 + 1 = 17.
(B) There are two cases in Category (B). We only discuss the second case: σ 1,5 > 0, σ 1,6 < 0, σ 1,5 + σ 1,6 > 0, since the first case: σ 1,5 > 0, σ 1,6 < 0, σ 1,5 + σ 1,6 ≡ 0 can be similarly discussed.
First, under the assumptions, we know that before perturbation, the double homoclinic loop L * 5 ∪ L * 6 is unstable outside by Lemma 3. On the other hand, by Lemma 4, the heteroclinic loop L * 1 ∪ L * 3 is unstable inside. Thus, there exists one
Furthermore, since before perturbation we assume σ 1,5 > 0, the homoclinic loop L * 5 is unstable inside by Lemma 3, and div(A 1ε ) > 0 indicating that the focus point A 1ε is unstable. This implies that there exists one stable limit cycle, LC S A 1 , inside the homoclinic loop L * 5 . Now, fix θ 13 > 0, and keep θ 12 and θ 11 as perturbed above, perturbing θ 10 from φ 10 such that 0 < θ 10 −φ 10 |θ 11 −φ 11 |; then σ 0,1 ≡ 0 ⇒ σ 0,1 < 0 (by Lemma 2); the homoclinic loop L * 5 unstable inside ⇒ stable inside (by Lemma 3); the limit cycle LC , between the double homoclinic loop L * 5 ∪L * 6 and the limit cycle LC S L 5 ∪L 6 . The number of limit cycles generated in this step is 4, as shown in Fig. 4(a) , and thus the total number of limit cycles for the whole system is 21.
(C) Finally we discuss Category (C). There are three cases in this category. We only discuss the second case: σ 1,5 < 0, σ 1,6 < 0, which gives σ 1,5 + σ 1,6 < 0. The other two cases can be similarly discussed.
First, under the assumption, we know that before perturbation, the double homoclinic loop L * 5 ∪ L * 6 is stable outside by Lemma 3, and by Lemma 4, the heteroclinic loop L * 1 ∪ L * 3 is unstable inside. So we cannot conclude that limit cycles exist inside the heteroclinic loop L * 1 ∪ L * 3 . Similarly, before perturbation we assume σ 1,5 < 0 and σ 1,6 < 0, by Lemma 3, the two homoclinic loops L * 5 and L * 6 are stable. Further, note that div(A 1ε > 0 and div(A 2ε > 0, implying that the two focus points A 1ε ) A 2ε ) are unstable. Therefore, again we cannot conclude that limit cycles exist inside the homoclinic loops L * 5 and L * 6 . Now, fix θ 13 > 0 and keep θ 12 and θ 11 as perturbed above, perturbing θ 10 from φ 10 such that 0 < φ 10 − θ 10 |θ 11 − φ 11 |; . The number of limit cycles generated in this step is 3, as shown in Fig. 4(b) , and thus the total number of limit cycles for the whole system is 20.
The proof of Theorem 1 is complete.
Conclusion
In this paper we have studied perturbations to a special fourth-order near-Hamiltonian system and shown that the system can have at least 20 limit cycles. That is, H(4) ≥ 20, which greatly improves the best existing result, H(4) ≥ 15.
Appendix A
In this appendix, the coefficients A ij , B ij , C ij and D ij , used in the proof of Theorem 1 are listed.
A.1. Coefficients A ij and B ij
(1) 10 = −0.12756465066076441623
(1) 11 
(1) 30
= −0.038854081852025982002
(1) 12
10 = 0.12756465066076441623
= 0.0027605064906902772765 
(5) 02 = −6.045264459001518869 
