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ABSTRACT 
Let K,, denote the closed convex set of all n-by-n positive semidefinite doubly 
stochastic matrices. The extreme points of K,, have not been determined. In this 
paper, we find some extreme points. Our results are based primarily on rank and 
sparsity pattern. LVe have a complete classification in the case n = 4. 
INTRODUCTION 
Let H, denote the closed convex cone of all real n-by-n symmetric 
positive semidefinite matrices. It is well known (and easy to see from the 
spectral theorem) that if A E H,, then (A) is an extreme ray in H,, if and 
only if rank(A) = 1. Let R, denote the compact convex set of all n-by-n 
doubly stochastic matrices. If A E Q,, then a theorem of Birkhoff [3] asserts 
that A is an extreme point of R, if and only if A is a permutation matrix. 
Define K, = H, n fl,, which is closed and compact. It is obvious that 
A E K,, will be an extreme point of K,, if either rank(A) = 1 or A is a 
permutation matrix. Hence I, and (l/n>/,, are extreme points of K,, where 
J, is the n-by-n matrix all of whose entries are 1. These are, in fact, the only 
permutation or rank-l matrices in K,,. 
We note that the set K, appeared in [S], where it was obtained that the 
minimum value of the permanent of K,, occurs uniquely at (l/n)J,. This 
paper stimulated a great deal of interest in the van der Waerden conjecture, 
now known as the Egorychev-Falikman theorem [5, 61. 
In [4], the authors initiated a study of the extreme points of K,,. This 
paper continues that investigation. 
Suppose that A E K,. To test whether A is extreme, we consider the 
rank of A and its sparsity pattern, i.e., the location of the zero entries. These 
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two properties are probably not enough to determine all extreme points in 
K,,, but they do suffice in the cases considered here. Similar investigations 
on extreme points of cones of positive semidefinite matrices with given 
sparsity pattern appear in [I], [7], and [8]. 
We summarize the results from [4] as the following sequence of proposi- 
tions. 
PnorosIrloN 1. The mutrices I,, and (l/n)], nre extreme points of K,,. 
PROPOSITION 2. If A is an extreme point of K,, and A # I,,, then A is 
singular. 
PROI’OSITION 3. lf A E K,, und rank(A) = 2, then A is an extreme point 
of K,, if und only if A has u zero entry. Furthermore, uny extreme point of K,, 
besides (l/n>J,, has zero entries. 
hOPOSITION 4. The extreme points cjf K:, are completely churucterized 
by Propositions 1, 2, and 3. 
PR<~POSITIOS 5. K, hus (tridiugonul) extreme points of rank 3. 
PHoPoSITIoN 6. If A E K,, is an extreme point of K, which has 2s zero 
entries und rank(A) = r, then n + s > r(r + 1)/Z. 
Our approach involves the relation between the zero pattern of an 
extreme point A E K,, and its rank. In Theorem 4, we characterize the 
acyclic extreme points of K,,. In Theorem 5 we characterize the extreme 
points of K,, with rank equal to n - 1. In Thcorcms 6, 7, and 8 we 
characterize unicyclic extreme points of K,,. 
GRAPH OF A 
For real n-by-n matrices A, we define the sign pattern of A as the 
n-by-n matrix S = S(A) where 
1 
1 if aij>O, 
Sij = -1 if uii<O, 
0 if uij=O. 
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If A = A’> 0, then the graph of A, gr(A), is that simple graph on vertices 
(l,..., n} whose adjacency matrix M is such that III - S(A) is diagonal. 
Remarks/Examples. 
(i) gr(A) has no edges iff A is diagonal. 
(ii) gr(A) is connected iff A is irreducible. 
(iii) gr(A) has no cycles iff A is acyclic. 
(iv) gr(A) is a tree iff A is irreducible and acyclic. 
(v) gr(A) is the path from 1 to n iff A is irreducible and tridiagonal. 
(vi) gr(A) is bipartite iff there exists an n-by-n permutation matrix P 
such that P’AZ’ has the form 
D,B 
I 1 BTD, (1) 
where D, and D, are diagonal. 
Suppose A has the form (1). We will need the following result previously 
obtained by the first author and Berman. 
PROPOSITION 7 [Z]. Zf A 2 0 has the form (1) and A is irreducible, then 
the maximum and minimum eigencalues elf A are simple. Furthermore, the 
minimum eigencalue of A has a corresponding eigenoector of the form 
where u > 0, w > 0, and u is conformal with D,. 
The following lemma provides basic criteria for A to be an extreme point 
of K,,. 
LEhlSI.4 1. Zf A E K ,,, then A is an extreme point if and only if there does 
not exist a matrix C such that 
C 
(i) O#C=C’, 
(ii) IS(C)1 < S(A), 
(iii) nullspace c nullspace( and 
(iv> Ce = 0, where e = (1,. , ljT. 
The proof of Lemma 1 is left to the reader. We will refer to such a matrix 
as a perturbation of A. 
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ACYCLIC MATRICES 
Throughout this section A = AT will be an acyclic matrix. Though we are 
primarily interested in the case when A E K,,, our first theorem is true in 
more generality. We begin with a preliminary lemma. 
LEMMA 2. Suppose A = AT is acyclic. Then there exists D = 
diag( k I,. . . , f 1) such that the off-diagonal entries of DAD are nonnegative. 
Proof of Lemma 2. Since A is acyclic, gr(A) has a pendant vertex and 
we may replace A by PTAP for some n-by-n permutation matrix P such that 
PTAP is of the form 
b 0 ... 0 
A, (2) 
where A, is (n - I)-by-(n - 1) acyclic. From an inductive hypothesis on n, 
there exists an (n - I)-by-(n - I) d’ g ia onal matrix D, such that the off-diago- 
nal entries of D,A, D, are as desired. If b > 0, we may let D = 1 @D,. If 
b<O, let D= -l@D,. 
In either case, DAD will be as desired. n 
THEOREM 1. If A = AT is irreducible acyclic with eigenvalues h, 2 A, z 
. . . > A,, then A, > A, and A,_, > A,. 
Proof. By adding a suitable multiple of the identity matrix we may 
assume without loss of generality that A is positive semidefinite. By Lemma 
2, we may assume that A is (entrywise) nonnegative. Since acyclic graphs 
are bipartite, we may assume that A has the form (1). Since A is irreducible, 
the result now follows from Proposition 7. n 
REMARK. Suppose that gr(A) is the path from 1 to n, so that A is 
symmetric tridiagonal and irreducible. It is well known that A has distinct 
eigenvalues, or that all eigenvalues cf A are simple. Theorem 1 says that if 
we replace “tridiagonal” with “acyclic,” then the maximum and minimum 
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eigenvalues of A are simple. That this is all that can be said is seen from the 
following example. Let 
Then A is irreducible acyclic with eigenvalues n, 1,. . , l,O. 
THEORE.M 2. LRt A be irreducible, nonnegative, and positioe semidefi- 
nite. If gr(A) is bipartite, then rank(A) > rr - 1. 
Proof. As in Theorem 1, the proof follows from Proposition 7. n 
We now proceed to characterize both those extreme points in K, which 
have rank equal to n - 1 and those acyclic matrices in K, which are extreme 
points. 
LEMMA 3. Let A E K n have rank r. Let m be the number of edges in 





In particular, if r = n - 1, then m < n - 1 
Proof. Let vi ,..., G,,_, be a linearly independent set of nullvectors of A. 
The space of all symmetric n X n matrices which annihilate e, vi, . , v, _r 
has dimension equal to that of the (r - 1) X(r - 1) symmetric matrices, 
namely r(r - 1)/2. The space of all symmetric n X n matrices with graph a 
subgraph of gr(A) has dimension m + n. In order that A be extreme, it is 
necessary that these two spaces have zero intersection. Thus we must have 





and this implies Lemma 3. n 
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Hence Lemma 3 constitutes a sharpening of Theorem 3 of [4]. Our next 
result characterizes the extreme points of K,, with rank equal to n - 1. 
TIIEOREM 3. Let A E K,, be irreducible with rank(A) = n - 1. Then A is 
extreme iff A is acyclic. 
Proof. Assume A is extreme. By Lemma 3, gr(A) has at most n - 1 
edges. Since A is irreducible, gr(A) is connected and must have at least 
n - 1 edges. Hence gr(A) is connected and has exactly n - 1 edges. This 
implies that gr(A) is a tree and that A is acyclic. 
Conversely, suppose that A E K,, is acyclic and rank(A) = n - 1. Let 
Ac = 0, u # 0. Since A is irreducible, we can also assert from Proposition 7 
that if i and j are adjacent in gr(A), then the entries c, and uj of u must 
have opposite sign. We also see that z’ has no zero entries. 
We begin with a pendant vertex of gr(A). Suppose that 1 is a pendant 
vertex of gr(A), or equivalently, that exactly one off-diagonal entry in the 
first row of A is nonzero. We may assume u, , > 0 and a ,2 > 0. Let C be a 
possible perturbation, so that cl3 = . . * = c,,, = 0, and consider [cl, c,~]. 
The requirement Ce = 0 implies cl, + c,~ = 0. The requirement Czj = 0 
implies cllzjl + c12u2 = 0 where 2;1~:2 < 0. This yields that c,, = c,~ = 0, or 
that the first row and column of C are zero. Now repeat this argument on 
another row of C which has at most one nonzero off-diagonal entry. As 
before, we obtain that this row (and column) must be zero. We can repeat 
this procedure until we arrive at C = 0, since our original C was n-by-n with 
Z( n - 1) off-diagonal entries, and at each stage we reduce the number of 
rows and columns by 1 and the number of off-diagonal entries by 2. Since no 
nonzero perturbation of A exists, A is extreme. n 
The following theorems are consequences of Theorem 3. 
THEOREM 4. Let A E K,, be acyclic. Then A is an extreme point of K, if 
and only if the nullity of A equals the number of components of gr(A) which 
have at least two vertices. 
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THEOKEM 5. Let A E K,, huce rank equal to n - 1. Then A is an extreme 
point $f there exists an n-by-n permutation matrix P such that P’AP = I,@ B, 
where B is irreducible and ucyclic. 
UNICYCLIC MATRICES 
A graph G is said to be unicyclic if there is a single cycle in G. If G is 
connected, then G is simply a tree with an edge added between two existing 
nonadjacent vertices. A connected graph on V = { 1,. . , n) is therefore uni- 
cyclic if and only if it has exactly n edges. We will say that A E K,, is 
unicyclic if and only if gr(A) is unicyclic. 
As a next step in understanding extreme points of high rank in K,,, we 
study the question of when a unicyclic matrix A E K, is extreme. We begin 
with the assumption that A is irreducible [or that gr (A) is connected]. There 
turns out to be a clear distinction between the cases when the single cycle in 
gr(A) is of even or odd order. We notice that if gr(A) has only even cycles, 
then gr (A) is bipartite. 
TIIEOKEM 6. L.et A E K,, be irreducible and unicyclic, where the single 
cycle of gr(A) is of etien order. Then rank(A) > 11 - 1, and A is not an 
extreme point of K ,, . 
Proof. Since gr( A) has no odd cycles, g’(A) is bipartite and we may 
assume that A has the form (1). By Proposition 7 the minimum eigenvalue of 
A is simple. Since A is positive semidefinite this implies rank(A) > n - 1. 
Since gr(A) has exactly n edges, Lemma 3 implies that A is not extreme. n 
The following is a consequence of Theorem 6. 
THEOREM 7. Suppose that A E K,, und that gr(A) is unicyclic und 
bipartite. Then rank(A)> n - k, where gr(A) has k components of order ut 
least 2. Furthermore, A is not an extreme point of K ,,. 
Next we consider the case when gr(A) is irreducible unicyclic and the 
cycle in gr(A) is of odd order. We prove some preliminary results. 
LEMMA 4. Let A E K, be irreducible and unicycbc. Then rank(A) >, 
n -2. 
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Proof. Suppose that 1 and 2 are adjacent in gr(A) and lie on the cycle 




and let A,, = A + B. Clearly A, E K,. Furthermore A,, is acyclic and irre- 
ducible, since gr(A,) is just gr(A) with the edge connecting vertices 1 and 2 
removed. By Theorem 2, we have rank(A,,)> n -1. Since rank(B)= 1, 
rank(A) > n - 2. n 
LEMMA 5. tit A E K, be irreducible and unicyclic, and have rank n - 2. 
Assume that the cycle {1,2,. . . , m} is of odd order m. We assume the edges are 
(1,2),(2,3), . . ,(m - 1, m),(m, 1). Let (i, i + 1) be an edge in the cycle. Then A 
has a nullvector u = (u,, . . . , uJT with the following properties: 
(i) uj # 0, j = l,.. . ,n. 
(ii) ui,ui+l > 0. 
(iii) If (r, s) is any other edge in gr(A), then u,u, < 0. 
Proof. Assume i = 1, so that (1,2) is the edge under consideration. 
Define B and A,, exactly as in Lemma 4. Then gr(A,) is acyclic, and 
hence rank(A,) = n - 1. Moreover, if u is a nullvector of A,, then u must be 
a nullvector of A. Since gr(A,) is irreducible and acyclic, u must satisfy 
properties (i) and (iii). To verify property (ii), assume ui > 0. Then U, < 0, 
u, _ 1 > 0, and so forth. Since m is odd, ua > 0. n 
THEOREM 8. Let A E K,, and assume gr(A) is irreducible unicyclic 
with the cycle of odd order m. Then A is extreme if and only if rank(A) = n - 2. 
Proof. Suppose rank(A) > n - 1. Since gr(A) has n edges, Lemma 3 
implies that A cannot be an extreme point of K,. 
Now suppose that rank(A) = n - 2. (From Lemma 4, this is the only rank 
an extreme point can have.) If A is not extreme, there is a nonzero 
perturbation C of A. We will show, in fact, that C must be 0. 
First suppose that 1, say, is a pendant vertex of gr(A). Let 2 be the 
adjacent vertex. We assert that row and column 1 of C are 0. Note that 
Ce = 0. Moreover, by Lemma 5, A (and hence C) has a nullvector u = 
(U i,...,un)suchthat uiua <O.Thus cii +cia -O-c,,u, +c,,zr,,andhence 
Cl1 = C,e = 0. Thus row r of C is zero if r is a pendant vertex. 
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Now suppose that G, is the subgraph of gr(A) obtained by deleting all 
pendant vertices and edges. Note that G, is connected. Suppose that G, has 
a pendant vertex s with adjacent vertex t. We assert that row s of C is 0. 
Since any edge adjacent to s other than (s, t) is a pendant edge of gr(A), 
only c,, and c,~~ are not required to be 0. We use Lemma 5 to find a 
nullvector u of A (and hence C> such that u,uI < 0. This implies c,~,~ + c,~~ = 
0 = c,,u,~ + C,JJ~, and hence row s of C is zero as claimed. Continuing this 
procedure, we obtain that any nonzero entry in C must occur in a row (and 
column) corresponding to vertices which occur in the m-cycle in gr(A). 
Let us assume the m-cycle has edges (1,2),(2,3) ,..., (m - l,m),(l,m). 
We will show that the first row of C is 0. The other rows are done in a 
similar fashion. 
By Lemma 5, there is a nullvector u of A and C satisfying ur, u2 > 0 and 
uru,,, < 0. Next, there is a nullvector 0 of A and C such that or, zj,,, > 0 and 
olzjz < 0. Then we observe that there is a nullvector w of A and C such that 
u;s, ws > 0, wrwa < 0, and wrw,, < 0. Now only c,r, c,s, c,,,~ are allowed to 
be nonzero. Since Ce = 0, it follows from the sign patterns in U, o, and w 
that c 11 = Cl2 = Cl,,r = 0. This completes the proof of Theorem 8. n 
REMARK. It is easy to construct a matrix in K,, n odd, whose graph is 
the full cycle. Let P be the full cycle permutation matrix. Then there exist LY, 
/? such that ~Z,+P(P+P*)=AEK, with rank(A)=n-2. In fact, if 
n = 2k + 1, then 
cos(2kr/n) 
a = l-cos(2kr/n) 
and 
1 1 l-cos(2kr/n) ’ 
THE CASE n = 4 
There are eleven nonisomorphic graphs on four vertices. For each such 
graph we indicate the possible ranks for matrices in K,. We characterize the 
extreme points in terms of rank and graph. 
116 BOB GRONE AND STEVE PIERCE 
1. gr(A) is a 4-cliyue. Then possible ranks are 1, 2, 3, 4. Propositions 
1, 2, 3, and 6 imply that the only extreme point A with gr(A) a 4-clique is 
+1.%. 
2. gr(A)= l ---0. 
l/l 
The possible ranks are 2, 3, and 4. Propositions 2 
l -• 
and 6 show that matrices in this class of rank 3 or 4 are not extreme. 
Proposition 3 shows that all matrices in this class of rank 2 are extreme. 
3. gr(A)= O-O. From Theorem 2, since gr(A) is bipartite, the 
I I 
b-4 
possible ranks are 3 and 4. From Proposition 2 and Lemma 3, there are no 
extreme points. 
4. gr(A)= l 
I> 
The possible ranks are 2, 3, and 4. From Propo- 
O-0 
sition 2 and Theorem 8, only the matrices of rank 2 are extreme. 
0 
5. gr(A)= or O-O-@-@. For trees, the pos- 
sible ranks are 3 or 4, from Theorem 2. From Theorem 3, the rank-3 matrices 
are all extreme. 
6. gr(A)= l 
\ 




extreme points are permutation equivalent to 1 @ fr,, and are of rank 2. 
7. gr(A) is a (disconnected) -forest. The results follow by applying 
Theorem 4 or Theorem 5. 
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