Applying the E max model in a Lowe additivity model context, we analyze data from a combination study of trimetrexate (TMQ) and AG2034 (AG) in media of low and high concentrations of folic acid (FA). The E max model provides a sufficient fit to the data. TMQ is more potent than AG in both low and high FA media. At low TMQ:AG ratios, when a smaller amount of the more potent drug (TMQ) is added to a larger amount of the less potent drug (AG), synergy results. When the TMQ:AG ratio reaches 0.4 or larger in low FA medium, or when the TMQ:AG ratio reaches 1 or larger in high FA medium, synergy is weakened and drug interaction becomes additive. In general, synergistic effect in a dilution series is stronger at higher doses that produce stronger effects (closer to 1−E max ) than at lower dose levels that produce weaker effects (closer to 1). The two drugs are more potent in the low compared to the high FA medium. Drug synergy, however, is stronger in the high FA medium.
ABSTRACT
Applying the E max model in a Lowe additivity model context, we analyze data from a combination study of trimetrexate (TMQ) and AG2034 (AG) in media of low and high concentrations of folic acid (FA) . The E max model provides a sufficient fit to the data. TMQ is more potent than AG in both low and high FA media. At low TMQ:AG ratios, when a smaller amount of the more potent drug (TMQ) is added to a larger amount of the less potent drug (AG), synergy results. When the TMQ:AG ratio reaches 0.4 or larger in low FA medium, or when the TMQ:AG ratio reaches 1 or larger in high FA medium, synergy is weakened and drug interaction becomes additive. In general, synergistic effect in a dilution series is stronger at higher doses that produce stronger effects (closer to 1−E max ) than at lower dose levels that produce weaker effects (closer to 1). The two drugs are more potent in the low compared to the high FA medium. Drug synergy, however, is stronger in the high FA medium.
INTRODUCTION
Due to complex disease pathways, combination treatments can be more effective and less toxic than treatments with a single drug regimen. Successful applications of combination therapy have improved treatment effectiveness for many diseases. For example, the combination of a non-nucleoside reverse transcriptase inhibitor or protease inhibitor with two nucleosides is considered a standard front-line therapy in the treatment of AIDS. Typically, a combination of three to four drugs is required to provide a durable response and reconstitution of the immune system (1) . Another example is platinum-based doublet chemotherapy regimens as the standard of care for patients with advanced stage non-small-cell lung cancer (2) . Combination treatments have also been shown to prevent and to overcome drug resistance in infectious diseases such as malaria and in complex diseases such as cancer (3, 4) . Emerging developments in cancer therapy involve combining multiple targeted agents with or without chemotherapy, or combining multiple treatment modalities such as drugs, surgical procedures, and/or radiation therapy (5, 6) .
How do we assess the effect of a combination therapy? It is a simple question, yet it requires a complex answer. A superficial way to answer the question is to determine that a combination therapy is working if its effect is greater than that produced by each single component given alone. The notion of classifying drug interaction as additive, synergistic, or antagonistic is logical and easily understood in a general sense, but can be confusing in specific application without consensus on a standard definition. Excellent reviews of drug synergism have been written by Berenbaum (7), Greco et al (8) , Suhnel (9), Chou (10) , and Tallarida (11) , to name a few. In essence, to quantify the effect of combination therapy, we must first define drug synergy in terms of "additivity." An effect produced by a combination of agents that is more (or less) than the additive effect of the single agents is considered synergistic (or antagonistic). Then, we must further assess drug interaction in a statistical sense. Under a more rigorous definition, synergy occurs when the combined drug effect is statistically significantly higher than the additive effect. Conversely, antagonism occurs when the combination effect is statistically significantly lower than the additive effect.
Despite the controversy arising from multiple definitions of additivity or no drug interaction, the Loewe additivity model is commonly accepted as the gold standard for quantifying drug interaction (7) (8) (9) (10) (11) . The Loewe additivity model is defined as 
Here y is the predicted additive effect at the combination dose (d 1 , d 2 ) when the two drugs do not interact. D y,1 and D y,2 are the respective doses of drug 1 and drug 2 required to produce the same effect y when used alone. Note that the Loewe additivity can be easily demonstrated in a "sham combination" (i.e., a drug combined with itself or its diluted form). For example, suppose drug 2 is a 50% diluted form of drug 1. The combination of one unit of drug 1 and one unit of drug 2 will produce the same effect as 1.5 units of drug 1 or 3 units of drug 2. Plugging the respective values in equation (E1), we have 1/1.5 + 1/3 = 1. Given the dose-effect relationship for each single agent, say (13) (14) (15) (16) . Several methods for constructing the confidence interval estimation of the interaction index were proposed by Lee and Kong (17) .
To help advance research developing and comparing methods for analyzing data for combination studies, Dr. William R. Greco at the Roswell Park Cancer Institute has organized an effort and invited several groups to participate in an exercise to compare rival modern approaches to model data from two-agent concentration-effect studies. We describe the data and statistical methods, including the E max model, and the calculation of the interaction index under the E max model in Section 3. We describe an exploratory data analysis in Section 4, and data preprocessing for outlier rejection and standardization in Section 5. We present the main results of the data analysis in Section 6 and summarize our findings in Section 7. We close with a discussion in Section 8.
STATISTICAL METHODS

Data sets
Two data sets provided by Dr. Greco are used to examine the effect of the combination treatment of trimetrexate (TMQ) and AG2034 (AG) in HCT-8 human ileocecal adenocarcinoma cells. The cells were grown in a medium with two concentrations of folic acid: 2.3 µM (the first data set, called low FA) and 78 µM (the second data set, called high FA). Trimetrexate is a lipophilic inhibitor of the enzyme dihydrofolate reductase; and AG2034 is an inhibitor of the enzyme glycinamide ribonucleotide formyltransferase. The experiment was conducted on 96-well plates. The endpoint was cell growth measured by an absorbance value (ranging from 0 to 2) and recorded in an automated 96-well plate reader. Each 96-well plate included 8 wells as instrumental blanks (no cells); the remaining 88 wells received drug applications. The experiments were performed using the "ray design," which maintains a fixed dose ratio between TMQ and AG in a series of 11 dose dilutions. With 88 wells in each plate, each 5-plate stack allowed for an assessment of the combination doses at 7 curves (i.e., design rays) plus a "curve" with all controls. Two stacks were used for studying 14 design rays: TMQ only, AG only, and twelve other design rays with a fixed dose ratio (TMQ:AG) for each ray. The fixed dose ratios in the low FA experiment were 1:250, 1:125, 1:50, 1:20, 1:10, 1:5 (2 sets), 2:5, 4:5, 2:1, 5:1, and 10:1. The fixed dose ratios in the high FA experiment were 1:2500, 1:1250, 1:500, 1:200, 1:100, 1:50 (2 sets), 1:25, 2:25, 1:5, 1:2, and 1:1. Data from each of the 16 curves (2 for controls, 2 for single agents, and 12 for combinations) are grouped together. Curves 1-8 were performed on the first stack with curve 8 serving as the "control" experiment while curves 9-16 were performed on the second stack with curve 16 serving as the "control" experiment. The assignment of different drug combinations to the cells in the wells was randomized across the plates. Five replicate plates were used for each set of two stacks, resulting in a total of 10 plates for each of the two medium conditions (low FA and high FA). The maximum number of treated wells per medium condition is 880 (16 curves x 11 dilutions x 5 replicates). Complete experimental details and mechanistic implications were reported by Faessel et al (18) .
E max model
Due to a plateau of the measure of cell growth such that it does not reach zero at the maximum dose levels used in the experiments, the median effect equation (E4) does not fit the data. Instead, we take the E max model (19) to fit the data at hand.
where E 0 is the base effect, corresponding to the measurement of cell growth when no drug is applied; E max is the maximum effect attributable to the drug; ED 50 is the dose level producing half of E max ; d is the dose level that produces the effect E(d), and m is a slope factor (Hill coefficient) that measures the sensitivity of the effect within a dose range of the drug. Thus, E 0 − E max is the asymptotic effect when a very large dose of the drug is applied. Figure 1 shows a few examples of the E max model where E 0 is assumed to be 1. The parameter m governs how quickly the curve drops. For the three cases in the first row in Figure 1 , ED 50 is fixed at 2 and E max is at 0.8, while the slope varies. When m=1 (Figure 1.A) , the dose-response curve drops slowly; when m=5 ( Figure 1 .B and E), a sigmoidal curve is formed, and when m=20 ( Figure 1 .C and F), the drop of the sigmoidal curve becomes very steep. In the three curves in the first row, as the dose increases, the curves drop, and the effect asymptotes to 1 − E max = 0.2. In the second row, the three plots are set at E max = 1, which means that as the dose increases, the treatment will reach the theoretical full effect. For example, if the measure of the treatment effect is cell count, all the cells will be killed at very high doses of the treatment when E max = 1. The figures also show that, as ED 50 increases, the curves shift to the right, indicating that the treatment is less potent. In all cases when m increases, the effect drops more rapidly. We apply the nonlinear weighted least squares method to estimate the parameters in the E max model. Due to the heteroscedascity observed in the data, which means that the variance increases as the observed response increases, we use the reciprocal of the fitted response as the weight function (20) . We use S-PLUS, R (21), and SAS (22) to carry out the estimation.
Interaction index under the E max model
As when using the median effect model, the E max model can be applied to fit the single-drug and combination drug dose-response curves, and then the interaction index can be calculated accordingly. Although equation (E5) allows for different values of E 0 and E max for different curves, when calculating the interaction index, we need to assume all curves have the same E 0 so that the "base measure" of no drug effect is the same in all curves. This can be achieved by dividing all of the effect measures with the mean of the controls. Note that E max can vary in different curves to signify different drug potencies. However, the calculation of the interaction index will be a little more complicated when different drugs or combinations produce different values of E max .
Hereafter, we assume the dose-response curve follows the E max model given in (E6):
The experiments we analyzed studied the ability of the combination treatments to inhibit the growth of cancer cells. The measure of the treatment effect was cell growth corresponding to the number of cells observed. Hence, the height of the dose-effect curve decreases when the dose increases. In this case, we have m > 0. In addition, as d goes to infinity, the effect plateaus at 1−E max . Hence, E max must be between 0 and 1.
In a study of two-drug combinations, we need to fit three curves using the E max model: curve 1 for drug 1 alone, curve 2 for drug 2 alone, and curve c for the drug combinations. Denote E max, i , ED 50, i , and m i as the three parameters for drug i (i=1,2, c). Given an effect e (e>1-E max ), the corresponding dose d(e) can be calculated as 
Note that the dose for the combination treatment is simply the sum of the doses of the single agents. This approach works well for a ray design with constant or varying relative potency between the two drugs (12, 17 
, the interaction index cannot be calculated. However, the combination effect in this range is more than additive because it reaches an effect level that no single agent can achieve alone. If E max, 1 = E max, 2 , the interaction index can be calculated using the first formula in (E8).
Confidence interval for the interaction index
We can apply the delta method to calculate the (large sample) variance of the interaction index (23) . From our previous work (17), we found that better estimation of the confidence interval for the interaction index can be achieved by working on the logarithmic transformation of the interaction index. 
V a r ( lo g ( I I ) ) V a r ( I I ). IÎ
Upon calculation of the variance for log(ÎI ), the pointwise (1-α)100% confidence interval for the interaction index (II) for a specified effect can be constructed as
where 2 / z α is the upper α/2 upper percentile of the standard normal distribution. We also construct the simultaneous confidence band for the interaction index over the range of estimated responses. Because the estimation process involves estimating nine parameters from three curves, to construct a Scheffe-type simultaneous confidence band, we simply replace
1/2 where p=9 (24).
Data analysis plan
The overall objective of the data analysis is to assess the synergistic effect of the combination of TMQ and AG in both low and high FA media. We apply the exploratory data analysis first, and then estimate the doseresponse relationship using the E max model. We evaluate the drug interaction by calculating the interaction index under the Loewe additivity model. We perform an exploratory data analysis in order to understand the data structure and patterns and to determine whether preprocessing of the data in terms of outlier rejection and standardization would be required prior to data modeling. We analyze the low FA and high FA experiments separately then compare the results. For each experiment, we apply the E max model to fit the two marginal and twelve combination dose-response curves. We compute the interaction index and its 95% confidence intervals for each of the twelve combinations, and assess the overall pattern of drug interaction by examining the interaction index from the 12 fixed-ratio combinations together. We apply a onedimensional distribution plot via the BLiP plot (25) to display the data. We use a two-dimensional scatter plot, a contour plot, and an image plot as well as a threedimensional perspective plot to show the dose-response relationship. We also apply a trellis plot (26) to assemble the individual plots together into consecutive panels conditioning on different values of fixed dose ratios.
EXPLORATORY DATA ANALYSIS
As in all data analyses, we begin with an exploratory data analysis. For the low and high FA experiments, there are 871 and 879 readings, respectively. Only 9 and 1 observations, respectively, are missing out of a maximum of 880 readings in each experiment. The data include designated curve numbers ranging from 1 to 16 and data point numbers ranging from 1 to 176. Each curve number indicates a specific dose combination. We re-label the curves as A-P where A and B correspond to the control (no drug) curves; C and D correspond to the curves of TMQ and AG administered alone, and curves E through P correspond to the combination curves with fixed dose ratios in ascending order. Each point number indicates the readings at each specific dilution of each curve. Because five duplicated experiments were performed, there are up to five readings for each specific point number. There is, however, no designation of the plate number in the data received. Figure 2 shows the variable percentile plot of the distribution of the effect from the low FA and high FA experiments using the BLiP plot, with each segment corresponding to a five percent increment (25 To help understand the pattern of the fixed ratio dose assignment in a ray design and the relationship between the fixed ratio doses and curve numbers, we plot the logarithm transformed dose of TMQ and AG in Figure 3 for both the low FA and high FA experiments. As can be seen, curves A and B are the controls with no drugs. Curves C and D correspond to the single drug study of TMQ and AG, respectively. Curves E through P are the various fixed ratio combination doses of TMQ and AG. Note that curves J and K have the same dose ratios. Within each curve, the 11 dilutions are marked by 11 circles. For the combination studies, the curves for different dose ratios are parallel to each other on the log dose scale. If the same plot is shown in the original scale, these lines will form "rays," radiating out from the origin like sun rays. Hence, the term "ray design" is an appropriate name for this type of experiment. The corresponding dose ranges used for each drug alone are Figures 4 and 5 show the raw data of the effect versus dose level by curve for the low FA and high FA experiments, respectively. Instead of using the actual dose, we plot the data using a sequentially assigned dose level to indicate each dilution within each curve such that the data can be shown clearly. In addition, the data points at each dilution for each curve are coded from 1 to 5 according to the order of the appearance in the data set. We assume that these numbers correspond to the replicate number for each design point (the well position in the stack of 5 plates). Because the plate number was not listed in the data, we are not certain that this is the case. From the plot, we can see that there are outliers in several dilution series. Of note, in Figure 4 , the effects from plate (replicate) #1 in curves B, E, F, and K tend to be lower than all other replicates. There are also some unusually large values, for example, in replicate 2 in curve A, dose level (dilution series) 6; replicate 3 in curve L, dose level 4; and replicate 2 in curve M, dose level 1. Similar observations can be made for the high FA experiment: plate #1 seems to have some low values in curves B, C, H, I, and J, and plate #4 seems to have some low values in curves E, K, N, O, and P. These findings indicate that certain procedures need to be performed to remove the obvious outliers in order to improve the data quality before the data analysis. Figure 6 shows the perspective plot, contour plot, and image plot for the low FA experiment. From the perspective plots in Figure 6 .A (back view), B (front view), and C (side view), we can see that the effect starts at a high plane plateau at an effect level of about 1.2 when the doses of TMQ are AG are small. As the dose of each drug increases, the effect remains approximately constant for a while and then a sudden drop occurs. This steep downward slope can be found by taking the trajectory of any combination of the TMQ and AG doses; it is also evident in the dose-response curves shown in Figures 4 and 5 . The steep drop of the effect can also be found in the contour plot and the image plot. Similar patterns in the dose-response relationship are shown in Figure 7 for the high FA experiment. The steep drop of the effect occurs at smaller doses in the low FA experiment and at larger doses in the high FA experiment.
DATA PREPROCESSING: OUTLIER REJECTION AND DATA STANDARDIZATION
Outlier rejection
To address the concern that outliers may adversely affect the analysis outcome, we devise the following simple plan. For each of the 176 point numbers (16 curves x 11 dilutions), the five effect readings should be close to each other because they are from replicated experiments. However, because the plate number is not in the data set, we cannot assess the plate effect. Neither can we reject a certain replicate plate entirely should there be a plate with outlying data, nor apply a mixed effect model treating the plate effect as a random effect. For the four or five effect readings in each point number (only 9 point numbers in the low FA and 1 in the high FA experiments have 4 readings), we compute the median and the interquartile range. An effect reading is considered an outlier if the value is beyond the median ± 1.4529 times the interquartile range. If the data are normally distributed (i.e., follow a Gaussian distribution), the range expands to cover the middle 95% of the data. Hence, only about 5% of the data points (2.5% at each extreme) are considered outliers. The number 1.4529 is obtained by qnorm(.975)/( qnorm(.75) -qnorm(.25)) where qnorm(x) is a quantile function which returns the x th percentiles from a normal distribution. Upon applying the above rule, 129 out of 871 (14.8%) effect readings in the low FA experiment and 126 out of 879 (14.3%) in the high FA experiment are considered outliers and are removed before proceeding to further analysis. The numbers of outliers in replicates 1 to 5 are 60, 28, 19, 14, and 8 for the low FA experiment and 35, 18, 21, 34, and 18 for the high FA experiment, indicating a non-random pattern of outliers that could be attributed to experimental conditions. Note that the outlier rejection algorithm is only applied "locally." In other words, it only applies to the replicated readings up to five replicates in each of the 176 experimental conditions. 
Data standardization
After outliers are removed from the data, we compute the mean of the control curves. The means for curves 8 and 16 are 1.1668 and 1.1534 for the low FA experiment and 1.1483 and 1.1477 for the high FA experiment, respectively. To apply the E max model in equation (E6) with E 0 = 1, we standardize the data by dividing the effect readings of respective curves 1-7 by the mean of curve 8 and the effect readings of respective curves 9-15 by the mean of curve 16.
RESULTS
Results for the low folic acid experiment
The E max model in equation (E6) is applied to fit all of the dose-response curves. For the low FA experiment, the parameter estimates, their corresponding standard errors, and the residual sum of squares are given in Table 1 . The dose-response relationships showing the data and the fitted curves are displayed in Figure 8 . Note that although model fitting is performed on the original dose scale, the dose is plotted on the logarithmically transformed scale to better show the dose-response relationship. The fitted marginal dose-response curves for TMQ (curve C) and AG (curve D) are shown in a blue dashed line and a red dotted line, respectively. From Table 1 , we see that 50 ED is 0.00133 for TMQ and 0.00621 for AG, indicating that TMQ is about 4.7 times more potent than AG at the 50 ED level. For curves E through P, the fitted dose-response curve for the combination treatment is shown as a solid black line superimposed on the marginal dose-response curves. The proposed E max model fits all curves well except for curves G, H and K. For curve G, although the model estimates converge in an initial attempt, the parameter m is estimated with a standard error of 30.3. The large standard error essentially indicates that the estimate m is not reliable. For curve K, the model does not converge on the original dose scale but converges on the logarithmically transformed dose scale. However, the standard error of the estimate m is still very large, which leads us to believe that the model is not very stable. For curve H, as can be seen in Figure 8 , there are no observed effects between 0.3 and 1 from the second to the fifth dilutions. The parameter m cannot be estimated and the model fails to converge on both the original scale and the logarithmic scale. To address these problems, we conclude that the data do not provide us sufficient information to yield a reasonable estimate of the parameter m. Therefore, we take a remedial approach by fixing m, and then proceed to estimate the other two parameters. Upon checking the data, we set the parameter m as 5, 4.5, and 5 for curves G, H, and K, respectively. The choice of m is somewhat arbitrary with a goal of yielding a good fit to the data and producing a small residual sum of squares. The resulting "reduced" models fit the data reasonably well but with a consequence that there is no standard error estimate form , which affects the variance estimation of the interaction index (to be shown later). 3 maximum effect attributable to the drug, 4 dose level producing half of E max , 5 slope factor, which measures the sensitivity of the effect within a dose range of the drug, is fixed at a certain value Based on limited sensitivity analysis, the estimation of the interaction index remains reasonably robust.
In all dose-response curves, the standardized effect level starts to drop between dose levels (dilutions) 3 to 6. Once the effect starts to drop, it drops quickly and plateaus at the 1 − max E level. There are ample data points at the effect levels around 1 (dose levels 1-4) and 1 − max E (dose levels 8-11). However, due to the sharp drop in the dose-response curves, fewer data points can be found in the middle of the effect range. When the data points become too few or do not spread out to cover enough range, it becomes harder for the model to converge, as seen in Based on the fitted dose-response curve, the interaction index (II) can be calculated over the entire effect range and at specific dose combinations. Table 2 gives a detailed result of the estimated interaction index and its 95% point-wise confidence interval at each dose combination for each combination curve. The II is calculated at the predicted effect level from the combination curve and not at the observed effect level. The results are shown in a trellis plot in Figure 9 where the red lines represent the 95% point-wise confidence intervals at each specific effect level and the black dashed lines indicate the 95% simultaneous confidence bands of the II for the entire range. From the figure we find that the interaction index can be estimated with very good precision in all curves except at the two extremes when the effect is close to 1 or 1 − max E . The trend and the pattern of the interaction index are clearly shown in these figures. For curves E through K, i.e., with a TMQ:AG dose ratio ranging from 0.004 to 0.2, synergy is observed in the effect range between 0.2 to 0.9. For curves L and M, which have TMQ:AG ratios of 0.4 and 0.8, we see that synergy is observed at the low effect level from 0.2 to about 0.5. Beyond 0.5 the combinations are generally additive. For curves N, O, and P, with TMQ:AG ratios of 2, 5, and 10, the synergistic effect is lost and we see additivity in all dose ranges. Table 3 lists the parameter estimate, corresponding standard error, and sum of squares for all the curves in the high FA experiment. Unlike in the experiment using low FA media, the model fitting for all curves in the high FA experiment converge when using the E max model. ED are greater in the high FA experiment, indicating that the drugs are less potent when applied to a high FA medium. Note that the doses of TMQ are the same between the two experiments but the doses of AG are 10 times higher in the high FA experiment. In addition, 50 ED = 0.0137 and 0.00133 for TMQ alone in the high and low FA experiments, respectively, which indicates that the drug is 10 times less potent in the high FA medium compared to the low FA medium. The potency of AG is even more dramatically reduced. In Figure 10 we see that the E max model provides an excellent fit to all the curves. Table 4 gives a detailed account of the interaction index in all dilutions for all of the combination curves. The results are summarized in a trellis plot in Figure 11 . Again, the red lines represent the 95% point-wise confidence intervals at each specific effect level and the black dashed lines correspond to the simultaneous confidence bands of the II for the whole range. Using the high FA medium, synergy can be achieved for most of the drug combinations in all the effect ranges, with the exception of the very low or very high effect ranges. The confidence intervals are still very tight although they are a little wider compared to their counterparts from the low FA experiment. As the TMQ:AG confidence interval ratio increases from 0.0004 to 0.5, synergy is observed across all dilution series. In addition, higher synergy is observed at the lower effect levels, particularly when the TMQ:AG is at 0.01 or lower (curves E, F, G, H, and I). In the middle effect levels (effects between 0.2 and 0.8), the II ranges from about 0.1 in curves J and K, to 0.12 in curve L, 0.15 in curve M, 0.25 in curve N, and 0.35 in curve O. The higher the TMQ:AG ratio, the less synergy it achieves. In curve P, for example, when the TMQ:AG ratio reaches 1, synergy is lost.
Results for the high folic acid experiment
SUMMARY
In both the low FA and high FA experiments, TMQ is more potent than AG. At low TMQ:AG ratios, i.e., when a small amount of the more potent drug (TMQ) is added to a larger amount of the less potent drug (AG), synergy is achieved. However, when the TMQ:AG ratio reaches 0.4 or larger for the low FA medium, or when the TMQ:AG ratio reaches 1 or larger for the high FA medium, synergy decreases, or the interaction becomes additive. In general, a synergistic effect in a drug combination dilution series is stronger at higher doses that produce stronger effects (effects closer to 1−E max ) than at lower dose levels that produce weaker effects (effects closer to 1). The two drugs in this study are more potent in the low FA medium compared to the high FA medium. The drug synergy, however, is stronger in the high FA medium.
DISCUSSION AND PERSPECTIVE
The data supplied by Dr. Greco provide an excellent opportunity to apply and compare various approaches for studying the effects of combination drug treatments. For the median effect model, a linear relationship between the logit transformed effect and the log-dose makes the model fitting straightforward and easy. However, when measuring cell growth, as in the experiments we analyzed, if the maximum drug effect reaches a plateau and does not kill all the cancer cells, even at the highest experimental doses, the median effect model (12) does not apply. We used the E max model (19) , which provides an adequate fit for most data. Parameter estimation under the E max model requires the use of iterative procedures such as the nonlinear weighted least squares method, which can address the heteroscedascity problem. Model convergence is not guaranteed; whether or not the model converges depends on the data and the choice Figure 4 . Distribution of the effect versus dose level for curves A through P for the experiment in a low folic acid medium.
of the initial values. We find that PROC NLIN in SAS provides a more comprehensive and robust environment for estimating parameters with nonlinear regression compared to the nls() function in S-PLUS/R. It can be useful to apply SAS first to estimate the parameters and then feed the results into S-PLUS/R for further data analysis and production of graphics. Unlike fitting the linearlytransformed median effect model via linear regression, for which a solution can always be found, fitting the E max model via nonlinear regression may result in nonconvergence of the model in some cases. This nonconvergence may indicate aberrant conditions in the data such that the data do not provide adequate information for model fitting. We had convergence problems with the curves G, H, and K in the low FA experiment. In these cases, there were insufficient data in the middle of the effect range; hence, the parameters could not be estimated reliably. We had to fix the m parameter before we could estimate the other two parameters. From the dose-response curves, we found that TMQ was more potent than AG, and that the drug combination was more potent in the low FA medium than in the high FA medium.
Upon construction of the marginal and combination dose-response curves, we applied the Loewe additivity model to compute the interaction index. We note Figure 5 . Distribution of the effect versus dose level for curves A through P for the experiment in a high folic acid medium.
that a definition of drug interaction such as the interaction index is model dependent. Additionally, no matter which model is used, based on the definition of the interaction index (7, 8) , the dose levels used in calculating the interaction index must be translated back to the original units of dose measurement. Under the given model, we found that the drug interaction between TMQ and AG was largely synergistic. Synergy was more clear and evident in the high FA experiment than in the low FA experiment. In addition, synergy was more likely to be observed when a small dose of the more potent drug (TMQ) was added to a large dose of the less potent drug (AG). When a large amount of a more potent drug is present, adding the less potent drug does not show synergy because the effect is already largely achieved by the more potent drug. In addition, the interval estimation showed that the 95% confidence intervals were wider at the two extremes of the effect, which were closer to 1 or to 1−E max . This result is consistent with that of many regression settings in which estimation achieves higher precision in the center of the data distribution but lower precision at the extremes.
We have provided a simple, yet useful approach for analyzing drug interaction for combination studies. The interaction index for each fixed dose ratio 
