We deal with an inventory system with limited storage space for a single item or multiple items. For the single-item system, customers' demand is stochastic. The inventory is controlled by a continuous-review r Q policy. Goods are replenished to the inventory system with a constant lead time. An optimization problem with a storage-space constraint is formulated for computing a single-item r Q policy that minimizes the long-run average system cost. Based on some existing results in the single-item r Q policy without a storage-space constraint in the literature, useful structural properties of the optimization problem are attained. An efficient algorithm with polynomial time computational complexity is then proposed for obtaining the optimal solutions. For the multi-item system, each item possesses its particular customers' demand that is stochastic, its own r Q policy that controls the inventory, and its individual lead time that is constant. An important issue in such inventory systems is the allocation of the storage space to the items and the values of r and Q for each item. We formulate an optimization problem with a storage-space constraint for multi-item r Q policies. Based on the results in the single-item r Q policy with a storage-space constraint, we find useful structural properties of the optimization problem. An efficient algorithm with polynomial time computational complexity is then proposed for obtaining undominated solutions.
Introduction
The continuous-review r Q policy is popular in inventory management. The system is reviewed continuously, and whenever the inventory position drops to or below r, an amount of Q units of goods is issued to replenish the system. To be able to implement the policy, the system needs the storage space that can store the maximum inventory r + Q. In actual systems, usually, the resource such as the storage space is limited. (Many kinds of resources can be referred. In this paper, we refer the resource in particular to a class of storage spaces or resources like this.) Then, a major issue in planning and operations management is the optimal r and Q with capacitated storage space.
Most actual inventory systems are constructed for storing goods for multiple items. For instance, the distribution center of a chain store manages its inventory system for many items. Similar modes exist at wholesalers, thirdparty logistics centers, and department stores. Functionally, goods from different items exhibit individual characteristics in, for example, different weights, different shapes, and different volumes. A particular item may need distinct shelves and even special equipment for placing its goods. Therefore, each item must possess its own space to store the corresponding goods. The space to a particular item is then exclusively occupied and used by this item. Across different items, they are independent. A major issue in planning and operations management of such systems is the allocation of the storage space to the items, and the values of r and Q for each item with capacitated storage space.
The literature on inventory management is vast. Here we give a brief review on those works related to the continuous-review r Q policy without a storage-space constraint. Federgruen and Zheng (1992) propose an efficient algorithm to calculate the optimal r and Q for singleitem systems. In their model, the system cost consists of three terms: fixed setup cost, goods holding cost, and penalty cost for customer backorders. The objective is to minimize the long-run average system cost. Their work lays the foundation for our work in this paper. Other research on the single-item r Q policy includes Hadley and Whitin (1963) , Lau et al. (2002) , Sahin (1979) , Sivazlian (1974) , Zheng (1992) , and the references cited therein.
The issue we consider in this paper is important in two aspects. On the one hand, inventory systems under continuous-review r Q policies (for either a single item or multiple items) with a storage-space constraint widely exist in the real logistics field. On the other hand, to the authors' knowledge, the issue has not yet been dealt with in the literature. (Only a few works have dealt with resourceconstraint problems for newsboy models or for periodic review order-up-to policies; see, for example, Erlebacher 2000, Lau 1996, and Hausman et al. 1998.) This paper is organized as follows: In the next section, we provide preliminary results on the single-item r Q policy without a storage-space constraint. Section 3 analyzes the single-item r Q policy with a storage-space constraint and develops a procedure to obtain optimal solutions. Section 4 analyzes multi-item r Q policies with a storage-space constraint and provides an algorithm for obtaining undominated solutions. Section 5 contains concluding remarks.
Preliminaries: Single-Item System
Without Storage-Space Constraint
In this section, we introduce results related to the optimal single-item r Q policy without a storage-space constraint. Based on them, storage-space constraint problems will be discussed in the subsequent sections.
System Description
Consider such a configuration as a manufacturer-inventorycustomer system for only a single item. Goods are in discrete form or unit form. Consumption for goods by customers follows a renewal process and every customer demands a unit of goods. Demands that cannot be immediately fulfilled are backordered. The inventory is reviewed continuously and controlled by an r Q policy. Two terminologies related to inventory are defined: inventory level and inventory position. The inventory level refers to the amount of goods on hand minus the number of backorders.
(Note that the amount of goods on hand and the number of backorders cannot be simultaneously positive.) The manufacturer replenishes goods to the inventory system with a constant lead time after receiving an order from the inventory system. Then, the inventory position refers to the amount of the inventory level plus replenishments in transit. We discuss the system in the steady state. Let L be the lead time, which is a constant. Denote by I l the inventory level, which is a random variable, and by I p the inventory position, which is also a random variable. Assume that the mean demand per unit time is . Moreover, let D represent the demand in the lead-time interval, which is a random variable with mean · L.
The r Q policy controls the inventory system in accordance with the following mechanism: whenever the inventory position I p drops to or below r, the inventory manager issues an order to the manufacturer for an amount of Q units of goods to replenish, and the ordered goods arrive at the inventory system after a time delay L. Goods are consumed by customers. Figure 1 illustrates the operation of an inventory system controlled by an r Q policy. It is known that, as shown in the figure, if no orders are currently outstanding, the inventory position I p and the inventory level I l are the same; otherwise their difference is just the total amount of goods ordered in outstanding at the moment. Moreover, the inventory position I p takes values on r + 1 r + 2 r + Q , whereas the inventory level I l can be positive, zero, or negative (a positive value stands for the goods on hand, and a negative value refers to backorders).
Note that at any time there can be more than one order outstanding. On the other hand, the feasible values of r are any finite integers (negative, zero, or positive), whereas those of Q must be finite positive integers. 
Existing Results
All results in this subsection can be found in, for example, Federgruen and Zheng (1992) , Hadley and Whitin (1963) , and Sivazlian (1974) . In the steady state, the following relationship holds
Assume that the cost structure consists of a setup cost K per order from the inventory system to the manufacturer, an inventory holding cost of h per unit on hand held in the inventory system per unit time, and a backorder cost of p per unit of backorders for customers per unit time. Given the inventory position being y, the expectation of the holding and backordering costs per unit time is expressed as
The following result holds. Under an r Q policy, we can obtain the expectation of the system cost per unit time as
An optimization problem is then formulated as follows.
Problem 2.1. Determine r and Q to minimize c r Q , i.e.,
An efficient algorithm is proposed to solve the above optimization problem (Federgruen and Zheng 1992 ; see also Zipkin 2000, Chapter 6) , which is summarized as follows.
Algorithm 2.1.
Step 1. Find y * that minimizes G y .
Step 2. Set q min = y * , q max = y * .
Step 3. Let r = q min − 1, Q = q max − q min + 1.
Step 4. If min G q min − 1 G q max + 1 c r Q , then stop. Otherwise, go to the following step.
Step 5. If G q min −1 G q max +1 , then q min = q min − 1. Otherwise, q max = q max + 1. Go to Step 3.
Denote the final resultant policy produced by the algorithm by r Q ∈ , the optimal policy of Problem 2.1. In fact, the algorithm eventually evaluates and uses Q smallest values on the convex function G y .
New Results
Other than the above existing results in the literature, we provide the following fundamental results that will be used in the subsequent sections. 
It is sufficient to prove that r is increasing with respect to r. Substituting (4) into the above leads to
Then, the convexity of G y in Lemma 2.2 implies that r is increasing as r increases.
(b) For any given r, consider
Substituting (4) into the above leads to
Define the following function:
It can be verified that F 1 0 and
Consider four neighboring points r Q , r Q + 1 , r + 1 Q , and r + 1 Q + 1 (see Figure 2 ). Their relationship is stated in the following result. Relationship of the system cost at the four neighboring points.
It can be verified, by the convexity of G y , that for Q 1,
which implies the result.
The lemma indicates that the difference c r Q − c r + 1 Q is decreasing along the Q-axis. It also indicates that the difference c r Q − c r Q + 1 is decreasing along the r-axis, i.e., c r Q − c r Q + 1 c r + 1 Q − c r + 1 Q + 1 .
Single-Item System with Storage-Space Constraint
Consider an inventory system for a single item controlled by an r Q policy as described in the previous section, but the storage space is capacitated. Suppose that the amount of the storage space is w units and one unit of goods occupies one unit of the storage space. All other notation that will be used in the sequel possesses the same meaning as in the previous section. The optimization problem is then formulated as follows.
Problem 3.1. Determine r and Q to minimize c r Q , subject to r + Q w, i.e.,
If the demand in the lead-time interval can be zero, i.e., Pr D = 0 > 0, then the maximal inventory on hand can be r + Q. Therefore, constraint (7) corresponds to this maximal inventory on hand. The major reason for taking such a constraint is that it guarantees the implementation of the r Q policy. (See also the discussions in Remarks 3.2 and 3.3 at the end of this section.) For Problem 3.1, we can first compute an optimal policy by relaxing constraint (7) by Algorithm 2.1; call it the relaxed policy r Q . This policy requires w =r + Q units of the storage space. Then, check whether or not constraint (7) is satisfied. If it is true, then r Q is the optimal policy of Problem 3.1. Otherwise, we need a procedure to obtain the optimal policy. In doing so, we first show several useful structural properties of the optimization problem. Proof. Substituting r = w −Q into (4), we have the system cost function in terms of Q alone as
Consider that
Because Q takes integer values larger than or equal to one, we can observe the behavior of w y=w−Q+1 G y − G w − Q with respect to Q. Assume that y * is the minimizing point of the convex function G y , as shown in Figure 3 Consider two cases: w > y * and w y * as follows. Convex function G y . 
he following result provides a superior property along the opposite direction of the r-axis. That is, if r Q ≺ r −1 Q+1 , then r −1 Q ≺ r −2 Q+1 , r −2 Q ≺ r − 3 Q + 1 , r − 3 Q ≺ r − 4 Q + 1 and so forth (see also Figure 4 ).
Lemma 3.2. For any r and any
After some algebra, we have The following result provides a superior property along the opposite direction of the Q-axis. That is, if r Q ≺ r +1 Q−1 , then r Q −1 ≺ r +1 Q−2 , r Q −2 ≺ r + 1 Q − 3 , and so forth (see also Figure 5 ). Recall that r Q is the optimal solution of Problem 2.1 -an optimization problem without a storage-space constraint, which can be solved by Algorithm 2.1. Note that just Q values of G y , i.e., G r + 1 G y * G r + Q , are used in calculating the optimal policy r Q . 
Proof. It is sufficient to prove that if r Q ≺ r + 1 Q − 1 , then r Q − 1 ≺ r + 1 Q − 2 . According to the relationship between G r + 1 and G r + Q , we consider two different cases. hen, we have
Becauser + 1 y * , the convexity of G y indicates that G r + 1 G r + 1 for r r. On the other hand, it is clear that either r + 1 y * r + Q w or r + 1 r + Q y * w. Then, the condition G r + 1 G r + Q together with the convexity of G y implies that G r + 1 G r + Q and thus 0. Therefore, it holds that
Case 2. Assume that G r + 1 G r + Q . In this case, it must hold that G r G r + Q . (Recall that Algorithm 2.1 generates an optimal solution r Q , which implies that Q smallest values on the convex function G y are G r + 1 , G r + 2 G r + Q . Therefore, G r max G r + 1 G r + Q G r + Q .) Under the hypothesis G r G r + Q , the result can be proved for r r −1 by the same method as in Case 1. Now we discuss the situation r =r. Consider
On the other hand, Algorithm 2.1 generates the optimal solution r Q to Problem 2.1, which implies that c r Q − 1 > G r + Q (and the algorithm is stopped due to c r Q G r or c r Q G r + Q + 1 ). Then, it is clear that
Therefore, it holds that c r + 1 Q − 2 − c r Q − 1 0 and the lemma is proved.
The following results provide monotone properties of c r Q along the opposite directions of the r-axis and the Q-axis. Using the above relationships repeatedly, it holds that r − n Q ≺ r − n − 1 Q for any n 0, and furthermore we have r − n Q − k ≺ r − n − 1 Q − k for any 0 k Q − 1.
(b) The proof can be established similar to the above. Now, we are ready to propose our algorithm for solving Problem 3.1 when constraint (7) is active. The principle is as follows (see also Figure 6 ). First, utilize Algorithm 2.1 to find the relaxed policy r Q by relaxing constraint (7). Then, starting from point r Q , move toward the line r + Q = w step by step. At the first step, consider two points r − 1 Q and r Q − 1 , which are neighbors of point r Q and are on the line r + Q = w − 1. If r Q − 1 ≺ r − 1 Q , then move to point r Q − 1 . Based on this point, compare its two neighboring points r − 1 Q − 1 and r Q − 2 , which are on the line r + Q = w − 2. If r − 1 Q − 1 ≺ r Q − 2 , then move to point r − 1 Q − 1 . The procedure proceeds until the line r + Q = w is reached. Formally, it is summarized as the following algorithm.
Algorithm 3.1.
Step 1. Find the relaxed policy r Q by Algorithm 2.1.
Step 2. Let r * =r and Q * = Q. Set N = w − w.
Step 3. If N 0, then stop.
Step 4. If c r * − 1 Q * c r * Q * − 1 , then let r * = r * − 1. Otherwise, let Q * = Q * − 1.
Step 5. N = N − 1. Go to Step 3.
Denote by P the directed path from point r Q to point r * Q * generated by the algorithm. Lemma 3.4 straightforwardly leads to the following result.
Lemma 3.5. c r Q is increasing along the path P .
For any given w w , the algorithm generates the directed path by N = w − w steps. The optimality of the resultant policy r * Q * is given by the following proposition.
Proposition 3.1. For any given w w , the algorithm generates an optimal policy r * Q * to Problem 3.1.
Proof. The result holds obviously for w = w. Consider w = w − 1. The unimodal property on the line r + Q = w in Lemma 3.1 implies that r Q ≺ r − 1 Q + 1 and r Q ≺ r + 1 Q − 1 . Starting from point r Q , the algorithm reaches one of two points r − 1 Q and r Q − 1 that are on the line r + Q = w − 1. The unimodal property or the increasing property on the line r + Q = w in Lemma 3.1, together with Lemmas 3.2 and 3.3, implies that the resultant point r * Q * is superior to all other points on the line r + Q = w − 1. From Lemma 3.5, it is known that the optimal solution must be on the line r + Q = w − 1. Therefore, the resultant r * Q * is the optimal policy to Problem 3.1. For w w − 2, the conclusion can be easily proved by the induction method, and we omit its detail here.
In fact, for any given w w , the solution space is formed by r + Q w and Q 1. The algorithm reaches the point with the minimum system cost on the line r + Q = w. Lemma 3.5 implies that we do not need to consider further any point in r + Q < w. In other words, the optimal point must be on the line r + Q = w. Moreover, from Lemmas 3.1, 3.2, and 3.3, we know that r * r and Q * Q. Proposition 3.1 implies that the path P is formed by a set of "optimal points." That is, if the amount of the storage space is w, then the first point on the path P is the optimal solution; if the amount of the storage space is w − 1, then the second point on the path is optimal solution; and if the amount is w − 2, then the third point on the path is the optimal solution. We shall call path P the optimal path hereafter.
It is clear that the calculations for obtaining the optimal solution by the algorithm cause a polynomial time computational complexity with respect tor, Q, r * , and Q * .
Example 3.1. Consider a problem with the storage space w = 31. The consumption of goods by customers follows a Poisson stream. Other parameters are listed in Table 1 .
Using Algorithm 3.1, we obtain the optimal solution of the example r * Q * = 9 22 and the corresponding system cost c 9 22 = 856 756. In contrast, we provide the relaxed policy and the corresponding system cost, which are r Q = 11 48 and c 11 48 = 608 133, respectively.
Remark 3.1. Problem 3.1 is formulated with the assumption such that one unit of goods occupies one unit of the storage space. In general, we can assume that one unit of goods occupies s units of the storage space; s can be any real number. Then, the problem becomes where x represents the largest integer less than or equal to x. Therefore, provided that we replace w by w/s , Algorithm 3.1 can obtain optimal solutions to the above generalized optimization problem.
Remark 3.2. If a system satisfies that Pr D = d = 0 for d = 0 1 k − 1 and Pr D = k > 0, then the demand in the lead-time interval is at least k. In such a case, the inventory on hand is at most r + Q − k. The constraint becomes r + Q w + k, but this is the same form as (7) by regarding w + k as a new w. Thus, constraint (7) does not lose the generality.
Remark 3.3. More generally, we can find the largest value k 0 that satisfies Pr D k = 1. The storage space can be treated as w + k to determine the optimal policy r Q . Theoretically, the inventory on hand is at most r + Q − k. If the probability that the inventory on hand is at this maximal value is very small, then the ratio of the utilization of the storage space may be low. Such a situation may be improved to some extent. Suppose that v 0 is the largest value satisfying Pr D v for a given 1 . It is obvious that v = k if = 1 and v k if 1. If we treat the storage space as w = w + v and then determine the corresponding optimal policy r Q , a shortage of the storage space exists to implement the policy. In other words, the risk exists such that goods ordered in outstanding cannot enter the storage when they arrive at the inventory system due to the shortage of the storage space. We call a safety coefficient that states "goods ordered in outstanding can safely enter the storage." Then, Pr D v implies that
Pr goods ordered in outstanding can safely enter the storage If is taken very close to one, the policy can be implemented safely enough while the ratio of the utilization of the storage space may be raised and the operating cost may be reduced. For Example 3.1, if we take = 0 999, then v = 3 and w = w + v = 34, that is about 9.7% larger than the actual storage space w = 31. The resultant policy r Q is 10 24 with the system cost c 10 24 = 783 071, that is about 8.6% reduced than that in the example. If we implement this policy under the actual storage space 31, the probability that goods ordered in outstanding can safely enter the storage will be larger than 0.999.
Remark 3.4. There may exist other approaches to solve Problem 3.1. For example, we can assign a very large penalty for the maximal inventory on hand r + Q exceeding the amount of the storage space w. This penalty can be taken as a convex function and be added to the system cost. Through such a transformation of a constrained problem into an unconstrained problem, Algorithm 2.1 can be applied to solve the problem. Nevertheless, the approach developed in this section provides a feasibility to solve multi-item systems defined in the next section.
Multi-Item System with Storage-Space Constraint
We now consider a multi-item inventory system with capacitated storage space. Customers' demands are stochastic with distributions that can be different from item to item, and they are independent across different items. Assume that the number of items is M. The amount of the storage space is W units, which are allocated to the items. For m = 1 M, assume that one unit of goods in item m occupies s m units of the storage space.
Other notation in this section possesses the same meaning as in the previous sections, but each one may be attached a subscript m as the index of item m. 
The solution of the problem is denoted by r Q , which is called the system policy.
The above optimization problem is different from standard resource allocation problems in the literature (see, for example, Ibaraki and Katoh 1988) . Usually, for standard resource-allocation problems, the objective function is formed by a set of functions that are separable, each of which consists of a single decision variable. Whereas, in our problem, two decision variables, r m and Q m , are included in a function c m r m Q m . It is obvious, by referring to Ibaraki and Katoh (1988) , that the problem is NP-hard. Thus, no existing polynomial algorithms can be applied to the optimization problem for finding the optimal solutions. Nevertheless, we can apply the principle of solving a standard resource-allocation problem to find an undominated solution for our problem.
Referring to Fox (1966) , Kao (1976), and Yuceer (1998) , an undominated solution is defined as follows. The key for the above proposition to hold is "along the optimal path P m " described in Proposition 4.1, not along all increasing and convex paths.
It is One of the examples for the storage space to be used up by the algorithm is such that s m = 1 for all m = 1 2 M. By the corollary, the algorithm always generates optimal solutions for such cases.
Although the undominated solution obtained by the algorithm may not be an optimal solution, we can easily evaluate the quality of the undominated solution. Recall that the algorithm starts from the initial solution r Q and ends at the final solution r * Q * . Suppose that r Q ,
is the solution sequence step-by-step produced by the algorithm. Denote by r Q the optimal solution of the optimization problem.
Similar to Fox (1966) , we have the following lemma:
Define a relative error by * = C r
Then, we can give the following bound for evaluating the quality of the undominated solution.
Corollary 4.2. It holds that
More valuable information can be revealed. For example, we can give an estimation for the system cost at the optimal solution C r Q and provide quality evaluation for the estimation. Formally, consider the midvalue between C r n Q n and C r * Q * as the estimation for C r Q , i.e., Define a relative error as
Then, the following is the quality evaluation for the estimation.
Corollary 4.3. It holds that
Example 4.1. Consider a problem relatively close to scales in actual systems. The number of items is 30, i.e., M = 30. The amount of the storage space W = 16 000. The consumptions of goods by customers follow Poisson streams. The parameters of the example are summarized in Table 2 . Using Algorithm 4.1, we obtain a undominated solution of the example and the corresponding system cost, which are shown in Table 3 . After the calculation of the first step in Algorithm 4.1, it is known that the relaxed system policy needs the storage space W = Remark 4.2. Eventually, when constraint (10) is active, every time Algorithm 4.1 finds an item m and moves one step along its optimal path P m , that results in the smallest increase of the system cost. Moving one step along the optimal path P m means that the corresponding r m or Q m is reduced so as to reduce the occupancy for the storage space by the item. Once the current r m and Q m reach r m +Q m 0, which indicates that the item cannot contribute to reduce the occupancy for the storage space by further reducing its r m or Q m , Step 4 in Algorithm 4.1 will not consider this item (or such items) anymore. We refer the remaining items to contributive items. For the case of an enlarged W as described in Remark 4.1, a contributive item m means that its current r m and Q m satisfy r m + Q m > v m .
Conclusions and Future Directions
The storage space is one of typical classes of resources in actual inventory systems. For single-item systems, with polynomial time computational complexity, the algorithm can solve the optimization problem and easily obtain optimal solutions for large-scale systems. For multi-item systems, each item is allocated a fixed amount of storage space that is exclusively used by the item for placing its goods. Such an operating mode widely exists in the goods distribution field (for example, the distribution center of a chain store, wholesalers, third-party logistics centers, and department stores). The algorithm, with polynomial time computational complexity, can solve the optimization problem for multi-item systems and obtain undominated solutions for large-scale systems. The quality of the obtained undominated solutions can be easily evaluated.
Another class of resources in inventory systems is, for example, capitals and investments, which is different from the resource considered in this paper. In such cases, the resource can be commonly shared across different items, rather than exclusively used in part by a specified item. Then, an optimization problem for multi-item r Q policies with a constraint of such a resource becomes more complex, and will be a direction for future research.
