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Abstract. Taking hydrogen atom and harmonic oscillator as an examples, we show that the limiting passage from the
quantum system to the corresponding classical one may be treated as a contraction of coset space of generalized coherent
states for the quantum system onto the classical phase space. Relation to the existing methods of quantization is also
discussed.
1. Methods of quantization
One of the important problems of quantum theory is the problem of quantum-classical correspondence (see [1, 2] and references therein). We realize
it as the correspondence between the functions on phase space which characterize the classical system, and the vectors and operators in a Hilbert
space which describe the corresponding quantum system. This problem is nontrivial due to the well-known Groenewold-van Hove theorem (see recent
discussion in [3]) which demonstrates the internal inconsistency of direct way to establish this connection; for certain systems this correspondence
most likely do not exists at all [4]. Consistent and widely used method of solving this problem for the systems with flat phase space is the well-known
Wigner-Weyl-Moyal (WWM) formalism (see references in [5, 6]; more mathematical treatment see in [7]). It is the rule which compare the function
A(α) on phase space (so-called symbol of operator) to any operator Aˆ (we call this procedure dequantization); and conversely, starting from the given
symbol one always can restore the corresponding operator (quantization in the strict sense). This correspondence of operators and their symbols is
indeed the quantum-classical one since if Cˆ = AˆBˆ then
A  B  C = AB +
i~
2
fA, Bg + o(~) (1)
and then at ~ ! 0 the symbol of product passes into the product of symbols, and the symbol of commutator passes into the Poisson bracket times
~.
The different ways to make a correspondence A $ Aˆ which obey (1) are possible; they correspond to the different orderings of creation-
annihilation operators. In [8] F A Berezin showed that among these ways the so-called Wick ordering is most mathematically natural since (in the
one-dimensional case) A(α) = hαjAˆjαi, where jαi is the coherent states (CS) system for the Heisenberg-Weyl group. Thus, for the systems with
flat phase space the quantum-classical correspondence may be naturally established using these CS.
However, the phase spaces of many even simplest physical systems (e.g. of the rigid rotator) is curved, and the problem of generalization of
the WWM-formalism appears. Such a generalization may be performed by several different but close connected ways.
1) As before, we can start from the CS system for the corresponding symmetry group of the phase space. This approach was developed by F A
Berezin in his classical papers [9, 10] for the case when the phase space is one of the classical Cartan domains (see also the review [11]). In particular,
Berezin showed that (1) still holds if we define the Poisson bracket using the invariant symplectic form on the given Cartan domain. The Berezin’s
approach contains a quantization as well as dequantization. In the recent paper [12] it was shown that this approach may be generalized onto the
much wider class of complex domains possessing the so-called Bergman kernels which obey some asymptotic conditions.
2) On the contrary, we can start from the equalities (1) and abstractedly define the *-product A  B as a series on the powers of ~ whose
2to derive the concrete results from it. In [18] it was shown that for the compact Cartan domains the geometric quantization gives the same results as
the Berezin’s one, and in the case of noncompact Cartan domains the parasitic surface term appears. In [16] it was pointed out that for the compact
Cartan domains the geometric quantization is equivalent to the To¨eplitz quantization; then in this case all three methods are equivalent.
The review of quantization methods on Ka¨hler manifolds see also in [19, 20].
2. Difficulties
Thus, in this case as in many others (see [21]), the physical ideas promote the considerable progress in mathematics; however they did not return
into physics and did not lead us to the deeper understanding of concrete physical systems and to the new methods of their quasiclassical description.
We think that a cause of such a situation roots in the two basic assumptions which are common for all the approaches mentioned above.
A) The phase space of classical system may be directly used at the quantum level.
However the phase space of classical system usually do not belongs to the class of spaces on which the above methods works naturally. The
restrictivity of assumption A was realized by Berezin itself who wrote: "From the point of view of quantum-mechanical ideology the manifold M of
classical mechanics should appear in the limit ~ ! 0. Then the special quantization in which M presents from the very beginning, hardly may be
usefull in all the cases" [9].
B1) If we restrict ourselves to the case of symmetric spaces only, then the representation of phase space symmerty group describing our system should
belong to the discrete series of representations.
B2) The index n numbering the representations inside the discrete series, has the meaning of inverse Planck constant
In fact B2 means that we consider the infinite series of systems, each of which lives in its own universe with its own value of Planck constant
(~ = 1, 1/2, 1/3 . . .). But if we consider the quasiclassical limit of only one system living in only one our real universe, then we can consider the
changing of value of the Planck constant as a synonym of changing of units only, i.e. as a synonym of certain rescaling of coordinates and impulses. This
do not take place in the approaches mentioned above. It is natural to consider the different representations as describing the different systems, so the
index of representation distincts the different systems e.g. the nuclei with different values of spin. If the spin is enough high (as for the neutron star)
then the system may be considered classically, which has been proved by Berezin and Marinov [22]. Another example is the family of Gross-Neveu
type models which at n ! 1 also pass into the classical dynamics over Cartan domains ([23]; see also the review [24]). The assumption B1 is also
restrictive since the many importand physical systems correspond to the oscillator or ladder representations.
But what we can do e.g. in the case of the hydrogen atom for which the quasiclassical limit means the tending to infinity the quantum numbers
describing xed system (see interesting results in the recent paper [25]) rather than the changing parameters of the system itself (e.g. the charge of
nucleus). The assumption A also do not take place in this case since the phase space of classical Kepler problem is a singular manifold [roughly
speaking, it is the nilpotent orbit associated with the ladder representation of SU(2, 2)], then it is hard to apply the existing quantization methods
in this case. In particular, the method of geometric quantization [26, 27] even in coupling with the BRST quantization of constrained systems [28]
can not produce any the new and nontrivial results.
However, in [29] we showed that the coset space of CS for the quantum Kepler problem is one of classical Cartan domains Sp(2, R)/U(2) ’
SO(3, 2)/(SO(3) ⊗ SO(2)). In the present paper we show that the result of the coordinate rescaling (contraction) of this space may be identified
with the phase space of classical Kepler problem, to within a manifold of lower dimensionality. Under this contraction the evolution of the mentioned
CS system along the fictitious time variable passes (onto the fixed energy surfaces) into the usual evolution in real time. So in our approach this evolution
naturally appears in the semiclassical limit, in contrast to the approach advocated in [30] and references therein. Moreover, using the ideas of [24],
we show that (1) is satisfied for the operators which are arbitrary polynomials of generators of the so(3, 2) algebra times ~. This also permits us to
obtain the connection between l and ~. The same approach is applicable for the harmonic oscillator too.
Thus, the quantum-classical passage for at least two most important systems may be considered as a contraction of quantum phase space
3(treated as the CS coset space) onto the usual classical phase space. This covers the serious gap in the preceding attempts to reject the assumption A.
Indeed, in [6] the manifold different from the classical phase space was proposed as the quantum parameter space; however, the ways of its choosing
and its relation to the classical phase space did not clarified. From the other hand, in [24] it was shown how the classical phase space may be obtained
as a result of classical limit, i.e. the classical phase space is not needed from the very beginning. In this paper Yaffe considers the quantum-classical
passage as the unspecified limiting passage of CS system jgi for an arbitrary Lie group G 3 g. However, the CS systems usually have the stationary
subgroup under the action of G, so they are characterized by the some coset space G/H rather than G, and the problem of relation of this coset space
to the classical phase space appears. Thus, the alternative to the assumption A seems to be unavoidable to construct the rigorous and substantial
formalism. We hope that the approach presented in this paper can play such a role.
Indices run the following values:
 µ, ν = 0, 1, 2 (in contrast to [29]); the corresponding scalar product is denoted as the dot .
 i, k, . . . = 1, 2, 3
 ρ = 0, . . . , 3; the corresponding scalar product is denoted as ( , ).
 α, β, . . . = 1, 2, 3, 6
 A, B, . . . = 0, 1, 2, 5, 6
 a, b, . . . = 0, . . . , 3, 5, 6
The metric tensor we choose in the form ηab = diag(+ − − − +−).
3. Orbits
Basic properties of phase space of classical Kepler problem were discovered in the pioneer papers by Moser [31], Onofri and Pauri [32] and Souriau [33].
Among the further publications on this theme let us mention the important papers [34, 35, 36] and the book [37]. The description in the terms of
orbits suggested in [32, 34] is most useful for our purposes. In this approach the phase space of classical Kepler problem may be considered as an
orbit O(4)
0
of the coadjoint representation of the SO(4, 2) group [we consider the orbits like O(n) as corresponding to the group SO(n, 2)]; roughly
speaking, it is an invariant submanifold in so(4, 2) obey the conditions
L05 > 0
LabLab = 0










where σα = L0α + iL5α. In particular, from (2) the equality LabLbc = 0 follows which was obtained in [38]. The well-known Fock variables as
well as the Bacry-Gyo¨rgyi variables are different parametrizations of O(4)
0
[36]. Also let us point out the paper [39] where the parametrization of
O(4)
0
using the action-angle variables was obtained.
Hereafter will be useful to consider the phase space of Kepler problem as the orbit of SO(3, 2) rather than SO(4, 2). To this end we will
consider σ6 6= 0 and eliminate it from (2). Then we obtain the orbit of so(3, 2) defined by
LABLAB = 0
LABLBC 6= 0 (3)




4We denote it as O˜(3)
0















and O(2) = O˜(1)
0
.
Let us consider the orbit O(3)
l
of the SO(3, 2) group defined by
LABLAB = l2 l > 0





This orbit is the coset space D  SO(3, 2)/(SO(3) ⊗ SO(2)) [34]. Indeed, D may be considered as a domain in C3 defined by the inequalities
η
0
> 0 η  η > 0 (6)
where we denote D 3 zµ = ξµ + ilηµ and ξµ, ηµ 2 R3. Denote as T  and T 0 the subgroups of SO(3, 2) generated by L5µ  L6µ and L56,
respectively. Then besides the orthogonal SO(2, 1) rotations, the action of SO(3, 2) on D is given by




T − : zµg =
zµ + bµz  z
1 + 2z  b + (z  z)(b  b)
(7)




where aµ, bµ, ε are real parameters.
We pass to the Shilov boundary of D if we put =zµ = 0 (i.e. zµ = ξµ); then action of the SO(3, 2) group formally remains the same as
in (7).
Consider the momentum map from D to so(3, 2) defined by








1 + z  z
2
,








ηg  ηg = jjz(g)j2η  η
where jz(g) is a Jacobian of transformation z ! zg and L(g) is the 5  5 matrix of orthogonal transformation which corresponds to g.
Besides the unbounded realization of D given by (6), the bounded one exists too, in which D is represented as a set of complex three-vectors
u obey the inequalities
ju2j < 1 1 − 2uu + ju2j2 > 0. (9)
5In such a realization the momentum map equivalent to (8) has the form [34]
σi = −2il
ui − uiu2
1 − 2uu + ju2j2
L05 = l
1 − ju2j2





1 − 2uu + ju2j2 .













1 − z  z
,
1 + z  z
1 − z  z

. (11)
Previously D has been considered as a phase space of free particle moving in the anti-de Sitter space [41]. At l = 1/2, 1, 3/2, . . . D is the phase
space of the so-called MIC-Kepler problem [42, 43] which corresponds to the electron moving in the field of center which bears the unit electric charge
and the magnetic charge l.
4. Contraction and time evolution
Now we show that O˜(3)
0
is a limiting case of O(3)
l
at l ! 0; let us recall that zµ = ξµ + ilηµ, so this passage may be indeed considered as a
contraction. Indeed, considering ξµ and ηµ to be finite, we obtain that (8) passes into








= (η  η)−1.
It is easy to show that (12) obey (3) and then define the momentum map from O˜(3)
0
to so(3, 2) .














may be identified with the fiber bundle whose base is the Shilov boundary of D and the fibers are composed by all "timelike" (η  η > 0)
forward tangent vectors. Twice applying (4) we see that O(4)
0






. Let us point out that O(4)
0
may be
also considered as a fiber bundle of all non-vanishing vectors over S3 [31, 33, 35] as well as the set of all lightlike geodesics over Minkowski space [37].




may be considered from the different point of view too. Indeed, in [32] the realization of O(4)
0
as the coset
space was obtained; omitting the 6th coordinate, we obtain that O˜(3)
0
is isomorphic to the coset space SO(3, 2)/H, where H = T +SO(2) and
the SO(2) subgroup is generated by L12. It is easily seen that H may be formally considered as a result of contraction of SO(3) ⊗ SO(2); at that




may be considered as a contraction of stationary subgroup of the corresponding orbit considered as a coset spaces. Such a contraction has
a closed analogue in the relativistic physics. Indeed, at the high energies the massive particles may be treated as massless ones, i.e. their mass shell
(p, p) = m2 which is the coset space SO(3, 1)/SO(3) may be replaced by the null cone SO(3, 1)/H1. Where H1 is isomorphic to the euclidean
group in two dimensions and formally it is a result of contraction of SO(3). Thus the passage pρ ! 1 is analogous to our passage =zµ ! 0.
Let us emphasize that only the stationary subgroup is a subject of the contraction; this corresponds to the fact that the group of canonical
transformations Sp(n, R) is the same both at classical and quantum levels [7, 44]. In this respect our contraction is completely different from the
contraction of symmetry groups G of the coset spaces G/H considered in [45, 46, 41, 47] .
6Among the generators of the SO(4, 2) group of the quantum Kepler problem the L05 plays the peculiar role; from the point of view of the
Kustaanheimo-Stiefel transformation it is a sum of Hamiltonians of four fictitious harmonic oscillators. The corresponding transformation of D in the
bounded realization has the extremely simple form: u ! ueiϕ. Following [48], in [29] we called this transformation as evolution in the fictitious
time variable. However, after the passage to O(4)
0
this time turn to be not in the least fictitious. Indeed, from (10) it follows that σi ! σieiϕ in




Comparing the above expression with the evolution on the surface of fixed energy E in O(4)
0
which is generated by the usual Hamilton function of









This result seems to be unexpected since in the quantum theory we formally have dϕ = dt/r, and one can expect that in the classical limit ϕ passes

















x = (r,x). It is easy to show that the scalar product of two CS is given by
hu0jui = 4(wu, wu)
1/2(wu0 , wu0 )
1/2




4l2(η  η)1/2(η0  η0)1/2
(z − z0)  (z − z0)
where  means the equality to within a phase multiplier. Let zµ 6= z0µ; since
(wu, wu) =
4l2η  η
j1 − z  zj2
then at l ! 0 we have hu0jui  l2. Since jhu0juij = 1 iff u = u0, then the assumption used in [24]
−~ ln jhu0juij is finite and positive at u 6= u0 and ~ ! 0







where a is arbitrary positive constant.
Following [24] we say that the operator Aˆ is quasiclassical if hu0jui−1hu0jAˆjui is finite at ~ ! 0 for the arbitrary u,u0. Denote as
~  so(3, 2) the Lie algebra composed by the generators of SO(3, 2) times ~, and let E(~  so(3, 2)) be its enveloping algebra i.e. the algebra of all
polynomials of arbitrary degree on the elements of ~ so(3, 2). Then from the results of [49] it follows that an arbitrary operator Aˆ 2 E(~ so(3, 2))
is quasiclassical, and for the arbitrary two operators which belong to the enveloping algebra the equality (1) holds, if we take the symbol of operator
Aˆ as A(u,u) = hujAˆjui.
It is worth to noting that in [39] it was shown how at ~ ! 0 the generators of the SO(4, 2) dynamical symmetry group of the quantum
Kepler problem pass into the elements of so(4, 2) which correspond to the orbit O(4)
0
(in the Bacry-Gyo¨rgyi parametrization). This in fact defines
a dequantization of E(~  so(4, 2)). Although this method works for the larger group, it has two serious shortages in comparison with our one. (1)
7The so-called tilt-transformation used in [39] leads us out of the well-known SO(4, 2)-invariant Hilbert space of the hydrogen atom. (2) The approach
advocated in [39] works on the fixed energy surfaces only.
Let us mention that the approach presented in this paper works in the case of harmonic oscillator too. Indeed, for an arbitrary ~ > 0 the
corresponding representation of the Heisenberg-Weyl group has the form [7]
ρ
~








where (p, q, t) 2 h(1). Then the phase space of harmonic oscillator is in fact parametrized by C 3 α = q + i~p and the passage ~ ! 0 is its
contraction. However under this contraction this phase space passes into itself (since the condition p > 0 is absent) and then we can use the same
phase space C both at classical and quantum levels.
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