We study a group pursuit game with players moving on the plane with bounded velocities. The game is a nonzero-sum pursuit game between an evader and m pursuers acting independently of each other. The case of perfect information is considered. We find analytical formulas for calculating coordinates of the intersection points of the Apollonius circles. We construct a Nash equilibrium in this game. Existence of the Nash equilibrium is proved. Finally, we give several examples that illustrate the obtained results.
Introduction
The process of pursuit represents a typical conflict situation. When only two players are involved in pursuit we deal with a classical zero-sum differential pursuit game. These games grew out of military problems and were developed in [1] , [2] , [3] , [9] , [10] and other works.
When more than two players participate in a game and players' objectives are not strictly opposite it is rather reasonable to consider this game as a nonzero-sum one. In terms, in such a case players are not aimed to destruct each other.
In this paper we study a group pursuit game with one evader and m pursuers acting independently of each other. The game is supposed to be a nonzero-sum pursuit game with perfect information. This game was formalized and investigated in [8] and further developed in [6] , [12] . As a solution of the constructed game we find a Nash equilibrium [5] .
For this purpose for arbitrary initial positions of the players we construct the corresponding Apollonius circles and derive analytical formulas for calculating coordinates of all intersection points of the circles. Finally, we give several examples that illustrate the result.
Nonzero-sum group pursuit game
We consider a group pursuit game with pursuers P 1 , P 2 , . . . , P m and evader E. The players move on a plane with bounded velocities. Denote by α 1 , α 2 , . . . , α m and β the maximal velocities of P 1 , P 2 , . . ., P m and E, respectively. Moreover, we suppose that β < min{α 1 , α 2 , . . . , α m }, where α 1 , α 2 , . . . , α m , β are constant.
The players start their motion at the moment t = 0 at the initial positions
and have the possibility of making decisions continuously in time. At each instant t they may choose directions of their motion and velocities within prescribed limits. The sets of control variables U P , U E i have the following forms
This means that the players move on a plane with bounded velocities and control the direction of their motion choosing parameters u P j = (u
The motion of the players is described by the following system of differential equationṡ
with initial conditions
Let us denote by P
t the current positions of the players at the time instant t. We consider the case of perfect information. This means that every player at each time instant t ≥ 0 knows the moment t and his own and all other player's positions. Additionally, we assume that the pursuers use strategies with discrimination against the evader. In other words, at each moment t pursuers P 1 , . . . , P m know the vector-velocities u t E chosen by the evader at that time moment. Now we need to explain how the players choose their control variables throughout the game according to incoming information. We define a strategy of the evader as a function of time and the current positions of the players. A strategy of player E is a function u E (t, z A strategy of player P j , j = 1, m, is a function of time, players' positions and vector-velocities of the evader, i.e. u P j (t, z t 1 , . . . , z t m , z t , u t E ). In words, the class of admissible strategies of a pursuer consists of strategies with discrimination (counterstrategies). Denote by U P j the set of admissible strategies of player P j , j = 1, m.
Evader E is considered caught if the positions of P j and E coincide at some time moment.
So, t P j (·) is the meeting time of pursuer P j and evader E which is defined as follows
If there is no such t, then t P j = +∞. We say that the game is over if any of the pursuers captures the evader. Let
Here t E is the first time moment for evader E when he meets any of the pursuers. Let K E be the payoff function of the evader. It is equal to its meeting time multiplied by some number γ > 0. Here γ is a price of a time unit. Thus,
The payoff function of player P j (j = 1, m) is given as follows
The objective of each player in the game is to maximize his own payoff function, i.e. each pursuer has a reason to meet the evader before the other players do and the evader wants to be caught as late as possible.
So, we define this nonzero-sum pursuit game in a normal form
where N = {P 1 , . . . , P m , E} is the set of players, U i is the set of admissible strategies of player i, and K i is a payoff function of player i defined by (3) 
The Apollonius circle
In this game we suppose that the pursuers use the parallel pursuit strategy (Π-strategy) [8] which is defined below.
Definition 3.1
The parallel pursuit strategy (Π-strategy) is a behavior of a pursuer which provides a segment P t E t connecting current players' positions P t and E t at each time moment t > 0 to be parallel to the initial segment P 0 E 0 and its length strictly decreases.
It is known that if pursuer P j uses the parallel pursuit strategy and evader E uses all possible strategies from U E , then all possible meeting points of evader E and pursuer P j cover the Apollonius disk. If the evader moves along a straight line with the maximal velocity, then the meeting point of E and P j lies on the Apollonius circle.
Let us remind the following definition given in [8] . and E 0 = z 0 of pursuer P j and evader E, respectively, is the set of points M such that
where α j > β > 0.
Denote by A j the Apollonius disk corresponding to the Apollonius circle A(z 0 j , z 0 ). The set of all intersection points of the Apollonius circles is denoted by A.
First let us consider a three person game: with pursuers P 1 , P 2 and one evader E. We have two intersection points of the Apollonius circles, so, A = {ẑ 12 ,z 12 }, whereẑ 12 is the farthest from E 0 intersection point andz 12 is the closest to E 0 intersection point of the Apollonius circles (Figure 1) . 
where · is a distance in Euclidean space. Now let us consider the game Γ(z In order to find a Nash equilibrium in the game Γ(z 0 1 , . . . , z 0 m , z 0 ) we need to know coordinates of the intersection points of the corresponding Apollonius circles. Further we define the farthest from the initial position E 0 intersection pointẑ that belongs to the set A 1 ∩ . . . ∩ A m ∩ A (shaded area in Figure 2) .
As Apollonius circles are crossed in pairs, we consider two arbitrary pursuers P i , P j and evader E and determine two pointsẑ ij andz ij from A. Given i, j = 1, n, i < j, we get the whole set A.
For this purpose let us fix initial positions of the players:
We construct the curvilinear coordinate system z 0 X Y with the beginning at z 0 that is the initial position of evader E. The axises z 0 X and z 0 Y go through the initial positions of pursuers P i and P j , respectively. Additionally, we consider Cartesian coordinate system z 0 XY with the same beginning at the point z 0 . Denote by ϕ an angel between axises z 0 X and z 0 X and by ψ an angel between z 0 Y and z 0 Y . Here ϕ and ψ are defined by the formulas
Using the formulas for coordinate's transformation x = x cos ϕ + y cos ψ, y = x sin ϕ + y sin ψ,
The intersection pointsẑ ij = (x ij ,ŷ ij ) andz ij = (x ij ,ỹ ij ) can be found from the following system of equations
Subtracting the second equation from the first one we have the following equality 2x(a j cos ψ − a i cos ϕ) + 2y(a j sin ψ − a i sin ϕ) + a
Now we need to consider several cases and subcases:
1. Let a j cos ψ − a i cos ϕ = 0, then we have two subcases:
(a) a j sin ψ − a i sin ϕ = 0. It means that both circles have the same center. If their radiuses are equal (R i = R j ), then these circles coincide. In other case, the circle of a smaller radius lies inside the circle of a lager radius. So, such circles are not crossed and we should not take into account the pursuer whose Apollonius circle has a lager radius (in fact, this pursuer can never capture the evader earlier than the other one).
(b) a j sin ψ − a i sin ϕ = 0. In this subcase the ordinates of the intersection points are equal and defined by the formulâ
Substituting formula (8) to equation (7), we find
It is easy to check that the inequality |y − a i sin ϕ| ≤ R i is satisfies for the Apollonius circles corresponding to one evader and two pursuers.
2. If a j cos ψ − a i cos ϕ = 0, then
Using the following notations
and substituting formulas (9) to (7), we get the following equation
This quadratic equation has two real roots
The inequality R Thus, using formulas (8) and (9) or (10) and (11) In nonzero-sum games there is a number of solution concepts that are based on some additional assumptions for players' behaviour and structure of a game. One of them is Nash equilibrium [5] .
Let us construct a Nash equlibrium in this game and formulate the main result of the paper. • evader E moves along a straight line with the maximal velocity to the pointẑ, wherê z = arg max
z ij are the intersection points of the Apollonius circles which belong to the intersection of all Apollonius disks;
• players P 1 , . . . , P m use the parallel pursuit strategy (Π-strategy).
The optimality of Π-strategy for a pursuit game with "life-line" was proved in [7] .
Further we give some examples that illustrate Theorem 4.1 and the results of the previous section. The players move on a plane with the maximal velocities
In Figure 3 there are three Apollonius circles constructed at the initial time moment. So, in this game we have six intersection points of the Apollonius circles that make up the set A and are listed in Table 1 . The set A 1 ∩ . . . ∩ A m is presented in Figure 3 by the shaded area. The intersection points that belong to this area are listed in the second column of Table 1 .
According to Theorem 4.1, evader E is captured at the pointz 13 = (7,2; 10,85) by pursuers P 1 and P 3 . Table 1 A A 1 ∩ . . . ∩ A m ∩ Aẑ z 12 = (8,63; 12,16) z 12 = (7,48; 6,38)z 12 = (7,48; 6,38) z 13 = (10,27; 5,01) z 13 = (7,2; 10,85)z 13 = (7,2; 10,85)z 13 = (7,2; 10,85) z 23 = (3,01; 9,35) z 23 = (9,77; 9,2)z 23 = (9,77; 9,2)
In this game there exists a unique Nash equilibrium in which the players get the following payoffs K P 1 = K P 3 = −1, 48, K P 2 = −∞, K E = 1, 48. The total pursuit time is equal to 1, 48. The players move on a plane with the maximal velocities α 1 = α 2 = α 3 = α 4 = 3, β = 2.
In Figure 4 there are four Apollonius circles constructed at the initial time moment. So, in this game we have twelve intersection points of the Apollonius circles that make up the set A and are listed in Table 2 . The set A 1 ∩ . . . ∩ A m is presented in Figure 4 by the shaded area. The intersection points that belong to this area are listed in the second column of Table 2 .
distinguishable for pursuers. As a result, we have a competition between the pursuers in the game. To resolve this situation one can use a framework of multicriteria games [4] or apply a cooperative approach to this group pursuit game [6] , [12] .
