Abstract. Let q be a power of a prime and F q the finite field consisting of q elements. We prove explicit upper bounds on the number of incidences between lines and Cartesian products in F 2 q . We also use our results on point-line incidences to give new sum-product type estimates concerning sums of reciprocals.
Introduction
Let F be an arbitrary field. Given a finite set of points P and a finite set of lines L in the plane F 2 , we define the number of incidences between P and L by I(P, L) = |{(p, l) ∈ P × L : p ∈ l}|.
An elementary argument, which involves an application of the Cauchy-Schwarz inequality, yields the trivial bound See [7, Corollary 5 .2] for a proof of the above inequality. In particular, in the critical case |P | = |L| = N, we have I(P, L) ≤ N 3/2 . In the case F = R, Szemerédi and Trotter [25] proved the bound I(P, L) ≪ |P | 2/3 |L| 2/3 + |P | + |L|.
A construction due to Elekes [9] demonstrates that this bound is sharp up to constants. Let p be a prime, F q the finite field consisting of q = p m elements and F * q = F q \ {0}. The primary purpose of this paper is to establish nontrivial upper bounds on I(P, L) for sets of points P and lines L in F 2 q . An immediate obstacle in this setting is the presence of nontrivial subfields. Given a subfield G of F q , let P = G × G and let L = {l a,b : a, b ∈ G}, where l a,b = {(x, y) ∈ F 2 q : y = ax + b}. Then |P | = |G| 2 , |L| ≈ |G| 2 and I(P, L) ≈ |G| 3 . Therefore, in this example, the bound (1) is optimal up to constants. We deduce that such point sets, as well as their affine transformations, must be avoided in order to ensure a nontrivial incidence bound holds.
Let X(P ) = {x : (x, y) ∈ P }. Jones [12] proved that there exists an absolute constant γ > 0 such that the bound (ii) For every subfield G in F q with |G| ≥ γN 2560/6419 , X(P ) intersects strictly fewer than max{|G| 1/2 , γN 2560/6419 }/2 distinct translates G + d of G.
Clearly, the second condition is undesirable. We remark that the proof of the above result can be reworked to drop this condition if one restricts to certain structured point sets such as Cartesian products. Indeed this is the approach we consider in this paper, noting that it is significantly more difficult to obtain results of similar strength for general point sets.
For large sets of points and lines, with |P |, |L| ≥ q, Vinh [28] proved the bound
Also see [16] for an elementary proof of this result.
In the regime of small sets, Stevens and de Zeeuw [24] proved the following result. Let A, B ⊂ F , with |B| ≤ |A| and let L be a set of lines in F 2 such that |L| 3 ≥ |A| 2 |B|. If F has positive characteristic p, assume |B||L| ≪ p 2 . Then I(A × B, L) ≪ |A| 1/2 |B| 3/4 |L| 3/4 + |L|.
As outlined in [24, Example 5] , this bound is optimal for certain sets of points and lines. However, in the setting F = F q , if q is a large power of p then the above estimate becomes restricted to very small sets of points and lines. The main ingredient in the proof of the above result is a bound on the number of incidences between points and planes due to Rudnev [20] . Indeed, [20] has been the driving force behind much of the recent progress on sum-product type problems as well as certain related geometric questions in fields of positive characteristic. A survey on some of such developments is provided in [21] . However, we note that these new techniques appear to be ineffective in dealing with general subsets of F q . Prior to the appearance of Rudnev's result on point-plane incidences, sum-product estimates provided the key tool in the study of point-line incidences in finite fields. For sets A, B ⊂ F q we define the sum set A + B = {a + b : a ∈ A, b ∈ B} and similarly define the difference set A − B, the product set AB and the ratio set A/B. To avoid dividing by zero, it is assumed throughout the paper that all sets contain strictly more than one element and exclude zero.
Bourgain, Katz and Tao [7] proved the first qualitative sum-product estimate in F p , which states that for any α > 0 there exists a β = β(α) > 0 such that if A ⊂ F p and p α < |A| < p 1−α , then max{|A + A|, |AA|} ≫ α |A| 1+β .
As a corollary, they proved that, for any 0 < ǫ < 2 there exists a δ = δ(ǫ) > 0 such that, given a set of points P and a set of lines L in
This result is based, roughly, on the observation that if there are too many incidences between elements of P and L, then one can identify a set A ⊂ F p , of cardinality close to |P | 1/2 , such that |A + A| and |AA| are both small. Consequently, through the use of a sum-product estimate, one concludes that A must occupy nearly all of F p .
In a similar vein, building on the subsequent progress on the sum-product problem, Helfgott and Rudnev [11] and later Jones [13] obtained explicit variants of the above incidence result.
In this paper, we use sum-product estimates, as well as related techniques, to establish nontrivial upper bounds on the number of collinear triples T (A, B) formed by a Cartesian product A × B, where A, B ⊂ F q . Then, in the same manner as [1, Corollary 6], we use the acquired estimates of T (A, B) to bound I(A × B, L) given any set of lines L in F 2 q . Formally, we define T (A, B) as the number of sextuples (a 1 , a 2 , a 3 
For the sake of simplicity, we write T (A) instead of T (A, A). We observe the trivial upper bound
Clearly, for all c 1 , c 2 ∈ F * q and all
Additionally, note that (6) becomes an equality if A = B = G for some subfield G of F q . However, one expects that a nontrivial upper bound on T (A, B) holds as long as either A or B does not correlate with any sets of the form cG + d, for subfields G and elements c, d ∈ F q . Let T * (A, B) denote the number of nontrivial collinear triples of A × B, defined as the number of sextuples (a 1 , a 2 , a 3 ,
Then, assuming |B| ≤ |A|, it follows that
The term |A| 3 |B| can be interpreted as the contribution to the number of collinear triples coming from |B| horizontal lines. It is worth noting that if |B| ≪ |A| 1/2 then (6) and (8) together imply T (A, B) ≈ |A| 3 |B|. We mention that for A ⊂ F q with |A| ≪ p 2/3 , Aksoy Yazici et al. [1] proved the bound T (A) ≪ |A| 9/2 . Furthermore, T (A) has been studied extensively by Murphy et al. [17] in the context of prime fields.
Define L(P ) to be the number of distinct lines determined by pairs of points of P ⊂ F 2 q . As a further application of our bounds on T (A, B), we prove nontrivial lower bounds on L(P ) for Cartesian products P = A × B, with A, B ⊂ F q . See [1, 24] for stronger estimates which hold for sets of cardinality close to the characteristic p.
Finally, we use our bounds on point-line incidences to prove explicit lower bounds on the quantities max{|A + A|, |1/A + 1/A|} and |A + 1/A| for sets A ⊂ F q which are not close in size to any proper subfields. 
Main results
2.1. Incidence bounds. Our first result is based on some techniques introduced in [11] , which also underlie the incidence result of Jones [12] . However, our approach differs from [12] in that we consider only Cartesian products, thereby relaxing the required constraints on the point sets. In the case B = A, we obtain the following improvement of Theorem 1.
for all proper subfields G of F q and all elements c, d ∈ F q . Then, we have the estimates
To compare the above result with (2), let P = A × A for a set A ⊂ F q , which satisfies restriction (12) . Then given any set of lines L in F This also improves on (3) in the range N < q 1+1/311 . Given any sets A, B ⊂ F q , with |B| ≤ |A|, by the Cauchy-Schwarz inequality we have
Suppose that the sets A and B both satisfy condition (12) It follows that estimate (9) is stronger than (17) in the range
where c = 174/19639 < 1/112. Our next result can be used to obtain nontrivial upper bounds on T (A), for sets A ⊂ F q , if either |A + A| or |A − A| is small. Theorem 3. Let A ⊂ F q . Suppose that there exists some δ > 0 such that
for all proper subfields G of F q and all elements c, d ∈ F q . Then
The same estimate holds with the sum set A + A replaced by the difference set A − A.
In particular, assuming |A + A| ≈ |A|, we obtain significant improvements over the estimates of Theorem 2.
for all elements c, d ∈ F q and proper subfields G. Then, for any set of lines L in F 2 q , we have the estimates
2.2.
Applications. Based on Theorem 2, we obtain the following result which provides an explicit variant of [2, Theorem 4] for subsets of F q . Also see [5] for sharp bounds on sums of reciprocals of intervals in F p .
for all proper subfields G and elements c, d in F q . Then
Consequently, if condition (24) holds with B = A, then
If condition (24) holds with B = A −1 , then
Alternatively, estimates (26) and (27) hold if the cardinality of A does not lie in the intervals
For a set A ⊂ F q , with a small sum set, we use Corollary 5 to obtain a nontrivial upper bound on the number of solutions to the hyperbola xy = α, where (x, y) ∈ A × A. See [1, Corollary 15] for a stronger analogue of this result which holds if |A| < p 5/8 . Also see [8] for sharp estimates concerning intervals in F p .
for all proper subfields G and elements c, d of F q . Then, for any α ∈ F * q , we have
We use Theorem 3 to obtain the following improvement of estimate (26) for additive groups.
Corollary 7. Let A ⊂ F q be an additive group. Suppose that
for all subfields G and elements c, d in F q . Then
Alternatively, estimate (31) holds if |A| ∈ (|G| 1/2 , |G| 1+3/7 ) for all proper subfields G of F q .
Preliminaries
We require a basic extension of a sum-product type estimate due to Roche-Newton [18] . Since [18] has not been peer-reviewed, we provide a full proof of this result in Appendix A, which closely follows the original arguments.
Lemma 8. Let A ⊆ F q and let 0 < η < 1/8. Suppose |A| ≪ q 1/2 and that
for all proper subfields G of F q , elements c ∈ F q and some constant C > 0. Then either
If |A| > η −1 q 1/2 , irrespective of condition (32), we have 
This bound is nontrivial if |A| > q 1/2 and, as demonstrated in [10] , it is optimal up to constants if |A| > q 2/3 . We point out that Lemma 8 improves on this bound if |A| < q 13/24 .
Given sets A, B ⊆ F q , we define the multiplicative energy between A and B by
We write simply E × (A) instead of E × (A, A). Using the Cauchy-Schwarz inequality, we get
See [27, Corollary 2.10] for a proof of the above inequality. One may recover a bound on the multiplicative energy of subsets of F q from the proof of [19, Theorem 1.4] . We state a slightly generalised version of this bound below and give a sketch of the proof in Appendix A.
for all proper subfields G of F q , elements c ∈ F q and some fixed δ > 0. Then
In the above estimate, one can replace the sum set A + A by the difference set A − A.
For X ⊂ F q , we define the quotient set of X by
We make frequent use of the following basic variant of [27, Lemma 2.50].
Lemma 11. Let X ⊂ F q and r ∈ F q . If r ∈ R(X), then for any nonempty subsets
is injective on X 1 × X 2 , which implies the required result.
We state a corollary of Lemma 11, which also appears in [27, Corollary 2.51].
The next lemma has been extracted from the proof of the main result in [19] . It serves as a more favourable substitute for a similar result by Katz and Shen [15] . A precise statement of the latter can also be found in [12, Lemma 6] .
Then R(X) = F X , where F X denotes the subfield of F q generated by X.
The following lemma combines [6, Lemma 3] and [19, Lemma 2.4].
Lemma 14. Let X ⊂ F q and let X ′ be any subset of X with
Next, we recall a covering lemma, which can be found in [22] .
Lemma 15. Let X, Y ⊆ F q . Then, for any 0 < ǫ < 1, there exists a constant C(ǫ), such that at least (1 − ǫ)|X| elements of X can be covered by
The following two lemmas provide well-known variants of the Plünnecke-Ruzsa inequality. Both lemmas also appear in [14] .
For any nonempty sets X, Y in an abelian group and any set G ⊆ X × Y , we define the partial difference set of X and Y as
This notation is extended to other operations in a similar way. We recall two different formulations of the Balog-Szemerédi-Gowers theorem. Lemma 18 below is due to Bourgain and Garaev [4] .
Lemma 18. Let X, Y be subsets of an abelian group and G ⊆ X × Y . Then, there exists
See [27, Theorem 2.29] for a proof of the following formulation.
Lemma 19. Let X, Y be subsets of an abelian group and G ⊆ X × Y . Then, there exist subsets
The following lemma is due to Bourgain [3] . A proof is also provided in [12, Lemma 8] .
Lemma 20. Let X, Y ⊂ F q and let M = max y∈Y |X + yX|. Then there exist elements
We use the following popularity pigeonholing argument on numerous occasions throughout the paper. See [12, Lemma 9] for a proof.
Lemma 21. Let X be a finite set and let f be a function such that f (x) > 0 for all x ∈ X. Suppose that
Throughout Lemma 22 below, with a slight abuse of notation, we use T (P ) to denote the number of collinear triples formed by a set of points P ⊂ F 2 q . Also recall that L(P ) denotes the number of distinct lines determined by pairs of points in P .
Lemma 22. Let P be a set of points and L a set of lines in
Then, we have the inequalities
Proof. For a line l ∈ L, we use 1 l to denote the indicator function of l. Namely, given a point p ∈ F 2 q , we have 1 l (p) = 1 if p ∈ l and 0 otherwise. Then, clearly
For k ≥ 1, we obtain inequality (37) by an application of Hölder's inequality and the observation that
To see this, note that the contribution to I 3 (P, L) coming from lines containing exactly one point is bounded by |L| and the contribution from lines containing two or more points of P is of order I 3 (P, L(P )). Then (38) follows from (37), with k = 3, and the simple observation that I 3 (P, L(P )) = T (P ).
To prove (39), note that by Hölder's inequality, we have
Recalling identity (40), this reduces to
Then, since I 3 (P, L(P )) = T (P ) and I 2 (P, L(P )) ≫ |P | 2 , the required inequality follows.
For sets A, B ⊂ F q , we define the additive energy E + (A, B), E + (A) as the additive analogue of (33). We have the following consequence of the Cauchy-Schwarz inequality
The following lemma is a slight variation of a result due to Bourgain Proof. Let X = (A + B) −1 and S = (1/A + 1/B) −1 . Note that elements of S are of the form ab/(a + b) with a ∈ A and b ∈ B. Observing the identity
it follows that the cardinality
can be interpreted as the number of incidences between X × X and the set of O(|B| 2 ) lines of the form
) is a unique solution to (43).
Proofs of the main results

Incidence bounds.
Proof of Theorem 1. First, we collect some useful tools that will be required in the proof of Theorem 1. Claim 24, stated below, closely follows [12, Claims 1 and 2]. Although, by carrying out some calculations more efficiently, we obtain an improvement on the final conclusion of this result. Moreover, there exists some c * ∈ C such that, writing A *
, for all c ∈ C we have 
By Lemma 21, there exists a set B ′ ⊆ B \ {b 1 , b 2 }, with |B ′ | ≫ T /(|A| 2 |B| 2 ), such that for each b ∈ B ′ there exist Ω(T /|B| 3 ) pairs (a 1 , a 2 ) ∈ A × A, which satisfy
such that |G| ≫ T /|B| 3 . We apply Lemma 19 with
Consequently, we deduce that there exist subsets A
2 ⊆ A, with
Then for each c ∈ C ′ , by a change of the indexing, we have sets A 
Then, by the pigeonhole principle, there exists c * ∈ C ′ such that
By Lemma 21, there exists a subset C ⊆ C ′ , with
such that for each c ∈ C
This implies (49), since
By Lemma 16, (46) and (47) we get
which proves (48). Next, by Lemma 16, we have
Then, by Lemma 16 and (51) we get
We obtain (50) by applying (47), (48) and (49).
We use Lemma 15 and Claim 24 to record a useful covering argument.
Claim 25. Fix n ≤ 4 and for 1 ≤ i ≤ n, let c i ∈ C be arbitrary elements. Let 
. By Lemma 16 and the estimates (47), (48) and (49) we have Hence, there exist elements a 1 , a 2 , a 3 ∈ A * 2 such that
Since the conditions and the desired estimates of Theorem 1 are unchanged under dilation, without loss of generality, we assume (a 2 − a 3 ) = 1. Then, setting
We consider three cases.
By Lemma 11, for any set D ′ ⊆ D, with |D ′ | ≈ |D|, we have 
Case 2: D · R(D) R(D).
There exist elements a, b, c, d, e ∈ C such that
Then, for any subset D ′ ⊆ D, with |D ′ | ≈ |D|, by Lemma 11, we have E, we get
By Claim 25, there exist subsets
To obtain the last inequality we used Lemma 16. Then, by (46), (47), (52) and (53), we get
Case 3: Cases 1 and 2 do not happen. Thus, by Lemma 13 applied to the set D, we have R(D) = F D . Based on our assumption on the set A, we consider three cases. 
Then, by (46), (47), (52) and (53), we conclude that
Moreover, by Lemma 12, the assumption |D| > q 1/2 implies that R(D) = F q . Hence, if |D| > q 1/2 then all other cases become impossible. 
Then, by (46), (47), (52) and (53), we conclude the inequality Finally, collecting the acquired bounds on T * (A, B) from the above cases, we use (8) to conclude estimate (9) . Then, we get (10) and (11) by subbing the acquired bound on T (A, B) into the inequalities (38) and (39) respectively.
Proof of Theorem 2. Let A, B ⊂ F q and let T = T * (A, B) . Throughout the proof, we treat A and B as potentially different sets. However, our method is not particularly effective in dealing with sets of different sizes and so ultimately we assume |A| = |B| to prove estimate (13) under restriction (12) .
By the pigeonhole principle, there exist distinct elements
By Lemma 21 there exists a set
and for each a ∈ A * we have
By the pigeonhole principle, applied to (56), there exists an element b 0 ∈ B * such that
We apply Lemma 18 with
Observing that
we deduce that there exists a subset A ′ ⊆ A * , with
Since A ′ ⊆ A * , by (57) and (59), it follows that
By the pigeonhole principle, applied to (61), there exists an element a 0 ∈ A such that
We use Lemma 18, multiplicatively, with
Observe that
We conclude that there exists a subset C ⊆ A ′ − a 0 , with To obtain (13), we set B = A and use (8) . It remains to justify our use of Lemma 8. Fix an arbitrary 0 < η < 1/8. Then, for any constant λ > 0, we may assume λ|A| 51/52 ≤ η|C| as otherwise, recalling (63), we can use the lower bound |C| ≫ T 2 /|A| 9 to obtain the required estimate. Now, suppose the set A satisfies condition (12) . Then, given an arbitrary proper subfield G and element c ∈ F q , there exists some constant λ > 0 such that
as required. Finally, we obtain (14) and (15) by subbing the acquired bound on T (A) into the inequalities (38) and (39) respectively.
Proof of Theorem 3. Recall the definitions (5) and (33). The number of collinear triples formed by A × A can be expressed as
By (34) and another application of the Cauchy-Schwarz inequality, we get
Then, under restriction (18), we can bound max a∈A E × (A + a) using Lemma 10. This concludes the proof of (19) .
Proof of Corollary 4. Under restriction (18) , with δ = 2/5, we use (19) and the assumption |A + A| ≈ |A| to get (21) . Then, using this bound on T (A) together with (38) and (39), we obtain the estimates (22) and (23) respectively.
Applications.
Proof of Corollary 5. We use Lemma 23, together with the incidence bound (14) of Theorem 2, to deduce (25) . Then, we set B = A and apply (41) Proof of Corollary 6. Let S = A ∩ α/A. Suppose that S satisfies condition (24) . Then, noting that S + S ⊆ A + A and α/S + α/S ⊆ A + A, by the estimate (26) 
It follows that either |S| < |A + A| 831/832 , which gives the desired result or, by (67), we can deduce that S satisfies condition (24) . Finally, note that 47/48 < (831 · 51)/(832 · 52), which means that condition (67) is satisfied under condition (28) .
Suppose that for all proper subfields G of F q , |A| ∈ (|G| Proof of Corollary 7. Let X = (A + A) −1 = 1/A and let L be any set of lines. Note that, using estimate (19) together with (38), we can bound I(X × X, L) in terms of |X + X|. We use identity (42) of Lemma 23, as well as (41), to deduce Choosing δ = 3/7, we obtain the required result based on the last three terms of the above inequality and note that the first term yields a better bound than required. Given this choice of δ, by (18), we see that (30) gives the necessary restriction on A −1 . Finally, if we assume that there are no proper subfields with
then it is necessarily the case that restriction (30) is satisfied for all proper subfields. Since (30) fails only if there exist some elements c, d ∈ F q and a proper subfield G such that
which is impossible. This concludes the proof of the required lower bound on |1/A + 1/A|. A similar argument gives the same bound for |1/A − 1/A|. To see this note that when applying (19) and (41), one may replace X + X by X − X.
Appendix A. Proofs of Lemma 8 and Lemma 10
Proof of Lemma 8. Fix some ǫ = ǫ(η) satisfying
We apply Lemma 17 to identify some subset B ⊆ A with
We point out that in order to prove the estimates of Lemma 8 involving the difference set A − A instead of the sum set A + A, by an alternative use of Lemma 17, one can identify some subset
For X ⊆ F q and ξ ∈ X/X, we write r
Let Y ⊆ B/B be the set of popular slopes such that for ξ ∈ Y we have r B (ξ) ≥ |B| 2 2|B/B| and let P = {(x, y) ∈ B × B : y/x ∈ Y }. By Lemma 21 with X = B/B and f = r B , it follows that
By the pigeonhole principle, there exists some x * ∈ B, such that the set B x * = {y : (x * , y) ∈ P } has cardinality |B x * | ≥ |B|/2. For ξ ∈ F q , we write P ξ = {x : (x, ξx) ∈ P }. Then, for all y ∈ B x * , we have
2|B/B| and y x * P y/x * ⊆ B.
By Lemma 21, with X = B x * /B x * and f = r Bx * , there exists S ⊆ B x * × B x * , with
By the pigeonhole principle there exists a popular abscissa x 0 , such that the set B x 0 = {y : (x 0 , y) ∈ S} has cardinality (73)
Since the required estimate and the conditions of Lemma 8 are invariant under dilations of the set A, we may assume, without loss of generality, that x 0 = 1. Let (74) S y = {x : (x, xy) ∈ S} and note that for any y ∈ B 1 , we have
and that
Next, we record a useful consequence of Lemma 15.
Claim 26. Let n ≤ 4 and for 1 ≤ i ≤ n, let b i ∈ ±B 1 be arbitrary elements. Let
Then, for any subset C ⊂ B, a further subset C 1 ⊂ C can be identified, with We remark that by an alternative use of Lemma 15, one may replace A + A in (77) by A − A. By this observation and (71), the remainder of the proof may be easily reworked to produce the same estimates involving the difference set.
First, we assume |A| ≪ q 1/2 and consider four cases corresponding to the nature of the quotient set R(B 1 ).
Case 1: R(B 1 ) = R(B x * ). Recall that B 1 ⊆ B x * , which implies that R(B 1 ) ⊆ R(B x * ). Therefore, according to the assumption of this case, there exists some element r ∈ R(B x * ) such that r ∈ R(B 1 ). Since r ∈ R(B 1 ), given an arbitrary subset Y ⊆ B 1 , by Lemma 11, we have |Y | 2 = |Y + rY |. Namely, there exist elements a, b, c, d ∈ B x * , such that By (70), we conclude |A + A| 7 |A/A| 4 ≫ ǫ q|A| 10 .
