We give new su cient and necessary criteria guaranteeing that a hereditary graph property can be tested with a polynomial query complexity. Although both are simple combinatorial criteria, they imply almost all prior positive and negative results of this type, as well as many new ones. One striking application of our results is that every semi-algebraic graph property (e.g., being an interval graph, a unit-disc graph etc.) can be tested with a polynomial query complexity. This con rms a conjecture of Alon.
INTRODUCTION
Property testing deals with the following abstract problem; given an object O, a property P and an approximation parameter ε, one needs to distinguish between the case that O satis es P and the case that O is ε-far from satisfying P. The goal is to solve the problem faster than it takes to read O. There are of course many ways in which one can turn this abstract problem into a more concrete one. Here we will focus on a particular instantiation of this problem, which deals with dense graphs. In this setting, we will say that an n-vertex graph G is ε-far from satisfying a graph property P if one has to add/delete at least εn 2 edges in order to turn G into a graph satisfying P. We say that P is testable if there is a function f P (ε) so that given a graph G one can distinguish with probability at least * Research supported in part by ISF Grant 1028/16 and ERC Starting Grant 633509. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. STOC'17, Montreal, Canada © 2017 ACM. 978-1-4503-4528-6/17/06. . . $15.00 DOI: 10.1145/3055399.3055404 2/3 between the case that G satis es P and the case that G is ε-far from satisfying P by "inspecting" 1 a randomly chosen set of f P (ε) vertices. We will say that P is easily testable if f P (ε) is polynomial in ε.
While property testing was rst studied by Rubinfeld and Sudan [28] in the setting of algebraic structures, the notion of graph property testing was rst introduced in the seminal 1996 paper of Goldreich, Goldwasser and Ron [20] , who showed that any partition problem such as k-colorability and MAX-CUT is easily testable. As it turns out, this notion was implicitly studied 20 years earlier by Ruzsa and Szemerédi [30] , whose celebrated triangle removal lemma states that if G is ε-far from being triangle-free then G contains at least f (ε)n 3 triangles. Note that the triangle removal lemma implies that being triangle-free is testable, since the lemma implies that if G is ε-far from being triangle-free then a sample of 6/f (ε) vertices will contain a triangle with probability at least 2/3. Since this sample will never contain a triangle if G is triangle-free we infer that the trivial algorithm that simply samples 6/f (ε) vertices and checks if they span a triangle shows that triangle-freeness is testable. In fact, it can be shown that the only way to test triangle freeness is using such a "trivial" algorithm (see [5, 21] ), implying that the problems are qualitatively and quantitatively equivalent (up to polynomial factors).
Given a family of graphs F let P F be the property of being F -free, i.e. not containing a copy of each of the graphs of F , and let P * F be the property of being induced F -free, i.e. not containing an induced copy of each of the graphs of F . When F consists of a single graph F we will use the notations P F and P * F . Note that P * F are precisely the hereditary 2 graph properties while P F are precisely the monotone 3 graph properties. Since we will exclusively deal in this paper with hereditary graph properties, and since in essentially all those cases (see [7] ) one can show that the only way to test a property is via the "trivial" algorithm mentioned above, let us give the precise combinatorial de nition of testing hereditary graph properties, which we will use in this paper.
De nition 1.1. Suppose F is a ( nite or in nite) family of graphs. We say that P * F is testable if there is a function f F (ε) so that if G is ε-far from satisfying P * F then the graph spanned by a random sample of f F (ε) vertices does not satisfy P * F with probability at least 2/3. We say that P * F is easily testable if f F (ε) is polynomial in ε. If P * F is not easily testable then it is hard to test. We de ne the same notions with respect to properties P F in the same manner.
The main motivation behind the above de nition is as follows. It is easy to see that P * F is testable by the above de nition if and only if every graph that is ε-far from P * F contains at least F (ε)n (F ) induced copies of some F ∈ F . Therefore, showing that P * F is testable is equivalent to proving a removal lemma for F . It is also easy to see that if F is nite then P * F is easily testable if and only if every graph that is ε-far from P * F contains at least ε c n (F ) induced copies of some F ∈ F , for some c = c(F ). However, this is not the case when F is in nite. For example, when F is the family of odd cycles, then P * F is just the property of being 2-colorable. As was shown in [20] , 2-colorability is easily testable per De nition 1.1, but it is not true 4 that every graph that is ε-far from being bipartite contains ε c n copies of an odd cycle C . This is the main reason why we choose to work with the more robust De nition 1.1.
Alon and Shapira [9] proved that every hereditary property is testable. Unfortunately, since this general result relied on Szemerédi's regularity lemma [31] , the bounds involved were of towertype. It was also shown in [11] that there are cases where bounds of this type are unavoidable, but the examples involved rely on ad-hoc constructions of families of forbidden graphs. It is thus natural to ask which hereditary properties are easily testable. This problem was popularized recently by Alon and Fox, see [7] . While we did not manage to nd such a characterization, our main results in this paper give very simple combinatorial su cient and necessary conditions for a hereditary property to be easily testable. These conditions, along with their applications, are described in the following subsections.
The Case of Finitely Many Forbidden Subgraphs
In this subsection we describe our main results regarding testing induced F -freeness when F is a nite family of graphs. We will describe both a su cient and a necessary condition that a nite family of graphs needs to satisfy in order to guarantee that P * F is easily testable, starting with the former.
We say that a graph F is co-bipartite if V (F ) can be partitioned into two cliques, and say that F is a split graph if V (F ) can be partitioned into two sets, one spanning a clique and the other spanning an independent set. Our main positive result regarding nite families is the following simple combinatorial condition, guaranteeing that P * F is easily testable. T 1. If F is a nite family of graphs that contains a bipartite graph, a co-bipartite graph and a split graph then P * F is easily testable.
We now mention some immediate applications of Theorem 1, starting with known results that follow as special cases of Theorem 1. Let P k denote the path on k vertices. Alon and Shapira [8] proved that P * P 3 is easily testable by relying on the fact that a graph satis es P * P 3 if and only if it is a disjoint union of cliques. Observing that P 3 is bipartite, co-bipartite and split, Theorem 1 gives the same result. In the same paper [8] , it was shown that for any F other than P 2 , P 3 , P 4 , C 4 and their complements, property P * F is not easily testable. The two cases that were left open were P * P 4
and P * was settled only very recently by Alon and Fox [7] who used the structural characterization of induced P 4 -free graphs in order to show that P * P 4 is easily testable. As in the case of P 3 , since P 4 is bipartite, co-bipartite and split, Theorem 1 gives the result of Alon and Fox [7] as a special case.
Let us turn to derive some new testability results from Theorem 1. It is well known that the property of being a line graph is equivalent to P * F , where F is a family of 9 graphs, each having at most 6 vertices (see [24] ). One of these graphs is K 1,3 , which is both bipartite and split, and another one of these graphs is the graph with vertices {1, 2, 3, 4, 5} and edges {12, 13, 14, 15, 23, 34, 45, 52, 24} . It is easy to see that this graph is co-bipartite. Hence Theorem 1 implies that the property of being a line graph is easily testable. Two other graph properties which can be shown to be easily testable via Theorem 1 are being a threshold graph and a trivially perfect graph (see [22, 23] ). Since both properties are equivalent to P * F for an appropriate nite F , where in both cases P 4 ∈ F , we immediately deduce from Theorem 1 that both are easily testable.
We now turn to describe our necessary condition for being easily testable. Recall that our su cient condition asks F to contain a bipartite graph, a co-bipartite graph and a split graph. The following theorem states that having at least one bipartite graph and at least one co-bipartite graph is a necessary condition.
Let F be a nite family for which P * F is easily testable. Then F contains a bipartite graph and a co-bipartite graph.
We now mention some applications of Theorem 2. A famous result of Alon [2] states that for any non-bipartite F , the property P F is not easily testable. Since P F is equivalent to P * F for a nite family of non-bipartite graphs 5 , this result follows as a special case of Theorem 2. As we mentioned above, Alon and Shapira [8] proved that P * F is not easily testable for every F other than P 2 , P 3 , P 4 , C 4 and their complements. Again, this result follows as a special case of Theorem 2.
Having given both a necessary and a su cient condition, it is natural to ask if one of them in fact characterizes the nite families F for which P * F is easily testable. Unfortunately, none do. It is known that being a split graph is equivalent to P * F where F = {C 5 , C 4 , C 4 }. While F does not satisfy the condition of Theorem 1 (it does not contain a split graph), the property of being a split graph is easily testable since it is one of the partition problems that were shown to be easily testable in [20] . Therefore, the su cient condition in Theorem 1 is not necessary. Showing that the necessary condition of Theorem 2 is not su cient is a bit harder, and is stated in the following theorem. 3. There is a bipartite F 1 and a co-bipartite F 2 such that P * {F 1 , F 2 } is not easily testable.
Note that the above theorem also implies that in Theorem 1 we cannot drop the requirement that F should contain a split graph. The fact that we cannot drop the requirement that F should contain a bipartite graph follows from [30] where it was (implicitly) proved that triangle-freeness is not easily testable. By symmetry, the same holds for the co-bipartite graph.
We conclude our discussion on the case of nite forbidden families with the following theorem, which turns out to be the key step in the proof of Theorem 2. We will comment on the importance of this theorem in Subsection 1.3.
T 4.
For every h ≥ 3 there are ε 0 = ε 0 (h) and c = c(h) such that the following holds for every ε < ε 0 and for every nonbipartite graph H on h vertices. For every n ≥ n 0 (ε) there is a graph on n vertices which is ε-far from being induced H -free and yet contains at most ε c log(1/ε ) n h (not necessarily induced) copies of H .
The Case of In nitely Many Forbidden Subgraphs
We now turn to testing P * F when F is an in nite family. We start by introducing an important feature of a hereditary graph property.
De nition 1.2. Let F be a graph with vertex set V (F ) = {1, . . . , p} and let : V (F ) → {0, 1}. We say that a graph G is a -blowup of F if G admits a vertex partition V (G) = P 1 ∪ · · · ∪ P p with the following properties.
(
is an empty bipartite graph. (2) For every 1 ≤ i ≤ p, if (i) = 1 then P i is a clique and if (i) = 0 then P i is an independent set.
De nition 1.3. We say that a graph property P has the blowup quality if for every graph F which satis es P there is a function : V (F ) → {0, 1} such that every -blowup of F satis es P.
Our main result regarding hereditary properties characterized by an in nite family of forbidden subgraphs F is the following. T 5. Let F be a graph-family such that (1) F contains a bipartite graph, a co-bipartite graph and a split graph. (2) P * F has the blowup quality. Then P * F is easily testable.
We now describe the main result of this paper, which is a special case of Theorem 5. Let us recall the de nition of semi-algebraic graph properties. A semi-algebraic graph property P is given by an integer k ≥ 1, a set of real polynomials f 1 , . . . , f t ∈ R[x 1 , . . . , x 2k ] in 2k-variables and a Boolean function Φ : {true, false} t → {true, false}.
A graph G satis es the property P if one can assign a point p ∈ R k to each vertex ∈ V (G) in such a way that a pair of vertices u, are adjacent if and only if
In the expression f i (p u , p ), we substitute p u into the rst k variables of f i and p into the last k variables of f i . In what follows, we call the points p witnesses 6 to the fact that G satis es P. Some examples of semi-algebraic properties are those that correspond to being an intersection graph of certain semi-algebraic sets in R k . For example, a graph is an interval graph if one can assign 6 Note that a graph G might have many sets of points witnessing the fact that it satis es P.
an interval in R to each vertex so that u, are adjacent i their intervals intersect. Similarly, a graph is a unit disc graph if it is the intersection graph of unit discs in R 2 . The family of semi-algebraic graph properties has been extensively studied by many researchers, see e.g. [18] and its references. Alon [3] conjectured that every semi-algebraic graph property is easily testable. As we now show, this conjecture can be easily derived from Theorem 5. T 6. Every semi-algebraic graph property is easily testable. P . (sketch) Fix a semi-algebraic graph property P. Let F be the family of all graphs which do not satisfy P. As P is a hereditary property we have P = P * F . Thus, we only need to show that F satis es conditions 1 and 2 in Theorem 5. The fact that F satis es condition 1 of Theorem 5 follows directly from the well known fact that every graph satisfying P has bounded VC-dimension. As to condition 2, assume F satis es P, and {p :
∈ V (F )} are points witnessing this fact. Then setting ( ) = 1 if and only if Φ f 1 (p , p ) ≥ 0; . . . ; f t (p , p ) ≥ 0 = true, it is easy to see that every -blowup of F satis es P. Indeed, the points witnessing the fact that a -blowup satis es P are obtained by taking each of the points p an appropriate number of times.
The reader can nd a more detailed proof of Theorem 6 in Subsection 2.2. Given Theorem 1, it is natural to ask if condition 1 in Theorem 5 already guarantees that a property is easily testable. Actually, an even better reason for believing such a result is the following: as we (implicitly) show later in the paper, if a hereditary property P satis es condition 1 of Theorem 5 (that is, if there are a bipartite graph, a co-bipartite graph and a split graph which do not satisfy P) then it has bounded VC dimension 7 . Thus, stating that condition 1 in Theorem 5 is a su cient condition for being easily testable, is equivalent to the (aesthetically pleasing) statement that every hereditary property of bounded VC dimension is easy testable. As our nal theorem shows, this is (regretfully) not the case.
There is a family of graphs F that contains a bipartite graph, a co-bipartite graph and a split graph, for which P * F is not easily testable.
Some Nuggets about the Proofs
We start with some comments regarding the proofs of Theorems 1 and 5. One key observation needed for these proofs is that given a bipartite graph A 1 , a co-bipartite graph A 2 , and a split graph A 3 , there is a bipartite graph B on vertex sets X , Y , so that no matter which graph one puts on X and Y one always gets a graph containing an induced copy of either A 1 , A 2 or A 3 (see Lemma 2.1). This means that if F satis es the assertion of Theorem 1 and G satis es P * F then G has no induced copy of some bipartite graph B. If this is the case, then one can apply a "conditional regularity lemma" of Alon, Fischer and Newman [6] in order to nd a highly structured partition of G (even more structured than the one produced by the regularity lemma [31] ) which is of size only poly(1/ε). This is in sharp contrast to the general argument of [9] that relied on Szemerédi's regularity lemma [31] which can only produce partitions of size Tower(1/ε). The proof of Theorem 5 is more involved, mainly due to having to handle an in nite number of forbidden subgraphs. However, what usually considerably complicates proofs of this type is the need to "embed" multiple vertices into the same cluster of the partition mentioned above. The di culty arises from the fact that clusters of the partition are not highly structured 8 . As it turns out, when dealing with properties satisfying item (2) of Theorem 5, it is enough to embed at most one vertex into each cluster. This feature is what makes it possible to prove Theorem 6.
As we mentioned above, the construction described in Theorem 4 is the key step in the proof of Theorem 2. Let us explain why in Theorem 4 we managed to overcome a di culty that was not resolved in previous works. Alon's result [2] that P F is not easily testable for non-bipartite F relied on a construction of a graph that is ε-far from being F -free yet contains only ε c log(1/ε ) n (F ) copies of F . He further asked for which F is P * F easily testable. The reason why the construction in [2] did not imply that P * F is hard to test for every non-bipartite F (or a complement of one) was that it did not produce a graph that is ε-far from being induced F -free. In fact, in most cases the graph was induced F -free. So what we do in Theorem 4 is reprove the result of [2] in a way that simultaneously resolves the open problem raised in that paper. To prove Theorem 4 we also use a construction based on Behrend's [13] example of a large set of integers X without 3-term arithmetic progressions, but with the following twist. First, we take a set X that does not contain a non-trivial 9 solution to any convex 10 linear equation with small coe cients. Second, we carefully label the vertices/clusters in this construction in such a way that any copy of H in the construction will necessarily contain a monotone cycle, i.e. a cycle whose labels increase in value. This property guarantees that such a cycle corresponds to a solution of a convex linear equation with integers from X , but we know that X has no such solution.
Organization
The rest of the paper is organized as follows. In Section 2 we prove Theorems 1 and 5. We also give a more detailed proof of Theorem 6 in Subsection 2.2. In Section 3 we prove Theorems 2, 3, 4 and 7.
EASILY TESTABLE PROPERTIES
In this section we prove Theorems 1 and 5. Throughout the section, we assume that n, the number of vertices of the host graph G, is large enough (as a function of the other parameters: the property P and the approximation parameter ε). For a clean presentation, we also assume that n is divisible by various numbers determined by the other parameters. We start with some preliminary de nitions. Let G be a graph on n vertices. For a set X ⊆ V (G), we denote by G[X ] the subgraph of G induced by X . We say that X is homogeneous if it is either a clique or an independent set.
For two sets X , 8 As opposed to the bipartite graphs between them. 9 A solution is trivial if all variables have the same value. 10 A linear equation is convex if it is of the form a 1
is called the density of the pair (X , Y ). Note that d(x, ) = 1 (resp. d(x, ) = 0) if and only if the bipartite graph between X and Y is complete (resp. empty). We say that the pair
In cases where we consider several graphs at the same time, we write d G (X , Y ) to refer to the density in G. The weight of (X , Y ) is de ned as
Note that if U is an equipartition and |U| divides n (which we always assume to be the case) then U is δ -homogeneous if and only if the number of non-δ -homogeneous pairs
Let H = (S ∪ T , E) be a bipartite graph. A completion of H is any graph on V (H ) that agrees with H on the edges between S and T . In other words, a completion of H is any graph obtained by putting two arbitrary graphs on the sets S and T . We say that H is a bipartite obstruction for a graph family F if no completion of H is induced F -free. The rst ingredient in the proofs of Theorems 1 and 5 is the following lemma. Notice the di erence between an induced copy of H and an induced bipartite copy of H . In an induced copy of H , the two sides S and T are mapped to independent sets. In contrast, in an induced bipartite copy there is no restriction on the edges inside φ(S) and inside φ(T ), as the de nition is only concerned with the edges between S and T . We need the following simple probabilistic claim.
Suppose that an n-vertex graph G contains at least αn 2k induced bipartite copies of H . Then a sample of 4k α vertices of G contains an induced bipartite copy of H with probability at least 2 3 .
The following lemma is the main tool used in the proofs of Theorems 1 and 5. L 2.4. For every k ≥ 1 there is c = c 2.4 (k) such that the following holds for every bipartite graph H = (S ∪ T , E) with |S | = |T | = k. Let γ , δ ∈ (0, 1 2 ) and let m ≥ 1 be an integer. Then every graph G on n ≥ n 0 (k, m, γ , δ ) vertices either contains at least (δγ 2 −m ) c n 2k induced bipartite copies of H or satis es the following. There is an
(1) For all but at most δu 2 of the pairs 1 ≤ i < j ≤ u, it holds that
The last tool we need in the proofs of Theorems 1 and 5 is the following counting lemma.
. . , r } and let λ ∈ (0, 1). Let W 1 , ...,W r be pairwise-disjoint vertex sets in an n-vertex graph G such that
Then with probability at least 2 3 , a sample of 9r λ vertices of G contains an induced copy of F .
We are now ready to prove Theorems 1 and 5. The proofs of Lemmas 2.1, 2.4 and 2.5 are given in Subsection 2.1.
Our goal is to prove that P * F is testable per De nition 1.1 with f P (ε) = poly(1/ε). By Lemma 2.1, F has a bipartite obstruction H = (S ∪ T , E). We can assume (by adding additional vertices if needed) that |S | = |T | =: k. We set
Let ε < 1 2 and let G be an n-vertex graph which is ε-far from being induced F -free. Assume rst that G contains at least ε 6m 2 2 m c n 2k induced bipartite copies of H . Then by Claim 2.3, a sample of 4k · 6m 2 2 m ε c vertices of G contains an induced bipartite copy of H with probability at least 2 3 . Since H is a bipartite obstruction for F , every graph which contains an induced bipartite copy of H is not induced F -free. Since k, m, c depend only on F , we have 4k · 6m 2 2 m ε c = poly(1/ε). Thus, we established the required result in this case.
Suppose from now on that G contains less than ε 6m 2 2 m c n 2k induced bipartite copies of H . We apply Lemma 2.4 to G with parameters δ = ε 3 , γ = 1 2m 2 and m as above, to get an equipartition
Let G be the graph obtained from G by making the following changes.
2m 2 ) for every 1 ≤ s < t ≤ m, then turn U i into a clique (resp. an independent set). By Lemma 2.4, one of these options holds.
(2) For every
2m 2 ) for every 1 ≤ s, t ≤ m then turn (U i , U j ) into a complete (resp. empty) bipartite graph. By Lemma 2.4, one of these options holds.
We claim that the number of edge-changes made in items 1-2 is less than εn 2 . To prove this, de ne N to be the set of pairs
Therefore, the overall number of edge-changes made in item 2 above is at most ε
In conclusion, the number of edge-changes made when turning G into G is less than εn 2 .
Since G is ε-far from being induced F -free, G must contain an induced copy of some F ∈ F . Suppose wlog that U 1 , . . . , U p are the parts of U which intersect this copy and let X i be the intersection of this copy with U i . From the de nition of G it follows that the sets X 1 , . . . , X p and the bipartite graphs (X i , X j ), 1 ≤ i < j ≤ p, are homogeneous (in the graph F ). Note that by our choice of m we clearly have r := (F ) ≤ m.
We now show that the sets W i,s , where 1 ≤ i ≤ p and 1 ≤ s ≤ |X i |, satisfy condition 1 of Lemma 2.5 (with respect to F ) in the graph G. Firstly, for every 1 ≤ i ≤ p, if X i is a clique (resp. an independent set) then G [U i ] is a clique (resp. and independent set), which implies that
. We now apply Lemma 2.5 to the graph F , the sets W i,s (where 1 ≤ i ≤ p and 1 ≤ s ≤ |X i |) and λ = ε 6m 2 2 m c . By item 4 of Lemma 2.4 (and our choice of parameters with which we applied the lemma) we have |W i,s | ≥ λn for every i and s. By Lemma 2.5, a sample of 9r λ ≤ 9m λ = poly(1/ε) vertices from G contains an induced copy of F (and hence is not induced F -free) with probability at least 2 3 . This completes the proof of the theorem. P T 5. By Lemma 2.1, F has a bipartite obstruction H = (S ∪ T , E). We can assume that |S | = |T | =: k (by adding additional vertices, if necessary). Throughout the proof, c is the constant c 2.4 (k) from Lemma 2.4. Let ε < 1 2 and set
Let G be an n-vertex graph which is ε-far from satisfying P * F . Suppose rst that G contains at least (εγ /6) c n 2k induced bipartite copies of H . By Claim 2.3, a sample of 4k · (εγ /6) −c vertices of G contains an induced bipartite copy of H (and hence is not induced F -free) with probability at least 2 3 . Since k and c depend only on F and since γ has polynomial dependence on ε (where the power depends only on F ), we have 4k · (εγ /6) −c = poly(1/ε). Thus, in this case the required result holds.
Suppose, then, that G contains less than (εγ /6) c n 2k induced bipartite copies of H . We apply Lemma 2.4 to G with parameters δ = ε 3 , γ de ned as above and m = 1, to get an equipartition U = {U 1 , ..., U u } and subsets W i := W i,1 ⊆ U i with the properties stated in the lemma.
De ne a graph F on [u] as follows.
By Lemma 2.4, one of these options holds. We will show that F does not satisfy P * F . Let us rst complete the proof based on this fact. By Lemma 2.4 we have (F ) = u ≤ (3/ε) c and hence γ ≤ 1 2u 2 . Hence, by the de nition of F the sets W 1 , . . . ,W u satisfy condition 1 of Lemma 2.5 (with respect to F ). By Lemma 2.4 we have |W i | ≥ (εγ /6) c n for every 1 ≤ i ≤ u. By Lemma 2.5, applied with λ = (εγ /6) c , a sample of 9u · (εγ /6) −c ≤ 9 · (3/ε) c · (εγ /6) −c = poly(1/ε) vertices of G contains an induced copy of F , and hence does not satifsy P * F , with probability at least 2 3 . It thus remains to show that F does not satisfy P * F . Assume, by contradiction, that F satis es P * F . Since P * F has the blowup quality (recall De nition 1.3), there is a function : V (F ) → {0, 1} such that every -blowup of F satis es P * F . Now let G be the graph obtained from G by making the following changes.
Since G is a -blowup of F (see De nition 1.2), G satis es P * F . We now show that the number of edge-changes made in items 1-2 is less than εn 2 , which will stand in contradiction with the fact that G is ε-far from satisfying P * F . By the de nitions of F and G , for
As stated above, if (i, j) N then the number of edge-changes made in the bipartite graph (U i , U j ) is at most ε 3 |U i ||U j |. Thus, in item 2 above there are at most ε 3 n 2 + i <j ε 3 |U i ||U j | < 2ε 3 n 2 edgechanges. Moreover, since u ≥ 3 ε (by Lemma 2.4), the number of edge-changes made in item 1 is at most u n/u 2 < n 2 u ≤ ε 3 n 2 . Thus, the overall number of edge-changes made in items 1-2 is less than εn 2 , as required.
Proofs of Auxiliary Lemmas
In this subsection we prove Lemmas 2.1, 2.4 and 2.5, starting with the latter. P L 2.5. For each 1 ≤ i ≤ r , sample a vertex w i ∈ W i uniformly at random. For every 1 ≤ i < j ≤ r , the assumption of the lemma gives that with probability at least 1 − 1
By the union bound over all pairs 1 ≤ i < j ≤ r we get that with probability at least 1 − r 2 /2r 2 ≥ 3 4 , the set {w 1 , . . . , w r } spans an induced copy of F in which w i plays the role of i.
s be a random vertex-set of size s = |S | = 9r λ . Let A be the event that S ∩ W i ∅ for every 1 ≤ i ≤ r . In the previous paragraph we proved that conditioned on A happening, G[S] contains an induced copy of F with probability at least 3 4 .
Hence, to nish the proof it is enough to show that P[A c ] ≤ 1 9 .
Here we used the assumption |W i | ≥ λn and our choice of s. By the union bound over all 1 ≤ i ≤ r we get that P[A c ] ≤ r · 1 9r = 1 9 , as required.
We now prove Lemma 2.1. In the proof we use the following wellknown variant of Ramsey's theorem. C 2.6 ( [14] ). Every graph on 4 k vertices contains a homogeneous subset on k vertices.
, and x an integer k that is divisible by f . We will assume that k is large enough where needed. Let H = (S ∪ T , E) be a random bipartite graph with |S | = |T | = k; that is, for each s ∈ S, t ∈ T , the edge (s, t) is included in H with probability 1 2 , independently. We will show that with positive probability, H is a bipartite obstruction for F , thus proving the lemma. Throughout the proof we set
The number of ways to choose an (f , r )-family is exactly
We need the following variant of De nition 2.2. Let F and H be graphs and let V (F ) = P ∪ Q and V (H ) = S ∪T be vertex-partitions. A copy of F [P, Q] in H [S,T ] is an injection φ : V (F ) → V (H ) such that φ(P) ⊆ S, φ(Q) ⊆ T and for every p ∈ P and q ∈ Q we have (p, q) ∈ E(F ) if and only if (φ(p), φ(q)) ∈ E(H ). Note that there is no restriction on the edges inside φ(P) and φ(Q).
For an (f , r )-family Q = (S 1 , ..., S r ;T 1 , ...,T r ) and for (i, j)
happened and that H is a completion of H in which S i and T j are homogeneous sets. Then H is not induced F -free.
P
. If S i ,T j are independent sets then H [S i ∪ T j ] contains an induced copy of F 1 . If S i ,T j are cliques then H [S i ∪T j ] contains an induced copy of F 2 . If S i is a clique and T j is an independent set or vice versa, then H [S i ∪ T j ] contains an induced copy of F 3 .
Let A be the event that for every (f , r )-family Q, there is a pair (i, j) ∈ [r ] 2 for which A Q (i, j) happened. We now show that P[A] > 0. Let Q = (S 1 , ..., S r ;T 1 , ...,T r ) be an (f , r )-family. Since
, it is possible to put a bipartite graph on (S i ,T j ) that will contain copies of
Since the events A Q (i, j) : i, j ∈ [r ] are independent, the probability that A Q (i, j) did not happen for any (i, j) ∈ [r ] 2 is at most
, with the rightmost inequality holding if k is large enough. Recall that there are at most k 2k ways to choose an (f , r )-family Q (see (1)). Hence, by the union bound over all (f , r )-families, we get that P[A c ] < 1, as required. We now show that if A happened then H is a bipartite obstruction for F . Let H be a completion of H . By repeatedly applying Claim 2.6 we extract from S pairwise-disjoint homogeneous sets S 1 , S 2 , . . . , S r of size f each. This is possible due to our choice of r . Similarly, we extract from T pairwise-disjoint homogeneous sets T 1 ,T 2 , . . . ,T r of size f each. Consider the (f , r )-family Q = (S 1 , ..., S r ;T 1 , ...,T r ).
Since S i and T j are homogeneous in H , Observation 2.7 implies that H is not induced F -free. This completes the proof of the lemma.
The rest of this subsection is dedicated to the proof of Lemma 2.4. This lemma is proved using a "conditional regularity lemma" due to Alon, Fischer and Newman [6] . In order to state this result we rst need some additional de nitions. Let A be an n × n matrix with 0/1 entries whose rows and columns are indexed by 1, ..., n. For two sets R, C ⊆ [n], the block R × C is the submatrix of A whose rows are the elements of R and whose columns are the elements of C. The density of the block R × C, denoted by d(R × C), is the fraction of 1's in the block. For δ ∈ (0,
where R and C are partitions of [n]. We say that (R, C) is δ -homogeneous if the total weight of non-δ -homogeneous blocks R × C, R ∈ R and C ∈ C, is at most δ . In the case that A is the adjacency matrix of a graph G, these de nitions are analogous to the de nitions given in the beginning of Section 2. Indeed, every pair of disjoint sets X , Y ⊆ V (G) = [n] satis es d(X , Y ) = d(X × Y ). Moreover, if P is a partition of [n] then (P, P) is a δ -homogeneous partition of A if and only if P is a δ -homogeneous partition of G.
A partition (R , C ) is a re nement of a partition (R, C) if every block of R × C is contained in some block of R × C. We will need the following two lemmas. L 2.8. If (R, C) is a δ 2 2 -homogeneous partition of a square matrix A then every re nement of (R, C) is a δ -homogeneous partition of A.
. Let (R , C ) be a re nement of (R, C). Let N be the set of non-δ -homogeneous blocks of (R , C ). Our goal is to show that the total weight of blocks R × C ∈ N is at most δ . Let N H (resp. N N H ) be the set of blocks R × C ∈ N that are contained in a δ 2 2 -homogeneous (resp. non-δ 2 2 -homogeneous) block of (R, C). Since (R, C) is a δ 2 2 -homogeneous partition, the total weight of blocks R × C ∈ N N H is at most δ 2 2 . Since N = N H ∪ N N H and δ 2 + δ 2 2 ≤ δ , it is enough to show that the total weight of blocks R × C ∈ N H is at most δ 2 . Let R × C be a δ 2 2 -homogeneous block of (R, C) and suppose wlog that d(R × C) ≤ δ 2 2 . Let R 1 , . . . , R k (resp. C 1 , . . . , C ) be the parts of R (resp. C ) which are contained in R (resp. C). By the law of total probability we have
By Markov's inequality, the total weight of blocks R i ×C j for which
In conclusion, for every δ 2 2homogeneous block R × C of (R, C) it holds that the total weight of blocks R × C ∈ N H contained in R × C is less than δ 2 · |R | |C | n 2 . By summing over all δ 2 2 -homogeneous blocks of (R, C) we get that the total weight of blocks R × C ∈ N H is less than δ 2 , as required. L 2.9. Let A be an n × n matrix and let Q = {Q 1 , . . . , Q q } be an equipartition of [n]. Suppose that A admits a δ 2 8 -homogeneous partition (R, C). Then there is an equipartition U of [n] with the following properties.
(1) U re nes Q and has u = 4q | R | | C | δ parts.
(2) (U, U) is a δ -homogeneous partition of A.
. Let S be the common re nement of R, C and Q, i.e.
Partition every S ∈ S into equal parts of size n u and an additional part of size less than n u . Denote the resulting partition by T . For each 1 ≤ i ≤ q, let Z i be the union of all additional parts contained in Q i . We have |Z i | < |R| · |C| · n u ≤ δ n 4q . Set Z = q i=1 Z i and note that |Z | ≤ δ n 4 . By Proposition 2.8, (T , T ) is a δ 2 -homogeneous partition of A, as (T , T ) is a re nement of (R, C).
Let U be the equipartition obtained from T by partitioning Z 1 , . . . , Z q into parts of size n u . It is clear that U re nes Q and has u parts. We claim that (U, U) is a δ -homogeneous partition of A. Observe that if X ×Y is a non-δ -homogeneous block of (U, U) then either one of X , Y is contained in Z or X ×Y is a non-δ -homogeneous block of (T , T ). Since |Z | ≤ δ n 4 , the total weight of blocks X × Y for which X or Y is contained in Z is at most 2|Z | · n ≤ δ n 2 2 . Combining this with the fact that (T , T ) is δ 2 -homogeneous, we get that (U, U) is δ -homogeneous, as required.
Let B be a 0/1-valued k × k matrix. A copy of B in a matrix A is a sequence of rows r 1 < r 2 < · · · < r k and a sequence of columns
We are now ready to state the Alon-Fischer-Newman Regularity Lemma.
). There is a constant c 0 such that the following holds for every integer k ≥ 1 and δ ∈ (0, 1 2 ). For every 0/1-valued matrix A of size n × n with n > (k/δ ) c 0 k , either A has a δ -homogeneous partition (R, C) with |R|, |C| ≤ (k/δ ) c 0 k , or for every 0/1-valued k ×k matrix B, A contains at least (δ /k) c 0 k 2 n 2k copies of B.
The next lemma is an application of Lemma 2.10 to adjacency matrices of graphs. It is the rst step in the proof of lemma 2.4. We assume that the vertex set of the graph G is [n]. Henceforth, c 0 is the constant from Lemma 2.10. L 2.11. Let H = (S ∪ T , E) be a bipartite graph with |S | = |T | = k and let δ ∈ (0, 1 2 ). Let G be a graph on n ≥ n 0 (k, δ ) vertices and let Q = {Q 1 , . . . , Q q } be an equipartition of V (G) = [n]. Then G either contains at least (δ /8k) 2c 0 k 2 n 2k induced bipartite copies of H or admits a δ -homogeneous equipartition U which re nes Q and has δ −1 ≤ |U| ≤ q(8k/δ ) 5c 0 k parts.
. Let A = A(G) be the adjacency matrix of G. Let B be the bipartite adjacency matrix of H ; that is, B is a k × k matrix, indexed by S ×T , in which B x, = 1 if (x, ) ∈ E(H ) and B x, = 0 otherwise. Suppose rst that A contains at least (δ 2 /8k) c 0 k 2 n 2k copies of B. Observe that a copy of B which does not intersect the main diagonal of A corresponds to an induced bipartite copy of H in G. The number of k ×k submatrices of A which intersect its main diagonal is O(n 2k −1 ).
Thus, G contains at least (δ 2 /8k) c 0 k 2 − o(1) n 2k ≥ (δ /8k) 2c 0 k 2 n 2k induced bipartite copies of H , as required. Now suppose that A contains less than (δ 2 /8k) c 0 k 2 n 2k copies of B. By Lemma 2.10, applied with approximation parameter δ 2 8 , A admits a δ 2 8 -homogeneous partition (R, C) with |R| , |C| ≤ (8k/δ 2 ) c 0 k . By Lemma 2.9, there is an equipartition U of [n] which re nes Q, has 4q | R | | C | δ parts, and satis es that (U, U) is a δ -homogeneous partition of A. Thus, U is a δ -homogeneous partition of G. The number of parts in U is at least δ −1 and at most 4q|R||C|
as required.
The following lemma is also needed in the proof of Lemma 2.4. L 2.12. Let H = (S ∪ T , E) be a bipartite graph with |S | = |T | = k, let m ≥ 1 be an integer and let γ ∈ (0, 1 2 ). Then for every graph G on n ≥ n 0 (k, m, γ ) vertices, either G contains at least (γ 4 −m /32k) 2c 0 k 2 n 2k induced bipartite copies of H or there are pairwise-disjoint subsets W 1 , . . . ,W m ⊆ V (G) with the following properties:
(2) |W i | ≥ (γ 4 −m /32k) 5c 0 k n for every 1 ≤ i ≤ m.
P . We assume that G contains less than (γ 4 −m /32k) 2c 0 k 2 induced bipartite copies of H and prove that the other alternative holds. Setting δ = γ 4 −m−1 , we apply Lemma 2.11 to G with approximation parameter δ and Q = {V (G)} to get a δ -homogeneous equipartition W with w = |W| ≤ (8k/δ ) 5c 0 k parts. Note that for every W ∈ W we have |W | ≥ (δ /8k) 5c 0 k n = (γ 4 −m /32k) 5c 0 k n.
De ne an auxiliary graph on the set W in which (W ,W ) is an edge if and only if the pair (W ,W ) is δ -homogeneous. Since W is a δ -homogeneous partition, we have
Here we use the inequality w ≥ 1 δ ≥ 4 m+1 , which is guaranteed by Lemma 2.11. By Turan's Theorem (see e.g. [14] ), there is a subset W ⊆ W of size |W | = 4 m which spans a clique in . Then for every W ,W ∈ W , the pair (W ,W ) is δ -homogeneous and hence also γ -homogeneous. De ne a new graph on W as follows:
for W ,W ∈ W , put an edge between W and W if and only if d(W ,W ) ≥ 1 − γ (the other option being that d(W ,W ) ≤ γ ). By Ramsey's theorem (see Claim 2.6), this graph contains a homogeneous set of size m, denoted {W 1 , . . . ,W m }. We have either d(W i ,W j ) ≥ 1 − γ for every 1 ≤ i < j ≤ m or d(W i ,W j ) ≤ γ for every 1 ≤ i < j ≤ m, depending on whether {W 1 , . . . ,W m } is a clique or an independent set. This completes the proof of the lemma.
We will need the following simple claim. 
This is possible as δ, γ < 1 2 and all exponents depend only on k and absolute constants.
We assume that G contains less than (δγ 2 −m ) c n 2k induced bipartite copies of H and prove that the other alternative in the statement of the lemma holds. By our choice of c we get that G contains less than (δ /40k) 2c 0 k 2 induced bipartite copies of H . Thus, by applying Lemma 2.11 with approximation parameter δ 5 and Q = {V (G)}, we obtain a δ 5 -homogeneous equipartition U = {U 1 , . . . ,
Notice that by our assumption in the beginning of the proof and our choice of c = c 2.4 (k), G contains less than (η/8k) 2c 0 k 2 n 2k induced bipartite copies of H . Thus, by applying Lemma 2.11 to G with approximation parameter η and Q = U, we obtain a ηhomogeneous equipartition V that re nes U and has at most |V | ≤ u · (8k/η) 5c 0 k parts. Hence, for every V ∈ V we have
Here we use (2) .
where the sum is over all non-η-homogeneous pairs (V , V ) ∈ V i × V j . This sum is not larger than ηu 2 because V is an ηhomogeneous partition. Notice that by our choice of η and (2), we have ηu 2 ≤ 1/u 2 . Thus, by the union bound over pairs
is good. Let A 2 be the event that there are at most δu 2 bad pairs. We claim that P[
The probability of this is at most δ /5 1−η < 2δ 5 . By Markov's inequality, the probability that A 1 occurs and there are more than 4δ 5 u 2 pairs (U i , U j ) which are δ 5 -homogeneous but not compatible with (V i , V j ), is (strictly) less than 1 2 . Note that all but at most δ 5 u 2 of the pairs (U i , U j ) are δ -homogeneous, as U is a δ 5 -homogeneous partition. Therefore, the probability that A 1 occurs and there are more than δu 2 bad pairs is less than 1 2 . In other words, we proved that
Fix 1 ≤ i ≤ u and recall that |V i | ≥ (η/40k) 10c 0 k n. By our choice of c = c 2.4 (k) and our assumption regarding the number of induced bipartite copies of H in G, we get that G[V i ] contains less than (γ 4 −m /32k) 2c 0 k 2 |V i | 2k induced bipartite copies of H . Thus, by Lemma 2.12 (applied to the graph
This establishes item 3 of the lemma. By our choice of c = c 2.4 (k), we have |W i,s | ≥ (δγ 2 −m ) c n for every 1 ≤ i ≤ u and 1 ≤ s ≤ m, as required. Let 1 ≤ i < j ≤ u and assume wlog that d(V i , V j ) ≥ 1 − η (recall that by assumption, A 1 happened). Let 1 ≤ s, t ≤ m, and apply Claim 2.13 to X = V i , Y = V j , X = W i,s and Y = W j,t , to conclude that d(W i,s ,W j,t ) ≥ 1 − γ . Here we use our choice of η. This establishes item 2 of the lemma. This also shows that if (U i , U j ) is a good pair, then (W i,s ,W j,t ) is compatible with (U i , U j ) for every 1 ≤ s, t ≤ m. Since all but δu 2 of the pairs (U i , U j ) are good, we have established item 1 of the lemma, completing the proof.
Detailed Proof of Theorem 6
Let P be a semi-algebraic graph property de ned by polynomials f 1 , . . . , f t ∈ R 2k [x] and a boolean function Φ : {true, false} t → {true, false}. Let F be the family of all graphs which do not satisfy P. As P is a hereditary property we have P = P * F . Thus, we only need to show that F satis es conditions 1-2 in Theorem 5.
We start with condition 1. The VC-dimension of a binary matrix A is the maximal integer d ≥ 0 for which there is a d × 2 d submatrix B of A, such that the set of columns of B is the set of all 2 d binary vectors of length d. The VC-dimension of a graph is de ned as the VC-dimension of its adjacency matrix. It is known 11 that for every semi-algebraic graph property P there is d = d(P) 12 such that every graph which satis es P has VC-dimension strictly less than d. Now let B be a d × 2 d binary matrix whose columns are all 2 d binary vectors of length d. Let H be a bipartite graph with sides X = {x 1 , . . . ,
if and only if B i, j = 1. It is easy to see that no matter which graphs one puts on X and on Y (without changing the edges between X and Y ), the resulting graph on X ∪ Y will not satisfy P since its VCdimension will be at least d = d(P). By putting empty graphs on X and Y we get a bipartite graph that does not satisfy P. Similarly, by putting complete graphs on X and Y (resp. a complete graph on X and an empty graph on Y ) we get a co-bipartite (resp. split) graph which does not satisfy P. This shows that F satis es condition 1 in Theorem 5.
As for condition 2, let F be a graph on V (F ) = [p] which satis es P and let x 1 , . . . , x p ∈ R k be witnesses to the fact that F satis es P. That is, for
We de ne a function : V (F ) → {0, 1} as follows:
and (i) = 0 otherwise. We now show that every -blowup of F satis es P. Let G be a -blowup of F with a vertex partition V (G) = P 1 ∪ · · · ∪ P p (as in De nition 1.2). Then for every 1 ≤ i ≤ p, we simply assign the point x i to every vertex of P i . From the definition of a -blowup and from our choice of , it follows that for every 1 ≤ i, j ≤ p and for every pair of distinct vertices
Thus we have shown that P has the blowup quality, completing the deduction of Theorem 6 from Theorem 5.
HARD TO TEST PROPERTIES
This section is organized as follows. In Subsection 3.1 we describe a variant of the well-known Ruzsa-Szemerédi construction which we use in the proofs of Theorems 2, 3 and 4. We then prove Theorem 3 in Subsection 3.2. In Subsection 3.3 we introduce some de nitions that are needed in order to handle graph families (and not just individual graphs), leading to the proof of Theorem 2 in Subsection 3.4. The main step in the proof of Theorem 2 is Theorem 3.6 (see Subsection 3.4), which also implies Theorem 4. Finally, in Subsection 3.5 we prove Theorem 7.
In some of the proofs we use the following simple claim. 
P
. We construct the collection S greedily: we start with an empty collection, add an arbitrary h-tuple to it, discard all h-tuples that coincide in more than one entry with the h-tuple we added and repeat. At the beginning we have all m h of the h-tuples in [m] h . At each step we discard at most h 2 m h−2 tuples. Therefore, at the end of the process we have a collection of size at least
The Construction of the Graph R
We start with the following lemma, which plays a key role in our constructions. L 3.2. For every k ≥ 2 there is α = α(k) such that for every integer m there is a set S ⊆ [m], |S | ≥ m e α √ log m , with the following property: Let 2 ≤ ≤ k and let a 1 , ..., a ≥ 1 be integers satisfying a 1 + · · · + a ≤ k. Then the only solutions to the equation a 1 s 1 + a 2 s 2 + · · · + a s = (a 1 + · · · + a )s +1 with s 1 , ..., s +1 ∈ S are trivial, i.e. s 1 = s 2 = · · · = s = s +1 . Lemma 3.2 is a variant of Behrend's construction [13] of a large subset of [m] without a 3-term arithmetic progression. It is easy to show (see e.g. [29] and [2] ) that the same exact proof actually works for any xed convex equation, and that moreover, it works "simultaneously" for all convex equations (for xed k) thus giving the above Lemma. We thus omit a proof of the lemma.
The following lemma is our variant of the Ruzsa-Szemerédi construction, and is the key ingredient in the proofs of Theorems 2, 3 and 4. L 3.3. For every h ≥ 3 there are δ 0 = δ 0 (h) and β = β(h) such that for every δ < δ 0 there is a graph R = R(h, δ ) with the following properties: 
where α = α(h − 1) is from Lemma 3.2. It is easy to check that
if β and δ are su ciently small. Let S ⊆ [m] be the set obtained by applying Lemma 3.2 with k = h − 1. For each j = 1, . . . , h set V j = {1, 2, ..., jm}. With a slight abuse of notation, we think of V 1 , ..., V h as disjoint sets. The vertex-set of R is V (R) = V 1 ∪ · · · ∪ V h . By (4) we have |V (R)| = To nish the proof, we show that for every t ≥ 3, for every sequence 1 ≤ i 1 < i 2 · · · < i t ≤ h and for every cycle of the form
and s ∈ S such that i 1 , i 2 , . . . , i t ∈ A(x, s). This will show that the cycles of this form are pair-disjoint, implying that their number is at most |V (R)| 2 .
Let i 1 i 2 . . . i t i 1 be a cycle in R with i j ∈ V i j for every 1 ≤ j ≤ t. By the de nition of R, for every j = 1, . . . , t there is
with indices taken modulo t. This means that for every 1 ≤ j ≤ t − 1 we have
and
By using the property of S, stated in Lemma 3.2, with = t − 1, we conclude that s 1 = s 2 = · · · = s t =: s. s) , as required.
Proof of Theorem 3
Consider the 7-vertex graph with vertices {1, 2, 3, 4, 5, 6, 7} and edges {1, 2}, {3, 4}, {5, 6}. Let M be the complement of this graph. It is easy to see that M is co-bipartite. We will prove Theorem 3 with F 1 = C 8 (the cycle on 8 vertices) and F 2 = M. We need the following lemma, which we prove later. L 3.4. Let G be a graph and suppose that G has a vertex partition V (G) = X 1 ∪ · · · ∪ X 8 such that • X 1 , X 3 , X 5 , X 7 are cliques and X 2 , X 4 , X 6 , X 8 are independent sets. • Edges exist only between consecutive parts, i.e. E(X i , X j ) = ∅ unless |i − j | ≡ ±1 (mod 8).
Then the following hold.
(1) Every induced copy of C 8 in G is of the form
We will show that for every su ciently small ε > 0 and for every n ≥ n 0 (ε) there is a graph G on n vertices which is ε-far from being induced {F 1 , F 2 }-free yet contains at most cε 1 c log(1/cε ) n (F i ) induced copies of F i for i = 1, 2 and for some c = c(F 1 , F 2 ) 13 . This will imply that P * {F 1 , F 2 } is not easily testable.
Let ε ∈ 0, δ 0 (8) 64 , where δ 0 (8) is from Lemma 3.3. Let R = R(8, 64ε) be the graph obtained by applying Lemma 3.3. Recall that V (R) = V 1 ∪ · · · ∪ V 8 and put r = |V (R)|. For simplicity of presentation, we assume that n is divisible by r . We de ne a graph G on an n r -blowup of R, that is, we replace each vertex ∈ V (R) with a vertex-set B( ) of size n r . Put 
. . x 8 x 1 be an induced copy of C 8 in G and let i ∈ V i be such that x i ∈ B( i ). From the construction of G it follows that 1 2 . . . 8 1 is a (not necessarily induced) cycle in R. By item 4 in Lemma 3.3, the number of such cycles is at most r 2 . We conclude that G contains at most r 2 (n/r ) 8 ≤ n 8 /r induced copies of C 8 . By item 2 in Lemma 3.3 we have r ≥ (1/64ε) β log(1/64ε ) . Therefore, the number of induced copies of C 8 in G is at most (64ε) β log(1/64ε ) n 8 , as required.
To nish the proof, we show that G contains εn 2 pair-disjoint 14 induced copies of C 8 , which will imply that G is ε-far from being induced {C 8 , M }-free. By Claim 3.1 and the construction of G, for every clique { 1 , . . . , 8 } ∈ H there are (n/8r ) 2 pair-disjoint induced copies of C 8 of the form (x 1 , . . . ,
Since the cliques in H are pair-disjoint, copies of C 8 that come from di erent cliques are pair-disjoint. By using |H | ≥ 64εr 2 we get that G contains a collection of |H | · (n/8r ) 2 ≥ 64εr 2 (n/8r ) 2 = εn 2 pair-disjoint induced copies of C 8 , as required. P L 3.4. We start with item 1. Let C = x 1 x 2 ...x 8 x 1 be an induced copy of C 8 in G. Our goal is to show that |C ∩ X i | = 1 for every 1 ≤ i ≤ 8. First, assume by contradiction, that |C ∩ X i | ≥ 2 for some i ∈ {1, 3, 5, 7}. Note that |C ∩X i | < 3, as otherwise C would contain a triangle. As X i is a clique, there is j ∈ {1, ..., 8} for which x j , x j+1 ∈ X i (with indices taken modulo 8). We may assume, wlog, that x 1 , x 2 ∈ X 1 . As x 3 , x 8 X 1 , we must have x 3 , x 8 ∈ X 2 ∪ X 8 . First we consider the case that x 3 and x 8 are in the same part, say x 3 , x 8 ∈ X 2 . Then x 4 , x 7 ∈ X 3 because (x 4 , x 3 ), (x 7 , x 8 ) ∈ E(G), X 2 is an independent set and x 4 , x 7 X 1 . Since X 3 is a clique, we get that (x 4 , x 7 ) ∈ E(G), in contradiction to the fact that C is an induced cycle. Now we consider the case that x 3 ,x 8 are in di erent parts, say x 3 ∈ X 2 , x 8 ∈ X 8 . The path P = x 3 x 4 ...x 8 cannot go through X 1 . Therefore, P must contain at least one vertex from each of the seven parts X 2 , ..., X 8 . However, this is impossible since P contains 6 vertices.
In the previous paragraph we showed that |C ∩ X i | ≤ 1 for every i ∈ {1, 3, 5, 7}. De ne the sets X odd := X 1 ∪ X 3 ∪ X 5 ∪ X 7 and X e en := X 2 ∪ X 4 ∪ X 6 ∪ X 8 . Since X e en is an independent set and α(C 8 ) = 4, we have |C ∩ X e en | ≤ 4. Thus |C ∩ X odd | ≥ 4, implying that |C ∩ X i | = 1 for every i ∈ {1, 3, 5, 7}. In order to nish the proof it is enough to show that |C ∩ X i | ≥ 1 for each i ∈ {2, 4, 6, 8}. Suppose, by contradiction, that C ∩ X i = ∅ for some i ∈ {2, 4, 6, 8}, say i = 2. Let j, k ∈ {1, . . . , 8} be such that x j ∈ X 1 14 Two subgraphs are pair disjoint if they share at most one vertex. and x k ∈ X 3 . In the cycle C there is a path between x j and x k with at most 5 vertices (including x j and x k ). This path cannot intersect X 2 , so it must contain at least one vertex from each of the seven parts X 1 , X 3 , X 4 , ..., X 8 , which is impossible.
For item 2, suppose by contradiction that Y ⊆ V (G) spans an induced copy of M. As before, de ne X odd = X 1 ∪X 3 ∪X 5 ∪X 7 and X e en = X 2 ∪ X 4 ∪ X 6 ∪ X 8 . Notice that X e en is an independent set and that X odd is a disjoint union of cliques and hence induced P 3 -free (where P 3 is the path with 3 vertices). Observe that every set of 5 vertices of M contains an induced copy of P 3 . So |Y ∩X odd | ≤ 4. Moreover, |Y ∩ X e en | ≤ 2 because α(M) = 2. We got that |Y | ≤ 6 < 7 = |V (M)|, a contradiction.
Homomorphisms and Cores
Recall that a homomorphism from a graph G 1 to a graph G 2 is a map f :
. For a graph G, the core of G, denoted C(G), is the smallest induced subgraph of G (with respect to number of vertices) to which there is a homomorphism from G. Observe that every homomorphism from C(G) to itself is an isomorphism. We write G 1 ≤ hom G 2 if there is a homomorphism from G 2 to G 1 , and we say that G 2 is homomorphic to G 1 . Notice that the relation ≤ hom is transitive. The notation G 1 G 2 means that G 1 and G 2 are isomorphic graphs.
Let F be a nite family of graphs and consider the set C = C(F ) = {C(F ) : F ∈ F }. It is easy to see that (C, ≤ hom ) is a poset in the following sense: for every C 1 , C 2 ∈ C, if C 2 ≤ hom C 1 and C 1 ≤ hom C 2 then C 1 C 2 . Indeed, if there are homomorphisms f : C 1 → C 2 and : C 2 → C 1 then • f (resp. f • ) is a homomorphism from C 1 (resp. C 2 ) to itself. Thus f • and • f are isomorphisms, implying that so are f and .
In other words, ≤ hom is a partial order on the set of equivalence classes of C under the equivalence relation of graph isomorphism. Let K(F ) be a maximal element of the poset (C, ≤ hom ), i.e. K(F ) is an (arbitrary) element of a maximal equivalence class. The maximality of K(F ) implies that for every C ∈ C, if there is a homomorphism from C to K(F ) (namely if K(F ) ≤ hom C) then C K(F ). P 3.5. Let F ∈ F . Then for every homomorphism f : F → K(F ) there is a set X ⊆ V (F ) such that f | X is an isomorphism onto K(F ).
P
. Let C = C(F ). Since f | V (C) is a homomorphism from C to K, and since K(F ) is maximal, we have C K(F ). By the property of a core, every homomorphism from K(F ) to itself is an isomorphism. Since C K(F ), every homomorphism from C to K(F ) is an isomorphism. Thus, f | V (C) is an isomorphism and the assertion of the proposition holds with X = V (C).
Proof of Theorems 2 and 4
Theorems 2 and 4 follow easily from the following theorem. 3.6. For every h ≥ 3 there is ε 0 = ε 0 (h) and c = c(h) such that the following holds for every ε < ε 0 and for every nonbipartite graph H on h vertices. Let K be the core of H . For every n ≥ n 0 (ε) there is a graph on n vertices with the following properties.
(1) G is homomorphic to K.
(2) G is ε-far from being induced-H -free.
P
. Fix a homomorphism φ : H → K. By assumption, H is not bipartite. It is easy to see that the homomorphic image of a nonbipartite graph is itself non-bipartite, implying that K contains an odd cycle. Label the vertices of K by a 1 , . . . , a k so that a 1 a 2 . . . a t a 1 is an odd cycle. De ne H i = φ −1 (a i ) for i = 1, . . . , k. Label the vertices of H by 1, . . . , h so that for each 1 ≤ i < j ≤ k, the labels of the vertices in H i are smaller than the labels of the vertices in H j .
Let ε > 0. We will assume that ε is small enough where needed. Let R = R(h, h 2 ε) be the graph obtained by applying Lemma 3.3. Here we assume that ε < δ 0 (h)
Recall that V (R) = V 1 ∪ · · · ∪ V h and put r = |V (R)|. We de ne a graph S on V (R) as follows. By item 3 of Lemma 3.3, R contains a collection H of at least εh 2 r 2 pair-disjoint h-cliques, each of the form { 1 , . . . , h } where i ∈ V i . For every { 1 , . . . , h } ∈ H we put an induced copy of H on { 1 , . . . , h } in which i plays the role of i for every i ∈ [h] = V (H ). The resulting graph is S. It is clear from the de nition that H is a collection of pair-disjoint induced copies of H in S.
Let n be an integer. For simplicity of presentation, we assume that n is divisible by r = |V (S)|. Let G be an n r -blowup of S, that is, G is obtained by replacing each vertex ∈ V (S) with an independent set B( ) of size n r , replacing edges with complete bipartite graphs and replacing non-edges with empty bipartite graphs.
Observe that the map which sends i ∈H j B(V i ) to a j for every 1 ≤ j ≤ k is a homomorphism from G to K. This establishes item 3 in the statement of the theorem.
As mentioned above, H is a collection of at least εh 2 r 2 pairdisjoint induced copies of H in S. We call these copies the base copies of H . For every base copy { 1 , . . . , h } ∈ H , Claim 3.1 gives a collection of at least (n/rh) 2 pair-disjoint induced copies of H in G, each of the form {x 1 , . . . , x h } with x i ∈ B( i ). We say that these copies are derived from { 1 , . . . , h }. Since the base copies are pair-disjoint, two copies which are derived from di erent base copies are also pair-disjoint. Thus, G contains a collection of at least |H | · (n/rh) 2 ≥ εh 2 r 2 · (n/rh) 2 = εn 2 pair-disjoint induced copies of H . This shows that G is ε-far from being induced H -free.
To nish the proof it remains to show that G contains at most ε c log(1/ε ) n k copies of K. Consider a copy of K in G. For each j = 1, . . . , k, let U j ⊆ V (G) be the set of vertices of this copy that are contained in i ∈H j B(V i ). Notice that the map that sends U j to a j (for each j = 1, . . . , k) is a homomorphism from K to itself. By the property of a core (see Subsection 3.3), this map is an isomorphism. Thus, U j = {u j } and for each 1 ≤ i < j ≤ k we have (u i , u j ) ∈ E(G) if and only if (a i , a j ) ∈ E(K). Since a 1 a 2 . . . a t a 1 is a cycle in K, u 1 , . . . , u t , u 1 is a cycle in G. Let i j ∈ H j be such that u j ∈ B(V i j ) and let i j ∈ V i j be such that u j ∈ B( i j ). Then i 1 < i 2 < · · · < i t due to the way we labeled the vertices of H . Since G is a blowup of S, i 1 i 2 . . . i t i 1 must be a cycle in S. Finally, by the de nition of S, i 1 i 2 . . . i t i 1 is a cycle in R.
In the previous paragraph we proved that every copy of K in G contains vertices u 1 , . . . , u t with the following property: there is an increasing sequence 1 ≤ i 1 < i 2 < · · · < i t ≤ h and vertices i j ∈ V i j such that u j ∈ B( i j ) and i 1 i 2 . . . i t i 1 is a cycle in R. For every increasing sequence (i 1 , i 2 , . . . , i t ), Lemma 3.3 states that R contains at most r 2 cycles of the form i 1 i 2 . . . i t i 1 with i j ∈ V i j . Therefore, the number of copies of K in G that correspond to a speci c increasing sequence is at most r 2 (n/r ) t n k −t ≤ n k /r . Here we used the inequality t ≥ 3 which follows from the fact that the cycle a 1 , . . . , a t is odd. We now take the union bound over all h t increasing sequences (i 1 , i 2 , . . . , i t ) and use the inequality r ≥ (1/h 2 ε) β (h) log(1/h 2 ε ) given by Lemma 3.3. We get that the number of copies of K in G is at most
with the last inequality holding if ε is small enough. This completes the proof of the theorem. P T 4. By Theorem 3.6, for every su ciently small ε > 0 and for every n ≥ n 0 (ε) there is a graph G on n vertices which is ε-far from being induced H -free yet contains at most ε c log(1/ε ) n k (not necessarily induced) copies of K, the core of H . As K is a subgraph of H , G contains at most ε c log(1/ε ) n k · n h−k = ε c log(1/ε ) n h (not necessarily induced) copies of H . P T 2. Write F = {F 1 , . . . , F }. By symmetry, it is enough to prove that F i is bipartite for some 1 ≤ i ≤ . Assume, by contradiction, that F i is not bipartite for every 1 ≤ i ≤ . We will show that for every su ciently small ε > 0 and for every n ≥ n 0 (ε), there is a graph G which is ε-far from being induced F -free and yet contains at most ε c log(1/ε ) n (F i ) copies of F i for every 1 ≤ i ≤ , where c = c(F ) depends only on F . This will imply that P * F is not easily testable, in contradiction to the assumption of the theorem.
Let K = K(F ) be the graph de ned in Subsection 3.3. Let us assume, wlog, that K is the core of F 1 . We claim that the graph G, obtained by applying Theorem 3.6 to H = F 1 (and K), satis es our requirements. Clearly, G is ε-far from being induced F -free, as it is ε-far from being induced F 1 -free.
By Theorem 3.6, there is a homomorphism : G → K. Let 1 ≤ i ≤ and consider an embedding f : F i → G of F i into G. Then
• f is a homomorphism from F i to K. By Proposition 3.5, there is a set X ⊆ V (F i ) such that ( • f )| V (X ) is an isomorphism onto K.
This means that f (F i ) ⊆ V (G) contains a copy of K. We conclude that every copy of F i in G contains a copy of K. By Theorem 3.6, G contains at most ε c log(1/ε ) n k copies of K. It follows that G contains at most ε c log(1/ε ) n (F i ) copies of F i , as required.
Proof of Theorem 7
Let K be a graph with vertex set [k] . We say that a graph F is a blowup of K if F admits a vertex-partition V (F ) = X 1 ∪· · ·∪X k such that X 1 , . . . , X k are independent sets and for every 1 ≤ i < j ≤ k, if (i, j) ∈ E(K) then (X i , X j ) is a complete bipartite graph and if (i, j) E(K) then (X i , X j ) is an empty bipartite graph. We say that F is the s-blowup of K if |X 1 | = · · · = |X k | = s.
Throughout this subsection, C m denotes the cycle of length m. In the proof of Theorem 7 we use the following simple proposition, whose proof appears at the end of this subsection. P 3.7. Let k be an odd integer and let G be a blowup of C k . Then G is induced C 6 -free and (not necessarily induced) C -free for every odd 3 ≤ < k.
Recall the de nition of a graph homomorphism from Subsection 3.3. We will use the simple fact that C 2 +1 has a homomorphism into C 2k +1 for every ≥ k. For the proof of Theorem 7 we need the following lemma from [10] . L 3.8. [10] Let K be a graph on k vertices, let F be a graph on f vertices which has a homomorphism into K and let G be the n k -blowup of K where n ≥ n 0 (f ). Then G is 1 2k 2 -far from being (not necessarily induced) F -free.
For a graph F , denote by SG(F ) the set of supergraphs of F (namely, the set of all graphs on V (F ) obtained from F by adding edges). Note that being (not necessarily induced) F -free is equivalent to being induced SG(F )-free. We are now ready to prove Theorem 7. P T 7. De ne a sequence {a i } i ≥1 as follows: set a 1 = 3 and a i+1 = 2 2(a i +2) 2 + 1. Note that a i is odd for every i ≥ 1. We prove the theorem with the graph family
Since a 1 = 3 we have C 3 ∈ F . Note that C 6 is a bipartite graph and that C 3 is both a co-bipartite graph and a split graph. For i ≥ 1 put ε i = 1 2(a i +2) 2 . We will show that f P * F (ε i ) ≥ 2 1/ε i for every i ≥ 1 (recall De nition 1.1), which implies that P * F is not easily testable. Let i ≥ 1 and put k = a i + 2 and f = a i+1 . Since a i is odd and a i ≥ 3, we have that k is odd and k ≥ 5. Let n ≥ n 0 (f ) which is divisible by k (where n 0 (f ) is from Lemma 3.8) and let G be an n k -blowup of C k . By our choice of ε i and k we have ε i = 1 2k 2 . Since C f has a homomorphism into C k , Lemma 3.8 applies that G is ε i -far from being C f -free and hence is ε i -far from being induced SG(C f )-free. As SG(C f ) ⊆ F , we conclude that G is ε i -far from being induced F -free. Proposition 3.7 implies that G is induced C 6 -free and that for every odd 3 ≤ < k, G is C -free and hence induced SG(C )-free. By the de nition of F , if F ∈ F is an induced subgraph of G then |V (F )| ≥ a i+1 > 2 2(a i +2) 2 = 2 1/ε i . Here we used the de nition of the sequence {a i } i ≥1 and our choice of ε i . We conclude that every set Q ⊆ V (G) of size less than 2 1/ε i is induced F -free, implying that f P * F (ε i ) > 2 1/ε i , as required.
We remark that using essentialy the same proof as above, we could have proven the following strengthening of Theorem 7. For every function : (0, 1/2) → N there is a graph family F that contains a bipartite graph, a co-bipartite graph and a split graph, and there is a decreasing sequence {ε i } i ≥1 with ε i → 0 such that f P * F (ε i ) > (ε i ) for every i ≥ 1. P P 3.7. As G is a blow-up of C k , it has a partition V (G) = X 1 ∪ · · · ∪ X k into independent sets such that (X i , X j ) is a complete bipartite graph if |i − j | ≡ ±1 (mod k) and an empty bipartite graph otherwise. Assume, by contradiction, that there is Z ⊆ V (G) such that G[Z ] C 6 . Since C 6 is not a subgraph of C k , there must be 1 ≤ i ≤ k such that |Z ∩ X i | ≥ 2. Assume wlog that there are distinct u, ∈ Z ∩ X 1 . By the structure of C 6 , there are distinct x, ∈ Z such that (u, x), (u, ) ∈ E(G). Then x, ∈ X 2 ∪ X k , implying that ( , x), ( , ) ∈ E(G). Thus, ux is a 4-cycle, in contradiction to the fact that G[Z ] C 6 .
For the second part of the proposition, simply observe that every subgraph of G with less than k vertices is bipartite.
