Abstract. This paper introduces a numerical algorithm to compute the L 2 optimal transport map between two measures µ and ν, where µ derives from a density ρ defined as a piecewise linear function (supported by a tetrahedral mesh), and where ν is a sum of Dirac masses.
Introduction
Optimal Transportation, initially studied by Monge [24] , is a very general problem formulation that can be used as a model for a wide range of applications domains. In particular, it is a natural formulation for several fundamental questions in Computer Graphics [20, 21, 6] This article proposes a practical algorithm to compute the optimal transport map between two measures µ and ν, where µ derives from a density ρ defined as a piecewise linear function (supported by a tetrahedral mesh), and where ν is a sum of Dirac masses. Possible applications comprise measuring the (approximated) Wasserstein distance between two shapes and deforming a 3D shape onto another one (3D morphing).
another problem (optimal sampling [19, 10] ). The structure of the objective function minimized by both problems is very similar, this allows reusing known results for both functions. This gives a simple argument to easily compute the gradient of the quantization noise power minimized by optimal sampling, and this gives the second order continuity of the objective function minimized in semi-discrete optimal transport (see Section 1.6).
I then propose a practical algorithm to compute the optimal transport map between a piecewise linear density and a sum of Dirac masses in 3D (Section 2). This means determining the weights of a power diagram, obtained as the unique minimizer of a convex function [4] . Following the approach in [21] , to optimize this function, I use a quasi-Newton solver combined with a multilevel algorithm. Adapting the approach to the 3D setting requires an efficient method to compute the intersection between a power diagram and the tetrahedral mesh that defines the density µ.
To compute these intersections, the algorithm presented here simultaneously traverses the tetrahedral mesh and the power diagram (Section 2.1). The required geometric predicates are implemented in both standard floating point precision and arbitrary precision, using arithmetic filtering [22] , expansion arithmetics [28] and symbolic perturbation [12] . Both predicates and power diagram construction algorithm are available in PCK (Predicate Construction Kit) part of my publically available "geogram" programming library 1 
.
The algorithm was experimented and evaluated on several datasets (Section 3).
Optimal Transport: an Elementary Introduction
This section, inspired by [29] , [27] , [8] and [1] , presents an introduction to optimal transport. It stays at an elementary level that corresponds to what I have understood and that keeps computer implementation in mind.
1.1. The initial formulation by Monge. The problem of Optimal Transport was first introduced and studied by Monge [24] . With modern notations, it can be stated as follows :
given Ω a Borel set and two measures µ and ν on Ω such that µ(Ω) = ν(Ω), find T : Ω → Ω such that (C1) ν = T µ (C2) Ω c(x, T (x))dµ is minimal where c denotes a convex distance function. In the first constraint (C1), T µ denotes the pushforward of µ by T , defined by T µ(X) = µ(T −1 (X)) for any Borel (i.e. measurable) subset X of Ω. In other words, the constraint (C1) means that T should preserve the mass of any measurable subset of Ω. The functional in (C2) has a non-symmetric structure, that makes it difficult to study the existence for problem (M ).
The non-symmetry comes from the constraint that T should be a map. It makes it possible to merge mass but not to split mass. This difficulty is illustrated in Figure  1 . Suppose you want to find the optimal transport from one vertical segment L 1 to Figure 1 . A classical illustration of the existence problem with Monge's formulation: there is no optimal transport map from a segment L 1 to two parallel segments L 2 and L 3 (it is always possible to find a better one by replacing h with h/2) two parallel segments L 2 and L 3 . It is possible to split L 1 into segments of length h mapped to L 2 and L 3 in alternance (Figure 1 left) . For any length h, it is always possible to find a better map, i.e. with a lower value of the functional in (C2), by splitting L 1 into smaller segments (Figure 1 right), therefore problem (M) does not have a solution within the set of admissible maps. This problem occurs whenever the source measure µ has mass concentrated on sets with zero geometric measure (like L 1 ).
1.2.
The relaxation of Kantorovich for Monge's problem. To overcome this difficulty, Kantorovich proposed a relaxation of problem (M) where mass can be both splitted and merged. The idea consists of manipulating measures on Ω × Ω as follows :
where (P 1 ) and (P 2 ) denote the two projections (x, y) ∈ Ω × Ω → x and (x, y) ∈ Ω × Ω → y respectively. The pushforwards of the two projections (P 1 ) γ and (P 2 ) γ are called the marginals of γ. The probability measures γ in Π(µ, ν), i.e. that have µ and ν as marginals, are called transport plans. Among the transport plans, those that are in the form (Id × T ) µ correspond to a transport map T :
With this observation, for transport plans of the form
To help intuition, four examples of transport plans in 1D are depicted in Figure  2 . The measure γ on Ω × Ω is non-zero on subsets that contain points (x, y) such Figure 2 . Four examples of transport plans in 1D. A: a segment is translated. B: a segment is splitted into two segments. C: a Dirac mass is splitted into two Dirac masses. D: a Dirac mass is splitted into two segments. The first two ones (A and B) are in the form (Id × T ) µ where T is a transport map, whereas the third and fourth ones (C and D) are not, because they both split a Dirac mass.
that mass is transported from x to y. The transport plans in the first two examples are in the form (Id × T ) µ, i.e. they are derived from a transport map 2 . The third and fourth ones do not admit a transport map, because they split a Dirac mass. The optimal transport plan for the case shown in Figure 1 is of the same nature. It is not in the form (Id × T ) µ because it splits the mass concentrated in L 1 into L 2 and L 3 .
At this point, a standard approach to tackle the existence problem is to find some regularity in both the functional and space of admissible transport plans, i.e. proving that the functional is smooth enough and finding a compact set of admissible transport plans. Since the set of admissible transport plans contains at least the product measure µ ⊗ ν, it is non-empty, and existence can be proved using a topological argument that exploits the smoothness of the functional and the compactness of the set. Once the existence of a transport plan is proved, an interesting question is whether there exists a transport map that corresponds to this transport plan. Unfortunately, problem (K) does not directly exhibit the properties required by this path of reasoning. However, one can observe that (K) is a linearly constrained optimization problem. This calls for studying the dual formulation, as done by Kantorovich. This dual formulation has a nice structure, that allows answering the questions above (existence of a transport plan, and whether there is a transport map that corresponds to this transport plan when it exists).
1.3. The dual formulation of Kantorovich. The dual formulation can be stated as follows 3 :
2 For the second one (B), the transport map is not defined in the center of the segment, but it is not a problem since there is no mass concentrated there. 3 Showing the equivalence with problem (K) requires some care, the reader is referred to [29] chapter 5. Note that [29] uses a slightly different definition (with φ − ψ instead of φ + ψ), that makes the detailed argument simpler but that breaks symmetry between φ and ψ. Since I stay at an elementary level, I prefer to keep the symmetry.
Following the classical image that gives some intuition about this formula, imagine now that you are hiring a transport company to do the job for you. The company has a special way of calculating the price: the function φ(x) corresponds to what they charge you for loading at x, and ψ(y) what they charge for unloading at y. The company tries to maximize profit (therefore is looking for a max instead of a min), but they cannot charge you more than what it will cost you if you do the job yourself (C2).
The existence for (D) is difficult to study, since the class of admissible functions that satisfy (C1) and (C2) is non-compact. However, more structure in the problem can be revealed by referring to the notion of c-transform, that exhibits a class of admissible functions with regularity : Definition 1. Given a function X : Ω →R, the c-transform X c is defined by :
• If for a function φ there exists a function X such that φ = X c , then φ is said to be c-concave;
• Ψ c (Ω) denotes the set of c-concave functions on Ω.
It is now possible to make two observations, that allow us to restrict ourselves to the class of c-concave functions for the possible choices for φ and ψ :
, then a better candidate can be found by replacing ψ with φ c :
Proof.
Therefore, we have min(K) = max
I will not detail here the proof for the existence, the reader is referred to [29] , Chapter 4. The idea is that we are now in a much better situation, since the class of admissible functions Ψ c (Ω) is compact (provided that we fix the value of Ψ at one point of Ω to remove the translational invariance degree of freedom of the problem).
Since we have computer implementation in mind, our goal is to find a numerical algorithm to compute an optimal transport map T . At first sight, though the values of the functionals match at a solution of (K) and (D), it seems to be difficult to deduce T from a solution to the dual problem (D). However, there is a nice relation between the dual problem (D) and the initial Monge's problem (M ), detailed in [29] , chapters 9 and 10. The main result characterizes the pairs of points (x, y) that are connected by the transport plan :
where
Proof. See [29] chapter 10. I summarize the heuristic argument given at the beginning of the same chapter, that gives some intuition : Consider a point (x, y) on the c-subdifferential
Imagine now thatx follows a trajectory parameterized by and starting at x. One can compute the gradient along an arbitrary direction w by taking the limit when tends to zero in the relation ψ(x)−ψ(x) ≤ c(x,y)−c(x,y) . Thus we have ∇ψ(x) · w ≤ ∇ x c(x, y) · w. The same derivation can be done with −w instead of w, and one gets: ∀w, ∇ψ(x) · w = ∇ x c(x, y) · w, thus ∀(x, y) ∈ ∂ c ψ, ∇ψ(x) − ∇ x c(x, y) = 0. Note: the derivations above are only formal ones and do not make a proof. The proof requires a much more careful analysis, using generalized definitions of differentiability and tools from convex analysis.
In the L 2 case, i.e. c(x, y) = 1/2 x − y 2 , we have ∀(x, y) ∈ ∂ c ψ, ∇ψ(x) + y − x = 0, thus, whenever the optimal transport map T exists, we have
). Not only this gives an expression of T , but also it allows characterizing T as the gradient of a convex function, which is an interesting property since it implies that two "transported particles" x 1 → T (x 1 ) and x 2 → T (x 2 ) cannot collide, as shown below :
The function x → x · y − y 2 2 − φ(y) is linear in x, therefore the graph ofψ is the upper envelope of a family of hyperplanes, thusψ is convex.
Observation 5. Consider the trajectories of two particles parameterized by t ∈ [0, 1], t → (1 − t)x 1 + tT (x 1 ) and t → (1 − t)x 2 + tT (x 2 ). If x 1 = x 2 and for 0 < t < 1 the particles cannot collide.
Proof. By contradiction, suppose that you have t ∈ (0, 1) and x 1 = x 2 such that:
which is a contradiction since this quantity is the sum of two strictly positive numbers ( recalling the definition of the convexity ofψ:
At this point, we know that when the optimal transport map exists, it can be deduced from the function ψ using the relation T (x) = ∇ψ = x − ∇ψ. We now consider some ways of finding the function ψ.
The classical change of variable formula gives:
where JT denotes the Jacobian matrix of T . If µ and ν both have a density u and v (i.e. ∀B, µ(B) = B u(x)dx and ν(B) = B v(x)dx), then one can (formally) consider (1.3) in a pointwise manner :
injecting T = ∇ψ and JT = Hψ in (1.3) gives:
where Hψ denotes the Hessian ofψ. Equation 1 is known as the Monge-Ampère equation. It is a highly non-linear equation, and its solution when it exists often has singularities. It is similar to the eikonal equation that characterizes the distance function and that has a singularity on the medial axis. Note that the derivations above are only formal, studying the solutions of the Monge-Ampère equation requires using more elaborate tools, and several types of weak solutions can be defined (viscosity solutions, solutions in the sense of Brenier, . . . ).
Still keeping computer implementation in mind, one may consider three different problem settings :
• continuous: if µ and ν have a density u and v, it is possible to numerically solve the Monge-Ampère equation, as done in [5] and [26] ;
• discrete: if both µ and ν are discrete (sums of Dirac masses), then finding the optimal transport plan becomes an assignment problem, that can be solved with some variants of linear programming techniques (see the survey in [7] ); • semi-discrete: if µ has a density and ν is discrete (sum of Dirac masses), then an optimal transport map exists. It has interesting connections with notions of computational geometry. The remainder of this paper considers this problem setting.
1.4.
The semi-discrete case. I now consider that µ has a density u, and that
. Whenever T exists, the pre-images of the Dirac masses T −1 (p i ) partition Ω almost everywhere 4 . This subsection reviews the main results in [4] , showing that this partition corresponds to a geometrical structure called a power diagram. Interestingly, from the point of view of computer implementation, the proof directly leads to a numerical algorithm, as experimented in 2D in [21] and in 3D further in this paper.
Definition 2. Given a set P of k points p i in R d and a set W of k real numbers w i , the Voronoi diagram Vor(P ) and the power diagram Pow W (P ) are defined as follows :
• The Voronoi diagram Vor(P ) is the partition of R d into the subsets Vor(p i ) defined by :
It can be shown that the assignment defined by a power diagram is an optimal transport map (the main argument of the proof is sketched further). Then one needs to determine -when it is possible 5 -the parameters of this power diagram (i.e. the weights) that realize the optimal transport towards a given discrete target measure ν. Intuitively, a power diagram may be thought-of as a generalization of the Voronoi diagram, with additional "tuning buttons" represented by the weights w i . Changing the weight w i associated with a point p i influences the area and the measure µ(Pow W (p i )) of its power cell (the higher the weight, the larger the power cell). Though the relation between the weights and the measures of the power cells is non-trivial 6 , it is well behaved, and as shown below, one can prove the existence and uniqueness of a set of weights such that the measure of each power cell µ(Pow W (p i )) matches a prescribed value ν i . In this case, the prescribed measures ν i are referred to as capacity constraints, and the power diagram is said to be adapted to the capacity constraints. At this point, since we already know that the assignment defined by a power diagram is an optimal transport map, then we are done (i.e. the assignment defined by the power diagram is the optimal transport Illustration of the (by contradiction) argument that the common boundary between the pre-images of p i and p j is contained by a straight line orthogonal to [p i , p j ]. map that we are looking for). I shall now give more details about the proofs of the two parts of the reasoning.
Theorem 2. Given a set of points P and a set of weights W , the assignment T P,W defined by the power diagram is an optimal transport map.
Proof. I give here the main idea of the proof (see [4] for the complete one). The main argument is that if T is an optimal transport map, then the common boundary of the pre-images T −1 (p i ) and T −1 (p j ) of two Dirac masses is a straight line orthogonal to the segment [p i , p j ]. The argument, obtained by contradiction, is illustrated in Figure 3 . Suppose that the common boundary between the pre-images T −1 (p i ) and
is not a straight line (thick curve in the figure), then one can find a straight line orthogonal to the segment [p i , p j ] that has an intersection with the common boundary (dashed line in the figure), and two points q i and q j located as shown in the figure. Then, it is clear (by the Pythagorean theorem) that re-assigning q j to T −1 (p i ) and q i to T −1 (p j ) lowers the transport cost, which contradicts the initial assumption. It is then possible to establish that the pre-images correspond to power cells, by invoking some properties of power diagrams [3] .
Theorem 3. Given a measure µ with density, a set of points (p i ) and prescribed masses ν i such that ν i = µ(Ω), there exists a weights vector W such that
2 − w T (x) dµ, where T : Ω → P is an arbitrary assignment. One can observe that: Figure 4 , the graph of f T (W ) for a fixed assignment T corresponds to one of the straight lines (note that in the figure, the "W axis" symbolizes k coordinates);
• we now consider a fixed value of W and different assignments T . Among all the possible T 's, it is clear that f T (W ) is minimized by T W , the assignment defined by the power diagram with weights W (the definition of the power cell minimizes at each point of Ω the integrand in the equation of f T (W )).
, in other words, consider the function f T W (W ). Its graph, depicted as a dashed curve in Figure 4 , is the lower envelope of a family of hyperplanes, thus it is a concave function, with a single maximum. For the next steps of the proof, we now need to compute the gradient ∇ W f T W (W ). Note that when computing the variations of f T W (W ), both the argument W of f and the parameter T W change, making the computations quite involved. When T W changes, the power cells change, and one needs to compute integrals over varying domains. However, it is possible to drastically simplify computations by using the envelope theorem. Given a parameterized family of functions f T (W ) (in our case, the parameter is T ), whenever the gradient of ∇ W f T W (W ) exists, it is equal to the gradient ∇ W f T * (W ) computed at the minimizer T * (f T W in our case). In other words, when computing the gradients, one can directly use the expression of f T (W ) and ignore the variations of T in function of W . In Figure 4 , it means that the tangent to f T W at W corresponds to the (linear) graph of f T (W ) with a fixed T = T W . Note that in our case, the so-called choice set, i.e. where T is chosen, is the set of all the assignments between Ω and P . This requires a special version of the envelope theorem that works for such a general choice sets [23] .
One can see that the components of the gradient correspond to the (negated) measures of the power cells :
We are now in a very good situation to establish the existence and uniqueness of the weight vector W that realizes the optimal transport map. The idea is to use f T W to construct a function g that has a global maximum realized at a weight vector such that the measures of the power cells match the prescribed measures. Consider the function g defined by g(W ) = f T W (W ) + i ν i w i . The components of the gradient of g are given by ∂g/∂w i = −µ(Pow W (p i )) + ν i . This function is also concave (it is the sum of a concave function plus a linear one), therefore it has a unique global maximum where the gradient is zero. Therefore, at the maximum of g, for each power cell, the measure µ(Pow W (p i )) matches the prescribed measure ν i .
Besides showing the existence of a semi-discrete transport map and characterizing it as the assignment defined by a power diagram, the proof in Theorem 3 directly leads to a numerical algorithm, as shown in [21] , described in Section 2 further. A similar algorithm can be obtained by starting from a discrete version 1.5. Relation with Kantorovich's dual formulation. It is interesting to see the relation between the proof of Aurenhammer et.al that does not use the formalism of optimal transport, and the dual formulation of optimal transport. Interestingly, one can remark that the same argument (lower envelope of hyperplanes) is used to establish the concavity of f T W in Theorem 3 and the convexity ofψ in Observation 4. The relation between both formulations can be further explained if we link the Kantorovich potential φ and the weights w i with the relation φ(y i ) = 1/2w i . For instance, injecting φ(y i ) = 1/2w i and c(x, y) = 1/2 x − y 2 into ψ(x) = φ c (x) = inf y c(x, y) − φ(y) gives ψ(x) = 1/2 inf i x − y i 2 − w i . This corresponds to the definition of the power cells (intuitively, the inf in the definition of φ c is the same as the inf in the definition of the power cell). Now consider T (x) = x − ∇ψ(x). Still using the expression of ψ(x) above, we get T (x) = x − 1/2∇ x ( x − y i 2 − w i ) = y i . This connects the characterization of T as the solution of ∇φ(x) − ∇ x c(x, y) = 0 (Theorem 1) with the characterization of T as the assignment defined by the power diagram (Theorem 3). This corresponds to the point of view developed in [13] .
1.6. Relation with optimal sampling. In this section, I exhibit some relations between semi-discrete optimal transport and another problem referred to as optimal sampling (or vector quantization). Given a compact Ω ⊂ R d , a measure µ, and a set of k points Y in R d , the quantization noise power of Y is defined as :
The quantization noise power measures how good Y is at "sampling" Ω (the smaller, the better), see the survey in [10] . The vector quantization problem consists in minimizing Q(Y ) (i.e. finding the poinset Y that best samples Ω). This notion comes from signal processing theory, and was used to find the optimal assignment of frequency bands for multiplexing communications in a single channel [19] . Designing a numerical algorithm that optimizes Q requires to evaluate the gradient of Q. This requires computing integrals over varying domains (since the Voronoi cells of the y i 's depend on the y i 's), which requires several pages of careful derivations, as done in [14, 10] . At the end, most of the terms cancel-out, leaving a simple formula (see below). One can note the similarity between the quantization noise power (Equation 2) and the objective function maximized by the weight vector in semi-discrete optimal transport (proof of Theorem 3). This suggests using the same type of argument (envelope theorem) to directly obtain the gradient of Q :
Observation 6. The function Q is of class C 1 (at least 7 ) and the components of its gradient relative to one of the point y i is given by:
where m i = µ(Vor(y i )) = Vor(yi) dµ denotes the mass of the Voronoi cell Vor(y i ) and g i = 1/m i Vor(yi) xdµ denotes the centroid of the Voronoi cell Vor(y i ).
Proof. Consider the function Q T (Y ) := Ω x − T (x)
2 dµ, parameterized by an assignment T : Ω → Y . We are in a setting similar to semi-discrete optimal transport (Section 1.4), except that the function Q T (Y ) is quadratic (see Figure  6 ), whereas F T (W ) is linear ( Figure 4 ). We have :
is the unique affectation that minimizes Q T (Y ).
By the envelope theorem, we have:
This directly gives the expression of the gradient of Q and explains why most of the terms cancel out in the derivations conducted in [14] . I mention that the same result can be obtained in a more general setting with Reynold's transport theorem [25] (that deals with functions integrated over varying domains).
However, the envelope argument cannot be used to compute the Hessian of Q (second order derivatives), and the structure of the formulas [14, 11, 18] do not suggest that direct computation can be avoided for them. Note also that Q is the lower envelope of a family of parabola (instead of a family of hyperplanes), therefore the concavity argument does not hold, and the graph of Q has many local minima (as depicted in Figure 6 ). The local minima of Q, i.e. the point sets Y such that ∇Q = 0, satisfy ∀i, y i = g i , in other words, the position at each point y i corresponds to the centroids of the Voronoi cell associated with y i . For this reason, a stationary point of Q is called a centroidal Voronoi tessellations. To compute a centroidal Voronoi tessellation, it is possible to iteratively move each point towards the centroid of its Voronoi cell (Lloyd relaxation [19] ), which is equivalent to minimizing Q with a gradient descent method [10] . It is also possible to minimize Q with Newton-type methods [18] that show faster convergence.
More relations between semi-discrete optimal transport and vector quantization can be exhibited by considering a power diagram as the intersection between a d+1 Voronoi diagram and R d : 
. . .
where y i,j denotes the j-th coordinate of point y i , and where w M denotes the maximum of all weights Max(w i ).
We can now see a relation between vector quantization and semi-discrete optimal transport : Observation 8. The quantization noise powerQ(Ŷ ) computed in R d+1 corresponds to the term f T W (W ) of the function maximized by the weight vector that defines a semi-discrete optimal transport map plus the constant w M µ(Ω).
The quantization noise power Q is already known to be of class C 2 almost everywhere 8 [18] . As a consequence of this observation, since the function f T W (W ) can be obtained through the change of variable h i = √ w M − w i , it is also of class C 2 almost everywhere. This gives more justification for using a quasi-Newton method to find the maximum of g as done in [21] and in this paper (but note that a complete justification would require to find some bounds on the eigenvalue of the Hessian). Another consequence of this observation is that given Ω ⊂ R d , a measure µ and a pointset Y , optimizingQ for the first d coordinates moves the points in a way that minimizes the quantization noise power, and optimizing for the d + 1 coordinate computes the weights of a power diagram that defines an assignment that transports µ to the points. Interestingly, the first problem has multiple local minima, whereas the second one admits a global maximum.
Numerical Algorithm
I shall now explain how to use the results in Section 1.4 and turn them into an efficient numerical algorithm. The algorithm is a variation of the one in [21] . Besides generalizing it to the 3d case, I make some observations that improve the efficiency of the multilevel optimization method.
The input of the algorithm is a measure µ, represented by a simplicial complex M (i.e. an interconnected set of tetrahedra in 3D), a set Y of k points y i and k masses ν i such that ν i = µ(M ) where µ(.) is defined as follows : For a set B ⊂ R 3 , the measure µ(B) corresponds to the volume of the intersection between the tetrahedra of M and B. Optionally, M can have a density linearly interpolated from its vertices. In this setting, the measure of B corresponds to the integral of the linearly interpolated density on the intersection between B and the tetrahedra of M .
The weight vector that realizes the optimal transport can be obtained by maximizing the function g(W ) using different numerical methods. The single-level version of the algorithm in [21] is outlined in Algorithm 1 :
To facilitate reproducing the results, I give more details about each step of the algorithm: (1): note that the components of the gradient of g correspond to the difference between the prescribed measures ν and the measures of the power cells. This gives an interpretation of the norm of the gradient of g, and helps choosing a reasonable threshold. In the experiments below, I used = 0.01
: the algorithm that computes the intersection between a power diagram and a tetrahedral mesh is detailed further (Algorithm 2). (3), (4): once the intersection Vor W (Y ) ∩ M is computed, the terms g(W ) and ∇g(W ) are obtained by summing the contributions of each intersection (grayed area in Figure 7) . (5): To maximize g, as in [21] , I use the L-BFGS numerical optimization method [16] . An implementation is available in [17] .
2.1.
Computing the intersection between a tetrahedral mesh and a power diagram. To adapt the 2d algorithm in [21] to the 3d case, the only required 8 "by almost everywhere", we mean that the function is no longer C 2 whenever two points become co-located, or whenever a Voronoi bisector matches a discontinuity of µ located on a straight line.
Data:
A tetrahedral mesh M , a set of points Y and masses ν i such that µ(M ) = ν i Result: The weight vector W that determines the optimal transport map T from M to ν i δ yi 
The algorithm works by propagating simultaneously over the tetrahedra and the power cells. It traverses all the couples (t, i) such that the tetrahedron t has a non-empty intersection with the power cell of y i . (1): Propagation is initialized by starting from an arbitrary tetrahedron t and a point y i that has a non-empty intersection between its power cell and t. I use the point y i that minimizes its power distance y i − .
2 − w i to one of the vertices of t. (2): a tetrahedron t and a power cell Pow W y i can be both described as the intersection of half-spaces, as well as the intersection t ∩ Pow W y i , computed using re-entrant clipping (each half-space is removed iteratively). I use two version of the algorithm, a non-robust one that uses floating point arithmetics, and a robust one [15] , that uses arithmetic filters [22] , expansion arithmetics [28] and symbolic perturbation [12] . Both predicates and power diagram construction algorithm are available in PCK (Predicate Construction Kit) part of my publically available "geogram" programming library 9 . (3) the contribution of each intersection P = t ∩ Pow W y i is added to g and ∇g.
The convex P is illustrated in the (2d) figure 7 as the grayed area (in 3d, P is a convex polyhedron). The algorithm then propagates to both neighboring tetrahedra and points. (4): each portion of a facet of t that remains in P triggers a propagation to a neighboring tetrahedron t . In the 2d example of Figure 7 , this corresponds to edges e 1 and e 4 that trigger a propagation to triangles t 2 and t 1 respectively. (5): each facet of P generated by a power cell facet triggers propagation to a neighboring point. In the 2d example of the figure, this corresponds to edges e 2 and e 3 that trigger propagation to points y j1 and y j2 respectively.
This algorithm is parallelized, by partitioning the mesh M into M 1 , M 2 , . . . M nb cores and by computing in each thread M thrd ∩ Pow W (Y ).
I conducted a simple experiment, where M is a tessellated sphere with 2026 tetrahedra, and Y a sampling of the same sphere shifted by a translation vector of three times the radius of the sphere. The statistics in Table 1 Table 2 . Statistics for a simple translation scenario with the multi-level algorithm. The mesh M has 61233 tetrahedra. Timings are in seconds. Each level is initialized from the previous one with regressions of different degrees.
standard PC
10 show that the single-level algorithm does not scale-up well with the number of points and starts taking a signiffficant time for processing 10K masses and above. This confirms the observation in [21] . This is because at the initial iteration, all the weights are zero, and the power diagram corresponds to the Voronoi diagram of the points y i . At this step, only some points y i on the border of the pointset have a Voronoi cell that "see" the mesh M (i.e. that have a non-empty intersection with it). It takes many iteration to compute the weights that "shift" the concerned power cells onto M and allow inner points to see M . It is only once all the points of Y "see" M that the numerical method can capture the trend of g around the maximum (and then it takes a small number of iterations to the algorithm to balance the weights). Intuitively, Y is "peeled" only one layer of points at a time. The bad effect on performances is even more important than in [21] , because in the 3d setting, the proportion of "inner" points relative to the number of points on the border of the pointset is larger than in 2d.
2.2. Multi-level algorithm. To improve performances, I follow the approach in [21] , that uses a multilevel algorithm. The idea consists in "bootstrapping" the algorithm on a coarse sub-sampling of the pointset. The "peeling" effect mentioned in the previous paragraph is limited since we have a small number of points. Then the algorithm is run with a larger number of points, using the previously computed weights as an initialization. The set of points can be decomposed into multiple level of increasing resolution. The complete algorithm will be detailed below (Algorithm 3).
To further improve the speed of convergence, I use the remark in Section 1.5 that the weights w i corresponds to the potential φ evaluated at y i (with a 1/2 factor). For a translation, we know that T −1 (y) = y − V = y − ∇φ, therefore 10 experiments done with a 2.8 GHz Intel Core i7-4900MQ CPU with an implementation of Algorithm 2 that uses 8 threads.
φ(y) = V · y where V denotes the translation vector. In more general settings, φ is still likely to be quite regular (except on its singularities where T is discontinuous). When initializing a level from the previous one, this suggests initializing the new w i 's from a regression of their nearest neighbors computed at the previous level. Table 2 shows the statistics for initialization with the nearest neighbor (deg. 0), linear regression with 10 nearest neighbors (deg. 1) and quadratic regression with 20 nearest neighbors (deg. 2). As can be seen, initializing with linear regression results in a significant speedup. In this specific case though, quadratic regression does not gain anything. It is not a big surprise since we know already that φ(y) = V · y is linear in this specific case, but it can slightly improve performances in more general settings, as shown further. Finally, it is possible to gain another x2 speedup factor : the algorithm that we use to compute the power diagrams [2] sorts the points with a multilevel spatial reordering method, that makes it very efficient. It is possible to use the same multilevel spatial ordering for both the numerical optimization and for computing the power diagrams (BRIO/deg. 2 row in the table). Since only the weights change during the iterations, this order needs to be computed once only, at the beginning of the algorithm. Note the overall 8x acceleration factor as compared to the single-level algorithm in Table 1 (repeated in the last row of Table 2 to ease comparison). The complete multi-level algorithm is summarized below : Optimize the weights using Algorithm 1 end Algorithm 3: Semi-discrete optimal transport (multi-level algorithm)
In my implementation, for step (1) , the ratio between the number of points in a level and in the rest of the points is set to 0.125. For the spatial sort in step (2), the algorithm, available in "geogram", was inspired by the variant of the Hilbert sort implemented in [9] . (3): Before computing the optimal transport maps, since the number of points changes at each level, the masses of the points need to be updated. At step (4), to determine the weight of a new point w i , I use linear least squares with 10 nearest neighbors for degree 1 and quadratic least squares with 20 nearest neighbors for degree 2.
The influence of the degree of the regression is evaluated in Table 3 for a configuration where a sphere is splitted into two spheres (first row in Figure 8) (see the deformations of the spheres), and a higher degree regression slightly improves the speed of convergence for a large number of points, since it captures more variations of φ and better initializes W .
2.3.
Using semi-discrete transport to approximate the transport between two tetrahedral meshes. I now consider the case where the input is a pair of tetrahedral meshes M and M . The goal is now to generate a sequence of tetrahedral meshes that realize an approximation of the optimal transport between M and M . The algorithm is outlined below : 
Results and conclusions
Several results are shown in Figures 8 and 9 . Note that when the volume of M and M differ, using ν i = |M |/k changes the "density" of M and preserves the total mass. The intermediary steps are generated by using p i = (1 − t)p 0 i + tp 1 i for the locations at the vertices of G. As can be seen, the combinatorial criterion that Table 4 . Statistics for the Armadillo → sphere optimal transport with varying number of masses (see third row of Figure 9 ). Timings are given in seconds. The multi-level algorithm with BRIO preordering and degree 2 regressions is used. selects the stable tetrahedra successfully finds the discontinuities. The third row of Figure 9 demonstrates some potential applications in computer graphics. In the bottom row, the obtained deformation looks "natural" and "visually pleasing" (as far as I can judge, but my own judgment may be biased . . . ). However, a "user" would probably prefer to rotate the star in the center column of Figure 9 rather than splitting and merging the branches, but optimal transport "does not care" about preserving topology.
Timings for the Armadillo → sphere optimal transport are given in Table 4 . The algorithm scales up reasonably well, and computes the optimal transport from a tetrahedral mesh to 300K Dirac masses in 10 minutes. It scales-up to 1 million Dirac masses (but it nearly takes 45 minutes).
To conclude, I mention that the main limitation of Algorithm 4 is that the discontinuities are sampled at the precision of the initial sampling, that does not takes them into account. As a consequence, this leaves a gap that has a width of one tetrahedron in the result. One can clearly see it in the figures. Moreover, when the shape undergoes strong deformations, flipping may occur, making the concerned pairs of tetrahedra disappear in the result (for instance, one can observe Figure 9 . More examples of semi-discrete optimal transport. Note how the solids deform and merge to form the sphere on the first row, and how the branches of the star split and merge on the second row. some holes in the legs of the armadillo in Figure 9 ). With a better representation of discontinuity, one may obtain a more precise representation of the transport. This leads to the following open questions, that concern the continuous setting for some particular representations of µ and ν :
(1) Given two tetrahedral meshes M and M , is it possible to characterize the locus of the points where T is discontinuous (discontinuity locus), and invent an algorithm that generates a faithful representation of it ? (2) What does the discontinuity locus looks like if M and M both have a density linearly interpolated over the tetrahedra ? (3) What does the discontinuity locus looks like if µ and ν are supported by two different set of spheres ?
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