Abstract. We identify a large class of constant (complex) coefficient, second order elliptic systems for which the Dirichlet problem in the upper-half space with data in L p -based Sobolev spaces, 1 < p < ∞, of arbitrary smoothness ℓ, is well-posed in the class of functions whose nontangential maximal operator of their derivatives up to, and including, order ℓ is L p -integrable. This class includes all scalar, complex coefficient elliptic operators of second order, as well as the Lamé system of elasticity, among others.
Introduction
Let M be a fixed positive integer and consider the second-order, M × M system, with constant complex coefficients, written as when acting on a C 2 vector valued function u = (u β ) 1≤β≤M . A standing assumption for this paper is that L is elliptic, in the sense that there exists a real number κ o > 0 such that the following Legendre-Hadamard condition is satisfied (here and elsewhere, the usual convention of summation over repeated indices is used) ( 
1.2)
Re a αβ rs ξ r ξ s η α η β ≥ κ o |ξ| 2 |η| 2 for every ξ = (ξ r ) 1≤r≤n ∈ R n and η = (η α ) 1≤α≤M ∈ C M .
The L p -Dirichlet boundary problem associated with the operator L in the upperhalf space is formulated as Lu = 0 in R n + , u n.t. ∂R n + stands for the non-tangential trace of u onto ∂R n + (for precise definitions see (2.2) and (2.5)). While in the particular case L = ∆, the Laplacian in R n , this boundary value problem has been treated at length in many monographs, including [3] , [16] , [17] , to give just a few examples, much remains to be done.
Here we are interested in identifying a class of elliptic systems L for which the Dirichlet problem in the upper-half space is well-posed for boundary data belonging to higher-order smoothness spaces, such as L p ℓ (R n−1 ), the L p -based Sobolev space in R n−1 of order ℓ ∈ N 0 , with p ∈ (1, ∞). In such a scenario, we shall demand that one retains nontangential control of higher-order derivatives of the solution. More precisely, given any ℓ ∈ N 0 , we formulate the ℓ-th order Dirichlet boundary value problem for L in R 
+ ) for k ∈ {0, 1, ..., ℓ}, where ∇ k u denotes the vector with components (∂ α u) |α|=k . No concrete case of (1.3) has been dealt with for arbitrary values of the smoothness parameter ℓ, so considering even L = ∆ in such a setting is new. In fact, we are able to treat differential operators that are much more general than the Laplacian, again, in the context when the boundary data exhibit an arbitrary amount of regularity, measured on the L p -based Sobolev scale. In dealing with (1.3), the starting point is the fact that, as known from the seminal work of S. Agmon, A. Douglis, and L. Nirenberg in [1] and [2] , every constant coefficient elliptic operator L has a Poisson kernel P L , an object whose properties mirror the most basic characteristics of the classical harmonic Poisson kernel
where ω n−1 is the area of the unit sphere S n−1 in R n . In particular, using the notation F t (x ′ ) := t 1−n F (x ′ /t) for each t > 0 where F is a generic function defined in R n−1 , we have
Then, given any f ∈ L p (R n−1 ), 1 < p < ∞, if M stands for the Hardy-Littlewood maximal operator in R n−1 , the function
satisfies Lu = 0 in R n + as well as u n.t.
∂R n + = f a.e. in R n−1 , and
In turn, the pointwise estimate (1.7) and the boundedness of M on L p (R n−1 ), 1 < p < ∞, can be used to show, much as in the case for the Laplacian, that u from (1.6) solves the L p -Dirichlet problem in the upper half-space for any given constant coefficient elliptic operator L. This corresponds to the case ℓ = 0 in (1.3).
This being said, it is unclear whether the Agmon-Douglis-Nirenberg Poisson kernel for a generic elliptic operator L continues to work just as well in the setting when the boundary data is assumed to have higher order regularity. The issue is that, in this scenario, one is required to estimate the size of the nontangential maximal operator of iterated gradients of the solution. For such a goal, in order to make use of the higher order regularity assumption on the boundary data, one necessarily must find a way of passing generic derivatives inside the convolution (1.6), while at the same time allowing kernels, of an auxiliary nature, to take the role of the original Poisson kernel. The caveat is that the nontangential maximal function of convolutions with these auxiliary kernels should have appropriate control, a matter which may not always be ensured.
To better understand the nature of this difficulty, consider the case of (1.3) with ℓ = 1, a scenario in which one still looks for a solution as in (1.6) (keeping in mind that now f belongs to the Sobolev space L p 1 (R n−1 ), 1 < p < ∞). As far as estimating N ∂ xj u is concerned, it is clear from (1.6) that only the derivative in the normal direction (i.e., for ∂ t ≡ ∂ xn ) is potentially problematic. In the absence of additional information about the nature of the Poisson kernel P L one tool that naturally presents itself is a general identity, valid for any function F ∈ C 1 (R n−1 ), to the effect that
For u as in (1.6), this permits us to express
where the auxiliary kernels R (j) , 1 ≤ j ≤ n − 1, are given by
Superficially, the terms in the right-most side of (1.9) appear to have the same type of structure as the original function u in (1.6) (since ∂ j f ∈ L p (R n−1 )), which raises the prospect of handling them as in (1.7). However, such optimism is not justified since the auxiliary kernels R (j) have a fundamentally different behavior at infinity than the original P L . Concretely, in place of (1.5) we now have
In particular, R
t (x ′ ) only decays as |x ′ | 1−n at infinity, for each t > 0 fixed, so the analogue of (1.7) in this case, i.e., the pointwise estimate
where ∇ ′ denotes the gradient in R n−1 , is rendered hopeless. This being said, the usual technology used in the proof of Cotlar's inequality may be employed to show that in place of (1.12) one nonetheless has
is the maximal singular integral operator acting on a generic function g defined in R n−1 according to
where the kernel k j is given by
In concert with the fact that each k j has the right amount of regularity and homogeneity, i.e.,
for every λ > 0 and every
estimate (1.13) then steers the proof of bounding the L p norm of N ∂ t u in the direction of Calderón-Zygmund theory. However, what is needed for the latter to apply is a suitable cancellation condition for the kernels k j , say (1.17)
Under the mere ellipticity assumption on L there is no reason to expect that a cancellation condition such as (1.17) happens, so extra assumptions, of an algebraic nature, need to be imposed to ensure its validity. In the sequel, we identify a class of operators (cf. Definition 3.7) for which the respective kernels k j are odd, thus (1.17) holds. A natural issue to consider is whether condition (1.17) would, on its own, ensure well-posedness for (1.3). The answer is no, as it may be seen by looking at the case of (1.3) with ℓ = 2. This time, the boundary datum f is assumed to belong to L p 2 (R n−1 ) and one is required to estimate the L p norm of N (∂ 2 t u). By running the above procedure, one now obtains (based on (1.8) and (1.9))
where the second generation auxiliary kernels R (ij) , 1 ≤ i, j ≤ n − 1, are given by
However, these kernels exhibit a worse decay condition at infinity than their predecessors in (1.11), since now we only have
This rules out, from the outset, the possibility of involving the Calderón-Zygmund theory in the proceedings, thus rendering condition (1.17) irrelevant for the case ℓ = 2. Of course, in the context of larger values of ℓ one is faced with similar issues. In summary, an approach based solely on generic qualitative properties of elliptic second order operators runs into insurmountable difficulties, and the above analysis makes the case for the necessity of additional algebraic assumptions on the nature of the operator L, without which the well-posedness of (1.3) is not generally expected for all ℓ ∈ N 0 .
In this paper, we identify a large class of second order elliptic operators for which a version of the procedure outlined above may be successfully implemented. Using a piece of terminology formulated precisely in the body of the paper, these are the operators L possessing a distinguished coefficient tensor (see Definition 3.7). Under such a condition, the auxiliary kernels referred to earlier become manageable and this eventually leads to the well-posedness of the higher order regularity Dirichlet problem as formulated in (1.3). See Theorem 4.1 which is the main result of the paper. In the last section, we illustrate the scope of the techniques developed here by proving that such an approach works for any constant (complex) coefficient scalar elliptic operator, as well as for the Lamé system of elasticity. In fact, even in the case of the Laplacian, our well-posedness result for the higher order Dirichlet problem in the upper-half space is new. In closing, we also point out that the same circle of ideas works equally well for other partial differential equations of basic importance in mathematical physics, such as the Stokes system of hydrodynamics, the Maxwell system of electromagnetics, and the Dirac operator of quantum theory (more on this may be found in the forthcoming monograph [8] ).
Preliminaries
Throughout, we let N stand for the collection of all strictly positive integers, and set N 0 := N ∪ {0}. Also, fix n ∈ N with n ≥ 2. We shall work in the upper-half space
whose topological boundary ∂R n + = R n−1 × {0} will be frequently identified with the horizontal hyperplane
Fix a number κ > 0 and for each boundary point
Given a vector-valued function
As is well-known, for every κ, κ ′ > 0 and p ∈ (0, ∞) there exist finite constants
, for each function u. Whenever meaningful, we also define
. This becomes a Banach space when equipped with the natural norm
Let L be an elliptic operator as in ( , then
These considerations suggest introducing
It follows from (2.7) that if the original coefficient tensor of L satisfies the LegendreHadamard ellipticity condition (1.2) then any other coefficient tensor in A L does so. In other words, the Legendre-Hadamard ellipticity condition is an intrinsic property of the differential operator being considered, which does not depend on the choice of a coefficient tensor used to represent this operator. Given a system L as in (1.1), let L ⊤ be the transposed of L, i.e., the M × M system of differential operators satisfying (2.9)
where L n stands for the Lebesgue measure in 
The theorem below summarizes properties of a distinguished fundamental solution of the operator L. It builds on the work carried out in various degrees of generality in [5, pp. 72-76] , [4, p. 169] , [12] , [11, p. 104] , and a proof in the present formulation may be found in [9] , [10] . Theorem 2.1. Assume that L is an M × M elliptic, second order system in R n , with complex constant coefficients as in (1.1). Then there exists a matrix E = E αβ 1≤α,β≤M whose entries are tempered distribution in R n and such that the following properties hold:
(b) If δ y stands for Dirac's delta distribution with mass at y then for each indices α, β ∈ {1, ..., M }, and every x, y ∈ R n ,
(c) For each α, β ∈ {1, ..., M }, one has
) is a homogeneous function of degree 2 − n, and the matrix c αβ 1≤α,β≤M ∈ C M×M is identically zero when n ≥ 3.
if either n ≥ 3, or n = 2 and |γ| > 0,
(e) When restricted to R n \ {0}, the (matrix-valued) distribution E is a C ∞ function and, with "hat" denoting the Fourier transform in R n , (2.14)
, where the superscript ⊤ denotes transposition.
(g) In the particular case M = 1, i.e., in the situation when L = divA∇ for some matrix A = (a rs ) 1≤r,s≤n ∈ C n×n , an explicit formula for the fundamental solution E of L is
for x ∈ R n \ {0}. Here, log denotes the principal branch of the complex logarithm function (defined by the requirement that z t = e t log z holds for every z ∈ C \ (−∞, 0] and every t ∈ R).
Poisson kernels
In this section we discuss the notion of Poisson kernel in R n + for an operator L as in (1.1)-(1.2). We also identify a subclass of these Poisson kernels, which we call special Poisson kernels, that plays a significant role in the treatment of boundary value problems.
. Let L be a second order elliptic system with complex coefficients as in
for each x ∈ R n−1 and t > 0, then the function K = K αβ 1≤α,β≤M satisfies (in the sense of distributions) (ii) From (a) and (b) one can easily check that for each p ∈ (1, ∞] there exists a finite constant C = C(c, M, n, p) > 0 with the property that if f ∈ L p (R n−1 ) and u(x ′ , t) :
(iii) Condition (c) and the ellipticity of the operator L ensure that
. Furthermore, via a direct calculation it may be checked that
(iv) Condition (b) is equivalent to lim
, where δ 0 ′ is Dirac's distribution with mass at the origin 0 ′ of R n−1 .
Poisson kernels for elliptic boundary value problems in a half-space have been studied extensively in [1] , [2] , [6, §10.3], [13] , [14] , [15] . Here we record a corollary of more general work done by S. Agmon, A. Douglis, and L. Nirenberg in [2] . Theorem 3.3. Any elliptic differential operator L as in (1.1) has a Poisson kernel P in the sense of Definition 3.1, which has the additional property that the function
for all x ∈ R n + and λ > 0. Hence, in particular, for each α ∈ N n 0 there exists C α ∈ (0, ∞) with the property that (∂ α K)(x) ≤ C α |x| 1−n−|α| , for every x ∈ R n + \ {0}. One important consequence of the existence of a Poisson kernel P for an operator L in the upper-half space is that for every f ∈ L p (R n−1 ) the convolution (P t * f )(x ′ ) for (x ′ , t) ∈ R n + , yields a solution for the L p -Dirichlet problem for L in the upperhalf space. Hence, the difficulty in proving well-posedness for such a problem comes down to proving uniqueness. In the case of the Laplacian, this is done by employing the maximum principle for harmonic functions, a tool not available in the case of systems. In [8] we overcome this difficulty by constructing an appropriate Green function associated with the L p -Dirichlet problem for L in the upper-half space.
Moreover, the solution u is given by Proof. Suppose L has two Poisson kernels, say P and Q, in R n + . Then for each p ∈ (1, ∞) and every f ∈ L p (R n−1 ), the function u(x ′ , t) :
, is a solution of the homogeneous L p -Dirichlet boundary value problem in R n + . Hence, by Theorem 3.4, u = 0 in R n + . This forces P = Q in R n−1 .
As mentioned before, there are multiple coefficient tensors which yield a given system L as in (1.1). The following proposition paves the way for singling out, in Definition 3.7 formulated a little later, a special subclass among all these coefficient tensors.
Proposition 3.6. [7] Assume that A = a αβ rs 1≤r,s≤n 1≤α,β≤M is a coefficient tensor with complex entries satisfying the Legendre-Hadamard ellipticity condition (1.2). Let L be the system associated with the given coefficient tensor A as in (1.1) and denote by E = (E γβ ) 1≤γ,β≤M the fundamental solution from Theorem 2.1 for the system
, for ξ ∈ R n \ {0}, denote the symbol of the differential operator L and set
Then the following two conditions are equivalent.
(a) For each s, s ′ ∈ {1, ..., n} and each α, γ ∈ {1, ..., M } there holds
and (with σ S 1 denoting the arc-length measure on S 1 ) (3.8)
(b) There exists a matrix-valued function k = k γα 1≤γ,α≤M : R n \ {0} → C M×M with the property that for each γ, α ∈ {1, ..., M } and s ∈ {1, ..., n} one has
In light of the properties of the fundamental solution, condition (3.9) readily implies that (3.10) k ∈ C ∞ R n \ {0} and k is even and homogeneous of degree −n.
Note that condition (a) in Proposition 3.6 is entirely formulated in terms of the coefficient tensor A. This suggests making the following definition (recall that A L has been introduced in (2.8)).
Definition 3.7. Given a second-order elliptic system L with constant complex coefficients as in (1.1)-(1.2), call a coefficient tensor Remark 3.8. We claim that A dis L = ∅ whenever M = 1. More specifically, when M = 1, i.e., L = divA∇ with A = (a rs ) 1≤r,s≤n ∈ C n×n , one has A sym ∈ A dis L . To see that this is the case, recall that checking the membership of A sym to A dis L comes down to verifying conditions (3.7)-(3.8) for the entries in the matrix A sym . Note that for each index s ∈ {1, ..., n} we have in this case
and (3.7) readily follows from this. Moreover, if n = 2, condition (3.8) reduces to checking that (3.14)
The key observation in this regard is that if f (θ) :
Now (3.14) readily follows from (3.15), proving that indeed A sym ∈ A dis L . One of the main features of elliptic systems having a distinguished coefficient tensor is that their Poisson kernels have a special form. This is made more precise in the next proposition. 
The Dirichlet problem with data in higher order Sobolev spaces
The main result of our paper is the following theorem giving the well-posedness of the Dirichlet boundary value problem in R n + with data in higher-order Sobolev spaces for constant (complex) coefficient elliptic systems possessing a distinguished coefficient tensor. 
has a unique solution. Moreover, the solution u of (4.1) is given by
where P is the Poisson kernel for L in R n + from Theorem 3.3. Furthermore, there exists a constant C = C(n, p, L, ℓ) ∈ (0, ∞) with the property that
The remainder of this section is devoted to providing a proof for Theorem 4.1. This requires developing a number of tools, which are introduced and studied first.
To fix notation let ∇ x ′ := (∂ 1 , . . . , ∂ n−1 ) and, alternatively, use ∂ t in place of 
The crux of the matter is handling ∂ α u when α n = 0. As you will see below, the special format of the Poisson kernel guaranteed by Proposition 3.9 allows us to prove a set of basic identities expressing ∂ k t (P t * f )(x ′ ) as a linear combination of (P t * ∇ k x ′ f )(x ′ ) and convolutions of certain auxiliary kernels with derivatives of f . Here is the class of auxiliary kernels just alluded to. 
In the next lemma we describe some of the basic properties of the auxiliary kernels just introduced. (a) There exists some constant C = C(n, L) ∈ (0, ∞) such that for each indices j ∈ {1, . . . , n} and α, β ∈ {1, . . . , M } one has
(b) For each j, r ∈ {1, . . . , n} and every α, γ ∈ {1, . . . , M } we have
, along with j ∈ {1, . . . , n} and α, β ∈ {1, . . . , M }, define the function
Proof. Let E be the fundamental solution for L defined in Theorem 2.1. The fact that the claims in (a) hold is a consequence of (4.4), and Theorem 2.1 parts (a) and (d). Next, fix j ∈ {1, . . . , n}, α, β ∈ {1, . . . , M } and let (x ′ , t) ∈ R n + . Since ∇E is positive homogeneous of order 1 − n in R n \ {0} (cf. property (c) in Theorem 2.1), one has
Now (4.9) and the first condition in (4.5) imply that for every j, r ∈ {1, . . . , n},
proving (4.6). There remains to prove the claim in (c). To this end, let f ∈ L p (R n−1 ) for some p ∈ (1, ∞). Then by (4.7) and (4.9) we have
If we now write K = ∂ j E αβ , the properties of E (cf. Theorem 2.1) imply that
for every λ > 0 and x ∈ R n \ {0}. We can therefore invoke standard Calderón-Zygmund theory and conclude that (4.8) holds.
In order to elaborate on the relationship between the family of auxiliary kernels from Definition 4.2 and the Poisson kernel for the operator L in R n + , under the assumption A dis L = ∅, we first need to introduce some notation which facilitates the subsequent discussion. Specifically, given a coefficient tensor A = a αβ rs r,s,α,β with complex entries satisfying the Legendre-Hadamard ellipticity condition (1.2), for each r, s ∈ {1, . . . , n} abbreviate (4.12)
A rs := a αβ rs 1≤α,β≤M .
Note that the ellipticity condition (1.2) written for ξ := e n ∈ R n yields, in partic-
∈ C M×M is an invertible matrix. Next, for each sufficiently smooth vector field u = (u β ) 1≤β≤M , define (4.13)
, and set (with the superscript ⊤ denoting transposition) (4.14)
The notation ∂ tan is justified by the fact that its expression only involves partial derivatives in directions tangent to the boundary of the upper-half space ∂R n + . For reasons that will become clear momentarily, we are interested in decomposing the operator ∂ t (= ∂ n ) as the sum between a linear combination of the partial derivative operators ∂ j , j = 1, . . . , n − 1, (which correspond to tangential directions to ∂R n + ) and a suitable (matrix) multiple of D A ⊤ .
Lemma 4.4. One has
we may write
as desired.
We are now ready to state and prove a number of basic identities relating the family of auxiliary kernels from Definition 4.2 to the Poisson kernel for the operator L, under the assumption that the latter has a distinguished coefficient tensor. (a) for each α, γ ∈ {1, . . . , M } one has for every x ′ ∈ R n−1 and every t = x n > 0 (4.17) 2a
for each s ∈ {1, . . . , n};
(b) for every α, γ ∈ {1, . . . , M } one has for every x ′ ∈ R n−1 and every t > 0 (4.18)
= ∅, Proposition 3.6 ensures that the Poisson kernel P satisfies (3.16). Hence, if E is the fundamental solution for L from Theorem 2.1, starting with (4.4), then using (3.9), and then (3.16), for each s ∈ {1, . . . , n}, α, γ ∈ {1, . . . , M }, for every x ′ ∈ R n−1 and t = x n > 0 we obtain
This takes care of (4.17) . The statement in (b) is obtained from (3.3) and (4.17) by writing for every x ′ ∈ R n−1 and t > 0
The next task is to prove (4.19). Recalling (4.4), the term in the left hand-side of (4.19) evaluated at an arbitrary point x ′ ∈ R n−1 becomes
The third equality in (4.22) uses the decomposition of ∂ t as in Lemma 4.4 and (4.13), the forth equality is based on (4.4) and (4.13), while the last equality is a consequence of (4.17) specialized to the case when s = n.
It is useful to rephrase the kernel identities from Proposition 4.5 in terms of their associated convolution operators. Before doing so, the reader is advised to recall the piece of notation introduced in (4.12). Consider the family of auxiliary kernels Q (j) αβ j,α,β introduced in Definition 4.2 and let p ∈ (1, ∞). Then, for every t > 0, the following identities hold:
and for every r ∈ {1, . . . , n − 1},
) and γ ∈ {1, ..., M }. To obtain (4.24), we convolve (4.19) with f in order to write
Moving on, suppose that actually f ∈ L p 1 (R n−1 ) and let x ′ ∈ R n−1 be arbitrary. Then we have
where in the second equality in (4.28) we have employed (4.18). This proves (4.25).
We are left with justifying (4.26). If r ∈ {1, . . . , n − 1}, then making use of (4.6) with j = n allows us to write
The proof of the proposition is therefore finished.
The following convention is designed to facilitate the remaining portion of the exposition in this section.
Convention 4.7. Given two vectors f and g, we will use the notation f ≡ g to indicate that each component of f may be written as a finite linear combination of the components of g. Also, given a coefficient tensor A = (a αβ jk ) α,β,j,k , the notation M A f is used to indicate that some (or all) of the components of the vector f are multiplied with entries from A, or from (A nn ) −1 . By ∂ τ we denote any of the derivatives ∂ 1 , ..., ∂ n−1 , and write ∂ αβ where α, β ∈ {1, . . . , M }. Convention 4.7 may now be used to succinctly summarize the identities in Proposition 4.6, as follows. with entries as in (5.6). In short, A(θ) ∈ A L for each θ ∈ R.
Regarding the existence of a value for the parameter θ ∈ R which makes A(θ) a distinguished coefficient tensor for the Lamé system, we note the following result. 3µ+λ . Moreover, corresponding to this value of θ, the entries in A(θ) become for α, β, r, s ∈ {1, . . . , n} (5.7) a αβ rs = µδ rs δ αβ + (λ + µ)(2µ + λ) 3µ + λ δ rα δ sβ + µ(λ + µ) 3µ + λ δ rβ δ sα .
In turn, for the choice of coefficient tensor as in (5.7), a straightforward calculation using the expression of the fundamental solution that can be found in e.g. [9] proves that (3.9) is satisfied if we consider, for every α, β ∈ {1, ..., n}, x α x β |x| n+2 , x ∈ R n \ {0}.
