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Abstract
While function cloning can improve the precision of in-
terprocedural analysis and thus the opportunity for op-
timization by changing the structure of the call graph,
its successful application relies on the cloning deci-
sions. This paper explores the use of program spec-
tra comparisons for guiding cloning decisions. Our hy-
pothesis is that this approach provides a good heuris-
tic for determining which calls contribute different dy-
namic interprocedural information and thus suggest
good candidates for cloning for the purpose of improv-
ing optimization.
Keywords: function cloning, path spectra, proﬁle-
guided optimization
1 Introduction
As modular and object-oriented programming are be-
coming the norm, and architectures offer more avail-
able ﬁne-grain parallelism, the importance of analysis
and optimization across function boundaries continues
to increase. While function inlining allows each func-
tion to be optimized within the separate context of each
call site, its well known limitation is the potentially ex-
ponential code growth and associated increased com-
pile time. The most common alternative is interproce-
dural data ﬂow analysis, which avoids the code growth,
but is limited by the program’s original calling struc-
ture, in particular, making conservative assumptions at
the convergence of paths in the call graph. Function
cloning seeks to play an intermediary role by parti-
tioning the calls in the program and creating multiple
copies of the function body, one for each set of “closely
related” calls. This graph restructuring can create op-
portunity to compute more precise information during
interprocedural analysis because each node represent-
ing a copy of the function has fewer incoming edges
on which information must be merged during analy-
sis; cloning also seeks to avoid thepotential exponential
code growth of inlining.
This paper explores the use of path spectra to guide
cloning decisions. By instrumenting the program, a
proﬁler can report the frequency of execution of indi-
vidual paths executed during a program run [2]1. For
a particular program run, the path spectrum is the set
of paths executed along with their execution frequen-
cies [14]. As an indication of program behavior, path
spectra have been used successfully for program opti-
mization [1, 8, 9, 10] as well as software maintenance
and testing [14].
Our approach to making cloning decisions is based on
comparing the program spectra for the execution of
the same function by different calls to that function.
Our hypothesis is that this approach provides a good
heuristic for determining which calls contribute differ-
ent dynamic interprocedural information and thus sug-
gest good candidates for cloning. Path proﬁles indi-
cate run-time control ﬂow, which will have an effect
on the actual dynamic data ﬂow and data dependen-
cies within the callee; path proﬁles for different calls
to the same function indicate differences in data val-
ues ﬂowing into the function through parameters or
via global variables. In addition, proﬁle-guided opti-
mization and path-qualiﬁed data ﬂow analysis within
the cloned functions may beneﬁt from creating clones
based on similar run-time paths through the function.
The technique of using program spectra comparison for
cloning decisions is different from, but could be used
in combination with, the use of program proﬁling to
uncover the most frequently executed calls to guide in-
lining decisions.
The objective of cloning decisions is threefold: (1) in-
crease program performance, (2) manage compile time,
and (3) control code growth. We have been evaluat-
ing our technique in terms of its effectiveness in mak-
ing intelligent cloning decisions that will lead to im-
proved optimization as well as its associated overhead.
1Actually, the length of the paths that are proﬁled must be lim-
ited, as there can be an unbounded number of paths for general ﬂow
graphs and an exponential number for directed acyclic graphs (i.e.,
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Our preliminary experiments have focused on compar-
ing this approach to goal-directed cloning [11] which
is based on static interprocedural data ﬂow analysis,
directed toward particular optimizations. Thus far in
our limited study, we have found that cloning based on
path spectra comparisons can produce results compara-
ble to that of goal-directed cloning for constant prop-
agation, with compile-time and run-time analysis that
can be reused for cloning that is performed for multiple
optimization goals.
We ﬁrst describe the related work on cloning, proﬁl-
ing, and path spectra comparisons. A simple motivat-
ing example for our approach is presented, followed by
our proﬁle-directed cloning algorithm. We describe our
path spectra comparison technique which is used topar-
tition call sites for cloning. Finally, this method is com-
pared to goal-directed cloning decisions on an example
code, and we make some concluding remarks and sum-
marize our future work.
2 Related Work
Goal-directed cloning [6, 11] ﬁrst solves a forward in-
terprocedural data ﬂow problem with slight modiﬁca-
tion in order to compute a set of cloning vectors for
the particular data ﬂow problem of interest at each call
graph node. Cloning vectors which produce equivalent
effects on the optimization of interest are merged, and
ﬁnally the cloning is performed until the program size
reaches some threshold. Cooper et al. [6] presented an
experiment on the matrix300 code from release one
of the SPEC benchmark suite, in which they showed
that signiﬁcant improvement in code quality could be
attained by using this method to expose sufﬁcient in-
formation to perform inlining and unroll and jam. The
approach requires either knowledge of what optimiza-
tions would most likely beneﬁt from cloning in order
to focus on that forward data ﬂow problem, or a sepa-
rate clone decision-making phase for each optimization
of interest, and then some heuristic to select the clones
suggested by each phase. Only goal-directed cloning
for constant propagation has been investigated. It is not
clear how easy it would be to construct a goal-directed
partitioning algorithm for other optimizations or how
much goal-directed cloning could improve the opportu-
nity for other optimizations, or even more challenging,
for multiple simultaneous optimization goals.
A general framework for selective specialization, the
equivalent of cloning for object-oriented languages,
combines static analysis and proﬁle data to identify the
most proﬁtable specializations [7]. This goal-directed
technique helps to reduce the number of expensive dy-
namic dispatches, providing signiﬁcant improvements
in performance and reduced code growth over cus-
tomization [5], the previous state-of-the-art specializa-
tion technique. In dynamic compilation environments,
cloning is sometimes performed on the ﬂy as a state-
ment is executed the ﬁrst time [13]. To our knowledge,
none of these techniques has used path spectra compar-
ison in their cloning decisions.
Path proﬁling has been used successfully in compiler
optimization [1, 9, 10]. Other basic types of con-
trol ﬂow proﬁling are edge proﬁling, which measures
the execution frequency of each individual ﬂow graph
edge, and basic block proﬁling, which measures how
many times each basic block is executed. Edge pro-
ﬁles are good predictors of frequently executed paths
(hot paths) for programs with a large amount of deﬁ-
nite ﬂow relative to total ﬂow, while path proﬁles are
better when there is less deﬁnite ﬂow [3]. Path proﬁles
can be collected efﬁciently and provide more accurate
information than edge proﬁling [2]. In particular, dif-
ferent path proﬁles can result in the same edge proﬁle,
making it impossible to accurately compute the execu-
tion frequency of paths based on edge proﬁle informa-
tion. In this paper, we use path proﬁling rather than
edge proﬁling as we are interested in the differences,
or actually, the similarities in the run-time behavior of
different invocations of a given function. Differences in
path spectra obtained from two different calls to a func-
tion withdifferent parameter values indicate differences
in the execution states, and therefore the function’s be-
havior, due to differences in the parameter values. Edge
or basic block proﬁling could be used, but comparisons
of spectra created from path proﬁles generally will give
better predictions of differences in run-time behavior.
When variables cannot be conservatively identiﬁed as
constants at compile time, value proﬁling [4] can be
used to determine whether they exhibit a high degree of
invariant behavior at run-time. Value proﬁling records
information about the invariance of a variable, typically
the top N values for an instruction and the number of
occurrences for each of those values. In addition to
other compilation and optimization decisions, this in-
formation can be used for duplicating and specializing
code conditioned on particular high frequency values.
While value proﬁling will certainly aid in cloning deci-
sions with the goal of specializing on constant values,
we believe that cloning that utilizes path spectra dif-
ferences as proposed in this paper may provide a more
general, or at least complementary, approach to judg-
ing the run-time behavioral differences between sepa-
rate calls to the same function, and enable cloning de-
cisions that help in multiple different optimizations of
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3 A Motivating Example
Consider the control ﬂow graph in Figure 1 for a pro-
cedure P called from two call sites, S1 and S2, and the
following facts about P, collected through static pro-
gram analysis and from runtime proﬁling:
1) The decision to take path 1-2-4 or path 1-3-4 is de-
termined by a comparison in node 1, using the value of
one of the procedure arguments.
2) Path proﬁling reveals that 1-2-4 is executed 100
times and path 1-3-4 is executed 10 times.
3) Constant propagation analysis discovers that one of
only two constant values are passed in and used for the
branch decision in node 1. It is also discovered that
each call site passes a different one of these two values,
causing a different path from the branch to be executed.
By basing cloning decisions on a goal-directed ap-
proach with constant propagation [6], two clones of P
are produced. One clone is produced for each call site,
since an “important constant” can be discovered and
propagated.
If cloning decisions are based instead on path proﬁles,
or path execution frequency, or both, the cloning deci-
sion will be the same as that produced by goal-directed
cloning. Theinstrumentation and collection of proﬁling
information is performed only once, with the data be-
ing reused as needed for subsequent optimizations and
decision-making.
An advantage of the goal-directed method is that it ﬁne-
tunes the cloning decisions to a speciﬁc optimization,
enabling potentially better code improvement than the
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Figure 1: Procedure P’s control ﬂow graph with
path frequencies.
more general path-proﬁle-guided method. A disadvan-
tage of the goal-directed approach is that it may pro-
duce unnecessary clones in the event that the particular
optimization goal identiﬁes an unimportant difference.
For example, if the two propagated constants men-
tioned above caused less orthogonal branch behavior,
clones may be produced where not needed, leading to
additional code growth. Suppose procedure P’ replaces
P, and produces two distinct path proﬁles, p1 and p2
depending on some constant value passed at each of S1
and S2. Based on constant information, it appears that
there are four unique cloning vectors. Ideally, the por-
tion of calls to P’ that produce path proﬁle p1 should
be merged, as should those that produce path proﬁle
p2. However, using constant information alone, it is
possible that four clones may be produced, rather than
two. This is not a problem in smaller program codes,
but could signiﬁcantly impact larger programs.
Dynamic path information offers the advantage of guid-
ing optimization decisions based on actual program
performance characteristics. Repeated goal-directed
static analysis at compile time can be costly, particu-
larly for very large program sources. Alternatively, a
single execution proﬁle can provide guidance for nu-
merous optimization decisions while incurring only a
one-time overhead.
The advantages and disadvantages of one method ver-
sus the other are not clear-cut. Our research is moti-
vated by the hypothesis that using path proﬁles and path
execution frequency information can potentially enable
equal or better optimization decision-making in general
while reducing compilation overhead.
4 Cloning Algorithm
Proﬁle-guided cloning consists of the following steps:
1. For each potentially cloned function f, create a
path proﬁle for each call c to f by instrumenting
and running the program. For each call c, the path
proﬁle consists of an acyclic path proﬁle starting
at the call site, through f’s entry, and ending at
the exit of f. We proﬁle only acyclic paths in or-
der to limit the length and number of paths pro-
ﬁled. Acyclic paths can be created by ignoring
nodes and edges within loop bodies [10], by re-
structuring the control ﬂow graph to replace each
backedge by an entry-to-loop header edge and a
backedge source-to-function exit edge [14], or by
only recording the ﬁrst visit to each node during a
path proﬁle.4 Way & Pollock
2. For each site s where f is called, merge the path
proﬁles for each call made from s into a path spec-
trum, including frequency information per path
through f from this call site s. This gives a path-
count spectrum [12] per call site s.
3. Perform path spectra comparison among the path
spectra of the different call sites where f is called.
Various comparison algorithms could be used for
this step. Based on the comparison results, apply
a heuristic to perform the partitioning of call sites
for f into sets that are similar in the dynamic be-
havior of their function invocation.
4. Perform the cloning of f indicated by the parti-
tioning.
The next subsection concentrates on the details of step
3, the method for comparing two path spectra and
how this comparison is used to partition call sites
for cloning. The subsequent subsection compares the
overhead of proﬁle-guided cloning with goal-directed
cloning.
4.1 Partitioning Path Proﬁles
For two path spectra resulting from two different calls
to the same function to be judged similar for purposes
of grouping in the same partition, the similarities must
be quantiﬁed in a manner that captures the dynamic
behavior of the associated function invocations. The
path spectrum is a set of ordered sequences of nodes
representing acyclic portions of the program execution
through a function, while the frequency with which
these paths were taken expresses the relative impor-
tance of the paths.
The techniques for comparing path spectra for pur-
poses of software maintenance and testing [12, 14] fo-
cus on locating the potential causes of dynamic behav-
ioral changes in program execution due to changes in
program input. In [14], they identify paths that occur in
the spectrum of one run, but not the other run, and use
the shortest preﬁx of these paths that does not occur
in paths of the other run as starting points for locating
potential behavioral changes. In our context, we are
interested instead in quantifying the diff, or similarity,
of the path spectra of different invocations of the same
function through different call sites.
Our current heuristic for partioning call sites uses
edit-distance and frequency-distance measurements for
pairs of paths. Two paths are judged to be similar
if each distance falls within some appropriately deter-
mined threshold range. For the set of path proﬁles cor-
responding to all call sites for a given function, the
path proﬁles are pairwise compared for both edit- and
frequency-distance similarity. If found to be similar,
paths are merged into the same partition. If found dis-
similar, the paths are put into different partitions. This
process is performed for each of the functions in the
program.
The edit-distance between two paths, or path proﬁles, is
described as follows: A path P is said to be of distance
k to a path Qif wecan transform Pto be equal to Qwith
a sequence of k insertions, deletions and subsitutions of
single path nodes in P.
The frequency-distance is the difference between the
execution frequencies of two path proﬁles, expressed
as the ratio of the lesser frequency over the greater fre-
quency. This expresses the distance as closer to 1.0 for
similar frequencies, and closer to 0.0 for less similar
frequencies.
Comparison of path proﬁles is accomplished using an
adaptation of an edit-distance or Levenshtein measure
algorithm. This algorithm is widely used for approx-
imate string matching [15, 16], and other approxi-
mate pattern matching tasks. Our method includes a
frequency-distance measure as a second point of com-
parison.
Experimentation is needed to determine the quality of
this comparison technique for our purposes, and to dis-
cover appropriate threshold values for quantifying sim-
ilarity of edit-distance and frequency-distance. Inves-
tigation of other heuristics, including using only edit-
distance or frequency-distance, or incorporating other
static or dynamic information, is needed. Other basic
path proﬁle comparison techniques that we are consid-
ering include:
1) Measure the length of the common sub-path preﬁx
shared by the two paths, with longer preﬁxes indicating
greater similarity.
2) Apply a set-theoretic size ratio computation to ex-
press the difference between two paths as the ratio of
the intersection of nodes in the two paths divided by
the union of all the nodes in the two paths. Similar path
spectra will produce a ratio closer to 1.0, while a ratio
approaching 0.0 will result from dissimilar spectra.
4.2 Overhead
The overhead incurred for cloning based on path spec-
tra comparisons includes a single code instrumentation,
proﬁled program execution, partitioning of call sites
based on path spectra, and the actual cloning. The par-
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single path spectra comparison takes O(length of path
A * length of path B) to compare paths A and B. For a
given function, there will be O(C2) comparisons where
C is the number of call sites for that function. This step
is bounded by O(E2*A2) where E = the number of call
sites in the program and A = the length of the longest
acyclic path in a function.
In goal-directed cloning [6], the most expensive step
is the forward data ﬂow analysis step to create cloning
vectors. It takes O((N + E)*VL) time, where N = the
number of functions in the program, L = the maximum
number of elements in the cloning vectors, and V =
the maximum number of values for each element in the
cloning vector. The partitioning of cloning vectors can
be done by hashing strings, withan expected timelinear
in the number of cloning vectors.
Once the partition of call sites is created, the actual
cloning step takes the same time for both methods. We
trade the cost of proﬁling and instrumented code exe-
cution for a simple path comparison analysis for parti-
tioning the call sites rather than data ﬂow analysis to
compute cloning vectors for each separate optimiza-
tion goal. While both proﬁled-guided and goal-directed
cloning will include the static data ﬂow analysis and
optimization phases performed after cloning to exploit
the cloning and the initial “Is it safe to clone?” pass for
ensuring correctness in cloning, proﬁle-guided cloning
will not require multiple data ﬂow analyses phases for
determining proﬁtability of cloning for different opti-
mizations.
5 Initial Experimental Comparison Study
We compared our proﬁle-directed cloning with goal-
directed cloning in an experiment performed on the C
version of the linpackd benchmark. Linpackd is
a well-known benchmark collection of common matrix
operations. Figure 2 shows the call graph for the com-
putationally signiﬁcant functions in linpackd.
In our ﬁgures, we annotate each call graph edge with
the number of call sites represented by that edge, rather
than separate edges, for presentation purposes only.
The original code was hand-instrumented to generate
runtime path proﬁle and path frequency data, as well
as constant values of procedure arguments. This data
was used to produce two versions of the original code,
using our path spectra comparison method and the goal-
directed method. Cloning was performed by hand, and
the results of a number of test runs were collected and
averaged (see Table 1). For comparison, the benchmark
code was compiled using gcc with all optimizations
main
daxpy ddot idamax
dgesl dgefa dmxpy
8
8
2
2
Figure 2: Call graph for subset of linpackd.
turned off, and run under Solaris on a SPARCstation-
20.
We did not implement the goal-directed method in a
compiler, so comparison of compile times for the two
methods is not possible. Since extra analysis is per-
formed at compile time when the goal-directed method
is used, we assume that compile time increases. This
increase could be signiﬁcant if cloning is performed for
numerous goals, each requiring its own tuned analysis
pass.
Path spectra comparison resulted in the partition of call
sites of three of the original eleven functions (Table 2),
resulting in the call graph shown in Figure 3. The func-
tion daxpy, which calculates a constant times a vector
plus a vector and consumes nearly 50% of overall pro-
gram execution time, had its three call sites partitioned
into two clones based on path spectra similarities. The
path proﬁles and execution frequencies for the ﬁrst and
third call sites were nearly identical, while the second
site was signiﬁcantly different.
Similarly, the call sites for ddot, a vector dot product
function, and dgesl, which solves a basic system matrix
equation, each were partitioned into two sets of similar
path spectra.
Analysis based on the goal-directed technique for con-
Table 1: Comparison of cloning techniques applied
to the linpackd benchmark.
original spectra goal
source lines 420 530 629
procedures 11 14 16
compile time 2.6 3.0 n/a
binary size 29188 33036 372926 Way & Pollock
main
idamax
dgefa dmxpy dgesl dgesl
ddot
ddot
1
1
1
2
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daxpy daxpy
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4
Figure 3: Call graph for linpackdafter path spec-
tra comparison directed function cloning.
stant propagation led to the identical partitioning of
daxpy and ddot. In these two cases, interprocedural
analysis for constant propagation identiﬁed “important
constants” that determine control ﬂow.
In dgesl, two important constants are identiﬁed, one ap-
pearing in a subscript expression and the other deter-
mining control ﬂow. As a result, four unique cloning
vectors are initially created. Typically with the goal-
directed method, a subsequent merging step recognizes
when propagated constants do not affect values of im-
portant expressions in a procedure, allowing cloning
vectors to be merged. This merging does not occur in
this case because the constant responsible for the in-
crease in clones affects an expression that calculates an
array index. As a result there are four clones created
and a small amount of additional control code intro-
duced at each call site.
The results of this experiment indicate that using com-
Table 2: Breakdown of function calls by number of
call sites, unique path spectra, path spectra parti-
tions, and clones produced.
procedure call sites unique spectra partitions clones
daxpy 3 2 2 1
ddot 2 2 2 1
degsl 8 2 2 1
matgen 9 1 1 0
dgefa 8 1 1 0
idamax 1 2 1 0
dscal 1 1 1 0
dmxpy 1 1 1 0
epslon 1 1 1 0
printtime 1 1 1 0
second 1 1 1 0
parison of program spectra can lead to intelligent
cloning decisions that are comparable to goal-directed
cloning. However, more experimentation and evalua-
tion is needed to judge the effect of the different cloning
decisions by these two techniques on actual optimiza-
tion of the code. With proﬁle-driven cloning, it is pos-
sible to avoid useless cloning efforts in less executed
portions of the code, but path spectra differencing may
miss information on optimization opportunities made
possible through cloning that do not get reﬂected in dif-
ferences in path spectra.
In this study, we were interested in comparing our tech-
nique to goal-directed cloning, and thus focused on
linpackd as a current benchmark that was closest to
the matrix300 benchmark used in evaluating goal-
directed cloning [11]. However, more experiments are
needed on larger, non-numeric codes to examine how
well different ﬂavors of path spectra directed function
cloning help in optimizing large codes.
6 Concluding Remarks and Future Work
This paper has described an approach to function
cloning decisions based on comparing the dynamic
behavior, namely path proﬁles, of different calls to
the same function. In our initial examples, the func-
tion’s dynamic control ﬂowpaths have indeed indicated
clones that caused different interprocedural information
to be propagated to potential optimization sites within
the function. However, we need to investigate further
the relationship between a function’s dynamic control
ﬂow and its optimization opportunities for a larger set
of benchmarks in order to fully evaluate this approach.
For this study, we focused on cloning for better inter-
procedural constant propagation in order to compare
our approach to the static approach of goal-directed
cloning, which has only been evaluated for constant
propagation, to our knowledge. We are particularly
interested in how proﬁle-guided cloning could help in
overall optimization of the code, and its role in region-
based, path-sensitive optimizations.
Various heuristics for partitioning call sites based on
dynamic information and possibly a combination of dy-
namic and static information are being studied. In par-
ticular, we plan to examine the combination of value
proﬁling and path proﬁling in cloning decisions. An-
other planned experiment is the tradeoffs of using edge
proﬁles and path proﬁles, and intraprocedural proﬁles
for the callees versus more expensive interprocedural
proﬁles, in the proﬁle differencing for cloning deci-
sions.Way & Pollock 7
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