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a b s t r a c t
There are unique continuation results [2,5] for the differential inequality |∆µu(x)| ≤
|V (x)u(x)|, µ ∈ N, when V ∈ Ld/2µloc (Rd), d > 2µ. In this paper we obtain a result for
the case d = 2µ.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
This paper is concerned with the unique continuation properties of the differential inequality
|∆µu| ≤ |Vu|, µ ∈ N, (1.1)
where V is a function on Rd. Let us first make precise what we will mean by unique continuation property:
Definition. Given a partial differential equation or an inequality in Rd, we say that it has the unique continuation property
if its solution cannot vanish in a non-empty open subset of Rd without being identically zero.
Themajormethod to obtain suchproperty is based on so-calledCarlemanestimateswhich areweighted apriori estimates
for the associated solutions. The original idea goes back to Carleman [1], who obtained the property for the elliptic equation
1u = Vuwhen V ∈ L∞loc(R2). This result was extended to higher dimensions d ≥ 3 by Müller [7]. Since then, the properties
of unique continuation for the case V ∈ Lploc(Rd), p < ∞, were extensively studied in connection with the problem of
absence of positive eigenvalues of the Schrödinger operator−∆+V . Among others, Jerison and Kenig [2] proved the unique
continuationwhen the differential inequality |1u| ≤ |Vu| holds for V ∈ Ld/2loc (Rd), d > 2. This result is optimal in the context
of Lp spaces [2,9,3,4].
In [5], Laba extended the above result to higher powers of the Laplacian when the differential inequality (1.1) holds for
V ∈ Ld/2µloc (Rd), d > 2µ. This extension was obtained by using a delicate Carleman estimate, proved in [2], which states that
for all u ∈ C∞0 (Rd \ {0}), τ > (d− 2µ)/2 ≥ 0,
∥ |x|−τu∥
L
2d
d−2µ
≤ C∥ |x|−τ∆µu∥
L
2d
d+2µ
,
where C depends only on dist (τ − (d− 2µ)/2, N). There are also many unique continuation results for (1.1) with a more
singular V = |x|−2µ. (See [6] and the references therein.)
Note that V = |x|−2µ ∈ L1,∞(R2µ) and that there is a counterexample [3] to unique continuation for |1u| ≤ |Vu| with
V ∈ L1loc(R2). However, to the best of our knowledge, there are no results, either positive or negative, on unique continuation
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for (1.1) when d = 2µ,µ ≥ 2. The aim of this paper is to obtain a unique continuation result for this case. The method here
does not rely on Carleman estimates. So it is simpler, and uses the fundamental solution of the Laplacian in R2.
Our result is the following.
Theorem 1.1. Let d = 2µ for µ ∈ N. Then the solution u ∈ W 2µ,1loc (Rd) of (1.1) has the unique continuation property (see
definition above) if for all R > 0
lim
r→0 supx∈Rd

|x−y|<r
ln(|x− y|−1)|V1R(y)|dy = 0. (1.2)
Here 1R denotes the characteristic function of {y : |y| ≤ R} and W 2µ,1loc (Rd) is the Sobolev space of functions whose derivatives
up to order 2µ belong to L1loc(R
d).
Remark 1.2. Let C denote a function class of V satisfying (1.2). Then we see that Lploc(R
d) ⊂ C ⊂ L1loc(Rd) for all p > 1.
Indeed, if V ∈ Lploc(Rd), from Hölder’s inequality, we get
sup
x∈Rd

|x−y|<r
ln(|x− y|−1)|V1R(y)|dy ≤ C

|y|<r
| ln(|y |−1)|p′dy
1/p′
.
Using polar coordinates, one can easily see that the right-hand side of the above goes to zero as r → 0. So it follows that
V ∈ C. On the other hand, if V ∈ C, there is 0 < r0 < 1/2 such that
sup
x∈Rd

|x−y|<r0
ln(|x− y|−1)|V1R(y)|dy ≤ 1.
Since ln(|x|−1) ≥ ln 2 for |x| < r0, we then have
sup
x∈Rd

|x−y|<r0
|V1R(y)|dy ≤ 1ln 2 .
This yields that V ∈ L1loc(Rd).
Remark 1.3. Replacing (1.2) with a slightly weaker condition (3.7), one can see that the above theorem is also valid. (See
Section 3.) From the proof of the theorem, we also see that the whole space Rd can be replaced by an open connected
subsetΩ .
Throughout this paper, the letter C stands for positive constants possibly different at each occurrence. Also, we use B(a, r)
to mean a ball of radius r with center at a and 1B(a,r) to denote the characteristic function of the ball.
2. Fundamental lemma
In this section we prove the following lemma which will be used in Section 3 for the proof of Theorem 1.1.
Lemma 2.1. Let d = 2µ for µ ∈ N. Then we have for all x ∈ Rd
u(x) =C 
Rd
ln(|x− y|−1)(−∆)µu(y)dy
whenever u ∈ C∞0 (Rd). HereC is a positive constant depending on d.
Proof. Setting φ(y) = ln(|y|−1) and fµ(y) = (−∆)µu(y), we have to show
u(x) =C 
Rd
φ(x− y)fµ(y)dy. (2.1)
This will be proved by making use of direct computations and integration by parts.
Firstly, we claim that if d > 2
Rd
φ(x− y)fµ(y)dy = − lim
ε→0

Rd\B(0,ε)
1φ(y)fµ−1(x− y)dy. (2.2)
To show this, let us decompose the integral in the left-hand side of (2.2) into two parts,
B(0,ε)
φ(y)fµ(x− y)dy and

Rd\B(0,ε)
φ(y)fµ(x− y)dy.
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Then we easily see that the first part is bounded by
∥(−∆)µu∥L∞

B(0,ε)
ln |y|dy
 ≤ Cεd| ln ε|. (2.3)
On the other hand, using integration by parts, the second part equals
Rn\B(0,ε)
∇φ(y) · ∇fµ−1(x− y)dy−

∂B(0,ε)
φ(y)
∂ fµ−1
∂ν
(x− y)dS(y), (2.4)
where ν denotes the inward pointing unit normal along the boundary ∂B(0, ε). Then it is easy to see that the second term
in (2.4) is bounded by
∥∇fµ−1∥L∞

∂B(0,ε)
ln |y|dy
 ≤ Cεd−1| ln ε|. (2.5)
Hence, by (2.3)–(2.5), we see that
Rd
φ(x− y)fµ(y)dy = lim
ε→0

Rn\B(0,ε)
∇φ(y) · ∇fµ−1(x− y)dy. (2.6)
Now, using integration by parts again, the integral on the right-hand side of (2.6) becomes
−

Rd\B(0,ε)
1φ(y)fµ−1(x− y)dy+

∂B(0,ε)
∂φ
∂ν
(y)fµ−1(x− y)dS(y).
Note that the second term in the above is bounded by
∥fµ−1∥L∞

∂B(0,ε)
∂φ∂ν (y)
 dS(y) ≤ Cεd−2. (2.7)
Hence, by (2.6) and (2.7), we get (2.2).
Next, repeating the above argument, we get that if d > 2(µ− 1)
Rd
φ(x− y)fµ(y)dy = (−1)µ−1 lim
ε→0

Rd\B(0,ε)
∆µ−1φ(y)f1(x− y)dy. (2.8)
Using integration by parts, the integral on the right-hand side of (2.8) equals
Rd\B(0,ε)
∇(∆µ−1φ)(y) · ∇u(x− y)dy−

∂B(0,ε)
∆µ−1φ(y)
∂u
∂ν
(x− y)dS(y). (2.9)
Note that the second term in (2.9) is bounded by
C∥∇u∥L∞

∂B(0,ε)
|∆µ−1φ(y)|dS(y) ≤ Cε,
since an easy computation shows that
∆µφ(y) = Aµ|y|−2µ, (2.10)
where Aµ = (−1)µ−1 · 2 · 4 · · · (2µ − 2) · (d − 2)(d − 4) · · · (d − 2µ). (If µ = 1, then Aµ = (d − 2).) On the other hand,
using integration by parts again, the first term in (2.9) equals
−

Rd\B(0,ε)
∆µφ(y)u(x− y)dy+

∂B(0,ε)
∂(∆µ−1φ)
∂ν
(y)u(x− y)dS(y). (2.11)
By (2.10) and the fact that d = 2µ, we see that∆µφ(y) = 0 inRd \B(0, ε). So the first term in (2.11) vanishes. Consequently,
from (2.8), it follows that
Rd
φ(x− y)fµ(y)dy = (−1)µ−1 lim
ε→0

∂B(0,ε)
∂(∆µ−1φ)
∂ν
(y)u(x− y)dS(y). (2.12)
Finally, we compute the right-hand side of (2.12) to obtain (2.1). From (2.10), we see that if µ ≥ 2
∂(∆µ−1φ)
∂ν
(y) = ν · ∇(∆µ−1φ)(y) = −y|y| · ∇(Aµ−1|y|
−2(µ−1)) = 2(µ− 1)Aµ−1|y|2µ−1 ,
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and if µ = 1
∂(∆µ−1φ)
∂ν
(y) = ∂φ
∂ν
(y) = ν · ∇φ(y) = −y|y| ·
−y
|y|2 =
1
|y| .
Hence we get
∂(∆µ−1φ)
∂ν
(y) = Bµ
ε2µ−1
, y ∈ ∂B(0, ε),
where Bµ = 2(µ− 1)Aµ−1 if µ ≥ 2 and Bµ = 1 if µ = 1. Combining this with (2.12), we obtain
Rd
φ(x− y)fµ(y)dy = (−1)µ−1Cµ lim
ε→0
1
|∂B(0, ε)|

∂B(0,ε)
u(x− y)dS(y)
= (−1)µ−1Cµu(x),
where Cµ = |∂B(0, 1)|Bµ. This completes the proof. 
3. Unique continuation
Here we prove Theorem 1.1. Without loss of generality, we need to show that u is identically zero if u vanishes in a
sufficiently small neighborhoodN0 of 0 ∈ Rd.
Let us set φ(y) = ln(|y|−1). We first claim that for a.e. x ∈ Rd and N ≥ 1,
u(x) =C 
Rd

φ(x− y)−
N−1
k=0
(x · ∇)k
k! φ(−y)

(−∆)µu(y)dy, (3.1)
whenever u ∈ W 2µ,1(Rd) has a compact support in Rd \ {0}. When µ = 1, (3.1) can be found in [8]. We basically follow the
argument there to show (3.1). First we assume that u ∈ C∞0 (Rd). Then, from Lemma 2.1, we see that
u(x) =C 
Rd
φ(x− y)(−∆)µu(y)dy (3.2)
for all x ∈ Rd. Since u vanishes inN0, the (N − 1)th degree Taylor polynomial of u at 0 must be zero. That is,
|α|≤N−1
Dαu(0)
α! x
α ≡ 0. (3.3)
Here α denotes the usual multiindex notation.1 From (3.2), we note that (3.3) can be rewritten as
C 
Rd

|α|≤N−1
Dαφ(−y)
α! x
α(−∆)µu(y)dy ≡ 0. (3.4)
Then, we subtract (3.4) from both sides of (3.2) to obtain
u(x) =C 
Rd

φ(x− y)−

|α|≤N−1
Dαφ(−y)
α! x
α

(−∆)µu(y)dy
which is equivalent to (3.1). Now, by a standard limiting argument (involving a C∞0 approximate identity), one can easily
see that (3.1) holds for u ∈ W 2µ,1(Rd)which has a compact support in Rd \ {0}.
Let η be a smooth function such that supp η ⊂ B(0, 2r0) and η = 1 on B(0, r0) for r0 (<1/8)which will be chosen later.
Then, since we are assuming that u ∈ W 2µ,1loc (Rd) and that u vanishes in N0, it is easy to see that ηu belongs to W 2µ,1(Rd)
and has a compact support in Rd \ {0}. So, applying (3.1) to ηu and using the following known estimate (see Lemma in [8]),φ(x− y)− N−1
k=0
(x · ∇)k
k! φ(−y)
 ≤ C0

|x|
|y|
N
φ(x− y), |x|, |y| < 1/4,
1 More precisely, |α| = α1 + · · · + αd, α! = α1! · · ·αd!, Dα = ∂α1x1 · · · ∂αdxd , and xα = xα11 · · · xαdd .
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we see that
|ηu(x)| ≤ C 
Rd
C0

|x|
|y|
N
φ(x− y)|(−∆)µ(ηu)(y)|dy
= CC0|x|N(φ ∗ g)(x), (3.5)
where g(y) = |y|−N |(−∆)µ(ηu)(y)|. Hence, it follows from (3.5) that
|x|<r0
|V (x)| · |x|−N |u(x)|dx ≤CC0 
Rd
(φ ∗ g) · 1B(0,r0)|V |dx. (3.6)
Now we will use the following simple lemma.
Lemma 3.1. Let φ(y) = ln(|y|−1). Then the condition (1.2) implies that
lim
r→0

Rd
(φ ∗ h) · 1B(0,r)|V |dx = 0 (3.7)
for all h ∈ L1 satisfying ∥h∥L1 ≤ 1 and supp h ⊂ B(0, r).
Proof. Since h ∈ L1 and supp h ⊂ B(0, r), we see that
Rd
(φ ∗ h) · 1B(0,r)|V |dx =

Rd

Rd
φ(x− y)h(y)dy

1B(0,r)|V |(x)dx
=

Rd

Rd
φ(x− y)1B(0,r)|V |(x)dx

h(y)dy
≤

sup
|y|<r

|x|<r
φ(x− y)1B(0,r)|V |(x)dx

∥h∥L1
≤

sup
y∈Rd

|y−x|<2r
φ(x− y)1B(0,r)|V |(x)dx

∥h∥L1 . (3.8)
Here we used the fact that {|x| < r, |y| < r} ⊂ {|x − y| < 2r} for the last inequality. Now, the condition (1.2) directly
implies that the right-hand side of (3.8) goes to zero as r → 0. This completes the proof. 
From (1.1) and the fact that |(−∆)µ(ηu)(y)| = |(−∆)µu(y)| for y ∈ B(0, r0), we see that
∥g∥L1 ≤

|y|<r0
|V (y)| · |y|−N |u(y)|dy+

|y|≥r0
|y|−N |(−∆)µ(ηu)(y)|dy <∞, (3.9)
since u vanishes near the origin (N0) and (−∆)µ(ηu) ∈ L1. Let us first consider the case where ∥g∥L1 ≠ 0. By applying
Lemma 3.1 to h = g/∥g∥L1 , the right-hand side of (3.6) is now bounded by 12∥g∥L1 if we choose r0 small enough. Hence,
|x|<r0
|V (x)| · |x|−N |u(x)|dx ≤ 1
2
∥g∥L1 . (3.10)
Combining (3.10) with (3.9), we get
|x|<r0
|V (x)| · |x|−N |u(x)|dx ≤ 2

|y|≥r0
|y|−N |(−∆)µ(ηu)(y)|dy.
Hence, it follows that
|x|<r0
|V (x)|

r0
|x|
N
|u(x)|dx ≤ 2∥(−∆)µ(ηu)∥L1 <∞. (3.11)
Here wemay assume that |V | ≥ 1, since |V | + 1 also satisfies (1.1) and (3.7). Indeed, to show (3.7) for |V | + 1, we only need
to show
lim
r→0

B(0,r)
(φ ∗ h)dx = 0
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provided that ∥h∥L1 ≤ 1 and supp h ⊂ B(0, r). By (3.8) when |V | = 1, this follows from
lim
r→0

B(0,2r)
φdx = 0
which can be easily shown by a computation. Therefore, from (3.11),
|x|< r02
2N |u(x)|dx ≤

|x|<r0
|V (x)|

r0
|x|
N
|u(x)|dx <∞. (3.12)
By letting N → ∞ in (3.12), we conclude that u vanishes in B(0, r02 ). Then, using a standard connectedness argument, we
see that umust be identically zero in Rd.
Now we consider the remaining case where ∥g∥L1 = 0. From (3.8) with h = g , we see that
Rd
(φ ∗ g) · 1B(0,r0)|V |dx ≤
1
2
∥g∥L1 = 0
if we choose r0 small enough. Hence, by this and (3.6), it follows that
|x|<r0
|V (x)| · |x|−N |u(x)|dx = 0.
Here we may assume |V | ≥ 1 as before, since |V | + 1 also satisfies (1.1) and (3.8). Hence we conclude that
|x|<r0
|x|−N |u(x)|dx = 0
which implies u = 0 in B(0, r0). This completes the proof.
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