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Resumo
Lı´quidos super-resfriados sa˜o sistemas fora do equilı´brio, em que um material permanece
no estado lı´quido mesmo a temperaturas abaixo da temperatura de fusa˜o. A temperaturas ainda
mais baixas, a viscosidade desses materiais aumenta muito e eles deixam de fluir, passando pela
transic¸a˜o vı´trea, atingindo uma fase de so´lido amorfo denominada fase vı´trea. Neste trabalho,
apresentamos um estudo dos efeitos causados por variac¸o˜es no tamanho do sistema por meio
de duas abordagens. A primeira, teo´rica, trata da compactificac¸a˜o de uma das dimenso˜es do
sistema, levando-o a um filme quase bidimensional. Mostramos que a temperatura da transic¸a˜o
aumenta com a diminuic¸a˜o do comprimento da dimensa˜o compactificada, chegando a uma di-
vergeˆncia quando esse comprimento vai a zero. A segunda abordagem, nume´rica, trata do efeito
que a mudanc¸a na quantidade de partı´culas que compo˜em o sistema tem sobre a transic¸a˜o.
Atingimos a transic¸a˜o vı´trea para um sistema de 64 partı´culas. Por fim, obtivemos evideˆncias
nume´ricas que concordam com o resultado analtı´co.
Palavras Chave: lı´quidos super-resfriados; transic¸a˜o vı´trea; efeitos de tamanho finito.
Abstract
Super-cooled liquids are out-of-equilibrium systems in which a material remains in the li-
quid phase at temperatures lower then its melting point. At even lower temperatures, these
materials stop flowing, passing through the glass transition, solidifying to an amorphous glassy
phase. In this work, we present the effects caused by changes in the system size, using two
different approaches. In the first one, theoretical, we compactify one dimension of the system,
leading to a quasi bi-dimensional film. We show that the transition temperature increases with
decreasing thickness, reaching a divergence when it vanishes. In the second, numerical appro-
ach, we study the effect of changing the number of particles in the transition. We reach the
glass transition for a 64 particle system. Lastly, we obtain numerical evidences that confirm the
analytical result.
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Introduc¸a˜o
Ao diminuir a temperatura de um lı´quido, eventualmente atingimos sua temperatura de
solidificac¸a˜o (Tm), em que esperamos que ocorra uma transic¸a˜o de fase de primeira ordem, para
uma fase cristalina. Sob certas condic¸o˜es, entretanto, e´ possı´vel manter alguns materiais em uma
fase meta-esta´vel abaixo de Tm, denominada lı´quido super-resfriado, evitando a cristalizac¸a˜o
[1, 2, 3].
Se diminuı´mos ainda mais a temperatura do sistema, sua viscosidade (η) aumenta conti-
nuamente ate´ atingir valores suficientemente altos para que o lı´quido deixe de fluir e obtemos,
enta˜o, uma fase so´lida amorfa [2]. Simultaneamente, seu tempo de relaxac¸a˜o (τR) cresce de
maneira muito acentuada, atingindo valores maiores que a escala de tempo disponı´vel para o
experimento (convencionalmente, texp ∼ 103s), e o sistema fica fora do equilı´brio, formando um
vidro [1]. A temperatura em que ocorre a denominada transic¸a˜o vı´trea dinaˆmica, ou simples-
mente transic¸a˜o vı´trea, (Tg) e´ definida por meio dessas duas grandezas: η(Tg) = 1013Poise ou
τR(T < Tg) > texp [1, 2]. Vale ressaltar que estas duas maneiras de definir Tg sa˜o equivalentes,
uma vez que τR ∝ η pelo modelo de Maxwell para lı´quidos.1
A Figura 1 [1] mostra uma representac¸a˜o da entropia como func¸a˜o da temperatura para
as fases lı´quida (e de lı´quido super-resfriado), vı´trea e cristalina. A linha pontilhada e´ uma
extrapolac¸a˜o da entropia do lı´quido. A mudanc¸a do comportamento da entropia, que ocorre
em torno de Tg, indica que o comportamento do sistema tambe´m deve mudar nesta regia˜o.
Mostramos ao longo do texto que isso realmente ocorre e que tanto os lı´quidos super-resfriados
quanto a transic¸a˜o vı´trea apresentam caracterı´sticas bastante peculiares.
As temperaturas marcadas no gra´fico sa˜o pro´prias desses sistemas e, sobre elas, sa˜o apre-
sentados os respectivos tempos de relaxac¸a˜o. Ale´m das duas ja´ apresentadas, Tm e Tg, as de-
mais sa˜o previstas e explicadas por diferentes teorias e abordagens, que expomos nos pro´ximos
Capı´tulos.
Apesar de serem estudados desde meados do se´culo passado, ainda na˜o existe uma teoria
completa para descrever os lı´quidos super-refriados, a transic¸a˜o vı´trea e os vidros. Ha´ uma
1Pela equac¸a˜o que relaciona viscosidade, tempo de relaxac¸a˜o e mo´dulo de cisalhamento. Para mais detalhes,
ver [3].
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Figura 1: Representac¸a˜o esquema´tica da entropia como func¸a˜o da temperatura em um lı´quido [1]. As
temperaturas relevantes em nosso estudo esta˜o marcadas: Tm e´ a temperatura de fusa˜o; Tc e´ a tempera-
tura em que a teoria do acoplamento de modos (MCT) e o modelo de p-spins preveˆem uma transic¸a˜o
dinaˆmica; Tx e´ a temperatura de crossover de Goldstein; Tg e´ temperatura da transic¸a˜o vı´trea dinaˆmica;
Tk e´ a temperatura da crise da entropia de Kauzmann; T0 e´ a temperatura em que a lei VFT preveˆ uma
divergeˆncia do tempo de relaxac¸a˜o. Sobre cada temperatura, esta˜o os respectivos valores aproximados
dos tempos de relaxac¸a˜o (em segundos).
se´rie de fenoˆmenos observados que sa˜o explicados de maneira fragmentada, por um conjunto
de teorias va´lidas em regio˜es restritas de temperaturas. Fora dessas regio˜es, as teorias passam a
apresentar problemas de previsa˜o [1]. Ale´m disso, um problema pouco analisado na literatura
e´ como o tamanho do sistema influencia em suas propriedades, como a pro´pria temperatura em
que a transic¸a˜o ocorre.
Neste trabalho, analisamos os efeitos de tamanho finito na transic¸a˜o vı´trea por uma abor-
dagem via Teoria Quaˆntica de Campos e outra computacional. Na primeira, compactificamos
uma das dimenso˜es do sistema, levando-o a um filme quase bidimensional. Dessa maneira,
verificamos o aumento da temperatura em que ocorre a transic¸a˜o vı´trea quando diminuı´mos o
comprimento da dimensa˜o compactificada, L. Mostramos, ainda, que ha´ uma divergeˆncia nessa
temperatura no limite L→ 0, indicando a existeˆncia de uma diferenc¸a fundamental entre as
transic¸o˜es vı´treas em duas e treˆs dimenso˜es.
Na abordagem computacional, a ana´lise deve ser feita com a variac¸a˜o na quantidade de
partı´culas que compo˜em o sistema. Mostramos que o sistema passa pela transic¸a˜o para N = 64
partı´culas. Ana´lises para maiores quantidades ainda esta˜o em andamento. O principal resul-
tado, entretanto, surge quando passamos do sistema em caixa cu´bica para caixas com uma das
dimenso˜es varia´vel (Lx), tendendo a um filme. Neste caso, mostramos que valores menores de
Lx implicam em uma temperatura de transic¸a˜o mais alta. Este resultado esta´ de acordo com o
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obtido na abordagem teo´rica.
Esta tese esta´ organizada da seguinte maneira: no Capı´tulo 1, apresentamos as carac-
terı´sticas gerais dos lı´quidos super-resfriados e as marcas da transic¸a˜o vı´trea; no Capı´tulo 2,
fazemos uma breve revisa˜o da teoria do mosaico ou teoria RFOT, uma das teorias atualmente
utilizadas no estudo desses sistemas; no Capı´tulo 3, apresentamos brevemente o tratamento
teo´rico de transic¸o˜es de fase, o tratamento da transic¸a˜o vı´trea e fazemos a compactificac¸a˜o de
uma das dimenso˜es do sistema para verificar seu efeito sobre a temperatura de transic¸a˜o; no
Capı´tulo 4, apresentamos a metodologia nume´rica utilizada e os resultados obtidos a partir das
simulac¸o˜es; finalmente, no Capı´tulo 5, apresentamos as concluso˜es deste trabalho e perspectivas
de trabalhos futuros.
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1 Caracterı´sticas gerais dos lı´quidos
super-resfriados
Como ja´ vimos, resfriando-se um lı´quido significativamente abaixo de sua temperatura de
fusa˜o, seu tempo de relaxac¸a˜o e sua viscosidade crescem muito rapidamente. A Figura 1.1 [1,
4], em que o logaritmo da viscosidade (a) e o do tempo de relaxac¸a˜o (b) sa˜o plotados em func¸a˜o
do inverso da temperatura (Tg/T ), exemplifica este crescimento para algumas substaˆncias.
(a) (b)
Figura 1.1: (a) Logaritmo da viscosidade versus inverso da temperatura reescalada para algumas substaˆncias [1].
O decaimento do tipo Arrhenius, caracterı´stico de lı´quidos fortes, e´ representado pela linha reta. (b) Logaritmo
do tempo de relaxac¸a˜o versus inverso da temperatura reescalada [4]. A linha tracejada indica comportamento
Arrhenius.
Pela figura, nota-se que a viscosidade apresenta um crescimento de mais de dez ordens de
grandeza para um decre´scimo de temperatura por um fator de 3. Devido a este crescimento ta˜o
abrupto, a dependeˆncia de Tg com η e´ muito fraca, e a definic¸a˜o utilizada para essa temperatura
faz sentido. Uma ana´lise semelhante e´ va´lida para o tempo de relaxac¸a˜o [1, 2].
As curvas de viscosidade sa˜o bem ajustadas pela chamada lei de Vogel-Fulcher-Tamman
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(VFT) 1,
η(T ) = η∞e
∆
T−T0 , (1.1)
onde η∞, ∆ e T0 sa˜o paraˆmetros dependentes do sistema. Se T0 = 0, esta relac¸a˜o se reduz a` lei
de Arrhenius (η(T ) = η∞e∆/T ). Caso contra´rio, a viscosidade apresenta uma divergeˆncia em
T = T0 < Tg.
Ainda analisando a Figura 1.1(a), veˆ-se que a curva de viscosidade de alguns sistemas
se aproxima bastante da linha reta, que descreve o crescimento do tipo Arrhenius, enquanto
a de outros desvia bastante da reta, apresentando um crescimento suave a altas temperaturas,
que vai se acentuando com a diminuic¸a˜o da temperatura (comportamento “super-Arrhenius”).
Dessa diferenc¸a de comportamento, surge a classificac¸a˜o em lı´quidos fortes, que apresentam
comportamento Arrhenius, ou lı´quidos fra´geis, com comportamento super-Arrhenius [5].
Precisamos, entretanto, ser cuidadosos com esta classificac¸a˜o, ja´ que ha´ uma se´rie de com-
portamentos entre o completamente Arrhenius e o mais distante deste. A diferenc¸a entre os
comportamentos das curvas e´ mais evidente pro´ximo a` temperatura da transic¸a˜o vı´trea (o que
pode ser observado na Figura 1.1(a)), levando a` necessidade de quantificar precisamente o que
estamos chamando de fragilidade. Assim, medimos a fragilidade de um sistema pela inclinac¸a˜o
da curva logη vs. Tg/T , em T = Tg: quanto maior a inclinac¸a˜o, maior o crescimento da viscosi-
dade e maior a fragilidade do sistema ([5]). Os lı´quidos fra´geis, em geral, sa˜o de maior interesse,
uma vez que apresentam uma mudanc¸a de comportamento nı´tida pro´ximo a Tg, indicando que
esta e´, realmente, uma quantidade significativa.
Ao contra´rio do que ocorre em uma transic¸a˜o termodinaˆmica padra˜o, um sistema na transic¸a˜o
vı´trea na˜o apresenta um comprimento caracterı´stico divergente (o comprimento de correlac¸a˜o
ξ ). Isso se deve a` auseˆncia de mudanc¸as estruturais significativas na transic¸a˜o [6, 7], como
aponta a Figura 1.2 [1], que mostra o fator de estrutura esta´tica SAA(q) de um lı´quido para treˆs
valores de temperatura. O tempo de relaxac¸a˜o do sistema muda drasticamente com a tempera-
tura enquanto o comportamento das curvas SAA(q) se mante´m qualitativamente inalterado. As
demais func¸o˜es de correlac¸a˜o esta´ticas apresentam comportamento semelhante [2]. Assim, para
verificar possı´veis variac¸o˜es na estrutura do sistema e, consequentemente, obter informac¸o˜es
sobre a transic¸a˜o, precisamos analisar as func¸o˜es de correlac¸a˜o dinaˆmicas.





〈|x j(t)− x j(0)|2〉 (1.2)
1Novamente, como η e τR sa˜o proporcionais, a mesma lei vale para o tempo de relaxac¸a˜o.
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Figura 1.2: Fator de estrutura esta´tica para um lı´quido com interac¸a˜o Lennard-Jones, a treˆs temperaturas. O
tempo de relaxac¸a˜o muda em 4 ordens de grandeza, mas o fator de estrutura e´ semelhante nos treˆs casos [1].
e as func¸o˜es de espalhamento coerente e incoerente, definidas respectivamente por









〈eiq[x j(t)−x j(0)]〉. (1.4)
As me´dias sa˜o sobre os processos dinaˆmicos [2]. O comportamento destas grandezas nas ad-
jaceˆncias da transic¸a˜o vı´trea e´ mostrado na Figura 1.3 [1, 8].
(a) (b)
Figura 1.3: (a) Func¸a˜o de espalhamento incoerente, com vetor de onda fixo, como func¸a˜o do tempo [1]. (b)
Deslocamento quadra´tico me´dio como func¸a˜o do tempo [8]. Os dois gra´ficos apresentam curvas para diversas
temperaturas acima de Tg.
Observa-se, pela Figura 1.3(a), que o decaimento de Fs(q, t) se torna mais lento com a
diminuic¸a˜o da temperatura ate´ que ocorre uma mudanc¸a qualitativa em sua forma: ocorrem dois
processos distintos de relaxac¸a˜o, separados por um plateau, em que a dependeˆncia temporal
e´ muito fraca. Este decaimento e´ denominado relaxac¸a˜o em dois passos e e´ considerado a
“impressa˜o digital” da transic¸a˜o vı´trea [1].
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A relaxac¸a˜o em dois passos requer uma descric¸a˜o de duas escalas temporais. Primeira-
mente, ocorre um processo de relaxac¸a˜o ra´pida, relacionado a` aproximac¸a˜o do plateau e fraca-
mente dependente da temperatura, que denominamos relaxac¸a˜o β (⇒ τβ ). Posteriormente, ha´
um processo lento, que se relaciona ao decaimendo a partir do plateau e depende fortemente de
T, denominado relaxac¸a˜o α (⇒ τα ) [1].
A Figura 1.3(b) mostra que a forma da curva do deslocamento quadra´tico me´dio tambe´m
muda com a diminuic¸a˜o da temperatura, o que pode ser interpretado de maneira bem simples.
Na regia˜o temporal do plateau, 〈∆r2(t)〉 cresce muito pouco com o tempo e possui um valor
pequeno, menor que o quadrado da distaˆncia entre partı´culas [8]. Formulamos, assim, a hipo´tese
de que ocorre a formac¸a˜o de gaiolas, em que uma dada partı´cula fica presa em uma pequena
regia˜o “cercada” por suas vizinhas. Enquanto a partı´cula esta´ presa, ela vibra dentro da gaiola
(relaxac¸a˜o β ) ate´ conseguir encontrar a saı´da, quando a gaiola se desfaz (relaxac¸a˜o α), o que
pode ser visto como uma reorganizac¸a˜o cooperativa das gaiolas.
A descric¸a˜o da superfı´cie de energia de Goldstein [9] leva a uma reinterpretac¸a˜o, no espac¸o
de fase, do engaiolamento. Os mı´nimos locais da superfı´cie de energia, que descreve o sistema
no espac¸o de fase, correspondem a`s configurac¸o˜es da fase amorfa (o mı´nimo global, que corres-
ponde a` fase cristalina, na˜o e´ considerado nesse estudo). A temperaturas suficientemente baixas,
o lı´quido super-resfriado explora o espac¸o de fase por meio de saltos, ativados termicamente,
entre mı´nimos diferentes, mas com energias pro´ximas, separados por barreiras de energia po-
tencial. No espac¸o real, os saltos correspondem a` reorganizac¸a˜o de um nu´mero pequeno de
partı´culas em uma regia˜o restrita do espac¸o (ou seja, acesso a outra configurac¸a˜o do sistema),
que afetam fracamente partı´culas distantes. A barreira que separa dois mı´nimos e´ proporcional
ao nu´mero de partı´culas envolvidas no rearranjo.
Quando a temperatura aumenta, a quantidade de partı´culas envolvidas nos rearranjos e,
portanto, o tamanho da barreira entre dois mı´nimos diminuem, ate´ que a descric¸a˜o de Goldstein
deixa de fazer sentido, isto e´, a ativac¸a˜o deixa de ser o mecanismo de reorganizac¸a˜o do sistema
e o lı´quido se torna menos viscoso. Isso ocorre a uma temperatura Tx, denominada temperatura
de crossover, entre as temperaturas de fusa˜o e da transic¸a˜o vı´trea (segundo a pro´pria refereˆncia
[9], em que se estima o tempo de relaxac¸a˜o do sistema em Tx).
A separac¸a˜o da dinaˆmica dos lı´quidos super-resfriados em ra´pida (vibrac¸a˜o dentro da gaiola
≡ vibrac¸a˜o em torno de um mı´nimo de energia) e lenta (reorganizac¸a˜o da estrutura ≡ salto
entre barreiras) sugere que a entropia desses sistemas pode ser dividida em uma contribuic¸a˜o
vibracional e outra configuracional, que conta o nu´mero de estruturas desordenadas (ou de
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mı´nimos do espac¸o de fase) que o lı´quido pode assumir [1, 2]:
Sliq(T ) = Svib(T )+Sc(T ). (1.5)
Assume-se que a contribuic¸a˜o vibracional e´ da ordem da entropia do cristal correspondente, o
que nos possibilita estimar a entropia configuracional





[Cliq(T ′)−Ccris(T ′)], (1.6)
onde ∆Sm ≡ Sliq(Tm)−Scris(Tm) e C(T ) = T ∂S∂T e´ o calor especı´fico.
A Figura 1.4 [4] mostra a estimativa de Sc para quatro lı´quidos fra´geis, obtidas pela medida
do calor especı´fico e pela equac¸a˜o (1.6). Como ja´ vimos, abaixo de Tg, o tempo de relaxac¸a˜o
estrutural do sistema se torna da ordem do tempo experimental. O sistema, enta˜o, na˜o tem
tempo suficiente para se rearranjar e, portanto, as vibrac¸o˜es se sobrepo˜em aos rearranjos e o
calor especı´fico do lı´quido e do cristal passam a ser da mesma ordem (ver o salto mostrado
pela Figura 1.5 (a), que tambe´m ocorre para outras susceptibilidades [10, 11]), o que faz Sc ser
aproximadamente constante [2].
(a) (b) (c) (d)
Figura 1.4: Entropia configuracional em func¸a˜o da temperatura para algumas substaˆncias [4]. Abaixo de Tg, o
lı´quido sai do estado de equilı´brio. Os quadrados pretos sa˜o dados experimentais; os cı´rculos sa˜o derivados dos
dados da Figura 1.1(b); as linhas sa˜o extrapolac¸o˜es dos dados de equilı´brio (T ≥ Tg) para temperaturas abaixo de
Tg, que vai a zero em T = TK .
Uma boa extrapolac¸a˜o das curvas da entropia configuracional para T < Tg (linhas contı´nuas
da Figura 1.4) e´ dada por






onde os paraˆmetros S∞ e TK veˆm dos dados acima de Tg. Por esta equac¸a˜o, vemos que Sc
deve se anular a uma temperatura finita TK e a entropia do lı´quido se torna igual a` do cristal,
o que e´ conhecido como crise da entropia de Kauzmann. O pro´prio Kauzmann [11] propoˆs
uma possı´vel soluc¸a˜o para este “paradoxo”, dizendo que, em alguma temperatura entre Tg e TK ,
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Figura 1.5: Variac¸a˜o do calor especı´fico (a) e da entropia (b) do etanol super-resfriado em comparac¸a˜o aos dados
da fase cristalina [12]. O calor especı´fico apresenta um salto em Tg para um valor pro´ximo ao do cristal. A curva
da entropia e´ equivalente a`s mostradas na Figura 1.4.
a barreira de energia livre para a nucleac¸a˜o cristalina passa a ser da mesma ordem da barreira
entre as diferentes configurac¸o˜es do lı´quido. O mesmo ocorre para os tempos de nucleac¸a˜o
cristalina e de relaxac¸a˜o estrutural do lı´quido. O lı´quido na˜o tem como evitar a cristalizac¸a˜o e a
extrapolac¸a˜o da entropia configuracional na˜o tem sentido fı´sico.
Em uma explicac¸a˜o alternativa, assume-se que a existeˆncia da fase cristalina e´ irrelevante
para o sistema. A extrapolac¸a˜o da entropia configuracional sugere que, em TK , o sistema passa
por uma transic¸a˜o de fase, em que o nu´mero de estados acessı´veis ao lı´quido passa a ser muito
pequeno, ja´ que Sc = 0, e o sistema fica preso em uma estrutura amorfa, que denominamos vidro
ideal. Esta explicac¸a˜o ganha suporte no fato de que, na maioria dos lı´quidos fra´geis, T0 ∼ TK , o
que implica que a viscosidade e o tempo de relaxac¸a˜o divergem em TK e, portanto, a estrutura
do sistema e´ esta´vel termodinamicamente a partir dessa temperatura. Como em Tg ocorre a
transic¸a˜o real para a fase vı´trea e, portanto, o sistema fica retido em um estado amorfo, fora do
equilı´brio, a transic¸a˜o ideal na˜o e´ observa´vel, porque exige que o sistema esteja em equilı´brio
[2].
Outra caracterı´stica que os lı´quidos super-resfriados apresentam quando a temperatura se
aproxima de Tg sa˜o as denominadas heterogeneidades dinaˆmicas. Elas surgem na teoria quando





δ (x− xi(t)), (1.8)











onde f (x) e´ uma func¸a˜o arbitra´ria do campo de densidade, com alcance r0. Cˆ(r, t) nos da´
informac¸o˜es sobre a dinaˆmica em torno do ponto r.
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Podemos introduzir uma func¸a˜o de correlac¸a˜o dinaˆmica a quatro pontos
G4(r, t) = 〈Cˆ(r, t)Cˆ(0, t)〉−〈Cˆ(r, t)〉〈Cˆ(0, t)〉, (1.10)
que decai como G4(r, t)∼ exp(−r/ξ (t)), definindo um comprimento de correlac¸a˜o dinaˆmico.
Em grande parte dos lı´quidos super-resfriados, ξ (t) cresce quando t se aproxima do plateau,
atingindo o valor ma´ximo ξ¯ quando t ∼ τα [2]. Valores grandes de ξ¯ indicam que, se uma dada
regia˜o e´ mais mo´vel (relaxa mais rapidamente do que a me´dia), sua vizinhanc¸a tambe´m sera´
mais mo´vel e o mesmo vale para regio˜es lentas. Vemos, enta˜o, que a dinaˆmica do sistema e´
cooperativa e caracterizada por um mecanismo de facilitac¸a˜o. As heterogeneidades dinaˆmicas
sa˜o essas regio˜es de rearranjos cooperativos. A Figura 1.6 [13] mostra as heterogeneidades
dinaˆmicas de um lı´quido super-resfriado.
Figura 1.6: Heterogeneidades dinaˆmicas em um lı´quido super-resfriado em 2 dimenso˜es, composto por 10000
partı´culas, apo´s uma frac¸a˜o do tempo de relaxac¸a˜o estrutural. As cores das partı´culas sa˜o determinadas de acordo
com o quanto elas se moveram com relac¸a˜o a`s posic¸o˜es iniciais: as partı´culas em vermelho escuro se moveram
mais que o diaˆmetro de uma partı´cula; as em azul escuro, na˜o se moveram; as cores intermedia´rias do espectro
representam deslocamentos intermedia´rios. [13]
Vimos ate´ agora que a transic¸a˜o vı´trea apresenta algumas peculiaridades, o que a torna
bem diferente das transic¸o˜es usualmente estudadas. Suas principais caracterı´sticas sa˜o: o cres-
cimento acentuado do tempo de relaxac¸a˜o com a diminuic¸a˜o da temperatura, com uma di-
vergeˆncia em T0, que na˜o chega a ocorrer, porque o sistema sai do estado de equilı´brio em
Tg > T0; a relaxac¸a˜o em dois passos, com uma dinaˆmica vibracional ra´pida e uma relaxac¸a˜o
estrutural lenta, separadas por um plateau; o decrescimento da entropia configuracional do
lı´quido, que se anula, de acordo com a extrapolac¸a˜o dos dados de equilı´brio, em TK (∼ T0 em
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alguns sistemas); o surgimento das heterogeneidades dinaˆmicas, que sa˜o regio˜es bem separadas
do sistema que conteˆm partı´culas mo´veis ou lentas.
Seguimos, agora, para uma revisa˜o de algumas teorias que descrevem as fases vı´trea e de
lı´quido super-resfriado na tentativa de compreender e descrever mais precisamente a transic¸a˜o
entre as duas.
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2 Teoria do Mosaico
A Teoria do Mosaico ou Teoria da Transic¸a˜o de Primeira Ordem Amorfa (sigla em ingleˆs:
RFOT) e´ uma tentativa de obter uma teoria completa da transic¸a˜o lı´quido-vidro e das fases de
lı´quido super-resfriado e vı´trea, reunindo uma se´rie de teorias inicialmente independentes. Ela
se inicia na de´cada de 1980, com uma se´rie de artigos de Kirkpatrik, Thirumalai e Wolynes,
responsa´veis por introduzir o termo “RFOT” [1, 2, 14].
Em termos pra´ticos, a teoria RFOT visa a construc¸a˜o de um modelo para a transic¸a˜o vı´trea
semelhante ao de transic¸o˜es de fase padra˜o. Primeiramente, constroem-se teorias qualitati-
vas para descrever as caracterı´sticas que apresentamos no capı´tulo anterior. Posteriormente,
buscam-se teorias quantitativas aproximadas para, finalmente, introduzir as correc¸o˜es proveni-
entes de flutuac¸o˜es do sistema. Esta abordagem e´ mostrada nas sec¸o˜es seguintes, por meio da
apresentac¸a˜o das teorias que servem de base a` teoria RFOT.
2.1 Teorias de campo me´dio qualitativas
2.1.1 Modelo de p-spins
Vidros de spin sa˜o materiais caracterizados por sua tendeˆncia ao desordenamento magne´tico
e espacial [15]. Existem alguns modelos que descrevem estes sistemas e, entre eles, o de p-spins
e´ o que mais se assemelha aos vidros estruturais [16], nosso objeto de estudo.





Ji1,··· ,ipσi1 · · ·σip, (2.1)
onde os σi’s sa˜o varia´veis reais sujeitas a um vı´nculo esfe´rico, ∑iσ2i = N (modelo de p-spins
esfe´rico), ou sa˜o varia´veis de Ising, σi =±1, e Ji1,··· ,ip sa˜o varia´veis de acoplamento dos graus
de liberdade σ , com distribuic¸a˜o gaussiana, de me´dia nula e variaˆncia p!J2/(2N p−1), e inde-
pendentes. Vale notar que a soma e´ sobre TODOS os grupos de spins, na˜o apenas primeiros
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vizinhos e, portanto, trata-se de um modelo de campo me´dio [2, 16].
Esse sistema apresenta uma transic¸a˜o de Kauzmann, a uma temperatura finita TK , em que
sua entropia configuracional se anula e aparecem as demais caracterı´sticas dessa transic¸a˜o apre-
sentadas no Capı´tulo 1. Sua dinaˆmica e´ bastante semelhante a` de lı´quidos super-resfriados na
regia˜o de temperatura Tm > T  Tg, mas o tempo de relaxac¸a˜o, que divergia a uma temperatura
T0 com a lei VFT, passa a divergir com uma lei de poteˆncia a uma temperatura Tc > TK (ver
Figura 2.1).
Resfriando-se o sistema abaixo de Tm, sua func¸a˜o de correlac¸a˜o desenvolve um plateau,
dando origem a um padra˜o de relaxac¸a˜o em dois passos. Como no caso dos lı´quidos super-
resfriados, o comprimento do plateau cresce cada vez mais com a diminuic¸a˜o da temperatura,
divergindo em T = Tc. Interessantemente, na˜o ocorre nenhuma anomalia termodinaˆmica nesta
temperatura, mostrando que a transic¸a˜o em Tc e´ puramente dinaˆmica: ha´, como no caso estrutu-
ral, a formac¸a˜o de gaiolas. Do ponto de vista de energia livre, a descric¸a˜o do comportamento do
sistema tem um paralelo com a descric¸a˜o de Goldstein para vidros estruturais: em Tc, o sistema
fica preso em um estado meta-esta´vel. Os estados meta-esta´veis sa˜o cercados por barreiras de
energia livre infinitas, que o sistema na˜o consegue superar por ativac¸a˜o te´rmica. Assim, os es-
tados meta-esta´veis possuem um tempo de vida infinito e a ergodicidade do sistema e´ quebrada,
levando a` divergeˆncia dinaˆmica [1, 16].
Figura 2.1: Diagrama de fase qualitativo da teoria do mosaico. Observa-se uma transic¸a˜o dinaˆmica em Tc, onde
τα ∼ (T −Tc)−γ (linha contı´nua) e abaixo da qual a entropia configuracional e´ finita e a dinaˆmica na˜o e´ ergo´dica.
As varia´veis com sub-ı´ndice K teˆm relac¸a˜o com a temperatura de Kauzmann, em que a entropia configuracional se
anula. Em sistemas de dimenso˜es finitas, processos de ativac¸a˜o restauram a ergodicidade do sistema abaixo de Tc
e τα diverge em TK seguindo a lei VFT (linha vermelha tracejada) [2].
As equac¸o˜es que descrevem a dinaˆmica de p-spins sa˜o ideˆnticas a`s da Teoria do Acopla-
mento de Modos (MCT) [1, 2, 16], de que trataremos na Sec¸a˜o 2.2.2, e descrevem bem a
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dinaˆmica dos lı´quidos super-resfriados abaixo da temperatura de fusa˜o, mas na˜o pro´ximo a` da
transic¸a˜o vı´trea. O modelo permite, ainda, a definic¸a˜o de uma susceptibilidade dinaˆmica da
forma da equac¸a˜o (1.10), que diverge quando T → Tc e mostra a existeˆncia de heterogeneidades
dinaˆmicas.
As caracterı´sticas apresentadas no Capı´tulo 1 sa˜o reproduzidas pelo modelo de p-spins,
mostrando que ele se adequa bem a` descric¸a˜o de lı´quidos super-resfriados, nos permitindo
mesmo afirmar que estes pertencem a` classe de universalidade de p-spins. A teoria tambe´m
e´ preditiva, uma vez que alguns fenoˆmenos, como a presenc¸a de heterogeneidades dinaˆmicas,
foram previstos inicialmente pela ana´lise de modelos de p-spins e so´ depois observados nume-
ricamente [2].
2.1.2 Energia livre de TAP
Como consequeˆcia do estudo do modelo de p-spins, surge a necessidade de investigar a
estrutura do espac¸o de fase do sistema. Precisamos caracterizar os estados de equilı´brio, para
entender a transic¸a˜o termodinaˆmica em TK , e os estados meta-esta´veis que aprisionam o sistema
em Tc e geram a transic¸a˜o dinaˆmica.
Definimos estados puros como objetos do espac¸o de fase N-dimensional. Em cada estado
α , a magnetizac¸a˜o local possui um valor bem definido, mαi = 〈σi〉α e o estado e´ definido pelo
vetor das magnetizac¸o˜es. Precisamos, enta˜o, definir uma func¸a˜o das magnetizac¸o˜es mi nesse
espac¸o cujos mı´nimos locais coincidam com os estados puros do sistema [16]. A func¸a˜o que





e−βH[σ ]+β ∑i hi(σi−mi)
}
, (2.2)
onde os campos auxiliares hi sa˜o introduzidos para fixar as magnetizac¸o˜es locais e sa˜o deter-
minados pela condic¸a˜o dF/dhi = 0, para mi fixo. O peso wα do estado α e´ proporcional a
exp[−βN fα ], onde fα = F(mαi )/N. Os mı´nimos locais, que correspondem aos estados meta-
esta´veis, teˆm densidade de energia livre f > fmin. Em geral, a energia livre de TAP depende
explicitamente da temperatura; portanto, a topologia dos estados pode mudar drasticamente
com a temperatura [2].
No caso de modelos de p-spins, o nu´mero de estados a baixas temperaturas com densidade
de energia livre f e´ dado por Ω( f ) = exp[NΣ( f )]. Σ( f ), denominada complexidade, e´ uma
func¸a˜o crescente de f , que tende continuamente para zero quando f → f+min e descontinuamente
1Um dos laureados com o Nobel de Fı´sica de 2016.
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em f = fmax. Este comportamento e´ va´lido para todos os modelos da classe de universalidade
de p-spins [2].
Ainda a baixas temperaturas e no limite N→ ∞, podemos escrever a func¸a˜o de partic¸a˜o do
sistema em termos da energia livre





d f eN[Σ( f )−β f ] ∼ eN[Σ( f ∗)−β f ∗], (2.3)







Dessa ana´lise, surgem treˆs regio˜es de temperatura, que coincidem com as mostradas na
Figura 2.1. Para T > Tc, a densidade de energia livre do estado desordenado e´ menor que
f −TΣ( f ) para qualquer f do intervalo considerado e, portanto, ele prevalece. Para Tc ≥ T ≥
TK , encontra-se um valor f ∗ tal que f ∗−TΣ( f ∗) = fdesor, o que quer dizer que o estado desor-
denado e´ obtido pela superposic¸a˜o de uma grande quantidade de estados puros com densidades
individuais f ∗ maiores que fdesor. Finalmente, para T < TK , a func¸a˜o de partic¸a˜o e´ dominada
pelos estados de menor energia livre, f ∗ = fmin, com
Σ( fmin) = 0⇒ F(T ) = fmin−TΣ( fmin) = fmin;
ou seja, em TK , ocorre uma transic¸a˜o de fase. [2]
Na regia˜o de temperatura Tc > T > TK , como ja´ dissemos, a superposic¸a˜o de uma grande
quantidade de estados compo˜e o sistema, o que da´ uma contribuic¸a˜o Σ(T ) ≡ Σ( f ∗(T )) para a
entropia do sistema. Para esta regia˜o de temperatura, podemos escrever a entropia como
S(T ) = Σ(T )+Svib(T ), (2.5)
onde Svib(T ) e´ a entropia individual de cada estado de energia f ∗. Comparando esta equac¸a˜o
com (1.5), vemos que a complexidade e´ ana´loga a` entropia configuracional Sc(T ) [2].
A energia livre de TAP tambe´m nos da´ uma explicac¸a˜o para a presenc¸a da transic¸a˜o dinaˆmica.
Se o sistema esta´ em equilı´brio na fase desordenada acima de Tc e e´ resfriado abruptamente
abaixo dessa temperatura, f decresce tendendo ao valor de equilı´brio. Do ponto de vista to-
polo´gico, podemos pensar que o sistema se move na superfı´cie de energia livre, partindo de
valores mais altos para valores mais baixos. Ao atingir fmax, ele fica preso em um estado meta-
esta´vel e na˜o consegue relaxar para estados de equilı´brio, porque as barreiras entre estados na˜o
podem ser superadas [2].
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2.1.3 Me´todo da re´plica real
Ha´ dois me´todos usuais para calcular a complexidade do sistema em termos de sua energia
livre sem ter de resolver as equac¸o˜es resultantes da energia livre de TAP: o me´todo da re´plica
real e o me´todo do potencial [2]. Apresentamos apenas o primeiro me´todo, de maneira sucinta.
O me´todo da re´plica real consiste em reconstruir a entropia configuracional do sistema in-
troduzindo um nu´mero arbitra´rio, m, de co´pias desse sistema, denominadas re´plicas. As re´plicas
esta˜o acopladas por um pequeno potencial atrativo adicionado a` hamiltoniana do sistema e su-
jeitas ao vı´nculo de permanecerem no mesmo mı´nimo de energia livre (a baixas temperaturas,
as duas condic¸o˜es sa˜o equivalentes) [17]. O acoplamento e´ “desligado” no fim do ca´lculo, apo´s
tomado o limite termodinaˆmico.




d f eN[Σ( f )−βm f ] ∼ eN[Σ( f ∗)−βm f ∗], (2.6)







Permitindo que m assuma valores reais, podemos calcular a complexidade a partir de sua trans-
formada de Legendre
Φ(m,T ) = m f ∗(m,T )−TΣ( f ∗(m,T )), (2.8)
usando









= mβ f ∗(m,T )−βΦ(m,T ), (2.9b)
onde φ(m,T ) = Φ(m,T )m [17].
A complexidade em func¸a˜o da densidade de energia livre pode ser construı´da plotando-se
f ∗(m,T ) e Σ(m,T ) parametricamente, mantendo a temperatura fixa e variando m. Podemos
reconstruir todas as propriedades termodinaˆmicas do sistema a partir de Σ(m,T ), incluindo as
dos estados meta-esta´veis e a transic¸a˜o dinaˆmica em Tc. Vale ressaltar que a introduc¸a˜o das
re´plicas tem a finalidade de considerar a contribuic¸a˜o que os va´rios estados meta-esta´veis de
mesma energia livre trazem ao sistema [2].
Este me´todo e´ testado para o modelo de p-spins em [18] e os resultados obtidos sa˜o exata-
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mente os mesmos de quando se utiliza o ca´lculo exato da energia livre de TAP.
2.1.4 Dinaˆmica de Langevin
A dinaˆmica de Langevin do modelo de p-spins pode ser resolvida de maneira exata e e´
um me´todo mais geral do que aqueles comumente utilizados para sistemas de spin, podendo
ser estendido para outros, como lı´quidos super-resfriados (inclusive na transic¸a˜o vı´trea) [19].
Um formalismo que permite esta abordagem e´ o de Martin-Siggia-Rose [2], que apresentamos
brevemente.

















Por esta equac¸a˜o, mostra-se que o sistema passa por uma transic¸a˜o dinaˆmica a` mesma tem-
peratura Tc calculada por meio da energia livre de TAP. A func¸a˜o de correlac¸a˜o C(t) apresenta
uma relaxac¸a˜o em dois passos, da mesma forma que a mostrada na Figura 1.3(a), com duas
escalas de tempo separadas. O tempo de relaxac¸a˜o estrutural diverge com uma lei de poteˆncia
τα ∼ |T −Tc|−γ .
Pode-se, ainda, definir um paraˆmetro de ordem dinaˆmico como
qd = limt→∞C(t), (2.12)
que salta para um valor finito em Tc. Abaixo de Tc, o sistema na˜o consegue mais entrar em
equilı´brio, o que confirma que os estados meta-esta´veis deixam a dinaˆmica do sistema mais
lenta e geram a transic¸a˜o dinaˆmica. Tambe´m e´ possı´vel associar uma susceptibilidade dinaˆmica
de quatro pontos a C(t) que diverge na transic¸a˜o [2].
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2.2 Teorias de campo me´dio quantitativas
2.2.1 Teoria do funcional da densidade (DFT)
A teoria do funcional da densidade (DFT) tem seu inı´cio nos anos de 1964 e 1965, quando
dois artigos de Hohenberg e Kohn e Kohn e Sham foram publicados. Seu objetivo original e´ o
de calcular estruturas eletroˆnicas, sendo posteriormente generalizada para problemas de muitos
corpos [20]. A DFT e´ o ana´logo da abordagem de TAP para campos: ela busca mı´nimos da
energia livre, aqui considerada como um funcional da me´dia de ensemble da densidade, que
varia no espac¸o [21].







onde c(x) e´ a func¸a˜o de correlac¸a˜o direta 2 do lı´quido, que depende da energia livre. O perfil
de densidade do sistema e´, enta˜o, determinado minimizando a energia livre. Como a equac¸a˜o
(2.13) e´ auto-consistente, esta minimizac¸a˜o e´, em geral, complicada. Busca-se a parametrizac¸a˜o











onde A e´ o raio da gaiola e R j sa˜o as posic¸o˜es de “equilı´brio” no vidro. Esses paraˆmetros devem
ser determinados inserindo a expressa˜o (2.14) na equac¸a˜o (2.13) e minimizando o resultado.














onde S0(q) = N−1∑ j,k eiq(R j−Rk) e´ o fator de estrutura das posic¸o˜es de equilı´brio [2].
O pro´ximo passo seria aproximar S0(q) pelo fator de estrutura do lı´quido e determinar
apenas A minimizando a expressa˜o (opc¸a˜o seguida por [21]) ou tentar uma minimizac¸a˜o “com-
pleta”, incuindo os R j’s. As duas alternativas levam a um raio da gaiola finito.
A teoria do funcional da densidade apresenta, no entanto, alguns problemas. As aproximac¸o˜es
feitas sa˜o muito grosseiras, o que na˜o permite muita acura´cia nas quantidades calculadas.
Mesmo com aproximac¸o˜es melhores, ainda na˜o foi possı´vel obter resultados satisfato´rios. Ale´m
disso, apesar de algumas soluc¸o˜es nume´ricas serem encontradas com N finito, contar a quan-
2Para mais detalhes, veja a Sec¸a˜o 3.5 da refereˆncia [3].
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tidade de soluc¸o˜es e como esta escala com N e´ um trabalho complicado, o que impossibilita a
determinac¸a˜o de Σ( f ) [2]. Dessa forma, a DFT e´ utilizada ate´ o momento apenas para ilustrar
alguns mecanismos da transic¸a˜o vı´trea na teoria do mosaico.
2.2.2 Teoria do acoplamento de modos (MCT)
A teoria do acoplamento de modos (MCT) foi introduzida por Kawasaki em 1966 como
uma se´rie de aproximac¸o˜es no estudo de transic¸o˜es de segunda ordem. Nesta abordagem, um
conjunto de equac¸o˜es na˜o-lineares de movimento sa˜o derivadas para as func¸o˜es de correlac¸a˜o
do sistema, permitindo uma explicac¸a˜o qualitativa de algumas caracterı´sticas de lı´quidos for-
temente interagentes. Verso˜es um pouco diferentes das equac¸o˜es descrevem uma transic¸a˜o de
um estado ergo´dico e de acoplamento fraco para outro na˜o ergo´dico e fortemente acoplado,
qualitativamente similar a uma transic¸a˜o vı´trea [22].
A generalizac¸a˜o para a transic¸a˜o vı´trea e´ feita com a utilizac¸a˜o de equac¸o˜es para a func¸a˜o





onde S(k) e´ o fator de estrutura esta´tica do lı´quido, e φ(k, t = 0) = 1. Dessa forma, as equac¸o˜es







du m(k, t−u)dφ(k, t)
du
, (2.17)








dq V (k, p,q)φ(p, t)φ(q, t),
onde Ωd e´ o aˆngulo so´lido d-dimensional, γk e´ uma taxa de relaxac¸a˜o microsco´pica dependente
de k e relacionada a S(k) e o nu´cleo V (k, p,q) e´ uma func¸a˜o das func¸o˜es de correlac¸a˜o esta´ticas
do lı´quido, S(q) e c(q) (ver nota de rodape´ na Sec¸a˜o 2.2.1) [2].
Fica claro que a equac¸a˜o (2.17) da MCT e´ ana´loga a` equac¸a˜o (2.11), que descreve a
dinaˆmica de Langevin para modelos de p-spins, o que levou a` conjectura de que a MCT e´ a
formulac¸a˜o em dimenso˜es finitas da teoria dinaˆmica da RFOT. No entanto, aqui as equac¸o˜es
sa˜o obtidas por meio de aproximac¸o˜es que, se melhoradas, na˜o necessariamente implicam em
melhorias nas equac¸o˜es encontradas [2], permanecendo a questa˜o de quanto as predic¸o˜es quan-
titativas da teoria sa˜o precisas com relac¸a˜o a`s contribuic¸o˜es ignoradas pelas aproximac¸o˜es [23].
Apesar disso, as equac¸o˜es da MCT podem ser resolvidas numericamente e analiticamente
em alguns regimes, levando a`s mesmas predic¸o˜es da equac¸a˜o de campo me´dio (2.11), como
30
a transic¸a˜o a temperatura Tc, em que o tempo de relaxac¸a˜o de φ(k, t) diverge com uma lei de
poteˆncia. Abaixo dessa temperatura, o paraˆmetro de na˜o-ergodicidade, definido como
f (k) = lim
t→∞φ(k, t) (2.18)
e o raio da gaiola A3 sa˜o na˜o nulos e a teoria preveˆ valores tanto para f (k) como para Tc e
algumas leis de escala para T → T+c [2].
Consensualmente, as predic¸o˜es da teoria sa˜o boas para temperaturas um pouco acima de
Tg, mas ficam cada vez piores quando se aproximam dessa temperatura. Ale´m disso, ela traz
predic¸o˜es de fenoˆmenos anteriormente desconhecidos, confirmados nume´rica e experimental-
mente [2].
2.2.3 Teoria de Re´plica
Uma teoria quantitativa de re´plica em dimenso˜es finitas foi desenvolvida posteriormente
a`s teorias do funcional da densidade e do acoplamento de modos, quando Me´zard e Parisi
encontraram uma formulac¸a˜o do me´todo da re´plica real para partı´culas [2].
Consideram-se n re´plicas do sistema, rotuladas por a = 1,2, . . . ,n. A posic¸a˜o da partı´cula j
na re´plica a e´ dada por xaj . O potencial de interac¸a˜o entre duas partı´culas pertencentes a`s re´plicas
a e b e´ φab(xai − xbj), sendo que φaa(xai − xaj) e´ o potencial original do sistema e φab(xai − xbj),
com a 6= b, e´ um potencial de curto alcance e atrativo que impo˜e o vı´nculo de todas as re´plicas
estarem no mesmo estado meta-esta´vel [24].






δ (x− xai ), (2.19)
ρˆ(2)a (x,y) = ρˆa(x)ρˆb(y)− ρˆa(x)δabδ (x− y). (2.20)
A transic¸a˜o dinaˆmica e´ detectada quando a func¸a˜o de correlac¸a˜o de dois pontos e´ analisada
nos limites φab → 0 para a 6= b e n→ 0, que reproduzem o modelo original. A func¸a˜o de



















No limite φab→ 0, as duas re´plicas sa˜o descorrelacionadas, mas representam o mesmo estado.








Cˆ(r, t→ ∞)〉, com 〈Cˆ(r, t)〉 dado pela equac¸a˜o (1.9), indicando que
re´plicas e dinaˆmica sa˜o equivalentes [2].
A teoria de re´plica, apesar de tambe´m lidar com funcionais da densidade, tem como vanta-
gem sobre a DFT o fato de que todas as n re´plicas esta˜o na fase lı´quida e, portanto, o sistema
analisado e´ homogeˆneo. Ale´m disso, recupera-se a invariaˆncia translacional, ja´ que as re´plicas
permitem a soma sobre todos os estados de vidro. Assim, e´ possı´vel restringir as soluc¸o˜es
a`quelas em que ρa(x)= ρ , sem perder informac¸o˜es sobre o sistema, o que torna os ca´lculos mais
simples [2]. Na refereˆncia [24], os autores implementam este procedimento, obtendo resulta-
dos razoa´veis para os valores de TK e Tc, mas a predic¸a˜o para o paraˆmetro de na˜o-ergodicidade
e´ pior que a encontrada na MCT e para a complexidade e´ menor que a estimativa nume´rica,
levando a uma descric¸a˜o ruim do vidro abaixo de TK .
Outra aproximac¸a˜o e´ considerar que o sistema e´ constituı´do por mole´culas compostas por
um a´tomo de cada re´plica. A distaˆncia me´dia entre dois a´tomos na mole´cula tem relac¸a˜o com
o raio da gaiola A e e´ considerada pequena. Faz-se, enta˜o, uma expansa˜o sistema´tica em A.
A descric¸a˜o do vidro abaixo de TK e´ mais efetiva nesta abordagem e ela tambe´m fornece boas
predic¸o˜es para a complexidade acima de TK e, abaixo desta temperatura, para o calor especı´fico
e a energia do vidro. Por outro lado, como se assume que as mole´culas sa˜o pequenas e esta´veis,
sua separac¸a˜o em Tc (que equivale a mudanc¸as na dinaˆmica do sistema) na˜o e´ bem descrita,
levando a estimativas muito ruins do valor dessa temperatura ou ate´ mesmo a` na˜o previsa˜o de
sua existeˆncia [2].
2.2.4 Observac¸o˜es sobre as teorias de campo me´dio
Como observado nas sec¸o˜es anteriores, as abordagens qualitativas e quantitativas apresenta-
das sa˜o interligadas. A abordagem da energia livre de TAP e a teoria do funcional da densidade
objetivam encontrar estados meta-esta´veis por meio da minimizac¸a˜o das respectivas energias
livres. A dinaˆmica do modelo de p-spins e´ descrita por uma equac¸a˜o ideˆntica a` da teoria de
acoplamento de modos. E o me´todo da re´plica real leva a` formulac¸a˜o da teoria de re´plica,
desenvolvida nos mesmos moldes da primeira.
A refereˆncia [16] mostra que as abordagens de TAP, dinaˆmica e do me´todo de re´plica forne-
cem descric¸o˜es equivalentes de um sistema de p-spins, mostrando o surgimento de um mosaico
de estados vı´treos meta-esta´veis em sua composic¸a˜o. As abordagens quantitativas, por outro
lado, apesar da vantagem de poderem ser feitas em dimenso˜es finitas, necessariamente usam
aproximac¸o˜es, que podem diferir entre si, e levam a predic¸o˜es diferentes, a`s vezes ate´ discre-
pantes [2].
32
Uma condic¸a˜o essencial para a garantia de consisteˆncia da teoria do mosaico e´ a equi-
valeˆncia entre as descric¸o˜es esta´tica e dinaˆmica da transic¸a˜o no limite de dimenso˜es (d) infi-
nitas [2]. A refereˆncia [25] apresenta uma tentativa de checar essa condic¸a˜o. Nela, mostra-se
a equivaleˆncia entre uma abordagem dinaˆmica da MCT e uma teoria esta´tica baseada na DFT
para um sistema de esferas rı´gidas no limite d → ∞, usando-se uma aproximac¸a˜o gaussiana
para o paraˆmetro de na˜o-ergodicidade. Ha´ outros estudos que analisam esse limite, em que
aproximac¸o˜es levam a resultados satisfato´rios, mas soluc¸o˜es exatas levam a discordaˆncias entre
as teorias [2]. Este e´, portanto, um problema ainda em aberto na teoria do mosaico.
Uma vez obtida uma teoria de campo me´dio coerente para a transic¸a˜o vı´trea, o pro´ximo
passo e´ a inclusa˜o de correc¸o˜es devidas a flutuac¸o˜es em torno dessa aproximac¸a˜o. Essas
correc¸o˜es sa˜o apresentadas na Sec¸a˜o seguinte.
2.3 Correc¸o˜es ao campo me´dio
A maneira mais simples de descrever um sistema de partı´culas interagentes e´ por meio da
aproximac¸a˜o de campo me´dio, em que se assume que o meio onde cada partı´cula se encontra
corresponde ao estado me´dio do sistema, que e´ determinado de maneira auto-consistente. A
diferenc¸a entre os resultados de campo me´dio e os exatos se devem a flutuac¸o˜es [26].
No caso da transic¸a˜o vı´trea, ha´ duas fontes importantes de correc¸o˜es ao campo me´dio: as
heterogeneidades dinaˆmicas, que se tornam importantes quando a temperatura se aproxima de
Tc (flutuac¸o˜es caracterı´sticas de fenoˆmenos crı´ticos) e fenoˆmenos na˜o perturbativos relaciona-
dos aos processos de ativac¸a˜o, importantes abaixo de Tc, pro´ximo a Tg e ate´ TK . A possı´vel
contribuic¸a˜o dessas correc¸o˜es e´ estimada a partir de uma abordagem fenomenolo´gica, que leva
a resultados pro´ximos aos experimentais [27], mas ainda controversa por na˜o ser totalmente
justificada [2].
Outra fonte de controve´rsia e´ a existeˆncia da temperatura de Kauzmann TK , que surge de
uma extrapolac¸a˜o da entropia configuracional, como as mostradas na Figura 1.4. Ha´ argumen-
tos teo´ricos que propo˜em sua inexisteˆncia em dimenso˜es finitas, mas o debate persiste, ja´ que
nenhum deles e´ totalmente convincente. Um argumento para sua existeˆncia e´ a possibilidade
da transic¸a˜o de Kauzmann na˜o ser observada teoricamente em dimenso˜es finitas, por ser gerada
por efeitos na˜o-perturbativos na˜o considerados na aproximac¸a˜o de campo me´dio e na˜o previstos
pelas correc¸o˜es a este [2].
Do ponto de vista do tratamento de vidros com os quais lidamos cotidianamente, a existeˆncia
ou na˜o da temperatura de Kauzmann na˜o e´ ta˜o importante, uma vez que esses sistemas esta˜o
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sempre a temperaturas muito mais altas que TK e suas escalas de comprimento caracterı´sticas
sa˜o pequenas. Teoricamente, entretanto, a questa˜o e´ um pouco mais profunda: se a aproximac¸a˜o
de campo me´dio permanece va´lida abaixo da transic¸a˜o vı´trea e se ela e´ capaz de explicar a fe-
nomenologia dos vidros observados na natureza [2].
2.3.1 Flutuac¸o˜es crı´ticas
Na formulac¸a˜o esta´tica da teoria do mosaico, a transic¸a˜o dinaˆmica que ocorre em Tc (pre-
vista pela MCT) e´ um ponto espinoidal, em que os estados meta-esta´veis se tornam insta´veis
e desaparecem [2]. Alguns trabalhos analisam como o sistema se comporta ao se aproximar
dessa temperatura. Na refereˆncia [28], por exemplo, estuda-se o comportamento da susceptibi-
lidade a quatro-pontos pro´ximo a Tc. Mostra-se que o comprimento de correlac¸a˜o associado a`
susceptibilidade diverge, originando as heterogeneidades dinaˆmicas.
A refereˆncia [29] apresenta um tratamento, por teoria de campos, das heterogeneidades
dinaˆmicas e das flutuac¸o˜es do lı´quido super-resfriado na vizinhac¸a de Tc. Nela, as diferentes
fontes de flutuac¸a˜o sa˜o identificadas, concluı´ndo-se que as mais importantes esta˜o associadas
a` desordem auto-induzida nas condic¸o˜es iniciais da dinaˆmica. Ale´m disso, mostra-se que as
heterogeneidades dinaˆmicas podem ser descritas por uma teoria de campo φ3 com um termo
de campo efetivo aleato´rio. Obte´m-se, ainda, um crite´rio de Ginzburg, estabelecendo que a
dimensa˜o crı´tica do sistema e´, no ma´ximo, du = 8.
Outro trabalho [30] usa uma teoria de campos com re´plicas em torno de Tc, gerando uma
teoria para as flutuac¸o˜es crı´ticas. Esta, por sua vez, leva a uma se´rie de resultados, como ex-
presso˜es para os expoentes crı´ticos na aproximac¸a˜o de campo me´dio e a obtenc¸a˜o de um com-
primento de correlac¸a˜o extraı´do do estudo analı´tico de func¸o˜es de correlac¸a˜o a quatro pontos.
Uma estimativa do crite´rio de Ginzburg e´, ainda, fornecida: d < du.
Da ana´lise apresentada em [30], para d = 3, um comprimento de correlac¸a˜o dinaˆmico da
ordem de 1 unidade de distaˆncia entre partı´culas e´ suficiente para que desvios do comportamento
de campo me´dio sejam observados. Este valor so´ e´ atingido, entretanto, um pouco abaixo de
Tc, garantindo que, em toda a regia˜o de temperaturas onde a MCT descreve bem o sistema, as
correc¸o˜es ao campo me´dio sa˜o pequenas [2]. Abaixo de Tc, elas podem se tornar importantes,
mas os processos de ativac¸a˜o passam a dominar aı´. A abordagem pela teoria de campos com
re´plicas sera´ estudada mais profundamente no Capı´tulo 3.1.
Outros trabalhos tambe´m realizaram ana´lises semelhantes, indicando que o desenvolvi-
mento de uma teoria para descrever as flutuac¸o˜es crı´ticas em torno da transic¸a˜o dinaˆmica pode
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na˜o ser interessante, ja´ que suas correc¸o˜es ao campo me´dio sa˜o difı´ceis de observar em treˆs
dimenso˜es [2].
2.3.2 Ativac¸a˜o e nucleac¸a˜o
Um ponto importante da teoria do mosaico que ainda na˜o foi analisado e´ um tratamento
fenomenolo´gico dos processos de ativac¸a˜o, que recuperam a ergodicidade do sistema entre Tc
e TK e sa˜o responsa´veis por tornar a dinaˆmica mais lenta em Tg. Na aproximac¸a˜o de campo
me´dio, a transic¸a˜o de Kauzmann e´ du´bia: trata-se de uma transic¸a˜o de primeira ordem do ponto
de vista do paraˆmetro de ordem e a energia livre das duas fases e´ a mesma; do ponto de vista
termodinaˆmico, e´ uma transic¸a˜o de segunda ordem. Essa dualidade mostra a necessidade de
introduzir uma teoria de nucleac¸a˜o para melhorar a descric¸a˜o da transic¸a˜o em TK [2].
Processos de nucleac¸a˜o ocorrem quando ha´ a formac¸a˜o de nu´cleos cristalinos no lı´quido.
Essa formac¸a˜o e´ favorecida termodinamicamente pela diminuic¸a˜o da energia livre do sistema
(que escala com o volume do nu´cleo), mas ha´ um custo na formac¸a˜o da interface entre as
duas fases (que escala com a a´rea da superfı´cie do nu´cleo) [31]. Na teoria de campo me´dio,
esses processos sa˜o ignorados, porque os termos de volume e de superfı´cie teˆm a mesma escala
quando d → ∞ e, portanto, estados meta-esta´veis com energia livre maior que a dos estados
com energia livre fmin tambe´m teˆm tempo de vida infinito. Esses estados contribuem para a
complexidade, tornado-a finita, e podem capturar o sistema abaixo de Tc. A transic¸a˜o dinaˆmica,
manifestada pela divergeˆncia do tempo de relaxac¸a˜o estrutural, aparece em Tc > TK por causa
dessa possibilidade [2].
Um problema que surge quando interac¸o˜es de curto alcance sa˜o consideradas e´ a existeˆncia
de uma entropia configuracional finita. Num modelo de curto alcance, os estados meta-esta´veis
teˆm tempo de vida finito, porque, dentro de seus nu´cleos, passam a surgir nu´cleos da fase
esta´vel, o que os torna termodinamicamente insta´veis. Assim, a existeˆncia de estados bem
definidos com f > fmin deve ser impossı´vel e, portanto, a complexidade do sistema e´ pro´xima
de zero. A analogia entre os modelos de campo me´dio e vidros reais, entretanto, se baseia na
analogia entre complexidade e entropia configuracional [2].
Os modelos de campo me´dio tambe´m na˜o explicam a mudanc¸a no comportamento do tempo
de relaxac¸a˜o do sistema, de uma lei de poteˆncia para a lei VFT (equac¸a˜o (1.1)), que ocorre em
torno de Tc. Ela tambe´m esta´ relacionada a` finitude do tempo de vida dos estado meta-esta´veis:
os processos de nucleac¸a˜o possibilitam a relaxac¸a˜o do sistema, que transita entre os estados
acessı´veis. Do ponto de vista de superfı´cie de energia livre, dizemos que os saltos entre os
estados meta-esta´veis se da˜o por processos de ativac¸a˜o: o sistema atravessa barreiras de energia
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livre para saltar de um estado para outro. O tempo de relaxac¸a˜o deve, enta˜o, seguir uma lei de
escala do tipo
τα ∼ τ∞e[β∆F(T )], (2.22)
onde ∆F(T ) e´ a barreira de energia livre tı´pica que o sistema deve atravessar a temperatura T .
Segundo a lei VFT e observando que T0 ∼ TK ([1] e Capı´tulo 1), a barreira deve divergir em
TK:
∆F(T )∼ (T −TK)−1. (2.23)
A fo´rmula de Adam-Gibbs, ∆F(T ) ∼ Sc(T )−1 [32]4, relaciona essa divergeˆncia a` anulac¸a˜o da
entropia configuracional. Falta, enta˜o, uma compreensa˜o melhor do significado de Sc(T ) em
dimenso˜es finitas e por que ela se relaciona a` barreira de energia livre a` nucleac¸a˜o [2].
O teorema apresentado na refereˆncia [33] mostra que a divergeˆncia do tempo de relaxac¸a˜o
em TK em sistemas de curto alcance so´ e´ possı´vel se os processos cooperativos de rearranjo
estrutural envolverem partı´culas na escala do comprimento de correlac¸a˜o, ξ , que diverge em
TK . Se esta escala divergente na˜o existe no sistema, sempre e´ possı´vel dividi-lo em sub-sistemas
finitos, que relaxam de maneira independente, e a relaxac¸a˜o de um sistema finito desse tipo
nunca diverge.
A partir dessa observac¸a˜o, vemos que ha´ uma escala de comprimento tı´pica ξ (T ) em que
ocorre o processo de relaxac¸a˜o estrutural. Para escalas de comprimento menores, o sistema
apresenta comportamento de campo me´dio. Os estados meta-esta´veis sa˜o esta´veis nessa regia˜o
e geram uma complexidade local finita. Para escalas maiores que ξ , ao contra´rio, a meta-
estabilidade deixa de existir e apenas os estados de energia livre mais baixa sa˜o esta´veis. Para
T → T+K , ξ → ∞ e, portanto, abaixo de TK uma fase vı´trea ideal e´ possı´vel, como havı´amos
previsto no Capı´tulo 1. Por fim, identifica-se a entropia configuracional com a complexidade
local [2].
A refereˆncia [34] apresenta um modelo para o sistema e um me´todo para calcular o com-
primento de correlac¸a˜o. Seguindo este me´todo, medidas nume´ricas de ξ foram realizadas,
mostrando-se de acordo com as previso˜es teo´ricas [2].
4Adam, Gibbs e DiMarzio, em uma se´rie de artigos entre os anos de 1956 e 1965, apresentam a primeira
tentativa bem sucedida de relacionar teoricamente o crescimento do comprimento de correlac¸a˜o ao decrescimento
da entropia configuracional em sistemas vı´treos, que acabou levando ao estudo dos processos de ativac¸a˜o [1].
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2.4 Outras teorias
A Teoria do Mosaico reproduz algumas caracterı´sticas da transic¸a˜o vı´trea e apresenta explica-
c¸o˜es bastante convincentes para alguns fenoˆmenos caracterı´sticos. Fica claro, entretanto, que
esse campo de pesquisa ainda na˜o esta´ fechado e que ainda ha´ muito a ser investigado. Ou-
tras teorias aprarecem no sentido de investigar alguns pontos ou dar explicac¸o˜es alternativas
a` origem dos fenoˆmenos observados. Nesta Sec¸a˜o, trataremos brevemente de algumas dessas
teorias.
A Teoria de Domı´nios Limitados por Frustrac¸a˜o (em ingleˆs, FLD) considera que a ca-
racterı´stica mais importante do estado vı´treo e´ a desordem, que decorre de frustrac¸a˜o geome´trica
[35]. Um exemplo de frustrac¸a˜o geome´trica e´ o caso de um sistema antiferromagne´tico de spins
±1 em um triaˆngulo. Por ser antiferromagne´tico, espera-se que a magnetizac¸a˜o desse sistema
seja nula. Entretanto, sua geometria impede que isso acontec¸a [35].
Segundo essa teoria, existe uma “estrutura localmente favora´vel” (locally preferred struc-
ture, LPS em ingleˆs) no lı´quido que e´ diferente da estrutura do so´lido cristalino e que minimiza
localmente a energia livre. A LPS e´ imcompatı´vel com a ordem de longo alcance, na˜o podendo
tomar conta de todo o sistema (aı´ a frustrac¸a˜o geome´trica). Caso na˜o existisse essa frustrac¸a˜o,
o sistema congelaria na LPS a uma temperatura T ∗ > Tm [36]. A reorganizac¸a˜o dos domı´nios
assim formados acontece por processos de ativac¸a˜o, como na Teoria do Mosaico, o que gera a
desacelerac¸a˜o da dinaˆmica.
O principal ponto de interesse na FLD e´ o fato de que todos os fenoˆmenos observados nos
lı´quidos super-resfriados e nos vidros veˆm da formac¸a˜o de regio˜es cooperativas, cuja origem
tem uma explicac¸a˜o. Na Teoria do Mosaico, essas regio˜es sa˜o apenas postuladas. Por outro lado,
na˜o ha´ observac¸o˜es experimentais diretas (nem computacionais) da formac¸a˜o dos domı´nios
acima de Tm, o que desacredita um pouco a teoria. [35]
A Teoria da Facilitac¸a˜o Dinaˆmica (em ingleˆs, DFT) considera que a transic¸a˜o vı´trea
e´ puramente dinaˆmica, na˜o sendo possı´vel nenhuma contribuic¸a˜o da Termodinaˆmica em sua
descric¸a˜o. A caracterı´stica principal do estado vı´treo e´ a cooperac¸a˜o, que e´ o que permite di-
fusa˜o e relaxac¸a˜o no sistema. Caso uma partı´cula consiga se mover, outras partı´culas pro´ximas
a ela imediatamente tambe´m conseguira˜o. Ou, do ponto de vista do engaiolamento, para que
uma partı´cula escape da gaiola formada pelas vizinhas, estas tambe´m devem escapar de suas
gaiolas, levando a` movimentac¸a˜o de outras partı´culas. [35, 37]
Da DFT surgem os Modelos Cineticamente Restritos, totalmente baseados em cooperac¸a˜o
e facilitac¸a˜o dinaˆmica. Trata-se de modelos computacionais para simular a facilitac¸a˜o. Entre
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outros exemplos, ha´ o ga´s de rede de Kob-Andersen (os mesmos da Sec¸a˜o 4.1): as partı´culas
esta˜o em sı´tios bem definidos e podem mudar para outro sı´tio se ele estiver vazio e se tiver
menos que uma quantidade pre´-definida de vizinhos [35]. Fica claro aqui o uso da ideia de
engaiolamento.
As vantagens apresentadas por essa abordagem sa˜o a obtenc¸a˜o direta da predic¸a˜o das ca-
racterı´sticas dinaˆmicas do sistema, tais como os tempos de relaxac¸a˜o e as heterogeneidades
dinaˆmicas. Por outro lado, algumas regio˜es do sistema ficam presas em uma determinada
configurac¸a˜o, ja´ que a u´nica forma de relaxac¸a˜o prevista pela teoria e´ a facilitac¸a˜o dinaˆmica.
Ale´m disso, seu poder preditivo e´ muito pequeno e baseado no uso de informac¸o˜es pre´vias
obtidas de experimentos ou outras simulac¸o˜es [35].
Uma terceira teoria (sem um nome especı´fico ainda) tenta introduzir a ideia de defeitos
topolo´gicos ao estudo de vidros. A ideia e´ fazer uma aproximac¸a˜o de gra˜o-grosso, permitindo
a descric¸a˜o do sistema por uma formulac¸a˜o discreta da Mecaˆnica Estatı´stica. Assim, forma-
se um sistema com nu´mero finito de graus de liberdade, denominados “quase-espe´cies” (ou
defeitos), com energia e entropia bem definidas. Dessa formulac¸a˜o, retiram-se um comprimento
de correlac¸a˜o esta´tico e um tempo de relaxac¸a˜o associado a ele [38, 39].
Por fim, ha´ um outro modelo de vidros de spin, introduzido para o estudo de ı´ma˜s desorde-
nados (modelo de Edward-Anderson). Nesse modelo, os spins interagem por acoplamento de
pares aleato´rios. Aqui, as transic¸o˜es dinaˆmica e esta´tica coincidem e sa˜o contı´nuas, ao contra´rio
do que acontece no modelo de p-spins. Houve algumas tentativas, sem muito sucesso, de des-
crever o comportamento termodinaˆmico da transic¸a˜o vı´trea por esta abordagem [40, 41].
Na˜o trataremos dessas teorias neste trabalho. Elas sa˜o apresentadas apenas para mostrar
que a transic¸a˜o vı´trea ainda e´ um problema com muitos pontos em aberto e que a abordagem
escolhida e´ apenas uma das va´rias existentes. Para uma revisa˜o mais detalhada das teorias desta
Sec¸a˜o, recomenda-se consultar as refereˆncias ja´ citadas e as aı´ apresentadas.
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3 Ana´lise teo´rica
Neste Capı´tulo, apresentamos brevemente o tratamento geral dado a transic¸o˜es de fase
(Sec¸a˜o 3.1), o tratamento dado na refereˆncia [29] a` transic¸a˜o vı´trea (Sec¸a˜o 3.2) e, por fim, anali-
samos teoricamente o efeito da compactificac¸a˜o de uma das dimenso˜es do sistema na transic¸a˜o
vı´trea 3.3.
3.1 Transic¸o˜es de fase
Nesta Sec¸a˜o, abordaremos os aspectos fundamentais das transic¸o˜es de fase. Estes fenoˆmenos
sa˜o caracterizados por descontinuidades nas func¸o˜es que descrevem os sistemas e os exemplos
sa˜o inu´meros: a´gua, passando do estado lı´quido para o so´lido, ao ser resfriada a pressa˜o cons-
tante, ou para o gasoso, ao ser aquecida; em sistemas magne´ticos, a passagem da fase para-
magne´tica para a ferromagne´tica; o aparecimento de super-fluidez no he´lio lı´quido; fenoˆmenos
econoˆmicos e sociais, entre outros [26].
Apesar dessa variedade de sistemas, existe uma metodologia geral para o estudo de transic¸o˜es
de fase. Essa abordagem pode ser feita por dois pontos de vista completamente equivalentes:
o de Teoria Quaˆntica de Campos e o de Termodinaˆmica. Na Subsec¸a˜o 3.1.1, apresentamos a
teoria de Ginzburg-Landau por um tratamento termodinaˆmico, seguindo a refereˆncia [26]. Esse
ponto de vista tambe´m e´ apresentada na refereˆncia [42]. Nas Subsec¸o˜es 3.1.2 e 3.1.3, apresenta-
mos um tratamento de transic¸o˜es de fase por Teoria Quaˆntica de Campos, seguindo a refereˆncia
[43].
3.1.1 A teoria de Ginzburg-Landau
Na de´cada de 1930, surge uma especulac¸a˜o sobre uma forma geral para potenciais ter-
modinaˆmicos, pro´ximos ao ponto crı´tico, elaborada por Landau [44]. Para tal, ele sugeriu a
introduc¸a˜o de um paraˆmetro η , denominado paraˆmetro de ordem, que distingue as duas fases
envolvidas na transic¸a˜o, de tal forma que o potencial termodinaˆmico escolhido para descrever
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o sistema (por exemplo, a energia livre de Gibbs, G) passe a ser uma func¸a˜o de η . A distinc¸a˜o
se manifesta pelo valor do paraˆmetro de ordem: η = 0 para o estado desordenado e η 6= 0 para
o estado ordenado.
Como o potencial escolhido depende somente das varia´veis termodinaˆmicas originais (no
caso de G, pressa˜o e temperatura), o paraˆmetro de ordem deve ser uma func¸a˜o das mesmas
varia´veis (para G, η = η(p,T )) [26]. Vale ressaltar que o paraˆmetro de ordem tem relac¸a˜o
com a simetria quebrada na transic¸a˜o de fase. Por exemplo, um paraˆmetro adequado para o
ferromagneto de Ising e´ a magnetizac¸a˜o do sistema, nula na fase paramagne´tica e na˜o-nula na
fase ferromagne´tica [45].
A primeira hipo´tese assumida pela teoria e´ a minimizac¸a˜o do potencial termodinaˆmico pelo







A segunda hipo´tese, baseada no fato de que η = 0 na transic¸a˜o de fase (isto e´, em p = pc e
T = Tc), e´ que o potencial termodinaˆmico pode ser expandido em uma se´rie de poteˆncias em η .
Para o exemplo citado,
G(p,T,η) = G0(p,T )+αη+Aη2+βη3+Bη4+ . . . , (3.2)
onde os coeficientes da expansa˜o sa˜o func¸o˜es de p e T . Usualmente, esta soma e´ truncada em
η4 e, dependendo da simetria do sistema, apenas os termos de ordens pares sa˜o considerados1
[45].
As condic¸o˜es impostas pela primeira hipo´tese permitem determinar os coeficientes da ex-
pansa˜o, o que e´ feito considerando sistemas a pressa˜o constante por simplicidade [26]. Como
∂G
∂η
= 0, ⇒ α = 0.
Para os casos com simetria de inversa˜o,
β = 0,
uma vez que na˜o podem existir termos de ordens ı´mpares na expansa˜o. Assim,
G(p,T,η) = G0(p,T )+Aη2+Bη4.
1Na˜o e´ o caso da transic¸a˜o vı´trea. Adiante mostraremos que a expansa˜o para esse sistema inclui o termo cu´bico
do paraˆmetro de ordem, mas agora seguiremos o caso mais simples em que esse termo e´ nulo.
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Novamente da primeira hoipo´tese, vem que
∂G
∂η
= 0 ⇒ 2Aη+4Bη3 = 0,
com duas soluc¸o˜es: η = 0, para T > Tcη2 =− A2B , para T < Tc . (3.3)
A segunda parte da hipo´tese fornece
∂ 2G
∂η2
> 0 ⇒ 2A+12Bη2 > 0.
Das duas soluc¸o˜es vindas da primeira derivada,A > 0, para T > TcA < 0, para T < Tc ⇒ A(Tc) = 0. (3.4)
A forma mais simples de A que satisfaz a estas relac¸o˜es e´
A ∝ (T −Tc). (3.5)
Desta relac¸a˜o e de (3.3) vem a dependeˆncia do paraˆmetro de ordem com a temperatura e
G(T,η) = G0(T )+a(T −Tc)η2+Bη4, (3.6)
onde a e´ uma constante positiva. Conhecendo o potencial termodinaˆmico, e´ possı´vel determinar
as propriedades termodinaˆmicas do sistema [44].
A fim de considerar flutuac¸o˜es na teoria de Landau, substitui-se abordagem discreta, que
usamos ate´ agora, por uma contı´nua, em que tanto os potenciais termodinaˆmicos quanto o
paraˆmetro de ordem dependem da coordenada r. Ale´m disso, para sistemas na˜o-homogeˆneos,
a expansa˜o dos potenciais deve conter, ale´m de poteˆncias das varia´veis termodinaˆmicas, suas
derivadas. Assumindo inomogeneidades pequenas, pode-se reter apenas o termo do quadrado
do gradiente, desprezando derivadas de ordens maiores [26]. Dessa forma, para o exemplo da
energia livre de Gibbs, tem-se uma expansa˜o da forma
G(r) = G0+a(T −Tc)η2+Bη4+ γ(∇η)2. (3.7)
Realizam-se, enta˜o, os mesmos passos de quando as flutuac¸o˜es sa˜o desprezadas.
Vale salientar a semelhanc¸a da expressa˜o da energia livre de Gibbs apresentada na equac¸a˜o










Dessa maneira, vemos a possibilidade de descrever transic¸o˜es de fase por meio de teorias de
campo do tipo λφ4.
Neste caso, a transic¸a˜o e´ estudada por meio de um campo, que faz o papel de paraˆmetro
de ordem do sistema e, portanto, flutua significativamente na temperatura em que a transic¸a˜o
ocorre. A “escolha” desse paraˆmetro continua sendo feita pela ana´lise fenomenolo´gica e das
simetrias do sistema. O passo seguinte e´ a introduc¸a˜o de um procedimento para calcular
flutuac¸o˜es e correlac¸o˜es do campo. Isso e´ feito pela introduc¸a˜o de me´dias estatı´sticas da
distribuic¸a˜o espacial do campo, o que mostramos nas Subsec¸o˜es a seguir para dois tipos de
campos: escalar unidimensional e complexo.
3.1.2 Paraˆmetro de ordem (campo) escalar
Tomaremos como base um sistema ferromagne´tico em uma dimensa˜o. Como ja´ citamos
anteriormente, nesse caso o paraˆmetro de ordem do sistema e´ a magnetizac¸a˜o, que pode depen-
der da posic¸a˜o, isto e´, da regia˜o do sistema que estamos observando. Nesse sistema, ha´ simetria
de inversa˜o. Escreve-se, enta˜o, a magnetizac¸a˜o como φ = φ(x).
A func¸a˜o que define o sistema, isto e´, que descreve seu comportamento, e´ uma Lagrangiana
que tera´ a forma
L =L (φ ,∂ nφ),
onde ∂ nφ representa as derivadas do campo. A Lagrangiana L e´ uma func¸a˜o do estado do
sistema, que e´ caracterizado pelo paraˆmetro de ordem φ e por suas derivadas. Costuma-se,
neste ponto, impor as seguintes restric¸o˜es a` Lagrangiana: L e´ uma func¸a˜o apenas das derivadas
primeiras de φ , ou seja, n = 1;L e´ invariante por inversa˜o, isto e´, por
φ →−φ
na auseˆncia de um campo externo aplicado ao sistema. Se houver um campo externo h(x), essa
simetria e´ restaurada quando h→ 0 e, por isso, a contribuic¸a˜o mais simples possı´vel para a
Lagrangiana nesse caso e´ do tipo h(x)φ(x).
Os demais termos deL devem depender, portanto, de poteˆncias pares de φ e de ∂φ . Assim,
a forma mais simples e na˜o trivial da Lagrangiana e´ dada por
L = a0(∂φ)2+a1φ2+a2φ4+hφ . (3.9)
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Para um modelo mais geral, acrescentam-se poteˆncias pares de φ maiores que quatro, o que na˜o
trataremos.
Tendo obtido L , e´ possı´vel introduzir um peso estatı´stico associado a` distribuic¸a˜o do
paraˆmetro de ordem. Matematicamente, isso significa definir uma medida sobre o espac¸o das
distribuic¸o˜es. Esta medida deve ser tal que, no caso de um sistema composto por dois ou mais
subsistemas, possa ser expressa pelo produto de duas ou mais medidas. A forma mais simples
de definir este peso e´, enta˜o,




dx L (φ ,∂φ)
}
. (3.10)
A partir do peso estatı´stico, pode-se introduzir o funcional gerador para as func¸o˜es de
correlac¸a˜o, que sa˜o o foco da teoria. Define-se, assim,
Z[h] =
∫
Dφ W [φ ;h] , (3.11)











Agora que a func¸a˜o de partic¸a˜o e´ conhecida, me´dias de φ(x) podem ser calculadas. A me´dia
do pro´prio paraˆmetro de ordem e´
〈φ(x)〉=
∫
Dφ W [φ ;h] φ(x) , (3.12)








onde usa-se a definic¸a˜o de derivada funcional 2.
De maneira ana´loga, e´ possı´vel calcular a me´dia do produto de φ em dois pontos, conhecida
2Dado um funcional F [ f ], sua derivada funcional com relac¸a˜o a f (y) e´ definida por






{F [ f (x)+ εδ (x− y)]−F [ f (x)]} .
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como func¸a˜o de correlac¸a˜o a dois pontos:
〈φ(x 1)φ(x 2)〉=
∫






A func¸a˜o de correlac¸a˜o a n-pontos fica, enta˜o
G(n)(x 1 . . . x n) = 〈φ(x 1) · · · φ(x n)〉= Z−1 δ
nZ












dx 1 . . . dx N h(x 1) · · · h(x N) · G(N)(x 1 . . . x N) . (3.16)
3.1.3 Paraˆmetro de ordem (campo) complexo
Ha´ casos em que o paraˆmetro de ordem deve conter mais de um campo escalar real. Nestes
casos, e´ necessa´rio analisar as simetrias internas do sistema para seguir com o procedimento
mostrado na Subsec¸a˜o anterior. Por exemplo, na transic¸a˜o de superfluidez do he´lio um campo
do tipo ψ = (φ1(x),φ2(x)) faz o papel de paraˆmetro de ordem. A Lagrangiana e´ construida de
maneira que seja invariante por rotac¸o˜es nas duas componentes, ficando na forma












A simetria de rotac¸a˜o O(2) pode ser levada a uma simetria U(1) se definimos ψ como um
campo complexo em termos dos campos reais
ψ(x) = φ1(x)+ iφ2(x) ,
levando a
L [ψ(x)] = a0|∇ψ|2+a1|ψ|2+a2|ψ|4 . (3.18)
Esta Lagrangiana e´ invariante pela transformac¸a˜o
ψ → eiαψ ,
o que a torna invariante pela transfomac¸a˜o de calibre global. Essa simetria e´ descrita pelo grupo
U(1).
Para uma transformac¸a˜o de calibre local do tipo α = α(x), a Lagrangiana fica na forma




(∂ jAi−∂iA j)2 . (3.19)
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Esta Lagrangiana descreve flutuac¸o˜es do paraˆmetro de ordem ψ e do campo externo, aqui des-
crito como um campo eleromagne´tico. Abrindo o primeiro termo da equac¸a˜o acima, tem-se
|(∇− ieA)ψ|2 = (∇− ieA)ψ (∇+ ieA)ψ∗
= (∇ψ− ieAψ)(∇ψ∗+ ieAψ∗)
= |∇ψ|2+∇ψieAψ∗− ieAψ∇ψ∗+ e2A2|ψ|2 .
Considerando uma componente e o campo externo constantes, a Lagrangiana da equac¸a˜o
(3.19) se reduz a` da equac¸a˜o (3.18). Uma Lagrangiana desse tipo, invariante por transformac¸a˜o
de calibre, descreve uma transic¸a˜o de fase em supercondutores, por exemplo.
3.2 A transic¸a˜o vı´trea
Para estudar a transic¸a˜o vı´trea, o primeiro passo e´, como mostramos ate´ agora, determinar o
paraˆmetro de ordem do sistema e, a partir deste, os tipos de interac¸a˜o presentes para escrever a
Lagrangiana que o descreve. Esse resultado ja´ e´ conhecido, tendo sido apresentado na refereˆncia
[29], que revisaremos brevemente nesta Sec¸a˜o, e estendido na refereˆncia [30].
A notac¸a˜o utilizada e´ a de um sistema de spins fixos no espac¸o, com Si =±1, i = 1, . . . ,N,
mas a teoria e´ va´lida para outros tipos de sistemas, inclusive lı´quidos. O paraˆmetro de ordem
escolhido e´ a superposic¸a˜o entre duas configurac¸o˜es do sistema, S e S′. Esta superposic¸a˜o e´
definida em algum volume v que conte´m uma quantidade grande de spins como
qx(S,S′) = |v|−1 ∑
i∈vx
SiS′i, (3.20)
com |v|  1. Denotando por S(t) a configurac¸a˜o do sistema no instante t, define-se a func¸a˜o de






dx qx (S(0),S(t)) , (3.21)
onde V e´ o volume total do sistema. A ideia e´, enta˜o, etudar as flutuac¸o˜es na quantidade global
C(t,0) e na quantidade local qx (S(0),S(t)). Isso e´ feito por meio de correlac¸o˜es a 4-pontos ou
mais.
Faz-se, enta˜o, uma separac¸a˜o nas fontes de flutuac¸a˜o de C(t,0), que sa˜o treˆs: as diferenc¸as
entre trajeto´rias que se iniciam na mesma configurac¸a˜o inicial; as entre configurac¸o˜es iniciais
diferentes; as de interac¸o˜es que vem de resfriamentos diferentes do sistema. A metodologia
adotada foi tomar a me´dia de C(t,0) em cada uma dessas treˆs fontes de flutuac¸a˜o, possibili-
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tando sua ana´lise para tempos pro´ximos ao plateau3, em que essa me´dia nas treˆs flutuac¸o˜es se
aproximara´ de Cp, o valor no plateau.
As correlac¸o˜es a 4-pontos sa˜o, enta˜o, tomadas por “medidas restritas” de equilı´brio. Essa
te´cnica se baseia em restringir os estados acessı´veis ao sistema aos estados mais relevantes,
entendidos como as configurac¸o˜es pro´ximas a condic¸o˜es iniciais “bem termalizadas”. Para tal,
define-se uma medida restrita, em que apenas sa˜o aceitos valores de qx (S(0),S(t)) = px, com
px um valor pre´-fixado, relacionado a Cp. Fazendo isso, define-se a func¸a˜o de partic¸a˜o Z[S0, px]
do sistema em termos da func¸a˜o de partic¸a˜o sem restric¸o˜es Z.
A func¸a˜o W (px,S0), equivalente a W [φ ;h] da Sec¸a˜o anterior, tem a forma determinada a
partir do me´todo de re´plica. Definem-se n re´plicas do sistema, compostas pela configurac¸a˜o de
refereˆncia S0 e m co´pias do sistema restrito. Derivadas da func¸a˜o de partic¸a˜o com relac¸a˜o a`s
re´plicas definem as me´dias nas flutuac¸o˜es de W , a partir das quais define-se a ac¸a˜oA [Qx] (deno-
tada no artigo por S[Qx]) para as n re´plicas, com valores fixos de Qab(x), a superposic¸a˜o entre
re´plicas (equivalente a qx definido inicialmente).
Partindo da ac¸a˜oA [Qx], da redefinic¸a˜o do paraˆmetro de ordem como o afastamento de Qab
do valor de Cp, ou seja, φab = Qab(x)−Cp, e de considerac¸o˜es em torno das re´plicas, encontra-
se uma teoria cu´bica para a descric¸a˜o do sistema. Dessa forma, segundo [29], a descric¸a˜o do
sistema e´ feita por meio de uma Lagrangiana da forma
L = a0(∇φ)2+a1φ2+gφ3. (3.22)
Para mais detalhes dessa derivac¸a˜o, recomenda-se a leitura das refereˆncias [29, 30] e das citac¸o˜es
aı´ apresentadas.
Dessa maneira, o sistema que estamos estudando apresenta interac¸o˜es do tipo φ3, o que sig-
nifica que ele na˜o apresenta simetria de inversa˜o. Essa auseˆncia concorda com as caracterı´sticas
do sistema, como a inexisteˆncia de mudanc¸as significativas do fator de estrutura na transic¸a˜o.
Vale lembrar que, apesar de termos mostrado que a1 ∝ T −Tc para um caso sem o termo cu´bico
na enegia livre, essa relac¸a˜o continua valendo para o nosso caso. Esse coeficiente da Lagrangi-
ana e´ a massa, como mostrado na equac¸a˜o (3.8). Ou seja, na transic¸a˜o se fase, temos uma teoria
de massa zero.
Uma questa˜o que tambe´m pode surgir e´ com relac¸a˜o a` limitac¸a˜o da energia livre. O termo
φ4 garante, mesmo com a presenc¸a de um termo φ3, que existe um mı´nimo para a energia livre
(ou para a Lagrangiana) em torno da transic¸a˜o. Um exemplo disso e´ mostrado na Figura 3.1.
3O pltateau a que nos referimos aqui e´ o tratado no Capı´tulo 1, que surge em func¸o˜es de correlac¸a˜o dinaˆmicas
quando o sistema passa pela transic¸a˜o vı´trea, resultado da relaxac¸a˜o em dois passos.
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A auseˆncia desse termo gera uma Lagrangiana sem limite inferior, o que significa a auseˆncia
estabilidade global nas duas fases. Apesar disso, neste trabalho consideraremos a Lagrangiana
obtida em [29], apenas com interac¸o˜es φ3 e deixamos como perspectiva acrescentar interac¸o˜es
φ4.
Figura 3.1: Exemplo de energia livre com termos φ3 e φ4. A func¸a˜o plotada e´ f (φ) = φ4 +
3φ3+2φ2.
3.3 Compactificac¸a˜o de uma dimensa˜o
Neste trabalho, nossa proposta e´ estudar os efeitos de tamanho finito na transic¸a˜o vı´trea. A
preocupac¸a˜o com esses efeitos em transic¸o˜es de fase na˜o e´ novidade, ja´ tendo sido feitos estudos
para a transic¸a˜o vı´trea do ponto de vista computacional em [47, 48]. Na˜o ha´ ainda, entretanto,
um estudo analı´tico nessa a´rea.
A refereˆncia [49] expo˜e detalhadamente uma metodologia geral para o tratamento de efeitos
de tamanho finito em transic¸o˜es de fase. Em particular, os autores apresentam como exemplo
o caso de superfluidez. De maneira bastante resumida, trata-se de levar uma teoria de campo
usual, no espac¸o plano, a um filme, a um fio ou a um gra˜o por meio da compactificac¸a˜o de uma,
duas ou treˆs dimenso˜es do espac¸o em um toro, respectivamente. Analisa-se, enta˜o, o efeito do
tamanho da dimensa˜o compactificada nas propriedades do sistema.
Seguiremos essa metodologia para verificar o efeito de tamanho na temperatura de transic¸a˜o.
Para isso, lembramos que o termo da energia livre que apresenta a dependeˆncia com a tempera-
tura crı´tica e´ o coeficiente do paraˆmetro de ordem ao quadrado (ver a equac¸a˜o (3.6)). Em teoria
de campo, como ja´ vimos, ele e´ equivalente ao termo de massa da Lagrangiana.
Apresentamos, na pro´xima Sec¸a˜o, o efeito de compactificar apenas uma das dimenso˜es do
sistema. Vale lembrar que introduzir essa compactificac¸a˜o na˜o torna o sistema bidimensional,
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apesar de ela levar o sistema a um filme, uma vez que a dimensa˜o compactificada continua
tendo um comprimento na˜o-nulo.
3.3.1 Resultados
Como apresentamos na Sec¸a˜o 3.2, nosso sistema e´ representado por uma Lagrangiana da
forma
L = a0(∇φ)2+m2φ2+gφ3,
onde trocamos o coeficiente a1 da equac¸a˜o (3.22) pelo coeficiente usual m2. Lembramos que o
termo cu´bico representa as interac¸o˜es presentes no sistema lı´quido-vidro, conforme apresentado
na Sec¸a˜o 3.2.
O termo de interac¸a˜o, no nosso caso φ3 define como sera˜o os diagramas que contribuem





Para uma teoria φ3, os diagramas que representam essa contribuic¸a˜o teˆm a forma mostrada na















entre propagadores de campo livre. Este termo e´ conhecido como auto-energia ou operador de
massa e esta´ expresso para um sistema com D dimenso˜es.
Figura 3.2: Diagramas φ 3 a um loop que contribuem no termo de auto-energia.
O propagador corrigido tem, enta˜o, a forma





























O termo entre colchetes e´ uma se´rie geome´trica em Σ(k2)∆(k2). Ficamos, assim, com





⇒ ∆ = 1
k2+m2−Σ(k2) . (3.26)
As expresso˜es (3.25) e (3.26) sa˜o conhecidas como Equac¸a˜o de Dyson.
Temos, enta˜o, uma massa corrigida, m′, que deve se anular na transic¸a˜o de fase
m′2 = m2−Σ(k2) = 0. (3.27)
Portanto,































Para levar uma das dimenso˜es do sistema a um toro, utiliza-se a prescric¸a˜o de Matsubara
generalizada [49]. Para o nosso caso, em que trabalhamos com dimenso˜es espaciais euclidianas








, ki → 2nipiLi , (3.31)
onde L1, L2, . . . , Ld−1 sa˜o os comprimentos das dimenso˜es espaciais compactificadas.
No nosso caso, fazemos a compactificac¸a˜o em apenas uma dimensa˜o (por isso, o ı´ndice i























Na u´ltima linha, usamos o fato de que `n e ~` sa˜o componentes do mesmo vetor.
49











































































A integral, efetuada sobre as dimenso˜es na˜o compactificadas, pode ser resolvida pela fo´rmula



































O somato´rio e´ a definic¸a˜o da func¸a˜o zeta homogeˆnea de Epstein-Hurwitz [51]
Zc
2






































onde Kν− 12 e´ a func¸a˜o de Bessel modificada.
Substituindo Zc
2












































































































































O somato´rio na equac¸a˜o (3.42) e´ a se´rie geome´trica, a na˜o ser por um termo. Acrescentando o
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A equac¸a˜o (3.43) nos mostra a relac¸a˜o da massa, m, com o comprimento, L, da dimensa˜o
compactificada. Como m2 = α|T − Tc| no modelo de Ginzburg-Landau, encontramos uma
relac¸a˜o que mostra como a temperatura de transic¸a˜o varia com esse comprimento. Vale a pena
fazer uma ana´lise dos casos extremos, ou seja, quando L→ 0 e quando L→ ∞.





























O que este limite nos mostra e´ que a temperatura da transic¸a˜o difere da temperatura crı´tica
usual quando o sistema fica pro´ximo de se tornar bidimensional de uma maneira que na˜o po-
demos prever, ja´ que surge uma divergeˆncia. Isso quer dizer que as transic¸o˜es de fase em 2 e
3 dimenso˜es devem apresentar caracterı´sticas diferentes. A refereˆncia [48] mostra, por meio
de simulac¸o˜es, que ha´ uma diferenc¸a fundamental entre essas duas transic¸o˜es, chegando a` ine-
xisteˆncia dos plateuax mostrados nas Figura 1.3 para sistemas bidimensionais.



















enta˜o T → Tc. (3.45)
Ou seja, quando nos afastamos da regia˜o de L pequeno, a temperatura da transic¸a˜o se aproxima
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da temperatura crı´tica usual.
Para uma ana´lise gra´fica do comportamento do sistema, fica mais fa´cil escrever L em func¸a˜o


































A Figura 3.3 mostra essa relac¸a˜o, para o caso em que A′ = 1. Para valores menores de A′, as
tendeˆncias extremas aparecem mais rapidamente; para A′ maiores, elas surgem mais lentamente.
O gra´fico representa bem o comportamento apresentado na ana´lise dos casos extremos feita
acima.
Figura 3.3: Comprimento da dimensa˜o compactificada L como func¸a˜o de m ∝ |T − Tc|, para
A′ = 1.
Mostramos, assim, que um efeito de tamanho finito surge quando compactificamos uma
das dimenso˜es de um sistema na vizinhanc¸a da transic¸a˜o vı´trea, ou seja, quando transformamos
o sistema cu´bico em um filme. Para comprimentos pequenos da dimensa˜o compactificada, a
temperatura da transic¸a˜o aumenta. Isso significa que, para L’s menores o plateau caracterı´stico
da transic¸a˜o vı´trea aparece para temperaturas mais elevadas. Por outro lado, quando L cresce, a
temperatura da transic¸a˜o reassume o valor usual Tc.
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No Capı´tulo 4, apresentamos simulac¸o˜es em que um dos lados de uma caixa inicialmente
cu´bica e´ reduzido para verificar o efeito da compactificac¸a˜o. Os resultados que mostramos na
Sec¸a˜o 4.4 corroboram com os resultados aqui apresentados.
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4 Ana´lise nume´rica
Neste Capı´tulo, apresentamos o modelo utilizado na ana´lise computacional da transic¸a˜o
vı´trea (Sec¸a˜o 4.1), os me´todos computacionais utilizados nas simulac¸o˜es (Sec¸o˜es 4.2 e 4.3) e os
resultados obtidos (Sec¸a˜o 4.4). Os co´digos desenvolvidos sa˜o apresentados no Apeˆndice A.
4.1 O modelo de Kob e Andersen
O modelo de Kob e Andersen foi proposto em um artigo em 1995 [8], com o objetivo de
testar computacionalmente algumas previso˜es da MCT (Sec¸a˜o 2.2.2). Ele se baseia em um
modelo anterior, apresentado em [6], com a introduc¸a˜o de algumas modificac¸o˜es.
O sistema e´ composto por uma mistura de dois tipos de partı´culas cla´ssicas, A e B, ambas











com α,β ∈ {A,B} e r a distaˆncia entre as partı´culas. Escolhe-se trabalhar com uma mistura
bina´ria para inibir a cristalizac¸a˜o do sistema a baixas temperaturas [6]. No entanto, com a mis-
tura de 80% de partı´culas do tipo A com 20% do tipo B do modelo original isso na˜o e´ alcanc¸ado,
segundo Kob e Andersen [8]. A proposic¸a˜o que surge, enta˜o, e´ fazer uma modificac¸a˜o nos
diaˆmetros das partı´culas, dados pelos valores de σαβ . Passa-se a usar σAA = 1,0, σAB = 0,8 e
σBB = 0,88, enquanto no modelo original σAB = 0,9σAA e σBB = 0,8σAA.
A segunda modificac¸a˜o que surge e´ com relac¸a˜o ao paraˆmetro εαβ , que da´ a energia de
interac¸a˜o entre as partı´culas. No modelo original, a energia era a mesma para os treˆs casos,
εAA = εAB = εBB. Aqui, usa-se εAA = 1,0, εAB = 1,5 e εBB = 0,5. Por fim, corta-se o potencial
quando rcuto f f = 2,5σαβ , enquanto em [6] usa-se uma func¸a˜o para suavizar esse corte, de forma
que o potencial de interac¸a˜o vai a zero entre r = 1,9σαβ e r = 2,3σαβ .
Os paraˆmetros σαβ e εαβ sa˜o introduzidos de maneira que tudo o que e´ tratado computaci-
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onalmente seja adimensional. Assim, todos os comprimentos do sistema sa˜o dados em termos
de σAA; todas as energias, em termos de εAA e os tempos, em termos de (mσ2AA/48εAA)
1/2. A
comparac¸a˜o apresentada em [8] e´ com valores para o argoˆnio. Esses valores correspondem a
um comprimento de 3,4A˚, a uma energia de (120K)kB e a um tempo de 3 ·10−13s.
As simulac¸o˜es apresentadas em [8] foram feitas para N = 1000 partı´culas em uma caixa
cu´bica de lado L = 9,4σAA (o que da´ uma densidade ρ = 1,2, em unidades de σ−3AA ), com
temperaturas T = 5,0, 4,0, 3,0, 2,0, 1,0, 0,8, 0,6, 0,55, 0,5, 0,475 e 0,466.
O principal resultado obtido foi o comportamento do deslocamento quadra´tico me´dio com o
tempo de simulac¸a˜o para as diferentes temperaturas, ja´ mostrado na Figura 1.3(b), caracterı´stico
da relaxac¸a˜o em dois passos.
A quantidade de partı´culas na simulac¸a˜o de Kob e Andersen e´ o dobro da apresentada no
modelo original de [6]. Quando comparada a amostras de experimentos reais, entretanto, essa
quantidade e´ muito pequena, o que gera preocupac¸a˜o com os efeitos de tamanho finito sobre
os resultados. A refereˆncia [47] traz um estudo detalhado desses efeitos para o modelo de Kob
e Andersen em duas e treˆs dimenso˜es. A ideia apresentada e´ definir, partindo da variac¸a˜o do
tempo de relaxac¸a˜o α (lenta) com a quantidade de partı´culas, um comprimento de correlac¸a˜o
esta´tico para o sistema. As simulac¸o˜es foram feitas para diferentes temperaturas, com N ∈
[128,20164], mantendo a mesma densidade apresentada em [8].
A refereˆncia [48] tambe´m apresenta, para o modelo de Kob e Andersen em duas dimenso˜es,
simulac¸o˜es para diferentes tamanhos do sistema. Neste caso, N ∈ [100,8 · 106] partı´culas, um
aumento bastante significativo. O foco dessa refereˆncia e´, na verdade, a diferenc¸a entre as
transic¸o˜es vı´treas em duas e treˆs dimenso˜es, e o efeito do tamanho do sistema e´ comentado
brevemente. Um resultado bem interessante apresentado e´ a auseˆncia do plateau na func¸a˜o de
espalhamento incoerente (ver Figura 1.3(a)) para sistemas bidimensionais a partir de 1 milha˜o
de partı´culas.
Outro problema que surge, mas na˜o e´ tratado nas refereˆncias estudadas, e´ com relac¸a˜o a`
divergeˆncia no potencial de interac¸a˜o quando duas partı´culas se aproximam (Vαβ → ∞ quando
r→ 0). Essa divergeˆncia tambe´m aparece no ca´lculo da forc¸a de interac¸a˜o entre as partı´culas,
que e´ usada na evoluc¸a˜o temporal do sistema (uma vez que Fαβ = −∇Vαβ ). Fizemos va´rias
tentativas de tratar esse problema, entre elas: escolhemos um valor ma´ximo para a forc¸a entre
partı´culas, gerando uma distaˆncia mı´nima de interac¸a˜o abaixo da qual a forc¸a e a energia poten-
cial teriam um valor fixo; ignoramos a divergeˆncia e rodamos os programas sem fazer alterac¸o˜es
em Vαβ e em Fαβ ; tentamos simular o sistema para partı´culas rı´gidas, impenetra´veis, com base
em simulac¸o˜es tipo “event driven” [54]; finalmente, inserimos um “paraˆmetro de softening”,
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escolhido como o diaˆmetro de interac¸a˜o entre as partı´culas.
Na Sec¸a˜o 4.4, mostramos os resultados obtidos a partir dessas tentativas. Antes, tratamos
dos me´todos computacionais utilizados nas simulac¸o˜es.
4.2 Me´todos de Monte Carlo
Os me´todos de Monte Carlo sa˜o me´todos computacionais usados na soluc¸a˜o de problemas
de Fı´sica Estatı´stica que se baseiam no sorteio de nu´meros aleato´rios [55, 56]. Seu desenvol-
vimento ocorreu na de´cada de 1940 para a soluc¸a˜o de equac¸o˜es integro-diferenciais como a de
Boltzmann e a de Fokker-Planck [57].
Um exemplo cla´ssico e´ o uso desse me´todo no ca´lculo do valor de pi pela comparac¸a˜o das
a´reas de um quadrado centrado na origem de um sistema de eixos cartesianos, com lados entre
−1 e +1 nos eixos x e y, e de uma circunfereˆncia de raio unita´rio, tambe´m centrada na origem
[55]. Geram-se N nu´meros aleato´rios entre −1 e +1 nas duas direc¸o˜es. Todos eles, claro,
estara˜o dentro do quadrado, mas apenas uma frac¸a˜o N′ estara´ dentro do cı´rculo. Calculamos o










Quanto maior o nu´mero de pontos gerados, mais preciso sera´ o ca´lculo.
A Figura (4.1) mostra uma realizac¸a˜o desse ca´lculo, feita para um bilha˜o de pontos (4.1(a)),
e a diferenc¸a entre o valor calculado para pi e o valor dado por uma biblioteca da linguagem C
para diferentes quantidades de pontos gerados (4.1(b)).
Va´rias outras aplicac¸o˜es desses me´todos sa˜o largamente utilizadas, desde a soluc¸a˜o de in-
tegrais passando pela simulac¸a˜o de sistemas de partı´culas regidos por leis Fı´sicas, ate´ sistemas
quı´micos e biolo´gicos [55, 56]. Para o sistema estudado, usamos dois algoritmos baseados em
me´todos de Monte Carlo. Eles sera˜o mostrados nas duas sub-sec¸o˜es apresentadas a seguir.
4.2.1 Equilibrac¸a˜o
O Algoritmo de Metropolis foi desenvolvido na de´cada de 1950, para “calcular as pro-
priedades de qualquer substaˆncia que pode ser considerada como composta por mole´culas in-
teragindo individualmente” [58] (traduc¸a˜o nossa). De maneira simplificada, e´ um algoritmo
que visa a levar o sistema a uma configurac¸a˜o de equilı´brio (mı´nimo de energia) por meio de
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(a) (b)
Figura 4.1: Ca´lculo do valor de pi pelo me´todo de Monte Carlo. (a) Pontos internos (em vermelho)
e externos a` circunfereˆncia, para N = 109 pontos. (b) Diferenc¸a entre os valores de pi calculado pelo
me´todo de Monte Carlo e da biblioteca “math.h” do C para diferentes valores de N.
movimentac¸o˜es aleato´rias de partı´culas que compo˜em o sistema, tambe´m escolhidas de forma
aleato´ria [56].
As N partı´culas sa˜o colocadas em suas posic¸o˜es iniciais, escolhidas de maneira arbitra´ria.
Calcula-se, enta˜o, o valor da energia potencial (U) do sistema nessa configurac¸a˜o. Estabelece-
se um valor δ , que e´ o ma´ximo que uma partı´cula podera´ se deslocar em cada direc¸a˜o em
uma rodada. Escolhe-se uma partı´cula aleatoriamente ( j) e sorteiam-se treˆs nu´meros aleato´rios
(ξ1,ξ2,ξ3), um para cada direc¸a˜o, entre −1 e 1 para serem multiplicados por δ e somados a`
posic¸a˜o (x j,y j,z j) da partı´cula. Finalmente, calcula-se a variac¸a˜o que o movimento causa na
energia potencial (∆U). Se esta for negativa, o movimento e´ aceito. Caso contra´rio, sorteia-se
um novo nu´mero aleato´rio (ξ4) entre 0 e 1, que e´ comparado ao peso de Boltzmann (exp(−∆U/kBT )),
com kB sendo a constante de Boltzmann e T a temperatura do sistema: se ξ4 < exp(−∆U/kBT ),
o movimento e´ aceito; caso contra´rio, o movimento e´ rejeitado. O procedimento e´ repetido a
partir do sorteio da partı´cula por Npassos, ate´ que o sistema esteja equilibrado.
No nosso caso, inicialmente colocamos as partı´culas em uma rede regular, igualmente
espac¸adas. O potencial de interac¸a˜o utilizado foi o do modelo de Kob e Andersen, com kB = 1
e T = 5,0, de acordo com as unidades apresentadas na Sec¸a˜o 4.1. Adicionamos condic¸o˜es de
contorno perio´dicas ao algoritmo quando o movimento da partı´cula e´ aceito (isso significa que,
se a partı´cula sai por um lado da caixa, “reaparece” do lado oposto). O Algoritmo 4.1 mostra
um pseudo-co´digo do programa.
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Algoritmo 4.1: Algoritmo de Metropolis
Entrada: Npassos,xinic,yinic,zinic,δ ,T
Resultado: x f in,y f in,z f in,U f in
begin
Ca´lculo de U;
while (no do passo < Npassos) do




x j← x j +ξ1δ ;
y j← y j +ξ2δ ;
z j← z j +ξ3δ ;
Ca´lculo de ∆U ;
if (∆U < 0) then




if (ξ4 < exp(−∆U/kBT )) then






4.2.2 Distribuic¸a˜o das velocidades
Apo´s a equilibrac¸a˜o pelo Algoritmo de Metropolis para a temperatura mais alta, e´ ne-
cessa´rio analisar a evoluc¸a˜o do sistema. Isso significa acompanhar as trajeto´rias das partı´culas
que o compo˜em de maneira determinı´stica, por meio das equac¸o˜es de movimento que o regem.
A maneira como isso e´ feito sera´ explicada na Sec¸a˜o 4.3.
Para simular essa evoluc¸a˜o, precisamos antes atribuir velocidades a`s partı´culas, o que na˜o
e´ necessa´rio na equilibrac¸a˜o. Essa atribuic¸a˜o e´ feita por importance sampling, a escolha de
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nu´meros aleato´rios a partir de uma distribuic¸a˜o na˜o-uniforme de valores. Essa te´cnica permite
que regio˜es do espac¸o das configurac¸o˜es com maior importaˆncia para o sistema sejam escolhi-
das com maior frequeˆncia [55, 54, 59]. O Algoritmo de Metropolis e´ um exemplo de uso dessa
te´cnica, com o peso de Boltzmann especificando as regio˜es de maior relevaˆncia estatı´stica.
O algoritmo utilizado para gerar a distribuic¸a˜o de velocidades e´ uma versa˜o modificada do
apresentado na sec¸a˜o anterior. Parte-se de uma distribuic¸a˜o µ , mais facilmente obtida, para ou-
tra distruibuic¸a˜o f , de formato mais elaborado. Primeiramente, sorteia-se um nu´mero aleato´rio
v partindo da distribuic¸a˜o µ . Calcula-se f (v) e gera-se um segundo nu´mero aleato´rio x ∈ [0,1)
de uma distribuic¸a˜o uniforme (tipo “ran2.c” [60]). Caso x seja menor que maxµmax f · f (v)µ(v) , aceita-se
v. Caso contra´rio, rejeita-se v e os passos sa˜o repetidos.
No nosso caso, a distribuic¸a˜o µ e´ uniforme, com intervalo [0,1) (usamos a func¸a˜o “ran2.c”)
e a distribuic¸a˜o f , por se tratar de uma distribuic¸a˜o de velocidades, e´ uma Maxwell-Boltmann







com m sendo a massa da partı´cula, kB a constante de Boltamann e T a temperatura do sistema.
O Algoritmo 4.2 mostra um pseudo-co´digo do programa e a Figura (4.2) mostra a distribuic¸a˜o
gerada para 1 milha˜o de pontos. Note que, no pseudo-co´digo, consideramos que f (v) e´ norma-
lizada.
Algoritmo 4.2: Algoritmo de importance sampling.
Entrada: Npontos
Resultado: v (va´rios valores)
begin
while (nodoponto < Npontos) do
v = ran(0,1);
Ca´lculo de f (v);
x = ran(0,1);





Dessa forma, fizemos a distribuic¸a˜o dos mo´dulos das velocidades. Como estamos tratando
de um sistema em treˆs dimenso˜es, ainda e´ necessa´rio fazer uma distribuic¸a˜o semelhante para os
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Figura 4.2: Distribuic¸a˜o maxwelliana gerada a partir do Algoritmo 4.2, para 106 pontos. A distruibuic¸a˜o
µ utilizada e´ uniforme, obtida a partir da func¸a˜o “ran2.c”.
aˆngulos polar e azimutal. Com o mo´dulo da velocidade e os dois aˆngulos, temos as velocidades
das partı´culas e podemos partir para a evoluc¸a˜o do sistema.
4.3 Dinaˆmica Molecular
Para simular a evoluc¸a˜o de sistemas de muitas partı´culas cla´ssico, isto e´, suas propriedades
de equilı´brio e de transporte, e´ necessa´rio usar te´cnicas de Dinaˆmica Molecular [61]. Essas
te´cnicas se baseiam na resoluc¸a˜o de equac¸o˜es da Mecaˆnica Cla´ssica, ou seja, equac¸o˜es prove-
nientes das formulac¸o˜es de Euler, Hamilton, Lagrange e Newton e podem ser usadas no estudo
de va´rios tipos de sistemas, como so´lidos, polı´meros, biomole´culas, entre outros [62].
Nosso sistema, representado por uma modificac¸a˜o do modelo de Kob e Andersen (ver Sec¸a˜o
4.1), e´ descrito por uma hamiltoniana e, portanto, por equac¸o˜es de movimento cla´ssicas que po-
dem ser resolvidas por Dinaˆmica Molecular. Surge, enta˜o, o questionamento de qual tipo de
integrador deve ser utilizado, uma vez que ha´ uma variedade muito grande de me´todos dis-
ponı´veis.
A refereˆncia [61] traz uma boa discussa˜o a respeito dos crite´rios para essa escolha e trata de
va´rios desses me´todos. Com base nessa abordagem, o algoritmo que utilizamos e´ o de Verlet,
na forma das velocidades. Trata-se de um algoritmo ra´pido e que na˜o requer um uso muito
grande de memo´ria, apesar da necessidade de calcular as forc¸as em todos os passos de tempo.
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A principal vantagem e´ que a conservac¸a˜o da energia no algoritmo de Verlet e´ relativamente
boa, o que se deve a` sua reversibilidade temporal e a` conservac¸a˜o do volume no espac¸o de fase
[61]. Ale´m disso, e´ o algoritmo utilizado no modelo original de Kob e Andersen [8].
O algoritmo de Verlet vem diretamente da expansa˜o em se´rie de Taylor das coordenadas
espaciais das partı´culas [62]. A partir de manipulac¸o˜es envolvendo essas coordenadas e suas
derivadas, que sa˜o equivalentes aos momentos conjugados (a na˜o ser por um fator multiplica-
















onde p j(t) e´ o vetor momento da j-e´sima partı´cula no instante t, q j(t) seu vetor posic¸a˜o, m j
sua massa, F j(t) a forc¸a que atua sobre ela e dt o passo de tempo utilizado na integrac¸a˜o.
Uma derivac¸a˜o detalhada dessas equac¸o˜es e´ apresentada na refereˆncia [63], partindo de uma
transformac¸a˜o canoˆnica das varia´veis. O Algoritmo 4.3 mostra um pseudo-co´digo desse me´todo.
Algoritmo 4.3: Algoritmo de Verlet.
Entrada: dt, tmax,Nparticulas,q j, p j e m j
Resultado: q j e p j
begin
while (t < tmax) do
Ca´lculo de Fj;
p j← p j + dt2 Fj;
q j← q j +dt p jm j ;
Novo ca´lculo de Fj;




Pelo algoritmo, nota-se que, a cada passo de tempo, e´ necessa´rio calcular duas vezes a forc¸a
que atua sobre cada partı´cula. Como se trata de um potencial de interac¸a˜o de pares em treˆs
dimenso˜es, para cada iterac¸a˜o, 3N(N− 1) interac¸o˜es sa˜o calculadas. Ha´, ainda, 3N evoluc¸o˜es
de posic¸o˜es e 6N evoluc¸o˜es de momentos, ale´m dos ca´lculos feitos para acompanhar a evoluc¸a˜o
a cada passo de grandezas como a temperatura e a energia potencial do sistema.
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Para o estudo de efeitos de tamanho finito, a ideia e´ aumentar significativamente a quan-
tidade de partı´culas do sistema, o que acresce um volume muito grande de ca´lculos a cada
iterac¸a˜o. Isso tambe´m gera um aumento no tempo computacional, o que pode inviabilizar a
execuc¸a˜o do programa. Surge, enta˜o, a necessidade de paralelizar alguns desses procedimen-
tos, conforme mostraremos na Sec¸a˜o a seguir.
4.3.1 Paralelizac¸a˜o
Implementamos a paralelizac¸a˜o em placa gra´fica (GPU - Graphic Processor Unit), usando
CUDAr, uma plataforma de computac¸a˜o em paralelo disponibilizada pela NVIDIAr (fabri-
cante das placas gra´ficas utilizadas). Na paralelizac¸a˜o, a liguagem que utilizamos e´ uma ex-
tensa˜o de C, mas a plataforma CUDAr tambe´m suporta outras linguagens de programac¸a˜o.
Esta plataforma foi a primeira a permitir o uso da placa gra´fica para propo´sitos mais gerais
sem a necessidade de transformar um problema de ca´lculo computacional, por exemplo, em um
problema gra´fico [64].
Como exemplo, explicamos como funciona o ca´lculo de forc¸as de interac¸a˜o de pares em
paralelo em uma plataforma desse tipo. Ale´m dos ca´lculos de forc¸as, paralelizamos os algo-
ritmos de ca´lculo das energias cine´tica e potencial e do integrador nume´rico. Estes podem ser
implementados a partir do modelo para forc¸as.
Considera-se um sistema de N partı´culas. Uma partı´cula i interage com outra, j, por meio
de uma forc¸a fi j, formando-se uma matriz N por N de forc¸as entre pares. Em programas se-
quenciais, o uso de f ji = −fi j otimiza o ca´lculo, mas no caso da plataforma CUDAr isso na˜o
acontece (em breve, fica claro porqueˆ). A forc¸a total Fi e´, enta˜o, a soma de todas as entradas
da linha i da matriz. Cada uma dessas entradas pode ser calculada de forma independente das
outras, resultando em N2 ca´lculos que poderiam ser feitos paralelamente. Do ponto de vista
computacional, isso e´ invia´vel, uma vez que levaria a` necessidade de uma memo´ria da ordem
de N2. A soluc¸a˜o, enta˜o, e´ fazer parte desses ca´lculos em se´rie.
O que se faz e´ “ladrilhar” a placa gra´fica. Cada ladrilho (ou grid) e´ composto por uma certa
quantidade de blocos (blocks) que, por sua vez, e´ composto por uma certa quantidade de fios
(threads). A Figura 4.3 mostra um esquema dessa divisa˜o de componentes na placa gra´fica.
A princı´pio, cada interac¸a˜o fi j e´ calculada em um fio (por isso na˜o se usa a simetria da
matriz de forc¸as). Essas informac¸o˜es sa˜o, enta˜o, enviadas para a memo´ria compartilhada, a que
todos os fios de um bloco teˆm acesso, e aı´ somadas. De cada bloco, va˜o para a memo´ria global,
a que todos os ladrilhos tem acesso. Caso haja mais partı´culas no sistema em estudo do que fios
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Figura 4.3: Representac¸a˜o esquema´tica da divisa˜o em unidades da placa gra´fica [65].
na divisa˜o da placa, a quantidade excedente de partı´culas tem suas forc¸as calculadas da mesma
forma, mas em fios que ja´ foram “usados” no ca´lculo de outras partı´culas. Aı´ esta´ a parte em
se´rie que havı´amos mencionado.
Por este procedimento, as N(N−1) interac¸o˜es que seriam feitas sequencialmente passam a
ser feitas paralelamente, o que gera uma economia significativa de tempo computacional. Ale´m
dessa economia no ca´lculo da forc¸a, tambe´m reduzimos o tempo computacional paralelizando
outros processos, conforme mencionamos anteriormente. Com isso, torna-se via´vel o estudo de
sistemas com uma quantidade maior de partı´culas.
4.4 Resultados
Seguimos a metodologia apresentada por Kob e Andersen na refereˆncia [8]: equilibramos o
sistema para a temperatura mais alta (T = 5,0) e, por meio de um “banho te´rmico estoca´stico”,
diminuimos a temperatura do sistema para os demais valores analisados (Figura 4.4). Como ja´
expusemos na Sec¸a˜o 4.1, surge um problema computacional que e´ o tratamento da divergeˆncia
no potencial e na forc¸a quando duas partı´culas se aproximam. Implementamos algumas tenta-
tivas que tambe´m foram mencionadas naquela Sec¸a˜o, na˜o tendo sido possı´vel obter resultados,
exceto quando introduzimos um paraˆmetro de softening no potencial. Conforme menciona-
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mos, o paraˆmetro de softening escolhido foi o diaˆmetro da partı´cula, σαβ . Apresentamos os
resultados assim obtidos.
Figura 4.4: Diagrama de blocos da sequeˆncia de simulac¸a˜o para os sistemas com caixa cu´bica.
4.4.1 Caixa cu´bica
Partimos de uma caixa cu´bica, centrada na origem. Dividimos a caixa em ce´lulas de ta-
manhos iguais e colocamos uma partı´cula no centro de cada ce´lula. Rodamos o Algoritmo de
Metropolis com T = 5,0 e condic¸o˜es de contorno perio´dicas, para diferentes valores de δ e
diferentes quantidades de partı´culas, N, mantendo a densidade do sistema ρ = 1,2, conforme
[47]. Nas Figuras 4.5, apresentamos como a energia potencial do sistema, U , varia ao longo da
simulac¸a˜o. Na Figura 4.6, mostramos as posic¸o˜es das partı´culas apo´s a equilibrac¸a˜o por Monte
Carlo, para o caso N = 64 partı´culas e diferentes valores de δ .
Na Figura 4.5, fica claro que a influeˆncia de δ na quantidade de passos gastos para que a
energia potencial do sistema oscile em torno de um valor fixo e´ pequena para os sistemas com
menos partı´culas. Isso ja´ na˜o e´ verdade para os sistemas maiores, em que δ = 0,5 equilibra o
sistema mais rapidamente. Essa diferenc¸a e´ esperada e se deve a` quantidade de movimentos por
partı´cula: se todos os movimentos fossem aceitos, para 107 passos e N = 64 partı´culas, cada
partı´cula se moveria, em me´dia, mais de 150 mil vezes; ja´ para N = 13824, esse valor na˜o chega
a 800 vezes. Em todos os casos, a energia potencial estabiliza em torno de −0,7, mesmo para
valores bem diferentes de N.
Na Figura 4.6, e´ possı´vel ver que diferentes valores de δ na˜o influenciam significativamente
na configurac¸a˜o do sistema, no sentido de que na˜o se notam aglomerac¸o˜es de partı´culas ou
regio˜es “favorecidas” para os diferentes valores utilizados. Para os demais sistemas, as posic¸o˜es
finais das partı´culas tambe´m sa˜o obtidas e podem ser plotadas em um gra´fico semelhante.





Figura 4.5: Energia potencial versus nu´mero de passos de Monte Carlo para diferentes valores de δ .
Rodamos o programa para Npassos = 1 · 107, caixas cu´bicas centradas na origem, densidade ρ = 1,2,
temperatura T = 5,0 e diferentes quantidades de partı´culas: (a) N = 64; (b) N = 512; (c) N = 1728; (d)
N = 4096; (e) N = 8000; (f) N = 13824.
66
Figura 4.6: Posic¸o˜es das partı´culas para o sistema com N = 64, apo´s 107 passos de Monte Carlo, para
diferentes valores de δ .
maneira que mostramos na Subsec¸a˜o 4.2.2 e analisar a evoluc¸a˜o do sistema. Tambe´m pode-
mos acopla´-lo a um banho te´rmico estoca´stico para diminuir sua temperatura e tentar atingir a
transic¸a˜o vı´trea. Para isso, tomamos as posic¸o˜es finais obtidas para δ = 0,5.
A evoluc¸a˜o do sistema para temperaturas menores se da´ em duas fases. Na primeira, ele
e´ acoplado ao banho te´rmico, que consiste na redistribuic¸a˜o das velocidades das partı´culas a
cada 50 passos de tempo para que volte a` temperatura escolhida. Na segunda, desacopla-se o
banho te´rmico, deixando o sistema se equilibrar livremente. Vale ressaltar que, na segunda fase,
a temperatura do sistema pode variar e, ao final da simulac¸a˜o, pode ser diferente da temperatura
inicial imposta.
Cada uma das etapas foi feita em paralelo, para um tempo computacional de 106 e passos
dt = 0,01 e dt = 0,02 para temperaturas maiores que 1,0 (inclusive) e menores que 1,0, res-
pectivamente. Para T = 4,0, comec¸amos o processo com as posic¸o˜es obtidas pelo Algoritmo
de Metro´polis para T = 5,0; para as demais temperaturas, comec¸amos com as posic¸o˜es da tem-
peratura imediatamente superior, exceto pelas temperaturas entre 2,0 e 3,0, que sempre foram
obtidas a partir da configurac¸a˜o de T = 3,0. Na Figura 4.7, mostramos a evoluc¸a˜o da tempera-
tura e da energia potencial para T = 4,0 e N = 64 partı´culas ao longo do tempo de simulac¸a˜o
com banho te´rmico (a) e sem banho te´rmico (b).
Repetimos o procedimento para T = 3,0, 2,8, 2,5, 2,3, 2,1, 2,0, 1,0, 0,8, 0,6
e 0,55. A Tabela 4.1 mostra as temperaturas e energias potenciais me´dias para as diferentes
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(a) (b)
Figura 4.7: Evoluc¸a˜o da temperatura (verde) e da energia potencial (vermelho) do sistema (a) com
o banho te´rmico e (b) depois do banho te´rmico. Paraˆmetros da simulac¸a˜o: tmax = 1 · 106, dt = 0,01,
T = 4,0, N = 64 partı´culas, caixa cu´bica com densidade ρ = 1,2.
temperaturas de banho te´rmico. As me´dias foram obtidas tomando os u´ltimos 100 pontos da
segunda etapa para cada simulac¸a˜o. Os dados da Tabela esta˜o plotados na Figura 4.8, que e´
bastante semelhante a` apresentada em [66].
Tabela 4.1: Temperaturas e energias potenciais me´dias para as diferentes temperaturas de banho
te´rmico, com N = 64 partı´culas.













Figura 4.8: Temperatura me´dia vesus energia potencial me´dia, com N = 64 partı´culas. A linha
pontilhada e´ apenas uma refereˆncia.
A energia potencial me´dia varia muito quando a temperatura do sistema estabiliza em torno
de 1,5. Isso mostra que ha´ uma dificuldade na equilibrac¸a˜o do sistema em torno dessa tempe-
ratura, o que pode ser um indı´cio da transic¸a˜o de fase. Outro indı´cio que surge e´ a formac¸a˜o
de aglomerados de partı´culas, como mostram as Figuras 4.9 e 4.10, onde as temperaturas das
legendas sa˜o do banho te´rmico.
Para verificar a existeˆncia de mais evideˆncias da transic¸a˜o, deixamos o sistema evoluir,
agora sequencialmente, por mais um intervalo de tempo, calculando o deslocamento quadra´tico
me´dio (MSD) para as partı´culas do tipo A. As Figuras 4.11 e 4.12 apresentam a evoluc¸a˜o dos
MSD’s para as diferentes temperaturas. As temperaturas das legendas tambe´m sa˜o do banho
te´rmico. O tempo de simulac¸a˜o foi tmax = 100, com passo dt = 0,001.
As Figuras mostram, claramente, o surgimento do plateau em algumas temperaturas. Con-
forme expusemos, essa e´ a marca da transic¸a˜o vı´trea, o que mostra que conseguimos levar o
sistema a ela. Tambe´m fica claro que sua ocorreˆncia se da´ em torno de T = 1,5. O pro´ximo
passo e´ repetir os procedimentos descritos ate´ agora para uma quantidade maior de partı´culas,
a fim de verificar como o tamanho do sistema influencia na transic¸a˜o.
A Figura 4.13 mostra o perı´odo de equilibrac¸a˜o para T = 4,0 e N = 512 partı´culas, com
banho te´rmico (a) e sem banho te´rmico (b). Claramente, ha´ um problema na equilibrac¸a˜o do sis-
tema: o valor da energia potencial aumenta significativamente apo´s o desacoplamento do banho
te´rmico. A temperatura, por outro lado, na˜o diminui na mesma proporc¸a˜o, o que ocasiona um
aumento no valor do erro na energia associado a` simulac¸a˜o. Pode ser que isso seja consequeˆncia





Figura 4.9: Posic¸o˜es das partı´culas ao final da equilibrac¸a˜o para uma caixa cu´bica com N = 64





Figura 4.10: Posic¸o˜es das partı´culas ao final da equilibrac¸a˜o para uma caixa cu´bica com N = 64





Figura 4.11: Deslocamento quadra´tico me´dio para as partı´culas do tipo A versus tempo de
simulac¸a˜o para uma caixa cu´bica com N = 64 partı´culas, densidade ρ = 1,2 e temperaturas (a)





Figura 4.12: Deslocamento quadra´tico me´dio para as partı´culas do tipo A versus tempo de
simulac¸a˜o para uma caixa cu´bica com N = 64 partı´culas, densidade ρ = 1,2 e temperaturas (a)
2,0; (b) 1,0; (c) 0,8; (d) 0,6; (e) 0,55.
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(a) (b)
Figura 4.13: Evoluc¸a˜o da temperatura (verde) e da energia potencial (vermelho) do sistema (a) com
o banho te´rmico e (b) depois do banho te´rmico. Paraˆmetros da simulac¸a˜o: tmax = 1 · 106, dt = 0,01,
T = 4,0, N = 512 partı´culas, caixa cu´bica com densidade ρ = 1,2.
O estudo de sistemas com quantidades maiores de partı´culas precisa, enta˜o, ser feito de
maneira mais profunda. Na˜o temos convicc¸a˜o de que o aumento da quantidade de passos de
Monte Carlo para T = 5,0 ou do tempo de evoluc¸a˜o de Dinaˆmica Molecular para temperaturas
mais baixas seria suficiente para solucionar os problemas que surgiram, mas estas poderiam ser
as primeiras tentativas. Outra possibilidade seria a equilibrac¸a˜o pelo Algoritmo de Metropolis
tambe´m para as temperaturas mais baixas.
Os resultados obtidos nesta Sec¸a˜o contribuı´ram para direcionar a investigac¸a˜o cujos resul-
tados apresentamos a seguir, em que deixamos de trabalhar com caixas cu´bicas e densidade
fixa.
4.4.2 Compactificac¸a˜o de uma dimensa˜o
Na Sec¸a˜o 3.3, apresentamos como a temperatura crı´tica varia com o tamanho do lado com-
pactificado da caixa (equac¸a˜o (3.43)). A ana´lise dessa relac¸a˜o mostra que, conforme esse com-
primento diminui, a temperatura em que ocorre a transic¸a˜o aumenta, ate´ divergir da temperatura
crı´tica usual quando L vai a zero (equac¸a˜o (3.44)). Podemos verificar, computacionalmente, se
ha´ evideˆncias desse comportamento, o que apresentamos nesta Subsec¸a˜o.
Os procedimentos adotados aqui foram diferentes dos expostos na Subsec¸a˜o 4.4.1. A
equilibrac¸a˜o foi feita usando o Algoritmo de Metropolis, para T = 1,0 e T = 2,0 e N = 64
partı´culas (Figura 4.14). Nos dois casos, mantivemos as dimenso˜es y e z da caixa (Ly, Lz) cons-
74
tantes e iguais a 10,0 e variamos a dimensa˜o x (Lx), sempre com a caixa centrada na origem.
Dessa forma, a densidade do sistema muda. Pela ana´lise apresentada na Subsec¸a˜o anterior,
mantivemos o valor de δ sempre igual a 0,5.
Figura 4.14: Diagrama de blocos da metodologia adotada para os sistemas compactificados.
Na Figura 4.15, mostramos que a energia potencial do sistema converge rapidamente para
todos os valores de Lx nos dois casos apresentados. Para T = 1,0 (Figura (b)), as energias
potenciais de Lx = 10,0 e Lx = 5,0 ficam muito pro´ximas, mas muito acima dos valores de
Lx = 2,5 e Lx = 1,25 (que tambe´m esta˜o muito pro´ximas). Essa separac¸a˜o clara de energias
pode ser uma indicac¸a˜o da transic¸a˜o de fase. Para T = 2,0 (Figura (a)), e´ possivel ver as quatro
curvas bem discriminadas, mas com energias bastante pro´ximas.
(a) (b)
Figura 4.15: Energia potencial versus nu´mero de passos de Monte Carlo para diferentes valores de Lx.
Rodamos o programa para Npassos = 1 · 107, caixas centradas na origem com Ly = Lz = 10,0, N = 64
partı´culas e diferentes temperaturas: (a) T = 2,0; (b) T = 1,0.
Plotamos as posic¸o˜es das partı´culas para as duas temperaturas, ao final da equilibrac¸a˜o,
gerando os gra´ficos das Figuras 4.16 e 4.17. Na˜o se nota diferenc¸a qualitativa no arranjo das
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Figura 4.16: Posic¸o˜es das partı´culas ao final da equilibrac¸a˜o para uma caixa com Ly = Lz =
10,0, N = 64 partı´culas, temperatura T = 2,0 e (a) Lx = 10,0; (b) 5,0; (c) 2,5; (d) 1,25.
Para verificar a possibilidade de o sistema ter passado pela transic¸a˜o vı´trea com a variac¸a˜o
de Lx, deixamos o sistema evoluir, sequencialmente, por um intervalo de tempo tmax = 100, com
passo dt = 0,001 e calculamos o deslocamento quadra´tico me´dio para as partı´culas do tipo A.
As Figuras 4.18 e 4.19 apresentam a evoluc¸a˜o dos MSD’s para diferentes Lx. A Figura 4.20




Figura 4.17: Posic¸o˜es das partı´culas ao final da equilibrac¸a˜o para uma caixa com Ly = Lz =
10,0, N = 64 partı´culas, temperatura T = 1,0 e (a) Lx = 10,0; (b) 5,0; (c) 2,5; (d) 1,25.
Para T = 2,0, todos os gra´ficos sa˜o ideˆnticos, na˜o existindo o plateau caracterı´stico da
transic¸a˜o vı´trea. Ja´ para T = 1,0, as duas caixas mais “finas” apresentam a formac¸a˜o do plateau,
enquanto ele na˜o aprece para os dois maiores valores de Lx. Isso significa que, para os valores
menores de Lx, o sistema ja´ passou pela transic¸a˜o vitrea. Ou seja, a temperatura de transic¸a˜o
e´ maior para valores menores de Lx, o que corrobora com o resultado teo´rico encontrado na
Sec¸a˜o 3.3. Na Figura 4.20, a passagem pela transic¸a˜o fica ainda mais clara: as duas curvas com
Lx’s maiores praticamente colapsam; o mesmo ocorre para as duas curvas com Lx’s menores.
O pro´ximo passo e´ a ampliac¸a˜o desse resultado, a partir de simulac¸o˜es com maiores quanti-




Figura 4.18: Deslocamento quadra´tico me´dio para as partı´culas do tipo A versus tempo de
simulac¸a˜o para uma caixa com Ly = Lz = 10,0, N = 64 partı´culas, temperatura T = 2,0 e (a)
Lx = 10,0; (b) 5,0; (c) 2,5; (d) 1,25.
apresentado na Subsec¸a˜o 4.4.1, precisando de uma ana´lise mais aprofundada. A cobertura de
uma faixa maior de temperaturas e´ um objetivo mais pro´ximo de ser alcanc¸ado, mas que ainda




Figura 4.19: Deslocamento quadra´tico me´dio para as partı´culas do tipo A versus tempo de
simulac¸a˜o para uma caixa com Ly = Lz = 10,0, N = 64 partı´culas, temperatura T = 1,0 e (a)
Lx = 10,0; (b) 5,0; (c) 2,5; (d) 1,25.
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Figura 4.20: Deslocamento quadra´tico me´dio para as partı´culas do tipo A versus tempo de
simulac¸a˜o para uma caixa com Ly = Lz = 10,0, N = 64 partı´culas, temperatura T = 1,0 e
diferentes valores de Lx: 10,0 (vermelho); 5,0 (verde); 2,5 (azul); 1,25 (roxo).
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5 Concluso˜es e perspectivas
Nesta tese, apresentamos um estudo dos efeitos de tamanho finito na transic¸a˜o vı´trea, por
meio de duas abordagens: a primeira, teo´rica, por te´cnicas de Teoria Quaˆntica de Campos; a
segunda, por meio de uma ana´lise nume´rica, seguindo o modelo de Kob e Andersen.
Na ana´lise teo´rica do problema, mostramos que, a partir da Lagrangiana que descreve o
sistema e da compactificac¸a˜o de uma de suas dimenso˜es, temos uma primeira linha para esse
estudo. A Lagrangiana de interac¸a˜o, seguindo [29], e´ do tipo φ3 e a metodologia seguida na
compactificac¸a˜o e´ apresentada detalhadamente em [49]. O resultado dessa ana´lise mostra que
levar o sistema cu´bico a um filme altera a temperatura em que a transic¸a˜o vı´trea ocorre. Mais
especificamente, essa temperatura se eleva cada vez mais para filmes mais estreitos, aparecendo
uma divergeˆncia no limite L→ 0. Esta pode demonstrar que as transic¸o˜es em duas e treˆs di-
menso˜es diferem fundamentalmente, podendo ser uma confirmac¸a˜o do que e´ apresentado em
[48].
Como perspectivas dessa ana´lise, ainda podemos fazer perturbac¸o˜es em ordens maiores
para melhorar os resultados. Ale´m disso, para que a energia livre associada ao sistema seja limi-
tada, uma possibilidade seria acrescentar um termo φ4 a` Lagrangiana do sistema. Poderı´amos,
enta˜o, refazer os ca´lculos e verificar as modificac¸o˜es no resultado final.
Na ana´lise nume´rica, desenvolvemos co´digos para equilibrar o sistema em diferentes tempe-
raturas e, apo´s a equilibrac¸a˜o, calcular a evoluc¸a˜o temporal do deslocamento quadra´tico me´dio
(MSD) das partı´culas. Para um sistema com 64 partı´culas em uma caixa cu´bica, com condic¸o˜es
de contorno perio´dicas, apresentamos evideˆncias bastante claras da transic¸a˜o vı´trea. Mostra-
mos, inclusive, gra´ficos de evoluc¸a˜o temporal do MSD em que surge, para algumas tempera-
turas, o plateau caracterı´stico da relaxac¸a˜o em dois passos e “impressa˜o digital” da transic¸a˜o
vı´trea. Para sistemas com quantidades maiores de partı´culas, aparentemente na˜o conseguimos
equilibrar efetivamente o sistema.
Fica, assim, como perspectiva aumentar a quantidade de partı´culas nas simulac¸o˜es, o que
tem uma relac¸a˜o direta com um estudo mais aprofundado acerca da equilibrac¸a˜o do sistema.
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Outro tema que merece aprofundamento e´ o tratamento da divergeˆncia no potencial e na forc¸a
quando duas partı´culas esta˜o muito pro´ximas. As refereˆncias apresentadas na˜o trazem o trata-
mento empregado, muito menos discusso˜es sobre o tema.
Por fim, apresentamos um tratamento nume´rico para comprovar o resultado analı´tico. Si-
mulamos a compactificac¸a˜o de uma das dimenso˜es da caixa (Lx), tambe´m para sistemas com
64 partı´culas. Tambe´m verificamos a formac¸a˜o do plateau no MSD em algumas simulac¸o˜es.
Demonstramos que a temperatura em que ocorre a transic¸a˜o vı´trea varia com o comprimento da
dimensa˜o compactificada. Mais ainda, mostramos que essa temperatura e´ maior para compri-
mentos menores, o que esta´ em conformidade com o resultado analı´tico.
Como extensa˜o desse resultado, tambe´m e´ necessa´rio aumentar a quantidade de partı´culas
nas simulac¸o˜es. Tambe´m ficam para trabalhos futuros a ampliac¸a˜o das faixas de temperaturas e
de tamanhos de Lx analisados.
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APEˆNDICE A -- Co´digos
Apresentamos os co´digos utilizados nas etapas de simulac¸a˜o.












long N, n1, seed, i, j, t = 0, tmax;
double U, dU, T, qix, qiy, qiz, Lx, Ly, Lz, delta, eta, ex;
FILE *ini, *pos, *eng;
char nompos[50], nomeng[50];













// Alocac¸~ao de memoria das posicoes
double *q = (double*)malloc(3*N*sizeof(double));
// Condicoes iniciais
CondIniciPos(N,Lx,Ly,Lz,q);
// Calculo da energia inicial
U = Pot(N,n1,q,Lx,Ly,Lz);
sprintf(nomeng, "./dat/EnergiaN%liT%gdelta%g.dat", N, T, delta);
eng = fopen(nomeng, "w");




qix = q[3*i] + ((double)ran2(&seed))*delta;
qiy = q[3*i+1] + ((double)ran2(&seed))*delta;
qiz = q[3*i+2] + ((double)ran2(&seed))*delta;


























// Impressao da energia




// Impressao das posicoes finais
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sprintf(nompos, "./dat/PosicoesN%liT%gdelta%g.dat", N, T, delta);
pos = fopen(nompos, "w");
for(j = 0; j < N; j++)
{





Func¸a˜o que estabelece as condic¸o˜es iniciais (“condinipos.c”)
#include<math.h>
void CondIniciPos(long N, double Lx, double Ly, double Lz, double *q)
{
int i, j, k, n, npart;
double lx, ly, lz;





for(i = 0; i < n; i++)
{
for(j = 0; j < n; j++)
{
for(k = 0; k < n; k++)
{
q[3*npart] = -Lx/2.0 + (((double) i) + 0.5)*lx;
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q[3*npart+1] = -Ly/2.0 + (((double) j) + 0.5)*ly;







Func¸a˜o que calcula a energia potencial inicial (“Pot2.c”)
#include<math.h>
#include"precision.inc" // Arquivo onde estao os parametros SAA, SAB, SBB,
rcaa, rcab, rcbb, epsaa, epsab, epsbb.
double Pot(long N, long n1, double *q, double Lx, double Ly, double Lz)
{
long i, j;
double dx, dy, dz, dis, rs, rs3, U = 0.0;
for(i = 0; i < n1; i++) // Particulas i do tipo A
{




dx = fabs(q[3*j] - q[3*i]);
dy = fabs(q[3*j+1] - q[3*i+1]);
dz = fabs(q[3*j+2] - q[3*i+2]);
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx = Lx - dx;
if(dy > Ly/2.0) dy = Ly - dy;
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if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcaa) // Corte na distancia maxima ( = 2.5*SAA)
{
dis = sqrt(dis) + SAA;
dis = dis*dis;
rs = SAA*SAA/dis; // rs = (SAA^2)/dis
rs3 = rs*rs*rs; // rs3 = (SAA^6)/(dis)^3




for(j = n1; j < N; j++) // Particulas j do tipo B => Interacao AB
{
dx = fabs(q[3*j] - q[3*i]);
dy = fabs(q[3*j+1] - q[3*i+1]);
dz = fabs(q[3*j+2] - q[3*i+2]);
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx = Lx - dx;
if(dy > Ly/2.0) dy = Ly - dy;
if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcab) // Corte na distancia maxima ( = 2.5*SAB)
{
dis = sqrt(dis) + SAB;
dis = dis*dis;
rs = SAB*SAB/dis; // rs = (SAB^2)/dis
rs3 = rs*rs*rs; // rs3 = (SAB^6)/(dis)^3





for(i = n1; i < N; i++) // Particulas i do tipo B
{




dx = fabs(q[3*j] - q[3*i]);
dy = fabs(q[3*j+1] - q[3*i+1]);
dz = fabs(q[3*j+2] - q[3*i+2]);
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx = Lx - dx;
if(dy > Ly/2.0) dy = Ly - dy;
if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcbb) // Corte na distancia maxima ( = 2.5*SBB)
{
dis = sqrt(dis) + SBB;
dis = dis*dis;
rs = SBB*SBB/dis; // rs = (SBB^2)/dis
rs3 = rs*rs*rs; // rs3 = (SBB^6)/(dis)^3









Func¸a˜o que calcula a variac¸a˜o da energia potencial apo´s um movimento (“PotMod2.c”)
#include<math.h>
#include"precision.inc"
double PotMod(long N, long n1, long i, double qix, double qiy, double qiz,
double *q, double Lx, double Ly, double Lz)
{
long j;
double dx, dy, dz, dis, rs, rs3, Un = 0.0, Um = 0.0, dU;
if(i < n1) // Particula i do tipo A
{




// Energia depois do movimento
dx = fabs(q[3*j] - qix);
dy = fabs(q[3*j+1] - qiy);
dz = fabs(q[3*j+2] - qiz);
if(dx > Lx/2.0) dx = Lx - dx;
if(dy > Ly/2.0) dy = Ly - dy;
if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcaa) // Corte na distancia maxima ( = 2.5*SAA)
{
dis = sqrt(dis) + SAA;
dis = dis*dis;
rs = SAA*SAA/dis; // rs = (SAA^2)/dis
rs3 = rs*rs*rs; // rs3 = (SAA^6)/(dis)^3
Un += epsaa*rs3*(rs3 - 1.0);
}
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// Energia antes do movimento
dx = fabs(q[3*j] - q[3*i]);
dy = fabs(q[3*j+1] - q[3*i+1]);
dz = fabs(q[3*j+2] - q[3*i+2]);
if(dx > Lx/2.0) dx = Lx - dx;
if(dy > Ly/2.0) dy = Ly - dy;
if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcaa) // Corte na distancia maxima ( = 2.5*SAA)
{
dis = sqrt(dis) + SAA;
dis = dis*dis;
rs = SAA*SAA/dis; // rs = (SAA^2)/dis
rs3 = rs*rs*rs; // rs3 = (SAA^6)/(dis)^3




for(j = n1; j < N; j++) // Interacao AB
{
// Energia depois do movimento
dx = fabs(q[3*j] - qix);
dy = fabs(q[3*j+1] - qiy);
dz = fabs(q[3*j+2] - qiz);
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx = Lx - dx;
if(dy > Ly/2.0) dy = Ly - dy;
if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcab) // Corte na distancia maxima ( = 2.5*SAB)
{
dis = sqrt(dis) + SAB;
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dis = dis*dis;
rs = SAB*SAB/dis; // rs = (SAB^2)/dis
rs3 = rs*rs*rs; // rs3 = (SAB^6)/(dis)^3
Un += epsab*rs3*(rs3 - 1.0);
}
// Energia antes do movimento
dx = fabs(q[3*j] - q[3*i]);
dy = fabs(q[3*j+1] - q[3*i+1]);
dz = fabs(q[3*j+2] - q[3*i+2]);
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx = Lx - dx;
if(dy > Ly/2.0) dy = Ly - dy;
if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcab) // Corte na distancia maxima ( = 2.5*SAB)
{
dis = sqrt(dis) + SAB;
dis = dis*dis;
rs = SAB*SAB/dis; // rs = (SAB^2)/dis
rs3 = rs*rs*rs; // rs3 = (SAB^6)/(dis)^3




else // Particula i do tipo B
{
for(j = 0; j < n1; j++) // Interacao AB
{
// Energia depois do movimento
dx = fabs(q[3*j] - qix);
dy = fabs(q[3*j+1] - qiy);
dz = fabs(q[3*j+2] - qiz);
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx = Lx - dx;
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if(dy > Ly/2.0) dy = Ly - dy;
if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcab) // Corte na distancia maxima ( = 2.5*SAB)
{
dis = sqrt(dis) + SAB;
dis = dis*dis;
rs = SAB*SAB/dis; // rs = (SAB^2)/dis
rs3 = rs*rs*rs; // rs3 = (SAB^6)/(dis)^3
Un += epsab*rs3*(rs3 - 1.0);
}
// Energia antes do movimento
dx = fabs(q[3*j] - q[3*i]);
dy = fabs(q[3*j+1] - q[3*i+1]);
dz = fabs(q[3*j+2] - q[3*i+2]);
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx = Lx - dx;
if(dy > Ly/2.0) dy = Ly - dy;
if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcab) // Corte na distancia maxima ( = 2.5*SAB)
{
dis = sqrt(dis) + SAB;
dis = dis*dis;
rs = SAB*SAB/dis; // rs = (SAB^2)/dis
rs3 = rs*rs*rs; // rs3 = (SAB^6)/(dis)^3
Um += epsab*rs3*(rs3 - 1.0);
}
}





// Energia depois do movimento
dx = fabs(q[3*j] - qix);
dy = fabs(q[3*j+1] - qiy);
dz = fabs(q[3*j+2] - qiz);
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx = Lx - dx;
if(dy > Ly/2.0) dy = Ly - dy;
if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcbb) // Corte na distancia maxima ( = 2.5*SBB)
{
dis = sqrt(dis) + SBB;
dis = dis*dis;
rs = SBB*SBB/dis; // rs = (SBB^2)/dis
rs3 = rs*rs*rs; // rs3 = (SBB^6)/(dis)^3
Un += epsbb*rs3*(rs3 - 1.0);
}
// Energia antes do movimento
dx = fabs(q[3*j] - q[3*i]);
dy = fabs(q[3*j+1] - q[3*i+1]);
dz = fabs(q[3*j+2] - q[3*i+2]);
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx = Lx - dx;
if(dy > Ly/2.0) dy = Ly - dy;
if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcbb) // Corte na distancia maxima ( = 2.5*SBB)
{
dis = sqrt(dis) + SBB;
dis = dis*dis;
rs = SBB*SBB/dis; // rs = (SBB^2)/dis
rs3 = rs*rs*rs; // rs3 = (SBB^6)/(dis)^3






dU = 4.0*(Un - Um);
return dU;
}
Func¸a˜o que impo˜e as condic¸o˜es de contorno (“condcont.c”).








































long N, n1, i, count = 0;
double T, Lx, Ly, Lz, delta;
double m1, m2, K, U, E0, T0, t, dt, tmax, msd, E, erro;
char nomposi[50], nomeng[50], nomdesl[50];
FILE *ini, *posini, *eng, *desl;
















// Alocacao de memoria das posicoes, momentos e forcas
double *q = (double*)malloc(3*N*sizeof(double));
double *q0 = (double*)malloc(3*N*sizeof(double));
double *qr = (double*)malloc(3*N*sizeof(double));
double *p = (double*)malloc(3*N*sizeof(double));
double *f = (double*)malloc(3*N*sizeof(double));
// Leitura das condicoes iniciais de posicao e estabelecimento das de velocidade
sprintf(nomposi, "./dat/PosicoesN%liT%gdelta%gLx%g.dat", N, T, delta, Lx);
posini = fopen(nomposi, "r");
for(i = 0; i < N; i++)
{
















E0 = K + U;
T0 = 2.0*K/3.0;
// Impressao de alguns dados iniciais na tela
printf("\nEnergias por partı´cula: \n");
printf("K = %lf, U = %lf, E0 = %lf, T0 = %lf\n", K, U, E0, T0);
sprintf(nomeng, "./dat/EnergiaN%liTi%gLx%g.dat", N, T, Lx);
eng = fopen(nomeng, "w");
sprintf(nomdesl, "./dat/MSDN%liTi%gLx%g.dat", N, T, Lx);
desl = fopen(nomdesl, "w");









E = K + U;
erro = fabs((E - E0)/E0);
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T0 = 2.0*K/3.0;
fprintf(desl, "%lf %lf\n", t, msd);












Func¸a˜o que estabelece as condic¸o˜es iniciais de velocidade (“condinivel.c”)
#include<math.h>
#include"ran2.c"
void CondIniciVel(long N, long n1, double T0, double *p, double m1, double m2)
{
long i;
long seed1, seed2, seed3, seed4, seed5;

































































Func¸a˜o que calcula a energia cine´tica do sistema (“Kin.c”)
double Kin(long N, long n1, double *p, double m1, double m2)
{
long i;
double K = 0.0, K1 = 0.0, K2 = 0.0;
for(i = 0; i < n1; i++)
{
K1 += p[3*i]*p[3*i] + p[3*i+1]*p[3*i+1] + p[3*i+2]*p[3*i+2];
}
for(i = n1; i < N; i++)
{
K2 += p[3*i]*p[3*i] + p[3*i+1]*p[3*i+1] + p[3*i+2]*p[3*i+2];
}
K = K1/(2.0*m1) + K2/(2.0*m2);
return K;
}
Func¸a˜o que calcula a energia potencial do sistema (“Pot2.c”)
#include<math.h>
#include"precision.inc" // Arquivo onde estao os parametros




double dx, dy, dz, dis, rs, rs3, U = 0.0;
for(i = 0; i < n1; i++) // Particulas i do tipo A
{




dx = fabs(q[3*j] - q[3*i]);
dy = fabs(q[3*j+1] - q[3*i+1]);
dz = fabs(q[3*j+2] - q[3*i+2]);
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx = Lx - dx;
if(dy > Ly/2.0) dy = Ly - dy;
if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcaa) // Corte na distancia maxima ( = 2.5*SAA)
{
dis = sqrt(dis) + SAA;
dis = dis*dis;
rs = SAA*SAA/dis; // rs = (SAA^2)/dis
rs3 = rs*rs*rs; // rs3 = (SAA^6)/(dis)^3




for(j = n1; j < N; j++) // Particulas j do tipo B => Interacao AB
{
dx = fabs(q[3*j] - q[3*i]);
dy = fabs(q[3*j+1] - q[3*i+1]);
dz = fabs(q[3*j+2] - q[3*i+2]);
// Para que as condicoes de contorno facam sentido
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if(dx > Lx/2.0) dx = Lx - dx;
if(dy > Ly/2.0) dy = Ly - dy;
if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcab) // Corte na distancia maxima ( = 2.5*SAB)
{
dis = sqrt(dis) + SAB;
dis = dis*dis;
rs = SAB*SAB/dis; // rs = (SAB^2)/dis
rs3 = rs*rs*rs; // rs3 = (SAB^6)/(dis)^3




for(i = n1; i < N; i++) // Particulas i do tipo B
{




dx = fabs(q[3*j] - q[3*i]);
dy = fabs(q[3*j+1] - q[3*i+1]);
dz = fabs(q[3*j+2] - q[3*i+2]);
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx = Lx - dx;
if(dy > Ly/2.0) dy = Ly - dy;
if(dz > Lz/2.0) dz = Lz - dz;
dis = dx*dx + dy*dy + dz*dz; // dis = |ri - rj|^2
if(dis < rcbb) // Corte na distancia maxima ( = 2.5*SBB)
{
dis = sqrt(dis) + SBB;
dis = dis*dis;
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rs = SBB*SBB/dis; // rs = (SBB^2)/dis
rs3 = rs*rs*rs; // rs3 = (SBB^6)/(dis)^3





U *= 4.0; // Todos os tipos de interacao sao multiplicados por um fator 4.
return U;
}
Func¸a˜o que evolui posic¸o˜es e momentos das partı´culas - Algoritmo de Verlet (“is2.c”)
#include"force2.c" // Funcao que calcula as forcas sobre as particulas
#include"condcont.c" // Funcao que estabelece as condicoes de contorno




for(i = 0; i < 3*N; i++)
{




contorno(N,q,Lx,Ly,Lz); // Condicao de contorno
force(N,n1,q,p,f,m1,m2,Lx,Ly,Lz); // Forca
for(i = 0; i < 3*N; i++)
{
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Func¸a˜o que calcula as forc¸as entre partı´culas (“force2.c”)
#include<math.h>
#include"precision.inc" // Arquivo onde estao os parametros
void force(long N, long n1, double *q, double *p, double *f, double m1,
double m2, double Lx, double Ly, double Lz)
{
long i, j;
double dx, dy, dz, dis, rs, rs2, rs3, rs4, col;









dx = q[3*i] - q[3*j];
dy = q[3*i+1] - q[3*j+1];
dz = q[3*i+2] - q[3*j+2];
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx -= Lx;
else if(dx < -Lx/2.0) dx += Lx;
if(dy > Ly/2.0) dy -= Ly;
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else if(dy < -Ly/2.0) dy += Ly;
if(dz > Lz/2.0) dz -= Lz;
else if(dz < -Lz/2.0) dz += Lz;
dis = dx*dx + dy*dy + dz*dz; // dis = (ri - rj)^2
if(dis < rcaa) // Corte na distancia maxima ( = 2.5*SAA)
{
dis = sqrt(dis) + SAA;
dis = dis*dis; // dis = (|ri - rj| + SAA)^2
rs = SAA*SAA/dis; // rs = (SAA^2)/dis
rs2 = rs*rs; // rs2 = (SAA^4)/(dis)^2
rs3 = rs*rs2; // rs3 = (SAA^6)/(dis)^3
rs4 = rs2*rs2; // rs4 = (SAA^8)/(dis)^4
f[3*i] += (epsaa/(SAA*SAA))*rs4*(2.0*rs3 - 1.0)*dx;
f[3*i+1] += (epsaa/(SAA*SAA))*rs4*(2.0*rs3 - 1.0)*dy;




for(j = n1; j < N; j++) // Particulas j do tipo B => Interacao AB
{
dx = q[3*i] - q[3*j];
dy = q[3*i+1] - q[3*j+1];
dz = q[3*i+2] - q[3*j+2];
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx -= Lx;
else if(dx < -Lx/2.0) dx += Lx;
if(dy > Ly/2.0) dy -= Ly;
else if(dy < -Ly/2.0) dy += Ly;
if(dz > Lz/2.0) dz -= Lz;
else if(dz < -Lz/2.0) dz += Lz;
dis = dx*dx + dy*dy + dz*dz; // dis = (ri - rj)^2
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if(dis < rcab) // Corte na distancia maxima ( = 2.5*SAB)
{
dis = sqrt(dis) + SAB;
dis = dis*dis; // dis = (|ri - rj| + SAB)^2
rs = SAB*SAB/dis; // rs = (SAB^2)/dis
rs2 = rs*rs; // rs2 = (SAB^4)/(dis)^2
rs3 = rs*rs2; // rs3 = (SAB^6)/(dis)^3
rs4 = rs2*rs2; // rs4 = (SAB^8)/(dis)^4
f[3*i] += (epsab/(SAB*SAB))*rs4*(2.0*rs3 - 1.0)*dx;
f[3*i+1] += (epsab/(SAB*SAB))*rs4*(2.0*rs3 - 1.0)*dy;









for(j = 0; j < n1; j++) // Particulas j do tipo A. => Interacao AB
{
dx = q[3*i] - q[3*j];
dy = q[3*i+1] - q[3*j+1];
dz = q[3*i+2] - q[3*j+2];
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx -= Lx;
else if(dx < -Lx/2.0) dx += Lx;
if(dy > Ly/2.0) dy -= Ly;
else if(dy < -Ly/2.0) dy += Ly;
if(dz > Lz/2.0) dz -= Lz;
else if(dz < -Lz/2.0) dz += Lz;
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dis = dx*dx + dy*dy + dz*dz; // dis = (ri - rj)^2
if(dis < rcab) // Corte na distancia maxima ( = 2.5*SAB)
{
dis = sqrt(dis) + SAB;
dis = dis*dis; // dis = (|ri - rj| + SAB)^2
rs = SAB*SAB/dis; // rs = (SAA^2)/dis
rs2 = rs*rs; // rs2 = (SAA^4)/(dis)^2
rs3 = rs*rs2; // rs3 = (SAA^6)/(dis)^3
rs4 = rs2*rs2; // rs4 = (SAA^8)/(dis)^4
f[3*i] += (epsab/(SAB*SAB))*rs4*(2.0*rs3 - 1.0)*dx;
f[3*i+1] += (epsab/(SAB*SAB))*rs4*(2.0*rs3 - 1.0)*dy;
f[3*i+2] += (epsab/(SAB*SAB))*rs4*(2.0*rs3 - 1.0)*dz;
}
}




dx = q[3*i] - q[3*j];
dy = q[3*i+1] - q[3*j+1];
dz = q[3*i+2] - q[3*j+2];
// Para que as condicoes de contorno facam sentido
if(dx > Lx/2.0) dx -= Lx;
else if(dx < -Lx/2.0) dx += Lx;
if(dy > Ly/2.0) dy -= Ly;
else if(dy < -Ly/2.0) dy += Ly;
if(dz > Lz/2.0) dz -= Lz;
else if(dz < -Lz/2.0) dz += Lz;
dis = dx*dx + dy*dy + dz*dz; // dis = (ri - rj)^2
if(dis < rcbb) // Corte na distancia maxima ( = 2.5*SBB)
{
113
dis = sqrt(dis) + SBB;
dis = dis*dis; // dis = (|ri - rj| + SBB)^2
rs = SBB*SBB/dis; // rs = (SAA^2)/dis
rs2 = rs*rs; // rs2 = (SAA^4)/(dis)^2
rs3 = rs*rs2; // rs3 = (SAA^6)/(dis)^3
rs4 = rs2*rs2; // rs4 = (SAA^8)/(dis)^4
f[3*i] += (epsbb/(SBB*SBB))*rs4*(2.0*rs3 - 1.0)*dx;
f[3*i+1] += (epsbb/(SBB*SBB))*rs4*(2.0*rs3 - 1.0)*dy;







Func¸a˜o que estabelece as condic¸o˜es de contorno perio´dicas (“condcont.c”)
void contorno(long N, double *q, double Lx, double Ly, double Lz)
{
long i, div;





div = (long)((q[3*i]/Lx) + 0.5);
q[3*i] = q[3*i] - ((double)div)*Lx;
}
else if(q[3*i] < -Lx/2.0)
{
div = (long)((q[3*i]/Lx) - 0.5);





div = (long)((q[3*i+1]/Ly) + 0.5);
q[3*i+1] = q[3*i+1] - ((double)div)*Ly;
}
else if(q[3*i+1] < -Ly/2.0)
{
div = (long)((q[3*i+1]/Ly) - 0.5);




div = (long)((q[3*i+2]/Lz) + 0.5);
q[3*i+2] = q[3*i+2] - ((double)div)*Lz;
}
else if(q[3*i+2] < -Lz/2.0)
{
div = (long)((q[3*i+2]/Lz) - 0.5);





Func¸a˜o que calcula o deslocamento quadra´tico me´dio das partı´culas do tipo A (“MSD.c”)
double DQM(long n1, double *q0, double *qr)
{
long i;
double r2 = 0.0, x, y, z;
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for(i = 0; i < n1; i++)
{
x = qr[3*i] - q0[3*i];
y = qr[3*i+1] - q0[3*i+1];
z = qr[3*i+2] - q0[3*i+2];
r2 += x*x + y*y + z*z;
}
r2 = r2/(double)n1;
return r2;
}
