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In this paper we are concerned with the regularity in Morrey spaces for weak solutions of
a class of degenerate elliptic equations when the coeﬃcient matrices satisfy certain VMO
conditions in x uniformly with respect to u and the lower order terms satisfy a natural
growth condition. Interior Hölder continuity of weak solutions is also derived with the
improvement of the given data regularities.
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1. Introduction
Consider the weak solution of the degenerate elliptic equation of the divergence form
−div[〈A(x,u)∇u,∇u〉 p−22 A(x,u)∇u + ∣∣F (x)∣∣p−2F (x)]= B(x,u,∇u), x ∈ Ω, (1.1)
where 1< p < +∞, Ω is a domain of Rn (n 2), A(x,u) = (Aij(x,u)) is a symmetric, positive-deﬁnite matrix satisfying the
degenerate ellipticity condition, F (x) ∈ Lq(Ω) with q > max{p,n} and the lower order term B(x,u,∇u) satisﬁes the natural
growth condition. In order to state our main results in a straightforward manner, here we recall two useful deﬁnitions.
Deﬁnition 1. When p  1 and λ 0, u ∈ Lp(Ω) is said to belong to Morrey spaces Lp,λ(Ω) if
u ∈ Lp(Ω) and sup
x0∈Ω
0<ρd
ρ−λ
∫
Ω(x0,ρ)
|u|p dx < +∞.
Its norm is given as
‖u‖Lp,λ(Ω) =
{
sup
x0∈Ω
0<ρd
ρ−λ
∫
Ω(x0,ρ)
|u|p dx
} 1
p
,
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see [7,21].
A locally integrable function f is said to belong to BMO(Ω), if f ∈ L1loc(Ω) and for any 0 < a < ∞ we have
Ma( f ,Ω) = sup
x∈Ω
0<ρ<a
∣∣Ω(x,ρ)∣∣−1 ∫
Ω(x,ρ)
∣∣ f (y) − fx,ρ ∣∣dy < +∞,
where fx,ρ := −
∫
Ω(x,ρ) f (y)dy = 1|Ω(x,ρ)|
∫
Ω(x,ρ) f (y)dy, see [24,26].
Deﬁnition 2. (See [1,14,24].) A function f ∈ Lloc(Ω) is said to belong to VMO(Ω), if it satisﬁes
M0( f ) = lim
a→0Ma( f ,Ω) = 0.
If f ∈ BMO(Ω), it actually satisﬁes a stronger version of the above property, that is, for any 1 < p < +∞ it follows that
f is locally Lp(Ω) and satisﬁes
(∣∣Ω(x,ρ)∣∣−1 ∫
Ω(x,ρ)
∣∣ f (y) − fx,ρ ∣∣p dy
) 1
p
 C(p)Ma( f ,Ω), (1.2)
for any 0 < ρ < a, see [26].
Now we wish to impose some assumptions of structural regularity on A(x, ζ ) and B(x, ζ, z). Suppose that the matrix
A(x, ζ ) = (Aij(x, ζ )) and the operator B(x, ζ, z) satisfy the following conditions, respectively:
(H1) (uniform ellipticity) There exist positive constants ν and L such that
ν|ξ |2  Aij(x, ζ )ξ iξ j  L|ξ |2, ∀x ∈ Ω, ∀ζ ∈R, ∀ξ ∈Rn.
(H2) (VMO property) Aij(·, ζ ) belongs to VMO(Ω) uniformly with respect to any ﬁxed ζ ∈R; that is
M0
(
Aij(·, ζ )
)= lim
a→0Ma
[(
Aij(·, ζ )
)
,Ω
]= 0, ∀ζ ∈R.
(H3) (continuity in ζ ) There exist a positive constant C and a continuous concave function ω: R+ →R+ with ω(0) = 0 and
0ω 1 such that∣∣Aij(x, ζ1) − Aij(x, ζ2)∣∣ Cω(|ζ1 − ζ2|2), ∀x ∈ Ω, ∀ζ1, ζ2 ∈R. (1.3)
(H4) (natural growth) For any u ∈ W 1,p ∩ L∞(Ω), B(x, ζ, z) satisﬁes the structural growth:∣∣B(x, ζ, z)∣∣μ(M)(|z|p + f (x)), x ∈ Ω, |ζ | M, z ∈Rn, (1.4)
where f (x) ∈ Lγ (Ω) and γ > max{p, np }.
In the following context, we denote by u ∈ W 1,p ∩ L∞(Ω) a weak solution of Eq. (1.1) in the distributional sense∫
Ω
〈〈
A(x,u)∇u,∇u〉 p−22 A(x,u)∇u + ∣∣F (x)∣∣p−2F (x),∇φ〉dx = ∫
Ω
B(x,u,∇u)φ dx,
for any test function φ ∈ W 1,p0 ∩ L∞(Ω).
Eq. (1.1) arises naturally in many different contexts. In the setting of p = n, it plays an important role in the theory
of quasi-conformal mappings and quasi-regular mappings in Rn [13,23,28]. If A(x,u) is an identity matrix, then it is a
nonhomogeneous p-harmonic equation [2,3,25,27]. It is shown that when p = 2 and the matrix A(x,u) = (Aij(x,u)) ∈
Cα(Ω × R), its well-posedness and regularity are well understood. An interior Hölder estimate can be obtained by the
classical Schauder approach which involves the so-called freezing coeﬃcient technique, and by the Lp estimate method using
the potential theory [10,11]. Since De Giorgi [9] and Nash [20] found an interior Hölder estimate for linear equations with
bounded measurable coeﬃcients, considerable attention has devoted to this area, for example, Ladyzhenskaya and Ural’tseva,
Morrey, and Stampacchia have presented some profound results and Harnack’s inequality for more general nonlinear single
equations of the divergence form essentially by developing the De Giorgi–Nash–Moser iteration method as well as some
other innovative methods [10,15,18,21], but an optimal Hölder continuity index was not shown with accordance to the
iteration technique and Harnack’s inequality.
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F (x) and f (x) under certain assumptions on B(x,u,∇u) and the coeﬃcient matrix Aij(x,u) which is possibly discontinuous
in x ∈ Ω . The VMO functions, introduced by Sarason [24], are appropriate subclasses with a number of good properties,
which are not shared by general bounded measurable functions and BMO functions. Recent research related to this problem
is the developed Lp-Schauder theory for linear and nonlinear elliptic and degenerate elliptic equations with a VMO ∩ L∞
coeﬃcient [1,4,14,17,19,22], and work on Morrey spaces regularity for local minimizers of functionals [6]. So it seems that a
natural generalization is to assume that the coeﬃcient matrix Aij(x,u) is a vanishing mean oscillation in x ∈ Ω uniformly
with respect to u. The critical point of our discussions in this paper is that we allow the coeﬃcient not only to be VMO
dependence on the variable x, but also to be continuous dependence on u. However, the continuity assumption with respect
to u cannot be removed by means of any standard argument in the literature as far as our knowledge goes. The diﬃculty
lies in the fact that the composition of a VMO function with a C∞ function is not a priori VMO. Although it does not yield
a new regularity under the given VMO assumptions, we are able to improve the existing regularity results in the case of
natural growth, and obtain the optimal Hölder exponent directly for weak solutions in the case of 1 < p < +∞.
Here we summarize one of our main results as follows:
Theorem 1. Let u ∈ W 1,p ∩ L∞(Ω) be a weak solution of the degenerate elliptic equation (1.1). Suppose that the coeﬃcient matrix
Aij(x,u) satisﬁes assumptions (H1)–(H3), and the lower order term B(x,u,∇u) satisﬁes assumption (H4) with F (x) ∈ Lq(Ω) and
f (x) ∈ Lγ (Ω) for any q > max{p,n}, γ > max{p, np }. Then we have
∇u ∈ Lp,λloc (Ω),
for any λ, where 0 < λmin{n(1− pq ),n(1− pγ )}.
If q, γ > max{p,n} for 1 < p < +∞, we can further obtain the interior Hölder continuity for each bounded weak solution.
Corollary 1. Let u ∈ W 1,p∩ L∞(Ω) be aweak solution of degenerate elliptic equation (1.1)with Aij(x,u) satisfying assumptions (H1)–
(H3) and B(x,u,∇u) satisfying assumption (H4). Let F (x) ∈ Lq(Ω) and f (x) ∈ Lγ (Ω) with q, γ >max{p,n} for 1 < p < +∞. Then
we have
u ∈ C0,κ (Ω),
with a Hölder index κ = min{1− nq ,1− nγ }.
The paper is organized as follows. In Section 2 we establish an Lp estimate for weak solutions under the natural growth
by making use of the so-called reverse Hölder inequality [7,8,16], and give an estimate of integral growth of derivatives
for bounded weak solutions based on Ladyzhenskaya and Ural’tseva’s Hölder continuity results [15, p. 251]. In order to
make use of the freezing coeﬃcient argument. In Section 3, we present a comparison of the bounded weak solution u with
the weak solution v of Dirichlet’s problem for the homogeneous equation with constant coeﬃcient matrices, and obtain
several important inequalities for constant coeﬃcient matrices and Dirichlet’s problem. In Section 4, we prove Theorem 1
by separating them into two cases of p  2 and 1 < p < 2, respectively. Section 5 presents a brief conclusion.
2. Lp-estimates of weak solutions
In the preceding and following context, for convenience of our statement, the same letter C may denote a different
positive constant. The notation 〈·,·〉 indicates the usual inner product in the domain Ω ⊂ Rn , and the Sobolev’s conjugate
index is represented as
p∗ =
{
np
n−p if 1< p < n,
any p∗ > n if p  n.
Theorem 2. Suppose that u ∈ W 1,p ∩ L∞(Ω) is the weak solution of Eq. (1.1) under assumptions (H1) and (H4) with F (x) ∈ Lq(Ω)
and f (x) ∈ Lγ (Ω) for arbitrary γ ,q > p. If |u|  M, then ∇u ∈ Lrloc(Ω) for some r: p < r < min{q, γ }. Moreover, there exists a
constant C = C(n, p, ν, L,M) such that for any 0 < R < R¯  dist(x0, ∂Ω) with x0 ∈ Ω , there holds an estimate
(
−
∫
B R
2
|∇u|r dx
) 1
r
 C
[(
−
∫
BR
|∇u|p dx
) 1
p
+
(
−
∫
BR
∣∣F (x)∣∣q dx)
1
q
+
(
−
∫
BR
∣∣ f (x)∣∣γ dx)
1
γ
]
. (2.1)
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∇φ = ∇ueβ|u−uR |ηp + βηp |u − uR |eβ|u−uR |∇u + pηp−1∇η(u − uR)eβ|u−uR |.
Using assumptions of uniform ellipticity (H1) and natural growth (H4), we have
ν
p
2
∫
Ω
eβ|u−uR ||η∇u|p dx+ ν p2 β
∫
Ω
ηp|u − uR ||∇u|peβ|u−uR | dx

∫
Ω
〈〈
A(x,u)∇u,∇u〉 p−22 A(x,u)∇u, eβ|u−uR |ηp∇u + βηp |u − uR |eβ|u−uR |∇u〉dx
=
∫
Ω
〈〈
A(x,u)∇u,∇u〉 p−22 A(x,u)∇u,∇((u − uR)eβ|u−uR |ηp)− pηp−1∇η(u − uR)eβ|u−uR |〉dx
=
∫
Ω
〈〈
A(x,u)∇u,∇u〉 p−22 A(x,u)∇u + ∣∣F (x)∣∣p−2F (x),∇((u − uR)eβ|u−uR |ηp)〉dx
−
∫
Ω
〈∣∣F (x)∣∣p−2F (x), eβ|u−uR |ηp∇u + βηp |u − uR |eβ|u−uR |∇u + pηp−1∇η(u − uR)eβ|u−uR |〉dx
− p
∫
Ω
〈〈
A(x,u)∇u,∇u〉 p−22 A(x,u)∇u, ηp−1∇η(u − uR)eβ|u−uR |〉dx

∫
Ω
∣∣B(x,u,∇u)∣∣ · |u − uR |eβ|u−uR |ηp dx+
∫
Ω
∣∣F (x)∣∣p−1(eβ|u−uR |ηp |∇u| + βηp |u − uR |eβ|u−uR ||∇u|
+ pηp−1∣∣∇η(u − uR)∣∣eβ|u−uR |)dx+ pL p2
∫
Ω
|∇u|p−1ηp−1|∇η||u − uR |eβ|u−uR | dx
μ
∫
Ω
(|∇u|p + ∣∣ f (x)∣∣) · |u − uR |eβ|u−uR |ηp dx+
∫
Ω
∣∣e βp |u−uR |ηF (x)∣∣p−1(e βp |u−uR ||η∇u|)dx
+ β
∫
Ω
∣∣e βp |u−uR |ηF (x)∣∣p−1(e βp |u−uR |∣∣η(u − uR)∇u∣∣)dx+ p
∫
Ω
∣∣e βp |u−uR |ηF (x)∣∣p−1 · (e βp |u−uR |∣∣∇η(u − uR)∣∣)dx
+ pL p2
∫
Ω
∣∣e βp |u−uR |η∇u∣∣p−1 · ∣∣e βp |u−uR |(u − uR)∇η∣∣dx
μ
∫
Ω
ηp|u − uR ||∇u|peβ|u−uR | dx+ μ
∫
Ω
∣∣ f (x)∣∣|u − uR |eβ|u−uR |ηp dx
+ ε1
∫
Ω
eβ|u−uR ||η∇u|p dx+ C(ε1, ε2, p,M, β)
∫
Ω
eβ|u−uR |
∣∣ηF (x)∣∣p dx
+ ε2
(2M)p
∫
Ω
eβ|u−uR |
∣∣η(u − uR)∇u∣∣p dx+ ε3
∫
Ω
eβ|u−uR ||η∇u|p dx
+ C(ε3, p, L)
∫
Ω
eβ|u−uR |
∣∣(u − uR)∇η∣∣p dx, (2.2)
where we use Young’s inequality with ε1, ε2, ε3 > 0 in the last step. Due to |u| M , the ﬁfth part in the last inequality (2.2)
satisﬁes
ε2
(2M)p
∫
Ω
eβ|u−uR |
∣∣η(u − uR)∇u∣∣p dx ε2
∫
Ω
eβ|u−uR ||η∇u|p dx. (2.3)
Let β be suﬃciently large such that ν
p
2 β > μ, and ε1, ε2, ε3 be suﬃciently small such that ν
p
2 − ε1 − ε2 − ε3 > 0. The
right-hand side of (2.3) becomes∫
eβ|u−uR ||η∇u|p dx C
[∫ ∣∣ f (x)∣∣|u − uR |eβ|u−uR |ηp dx+
∫
eβ|u−uR |
∣∣ηF (x)∣∣p dx+ ∫ eβ|u−uR |∣∣(u − uR)∇η∣∣p dx
]
,Ω Ω Ω Ω
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further take into account that eβ|u−uR | is estimated by constants from above and below only depending on M , then since
|u| M we get∫
B R
2
|∇u|p dx C
[
1
Rp
∫
BR
|u − uR |p dx+
∫
BR
∣∣(u − uR) f (x)∣∣dx+
∫
BR
∣∣F (x)∣∣p dx]. (2.4)
Using the equality∫
BR
∣∣(u − uR) f (x)∣∣dx 2 sup
x∈Ω
|u|
∫
BR
∣∣ f (x)∣∣dx 2M ∫
BR
∣∣ f (x)∣∣dx,
from (2.4) we obtain a Caccioppoli–type inequality∫
B R
2
|∇u|p dx C
[
1
Rp
∫
BR
|u − uR |p dx+
∫
BR
∣∣F (x)∣∣p dx+ ∫
BR
∣∣ f (x)∣∣dx]. (2.5)
Let 1  s < p. Since the imbedding theorem depends on the size of the domain: ‖u − u¯R‖Lp  C R1+
n
p − ns ‖∇u‖Ls (see [23,
p. 25]), inequality (2.5) can be rewritten as
∫
B R
2
|∇u|p dx C
[
1
Rp
(∫
BR
|∇u| npn+p dx
) n+p
n
+
∫
BR
∣∣F (x)∣∣p dx+ ∫
BR
∣∣ f (x)∣∣dx].
Both sides of this inequality divided by Rn yields
−
∫
B R
2
|∇u|p dx C
[(
−
∫
BR
|∇u| npn+p dx
) n+p
n
+ −
∫
BR
∣∣F (x)∣∣p dx+ −∫
BR
∣∣ f (x)∣∣dx].
Since 1 s < p, this is a reverse Hölder inequality. By virtue of Proposition 1.1 in [7,16] and the nondecreasing of Φp( f ) =
( 1|BR |
∫
BR
| f (x)|p dx) 1p w.r.t. p > 0 [10, Chapter 7], there exists a constant r with p < r < min{q, γ } such that
(
−
∫
BR/2
|∇u|r dx
) 1
r
 C
[(
−
∫
BR
|∇u|p dx
) 1
p
+
(
−
∫
BR
∣∣F (x)∣∣r dx)
1
r
+
(
−
∫
BR
∣∣ f (x)∣∣r dx)
1
r
]
 C
[(
−
∫
BR
|∇u|p dx
) 1
p
+
(
−
∫
BR
∣∣F (x)∣∣q dx)
1
q
+
(
−
∫
BR
∣∣ f (x)∣∣γ dx)
1
γ
]
.
This is the inequality (2.1). Consequently, we complete the proof of Theorem 2. 
Using the De Giorgi–Moser–Nash’s iteration method, Ladyzhenskaya and Ural’tseva [15] showed that if u ∈ W 1,p ∩ L∞(Ω)
is a weak local solution of Eq. (1.1) under assumptions (H1) and (H4) with |u|  M , then there exist constants 0 < α < 1
and C = C(n, p, ν, L,M) such that
∣∣u(x) − u(y)∣∣ C |x− y|α, ∀x, y ∈ BR(x0) ⊂ Ω. (2.6)
Making use of inequalities (2.5) and (2.6), we obtain
Corollary 2. Let u ∈ W 1,p ∩ L∞(Ω) be a weak solution of Eq. (1.1) under assumptions (H1) and (H4) with F (x) ∈ Lq(Ω) and f (x) ∈
Lγ (Ω). If q > max{p,n} and γ > np , then we have
Rp −
∫
BR/2
|∇u|p dx C Rpδ, (2.7)
with δ = min{α,1− n ,1− n } ∈ (0,1), where C depends on n, p, ν, L,M,‖F‖q and ‖ f ‖γ .q pγ
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∣∣∣∣u(x) − 1|BR |
∫
BR
u(y)dy
∣∣∣∣= 1|BR |
∫
BR
∣∣u(y) − u(x)∣∣dx (2R)α.
Thus, we have∫
BR
|u − uR |p dx C(n, p,α)Rn+pα.
Combining the above inequality with inequality (2.5) gives∫
BR/2
|∇u|p dx C
(
Rn−p+pα +
∫
BR
∣∣F (x)∣∣p dx+ ∫
BR
∣∣ f (x)∣∣dx). (2.8)
Both sides of (2.8) dividing by Rn and taking into account the monotone property of Φp( f ) w.r.t. p, we have
Rp −
∫
BR/2
|∇u|p dx C(Rpα + Rp(1− nq )∥∥F (x)∥∥pq + Rp− nγ ∥∥ f (x)∥∥γ ).
Choosing δ = min{α,1− nq ,1− npγ }, thus we complete the proof of Corollary 2. 
3. Comparison with constant coeﬃcient matrix
To make use of the Campanato’s freezing argument, in the following we denote
AR :=
(
Aij(·,ux0,R)x0,R
)= ( −∫
BR (x0)
Aij(y,ux0,R)dy
)
,
and let v(x) be a weak solution to the local Dirichlet’s problem for an A-harmonic equation with constant coeﬃcients:⎧⎨
⎩div
[〈AR∇v,∇v〉 p−22 AR∇v]= 0 in BR(x0),
v − u ∈ W 1,p0
(
BR(x0)
)
.
(3.1)
In order to prove Theorem 1, we need several technical lemmas as well as the Jensen’s inequality [29] as follows: let
ω :R→R be a concave function, for any bounded open subset U ⊂Rn we suppose that f : U →R is an integrable function;
then we have
−
∫
U
ω( f )dxω
(
−
∫
U
f dx
)
.
By virtue of main results for all p > 1 in [3,25], we have the corresponding interior regularity results of weak solutions of
the Dirichlet’s boundary problem (3.1) of an A-harmonic equation as:
Lemma 1. Let BR(x0) be an open ball for any 0 < R <
R0
2 with R0  dist(x0, ∂Ω). Suppose that v(x) ∈ W 1,p(Ω) is the weak solution
of Dirichlet’s problem (3.1). Then the gradient of v(x) is locally and essentially bounded, i.e.
sup
x∈BR/2
|∇v| C
(
−
∫
BR
|∇v|p dx
) 1
p
, (3.2)
and there exist positive constants α = α(n, p) ∈ (0,1) and C = C(n, p) such that
sup
x∈Bρ
∣∣∇v(x) − ∇v(x0)∣∣ C
(
ρ
R
)α(
−
∫
BR
|∇v|p dx
) 1
p
.
The proof of Lemma 1 can be seen in [3,25].
The following important inequality is useful for our further estimates
〈|ξ |p−2ξ − |η|p−2η, ξ − η〉 C(p)(|ξ |2 + |η|2) p−22 |ξ − η|2, (3.3)
for any ξ,η ∈ Rn , with C(p) = p − 1 in the case 1 < p < 2 [12, Lemma 2] and C(p) = 2−2p−2 in the case p  2
[5, Lemma 2.2]. Accordingly, we obtain
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ν|ξ |2  〈Aξ, ξ〉2  L|ξ |2,
for all ξ ∈Rn, where ν and L are the same positive constants as given in assumption (H1). Then there exists a constant C = C(p, ν, L)
such that for any 1 < p < +∞, there holds
〈〈Aξ, ξ〉 p−22 Aξ − 〈Aη,η〉 p−22 Aη, ξ − η〉 C(p, ν, L)(|ξ |2 + |η|2) p−22 |ξ − η|2. (3.4)
In particular, if p  2 we have〈〈Aξ, ξ〉 p−22 Aξ − 〈Aη,η〉 p−22 Aη, ξ − η〉 ν p2 |ξ − η|p . (3.5)
Proof. Since A is a symmetric and positive-deﬁnite constant matrix, there exists a suitable orthogonal matrix P such that
A = Pt D P , where D is a diagonal matrix whose diagonal elements are the eigenvalues λ1, λ2, . . . , λn of A with 0 < ν <
λi < L for i = 1,2, . . . ,n. We denote D 12 the diagonal matrix with the diagonal elements √λ1,√λ2, . . . ,√λn . Then for all
ξ ∈Rn we have
〈〈Aξ, ξ〉 p−22 Aξ − 〈Aη,η〉 p−22 Aη, ξ − η〉= 〈〈Pt D Pξ, ξ 〉 p−22 Pt D Pξ − 〈Pt D Pη,η〉 p−22 Pt D Pη, ξ − η〉
= 〈〈DPξ, Pξ〉 p−22 DPξ − 〈DPη, Pη〉 p−22 DPη, P (ξ − η)〉
= 〈〈D 12 Pξ, D 12 Pξ 〉 p−22 D 12 Pξ − 〈D 12 Pη, D 12 Pη〉 p−22 DPη, D 12 P (ξ − η)〉.
Due to inequality (3.3), we have
〈〈Aξ, ξ〉 p−22 Aξ − 〈Aη,η〉 p−22 Aη, ξ − η〉 C(p)(∣∣D 12 Pξ ∣∣2 + ∣∣D 12 Pη∣∣2) p−22 ∣∣D 12 P (ξ − η)∣∣2.
Since D is a positive-deﬁnite and P is an orthogonal matrix, it follows that∣∣D 12 P (ξ − η)∣∣2  ν∣∣P (ξ − η)∣∣2 = ν|ξ − η|2.
Due to the fact that
ν|ξ |2 = ν|Pξ |2  ∣∣D 12 Pξ ∣∣2  L|Pξ |2 = L|ξ |2, ∀ξ ∈Rn,
we have(∣∣D 12 Pξ ∣∣2 + ∣∣D 12 Pη∣∣2) p−22  ν p−22 (|ξ |2 + |η|2) p−22  ν p2 |ξ − η|p−2, for p  2,
and (∣∣D 12 Pξ ∣∣2 + ∣∣D 12 Pη∣∣2) p−22  L p−22 (|ξ |2 + |η|2), for 1< p < 2.
Hence, the proof of Lemma 2 is completed. 
Lemma 3. Let v(x) ∈ W 1,p(BR(x0)) be the weak solution of the Dirichlet’s boundary condition (3.1) of degenerate elliptic equation
with constant coeﬃcients. Then there exists a constant C = C(ν, L), such that for any 0 < ρ < R  dist(x0, ∂Ω) there holds∫
Bρ (x0)
|∇v|p dx C
(
ρ
R
)n ∫
BR (x0)
|∇v|p dx, (3.6)
and the maximum principle of norm v is valid for |u| M, i.e.
sup
BR
|v| sup
∂BR
|u| M. (3.7)
Proof. In view of inequality (3.6), it is trivial when R2  ρ  R . Without loss of generality, we assume 0 < ρ <
R
2 . Due to
inequality (3.2) we derive that∫
Bρ (x0)
|∇v|p dxωnρn|∇v|pL∞(B R
2
)  Cρ
n
(
−
∫
BR
|∇v|p dx
)
= C
(
ρ
R
)n ∫
BR (x0)
|∇v|p dx.
In order to prove inequality (3.7), we may rewrite Dirichlet’s problem (3.1) in the weak form:
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BR (x0)
〈AR∇v,∇v〉 p−22 〈AR∇v,∇φ〉dx = 0, ∀φ ∈ W 1,p0
(
BR(x0)
)
,
with v−u ∈ W 1,p0 (BR(x0)). Let M = sup∂BR u and m = inf∂BR u, then s(x) .=min{v,M} is a weak supersolution of (3.1). Since
φ(x) = v(x) − min{v,M} ∈ W 1,p0 (BR) is a nonnegative function, it can be taken as a test function of weak supersolution
of (3.1):
0
∫
BR
〈
AR∇s(x),∇s(x)
〉 p−2
2
〈
AR∇s(x),∇φ
〉
dx
=
∫
BR
〈〈AR∇s,∇s〉 p−22 AR∇s − 〈AR∇v,∇v〉 p−22 AR∇v,∇(v − s)〉dx
−C
∫
BR
(|∇s|2 + |∇v|2) p−22 |∇v − ∇s|2 dx 0,
where we use the monotone property of (3.4) in the last step and deduce
∇v = ∇s in BR(x0).
Because of φ(x) = v(x) − s(x) ∈ W 1,p0 (BR), it follows that v(x) = min{v,M}. So we get
v(x) M = sup
∂BR
u.
Similarly, we can prove that v(x)m = inf∂BR u. Consequently, the proof of Lemma 3 is completed. 
Lemma 4. Let v ∈ W 1,p(BR) be the weak solution of the Dirichlet’s problem (3.1) with assumption (H1), then we have∫
BR (x0)
∣∣∇(v − u)∣∣p dx C ∫
BR (x0)
|∇u|p dx, (3.8)
which C = C(p, ν, L).
Proof. We take w = v − u as a test function, then the Dirichlet’s problem (3.1) can be written as∫
BR
〈〈AR∇v,∇v〉 p−22 AR∇v − 〈AR∇u,∇u〉 p−22 AR∇u,∇v − ∇u〉dx =
∫
BR
〈〈AR∇u,∇u〉 p−22 AR∇u,∇v − ∇u〉dx.
According to inequality (3.5), we need to consider two cases.
Case 1. If p  2, by (3.5) for every ξ,η ∈RN we have〈〈ARξ, ξ〉 p−22 ARξ − 〈ARη,η〉 p−22 ARη, ξ − η〉 C(p, ν, L)|ξ − η|p .
So we get
C(p, ν, L)
∫
BR
|∇v − ∇u|p dx L p2
∫
BR
|∇u|p−1|∇v − ∇u|dx.
Using Hölder’s inequality we deduce∫
BR
|∇v − ∇u|p dx C(p, ν, L)
∫
BR
|∇u|p dx. (3.9)
Case 2. If 1 < p < 2, using both Hölder’s and Young’s inequalities we derive∫
BR
|ξ − η|p dx =
∫
BR
[|ξ − η|2(|ξ | + |η|)p−2] p2 (|ξ | + |η|) (2−p)p2 dx

[∫
|ξ − η|2(|ξ | + |η|)p−2 dx]
p
2
(∫ (|ξ | + |η|)p dx)
(2−p)
2BR BR
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[∫
BR
|ξ − η|2(|ξ |2 + |η|2) p−22 dx]
p
2
(∫
BR
(|ξ | + |η|)p dx)
(2−p)
2
.
In view of (3.4) and assumption (H1) we get
〈〈ARξ, ξ〉 p−22 ARξ − 〈ARη,η〉 p−22 ARη, ξ − η〉 C(p, ν, L)(|ξ |2 + |η|2) p−22 |ξ − η|2,
and
∫
BR
|∇v − ∇u|p dx C
(∫
BR
|∇u|p−1|∇v − ∇u|dx
) p
2
(∫
BR
(|∇v| + |∇u|)p dx)
(2−p)
2
, (3.10)
where C = C(p, ν, L).
Using Young’s inequality and the following inequality:
(|∇v| + |∇u|)p  C(p)(|∇v − ∇u|p + |∇u|p),
from (3.10) we obtain∫
BR
|∇v − ∇u|p dx C(p, ν, L)
∫
BR
|∇u|p dx. (3.11)
Combining (3.9) and (3.11), consequently we have completed the proof of Lemma 4. 
Lemma 5 (Comparison with AR-harmonic function). Suppose that v(x) ∈ W 1,p(BR(x0)) is an A-harmonic function satisfying the
Dirichlet’s problem (3.1). Then for any u ∈ W 1,p(BR(x0)) there holds∫
Br (x0)
|∇u|p dx C
[(
r
R
)n ∫
BR (x0)
|∇u|p dx+
∫
BR (x0)
|∇u − ∇v|p dx
]
, (3.12)
for any 0 < r  R, where C = C(n, p, ν, L).
Proof. By Lemma 2, a direct computation shows that∫
Br (x0)
|∇u|p dx =
∫
Br (x0)
∣∣∇v + (∇u − ∇v)∣∣p dx
 2p−1
( ∫
Br (x0)
|∇v|p dx+
∫
Br (x0)
|∇u − ∇v|p dx
)
 C(p, ν, L)
(
r
R
)n ∫
BR (x0)
|∇v|p dx+ 2p−1
∫
BR (x0)
|∇u − ∇v|p dx
 C
(
r
R
)n ∫
BR (x0)
|∇u|p dx+ C
[
1+
(
r
R
)n] ∫
BR (x0)
|∇u − ∇v|p dx
 C
[(
r
R
)n ∫
BR (x0)
|∇u|p dx+
∫
BR (x0)
|∇u − ∇v|p dx
]
.
Thus, the proof of Lemma 5 is completed. 
The following lemma can be seen in [7, Chapter 3].
Lemma 6 (Iteration lemma). Let Φ(ρ) be a nonnegative and nondecreasing function. Suppose that
Φ(ρ) A
[(
ρ
R
)a
+ 
]
Φ(R) + BRb, for all 0 < ρ < R  R0 = dist(x0, ∂Ω),
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C(A,a,b) such that
Φ(ρ) C
[(
ρ
R
)b
Φ(R) + Bρb
]
, ∀0 < ρ < R < R0.
4. Proof of Theorem 1
Using the six technical lemmas introduced in the preceding section, now we are ready to prove Theorem 1. We separate
our discussions into two parts.
4.1. Proof of Theorem 1 in the case of p  2
Proof. For the ﬁxed x0 ∈ Ω and any 0 < R < d2 with d = dist(x0, ∂Ω), we know that B2R := B2R(x0) ⊂ Ω . Suppose that v(x)
is the weak solution of the Dirichlet’s problem (3.1). From inequality (3.12), when 0 < ρ < R we have∫
Bρ (x0)
|∇u|p dx C
(
ρ
R
)n ∫
BR (x0)
|∇u|p dx+ C
∫
BR (x0)
∣∣∇(u − v)∣∣p dx. (4.1)
We take φ = u − v ∈ W 1,p0 (BR) as a test function and denote AR = (Aij(·,ux0,R)x0,R). From inequality (3.5) in Lemma 2,
for p  2 we have
ν
p
2
∫
BR
∣∣∇(u − v)∣∣p dx ∫
BR
〈〈AR∇u,∇u〉 p−22 AR∇u − 〈AR∇v,∇v〉 p−22 AR∇v,∇φ〉dx
=
∫
BR
〈〈AR∇u,∇u〉 p−22 AR∇u,∇φ〉dx
=
∫
BR
〈〈AR∇u,∇u〉 p−22 AR∇u − 〈A(x,ux0,R)∇u,∇u〉 p−22 A(x,ux0,R)∇u,∇φ〉dx
+
∫
BR
〈〈
A(x,ux0,R)∇u,∇u
〉 p−2
2 A(x,ux0,R)∇u −
〈
A(x,u)∇u,∇u〉 p−22 A(x,u)∇u,∇φ〉dx
+
∫
BR
〈〈
A(x,u)∇u,∇u〉 p−22 A(x,u)∇u + ∣∣F (x)∣∣p−2F (x),∇φ〉dx− ∫
BR
〈∣∣F (x)∣∣p−2F (x),∇φ〉dx
=
∫
BR
〈〈AR∇u,∇u〉 p−22 AR∇u − 〈A(x,ux0,R)∇u,∇u〉 p−22 A(x,ux0,R)∇u,∇φ〉dx
+
∫
BR
〈〈
A(x,ux0,R)∇u,∇u
〉 p−2
2 A(x,ux0,R)∇u −
〈
A(x,u)∇u,∇u〉 p−22 A(x,u)∇u,∇φ〉dx
−
∫
BR
〈∣∣F (x)∣∣p−2F (x),∇φ〉dx+ ∫
BR
B(x,u,∇u)φ dx
= I+ II+ III+ IV. (4.2)
Now our duty is to estimate I, II, III and IV, respectively. For any matrices A, B satisfying ν Id A, B  L Id with identity
matrix Id, we have [14]
∣∣〈Aξ, ξ〉 p−22 Aξ − 〈Bξ, ξ〉 p−22 Bξ ∣∣ C(p, ν, L)‖A − B‖|ξ |p−1. (4.3)
Using Hölder’s and Young’s inequalities we get
I C(p, ν, L)
∫
BR
∥∥AR − A(x,ux0,R)∥∥ · |∇u|p−1∣∣∇(u − v)∣∣dx
 C(p, ν, L, ε1)
(∫ ∥∥AR − A(x,ux0,R)∥∥s dx
)1− pr (∫
|∇u|r dx
) p
r
+ ε1
∫ ∣∣∇(u − v)∣∣p dx,BR BR BR
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ωn represents the volume of unit ball in Rn . According to (1.2), we have
I C(p, ν, L, ε1)
(
ωnR
n)1− pr [( −∫
BR
∥∥A(·,ux0,R)x0,R − A(x,ux0,R)∥∥s dx
) 1
s
] (r−p)s
r
·
(∫
BR
|∇u|r dx
) p
r
+ ε1
∫
BR
∣∣∇(u − v)∣∣p dx
 C
(
ωnR
n)1− pr M pp−1R [A(·,ux0,R),Ω]
(∫
BR
|∇u|r dx
) p
r
+ ε1
∫
BR
∣∣∇(u − v)∣∣p dx
= C RnM
p
p−1
R
[
A(·,ux0,R),Ω
]( −∫
BR
|∇u|r dx
) p
r
+ ε1
∫
BR
∣∣∇(u − v)∣∣p dx.
In terms of the reverse Hölder inequality (2.1) in Section 2, we can estimate I as
I C RnM
p
p−1
R
[
A(·,ux0,R),Ω
][ −∫
B2R
|∇u|p dx+
(
−
∫
B2R
∣∣F (x)∣∣q dx)
p
q
+
(
−
∫
B2R
∣∣ f (x)∣∣γ dx)
p
γ
]
+ ε1
∫
BR
∣∣∇(u − v)∣∣p dx
= C(M pp−1R [A(·,ux0,R),Ω]+ ε1)
∫
BR
|∇u|p dx+ C Rn(1− pq )∥∥F (x)∥∥pLq + C Rn(1− pγ )∥∥ f (x)∥∥pLγ . (4.4)
We can use a similar argument to obtain the estimate for II. That is, using (4.3) we have
II
∫
BR
∣∣〈A(x,ux0,R)∇u,∇u〉 p−22 A(x,ux0,R)∇u − 〈A(x,u)∇u,∇u〉 p−22 A(x,u)∇u∣∣∣∣∇(u − v)∣∣dx
 C(p, ν, L)
∫
BR
∥∥A(x,ux0,R) − A(x,u)∥∥ · |∇u|p−1∣∣∇(u − v)∣∣dx
 C(p, ν, L, ε2)
(∫
BR
∥∥A(x,ux0,R) − A(x,u)∥∥s dx
)1− pr (∫
BR
|∇u|r dx
) p
r
+ ε2
∫
BR
∣∣∇(u − v)∣∣p dx,
where ε2 > 0 is small, and r > p is the same as used in Theorem 2. In view of assumption (H3) and (3.8), it follows that
II C
(∫
BR
ωs
(|u − ux0,R |2)dx
)1− pr (∫
BR
|∇u|r dx
) p
r
+ ε2
∫
BR
|∇u|p dx.
From (2.6) and the reverse Hölder inequality (2.1) we deduce
IIω
s(r−p)
r
[
C R2α
]
Rn(1−
p
r )
(∫
BR
|∇u|r dx
) p
r
+ ε2
∫
BR
|∇u|p dx
 C Rnω
p
p−1
[
C R2α
][ −∫
B2R
|∇u|p dx+
(
−
∫
B2R
∣∣F (x)∣∣q dx)
p
q
+
(
−
∫
B2R
∣∣ f (x)∣∣γ dx)
p
γ
]
+ ε2
∫
BR
|∇u|p dx

(
Cω
p
p−1
[
C R2α
]+ ε2)
∫
BR
|∇u|p dx+ C Rn(1− pq )∥∥F (x)∥∥pLq + C Rn(1− pγ )∥∥ f (x)∥∥pLγ . (4.5)
For the estimate of term III, a direction analysis yields
III
∫
BR
∣∣F (x)∣∣p−1∣∣∇(u − v)∣∣dx
 ε3
∫ ∣∣∇(u − v)∣∣p dx+ C(p, ε3)
∫ ∣∣F (x)∣∣p dxBR BR
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∫
BR
|∇u|p dx+ C Rn(1− pq )
( ∫
B2R
∣∣F (x)∣∣q dx)
p
q
. (4.6)
In order to estimate the term IV, we apply the Sobolev–Poincaré inequality, Hölder inequality in conjunction with for-
mula (3.8) and obtain
−
∫
BR
|u − v|dx C R
(
−
∫
BR
∣∣∇(u − v)∣∣dx) C R( −∫
BR
∣∣∇(u − v)∣∣p dx)
1
p
 C R
(
−
∫
BR
|∇u|p dx
) 1
p
. (4.7)
Due to assumption (H4) we get
IV
∫
BR
∣∣B(x,u,∇u)∣∣|u − v|dxμ(M)∫
BR
(|∇u|p |u − v| + ∣∣ f (x)∣∣|u − v|)dx. (4.8)
For the ﬁrst part on the right-hand side of (4.8), since |v| M and |u| M , making use of Hölder’s inequality, we deduce
∫
BR
|∇u|p|u − v|dx C Rn
(
−
∫
BR
|∇u|r dx
) p
r
(
−
∫
BR
|u − v| rr−p dx
) r−p
r
 C Rn
(
−
∫
BR
|∇u|r dx
) p
r
(
−
∫
BR
|u − v| · |u − v| pr−p dx
) r−p
r
 C(p, δ,M)Rn
(
−
∫
BR
|∇u|r dx
) p
r
(
−
∫
BR
|u − v|dx
) r−p
r
.
Using inequality (4.7), the reverse Hölder inequality (2.1) as well as the estimate of integral growth (2.7) in Section 2, we
obtain
∫
BR
|∇u|p|u − v|dx C Rn
(
Rp −
∫
BR
|∇u|p dx
) r−p
pr
(
−
∫
BR
|∇u|r dx
) p
r
 C Rn
(
Rp −
∫
BR
|∇u|p dx
) r−p
pr
[
−
∫
BR
|∇u|p dx+
(
−
∫
BR
∣∣F (x)∣∣q dx)
p
q
+
(
−
∫
BR
∣∣ f (x)∣∣γ dx)
p
γ
]
 C
(
Rp −
∫
BR
|∇u|p dx
) r−p
pr
[∫
BR
|∇u|p dx+ Rn(1− pq )∥∥F (x)∥∥pLq + Rn(1− pγ )∥∥ f (x)∥∥pLγ
]
 C R
δ(r−p)
r
(∫
BR
|∇u|p dx
)
+ C[Rn(1− pq )∥∥F (x)∥∥pLq + Rn(1− pγ )∥∥ f (x)∥∥pLγ ]. (4.9)
Since Φp( f ) is a nondecreasing w.r.t. p > 0 for the ﬁxed function f (x), the estimate of the second part on the right-hand
side of (4.8) is given as
∫
BR
∣∣ f (x)∣∣|u − v|dx sup
Ω
(|u| + |v|)∫
BR
∣∣ f (x)∣∣dx C(M)Rn( −∫
BR
∣∣ f (x)∣∣dx)
 C(M)Rn
(
−
∫
BR
∣∣ f (x)∣∣γ dx)
1
γ
= C(M)Rn(1− 1γ )∥∥ f (x)∥∥Lγ . (4.10)
Denoting τ = δ(r−p)r (> 0) and substituting (4.9) and (4.10) into (4.8) we obtain
IV C Rτ
(∫
|∇u|p dx
)
+ C[Rn(1− pq )∥∥F (x)∥∥pLq + Rn(1− pγ )∥∥ f (x)∥∥pLγ + Rn(1− 1γ )∥∥ f (x)∥∥Lγ ]. (4.11)
BR
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Bρ(x0)
|∇u|p dx C
[(
ρ
R
)n
+ χ(x0, R)
] ∫
BR (x0)
|∇u|p dx
· C[Rn(1− pq )∥∥F (x)∥∥pLq + Rn(1− pγ )∥∥ f (x)∥∥pLγ + Rn(1− 1γ )∥∥ f (x)∥∥Lγ ],
for any 0 < ρ < R  d2 with d = dist(x0, ∂Ω), where
χ(x0, R) = M
p
p−1
R
[
A(·,ux0,R),Ω
]+ ω pp−1 (C R2α)+ Rτ + ε1 + ε2 + ε3. (4.12)
With the aid of properties of the VMO function M
p
p−1
R [A(·,ux0,R)] and the modulus of continuity ω
p
p−1 [C R2α], by virtue
of Lemma 6 we obtain∫
Bρ
|∇u|p dx C
[(
ρ
R
)λ ∫
BR (x0)
|∇u|p dx+ ρλ
]
, (4.13)
that is,
∇u ∈ Lp,λloc (Ω),
for every 0 < λmin{n(1− pq ),n(1− pγ )}. Therefore, we have completed the proof of Theorem 1 in the case of p  2. 
4.2. Proof of Theorem 1 in the case of 1< p < 2
Proof. When 1< p < 2, using Lemma 2, Hölder’s inequality as well as Young’s inequality, we can obtain∫
BR
|∇u − ∇v|p dx =
∫
BR
[|∇u − ∇v|2(|∇u| + |∇v|)p−2] p2 (|∇u| + |∇v|) (2−p)p2 dx

(∫
BR
|∇u − ∇v|2(|∇u| + |∇v|)p−2 dx)
p
2
(∫
BR
(|∇u| + |∇v|)p dx)
(2−p)
2
 C(p)
(∫
BR
|∇u − ∇v|2(|∇u|2 + |∇v|2) p−22 dx)
p
2
(∫
BR
(|∇u| + |∇v|)p dx)
(2−p)
2
 C(p, ν, L)
(∫
BR
〈〈AR∇u,∇u〉 p−22 AR∇u − 〈AR∇v,∇v〉 p−22 AR∇v,∇(u − v)〉dx
) p
2
·
(∫
BR
(|∇u| + |∇v|)p dx)
(2−p)
2
 C(p, ν, L, ε4)
∫
BR
〈〈AR∇u,∇u〉 p−22 AR∇u − 〈AR∇v,∇v〉 p−22 AR∇v,∇(u − v)〉dx
+ ε4
∫
BR
(|∇u| + |∇v|)p dx.
According to (4.2), it follows that∫
BR
〈〈AR∇u,∇u〉 p−22 AR∇u − 〈AR∇v,∇v〉 p−22 AR∇v,∇(u − v)〉dx ≡ I+ II+ III+ IV,
where expressions of I, II, III and IV are the same as given by (4.2) in the preceding subsection. Using the similar arguments
as in Section 4.1 and inequality (3.8) in Lemma 4, we have∫
|∇u − ∇v|p dx ϑ(x0, R)
∫
|∇u|p dx+ C[Rn(1− pq )∥∥F (x)∥∥pLq + Rn(1− pγ )∥∥ f (x)∥∥pLγ + Rn(1− 1γ )∥∥ f (x)∥∥Lγ ],
BR BR
372 S. Zheng et al. / J. Math. Anal. Appl. 346 (2008) 359–373where ϑ(x0, R) = χ(x0, R) + ε4, and χ(x0, R) is the same as (4.12) in Section 4.1 and C = C(n, p, ν, L,M,α). Thus,
from (3.12) we obtain∫
Bρ
|∇u|p dx C
[(
ρ
R
)n
+ ϑ(x0, R)
]∫
BR
|∇u|p dx+ C[Rn(1− pq )∥∥F (x)∥∥pLq + Rn(1− pγ )∥∥ f (x)∥∥pLγ + Rn(1− 1γ )∥∥ f (x)∥∥Lγ ].
Using Lemma 6 again, we can derive (4.13) too. Therefore, the proof of Theorem 1 in the case of 1 < p < 2 is completed. 
Note that when q, γ > max{p,n} for any 1 < p < +∞, Corollary 1 can be proven based on the following Morrey’s lemma.
Lemma 7 (Morrey’s lemma). Suppose that u ∈ W 1,p(BR(x0)), and there exist constants M > 0 and some κ ∈ (0,1) such that∫
BR (x0)
|∇u|p dx MpRn−p+pκ ,
for any BR(x0) ⊂ Ω . Then u ∈ Cκloc(Ω). Moreover, for any Ω ′ ⊂⊂ Ω there holds
sup
Ω ′
|u| + sup
x,y∈Ω ′, x=y
| f (x) − f (y)|
|x− y|κ  C
[
M + ‖u‖Lp(Ω)
]
,
where C = C(n, κ,Ω ′,Ω) > 0, see [7, Chapter 3].
Proof of Corollary 1. Due to n(1− pq ) = n− p+ p(1− nq ) and n(1− nγ ) = n− p+ p(1− nγ ), for any q, γ > max{p,n} we have
0 < κ = min
{
1− n
q
,1− n
γ
}
< 1.
For arbitrary 0 < ρ < R0 with the ﬁxed R0  d2 , from (4.13) we obtain∫
Bρ
|∇u|p dx Cρn−p+pκ ,
which C = C(n, p, ν, L,M, R0,‖F (x)‖Lq ,‖ f (x)‖Lγ ). Therefore, from Lemma 7 the proof of Corollary 1 is completed. 
5. Conclusion
In this paper we investigated the regularity in Morrey spaces for weak solutions of a class of degenerate elliptic equa-
tions (1.1) if the coeﬃcient matrices satisfy certain VMO conditions in x uniformly with respect to u and the lower
order term B(x,u, z) satisﬁes the natural growth condition (1.4). In particular, if F (x) ∈ Lq(Ω) and f (x) ∈ Lγ (Ω) with
q, γ > max{p,n} for 1 < p < +∞ in (1.1) and (1.4), we obtained interior Hölder continuity of weak solutions u ∈ C0,κloc (Ω)
with a Hölder index κ =min{1− nq ,1− nγ }.
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