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1. Let & be a Hilbert space and Q, P two (orthogonal) 
projections acting in %‘. The set of pairs of real numbers (x, y) of the 
form x = (f, w), y = (f, Pf) with f E 2 and ]I f I] = 1, will be 
called the numerical range of the pair (Q, P) and denoted num ran(Q, P). 
This concept is an obvious extension of the concept of the numerical 
range of a single operator as it is commonly understood [l]. In this 
paper we shall show that the numerical range of a pair of projections 
can be described simply, and that it depends essentially on two 
real parameters. Since trivial cases are of no interest we assume in the 
following that dim &’ 3 2. 
Given any two projections Q and P, the Hilbert space &’ may be 
written as the orthogonal sum 
where &, (for n, m = 0, 1) is spanned by the common eigenvectorsf 
of Q and P, satisfying Qf = nf, Pf = mf and where P is the ortho- 
gonal complement of the sum of the first four subspaces. Any of the 
five pieces in (1) may be trivial, i.e., either absent or the whole space. 
With respect to the decomposition the projections have the form 
Q=O@O@l@l@Q’, 
P=O@l@O@l@P 
(2) 
(with some of the summands possibly absent). In the suspace &” 
there are no common eigenvectors; we say that the restrictions 
8’ = Q Ia+’ and P’ = P I*, are in genetic position. The importance of 
the decomposition (1) lies in the following easily verified fact. 
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PROPOSITION 1. num ran(Q, P) is the convex hull of those among the 
five sets 
((0, ON, ((0, 1% ((1, Oh W, 1)) ad num ran(Q’, P’) 
which correspond to a nonzero summand in (1). 
This makes it possible to reduce our problem to the study of 
num ran(Q’, P’). In other words, we may assume that our pair of 
projections is in generic position to start with. 
Let then Q, P be two projections in generic position acting in a 
Hilbert space SF of dimension 22. We make use of a theorem due to 
Halmos [2] which asserts the following. 
PROPOSITION 2. A? may be written as an orthogonal sum of two 
subspaces of equal dimension, thus with appropriate identification 
2f=X@Sf, (3) 
so that the given projections appear as 2 by 2 matrices with entries that 
are operators from X to X, of the following special form 
Q = (i 8, P = (E; F). (4 
Here C, S are two positive operators with zero kernel (null space) and 
c-2 + s2 = 1. 
Explicitly, C may be defined as the positive square root of the 
restriction of QPQ to the range of Q, and S as the positive square root 
of 1 - C2. We find it convenient to set 
C = cos T 
S = sin T 
(T > 0). (5) 
The positive operator T is uniquely defined by the functional calculus 
for self-adjoint operators. Its spectrum is contained in [0, r/2] but 0 
and 9~12 are not eigenvalues. 
An implication of Proposition 2, of importance below, is a high 
degree of symmetry of the situation involving two projections in 
generic position. 
PROPOSITION 3. Let Q and P be two projections in generic position. 
Then the pair (Q, P) is unitarily equivalent o the pairs (QI, P”), (P, Q) 
and (P’, Q’). 
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This is proved by using the representation (4) and displaying 
explicitly the relevant unitary operators. Thus 
Q' = U*QU, 
P-L = u*piJ, 
with 
and 
P = U*QU, 
Q = U*PU, 
with 
u = (,” -$ 
(6) 
(8) 
(9) 
For a pair of projections (Q, P) in generic position, two angles 6, 
and O2 , 0 < O1 < 13~ < 7r/2, are defined by 
cos e, = (I c [I 
sin 8, = 11 S 11. 
Checking with (4) and (5) we see that alternate expressions are 
cos d1 = 11 Q - PL 11, 
0, = inf(h : h E spec(T)), 
(11) 
and 
sin& = ItQ -PI/, 
8, = sup{h : h E spec(T)). 
(12) 
Furthermore, the symmetry of Proposition 3 also implies that 
cos24 = suP{ll Qg II2 : g E NP), II g II = 11, (13) 
and the right-hand side may be replaced by the other three expressions 
obtained by replacing the pair (Q, P) by (Ql, P’), (P, Q) and (I”, Q”). 
Similarly, 
sin2B2 = sup{// Qg II2 : g E ran(Pl), II g 11 = 1) (14) 
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which is also equal to the other three expressions obtained in the same 
way. To show (13), for example, we note that 
= su~{ll(Q - Wfl12 :f~s, llfll = 11 
= su~{ll(Q - Wg + 41” : g E ran(f?, h E ran(W, II g II2 + II h II2 = 11 
= SUP{II Qg II2 + II QQ II2 :g E ran(P), h E rW9, Ilg /I2 + II h II2 = 11, 
(15) 
and this is equal to the larger one of the two expressions one of which 
is the right side of (13) and the other one obtained from it by replacing 
(Q, P) by (Q5 P’). S ince by the symmetry these two expressions are 
equal, our assertion is proved. 
We now return to the problem of the numerical range. 
PROPOSITION 4. Let Q and P be two projections in generic position. 
Then num ran(Q, P) is a convex subset of the unit square ((x, y): 0 < x, 
y < l}, and it is symmetric with respect o resection about the diagonals 
x=yandx+y= 1. 
Convexity follows from the general theorem of Toeplitz and 
Hausdorff [l] upon identifying num ran(Q, P) with num ran(Q + iP) 
in the complex x + iy plane. The symmetry about the diagonals is a 
straightforward consequence of Proposition 3. 
2. Let 9 be any bounded convex set in the plane, and let 
(x0 , y,,) be a pont in Y. For any angle (II, we let 
PC4 = sup{@ - x,)cOscY$(y-yy,)sina:(x,y)E~}. (16) 
p = p(a) is called the radius of support of Y with respect to (x0 , y,,) 
in the direction 01. It is the distance of (~6 ,yO) to the line perpendicular 
to (cos 01, sin a) and tangent to 9’. 
The function p(a) largely determines 9, indeed 
YO = {(x, y) : (X - x0) cos OL + (y - yJ sin OL < p(a) for all a}, (17) 
and 
9 = {(x, y) : (x - x,,) cos a + (y - yo) sin 01 < p(a) for all a} (18) 
where 9a and 9 are the interior and the closure of 9, respectively. 
The boundary points of 9 (i.e., those belonging to 9 itself) are not 
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necessarily determined by p(a). However, if (x, y) E Y and the 
supremum in (16) is assumed for it for some 01, then it is a boundary 
point. 
Let now Y = num ran@, P) for two projections in generic 
position. We choose the center of the unit square ($, *) for (x,, , ys), 
and proceed to calculate the radius of support for 9. 
For real 01 and 8, let 
M(& a) = ( 
4~ cos a + (cos2 0 - 4) sin 01 cos 0 sin 0 sin (Y 
cos 9 sin 0 sin OL - Q cos a + (sin2 8 - 4) sin (Y 1 ’ 
(19) 
Comparing with (4) b a ove we observe that, in the sense of the 
functional calculus, 
M(T, 4 = ( 
i cos a + (cos2 T - 4) sin (y. cos T sin T sin (Y 
cos Tsin Tsina -&cosa+(sin2T-#sina 1 
= (Q - 4) cos a + (P - 3) sin a. (20) 
This shows that 
p(a) = SUP{U M(T, 4f) :f Es, Ilf II = 11. (21) 
The matrix M(B, a) with numerical entries may be diagonalised 
M(0, a) = U*(d, a) D(O, a) U(O, a), (22) 
where 
w, 4 ( *(l + cos 28 sin 2a)+ 0 = 0 - $( 1 + cos 28 sin 2a)+ 1 (23) 
(always the positive square root is meant), and where U(B, a) is 
unitary 
U*(8, a) U(c9, a) = U(6, a) U*(O, a) = 1. (24) 
The explicit form of U need not concern us, except to note that its 
entries are continuous functions of 8. 
Equations (23) and (24) remain in force when ~9 is replaced by T. 
This shows that M(Z’, ) OL is unitarily equivalent to D(T, a) which is 
an operator represented by a diagonal matrix with respect to the 
orthogonal decomposition (3) of ti and whose diagonal entries are 
the operators in X: -~-al + cos 2T sin 2c11)li2. Since p(a), as shown 
by (21), is a unitary invariant of M( T, LU), we see then that 
44 = sw{(f, WY 4f > :f Ex, Ilf II = 11. (25) 
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Recalling the formulas (11) and (12), we obtain then 
I 
*( 1 + cos 20, sin 2or) + (sin 2or > 0), 
44 = i (sin 2or = 0), 
Q(1 + cos 20, sin 2a)f (sin 201 < 0). (26) 
This completes the computation of p(a). 
Let B(0) denote the ellipse ((x, y): x = + + & cos(t + 6), 
y = 8 + $cos(t - 13), t real} and L?(O) its convex hull (i.e., the 
“solid” ellipse). Its axes are the diagonals of the unit square, and it is 
tangent to it at the points (sin2 0, 0), (1, cos2 I?), (co9 8, 1) and 
(0, sin2 0). An elementary calculation whose details we omit shows 
that its radius of support with respect to the center (4, *) is p(a) = 
8(1 + cos 28 sin 201)l12. Noting this fact and comparing with (26) we 
see that the closure 9 of 9 may be described simply as follows: 9 is 
the convex hull of &‘(e,) and &‘(e,) ( or e q uivalently, the convex hull of 
the 8(e) for 8i < 8 < 0,) (cf. Fig. 1). The extreme cases 8, = 0 or 
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8, = 7r/2 are not excluded, in this case 6(8,) or S(Q, respectively, 
degenerate into the diagonals of the unit square. If 0r = 8, we have 
only one (solid) ellipse. 
In order to determine 9 completely it remains to find those points 
of 9 which belong to Y itself. These are of two kinds (cf. Fig. 1). 
They may be points on the boundary of the square but not on &‘(e,) 
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or a(&). For instance, on one side of the square these are the points 
((1, y): cos2 8, < y < cos2 0,). These points always belong to 
num ran(Q, P). Indeed, (4) shows that it is sufficient to take f E Z of 
the form f = g@O with g E X, Ilgll = 1 and g such that 
y = (g, cos2 Tg). This can always be done if y E num ran(cos2 T) which 
is the case when cos2 8, < y < cos2 0r . Secondly, there are the points 
on the extremal ellipses &?(8,) and &‘(fl,). For such points the supremum 
in (25) is assumed if and only if 0, (or 19~ , respectively) is an eigenvalue 
of T. But this is the case if and only if 8, (or 8,) belongs to num ran(T). 
We may now summarize the result in the following 
PROPOSITION 5. Let Q and P be two projections in generic position. 
Then num ran(Q, P) is the convex hull of the 8(e) with 8 ranging 
through num ran(T). 
3. Interesting extreme cases are f?r = 0 or e2 E 7r/2, For 
instance if e1 = 0 then non ran(Q, P) includes a neighborhood of the 
vertices (0,O) and (1, 1) of the unit square though not, of course, the 
vertices themselves. 
PROPOSITION 6. Let Q and P be projections in generic position. 
The following conditions are equivalent (i) 13~ = 0; (ii) 1) Q - P-i 11 = 1; 
(iii) inf{ll Pf Il:f E 2, Ilf II = 1, f E ran Ql} = 0 or any one of three 
other statements obtained by the replacement of (Q, P) by (QJ-, Pl), 
(P, Q) and (f’*, Q’>; (’ ) h IV t ere exists a projection E with infinite dimen- 
sional range and E < QJ- and such that EPE is a compact operator, or 
any one of three statements obtained by the above replacements. Similarly, 
the conditions equivalent to 8, = 7-r/2 are obtained from the above by 
replacing P by PJ-. 
Through formulas (1 l)-( 14) we have already shown the equivalence 
of (i)-(iii), it remains to show the equivalence of (iii) and (iv). Let (iv) 
hold. Then there is an orthonormal set of eigenvectors ur , up ,... of 
EPE such that the corresponding eigenvalues A1 , A, ,... -+ 0. Thus 
II PEu, lj2 = (u, , EPEu,) = A, + 0 as n -+ co, and since E < Ql, 
Eu, E ran QJ- so that we have shown 
inf{ljP’ll :f~%, llfll = l,feranQl} = 0. (27) 
Conversely, suppose (27) holds. Because Q and P are in generic 
position f E ran Q-L, f # 0, Pf = 0 is impossible. So there is an 
infinite sequence (which may be taken orthonormal) ur , u2 ,..., such 
that u, E ran Q I, Pu, # 0, (I Pu, II --+ 0 as n -+ co. It may also be 
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assumed (by passing to an appropriate subsequence) that 11 Pu, 11 --+ 0 
with any prescribed rapidity. Let E be the projection whose range is 
spanned by the u, . 
We show that EPE is compact by showing that it sends a bounded 
set of vectors into a compact set. Let then J be a bounded set, so 
that for some constant M we have llfll < M for all f E A%. Let 
g = EPEf forf in 4, then I(un ,g)l = I(un , EPEf)l = I(Pu, , Ef)l < 
II % II - II Ef II G II Pun II * Ilf II < M * II % II < M/n by the remark 
made above. This shows that g is in the Hilbert cube whose axes are 
the u, . Furthermore, the range of the map f --+ g = EPEf is a closed 
set. Thus the image of J? under this map is a closed subset of the 
compact Hilbert cube, i.e., a compact set. This concludes the proof 
of Proposition 6. 
4. In the remainder of the paper we discuss an example. 
Although, in principle, Propositions 1 and 5 completely describe 
num ran(Q, P), in practice its effective determination may require 
further mathematical arguments. The example chosen illustrates this. 
Let Z = L2(- co, co). For any f E X we let $ be its Fourier 
transform 
f(u) = -& J”: e-i5uf(x) dx. 
m 
(29) 
Let I and J be two bounded measurable sets of positive measure. Q and 
P are then defined as follows 
and 
(30) 
According to the general theory we have to determine the decom- 
position (1) first. 
PROPOSITION 7. The common eigenvectors f of Q and P satisfy 
Qf = Pf = 0; thus &’ = So0 @ &“. Furthermore, dim X&, = co. 
Suppose f a common eigenvector and suppose Qf = f, say. Then 
f(u) = --+& l,f(x) eeisu dx 
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is analytic (in fact entire) function of u. Sincefis also an eigenvector of 
P, f(u) vanishes either in J or in the complement (-co, co) - J 
almost everywhere. But then!(u) = 0 everywhere which is a contra- 
diction. 
To show that dim X0, = cc is more difficult and we defer the 
proof temporarily. 
PROPOSITION 8. Let Q and P be any two projections such that 
11 PQ 11 < 1. Then the subspace X&, is given by 
A?&, = Q”(1 - PQ)-l ran(PL) 
= P”( 1 - QP)-1 ran(Q”) (33) 
To prove this, remark first that the indicated inverses exist, are 
bounded, and are given by the geometrical series. Next, observe that 
1 + Q(1 - PQ)-‘P = (1 - QP)-‘. (34) 
Suppose then that g E ran(Ql) andf = P’( 1 - QP)-lg. Using (34) we 
get after a simple computation f = M,,,,g with 
MO, = 1 - P(l - QP)-’ Q” - Q( 1 - PQ)-l Pl 
= Q’(1 - PQ)-'Pl = PL(l -QP)-lQL 
=I--P-Q+PQ+QP-PQP-QPQ+.... (35) 
It is clear that M,$ = M,,, and also M,,Q = IM,P = 0 whence 
M& = Moo . Thus M,,, is a projection, and 
ran(Q) V ran(P) _C ran&$. (36) 
But the first line in (35) also shows that 
ran(M,$,) C ran(Q) V ran(P). (37) 
Thus 
ran M, = ran(Q’-) A ran(P*) = X0,, . (38) 
We have now shown 
PL(l - QP)-l ran(Ql) C .%& ; WY 
we proceed to show that equality holds. Indeed, assume f E Z&, and 
f orthogonal to P’( 1 - QP)-‘g for all g E ran(Ql). Then 
(1 - QP)-I* P"f = (1 - PQ)-'Plf = Qh 
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for some h E 2, and so f = Qh + Pk for some k ES. Thus 
f E ran(Q) V ran(P) = 2;s and so f = 0. This proves the second 
formula in (33); the first is proved the same way. 
PROPOSITION 9. Let Q and P be the projections defined by (30) and 
(31), respectively. Then QPQ is a compact positive operator whose 
largest eigenvalue & < 1. 
Explicitly, we find 
(QJ3Qf)(x) = s J Kd  - r)f(y) d  (x E0 
0 lx 4 0 WJ) 
where 
K,(x) = & 1, eiuz du. 
K,(x) is a continuous (indeed entire) function. Thus with respect to 
the decomposition 2’ = ran(Q) @ ran(Q1) we have QPQ = KJ @ 0 
where KJ is an integral operator of Fredholm type. This shows that 
QPQ is compact; its positivity is obvious. Assume & = 1, contrary 
to the assertion, i.e., QPQf = f for some f # 0. On the one hand, 
f E ran(Q) so that f (x) = 0 a.e. for x $ I, and thus!(u) is analytic in u. 
On the other hand, 11 f \I2 = (f, QPQf) = 11 Qf II2 = 11 Pf II2 which 
shows that f(u) = 0 a.e. for u I# J. Thus f = 0, a contradiction. This 
proves Proposition 9. 
Now we have shown II PQ II = sup((f, QPQf): f E X, 11 f II = l} = 
&, < 1, so Proposition 8 is applicable. Thus f satisJes Qf = Pf = 0 
if and only ;f it is of the form f = P’( 1 - QP)-lg whereg E ran(Ql), i.e., 
g(x) = 0 a.e. for x EI. 
We now inquire when an f E tim of the form f = Pl(l - QP)-lg 
with g E ran(Ql) vanishes. Clearly, this is the case if and only if 
(1 - QP)-‘g = Ph for some h E s?, so that g = (1 - QP)Ph = QlPh. 
But (Ph)(x) is analytic in x since its Fourier transform vanishes 
outside J. This shows the following: If g E ran(Ql), but g(x) is not 
the restriction to (-co, co) - I of some analytic function, then 
f = P-L(l - QP)-‘g # 0. 
Using this result we construct an infinite sequence fi , fa ,... of 
linearly independent vectors in S&, . Let g, , g, ,... be a sequence of 
linearly independent vectors in ran(Q’) with the property that they 
vanish not only in I but in some larger set 1r as well (I1 bounded, its 
measure larger than that of I). Let c1 , c2 ,..., cn be constants not all 
zero. Then clgl(x) + c2g2(x) + a** + c,g,(x) vanishes in 1r - I and 
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yet not identically in (-co, co) - 1. Thus it is not the restriction of 
an analytic function to this set. By what we have shown above, if we 
set fk = Pl(l - QP)-lgl, then fk E Z&, for K = 1, 2,..., but 
Clfi + Czfi + **a + c,fn # 0, i.e., the fk are independent. This 
completes the proof of Proposition 7. 
We have seen that Proposition 8 allows the characterization of the 
subspace S&, . We now state this result in somewhat more traditional 
analytic terms. 
PROPOSITION 10. A function f(x) eL2( - co, co) has the properties 
f(x) = 0 a.e. in a bounded measurable set I, f(u) = 0 a.e. in a bounded 
measurable set J ;f and only if it has the form 
f(x) = 
i 
id4 + s, ax -Y) h(Y) (a.e. for x $I), 
0 (a.e. for x E I), (42) 
where K,(x) is given by (41) and h(x) is the unique solution of the 
Fredholm integral equation 
44 = g(x) + j, &(x -39 h(Y) lx EI) (43) 
and g”(u) = 0 a.e. for u E J. 
This is proved by transcribing (42) and (43) in operator form 
f= Q% + W w 
and 
h = Qg + QPQh, (45) 
respectively. The solution h = Q(1 - PQ)-‘g of (45) gives 
f = Q’( 1 + PQ( 1 - PQ)-‘)g = Q’(1 - PQ)-‘g (W 
and the condition on g is g E ran(P-L). This is just the first formula of 
Proposition 8. 
In the following we need the formula 
#‘A = Q’ran(P) + ran(Q) (47) 
because Sifb = z?’ is the subspace in which the parts in generic 
position, Q’ and P’, act. A vector f E s?& if and only if 
(f, Q'(1 - PQYg) = 0 
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for all g E ran(Pl) according to (33). But it is easy to show that this is 
the case exactly when f = Q-% + h with some k E ran(P) and 
h E ran(Q), which proves (47). 
To determine d1 we use one of the four versions of (13) together 
with (47) 
cos2 & = sup{II P’g /I2 : g E ran(Q’), 11 g 11 = l} 
= sup{11 Pg II2 :g E ran(Q), Ilg II = 11 
= sup{k, QPQ.d : g E ran(Q), II g II = 11 
1 b- (48) 
On the other hand, 0s = 7r/2. This is shown by using one of the criteria 
given in part (iv) of Proposition 6, namely, the statement: There 
exists a projection E < Q’ with infinite dimensional range such that 
EP’E is compact. Indeed, in the present case E may be taken as 
Q’ = Q 1s~;~ = 1 kmtQ) 9 and Q’P’Q’ = QPQ Iran(o) is compact. An 
alternate argument consists of calculating 11 Q’ - P’ 11 which is 
11 Q - P 11 in this case and using criterion (ii) of Proposition 6. Let 
ho E ran(P), II ho II = 1, and for any real number A let h,(u) = &9$(u) 
so that h, E ran(P), 11 h, II = 1. Then hh(x) = h&x + h). Clearly 
(Q - P)hh = -QJ-h, and therefore 
IKQ - P) 4 II2 = 1 - II Qh II2 = 1 - j-, I M412 dx 
= 1 - /,+, I h&l2 dx+ 1 as h-tee. (49) 
ThisshowsthatIIQ - PII = 1. 
We have now all the ingredients for the description of num ran(Q, P). 
PROPOSITION 11. Let Q and P be the projections dejined by (30) and 
(31), repectively. Then num ran(Q, P) is bounded by the segment of the 
ellipse 6’(0,) between the points (1, &,) and (X, , l), and the piecewise 
straight line connecting the points (h, , l), (0, l), (0, 0), (1,O) and 
(1, h,). All boundary points of this set belong to num ran(Q, P) with the 
sole exception of (0, 1) and (1,O). A,, = cos2B, is the Zurgest eigenoulue 
of the integral operator (40) (cf. Fig. 2). 
This result has been obtained before, in a different connection, 
by Landau and Pollak [3] for the case where I and J are intervals. 
Our main result, embodied in Propositions 1 and 5, shows to what 
extent the special result for this example typifies the general situation. 
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FIGURE 2 
5. We append here a remark on the interpretation of the results 
of this investigation in terms of quantum mechanics. In quantum 
mechanics, projection operators correspond to certain particularly 
basic observables which are capable of having only two values 0 and 1. 
A fundamental concept is the relation of compatibility; two observables 
are compatible (or simultaneously measurable) if and only if the 
associated operators commute. It is easy to see that for compatible 
projections Q and P their numerical range is, apart from certain 
trivial cases, the whole unit square {(x, y): 0 < X, y ,< 11. Thus the 
phenomenon of num ran(Q, P) being a smaller set than this is related 
to the incompatibility or lack of commutativity of Q and P. Now, in 
the tradition of quantum mechanics lack of commutativity is measured 
by a Heisenberg uncertainty relation which, if expressed quantita- 
tively, is a numerical inequality involving certain numerical functions 
(the “dispersion”) of the operators concerned. It seems that, at least 
for the observables represented by projections, a sharper measure 
of incompatibility is not a numerical quantity but a point set of the 
unit square, namely, num ran(Q, P). We may say that the closer this 
set is to being the whole square, the closer Q and P are to being 
compatible. 
It is interesting to observe that from this point of view the two 
projections Q and P discussed in Section 4 above are less incompatible, 
the larger the sets I and J are, corresponding to the physically intuitive 
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notion that the “localizations” of a particle inside an interval in 
position space as well as momentum space can be accomplished to a 
better approximation if 1 and J are larger. Mathematically, this 
follows from the fact that X, = &,(I, J) is an increasing function of 
both I and J. This is clearly seen in the representation (48). 
It should also be mentioned that the connection of the numerical 
range of the two projections Q and P discussed in Section 4 with the 
concept of “uncertainty” in quantum mechanics was recognized 
by the authors of Ref. [3]; indeed this connection forms one motivation 
for their investigation. 
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