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Abstract
Designing reliable decision strategies for au-
tonomous urban driving is challenging. Rein-
forcement learning (RL) has been used to auto-
matically derive suitable behavior in uncertain
environments, but it does not provide any guar-
antee on the performance of the resulting pol-
icy. We propose a generic approach to enforce
probabilistic guarantees on an RL agent. An
exploration strategy is derived prior to training
that constrains the agent to choose among ac-
tions that satisfy a desired probabilistic spec-
ification expressed with linear temporal logic
(LTL). Reducing the search space to policies
satisfying the LTL formula helps training and
simplifies reward design. This paper outlines
a case study of an intersection scenario involv-
ing multiple traffic participants. The resulting
policy outperforms a rule-based heuristic ap-
proach in terms of efficiency while exhibiting
strong guarantees on safety.
1 Introduction
It is often desirable to prove that a decision policy is safe
before testing it in the real world. Formal methods pro-
vide tools to verify a given policy with high confidence
but often rely on very strong modeling assumptions and
are not suitable to derive optimal strategies. In contrast,
reinforcement learning algorithms address this issue by
optimizing decision policies without an explicit model
of the environment. An agent interacts with the environ-
ment (through simulation, collected data or directly with
the real world) and optimizes an expected long term re-
turn modeled by a reward function. This function reflects
a high level objective by attributing a positive reward or
a penalty on the immediate outcome of an action. Al-
EgoVehicle
Other traffic
participants
Figure 1: The ego vehicle must achieve a left turn in an
unsignalized intersection involving another vehicle and a
pedestrian interacting with each other.
though the resulting strategy might achieve a high ex-
pected return, no guarantees can be made about its per-
formance. Moreover, in many applications, the reward
function might be difficult to design, causing the result-
ing behavior to be misaligned with the desired objective.
Previous work has investigated combining formal meth-
ods and reinforcement learning using a monitoring sys-
tem enforcing the learning agent to satisfy a safety prop-
erty (Fulton et al., 2018; Alshiekh et al., 2018). However,
designing such a monitoring system can be challenging.
It may involve conservative assumptions about the envi-
ronment and rely on deterministic models. When uncer-
tainty is very high, imposing hard safety constraints on
the learning agent can result in every action resulting in a
violation of the constraints. Often in applications such as
autonomous driving, it is necessary to accept some level
of risk in order to achieve the objectives of the system.
We propose a generic approach to train an agent in an
uncertain environmentwhile enforcing a minimum prob-
ability of satisfying a specification expressed using Lin-
ear Temporal Logic (LTL) (Baier et al., 2008). Natu-
ral language can be converted to LTL formulas (Baier
et al., 2008) which makes it an interesting framework
to mathematically express specifications derived by reg-
ulators, policy makers or governmental agencies. By
modeling the environment as a Markov decision process
(MDP), we identify at each state, the set of actions sat-
isfying the specification through model checking tech-
niques. We then show how to constrain a reinforcement
learning agent to only choose among the acceptable ac-
tions. In contrast with previous work (Fulton et al., 2018;
Alshiekh et al., 2018; Mukadam et al., 2017), our frame-
work handles probabilistic specifications that accommo-
date less conservative policies. At the end of the training,
the policy is guaranteed to satisfy the LTL formula with a
user-defined confidence level. Finally, we discuss appli-
cations to unsignalized intersection scenarios involving a
car and a pedestrian as illustrated in Fig. 1.
2 Related Work
Previous approaches attempted to generate safe policies
for urban driving by tuning a penalty for collision in the
reward function (Bouton et al., 2017). The reward func-
tion can be used to balance conflicting objectives such as
safety and efficiency by varying the cost associated with
collisions. Metrics, such as time to reach the goal and
collision rate, are then used to choose a suitable operat-
ing point. Given a reward function, the policy is empir-
ically evaluated through simulations. Empirical valida-
tion is hard because it requires an enormous number of
simulations to cover every possible situation that might
cause unsafe behavior.
Tools from formal methods can be used to verify prop-
erties of a system with high confidence. A possible ap-
proach involves verifying the policy after the planning
or learning phase (Katz et al., 2017) but requires restart-
ing the planning if an issue is found. Another method
is to derive a policy from a boolean requirement rather
than a reward function (Wang et al., 2018). However,
due to tractability issues, they are limited to small dis-
cretized problems making them unsuitable for practical
use in complex environments.
Many approaches to derive safe policies in a reinforce-
ment learning context consist of constraining the policy
space to known safe actions (Fulton et al., 2018; Garcı´a
et al., 2015; Jansen et al., 2018). A reinforcement learn-
ing algorithm to derive provably safe policies has been
demonstrated for hybrid systems in (Fulton et al., 2018).
The authors demonstrate the use of a model monitor that
allows for taking exploratory actions when the execution
environment is different from the training or planning en-
vironment. This approach was successfully applied to
a simple autonomous driving scenario, but it is unclear
how it would scale to more complex scenarios and it does
not handle LTL semantics. Existing approaches involv-
ing LTL formulas and monitoring RL agent rely on a de-
terministic abstraction of the environment (Alshiekh et
al., 2018). . Others have been relying on ad-hoc knowl-
edge to design a rule-based system that would prevent an
RL agent to take unsafe actions (Mukadam et al., 2017).
Another approach consists of learning an MDP model
from observation and solve a model checking problem
over the learnt model Jansen et al., 2018. Similarly as
in our approach, the result from model checking is then
used to monitor a reinforcement learning agent. Jansen
et al. uses a finite horizon model checking algorithm to
constrain the RL agent. In this work we use an infinite
horizon method. Our approach can handle LTL formulas
and probabilistic specifications and is not tailored for a
specific scenario.
3 Background
This section introduces the common mathematical
framework for formulating and solving decision prob-
lems in stochastic environments.
3.1 Markov Decision Processes
A Markov decision process (MDP) is defined by the tu-
ple (S ,A ,T,R), where S is a state space (possibly
continuous), A is an action space, T is a state transi-
tion function, and R is a reward function (Bellman, 1957;
Kochenderfer, 2015). At time t, an agent chooses action
at ∈A based on observing state st ∈S and receives re-
ward rt = R(st ,at). The environment transitions from st
to st+1 with probability Pr(st+1 | st ,at) = T (st+1,st ,at).
The action selection strategy is called a policy and is de-
fined as a mapping from state to action, pi : S 7→ A .
Throughout the paper, we focus on problems with a fi-
nite number of actions.
When performing model checking, a convenient ap-
proach is to label the states of the MDP and express
the property we wish to verify in terms of these labels.
The labels are atomic proposition that evaluates to true
or false at a given state. We define a labelled Markov de-
cision process by the tuple (S ,A ,T,R,Π,L) where Π
is a finite set of atomic propositions, and L a mapping,
L : S 7→ 2Π, giving the set of atomic propositions satis-
fied at a given state. The other elements of the tuple are
the same as in the previous definition.
3.2 Reinforcement Learning
In reinforcement learning (RL), the environment is mod-
eled as an MDP with unknown transition and reward
models (Kaelbling et al., 1996). The agent observes the
state of the environment and receives a reward at ev-
ery time step. While gathering experience, the agent
updates its policy to maximize its accumulated reward.
This paradigm does not require any explicit model of the
environment and can optimize decision policies in un-
certain environments. However, RL approaches do not
provide strong guarantees on the performance of the re-
sulting policy.
This work focuses on model-free reinforcement learning
algorithms such as Q-learning (Watkins, 1989), where
the policy is represented by a state action value function
(Q function). The optimal Q function, satisfies the Bell-
man equation:
Q∗(s,a) = Es′ [R(s,a)+ γmax
a′
Q∗(s′,a′)] (1)
When the state space is large, we rely on parametric rep-
resentation of the Q function such as deep neural net-
works. A loss function is formulated from Eq. (1) and the
parameters are updated using gradient descent (Kochen-
derfer, 2015).
Although Q-learning is a model-free algorithm, the pol-
icy is often trained in a simulation environment that relies
on models. The model-free assumption is still useful be-
cause it does not require any specific form for the model
apart from the ability to generate the next state of the en-
vironment given the previous state and an action. When
a model is not available, sampled data can be used.
3.3 Linear Temporal Logic
To express the probabilistic specification, we use Linear
Temporal Logic (LTL). LTL is an extension to proposi-
tional logic taking into account temporal modalities. An
LTL formula is built of atomic propositions defined over
the states of the MDP (using the labels) according to the
following grammar:
φ ::= a | φ1∧φ2 | φ1∨φ2 | ¬φ |Gφ | Fφ | φ1Uφ2 |Xφ (2)
where a is an atomic proposition, φ , φ1, and φ2 are
LTL formulas, ¬ (negation), ∧ (conjunction), and ∨
(disjunction) are logical operators, and G (globally), F
(eventually), U (until), and X (next) are temporal oper-
ators (Baier et al., 2008). The satisfaction of an LTL
formula is evaluated on an infinite sequence of states in
the MDP. Given an MDP and a policy pi , Prpi(s |= φ) de-
notes the probability that the LTL formula φ will be sat-
isfied by the sequence of states obtained when executing
pi starting from state s.
4 Proposed Approach
This section introduces our two-step approach to derive
a decision making policy with probabilistic guarantees.
Actions or policies that satisfy the desired specification
are referred to as acceptable actions or policies. We first
describe how to identify the set of acceptable actions.
We then demonstrate how to derive acceptable policies
in a reinforcement learning framework by constraining
the exploration strategy of the agent.
4.1 Identifying Acceptable Actions
A model checking approach is used to identify at each
state, the set of actions that satisfy a desired specification.
The specification is expressed using an LTL formula and
a threshold on the probability of satisfaction. For exam-
ple one could specify the formula G¬collision with
a threshold of 0.99, which states that the probability that
a collision never occurs should be greater than 0.99. The
threshold can be interpreted as an acceptable level of risk.
We address the general problem of identifying which ac-
tions can be taken to ensure that the probability of sat-
isfaction of the LTL formula is above a threshold. We
compute the probability of satisfying a given LTL prop-
erty φ at a given state action pair. The satisfaction of φ
depends on the policy followed by the agent. As a conse-
quence, we compute the maximum probability of satis-
fying φ when starting in a state s and taking an action a:
Prmax(s,a |= φ) where the maximum is over the possible
policies. Existing model checking algorithms address the
problem of computing Prmax(s |= φ) (Lahijanian et al.,
2011; Lahijanian et al., 2010; Baier et al., 2008). Most
of these techniques can be adapted to derive the desired
state action quantity using the following relation between
the two quantities: Prmax(s |= φ) =maxaPr
max(s,a |= φ).
Our work relies on a value iteration algorithm.
For any LTL formula, computing the maximum proba-
bility of satisfaction for every state of an MDP can be re-
duced to a reachability problem, i.e. computing the max-
imum probability of reaching a set of states B (Baier et
al., 2008). The set B is often expressed in terms of the
states labels. This problem is then solved using value it-
eration. Algorithm 1 presents an adapted version of the
value iteration algorithm to solve reachability problems
where line 6 can be interpreted as a Bellman update.
Once the quantity Prmax(s,a |= φ) is computed for each
state action pair, we can identify acceptable actions that
the agent can take without violating the specification.
Given the desired threshold λ , the set of acceptable ac-
tions is given by:
Act(s) = {a | Pr max(s,a |= φ)> λ} . (3)
Algorithm 1 Value Iteration algorithm to compute the
maximum probability of reaching a set of state
1: input: a labelled MDP, a set of states B
2: Initialize P(0)(s,a) to 1 if s ∈B, 0 otherwise
3: k← 0
4: repeat
5: For all state action pair s, a:
6: P(k+1)(s,a)← ∑s′∈S Pr(s
′ | s,a)maxaP
(k)(s′,a)
7: k← k+ 1
8: until convergence
We can extract the policy that ensures the maximum level
of satisfaction: pi∗(s) = argmaxaPr
max(s,a |= φ). The
quantity Prmax(s,a |= φ) can be interpreted the follow-
ing way: the maximum probability of satisfying φ when
starting in state s and taking action a and then following
pi∗ for the next time steps. It is analogous to the state
action Q function in reinforcement learning.
The complexity of value iteration is polynomial in the
number of states and actions, and it can be parallelized.
For specific subclasses of LTL formulas, the mapping to
a reachability problem is not necessary, and it can be di-
rectly computed using variants of Algorithm 1 that have
the same convergence property and the same complex-
ity (Lahijanian et al., 2011). Algorithm 1 requires a
model of the transition distribution of the MDP. For the
result of the model checking approach to hold for real
world problem, it is important that the model is conser-
vative.
In many problems, the agent interacts with a naturally
continuous environment. To address this issue, the state
space can be discretized in a grid. Using Algorithm 1,
the probability of satisfying the desired property is com-
puted for each state in the grid. Generalizing to other
states can be done via multi-linear interpolation, nearest
neighbors, or other forms of approximation (Kochender-
fer, 2015). We can still draw strong probability guaran-
tees in the continuous domain by including the error in-
troduced by discretization in the threshold. Model-free
problems can also be addressed by the approximation
methods via sampling. Scaling the current algorithm to
large state spaces and model free setting is left as future
work.
4.2 Reinforcement Learning with Probabilistic
Guarantees
The result of the model checking approach enables dis-
tinguishing between acceptable and non acceptable ac-
tions with high confidence (governed by the specified
threshold). This ability can be used to monitor a rein-
forcement learning agent such that the probabilistic spec-
ification holds during training and during the execution
of the resulting policy.
In order to maintain the desired property during training,
the exploration process of the reinforcement learning al-
gorithm is modified. The learning agent is constrained to
select an action from the set given by Eq. (3). When the
set is not empty, it can use any randomization scheme
like ε-greedy, the agent selects a random action in the
set with a probability ε and selects the action that maxi-
mizes the state action Q function otherwise (still among
the set). This exploration strategy does not prevent the
agent visiting states where no actions are available. In
this case, the exploration policy default to pi∗ which is
the best possible policy to satisfy the LTL specification.
A pseudo-code is provided in Algorithm 2.
Algorithm 2 Modified ε-greedy exploration policy
1: input: a state s; the result from model checking:
pi∗, Act; the current Q function
2: if Act(s) =∅ then
3: return pi∗(s)
4: else
5: sample r ∼ Uniform(0,1)
6: if r < ε then
7: return random action from Act(s)
8: else
9: return argmaxa∈Act(s)Q(s,a)
The trained policy is also constrained. The trained agent
takes the acceptable actions that maximizes the Q func-
tion and following pi∗ if there are no acceptable actions
at the current state.
The modified exploration strategy does not affect the
convergence of the value function in the states that have a
high probability of satisfying the specification. A whole
part of the state space is avoided during training and
the value function for these states will not be accurate.
However, the policy is still reliable since the agent relies
on pi∗ when reaching these non acceptable states. This
exploration strategy can be applied to any generic rein-
forcement learning algorithm. Section 5 demonstrates an
example using Deep Q learning (Mnih et al., 2015).
Safe reinforcement learning methods can be categorized
into two approaches: modification of the optimality cri-
terion or modification of the exploration process (Garcı´a
et al., 2015; Fulton et al., 2018). The proposed technique
focuses on modifying the exploration strategy. Another
approach consists of modifying the reward function by
adding a penalty when the agent violates the LTL spec-
ification. However designing a reward signal matching
the goal expressed by the LTL formula might be very
challenging. Moreover, a more complex reward signal is
likely to make the training less efficient.
Our approach allows us to decouple some of the objec-
tives of the problem, which can help simplify the reward
signal. The reward function used in reinforcement learn-
ing might express a different objective than the one spec-
ified through the LTL formula. Our strategy can be in-
terpreted as a constrained optimization problem. We first
identify the space of policies where a desired LTL spec-
ification is satisfied and then find the policy in this space
that maximizes the accumulated reward. The constraints
(e.g. safety) are encoded in the LTL formulas and han-
dled using the model checking approach. Decoupling the
objectives of the problem can help the training signifi-
cantly as demonstrated in Section 5. For example, if a
safety constraint is handled by the model checking ap-
proach, then the RL agent will only explore safe states,
and will not have to learn how to avoid unsafe regions.
5 Case Study
This section considers a case study using the model
checking approach and the modified reinforcement learn-
ing procedure. It provides an empirical comparison of
our framework against different baselines methods.
5.1 Autonomous Driving at Unsignalized
Intersections
To illustrate our approach, we chose to focus on an au-
tonomous driving scenario at an unsignalized intersec-
tion involving another car and a pedestrian as illustrated
in Fig. 1. The agent (ego vehicle) must achieve a left-
turn in the intersection safely and efficiently. The other
traffic participants have uncertain behaviors and interact
with each other and with the ego vehicle. The ego ve-
hicle must anticipate their behaviors and maintain safety
while trying to reach a goal position as fast as possible.
The pedestrian can cross at any of the three crosswalks.
The other car comes from the horizontal street, from the
left or from the right, and can either turn or go straight.
For this scenario, our desired probabilistic specification
will be expressing safety. A maximum acceptable level
of risk is imposed on the ego vehicle.
This problem can be modeled as a Markov decision pro-
cess. Previous works propose modeling decision making
problems in urban navigation scenario as Markov deci-
sion processes or partially observable Markov decision
processes (Sunberg et al., 2017; Bouton et al., 2017;
Mukadam et al., 2017; Bandyopadhyay et al., 2012).
An intersection navigation problem is addressed using
a tree search method, considering only cars in Bouton et
al. (2017). A lane-changing scenario is addressed using
RL in Mukadam et al. (2017) but they use a handcrafted
approach to ensure safety. To our knowledge, none of
the previous approaches provide probabilistic guarantees
on the resulting strategy, the performance is evaluated in
simulation and tuned through the reward function. In or-
der to scale these approaches to environments with mul-
tiple traffic participants, decomposition methods can be
used (Bouton et al., 2018).
We consider three subproblems of various complexity
based on the number of agents to avoid: a scenario with
one single pedestrian, one with one single car and a sce-
nario with both a car and a pedestrian. This last scenario
allows to capture the interaction between the vehicle and
the pedestrian.
The state of the environment consists of the physical state
of the three traffic participants; the ego vehicle, the hu-
man driver and the pedestrian. A physical state is de-
scribed in lane relative coordinates. It consists of the
longitudinal position, the longitudinal velocity, the lane,
as well as the route. The route indicates the starting po-
sition of the traffic participant and its goal, it encodes
vehicles intentions such as turning right. In this work
we assume that the route is perfectly observable. Model-
ing intentions as partially observable state variables, as in
Bandyopadhyay et al. (2012), is left as future work. The
other car can take one of four possible routes according
to the topology of the intersection: straight from the left,
straight from the right, turn left, turn right. A physical
state can also take the specific value sabsent to model a
potential incoming vehicle or pedestrian.
The action space is a set of strategic maneuvers cor-
responding to hard braking, moderate braking, con-
stant speed, and acceleration. They correspond
to longitudinal accelerations along the given path:
{−4m/s2,−2m/s2,0m/s2,2m/s2}.
The ego vehicle moves according to a discrete time point
mass model. The pedestrian follows a constant speed
of 1m/s with a random variation uniformly drawn from
{−1m/s,0m/s,1m/s}. The other car moves according
to a simple rule based policy:
• always yield to the pedestrian if it is crossing
• give priority to other vehicles when turning left and
rely on the time to collision to decide when to cross
• follow the Intelligent Driver Model otherwise
(Treiber et al., 2000)
This simple strategy outputs an acceleration, at which is
added a random amount drawn uniformly from the set
{−1m/s2,0m/s2,1m/s2}. When the other car, or the
pedestrian, is in the state sabsent , there is a probability
of 0.7 that it appears at the beginning of a lane, or at
a crosswalk, at the next time step. They appear with a
random velocity, between 0m/s and 8m/s, and with a
random route (turn or straight) for the car.
Formulating a joint problem with three agents allows to
capture interactions. In this example, the other vehicle is
interacting with the pedestrian and with the ego vehicle.
It is expected that leveraging this interaction will result
in a more efficient policy.
We provided the following specification:
φ = ¬collisionUgoal with a threshold of 0.9999,
where collision evaluates to true when the ego vehi-
cle collides with another traffic participant and goal is
verified when the ego vehicle achieves the left turn and
reaches a position 20m from the intersection. Satisfying
this specification means avoiding any collisions.
5.2 Computing a safe policy
In order to compute a safe policy that satisfies the spec-
ified risk tolerance, we first run Algorithm 1 to compute
Prmax(s,a |= φ). For the simple safety specification pro-
vided, the set B corresponds to the set of goal states.
Collision states are terminal states and the probability of
reaching the goal state from these states is zero.
Before applying Algorithm 1, the continuous state space
must be discretized. The position resolution is set to 2m
and the velocity resolution is set to 2m/s for vehicles
and 1m/s for pedestrians. This discretization leads to
204 physical states for the ego vehicle, 793 for the other
car, 145 states for the pedestrian.
When computing Eq. (3) in the continuous space envi-
ronment, we use multi-linear interpolation to map the
continuous state of the traffic participants to a state on
the grid (Kochenderfer, 2015). The value at the continu-
ous state is then approximated by a weighted sum of the
value of the interpolants:
Pr(s,a |= φ) ≈ ∑
si∈Interpolants
wi Pr(si,a |= φ) (4)
where wi is a weight proportional to the distance be-
tween the continuous state s and the interpolant si in the
grid. The multi-linear interpolation is carried indepen-
dently for each traffic participant on a two dimensional
grid corresponding to longitudinal position and velocity.
The error introduced by this approximation can be com-
pensated by a more conservative threshold.
5.2.1 Train the policy with constrained exploration
The solution from the model checking part is then used
to constrain the exploration of the agent in a reinforce-
ment learning algorithm. In this work we used the Deep
Q Learning algorithm (Mnih et al., 2015) with priori-
tized experience replay (Schaul et al., 2016). In Deep
Q Learning the Q function is represented by a neural net-
work enabling the algorithm to handle continuous states.
To make the state variable a suitable input for the neu-
ral network we converted them to Cartesian coordinates,
each vehicle is represented by four dimensions (two for
the position, one for the heading, one for the velocity).
Each variable is normalized. The four routes are repre-
sented by a one hot encoding. For the single pedestrian,
the input dimension is eight. For the single car problem,
it is a twelve dimensional vector since the possible route
of the other vehicle must be considered. We used three
fully connected layers of thirty-two nodes for the neural
network architecture for all scenarios and the same hy-
perparameters as those of Bouton et al. (2018).
5.3 Experiments
The results of 10000 Monte Carlo simulations are re-
ported in Table 1. We evaluated the policies regarding
two metrics: the collision rate and the average number
of time steps to reach the goal position. Our approach is
compared to different baselines. We adopted the follow-
ing terminology:
Safe Random: At each state, the agent chooses a ran-
dom action among the set Act(s). This policy is expected
to satisfy the LTL specification while being very ineffi-
cient with respect to the reward function. We included
these result as an empirical verification of the model
checking algorithm.
Rule Based: The ego vehicle follows a handcrafted rule-
based policywhich is similar to the one followed by other
vehicles in the simulation environment. This policy does
not result of any optimization procedure but provides an
assessment of the difficulty of the environment.
RL: A policy is trained to maximize an accumulated re-
ward function. In addition to the reward for reaching the
goal, the agent is penalized for collidingwith other traffic
participants. This is a typical RL procedure, the policy is
expected to be efficient but will not necessary satisfy the
specification. It is optimizing a simple reward function
attributing a reward of 1.0 for reaching the goal, a high
penalty for colliding with another agent, and a smaller
penalty for each action. The collision penalty was var-
ied between −1.0 and −5.0 and the action cost between
−0.05 and 0.0. By increasing the collision cost, the pol-
icy is more risk averse andmore likely to satisfy the spec-
ification. In contrast, increasing the action cost makes it
reach the goal faster, at the expense of a greater risk.
Safe RL: The policy resulting from training a reinforce-
ment learning agent constrained to acceptable actions.
The reward function used for training is similar as the one
described above. However, since the agent is constrained
to safe action only, it will never receive the penalty asso-
ciated to collision. It is only optimizing for reaching the
goal faster.
For the scenario involving both a car and a pedestrian we
approximated the set of acceptable actions as the inter-
section of the sets given by solving the simpler problems
of avoiding one car and one pedestrian individually. This
approach is suboptimal since it does not leverage the in-
teraction between the two traffic participants. When the
intersection is empty, the ego vehicle default to a hard-
braking action which is always safe in the scenario of in-
terest. Another approach would be to identify acceptable
actions in the joint problem directly. The state space of
this problem is much larger and hence the computation
of Prmax(s,a |= φ) would be more expensive.
Table 1: Performance on the different scenarios
Collision rate (%) Time steps
Single Pedestrian
Safe Random 0.00 77.06
Rule Based 0.05 41.83
RL 0.63 22.71
Safe RL 0.00 17.24
Single Car
Safe Random 0.00 76.28
Rule Based 2.18 26.62
RL 0.2 14.8
Safe RL 0.00 22.44
Car and Pedestrian
Safe Random 0.00 87.304
Rule Based 3.62 42.05
RL 0.96 22.16
Safe RL 0.00 28.47
The training performance of the safe RL and regular RL
approaches is reported in Figure 2. The policies are
trained with the same reward function. One million steps
in the environment were used to ensure the convergence
for both policies.
The problem of interest is a multi-objective optimization
problem where the agent must balance two conflicting
objective: safety and efficiency. We show the Pareto
frontier for the safe RL and RL policies in Fig. 3. As
the reward functions parameters are varied we can gen-
erate different operating point in the safety versus effi-
ciency diagram. In Fig. 3, the region of optimality is in
the bottom left corner.
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Figure 2: Evolution of the accumulated reward during
training on the scenario with a car and a pedestrian. Both
policies are trained with the same reward function: −1.0
for collision, 1.0 for reaching the goal and no action cost.
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Figure 3: Pareto frontiers of the Safe RL technique and
regular RL on the scenario with one car and one pedes-
trian. Different behavior are generated by changing the
action cost and the collision cost in the reward function.
5.4 Discussion
In Table 1 we can see that all the policies relying on the
model checking technique are safe. When taking random
actions inside the set Act(s) the agent can still navigate
safely in the environment. This result provides an em-
pirical proof that the safe RL approach will satisfy the
specification even at early stage of training. Although
no collisions occurred in ten thousand simulations, the
probabilistic guarantee only ensures 0.9999 certainty on
safety. With more simulations, collisions may occur. We
believe that in our evaluation environment, this require-
ment is strong enough to prevent collisions.
The rule based method is dominated both in safety and
efficiency by the safe RL and RL policy. Although the
RL policy provides the fastest time to cross, it was not
able to achieve the safety objective. Across the differ-
ent collision penalty that we tried, −1.5 gave the safest
policy that did not result in an average time greater than
the time achieved by safe random. Setting the collision
cost to −5 resulted in the ego vehicle staying at its initial
position.
As shown in Fig. 3, the safe RL approach allows us to
reach different operating points that are not accessible by
tuning the reward function. The difficulty of trading off
the two objectives by varying the weights in the reward
function highlights the benefit of our approach. Since the
safety objective is handled by the model checking step,
the reward design is less challenging. In this problem,
only efficiency needs to be encoded in the reward func-
tion for the safe RL policy.
Figure 2 shows the performance of the policy throughout
the training process for the scenario involving a car and
a pedestrian. The safe RL policy did not collide dur-
ing training, as expected from the performance of the
safe random policy. Although the action space was con-
strained, the safe policy is able to accumulate as much
reward as the non-safe RL agent.
6 Conclusion
Reinforcement learning methods can derive policies in
uncertain environments. Although the resulting behav-
ior can be very efficient it is often challenging to draw
guarantees on its performance. In this work we pre-
sented a two-step framework to compute policies satis-
fying probabilistic specification expressed as LTL for-
mulas. The first step consists of identifying acceptable
actions at each state via a model checking approach. The
second step applies any RL algorithm to maximize an
accumulated reward with a modified exploration strat-
egy. By constraining the agent to only choose accept-
able actions, the probabilistic guarantee is transfered to
the trained policy. Finally, we focused on applying the
proposed approach to an autonomous driving scenario.
We demonstrated that our approach helps training sig-
nificantly and simplifies the multi-objective optimization
problem. Further work will extend the framework to par-
tially observable domains. Such problems are especially
relevant to driving scenarios where information about the
intentions of other drivers is not directly accessible to
the autonomous vehicle (Sunberg et al., 2017). In addi-
tion, we will scale the model checking part of the frame-
work to larger environments through local approximation
strategies.
Acknowledgement
This work has been supported by theWallenberg AI, Au-
tonomous Systems and Software Program (WASP) and
the Swedish Research Council (VR).
References
Alshiekh, M., R. Bloem, R. Ehlers, B. Ko¨nighofer, S. Niekum,
and U. Topcu (2018). “Safe Reinforcement Learning via
Shielding”. In: AAAI Conference on Artificial Intelligence
(AAAI).
Baier, C. and J. Katoen (2008). Principles of model checking.
MIT Press.
Bandyopadhyay, T., K. S. Won, E. Frazzoli, D. Hsu, W. S. Lee,
and D. Rus (2012). “Intention-Aware Motion Planning”. In:
Algorithmic Foundations of Robotics X.
Bellman, R. (1957). Dynamic Programming. Princeton Univer-
sity Press.
Bouton, M., A. Cosgun, andM. J. Kochenderfer (2017). “Belief
state planning for autonomously navigating urban intersec-
tions”. In: IEEE Intelligent Vehicles Symposium (IV).
Bouton, M., K. Julian, A. Nakhaei, K. Fujimura, and M. J.
Kochenderfer (2018). “Utility Decomposition with Deep
Corrections for Scalable Planning under Uncertainty”. In:
International Conference on Autonomous Agents and Mul-
tiagent Systems (AAMAS).
Fulton, N. and A. Platzer (2018). “Safe Reinforcement Learn-
ing via Formal Methods”. In: AAAI Conference on Artificial
Intelligence (AAAI).
Garcı´a, J. and F. Ferna´ndez (2015). “A comprehensive sur-
vey on safe reinforcement learning”. In: Journal of Machine
Learning. Vol. 16.
Jansen, N., B. Ko¨nighofer, S. Junges, and R. Bloem
(2018). “Shielded Decision-Making in MDPs”. In:
vol. abs/1807.06096. arXiv: 1807.06096.
Kaelbling, L. P., M. L. Littman, and A. P. Moore (1996). “Re-
inforcement Learning: A Survey”. In: Journal of Artificial
Intelligence Research 4, pp. 237–285.
Katz, G., C. W. Barrett, D. L. Dill, K. Julian, and M. J. Kochen-
derfer (2017). “Reluplex: An Efficient SMT Solver for Veri-
fying Deep Neural Networks”. In: International Conference
on Computer Aided Verification (CAV).
Kochenderfer, M. J. (2015). Decision Making Under Uncer-
tainty: Theory and Application. MIT Press.
Lahijanian, M., S. B. Andersson, and C. Belta (2011). “Control
of Markov decision processes from PCTL specifications”.
In: American Control Conference (ACC).
Lahijanian, M., J. Wasniewski, S. B. Andersson, and C. Belta
(2010). “Motion planning and control from temporal logic
specifications with probabilistic satisfaction guarantees”. In:
IEEE International Conference on Robotics and Automation
(ICRA).
Mnih, V., K. Kavukcuoglu, D. Silver, A. A. Rusu, J. Veness,
M. G. Bellemare, A. Graves, M. A. Riedmiller, A. Fid-
jeland, G. Ostrovski, S. Petersen, C. Beattie, A. Sadik, I.
Antonoglou, H. King, D. Kumaran, D. Wierstra, S. Legg,
and D. Hassabis (2015). “Human-level control through deep
reinforcement learning”. In: Nature. Vol. 518. 7540.
Mukadam, M., A. Cosgun, A. Nakhaei, and K. Fujimura
(2017). “Tactical Decision Making for Lane Changing with
Deep Reinforcement Learning”. In: NIPS Workshop on Ma-
chine Learning for Intelligent Transportation Systems.
Schaul, T., J. Quan, I. Antonoglou, and D. Silver (2016). “Pri-
oritized experience replay”. In: International Conference on
Learning Representations (ICLR).
Sunberg, Z. N., C. J. Ho, and M. J. Kochenderfer (2017). “The
value of inferring the internal state of traffic participants for
autonomous freeway driving”. In: American Control Confer-
ence (ACC).
Treiber, M., A. Hennecke, and D. Helbing (2000). “Congested
traffic states in empirical observations and microscopic sim-
ulations”. In: Physical review E. Vol. 62. 2.
Wang, Y., S. Chaudhuri, and L. E. Kavraki (2018). “Bounded
Policy Synthesis for POMDPs with Safe-Reachability Ob-
jectives”. In: International Conference on Autonomous
Agents and Multiagent Systems (AAMAS).
Watkins, C. J.C. H. (1989). “Learning from delayed rewards”.
PhD thesis. King’s College, Cambridge.
