Abstract. We describe a number of geometric contexts where categorification appears naturally: coherent sheaves, constructible sheaves and sheaves of modules over quantizations. In each case, we discuss how "index formulas" allow us to easily perform categorical calculations, and readily relate classical constructions of geometric representation theory to categorical ones.
Introduction
"Categorification" is a very flexible concept. It simply refers to the idea that it can be very interesting to take a set and add morphisms between its objects. Its very flexibility means that it is an idea which must be employed carefully. It has not proven very effective to start with a simple algebraic object and to hunt aimlessly for categorifications of it. It is much more reliable to have a "machine" which produces categories for you in a way that gives you some hope of understanding how they decategorify.
Thus, geometry is a natural context for categorification because it is a natural source of categories. The categories that appear in geometry also have a natural geometric toolkit for producing functors (using push-pull along correspondences) and calculation (using index formulas). Both of these can be more difficult to understand in other approaches to categorification, such as algebraic or diagrammatic. The focus of this paper will be on describing some of the basic ways of applying geometry to construct categories, how the underlying geometry can help with understanding these categories, and how to apply these principles in some of the most illuminating special cases.
Categorification can also help us to better understand geometry. The categories which appear naturally in this context shed light on the nature of the spaces they are connected to. Often, the full structure of a category like coherent sheaves on an algebraic variety is simply "too rich for our blood," an amount of information that exceeds our ability to take it in. Decategorification allows us cut out much of the extraneous complication and understand some of the structure of this category, and thus learn something about the underlying space.
This paper is structured around 3 different geometric contexts which naturally lead to categorification:
• In Section 2, we consider categories of coherent sheaves and algebraic Ktheory. This is arguably the first place in the literature where the modern philosophy of categorification appears, and the most likely to be somewhat familiar to the general reader.
1
• In Section 3, we consider categories of constructible sheaves and the functionsheaf correspondence. While perhaps a more specialized taste, this is actually an incredibly powerful theory, with connections to deep number theory. In this author's opinion, it is one any aspiring categorifier should know a bit of.
• In Section 4, we consider categories of sheaves of modules over quantizations. This is the least familiar context, and one still under development. Unlike the other two examples, we have not had the benefit of having Grothendieck around to help us with it. However, progress on it has been made, which we will briefly discuss here.
K-theory
The first appearance of categorification in its modern form was in topological Ktheory. Given a topological space X, we can consider the additive category of vector bundles on X. To better understand this category we consider its Grothendieck group K(X). This is the abelian group generated by symbols [A] for A a vector bundle, subject to the relation (1)
[A]
Note, most authors consider vector bundles up to stable equivalence, which is the same as considering the kernel of the map K(X) → Z sending a vector bundle to its rank. Of course, this construction has many variations where we consider bundles with additional structure. See the classic books of Atiyah [Ati67] or Karoubi [Kar08] for more details on K-theory.
Coherent sheaves. This topological introduction is perhaps a little misleading.
We'll instead be working with algebraic varieties. Both a curse and a blessing of this geometric approach is that almost every construction that appears has several variations that make sense in different contexts. Throughout, I'll usually work in whatever context is most convenient for me. Thus, I could consider holomorphic vector bundles on a complex manifold or locally free coherent sheaves on a scheme or variety (over the complex numbers or some other field). For a projective variety over C, these notions are the same by [Ser56] , so the reader will not lose much by thinking about whichever one they prefer. Now, we will more seriously study the category Coh(X) of coherent sheaves on a scheme X. Readers who are less happy with algebraic geometry might also think about the category of modules over a commutative ring R, which is the same as Coh(Spec R), the coherent sheaves on the spectrum Spec R of R.
Definition 2.1. Attached to this category, we have two natural Grothendieck groups:
• Let K 0 (X) := K 0 (Coh(X)) be the formal span of [F ] for all locally free 2 coherent sheaves F on X, modulo the relation
Those of you thinking about R-modules should restrict to projective R-modules.
for any short exact sequence
which is a slight modification of the relation (1), and • Let G 0 (X) := G 0 (Coh(X)) be the span of [F ] for all coherent sheaves modulo the same relation (2).
This modified relation is needed since neither of these categories is semi-simple, while every short exact sequence of topological vector bundles splits.
Note that there's an obvious homomorphism K 0 (X) → G 0 (X), but this need not be an isomorphism. If X is quasi-projective and smooth, then it induces a natural isomorphism K 0 (X) G 0 (X) since every sheaf has a finite length locally free resolution 3 . On the other hand, this will not hold in many other cases.
is spanned by the class of the regular module R, and G 0 (X) is spanned by the class of the 1-dimensional module C R/tR tR. The short exact sequence
shows that under the isomorphism G 0 (X) Z, the subgroup K 0 (X) is sent to 2Z. The difference between this case and the smooth case is that the minimal projective resolution of R/tR is the infinite complex
Note that K 0 (X) is a ring, with multiplication given by [ 
We cannot endow G 0 (X) with a compatible ring structure in general since ⊗ O X is not exact. As we'll discuss below, we can sometimes fix non-exactness by considering higher derived functors, but our example above shows that this can't work here: if X = Spec C[t]/(t 2 ) then K 0 (X) Z as a ring, so G 0 (X) can only be a ring if 1 /2Z is. The problem is that Tor which show that the maps
are compatible with the relation (2) whenever these infinite sums make sense. As often happens, the two different maps above make sense for the two different versions of the Grothendieck group: Proposition 2.3. For a projective morphism f : X → Y, the formulas of (6) define maps
Proof. For any coherent sheaf F on X, the sheaves R i f * F are coherent by [Har77, III.8.8(b)], and vanish for i > dim X by [Har77, III.2.7]. Thus, the first sum of (6) is finite and well-defined. Note that we could not do this for K 0 since R i f * F might not be locally free even if F is.
For a locally free sheaf G on Y, the pullback f * G is locally free and the higher pullbacks L i f * G for i > 0 are 0, so the second sum of (6) is well-defined (and in fact only has 1 non-zero term).
The map Spec C → Spec R induced by the unique ring homomorphism R → C illustrates that it's impossible to define these maps on the "wrong" Grothendieck group:
• the regular module C is free, but its pushforward f * C is just the module R/tR, which doesn't have a corresponding class in K 0 .
• the pullback L i f * (R/tR) C for all i, so the second sum in (6) doesn't converge.
Of course, this map is somewhat pathological, and there are conditions one can impose that will guarantee this maps make sense. In particular:
• If the source and target are smooth and quasi-projective, then we can freely switch between K 0 and G 0 and so G 0 ( f * ) and K 0 ( f * ) make sense for a projective (or more generally, proper) morphism.
• If f is flat, then f * is exact, and G 0 ( f * ) is well-defined.
2.3. Chern character and index formulas. Thus, we can supply ourselves with a great number of categories and exciting functors between them. But as we said in the introduction, this is particularly powerful because we can understand the Grothendieck group and calculate the behavior of these maps in geometric terms.
Assume from now on that X is smooth and projective over C.
Theorem 2.4.
There is a unique homomorphism ch :
(1) compatible with pullback This definition is well-defined because of the splitting principle: given a vector bundle E → X of rank n, we can consider the flag space Fl(E) given by pairs of a point x ∈ X and a complete flag V 1 ⊂ V 2 ⊂ · · · ⊂ V n = E x . The cohomology ring is given by
here the classes α i are the first Chern classes of the induced vector bundles V i /V i−1 . We can use e k (α) = c k (E) as a definition of the Chern classes, and ch(E) = n i=1 e α i . Note that this implicitly gives a complicated but concrete formula for ch in terms of Chern classes, since each homogeneous part is a symmetric polynomial in Chern roots α i , and thus a polynomial in the Chern classes. We can also define the Todd class td(E) = n i=1
Remark 2.5. Note that even if X is defined over a field other than C, we can still define this homomorphism, with the target given by the Chow ring A * (X; Q), the ring spanned by subvarieties of X modulo rational equivalence.
The Chern character is certainly not an isomorphism, but is not so far from being one either:
where we have an isomorphism of underlying topological C-vector bundles F C G.
The inelegance of this theorem comes from the fact that we are relating two "incompatible" structures. If we consider the topological K-theory of X as a manifold, or replace H * (X; Q) by the Chow ring A * (X; Q), then this map will be an isomorphism. For many nice varieties, we have an isomorphism H * (X; Q) A * (X; Q), so the map above becomes an isomorphism. For example, this is the case for any variety which has an affine paving.
While there are many things to be said about K-theory, perhaps the most important for us is the first example of an index formula: the Grothendieck-HirzebruchRiemann-Roch theorem. 
In particular, in the case where Y = Spec C is a point, we have that
Since this is a particularly focus of categorifiers, let us note that using internal Hom allows us to compute the Euler form on K 0 (X), which is defined by
This sum is well-defined because we have that
which vanishes for i > dim X. This also allows us to see that
2.4. The Weyl character formula. One of the most important categorification problems is understanding the characters of representations of groups. For complex simple Lie groups, this problem is solved by the Weyl character formula. While there are many proofs of this beautiful formula, one of the most remarkable is obtained by combining GHRR as above with the Borel-Weil-Bott theorem, which shows that for each highest weight λ, there is a line bundle L λ on the flag variety
Thus, we have that:
Consider the symmetric algebra Sym
) in the weights of the maximal torus T, and let ǫ( f ) be the constant term of f ∈ Sym
• (t * Q ). We can identify H * (X; Q) with the symmetric algebra Sym
+ , the polynomials with ǫ( f ) = 0 which are symmetric under the action of the Weyl group; in this realization, the operation of integration is given by
The positive roots α ∈ ∆ + are the Chern roots of the tangent bundle, so we have td(T X ) = α∈∆ + α 1−e −α , and the Chern character of the line bundle is ch(
α∈∆ + e α/2 − e −α/2 . If we evaluate the RHS using L'Hôpital's rule, we obtain the Weyl dimension formula:
We can also think T-equivariantly for the natural torus action on X. In this case, the equation
gives the integral in equivariant cohomology, valued in H T (pt) Sym
). We can then interpret (9) in the completion of this T-equivariant cohomology:
α∈∆ + e α/2 − e −α/2 . The Chern character of V λ , considered as a T-equivariant coherent sheaf on a point, is the sum over weight spaces µ dim(V λ ) µ e µ , so from equivariant GHRR, we obtain the usual Weyl character formula:
3. The function-sheaf correspondence 3.1. Euler characteristic. Instead of coherent sheaves, we can also consider constructible sheaves. Let k be a commutative ring, and for any topological space X, we let k X denote the sheaf of locally constant 4 k-valued functions on U i .
Definition 3.1. We call a sheaf of k-modules F on a topological space X a local system if it is locally constant, i.e. if there is a finite open cover
A great example of a local system is the flat sections of a vector bundle E with a flat connection on a compact manifold. While globally there may be no sections, there is always an open cover U i where for any u ∈ U i , each element of the fiber E u extends uniquely to a covariantly constant section of E over U i . Thus a local system is a sheaf where nearby fibers are isomorphic, but in order to make this identification canonical, we have to shrink to a smaller neighborhood (and the identification may depend on the neighborhood we choose). Now, assume that the topological space we consider is a complex quasi-projective variety. This space has two natural topologies both induced from the embedding in projective space: the Zariski topology, whose generating open sets are the locus where some meromorphic function on projective space has neither a zero nor a pole, and the classical topology which is induced by the usual smooth manifold structure on CP n . Constructible sheaves are sheaves of finitely generated k-modules on algebraic varieties that are locally modeled on local systems in the classical topology. We can define them inductively by saying that a sheaf F on a variety of dimension n is 4 The presheaf that assigns the constant k-valued functions to any open subset is not a sheaf, since if a subset U = U 1 ∪ U 2 is the union of two open subsets with U 1 ∩ U 2 = ∅, then, a function that takes value a on U 1 and b on U 2 must define a section of the sheafification by the gluing property. The locally constant functions are, essentially by definition, the sheafification of this presheaf.
constructible if there is a Zariski open subset U such that F | U is a local system in the classical topology and on the complementary Zariski closed subset V (of lower dimension), F | V is constructible 5 . We let Sh(X) be the category of constructible sheaves on X, and D b Sh(X) the subcategory of the bounded derived category of all sheaves of vector spaces where all complexes have constructible cohomology.
Certain aspects of constructible life are actually much simpler than coherent sheaves. For example, instead of an index formula valued in homology we obtain one valued in the space of constructible functions on X; as with sheaves, we inductively define constructible functions on a variety of dimension n to be those constant on a Zariski open subset U, with the restriction to the complement constructible. Let C(X) be the ring of constructible functions on X (with pointwise addition and multiplication). The map from sheaves to functions is one version of the function-sheaf correspondence:
More generally, for a complex of sheaves with constructible cohomology, we take
Here, we use H to emphasize we are just taking cohomology of a complex, not any kind of sheaf cohomology. The long exact sequence (of sheaves) induced by a short exact sequence (of complexes of sheaves) shows that this map factors through the Grothendieck group G 0 (Sh(X)), that this:
whenever we have a short exact sequence of complexes like (3). Furthermore, note that φ f −1 F = f * φ F , where f * is the usual pullback of functions. However, for constructible sheaves, there are two kinds of natural pushforward: the usual pushforward f * F (U) = F ( f −1 (U)) and the pushforward with proper supports:
While the former is probably more familiar, it is actually more convenient for us to use the latter. Just like coherent sheaves, constructible sheaves have an index formula.
Definition 3.2. For a constructible function φ on X and a map f : X → Y, we let f ! be the unique linear map such that: Note the odd mix of the classical and Zariski topologies here; this will be eased a bit when we consider theètale topology. Note, this is very close to the functor defined in [Mac74] , but using compactly supported Euler characteristics. This pushforward is a small modification of that defined in [GM99, §1.4], by using the standard trick of factoring f ! into the extension by zero into a compactification, and then usual pushforward.
With this convention, we can now show:
Proof. First, let us prove this in the case of an open inclusion U i ֒→ X. In this case, the value at a point in u is obviously unchanged. At a point in X \ U, the stalk of f ! φ F is 0, so the value of φ f ! F at the point is 0, as is true of f ! φ F .
Let us prove this by induction on the dimension of the source variety X. 
Thus, we have
Thus, it suffices to check the result after removing an arbitrary closed subvariety from X. Thus, we can assume that F is a local system since this holds on an open subset. Taking an open cover of X (in the classical topology) that trivializes F , and applying the Mayer-Vietoris spectral sequence associated to this cover, we see that we get the same answer for any local system, and thus can consider F = k X . In this case, the stalk of
) by base change 6 [Del77, 4.5.4], so indeed, the result follows from the equality f ! 1(y) = χ c ( f −1 (y)).
3.2.Étale cohomology.
There is a more refined version of this theorem, which is much more difficult to prove; it was the endpoint of 3 decades of remarkable work in algebraic geometry.
Computing the Euler characteristic of a complex algebraic variety is a crude analogue of counting the number of points in an algebraic variety over a finite field (it behaves a lot like the number of points when p = 1). In particular, both quantities are invariant under scissors congruence.
Like Euler characteristic, the number of points in an algebraic variety has a cohomological interpretation, which is again an index formula. Understanding this interpretation correctly requires a lot of difficult technical details, but these are surprisingly easy to bypass to understand the general framework. Those looking for more details should look first at the notes of Milne [Mil13] , which cover all the basic ideas while remaining relatively accessible. If still more details are sought, the reader can turn to the earlier book of Milne [Mil80] or that of Kiehl and Weissauer [KW01] , both in English, or earlier French sources, such as [Del77] .
The first scary-sounding thing is theétale topology on an algebraic variety X (see [Mil13, [2] [3] [4] [5] [6] [7] for general discussion). This is not a topology in the usual sense, but a Grothendieck topology: its "open subsets" are given by maps ν : U → X (see, for example, [Mil13, §4] ). You can think of this as imposing a topology where certain maps are formally locally invertible (even if there's no underlying map of spaces that really achieves this). Theétale topology on a smooth manifold is the topology where the open sets are manifolds U equipped with a smooth map ν : U → X such that at each point u ∈ U, the differential T u ν : T u U → T ν(u) X is an isomorphism (so this map is both an immersion and a submersion, a property we callétale). You can easily work out that on a manifold, theétale topology is equivalent to the usual one, by the inverse function theorem 7 . Thus theétale topology is essentially the topology where we declare a priori that the inverse function theorem is true. Note that while this is not a "real" topology, we can still make sense of sheaves in this topology, and define cohomology H * et (X; Λ) in any abelian group Λ, and compactly supported cohomology H * et,c (X; Λ) usingČech cohomology 8 . For manifolds, this yields nothing new, since the inverse function theorem really is true. However, we can apply the same trick in situations where it is not, like the Zariski topology on an algebraic variety. This genuinely changes the topological behavior of this variety. For example, it's a well-known fact that the cohomology of a complex algebraic variety in the Zariski topology is trivial, whereas if we compute it in theétale topology with coefficients in a finite abelian group Λ, then, by [Mil13, 21 .1], it coincides with the usual Betti cohomology of the complex points (in the classical topology):
The fact that a finite group is required here is a minor nuisance; it is mostly one of the technicalities I suggest the reader ignore, but it does mean that typically, we work with coefficient groups and rings which are built from finite ones. Thus, by definition, we let
for any prime ℓ. Unfortunately, these do not give the same result as computing "directly" in theétale topology. The same comparison theorems to Betti cohomology exist for these groups by the universal coefficient theorem.
There are other differences between theétale and Zariski topologies which are relevant for local systems. For example, on C * , consider the local system defined by
f . Solutions to this are provided by the branches of the square root function. Thus, it is very easy to find an open subset in the classical topology 7 Two Grothendieck topologies are equivalent if for any "neighborhood" ν : U → X in one topology, there is a neighborhood η : V → X in the other topology such that ν factors through η (so η "contains" ν) and another η ′ :
. An open subset in the usual topology includes via anétale map, and for anyétale map, the inverse function theorem guarantees there's a neighborhood V ′ of u that maps diffeomorphically to an open subset of X.
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It's more "morally correct" to define this cohomology using derived functors; however, for reasonable schemes, this is the same by [Mil13, 10.2]. where this local system is trivialized by removing a single ray; however, there is no Zariski open subset (that is, the complement of finitely many points) where this local system is trivialized. On the other hand, in theétale topology, it is trivialized by the "neighborhood" C * x →x 2 −→ C * . In the previous section, we defined the constructible sheaves using a funny mix of the classical and Zariski topologies, essentially because there aren't enough interesting local systems in the Zariski topology; now knowing about theétale topology, we might prefer to considerétale constructible sheaves 9 .
The remarkable thing about theétale topology on a complex algebraic variety is that it is a purely algebraic object: the tangent spaces and differential can be rephrased in algebraic language, so we can speak of a map between schemes beingétale and thus defineétale neighborhoods and theétale topology for an arbitrary scheme. Thus, we can define cohomology groups H * et (X; Λ) for an arbitrary scheme. This results in a second remarkable comparison theorem: assume that we have a scheme X defined over Z (for example, a projective variety defined by polynomials with integral coefficients) 10 . We can consider the base-change of this variety C or to the algebraic closureF p of any finite field of characteristic p. 
Since the former group is defined purely using the characteristic p geometry of X ⊗F p (that is, the solutions to our polynomials over finite fields) and the latter purely using the topology of the complex solutions, this is a pretty remarkable theorem.
3.3. The Grothendieck trace formula. However, one might wonder what purpose it serves in relation to categorification. These results about cohomology are in fact proven in a categorical context. We can considerétale local systems and constructible sheaves not just on complex algebraic varieties, but on any scheme, in particular one of characteristic p. Just like on complex algebraic varieties, these sheaves are endowed with pushforward and pullback functors.
But rather than just considering Euler characteristic of stalks, we have a much richer invariant, which incorporates the action of the Frobenius. The Frobenius of interest to us is the relative Frobenius Fr : X ⊗F p → X ⊗F p which is induced by raising functions on X ⊗F p to the pth power. For a projective variety, this is the map of raising the projective coordinates to the pth power; note that this is an automorphism of the variety since the polynomials have integer coefficients. For any constructible sheaf F on X ⊗ F p , we have a canonical isomorphism F Fr * F . This means that if x ∈ X is an F p -rational point (i.e. one whose coordinates lie in F p ), then, we have an induced 9 Note that certain classical local systems cannot be trivialized in theétale topology. Solutions to x d f dx = α f only will be if α is rational. This is yet another complication it will probably not greatly benefit the reader to cogitate upon.
10 This is really a much stronger hypothesis than we need. With a bit more work, this theory can be made to work for any variety over the complex numbers.
Frobenius map Fr : F x → F x . If we have that F is a complex of sheaves with Q ℓ -constructible cohomology defined on X ⊗ F p , then we get an action on the stalks of the cohomology on this point. This action respects the differentials of the long exact sequence on cohomology, so we find that: Proposition 3.5. The function
More generally, we can consider the nth power of the Frobenius map, and define
for x ∈ X(F p n ). Compared to just taking Euler characteristic, this map is much more powerful.
Theorem 3.6. The map from the Grothendieck group to
is injective.
These functions also satisfy a trace formula, remarkably (or maybe not so remarkably?) also due in large part to Grothendieck. Compatibly with our notation before, if f : S → T is a map of finite sets, and Φ : S → k is a map to any ring k (or more generally abelian group), then f ! Φ(t) = s∈ f −1 (t) Φ(s).
Theorem 3.7. For any map between
F p -schemes f : X → Y, we have Φ (n) ( f ! F ) = f ! Φ (n) (F ),
where on the RHS, we use f to denote the induced map X(F p n ) → Y(F p n ).
In particular, if f : X → Spec F p , and F = Q ℓ , then we find that
While it might seem strange, this theorem is thoroughly topological in nature: it's simply the Lefschetz fixed point theorem applied to the Frobenius.
Note, this means that the eigenvalues of Frobenius have a powerful effect on the number of points in X(F p n ) as we change n. For example, Wiles's proof of Fermat's last theorem proceeded by showing that a counter-example would lead to the existence of an elliptic curve whose Frobenius eigenvalues are too strange to actually exist.
3.4. Grassmannians and sl 2 . Now, let's actually apply these theorems a bit. One very interesting and relevant example is given by the system of Grassmannians and partial flag varieties. Let Gr(r, n) be the Grassmannian defined over Z; you can either think of this as the projective variety defined by the Plucker relations (which have integer coefficients) or as the variety whose functor of points sends a ring k to the set of module quotients k n → V such that V k n−r . If k is a field, this is the collection of r-dimensional subspaces in k n .
Given r < r ′ ≤ n, we have a partial flag variety Gr(r ⊂ r ′ , n), given by pairs of subspaces with one inside the other. These have their own Plücker relations, also defined over Z, and natural maps Gr(r, n)
There are functors
relating the categories C r := Sh (Gr(r, n) ) for all 0 ≤ r ≤ n. The brackets indicate homological shift in the derived category, but also require changing the action of the Frobenius in order to keep the mixed structure pure of weight 0 by a factor of p −r/2 ; the square of this operation is called "Tate twist." The overall effect is that
. These functors are biadjoint up to shift since π r ′ ,r is smooth and proper. We can understand the action of these functors using the index formulas we've defined (Theorem 3.7). For two subspaces V, V ′ in a larger vector space, we write V
Proposition 3.8. For any constructible function G on Gr(r, n) and V ∈ Gr(r, n), we have
Now, consider the difference
By the joint injectivity of the maps Φ (m) , this implies that
This is a categorified version of the U q (sl 2 ) relation
In fact the functors E and F define a categorical action of sl 2 , in the sense of Chuang and Rouquier. The first 2 of these properties have geometric interpretations we've discussed: they arise from the properness and smoothness of the maps, and from the point counting above. The third also has a geometric interpretation. The functor E m is a push-pull functor for the correspondence
Definition 3.9. A collection of categories C n and functors
over Gr(r, n) and Gr(r + m, n). This fits into the diagram:
The vertical map q is a fiber bundle with fiber given by the complete flag variety Fl(m) on an m-dimensional space; the functor E m can be rewritten as convolution with the pushforward of the constant sheaf on Gr(r ⊂ r+1 ⊂ · · · ⊂ r+m, n), which is isomorphic to H * (Fl(m)) tensored with the constant sheaf on Gr(r ⊂ r + m, n). Thus, the action of the nilHecke algebra on this functor is inherited from its action on the cohomology of the flag variety. This is a more sheafy interpretation of the results of [Lau10, Lau11] which phrases the same action in terms of the cohomology of Grassmannians and these correspondence, which arise when we take hypercohomology of the sheaves discussed above. Khovanov and Lauda in [KL10] . This action is discussed in greater detail in [Webb] .
Remark 3.10. This action can be extended to other partial flag varieties, obtaining a categorification of sl n when we consider n-step flags. This corresponds to the calculations of
3.5. Flag varieties. The structure of constructible sheaves on flag varieties is a deep and beautiful subject. To stay within the bounds on this paper, we will mainly concentrate on the relationship to the Hecke algebra. Consider a Coxeter group W generated by the set S with the relations 
where the latter two products both have m(s, t) terms.
On the other hand, we can consider the F q -points of a split simple algebraic group G over F q (for example, PGL n (F q ), Sp 2n (F q ), SO m (F q ), · · · ), and let B be the F q -points of a Borel. This is just the group elements which preserve an appropriate flag (which must be self-dual for symplectic or orthogonal groups). We have a Bruhat decomposition which gives a bijection between the Weyl group W and the double cosets BwB for B in G. The Weyl group of G is a Coxeter group (for example, for PGL n (F q ), it is the symmetric group S n ).
The set of functions on the double cosets B\G/B has a natural multiplication: let
This arises naturally when we identify k[B\G/B] with End
, acting by the same formula. We can also identify B\G/B with the set of
In this realization, we can write this multiplication as
2 is the map forgetting the factor which is not listed.
Theorem 3.12 ([Iwa64]). The set of functions on B\G/B is isomorphic to the specialization
Just to give a taste of how this map works, let's consider the case of G = PGL n (F q ). In this case, G acts transitively on the set of complete flags in F From our earlier discussion, we know that the natural way to categorify functions on G/B is to consider constructible sheaves on G/B. In order to obtain B-invariant functions, we need to consider B-equivariant sheaves, or equivalently G-equivariant sheaves on G/B × G/B. Definition 3.13. We call a sheaf on a G-scheme X weakly G-equivariant if there is an isomorphism of sheaves a * F = p * F where a, p : G × X → X are the action and projection maps (g, x) → gx, x respectively. We let D b (Sh G (X)) denote the full subcategory of the derived category whose cohomology is weakly equivariant and constructible. Now, let us consider the underlying algebraic group G, and G/B as an algebraic variety over F q . We'll be interested in the derived category D b (Sh G (G/B × G/B) ) of weakly G-equivariant sheaves. The G-orbits of G/B × G/B are all simply connected and there are finitely many of them, so you can think of these as trivial vector bundles on the different orbits, with some sort of topological glue holding them together.
In particular, if we take the function Φ for one of these sheaves, we obtain a function on G/B × G/B which is constant on G-orbits. Put differently, Φ defines a natural map from the Grothendieck group D b (Sh G (G/B × G/B)) to the Hecke algebra. This map is surjective, since we can consider the extension i ! (Q ℓ ) Y from an orbit Y, which hits the indicator function of the orbit.
This map is not injective, but this is only because we only considered a single field. Thus, given one sheaf F on G/B, we have that Φ(F ⊕q ) = Φ(F (1)) = qΦ(F ) where F (1) is the Tate twist of F . However,
so considering larger n will fix this problem. If we do this carefully, we can construct a category whose Grothendieck group is H v (W): the subcategory of D b (Sh G (G/B×G/B)) where the Frobenius acts by elements of q Z on every stalk, and v corresponds to Tate twist.
Thus we find that: This is only a very small taste of a very large story; this is discussed in much greater detail in the book of Hotta, Takeuchi and Tanisaki [HTT08] . The category Sh G (G/B × G/B) is related to very interesting categories of representations of the Lie algebra g called Harish-Chandra bimodules and category O.
One topic we did not have the space to consider is that of perverse sheaves and intersection cohomology. This is a huge topic, and provides an important lens for all of the examples with constructible sheaves we've considered. One good starting point is the introductory article [dCM10] . One of the key consequences of this theory is that the category D b (Sh G (G/B × G/B)) contains special objects called intersection cohomology sheaves. These special complexes of sheaves give a special basis of the Hecke algebra called the Kazhdan-Lusztig basis. This is one of the prototypical examples of a special (or "canonical") basis arising from categorification.
3.6. Hall algebras. Hall algebras are discussed in much greater detail in the survey article of Schiffmann [Sch] . Here, we will consider the rather narrow topic of how right," they should use equivariant derived categories as well [BL94, WW] , but in this context, this is not necessary for understanding the basic point. they fit in with the function-sheaf correspondence; the general experience of the author is that this connection is not nearly as well-known as it should be.
Hall algebras arise from our philosophy when the underlying space X is the moduli space of objects Ob A in some abelian category. Making careful mathematical sense of such a space can be quite tricky; usually it must be thought of as some kind of stack. Thus, throughout, we'll deal mostly with the most familiar example: if Γ is a quiver, then there is an abelian category of representations of Γ, that is, of representations of Γ's path algebra.
There is a geometric space whose points are the isomorphism classes of representations of Γ. For a dimension vector d : Γ → Z ≥0 , let
for k any commutative ring; this defines the functor of points for an algebraic variety over Z. This space has an action of the affine algebraic group
where This moduli space has an additional structure, which arises from the fact that there are short exact sequences, which form a related moduli space.
For the quiver Γ, you can break these sequences up into components where the submodule has dimension d ′ and the quotient d ′′ . You can think of this as the space
modulo the action of the group
The moduli space of short exact sequences has 3 projection maps π s , π t , π q considering the submodule, total module and quotient. In the case of quiver representations, this is considering the action on k
Definition 3.16. We let the Hall algebra be the constructible functions on Ob A (k) the points of the moduli space for k = C, F q equipped the algebra structure
12 In this case, it's much harder to sweep the issue of equivariance under the rug. However, we are nothing if not persistent, and thus will do our best to achieve said sweeping.
Similarly, we can define a monoidal structure on the category of constructible sheaves on Ob A via essentially the same formula: Thus Theorem 3.7 implies that (13) categorifies (14): A (F q )) ), there is a n for which Φ (n) does not kill this class.
homomorphism of rings and for every class in K(Sh(Ob
In the case of representations of Γ, we have a second way of thinking about this Hall algebra. Work of Ringel [Rin90] shows that we have a homomorphism from the quantized universal enveloping algebra U q (n) of the maximal unipotent subalgebra of the associated Kac-Moody algebra of Γ to the Hall algebra. This map sends the Chevalley generator E i to the indicator function of a trivial representation which is 1 dimensional and supported on i. Thus, Theorem 3.18 suggests we should be able to categorify U q (n) by replacing these indicator functions with the corresponding constant sheaf on E α i /G α i * /G m . This was, in fact, carried out by Lusztig [Lus91, Lus93] and leads to his construction of canonical bases for universal enveloping algebras.
This construction was given a different spin in the work of Rouquier [Roub, Roua] and Varagnolo-Vasserot [VV11] , who showed that the resulting categories of sheaves can be understood algebraically using KLR algebras.
Symplectic resolutions
There is one final context for categorification we want to discuss: that of conical symplectic resolutions of singularities. These are closely allied to the constructible sheaves we discussed, but also bear some similarities to coherent sheaves.
A conical symplectic resolution is an algebraic variety M over C which is equipped with:
• a birational projective morphism M → N to an affine variety • an algebraic 2-form Ω such that Ω is symplectic • a conical S C * -action on M and N compatible with the map such that Ω has weight n > 0 for this S-action. These varieties have many remarkable properties. The most relevant for us is that they can be quantized. The symplectic form Ω induces a Poisson bracket on functions; this Poisson bracket is actually the leading order part of a quantization. That is: Since [−, −] has weight 0 under S, and {−, −} weight −n, we must have that h has S-weight n for the desired equation to hold.
The corresponding cohomology class is called the period of a quantization. If we take the global sections Γ(M; Q), then we can "set h = 1" by adjoining h −1/n , and considering the invariant sections. Since h −1/n has weight −1, any section which is a S-weight vector can be multiplied by an appropriate power of h to make it invariant. We call a S-equivariant module over D good if it is isomorphic to the base extension of a coherent (i.e. locally finitely generated) Q module. The categories of good D modules and finitely generated A-modules are related by an adjoint pair of functors [BPW] .
The category D -mod also has the enormous advantage of allowing one to use the methods of geometric categorification. Kashiwara and Schapira [KS] define a notion of a Euler class for a good D-module. While this has a general definition using Hochschild homology, it can actually be thought of in a relatively straightforward way in this special case.
The most interesting D-modules are holonomic; that is, their support is a halfdimensional subvariety of M. If we fix a good D-module sheaf M, and x ∈ supp M a point where the support is smooth, then the completion of M at this point will be a free module over the functions on the completion of supp M at this point. The rank of this module is constant on an open subset of the component containing x, and thus defines an invariant r C of this component. This is shown in [KS, 7.3 .5] to be equivalent to the more general definition. Unfortunately, one has to be careful about what an index formula means in this case. There is no definition of a pushforward in this context. Instead, one has to rely on the interactions between modules. For example: 1 γ). Similarly, we have a convolution product on Harish-Chandra bimodules defined by A number of examples of these resolutions are discussed in [BLPW, §9] . These include:
• the Springer resolutions of nilcones, and the induced resolutions of Slodowy slices.
• Nakajima quiver varieties [Nak94, Nak98] (also discussed below), which are geometric avatars of the representations of Lie algebras.
• Hypertoric varieties [Pro08] , which are quaternionic analogues of toric varieties, and give geometric versions of various notions in the theory of hyperplane arrangements.
• Lusztig slices in affine Grassmannians [KWWY] . These also serve to geometrize representations of Lie algebras, but in a way "dual" to Nakajima quiver varieties. In [BLPW, §10] , we propose a notion of duality for these symplectic resolutions. While many complex structures appear in the conjectured duality, the one closest to this paper is that there is a category O of special modules over D -mod, and a dual category O ! for the symplectic dual variety. 4.2. Quiver varieties. Nakajima defined a remarkable set of varieties attached to finite graphs, called quiver varieties. We'll leave the details of this construction to other papers [Nak94, Nak98] . Let I be the vertex set of an oriented Dynkin diagram 13 . For each pair of dimension vectors v, w, we consider the weights λ = w i ω i , µ = λ − v i α i . The quiver variety M(v, w) (as defined in [Nak98, (3.5)]) has geometry which reflects the structure of the µ-weight space of the representation with highest weight λ. It is often useful to consider the union ⊔ v M(v, w) which controls the whole structure of the representation. Nakajima also defines a Lagrangian subvariety In this case, the category of Harish-Chandra bimodules is a categorification of a quotient of the universal enveloping algebra. While we can study it in its own terms, it is also closely related to the categorification of these enveloping algebras as developed by Khovanov, Lauda and Rouquier [KL10, Roua] . In fact, it is a quotient of the categorified universal enveloping algebra, in a certain sense. Thus, when applied to quiver varieties, we obtain a geometric avatar of the 2-category U. As in previous cases, this gives a natural geometric avatar for canonical bases, this time of the whole universal enveloping algebra [Weba, 3.13] .
