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Abstract
Consider a multi-variate time series (Xt)Tt=0 where Xt ∈ Rd which may represent spike train re-
sponses for multiple neurons in a brain, crime event data across multiple regions, and many others.
An important challenge associated with these time series models is to estimate an influence network
between the d variables, especially when the number of variables d is large meaning we are in the high-
dimensional setting. Prior work has focused on parametric vector auto-regressive models. However,
parametric approaches are somewhat restrictive in practice. In this paper, we use the non-parametric
sparse additive model (SpAM) framework to address this challenge. Using a combination of β and
φ-mixing properties of Markov chains and empirical process techniques for reproducing kernel Hilbert
spaces (RKHSs), we provide upper bounds on mean-squared error in terms of the sparsity s, logarithm of
the dimension log d, number of time points T , and the smoothness of the RKHSs. Our rates are sharp up
to logarithm factors in many cases. We also provide numerical experiments that support our theoretical
results and display potential advantages of using our non-parametric SpAM framework for a Chicago
crime dataset.
Keywords: time series analysis, RKHS, non-parametric, high-dimensional analysis, GLM
1 Introduction
Multi-variate time series data arise in a number of settings including neuroscience ([6, 9]), finance ([33]),
social networks ([8, 1, 43]) and others ([17, 23, 30]). A fundamental question associated with multi-variate
time series data is to quantify influence between different players or nodes in the network (e.g. how do firing
events in one region of the brain trigger another, how does a change in stock price for one company influence
others, e.t.c). To address such a question requires estimation of an influence network between the d different
players or nodes. Two challenges that arise in estimating such an influence network are (i) developing a
suitable network model; and (ii) providing theoretical guarantees for estimating such a network model when
the number of nodes d is large.
Prior approaches for addressing these challenges involve parametric approaches ([13, 12, 16]). In particu-
lar, [16] use a generalized linear model framework for estimating the high-dimensional influence network.
More concretely, consider samples (Xt)Tt=0 where Xt ∈ Rd for every t which could represent continuous
data, count data, binary data or others. We define p(.) to be an exponential family probability distribu-
tion, which includes, for example, the Gaussian, Poisson, Bernoulli and others to handle different data
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types. Specifically, x ∼ p(θ) means that the distribution of the scalar x is associated with the density
p(x|θ) = h(x)exp[ϕ(x)θ − Z(θ)], where Z(θ) is the so-called log partition function, ϕ(x) is the sufficient
statistic of the data, and h(x) is the base measure of the distribution. For the prior parametric approach
in [16], the jth time series observation of Xt+1 has the following model:
Xt+1,j |Xt ∼ p(vj +
d∑
k=1
A∗j,kXt,k),
where A∗ ∈ Rd×d is the network parameter of interest. Theoretical guarantees for estimating A∗ are pro-
vided in [16]. One of the limitations of parametric models is that they do not capture non-linear effects such
as saturation. Non-parametric approaches are more flexible and apply to broader network model classes but
suffer severely from the curse of dimensionality (see e.g. [36]).
To overcome the curse of dimensionality, the sparse additive models (SpAM) framework was developed (see
e.g. [20, 25, 31, 32]). Prior approaches based on the SpAM framework have been applied in the regression
setting. In this paper, we consider samples generated from a non-parametric sparse additive auto-regressive
model, generated by the generalized linear model (GLM),
Xt+1,j |Xt ∼ p(vj +
d∑
k=1
f∗j,k(Xt,k)) (1)
where f∗j,k is an unknown function belonging to a reproducing kernel Hilbert space Hj,k. The goal is to
estimate the d2 functions (f∗j,k)1≤j,k≤d.
Prior theoretical guarantees for sparse additive models have focused on the setting where samples are in-
dependent. In this paper, we analyze the convex penalized sparse and smooth estimator developed and
analyzed in [20, 31] under the dependent Markov chain model (1). To provide theoretical guarantees, we
assume the Markov chain “mixes” using concepts of β and φ-mixing of Markov chains. In particular, in
contrast to the parametric setting, our convergence rates are a function of β or φ mixing co-efficients, and
the smoothness of the RKHS function class. We also support our theoretical guarantees with simulations
and show through simulations and a performance analysis on real data the potential advantages of using our
non-parametric approach.
1.1 Our contributions
As far as we are aware, our paper is the first to provide a theoretical analysis of high-dimensional non-
parametric auto-regressive network models. In particular, we make the following contributions.
• We provide a scalable non-parametric framework using technologies in sparse additive models for
high-dimensional time series models that capture non-linear, non-parametric framework. This pro-
vides extensions to prior on high-dimensional parametric models by exploiting RKHSs.
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• In Section 4, we provide the most substantial contribution of this paper which is an upper bound on
mean-squared error that applies in the high-dimensional setting. Our rates depend on the sparsity
of the function, smoothness of each univariate function, and mixing co-efficients. In particular, our
mean-squared error upper bound scales as:
max
(s log d√
mT
,
√
m
T
˜2m
)
,
up to logarithm factors, where s is the maximum degree of a given node, d is the number of nodes
of the network, T is the number of time points. Here ˜m refers to the univariate rate for estimating a
single function in RKHS withm samples (see e.g. [31]) and 1 ≤ m ≤ T refers to the number of blocks
needed depending on the β and φ-mixing co-efficients. If the dependence is weak andm = O(T ), our
mean-squared error bounds are optimal up to log factors as compared to prior work on independent
models [31] while if dependence is strong m = O(1), we obtain the slower rate (up to log factors) of
1√
T
that is optimal under no dependence assumptions.
• We also develop a general proof technique for addressing high-dimensional time series models. Prior
proof techniques in [16] rely heavily on parametric assumptions and constraints on the parameters
which allow us to use martingale concentration bounds. This proof technique explicitly exploits
mixing co-efficients which relies on the well-known “blocking” technique for sequences of dependent
random variables (see e.g. [27, 29]). In the process of the proof, we also develop upper bounds on
Rademacher complexities for RKHSs and other empirical processes under mixing assumptions rather
than traditional independence assumptions as discussed in Section 5.
• In Section 6, we demonstrate through both a simulation study and real data example the flexibility and
potential benefit of using the non-parametric approach. In particular we show improved prediction
error performance on higher-order polynomials applied to a Chicago crime dataset.
The remainder of the paper is organized as follows. In Section 2, we introduce the preliminaries for RKHSs,
and beta-mixing of Markov chains. In Section 3, we present the non-parametric multi-variate auto-regressive
network model and its estimating scheme. In Section 4, we present the main theoretical results and focus
on specific cases of finite-rank kernels and Sobolev spaces. In Section 5, we provide the main steps of the
proof, deferring the more technical steps to the appendix and in Section 6, we provide a simulation study
that supports our theoretical guarantees and a performance analysis on Chicago crime data.
2 Preliminaries
In this section, we introduce the basic concepts of RKHSs, and then the standard definitions of β and φ
mixing for stationary processes.
3
2.1 Reproducing Kernel Hilbert Spaces
First we introduce the basics for RKHSs. Given a subset X ⊂ R and a probability measure Q on X , we
consider a Hilbert space H ⊂ L2(Q), meaning a family of functions g : X → R, with ‖g‖L2(Q) < ∞,
and an associated inner product 〈·, ·〉H under which H is complete. The space H is a reproducing kernel
Hilbert space (RKHS) if there exists a symmetric function K : X × X → R+ such that: (a) for each
x ∈ X , the function K(x, ·) belongs to the Hilbert space H, and (b) we have the reproducing relation
g(x) = 〈g,K(x, ·)〉H for all g ∈ H. Any such kernel function must be positive semidefinite; under suitable
regularity conditions, Mercers theorem [26] guarantees that the kernel has an eigen-expansion of the form
K(x, x′) =
∞∑
i=1
µiΦi(x)Φi(x
′)
where µ1 ≥ µ2 ≥ µ3 ≥ ... ≥ 0 are a non-negative sequence of eigenvalues, and {Φi}∞i=1 are the associated
eigenfunctions, taken to be orthonormal in L2(Q). The decay rate of these eigenvalues will play a crucial
role in our analysis, since they ultimately determine the rate m, ˜m (to be specified later) for the univariate
RKHSs in our function classes.
Since the eigenfunctions {Φi}∞i=1 form an orthonormal basis, any function g ∈ H has an expansion of the
g(x) =
∑∞
i=1 aiΦi(x), where ai = 〈g,Φi〉L2(Q) =
∫
X g(x)Φi(x)dQ(x) are (generalized) Fourier coeffi-
cients. Associated with any two functions in H, say g(x) = ∑∞i=1 aiΦi(x) and f(x) = ∑∞i=1 biΦi(x) are
two distinct inner products. The first is the usual inner product in the space L2(Q)-namely, 〈g, f〉L2(Q) :=∫
X g(x)f(x)dQ(x). By Parseval’s theorem, it has an equivalent representation in terms of the expansion
coefficients, namely
〈g, f〉L2(Q) =
∞∑
i=1
aibi.
The second inner product, denoted 〈g, f〉H is the one that defines the Hilbert space which can be written in
terms of the kernel eigenvalues and generalized Fourier coefficients as
〈g, f〉H =
∞∑
i=1
aibi
µi
.
For more background on reproducing kernel Hilbert spaces, we refer the reader to various standard refer-
ences [2, 34, 35, 38, 39].
Furthermore, for the subset Sj ∈ {1, 2, .., d}, let fj :=
∑
k∈Sj fj,k(xk), where xk ∈ X and fj,k ∈ Hj,k is
the RKHS that fj,k lies in. Hence we define the norm
‖fj‖2Hj(Sj) :=
∑
k∈Sj
‖fj,k‖2Hj,k ,
where ‖ · ‖Hj,k denotes the norm on the univariate Hilbert spaceHj,k.
4
2.2 Mixing
Now we introduce standard definitions for dependent observations based on mixing theory [11] for stationary
processes.
Definition 1. A sequence of random variables Z = {Zt}∞t=0 is said to be stationary if for any t0 and non-
negative integers t1 and t2, the random vectors (Zt0 , ..., Zt0+t1) and (Zt0+t2 , ..., Zt0+t1+t2) have the same
distribution.
Thus the index t or time, does not affect the distribution of a variable Zt in a stationary sequence. This
does not imply independence however and we capture the dependence through mixing conditions. The
following is a standard definition giving a measure of the dependence of the random variables Zt within
a stationary sequence. There are several equivalent definitions of these quantities, we are adopting here a
version convenient for our analysis, as in [27, 40].
Definition 2. Let Z = {Zt}∞t=0 be a stationary sequence of random variables. For any i1, i2 ∈ Z ∪ {0,∞},
let σi2i1 denote the σ-algebra generated by the random variables Zt, i1 ≤ t ≤ i2. Then, for any positive
integer `, the β-mixing and φ-mixing coefficients of the stochastic process Z are defined as
β(`) = sup
t
EB∈σt0 [ sup
A∈σ∞t+`
|P [A|B]− P [A]|] , φ(`) = sup
t,A∈σ∞t+`,B∈σt0
|P [A|B]− P [A]|.
Z is said to be β-mixing (φ-mixing) if β(`) → 0 (resp. φ(`) → 0) as ` → ∞. Furthermore Z is said to
be algebraically β-mixing (algebraically φ-mixing) if there exist real numbers β0 > 0 (resp. φ0 > 0) and
r > 0 such that β(`) ≤ β0/`r (resp. φ(`) ≤ φ0/`r) for all `.
Both β(`) and φ(`) measure the dependence of an event on those that occurred more than ` units of time
in the past. β-mixing is a weaker assumption than φ-mixing and thus includes more general non-i.i.d. pro-
cesses.
3 Model and estimator
In this section, we introduce the sparse additive auto-regressive network model and the sparse and smooth
regularized schemes that we implement and analyze.
3.1 Sparse additive auto-regressive network model
From Equation (1) in Section 1, we can state the conditional distribution explicitly as:
P(Xt+1|Xt) =
d∏
j=1
h(Xt+1,j)exp
{
ϕ(Xt+1,j)(vj +
d∑
k=1
f∗j,k(Xt,k))− Z(vj +
d∑
k=1
f∗j,k(Xt,k))
}
(2)
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where f∗j,k is an unknown function belonging to a RKHSHj,k, v ∈ [vmin, vmax]d are known constant offset
parameters. Recall that Z(·) refers to the log-partition function and ϕ(·) refers to the sufficient statistic.
This model has the Markov and conditional independence properties, that is, conditioning on the previous
data at time point t − 1, the elements of Xt are independent of one another and Xt are independent with
data before time t− 1. We note that while we assume that v is a known constant vector, if we assume there
is some unknown constant offset that we would like to estimate, we can fold it into the estimation of f∗ via
appending a constant 1 column in Xt.
We assume that the data we observe is (Xt)Tt=0 and our goal is to estimate f
∗, which is constructed element-
wise by f∗j,k. However, in our setting where d may be large, the sample size T may not be sufficient even
under the additivity assumption and we need further structural assumptions. Hence we assume that the
network function f∗ is sparse which does not have too many non-zero functions. To be precise, we define
the sparse supports (S1, S2, ..., Sd) as:
Sj ⊂ {1, 2, ..., d}, for any j = 1, 2, ..., d.
We consider network function f∗ is only non-zero on supports {Sj}dj=1, which means
f∗ ∈ H(S) := {fj,k ∈ Hj,k|fj,k = 0 for any k /∈ Sj}.
The support Sj is the set of nodes that influence node j and sj = |Sj | refers to the in-degree of node j.
In this paper we assume that the function matrix f∗ is s-sparse, meaning that f∗ belongs to H(S) where
|S| = ∑dj=1 |Sj | ≤ s. From a network perspective, s represents the total number of edges in the network.
3.2 Sparse and smooth estimator
The estimator that we analyze in this paper is the standard sparse and smooth estimator developed in [20, 31],
for each node j. To simplify notation and without loss of generality, in later statements we assume Hj,k
refers to the same RKHS H, and define Hj = {fj |fj =
∑d
k=1 fj,k, for any fj,k ∈ H} which corre-
sponds to the additive function class for each node j. Further we define the empirical norm ‖fj,k‖2T :=
1
T
∑T
t=0 f
2
j,k(Xt,k). For any function of the form fj =
∑d
k=1 fj,k, the (L
2(PT ), 1) and (H, 1)-norms are
given by
‖fj‖T,1 =
d∑
k=1
‖fj,k‖T , and ‖fj‖H,1 =
d∑
k=1
‖fj,k‖H
respectively. Using this notation, we estimate f∗j via a regularized maximum likelihood estimator (RMLE)
by solving the following optimization problem, for any j ∈ {1, 2, .., d}:
fˆj = arg min
fj∈Hj
1
2T
T∑
t=0
(Z(vj + fj(Xt))− (vj + fj(Xt))ϕ(Xt+1,j)) + λT ‖fj‖T,1 + λH‖fj‖H,1. (3)
Here (λT , λH) is a pair of positive regularization parameters whose choice will be specified by our theory.
An attractive feature of this optimization problem is that, as a straightforward consequence of the representer
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theorem [19, 35], it can be reduced to an equivalent convex program in RT × Rd2 . In particular, for each
(j, k) ∈ {1, 2, ..., d}2, let K denote the kernel function associated with RKHSH where fj,k belongs to. We
define the collection of empirical kernel matrices Kj,k ∈ RT×T with entries Kj,kt1,t2 = K(Xt1,k, Xt2,k). As
discussed in [20, 31], by the representer theorem, any solution fˆj to the variational problem can be expressed
in terms of a linear expansion of the kernel matrices,
fˆj(z) =
d∑
k=1
T∑
t=1
αˆj,k,tK(zk, Xt,k)
for a collection of weights {αˆj,k ∈ RT (j, k) ∈ {1, 2, .., d}2}. The optimal weights are obtained by solving
the convex problem
αˆj = (αˆj,1, ..., αˆj,d) = arg min
αj,k∈RT
1
2T
T∑
t=0
(
Z(vj +
d∑
k=1
Kj,kαj,k)− (vj +
d∑
k=1
Kj,kαj,k)ϕ(Xt+1,j)
)
+λT
d∑
k=1
√
1
T
‖Kj,kαj,k‖22 + λH
d∑
k=1
√
αTj,kKj,kαj,k.
This problem is a second-order cone program (SOCP), and there are various algorithms for solving it to
arbitrary accuracy in polynomial time of (T, d), among them interior point methods (e.g., see the book [5]).
Other more computationally tractable approaches for estimating sparse additive models have been developed
in [25, 32] and in our experiments section we use the package “SAM” based on the algorithm developed
in [32]. However from a theoretical perspective the sparse and smooth SOCP defined above has benefits
since it is the only estimator with provably minimax optimal rates in the case of independent design (see
e.g. [31]).
4 Main results
In this section, we provide the main general theoretical results. In particular, we derive error bounds on
‖fˆ−f∗‖2T , the difference in empiricalL2(PT ) norm between the regularized maximum likelihood estimator,
fˆ , and the true generating network, f∗, under the assumption that the true network is s-sparse.
First we incorporate the smoothness of functions in each RKHSH. We refer to m as the critical univariate
rate, which depends on the Rademacher complexity of each function class. That m is defined as the minimal
value of σ, such that
1√
m
√√√√ ∞∑
i=1
min(µi, σ2) ≤ σ2,
where {µi}∞i=1 are the eigenvalues in Mercer’s decomposition of the kernel related to the univariate RKHS
(see [26]). In our work, we define ˜m as the univariate rate for a slightly modified Rademacher complexity,
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which is the minimal value of σ, such that there exists a M0 ≥ 1 satisfying
log(dT ){3log(M0dT )√
m
√√√√M0∑
i=1
min(µi, σ2) +
√
T
m
√√√√ ∞∑
M0+1
min(µi, σ2)} ≤ σ2.
Remark. Note that since the left side of the inequality for ˜m is always larger than it for m, the definitions
of ˜m and m tell us that m ≤ ˜m. Furthermore ˜m is of order O(m ∗ log(dT )2) for finite rank kernel and
kernel with decay rate i−2α. See Subsection 4.3 for more details. The modified definition ˜m allows us to
extend the error bounds on ‖fˆ − f∗‖2T to the dependent case at the price of additional log factors.
4.1 Assumptions
We first state the assumptions in this subsection and then present our main results in the next subsection.
Without loss of generality (by re-centering the functions as needed), we assume that
E[fj,k(Xt,j)] =
∫
X
fj,k(x)dP(x) = 0 for all fj,k ∈ Hj,k, all t.
Besides, for each (j, k) ∈ {1, ..., d}2, we make the minor technical assumptions:
• For any fj,k ∈ H, ‖fj,k‖H ≤ 1 and ‖fj,k‖∞ ≤ 1.
• For anyH, the associated eigenfunctions in Mercers decomposition {Φi}∞i=1 satisfy supx |Φi(x)| ≤ 1
for each i = 1, ...,∞.
The first condition is mild and also assumed in [31]. The second condition is satisfied by the bounded basis,
for example, the Fourier basis. We proceed to the main assumptions by denoting smax = maxj sj as the
maximum in-degree of the network and denotingHµ =
∑∞
i=1 µi as the trace of the RKHSH.
Assumption 1 (Bounded Noise). Let wt,j = 12(ϕ(Xt+1,j)−Z ′(vj + f∗j (Xt))), we assume that E[wt,j ] = 0
and with high probability wt,j ∈ [− log(dT ), log(dT )], for any j ∈ {1, 2, ..., d}, t = 1, 2, ..., T .
Remark. It can be checked that for (1) Gaussian link function with bounded noise or (2) Bernoulli link
function, wt,j = O(1) with probability 1. For other generalized linear model cases, such as (1) Gaussian
link function with Gaussian noise or (2) Poisson link function under the assumption f∗j,k ≤ 0 for any (j, k),
we have that |wt,j | ≤ C log(dT ) with probability at least 1− exp(−c log(dT )) for some constants C and c
(see the proof of Lemma 1 in [16]).
Assumption 2 (Strong Convexity). For any x, y in an interval (vmin − a, vmax + a),
ϑ‖x− y‖2 ≤ [Z(x)− Z(y)− Z ′(y)(x− y)]
.
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Remark. For the Gaussian link function, a = ∞ and ϑ = 1. For Bernoulli link function, a = (16√Hµ +
1)smax and ϑ = (e(max(vmax,−vmin)+(16
√
Hµ+1)smax) + 3)−1. For Poisson link function, a = (16
√Hµ +
1)smax and ϑ = evmin−(16
√
Hµ+1)smax where recall that smax is the maximum in-degree of the network.
Assumption 3 (Mixing). The sequence (Xt)∞t=0 defined by the model (1) is a stationary sequence satisfying
one of the following mixing conditions:
(a) β-mixing with rβ > 1.
(b) φ-mixing with rφ ≥ 0.781.
We can show a tighter bound when rφ ≤ 2 using the concentration inequality from [22]. The condition
rφ ≥ 0.781 arises from the technical condition in which (rφ + 2) × (2rφ − 1) ≥ 2rφ (see the Proof of
Lemma 6). Numerous results in the statistical machine learning literature rely on knowledge of the β-
mixing coefficient [24, 37]. Many common time series models are known to be β-mixing, and the rates of
decay are known given the true parameters of the process, for example, ARMA models, GARCH models,
and certain Markov processes [28, 7, 10]. The φ-mixing condition is stronger but as we observe later allows
a sharper mean-squared error bound.
Assumption 4 (Fourth Moment Assumption). E[g4(x)] ≤ CE[g2(x)] for some constant C, for all g ∈
Fj := ∪|Sj |=sjHj(Sj), for any j ∈ {1, 2, .., d} where the expectation is taken over Q.
Note that Assumption 4 is a technical assumption also required in [31] and is satisfied under mild dependence
across the covariates.
4.2 Main Theorem
Before we state the main result, we discuss the choice of tuning parameters λT and λH .
Optimal tuning parameters: Define γm = c1 max
(
m,
√
log(dT )
m
)
, where c1 > 0 is a sufficiently large
constant, independent of T , s and d, and mγ2m = Ω(− log(γm)) and mγ2m → ∞ as m → ∞. γ˜m =
max(γm, ˜m). The parameter m is a function of T and is defined in Thm. 1 and Thm. 2. Then we have the
following optimal choices of tuning parameters:
λT ≥ 8
√
2
√
m
T
γ˜m, λH ≥ 8
√
2
√
m
T
γ˜2m,
λT = O(
√
m
T
γ˜m), λH = O(
√
m
T
γ˜2m).
Clearly it is possible to choose larger values of λT and λH at the expense of slower rates.
Theorem 1. Under Assumptions 1, 2, 3 (a), and 4. Then there exists a constant C such that for each
1 ≤ j ≤ d,
‖fˆj − f∗j ‖2T ≤ C
sj
ϑ2
(
log(dT )√
mT
+
√
m
T
˜2m
)
, (4)
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with probability at least 1− 1T −
(
c2exp(−c3mγ2m) + T−
(
1−c0
c0
))
, where m = T
c0rβ−1
c0rβ for β-mixing when
rβ ≥ 1/c0, and c2 and c3 are constants. The parameter c0 can be any number between 0 and 1.
• Note that the term ˜2m accounts for the smoothness of the function class, ϑ accounts for the smoothness
of the GLM loss, and m denotes the degree of dependence in terms of the number of blocks in T
samples.
• In the very weakly dependent case rβ → ∞ and m = O(T ), and we recover the standard rates for
sparse additive models sj log dT + sj ˜
2
T (see e.g. [31]) up to logarithm factors. In the highly dependent
casem = O(1), we end up with a rate proportional to 1√
T
(up to log factors in terms of T only) which
is consistent with the rates for the lasso under no independence assumptions.
• Note that we have provided rates on the difference of functions fˆj − f∗j for each 1 ≤ j ≤ d. To obtain
rates for the whole network function fˆ − f∗, we simply add up the errors and note that s = ∑dj=1 sj .
• To compare to upper bounds in the parametric case in [16], if m = O(T ) and ˜2m = O( 1m), we obtain
the same rates. Note however that in [16] we require strict assumptions on the network parameter
instead of the mixing conditions we impose here.
• A larger c0 leads to a larger m and a lower probability from the term T−
1−c0
c0 .
When rφ ≥ 2, Theorem 1 on β-mixing directly implies the results for φ-mixing. When 0.781 ≤ rφ ≤ 2, we
can present a tighter result using the concentration inequality from [22].
Theorem 2. Under same assumptions as in Thm. 1, if we assume φ-mixing when 0.781 ≤ rφ ≤ 2, then
there exists a constant C such that for each 1 ≤ j ≤ d,
‖fˆj − f∗j ‖2T ≤ C
sj
ϑ2
(
log(dT )√
mT
+
√
m
T
˜2m
)
, (5)
with probability at least 1− 1T −c2exp(−c3(mγ2m)2), wherem = T
rφ
rφ+2 for φ-mixing when 0.781 ≤ rφ ≤ 2,
c2 and c3 are constants.
Note that m = T
rφ
rφ+2 is strictly larger than m = T
rφ−1
rφ for rφ ≤ 2 which is why Theorem 2 is a sharper
result.
4.3 Examples
We now focus on two specific classes of functions, finite-rank kernels and infinite-rank kernels with poly-
nomial decaying eigenvalues. First, we discuss finite (ξ) rank operators, meaning that the kernel function
can be expanded in terms of ξ eigenfunctions. This class includes linear functions, polynomial functions, as
well as any function class where functions have finite basis expansions.
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Lemma 1. For a univariate kernel with finite rank ξ, ˜m = O
(√
ξ
m log
2(ξdT )
)
.
Using Lemma 1 and m calculated from [31] gives us the following result. Note that for T = O(m), we end
up with the usual parametric rate.
Corollary 1. Under the same conditions as Theorem 1, consider a univariate kernel with finite rank ξ. Then
there exists a constant C such that for each 1 ≤ j ≤ d,
‖fˆj − f∗j ‖2T ≤ C
sj
ϑ2
ξ√
mT
log4(ξdT ), (6)
with probability at least 1− 1T −
(
c2exp(−c3(ξ + log d)) + T−
(
1−c0
c0
))
, where m = T
c0rβ−1
c0rβ for β-mixing
when rβ ≥ 1/c0, c2 and c3 are constants.
Next, we present a result for the RKHS with infinitely many eigenvalues, but whose eigenvalues decay at a
rate µ` = (1/`)2α for some parameter α ≥ 1/2. Among other examples, this includes Sobolev spaces, say
consisting of functions with α derivatives (e.g., [4, 15]).
Lemma 2. For a univariate kernel with eigenvalue decay µ` = (1/`)2α for some α ≥ 1/2, we have that
˜m = O
((
log2(dT )√
m
) 2α
2α+1
)
.
Corollary 2. Under the same conditions as Theorem 1, consider a univariate kernel with eigenvalue decay
µ` = (1/`)
2α for some α ≥ 1/2. Then there exists a constant C such that for each 1 ≤ j ≤ d,
‖fˆj − f∗j ‖2T ≤ C
sj
ϑ2
log
8α
2α+1 (dT )√
m
2α−1
2α+1T
, (7)
with probability at least 1− 1T − T
−
(
1−c0
c0
)
, where m = T
c0rβ−1
c0rβ for β-mixing when rβ ≥ 1/c0.
Note that if m = O(T ), we obtain the rate O( sj
T
2α
2α+1
) up to log factors which is optimal in the independent
case.
5 Proof for the main result (Theorem 1)
At a high level, the proof for Theorem 1) follows similar steps to the proof of Theorem 1 in [31]. How-
ever a number of additional challenges arise when dealing with dependent data. The key challenge in the
proof is that the traditional results for Rademacher complexities of RKHSs and empirical processes assume
independence and do not hold for dependent processes. These problems are addressed by Theorem 3 and
Theorem 4 in this work.
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5.1 Establishing the basic inequality
Our goal is to estimate the accuracy of f∗j (·) for every integer j with 1 ≤ j ≤ d. We denote the expected
L2(P) norm of a function g as ‖g‖22 = E‖g‖2T where the expectation is taken over the distribution of
(Xt)
T
t=0. We begin the proof by establishing a basic inequality on the error function ∆j(.) = fˆj(.)− f∗j (.).
Since fˆj(.) and f∗j are, respectively, optimal and feasible for (3), we are guaranteed that
1
2T
T∑
t=1
(Z(vj + fˆj(Xt))− (vj + fˆj(Xt))ϕ(Xt+1,j)) + λT ‖fˆj‖T,1 + λH‖fˆj‖H,1
≤ 1
2T
T∑
t=1
(Z(vj + f
∗
j (Xt))− (vj + f∗j (Xt))ϕ(Xt+1,j)) + λT ‖f∗j ‖T,1 + λH‖f∗j ‖H,1.
Using our definition wt,j = 12(ϕ(Xt+1,j)− E[ϕ(Xt+1,j)|Xt]) = 12(ϕ(Xt+1,j)− Z ′(vj + f∗j (Xt))), that is
1
2T
T∑
t=1
(Z(vj + fˆj(Xt))− fˆj(Xt)(Z ′(vj + f∗j (Xt)) + 2wt,j)) + λT ‖fˆj‖T,1 + λH‖fˆj‖H,1
≤ 1
2T
T∑
t=1
(Z(vj + f
∗
j (Xt))− f∗j (Xt)(Z ′(vj + f∗j (Xt)) + 2wt,j)) + λT ‖f∗j ‖T,1 + λH‖f∗j ‖H,1.
Let BZ(·||·) denote the Bregman divergence induced by the strictly convex function Z, some simple algebra
yields that
1
2T
T∑
t=1
BZ(vj + fˆj(Xt)||vj + f∗j (Xt)) ≤
1
T
T∑
t=1
∆j(Xt)wt,j + λT ‖∆j‖T,1 + λH‖∆j‖H,1 (8)
which we refer to as our basic inequality (see e.g. [14] for more details on the basic inequality).
5.2 Controlling the noise term
Let ∆j,k(·) = fˆj,k(·) − f∗j,k(·) for any k = 1, 2, ..., d. Next, we provide control for the right-hand side of
inequality (8) by bounding the Rademacher complexity for the univariate functions in terms of their L2(PT )
and H norms. We point out that tools required for such control are not well-established in the dependent
case which means that we first establish the Rademacher complexity result (Theorem 3) and the uniform
convergence rate for averages in the empirical process (Theorem 4) for the dependent case (results for the
independent case are provided as Lemma 7 in [31]).
Theorem 3 (Rademacher complexity). Under Assumption 1, define the event
Am,T =
{
∀(j, k) ∈ {1, 2, ..., d}2,∀σ ≥ ˜m, sup
‖fj,k‖H≤1,‖fj,k‖2≤σ
∣∣∣∣∣ 1T
T∑
t=1
fj,k(Xt)wt,j
∣∣∣∣∣ ≤ √2
√
m
T
σ2
}
.
Then P(Am,T ) ≥ 1− 1T .
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Remark. We have a correction term
√
T
m for m < T , in order to connect our Rademacher complexity result
with mixing conditions. In the independnet case, m = T which has been proven in prior work.
Theorem 4. Define the event
Bm,T =
{
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
|‖fj,k‖T − ‖fj,k‖2| ≤ γm
2
}
(9)
where m = T
c0rβ−1
c0rβ for β-mixing with rβ ≥ 1/c0. Then P(Bm,T ) ≥ 1− c2exp(−c3mγ2m)− T−
(
1−c0
c0
)
for
some constants c2 and c3. Moreover, on the event Bm,T , for any g ∈ BH(1) with ‖g‖2 ≥ γm,
‖g‖2
2
≤ ‖g‖T ≤ 3
2
‖g‖2. (10)
The proofs for Theorems 3 and 4 are provided in the appendix. Using Theorems 3 and 4, we are able to
provide an upper bound on the noise term 1T
∑T
t=1 ∆j(Xt)wt,j in (8). In particular, recalling that γ˜m =
c1 max
{
m, ˜m,
√
log(dT )
m
}
, we have the following lemma.
Lemma 3. Given γ˜m = max(γm, ˜m), on the event Am,T ∩ Bm,T , we have:
| 1
T
T∑
t=1
fj,k(Xt)wt,j | ≤ 4
√
2
√
m
T
(γ˜m‖fj,k‖T + γ˜2m‖fj,k‖H) (11)
for any fj,k ∈ H, for all (j, k) ∈ {1, 2, ..., d}2.
5.3 Exploiting decomposability
The reminder of our analysis involves conditioning on the eventAm,T ∩Bm,T . Recalling the basic inequality
(8) and using Lemma 3, on the event Am,T ∩ Bm,T defined in Theorems 3 and 4, we have:
1
2T
T∑
t=1
BZ(vj+fˆj(Xt)||vj+f∗j (Xt)) ≤ 4
√
2
√
m
T
γ˜m‖∆j‖T,1+4
√
2
√
m
T
γ˜2m‖∆j‖H,1+λT ‖∆j‖T,1+λH‖∆j‖H,1.
Recalling that Sj denotes the true support of the unknown function f∗j , we define ∆j,Sj :=
∑
k∈Sj ∆j,k,
with a similar definition for ∆j,SCj . We have that ‖∆j‖T,1 = ‖∆j,Sj‖T,1 + ‖∆j,SCj ‖T,1 with a similar
decomposition for ‖∆j‖H,1. We are able to show that conditioned on event Am,T ∩ Bm,T , the quantities
‖∆j‖H,1 and ‖∆j‖T,1 are not significantly larger than the corresponding norms as applied to the function
∆j,Sj . First, notice that we can obtain a sharper inequality in the process of getting our basic inequality (8),
that is,
1
2T
T∑
t=1
BZ(vj+fˆj(Xt)||vj+f∗j (Xt)) ≤
1
T
T∑
t=1
∆j(Xt)wt,j+λT (‖f∗j ‖T,1−‖f∗j +∆j‖T,1)+λH(‖f∗j ‖H,1−‖f∗j +∆j‖H,1).
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Using Lemma 3 and the fact that Bregman divergence is non-negative, on event Am,T ∩ Bm,T we obtain
0 ≤ 4
√
2
√
m
T
γ˜m‖∆j‖T,1+4
√
2
√
m
T
γ˜2m‖∆j‖H,1+λT (‖f∗j ‖T,1−‖f∗j +∆j‖T,1)+λH(‖f∗j ‖H,1−‖f∗j +∆j‖H,1).
Recall our choice λT ≥ 8
√
2
√
m
T γ˜m, λH ≥ 8
√
2
√
m
T γ˜
2
m, that yields
0 ≤ λT
2
‖∆j‖T,1 + λH
2
‖∆j‖H,1 + λT (‖f∗j ‖T,1 − ‖f∗j + ∆j‖T,1) + λH(‖f∗j ‖H,1 − ‖f∗j + ∆j‖H,1).
Now, for any k ∈ SCj , we have
‖f∗j,k‖T − ‖f∗j,k + ∆j,k‖T = −‖∆j,k‖T , and ‖f∗j,k‖H − ‖f∗j,k + ∆j,k‖H = −‖∆j,k‖H.
On the other hand, for any k ∈ Sj , the triangle inequality yields
‖f∗j,k‖T − ‖f∗j,k + ∆j,k‖T ≤ ‖∆j,k‖T
with a similar inequality for the terms involving ‖ · ‖H. Given those bounds, we conclude that
0 ≤ λT
2
‖∆j‖T,1 + λH
2
‖∆j‖H,1 + λT (‖∆j,Sj‖T,1−‖∆j,SCj ‖T,1) + λH(‖∆j,Sj‖H,1−‖∆j,SCj ‖H,1). (12)
Using the triangle inequality ‖∆j‖ ≤ ‖∆j,Sj‖+ ‖∆j,SCj ‖ for any norm and rearranging terms, we obtain
‖∆j,SCj ‖T,1 + ‖∆j,SCj ‖H,1 ≤ 3(‖∆j,Sj‖T,1 + ‖∆j,Sj‖H,1),
which implies
‖∆j‖T,1 + ‖∆j‖H,1 ≤ 4(‖∆j,Sj‖T,1 + ‖∆j,Sj‖H,1). (13)
This bound allows us to exploit the sparsity assumption, since in conjunction with Lemma 3, we have now
bounded the right-hand side of the basic inequality (8) in terms involving only ∆j,Sj . In particular, still
conditioning on event Am,T ∩ Bm,T and applying (13), we obtain
1
2T
T∑
t=1
BZ(vj + fˆj(Xt)||vj + f∗j (Xt)) ≤ C
√
m
T
{γ˜m‖∆j,Sj‖T,1 + γ˜2m‖∆j,Sj‖H,1},
for some constant C, where we have recalled our choices λT = O(
√
m
T γ˜m) and λH = O(
√
m
T γ˜
2
m). Finally,
since both fˆj,k and f∗j,k belong to BH(1), we have
‖∆j,k‖H ≤ ‖fˆj,k‖H + ‖f∗j,k‖H ≤ 2,
which implies that ‖∆j,Sj‖H,1 ≤ 2sj , and hence
1
2T
T∑
t=1
BZ(vj + fˆj(Xt)||vj + f∗j (Xt)) ≤ C
√
m
T
(γ˜m‖∆j,Sj‖T,1 + sj γ˜2m).
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5.4 Exploiting strong convexity
On the other hand, we are able to bound the Bregman divergence term on the left-hand side as well by
noticing that (13) implies
‖∆j‖H,1 ≤ 16sj , (14)
since fˆj,k and f∗j,k belong to BH(1) with ‖fˆj,k‖∞ ≤ 1 and ‖f∗j,k‖∞ ≤ 1. Using bound (14), for any t, we
conclude that
|fˆj(Xt)| = |∆j(Xt) + f∗j (Xt)| = |
d∑
k=1
∆j,k(Xt,k) + f
∗
j (Xt)|
≤
d∑
k=1
‖∆j,k‖Hmax
k
√
K(Xt,k, Xt,k) + |f∗j (Xt)| ≤ 16
√√√√ ∞∑
i=1
µisj + |f∗j (Xt)|
≤
16
√√√√ ∞∑
i=1
µi + 1
 smax.
Therefore, vj + fˆj(Xt), vj + f∗j (Xt) ∈ [vmin − (16
√∑∞
i=1 µi + 1)smax, vmax + (16
√∑∞
i=1 µi + 1smax]
where we have function Z(·) is ϑ-strongly convex given Assumption 2. Hence
ϑ
2
‖∆j‖T ≤ C
√
m
T
{γ˜m‖∆j,Sj‖T,1 + sj γ˜2m}. (15)
5.5 Relating the L2(PT ) and L2(P) norms
It remains to control the term ‖∆j,Sj‖T,1 =
∑
k∈Sj ‖∆j,k‖T . Ideally we would like to upper bound it by√
sj‖∆j,Sj‖T . Such an upper bound would follow immediately if it were phrased in terms of the ‖ · ‖2
rather than the ‖ · ‖T norm, but there are additional cross-terms with the empirical norm. Accordingly,
we make use of two lemmas that relate the ‖ · ‖T norm and the population ‖ · ‖2 norms for functions in
Fj := ∪Sj⊂{1,2,...,d}|Sj |=sjHj(Sj).
In the statements of these results, we adopt the notation gj and gj,k (as opposed to fj and fj,k) to be clear
that our results apply to any gj ∈ Fj . We first provide an upper bound on the empirical norm ‖gj,k‖T in
terms of the associated ‖gj,k‖2 norm, one that holds uniformly over all components k = 1, 2, ..., d.
Lemma 4. On event Bm,T ,
‖gj,k‖T ≤ 2‖gj,k‖2 + γm, for all gj,k ∈ BH(2) (16)
for any (j, k) ∈ {1, 2, ..., d}2.
We now define the function class 2Fj := {f + f ′|f, f ′ ∈ Fj}. Our second lemma guarantees that the
empirical norm ‖ · ‖T of any function in 2Fj is uniformly lower bounded by the norm ‖ · ‖2.
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Lemma 5. Given properties of γm and δ2m,j = c4{ sj log dm + sj2m}, we define the event
Dm,T = {∀j ∈ [1, 2, ..., d], ‖gj‖T ≥ ‖gj‖2/2 for all gj ∈ 2Fj with ‖gj‖2 ≥ δm,j} (17)
wherem = T
c0rβ−1
c0rβ for β-mixing with rβ ≥ 1/c0. Then we have P(Dm,T ) ≥ 1−c2exp(−c3m(minj δ2m,j))−
T
−
(
1−c0
c0
)
where c2, c3 and c4 are constants..
Note that while both results require bounds on the univariate function classes, they do not require global
boundedness assumptions-that is, on quantities of the form ‖∑k∈Sj gj,k‖∞. Typically, we expect that the
‖ · ‖∞-norms of functions gj ∈ Fj scale with sj .
5.6 Completing the proof
Using Lemmas 4 and 5, we complete the proof of the main theorem. For the reminder of the proof, let us
condition on the events Am,T ∩ Bm,T ∩ Dm,T . Conditioning on the event Bm,T , we have
‖∆j,Sj‖T,1 =
∑
k∈Sj
‖∆j,k‖T ≤ 2
∑
k∈Sj
‖∆j,k‖2 + sjγm ≤ 2√sj‖∆j,Sj‖2 + sjγm. (18)
Our next step is to bound ‖∆j,Sj‖2 in terms of ‖∆j,Sj‖T and sjγm. We split our analysis into two cases.
Case 1: If ‖∆j,Sj‖2 < δm,j = Θ(√sjγm), then we conclude that ‖∆j,Sj‖1,T ≤ Csjγm.
Case 2: Otherwise, we have ‖∆j,Sj‖2 ≥ δm,j . Note that the function ∆j,Sj =
∑
k∈Sj ∆j,k belongs to the
class 2Fj so that it is covered by the event Dm,T . In particular, conditioned on the event Dm,T , we have
‖∆j,Sj‖2 ≤ 2‖∆j,Sj‖T . Combined with the previous bound (18), we conclude that
‖∆j,Sj‖T,1 ≤ C{
√
sj‖∆j,Sj‖T,2 + sjγm}.
Therefore in either case, a bound of the form ‖∆j,Sj‖T,1 ≤ C{√sj‖∆j,Sj‖T,2 + sjγm} holds. Substituting
the inequality in the bound (15) yields
ϑ
2
‖∆j‖2T ≤ C1
√
m
T
(
√
sj γ˜m‖∆j,Sj‖T + sj γ˜2m).
The term ‖∆j,Sj‖T on the right side of the inequality is bounded by ‖∆j‖T and the inequality still holds
after replacing ‖∆j,Sj‖T by ‖∆j‖T . Through rearranging terms in that inequality, we get,
‖∆j‖2T ≤ 2C1
1
ϑ
√
m
T
(√
sj γ˜m‖∆j‖T + sj γ˜2m
)
. (19)
Because mT ≤ 1 and 1ϑ ≥ 1, we can relax the inequality to
‖∆j‖2T ≤ 2C1
(
1
ϑ
(m
T
)1/4√
sj γ˜m‖∆j‖T + 1
ϑ2
(m
T
)1/2
sj γ˜
2
m
)
. (20)
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We can derive a bound on ‖∆j‖T from that inequality, which is
‖∆j‖2T ≤ C2
sj
ϑ2
√
m
T
γ˜2m = C2
sj
ϑ2
√
m
T
(
log(dT )
m
+ max(m, ˜m)
2
)
= C2
sj
ϑ2
(
log(dT )√
mT
+
√
m
T
max(m, ˜m)
2
)
= C2
sj
ϑ2
(
log(dT )√
mT
+
√
m
T
˜2m
)
,
(21)
where C2 only depends on C1. That completes the proof.
6 Numerical experiments
Our experiments are two-fold. First we perform simulations that validate the theoretical results in Sec-
tion 4. We then apply the SpAM framework on a Chicago crime dataset and show its improvement in
prediction error and ability to discover additional interesting patterns beyond the parametric model. Instead
of using the sparse and smooth objective in this paper, we implement a computationally faster approach
through the R CRAN package “SAM”, which includes the first penalty term ‖fj‖1,T but not the second term
‖fj‖1,H ([42]). We also implemented our original optimization problem in ‘cvx’ however due to computa-
tional challenges this does not scale. Hence we use “SAM”.
6.1 Simulations
We validate our theoretical results with experimental results performed on synthetic data. We generate
many trials with known underlying parameters and then compare the estimated function values with the
true values. For all trials the constant offset vector v is set identically at 0. Given an initial vector X0,
samples are generated consecutively using the equation Xt+1,j = f∗j (Xt) + wt+1,j , where wt+1,j is the
noise chosen from a uniform distribution on the interval [−0.4, 0.4] and f∗j is the signal function, which
means that the log-partition function Z(.) is the standard quadratic Z(x) = 12x
2 and the sufficient statistic
ϕ(x) = x. The signal function f∗j is assigned in two steps to ensure that the Markov chain mixes and we
incorporate sparsity. In the first step, we define sparsity parameters {sj}dj=1 all to be 3 (for convenience)
and set up a d by d sparse matrix A∗, which has 3 non-zero off-diagonal values on each row drawn from a
uniform distribution on the interval [− 12s , 12s ] and all 1 on diagonals. In the second step, given a polynomial
order parameter r, we map each value Xt,k in vector Xt to (Φ1(Xt,k),Φ2(Xt,k), ...,Φr(Xt,k)) in Rr space,
where Φi(x) = x
i
i! for any i in {1, 2, .., r}. We then randomly generate standardized vectors (b1j,k, b2j,k, b3j,k)
for every (j, k) in {1, 2, ..., d}2 and define f∗j as f∗j (Xt) =
∑d
k=1A
∗
j,k(
∑r
i=1 b
i
j,kΦi(Xt,k)). The tuning
parameter λT is chosen to be 3
√
log(dr)/T following the theory. We focus on polynomial kernels for
which we have theoretical guarantees in Lemma 1 and Corollary 1 since the “SAM” package is suited to
polynomial basis functions.
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Figure 1: (a) shows the logarithm of MSE over a range of log T values, from 80 to 240 under the regression
setting. (b) shows the MSE over a range of log d values, from 8 to 128 under the regression setting. In all
plots the mean value of 100 trials is shown, with error bars denoting the 90% confidence interval for plot
(a). For plot (b), we also have error bars results but we do not show them for the cleanness of the plot.
The simulation is repeated 100 times with 5 different values of d (d = 8, 16, 32, 64, 128), 5 different numbers
of time points (T = 80, 120, 160, 200, 240), and 3 different polynomial order parameters (r = 1, 2, 3) for
each repetition. These design choices are made to ensure the sequence (Xt)Tt=0 is stable and mixes. Other
experimental settings were also run with similar results.
We present the mean squared error (MSE) of our estimates in Fig. 1. Since we select r values from the same
vector (b1j,k, b
2
j,k, b
3
j,k) for all polynomial order parameters, the MSE for different r is comparable and will
be higher for larger r because of stronger absolute signal value. In Fig. 1(a), we see that MSE decreases
in the rate between T−1 and T−0.5 for all combinations of r and d. For larger d, MSE is larger and the
rate becomes slower. In Fig. 1(b), we see that MSE increases slightly faster than the log d rate for all
combinations of r and T which is consistent with Theorem 1 and Corollary 1.
Similarly we consider the Poisson link function and Poisson process for modeling count data. Given an
initial vector X0, samples are generated consecutively using the equation Xt+1,j ∼ Poisson(exp(f∗j (Xt))),
where f∗j is the signal function. The signal function f
∗
j is again assigned in two steps to ensure the Poisson
Markov process mixes. In the first step, we define sparsity parameters {sj}dj=1 all to be 3 and set up a d by
d sparse matrix A∗, which has 3 non-zero values on each row set to be −2 (this choice ensures the process
mixes). In the second step given a polynomial order parameter r, we map each value Xt,k in vector Xt to
(Φ1(Xt,k),Φ2(Xt,k), ...,Φr(Xt,k)) in Rr, where Φi(x) = x
i
i! for any i in {1, 2, .., r}. We then randomly
generate standardized vectors (b1j,k, b
2
j,k, b
3
j,k) for every (j, k) in {1, 2, ..., d}2 and define f∗j as f∗j (Xt) =∑d
k=1A
∗
j,k(
∑r
i=1 b
i
j,kΦi(Xt,k)). The tuning parameter λT is chosen to be 1.3(log d log T )(
√
r/
√
T ). The
simulation is repeated 100 times with 5 different numbers of time series (d = 8, 16, 32, 64, 128), 5 different
numbers of time points (T = 80, 120, 160, 200, 240) and 3 different polynomial order parameters (r =
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Figure 2: (a) shows the logarithm of MSE behavior over a range of log T values, from 80 to 240 for the
Poisson process. (b) shows the MSE behavior over a range of log d values, from 8 to 128 for the Poisson
process. In all plots the mean value of 100 trials is shown, with error bars denoting the 90% confidence
interval for plot (a). For plot (b), we also have error bars results but we do not show them for the cleanness
of the plot.
1, 2, 3) for each repetition. These design choices are made to ensure the sequence (Xt)Tt=0 mixes. Other
experimental settings were also considered with similar results, but are not included due to space constraints.
We present the mean squared error (MSE) of our estimations in Fig. 2. Since we select r values from the
same vector (b1j,k, b
2
j,k, b
3
j,k) for all polynomial order parameters, the MSE tends to be higher for larger r
because the process has larger variance. In Fig. 2 (a), we see that MSE decreases in the rate between T−1
and T−0.5 for all combinations of r and d. For larger d, MSE is larger and the rate becomes slower. In Fig.
2 (b), we see that MSE increases slightly faster than the log(d) rate for all combinations of r and T which
is consistent with our theory.
6.2 Chicago crime data
We now evaluate the performance of the SpAM framework on a Chicago crime dataset to model incidents
of severe crime in different community areas of Chicago. 1. We are interested in predicting the number of
homicide and battery (severe crime) events every two days for 76 community areas over a two month period.
The recorded time period is April 15, 2012 to April 14, 2014 as our training set and we choose the data from
April 15, 2014 to June 14, 2014 to be our test data. In other words, we consider dimension d = 76 and
time range T = 365 for training set and T = 30 for the test set. Though the dataset has records from 2001,
we do not use all previous data to be our training set since we do not have stationarity over a longer period.
1This dataset reflects reported incidents of crime that occurred in the City of Chicago from 2001 to present. Data is extracted
from the Chicago Police Department’s CLEAR (Citizen Law Enforcement Analysis and Reporting) system https://data.
cityofchicago.org
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We choose a 2 month test set for the same reason. We choose time horizon to be two days so that number
of crimes is counted over each two days. Since we are modeling counts, we use the Poisson GLM and the
exponential link Z(x) = ex.
We apply the “SAM” package for this task using B-spline as our basis. The degrees of freedom r are set to
1, 2, 3 or 4, where 1 means that we only use linear basis. In the first part of the experiment, we choose the
tuning parameter λT using 3-cross validation; the validation pairs are chosen as 60 days back (i.e., February
15, 2012 to February 14, 2014 as the training set and February 15, 2014 to April 14, 2014 as the testing set),
120 days back and 180 days back from April 15, 2012 and April 15, 2014 but with the same time range as
the training set and test set. Then we test SpAM with this choice of λT . The performance of the model is
measured by Pearson chi-square statistic, which is defined as
1
30
29∑
t=0
(Xt+1,j − fˆj(Xt))2
fˆj(Xt)
on the 30 test points for the jth community area. The Pearson chi-square statistic is commonly used as the
goodness-of-fit measure for discrete observations [18]. In Fig. 3, we show a box plot for the test loss on 17
non-trivial community areas, where “trivial” means that the number of crimes in the area follows a Poisson
distribution with constant rate, which tells us that there is no relation between that area and other areas
and no relation between different time. From Fig. 3, we can see that as basis become more complex from
linear to B-spline with 4 degrees of freedom, the performance of fitting is gradually (although not majorly)
improved. The main benefit of using higher-order (non-parametric) basis is revealed in Fig. 4 where we
pick two community areas and plot the λT path performance for every r in Fig. 4. In the examples of
two community areas shown in Fig. 4, we can see that the non-parametric SpAM has a lower test loss than
linear model (r = 1). For community area 34, when r is set to be 3 and 4, the SpAM model discovers
meaningful influences of other community areas on that area while the model with r equal to 1 or 2 choose a
constant Poisson process as the best fitting. A similar conclusion holds for community area 56. Here r = 1
corresponds to the parametric model in [16].
Finally, we present a visualization of the estimated network for the Chicago crime data. Since the estimated
model is a network, the sparse patterns can be represented as an adjacency matrix where 1 in the ith row
and jth column means that the ith community area has influence on the jth community area and 0 means
no effect. Given the adjacency matrix, we can use spectral clustering to generate clusters for different
polynomial order r’s used in SpAM model, which are shown in Figs. 5 (a) and (b). For each case, even
the location information is not used in learning at all, we find that the close community areas are clustered
together. We see that the patterns from the non-parametric model (r = 3) is different from the parametric
generalized linear model (r = 1) and they seem more smooth. It tells us that the non-parametric model
proposed in this work can help us to discover additional patterns beyond the linear model. Even in other
tasks, the clusters cannot represent the location information very well. In [3, 41], the authors proposed
a covariate-assisted method to deal with this problem, which applies spectral clustering on L + λXTX ,
20
0.4
0.5
0.6
0.7
0.8
1 2 3 4
r
Pe
a
rs
o
n
 s
ta
tis
tic
s
r
1
2
3
4
Figure 3: The boxplot shows the performance of SpAM on crime data measured by Pearson statistic for
r = 1, 2, 3, 4-degrees of freedom in B-spline basis.
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(a) Performance on community area 34
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(b) Performance on community area 56
Figure 4: (a) shows the Pearson statistic loss on the number of crimes in community area 34. (b) shows the
Pearson statistic loss on the number of crimes in community area 56.
where L is the adjacency matrix, X are the covariates (latitude and longitude in our case), and λ is a tuning
parameter. By using location information as the assisted covariate in spectral clustering, we obtain results in
Fig. 5 (c)(d). Since the location information is used, we see in both cases that community areas are almost
clustered in four groups based on location information. Again, we find that the patterns from non-parametric
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model is different from the linear model and the separation between clusters is slightly clearer.
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(a) r = 3
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(b) r = 1
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(c) r = 3 using location information
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(d) r = 1 using location information
Figure 5: (a) shows the clusters given by spectral clustering using the adjacency matrix from SpAM with
polynomial order r = 3, (b) shows the clusters when polynomial order r = 1. To derive clusters in (c),
compared to (a), we add location information to the adjacency matrix for r = 3. Similarly, we get clusters
in (d) using location information compared to (b) for r = 1.
7 Acknowledgement
This work is partially supported by NSF-DMS 1407028, ARO W911NF-17-1-0357, NGA HM0476-17-1-
2003, NSF-DMS 1308877.
22
References
[1] Y. Aı¨t-Sahalia, J. Cacho-Diaz, and R. J. A. Laeven. Modeling financial contagion using mutually
exciting jump processes. Technical report, National Bureau of Economic Research, 2010.
[2] Nachman Aronszajn. Theory of reproducing kernels. Transactions of the American mathematical
society, 68(3):337–404, 1950.
[3] N Binkiewicz, JT Vogelstein, and K Rohe. Covariate-assisted spectral clustering. Biometrika,
104(2):361–377, 2017.
[4] Mikhail Shlemovich Birman and Mikhail Zakharovich Solomyak. Piecewise-polynomial approxima-
tions of functions of the classes Wαp . Matematicheskii Sbornik, 115(3):331–355, 1967.
[5] Stephen Boyd and Lieven Vandenberghe. Convex optimization. Cambridge university press, 2004.
[6] E. N. Brown, R. E. Kass, and P. P. Mitra. Multiple neural spike train data analysis: state-of-the-art and
future challenges. Nature neuroscience, 7(5):456–461, 2004.
[7] Marine Carrasco and Xiaohong Chen. Mixing and moment properties of various garch and stochastic
volatility models. Econometric Theory, 18(1):17–39, 2002.
[8] V. Chavez-Demoulin and J. A. McGill. High-frequency financial data modeling using Hawkes pro-
cesses. Journal of Banking & Finance, 36(12):3415–3426, 2012.
[9] M. Ding, CE Schroeder, and X. Wen. Analyzing coherent brain networks with Granger causality. In
Conf. Proc. IEEE Eng. Med. Biol. Soc., pages 5916–8, 2011.
[10] Paul Doukhan. Mixing: properties and examples. Universite´ de Paris-Sud. De´partement de
Mathe´matique, 1991.
[11] Paul Doukhan. Mixing: properties and examples. Springer-Verlag, 1994.
[12] Konstantinos Fokianos, Anders Rahbek, and Dag Tjøstheim. Poisson autoregression. Journal of the
American Statistical Association, 104(488):1430–1439, 2009.
[13] Konstantinos Fokianos and Dag Tjøstheim. Log-linear Poisson autoregression. Journal of Multivariate
Analysis, 102(3):563–578, 2011.
[14] Sara A Geer. Empirical Processes in M-estimation, volume 6. Cambridge university press, 2000.
[15] Chong Gu. Smoothing spline ANOVA models, volume 297. Springer Science & Business Media, 2013.
[16] Eric C Hall, Garvesh Raskutti, and Rebecca Willett. Inference of high-dimensional autoregressive
generalized linear models. arXiv preprint arXiv:1605.02693, 2016.
23
[17] Andre´as Heinen. Modeling time series count data: an autoregressive conditional Poisson model. Avail-
able at SSRN 1117187, 2003.
[18] David W Hosmer, Trina Hosmer, Saskia Le Cessie, Stanley Lemeshow, et al. A comparison of
goodness-of-fit tests for the logistic regression model. Statistics in medicine, 16(9):965–980, 1997.
[19] George Kimeldorf and Grace Wahba. Some results on tchebycheffian spline functions. Journal of
mathematical analysis and applications, 33(1):82–95, 1971.
[20] V. Koltchinskii and M. Yuan. Sparsity in multiple kernel learning. Annals of Statistics, 38:3660–3695,
2010.
[21] Leonid Kontorovich. Measure concentration of strongly mixing processes with applications. PhD
thesis, Weizmann Institute of Science, 2007.
[22] Leonid Aryeh Kontorovich, Kavita Ramanan, et al. Concentration inequalities for dependent random
variables via the martingale method. The Annals of Probability, 36(6):2126–2158, 2008.
[23] David S Matteson, Mathew W McLean, Dawn B Woodard, and Shane G Henderson. Forecasting
emergency medical service call arrival rates. The Annals of Applied Statistics, pages 1379–1406,
2011.
[24] Daniel Mcdonald, Cosma Shalizi, and Mark Schervish. Estimating beta-mixing coefficients. In Pro-
ceedings of the Fourteenth International Conference on Artificial Intelligence and Statistics, pages
516–524, 2011.
[25] L. Meier, S. van de Geer, and P. Buhlmann. High-dimensional additive modeling. Annals of Statistics,
37:3779–3821, 2009.
[26] James Mercer. Functions of positive and negative type, and their connection with the theory of integral
equations. Philosophical transactions of the royal society of London. Series A, containing papers of a
mathematical or physical character, 209:415–446, 1909.
[27] Mehryar Mohri and Afshin Rostamizadeh. Stability bounds for stationary ϕ-mixing and β-mixing
processes. Journal of Machine Learning Research, 11(Feb):789–814, 2010.
[28] Abdelkader Mokkadem. Mixing properties of arma processes. Stochastic processes and their applica-
tions, 29(2):309–315, 1988.
[29] Andrew Nobel and Amir Dembo. A note on uniform laws of averages for dependent processes. Statis-
tics & Probability Letters, 17(3):169–172, 1993.
24
[30] Y. Ogata. Seismicity analysis through point-process modeling: A review. Pure and Applied Geo-
physics, 155(2-4):471–507, 1999.
[31] Garvesh Raskutti, Martin J Wainwright, and Bin Yu. Minimax-optimal rates for sparse additive models
over kernel classes via convex programming. Journal of Machine Learning Research, 13(Feb):389–
427, 2012.
[32] P. Ravikumar, H. Liu, J. Lafferty, and L. Wasserman. SpAM: sparse additive models. Journal of the
Royal Statistical Society, Series B, 2010.
[33] Tina Hviid Rydberg and Neil Shephard. A modelling framework for the prices and times of trades
made on the new york stock exchange. Technical report, Nuffield College, 1999. Working Paper
W99-14.
[34] Saburou Saitoh. Theory of reproducing kernels and its applications, volume 189. Longman, 1988.
[35] Alex J Smola and Bernhard Scho¨lkopf. Learning with kernels. GMD-Forschungszentrum Informa-
tionstechnik, 1998.
[36] C. J. Stone. Additive regression and other nonparametric models. Annals of Statistics, 13(2):689–705,
1985.
[37] Mathukumalli Vidyasagar. A theory of learning and generalization. Springer-Verlag New York, Inc.,
2002.
[38] Grace Wahba. Spline models for observational data. SIAM, 1990.
[39] Howard L Weinert. Reproducing kernel Hilbert spaces: applications in statistical signal processing,
volume 25. Hutchinson Ross Pub. Co., 1982.
[40] Bin Yu. Rates of convergence for empirical processes of stationary mixing sequences. The Annals of
Probability, pages 94–116, 1994.
[41] Yilin Zhang, Marie Poux-Berthe, Chris Wells, Karolina Koc-Michalska, and Karl Rohe. Discov-
ering political topics in facebook discussion threads with spectral contextualization. arXiv preprint
arXiv:1708.06872, 2017.
[42] Tuo Zhao and Han Liu. Sparse additive machine. In AISTATS, pages 1435–1443, 2012.
[43] K. Zhou, H. Zha, and L. Song. Learning social infectivity in sparse low-rank networks using multi-
dimensional Hawkes processes. In Proceedings of the 16th International Conference on Artificial
Intelligence and Statistics (AISTATS), 2013.
25
8 Appendix
In this Appendix, we give the proofs for Theorem 2, the two examples in Subsection 4.3, Theorems 3 and
Theorem 4 (which are the key results used in the proof of Theorem 1). Then proofs for other Lemmas are
presented in Subsection 8.5.
8.1 Proof of Theorem 2
The outline of this proof is the same as the outline of the proof for Theorem 1. The key difference here is
that, given a φ-mixing process with 0.781 ≤ rφ ≤ 2, we are able to derive sharper rates for Theorem 4 and
Lemma 5, which result in m = T
rφ
rφ+2 . For rφ ≤ 2 this rate is sharper since T
rφ
rφ+2 ≥ T
rφ−1
rφ . Specifically,
using the concentration inequality from [22], we show two Lemmas which give us a largerm than Theorem 4
and Lemma 5.
Lemma 6. Define the event
Bm,T =
{
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
|‖fj,k‖T − ‖fj,k‖2| ≤ γm
2
}
.
For a stationary φ-mixing process (Xt)Tt=0 with 0.781 ≤ rφ ≤ 2 and m = T
rφ
rφ+2 , we have P(Bm,T ) ≥
1− c2exp(−c3(mγ2m)2) where c2 and c3 are constants.
Moreover, on the event Bm,T , for any g ∈ BH(1) with ‖g‖2 ≥ γm,
‖g‖2
2
≤ ‖g‖T ≤ 3
2
‖g‖2. (22)
Lemma 7. Given properties of γm and δ2m,j = c4{ sj log(d)m + sj2m}, we define the event
Dm,T = {∀j ∈ [1, 2, ..., d], ‖gj‖T ≥ ‖gj‖2/2 for all gj ∈ 2Fj with ‖gj‖2 ≥ δm,j}.
For a φ-mixing process (Xt)Tt=0 with 0.781 ≤ rφ ≥ 2 and m = T
rφ
rφ+2 , we have P(Dm,T ) ≥ 1 −
c2exp(−c3(m(minj δ2m,j))2) where c2, c3 and c4 are constants.
Following the outline of the proof for Theorem 1, we replace Theorem 4 and Lemma 5 by Lemma 6 and
Lemma 7, which allows us to prove Theorem 2.
8.2 Proofs for Subsection 4.3
Now we give proofs for Lemmas 1 and Lemma 2 for the two examples in Subsection 4.3.
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Proof for Lemma 1. : Recall our definition of ˜m, by choosing M0 as M0 = ξ, we have that
log(dT )
3log(M0dT )√
m
√√√√M0∑
i=1
min(µi, σ2) +
√
T
m
√√√√ ∞∑
i=M0+1
min(µi, σ2)

= 3
log(ξdT ) log(dT )√
m
√√√√ ξ∑
i=1
min(µi, σ2).
(23)
Since min(µi, σ2) ≤ σ2, that equation is upper bounded by
3σ
√
ξ
m
log(ξdT ) log(dT ). (24)
Since ˜m is the minimal value of σ such that (23) lower than σ2, from the upper bound (24) we can show
that
˜m = O
(√
ξ
m
log(ξdT )2
)
.
Proof of Lemma 2: Before proving ˜m, we recall the discussion of m [31]. To simplify the discussion, we
assume that there exists an integer `0 such that σ2 = 1`2α0
. That assumption doesn’t affect the rate which
we’ll get for m. Using the definition of `0, min(µi, σ2) = σ2 when i < `0 and min(µi, σ2) = µi when
i ≥ `0. Therefore, since µi = (1/i)2α, we have
1√
m
√√√√ ∞∑
i=1
min(µi, σ2) ≤ 1√
m
√
`0σ2 +
1
2α− 1
1
`2α−10
=
1√
m
σ1−
1
2α
√
2α
2α− 1 .
Hence m = O(m
− α
2α+1 ). For ˜m, we still define `0 to be σ2 = 1`2α0
. We require the nuisance parameter
M0 ≥ `0, whose value will be assigned later. Again, using the fact that min(µi, σ2) = σ2 when i < `0 and
min(µi, σ
2) = µi when i ≥ `0 and µi = (1/i)2α, we have
log(dT )
3log(M0dT )√
m
√√√√M0∑
i=1
min(µi, σ2) +
√
T
m
√√√√ ∞∑
i=M0+1
min(µi, σ2)

≤ log(dT )
(
3
log(M0dT )√
m
√
σ2−
1
α +
1
2α− 1
(
1
`2α−10
− 1
M2α−10
)
+
√
T
m
√
1
2α− 1
1
M2α−10
)
= log(dT )
(
3
log(M0dT )√
m
√
2α
2α− 1σ
2− 1
α − 1
2α− 1
1
M2α−10
+
√
T
m
√
1
2α− 1
1
M2α−10
)
≤ log(dT )
3log(M0dT )√
m
√
2α
2α− 1σ
1− 1
2α +
√
T
m
√
1
2α− 1
1
M
α− 1
2
0
 .
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In order to obtain a similar rate as m, we set up the value of M0 such that
(√√
T
m
1
M
α− 12
0
)1+ 1
2α
= 1√
m
.
In other words, M0 = m
1
2α+1T
1
2α−1 . After plugging in the value of M0, we obtain an upper bound
log(dT )
(
3
√
2α
2α− 1
log(M0dT )√
m
σ1−
1
2α +
√
1
2α− 1
(
1√
m
) 4α
2α+1
)
. (25)
Compare the upper bound (25) with σ2, we obtain
˜m = O(m
− α
2α+1 (log(M0dT ) log(dT ))
2α
2α+1 ) = O
((
log(dT )2√
m
) 2α
2α+1
)
.
8.3 Proof of Theorem 3
We consider single univariate function here and use f to refer each fj,k. Finally, we’ll use union bound
to show that the result holds for every j, k. Before presenting the proof, we point out that there exists an
equivalent class F, which means that
sup
f∈F
∣∣∣∣∣ 1T
T∑
t=1
f(Xt)wt
∣∣∣∣∣ ≤ sup‖f‖H≤1,‖f‖2≤σ
∣∣∣∣∣ 1T
T∑
t=1
f(Xt)wt
∣∣∣∣∣ ≤ sup
f∈√2F
∣∣∣∣∣ 1T
T∑
t=1
f(Xt)wt
∣∣∣∣∣ . (26)
That function class F is defined as
F = {f =
∞∑
i=1
βi
√
µiΦi(x)|
∞∑
i=1
ηiβ
2
i ≤ 1} where ηi =
(
min
(
1,
σ2
µi
))−1
.
The equivalence is because of
{f |‖f‖H ≤ 1, ‖f‖2 ≤ σ} = {f =
∞∑
i=1
βi
√
µiΦi(x)|
∞∑
i=1
β2i ≤ 1,
∞∑
i=1
µiβ
2
i ≤ σ2},
(1)
∑∞
i=1 max(1,
µi
σ2
)β2i ≤ 1⇒
∑∞
i=1 β
2
i ≤ 1,
∑∞
i=1
µi
σ2
β2i ≤ 1, and (2)
∑∞
i=1 β
2
i ≤ 1,
∑∞
i=1
µi
σ2
β2i ≤ 1⇒∑∞
i=1 max(1,
µi
σ2
)β2i ≤
∑∞
i=1(1 +
µi
σ2
)β2i ≤ 2. Next, we prove the results for f ∈ F. Let’s define
Yn =
1
T
n∑
t=1
Φi(Xt)wt. (27)
Then we have
Yn − Yn−1 = 1
T
Φi(Xn)wn,
E[Yn − Yn−1|w1, ..., wn−1] = 1
T
E[Φi(Xn)|w1, ..., wn−1]E[wn] = 0.
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It tells us that {Yn}Tn=1 is a martingale. Therefore, we are able to use Lemma 4 on Page 20 in [16].
Additionally, given that Φi(.) is bounded by 1 and Assumption 1 for wt, we know that
|Yn − Yn−1| = 1
T
|Φi(Xn)wn| ≤ log(dT )
T
.
In order to use Lemma 4 in [16], we bound the so-called term M in and hence the so-called summation term
Dn in [16], which are
M in =
n∑
t=1
E
[
(Yt − Yt−1)i|w1, ..., wt−1
] ≤ n log(dT )i
T i
, and
Dn =
∑
i≥2
%i
i!
M in ≤
∑
i≥2
%i
i!
n
log(dT )i
T i
= n
(
e% log(dT )/T − 1− % log(dT )
T
)
,
for any nuisance parameter %. That bound on Dn is defined as Dˆn. Then using the results from Lemma 4
in [16] that max(E[e%Yn ], E[e−%Yn ]) ≤ eDˆn for a martingale {Yn}Tn=1 and the Markov inequality, we are
able to get an upper bound on the desired quantity Yn, that is,
P (|Yn| ≥ y) ≤E[e%|Yn|]e−%y ≤
(
E[e%Yn ] + E[e−%Yn ]
)
e−%y ≤ 2eDˆn−%y
=2exp(n(e% log(dT )/T − 1− % log(dT )
T
)− %y).
(28)
By setting the nuisance parameter % = Tlog(dT ) log(
yT
n log(dT ) + 1), that yields the lowest bound
P (|Yn| ≥ y) ≤ 2exp
(
−nH
(
Ty
n log(dT )
))
, where H(x) = (1 + x) log(1 + x)− x.
We can use the fact that H(x) ≥ 3x22(x+3) for x ≥ 0 to further simplify the bound and get
P (|Yn| ≥ y) ≤ 2exp
( −3T 2y2
2Ty log(dT ) + 6n log(dT )2
)
.
Plugging in the definition of Yn, this result means that
P (
∣∣∣∣∣ 1T
n∑
t=1
Φi(Xt)wt
∣∣∣∣∣ ≥ y) ≤ 2exp
( −3T 2y2
2Ty log(dT ) + 6n log(dT )2
)
.
Then by setting n = T , we get
P (
∣∣∣∣∣ 1T
T∑
t=1
Φi(Xt)wt
∣∣∣∣∣ ≥ y) ≤ 2exp
( −3Ty2
2y log(dT ) + 6 log(dT )2
)
. (29)
Using union bound, we obtain an upper bound for the supreme over M0 such terms, which is
P ( sup
i=1,2,..,M0
∣∣∣∣∣ 1T
T∑
t=1
Φi(Xt)wt
∣∣∣∣∣ ≥ y) ≤ exp
( −3Ty2
2y log(dT ) + 6 log(dT )2
+ log(2M0)
)
. (30)
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We will show next that (30) enables us to bound supf∈F
∣∣∣ 1T ∑Tt=1 f(Xt)wt∣∣∣, which is our goal. First, we
decompose it into two parts
sup
f∈F
∣∣∣∣∣ 1T
T∑
t=1
f(Xt)wt
∣∣∣∣∣
= sup∑∞
i=1 ηiβ
2
i≤1
∣∣∣∣∣ 1T
T∑
t=1
( ∞∑
i=1
βi
√
µiΦi(Xt)
)
wt
∣∣∣∣∣
= sup∑∞
i=1 ηiβ
2
i≤1
∣∣∣∣∣ 1T
∞∑
i=1
βi
√
µi
(
T∑
t=1
Φi(Xt)wt
)∣∣∣∣∣
≤ sup∑∞
i=1 ηiβ
2
i≤1
∣∣∣∣∣ 1T
M0∑
i=1
βi
√
µi
(
T∑
t=1
Φi(Xt)wt
)∣∣∣∣∣+ sup∑∞
i=1 ηiβ
2
i≤1
∣∣∣∣∣∣ 1T
∞∑
i=M0+1
βi
√
µi
(
T∑
t=1
Φi(Xt)wt
)∣∣∣∣∣∣ .
The second part can be easily bounded using Assumption 1 in following
sup∑∞
i=1 ηiβ
2
i≤1
∣∣∣∣∣∣ 1T
∞∑
i=M0+1
βi
√
µi
(
T∑
t=1
Φi(Xt)wt
)∣∣∣∣∣∣ ≤ sup∑∞i=1 ηiβ2i≤1
∞∑
i=M0+1
βi
√
µi log(dT ).
Using Cauchy-Schwarz inequality, this upper bound is further bounded by
sup∑∞
i=1 ηiβ
2
i≤1
√√√√ ∞∑
i=M0+1
ηiβ2i
√√√√ ∞∑
i=M0+1
µi
ηi
log(dT ),
which is smaller than √√√√ ∞∑
i=M0+1
µi
ηi
log(dT ) =
√√√√ ∞∑
i=M0+1
min(µi, σ2) log(dT ).
Our next goal is to show that we can bound the first part sup∑∞
i=1 ηiβ
2
i≤1
∣∣∣ 1T ∑M0i=1 βi√µi (∑Tt=1 Φi(Xt)wt)∣∣∣
using (30). To bound that, simply using Cauchy-Schwarz inequality, we get
sup∑∞
i=1 ηiβ
2
i≤1
∣∣∣∣∣ 1T
M0∑
i=1
βi
√
µi
(
T∑
t=1
Φi(Xt)wt
)∣∣∣∣∣
≤ sup∑∞
i=1 ηiβ
2
i≤1
√√√√M0∑
i=1
ηiβ2i
√√√√M0∑
i=1
µi
ηi
(
1
T
T∑
t=1
Φi(Xt)wt
)2
≤
√√√√M0∑
i=1
µi
ηi
sup
i=1,2,..,M0
∣∣∣∣∣ 1T
T∑
t=1
Φi(Xt)wt
∣∣∣∣∣ .
Using (30), we show that the first part is upper bounded by√√√√M0∑
i=1
min(µi, σ2)y,
30
with probability at least 1 − exp
(
−3Ty2
2y log(dT )+6 log(dT )2
+ log(M0)
)
. Therefore, after combining the bounds
on the two parts, we obtain the upper bound for supf∈√2F
∣∣∣ 1T ∑Tt=1 f(Xt)wt∣∣∣, which is
sup
f∈√2F
∣∣∣∣∣ 1T
T∑
t=1
f(Xt)wt
∣∣∣∣∣ ≤ √2

√√√√M0∑
i=1
min(µi, σ2)y +
√√√√ ∞∑
i=M0+1
min(µi, σ2) log(dT )
 ,
with probability at least 1− exp
(
−3Ty2
2y log(dT )+6 log(dT )2
+ log(M0)
)
. Further, after applying union bound on
all (j, k) ∈ {1, 2, ..., d}2 and recalling the connection between {f |‖f‖H ≤ 1, ‖f‖2 ≤ σ} and
√
2F, we can
show that with probability at least 1− exp
(
−3Ty2
2y log(dT )+6 log(dT )2
+ log(M0) + 2 log(d)
)
,
sup
‖fj,k‖H≤1‖fj,k‖2≤σ
∣∣∣∣∣ 1T
T∑
t=1
fj,k(Xt)wt,j
∣∣∣∣∣ ≤ √2

√√√√M0∑
i=1
min(µi, σ2)y +
√√√√ ∞∑
i=M0+1
min(µi, σ2) log(dT )
 ,
for all (j, k) ∈ {1, 2, ..., d}2 and any M0, y.
Finally, by setting y = 3 (log(M0dT )) log(dT )√
T
, we obtain that, with probability at least 1− 1M0T ,
sup
‖fj,k‖H≤1,‖fj,k‖2≤σ
∣∣∣∣∣ 1T
T∑
t=1
fj,k(Xt)wt
∣∣∣∣∣
≤
√
2 log(dT )
3(log(M0dT ))√
T
√√√√M0∑
i=1
min(µi, σ2) +
√√√√ ∞∑
i=M0+1
min(µi, σ2)
 .
Here, we assumed T ≥ 2, log(M0dT ) ≥ 1. Our definition of ˜m guarantees that, if σ > ˜m, then
√
2 log(dT )
3(log(M0dT ))√
T
√√√√M0∑
i=1
min(µi, σ2) +
√√√√ ∞∑
i=M0+1
min(µi, σ2)
 ≤ √2√m
T
σ2.
That completes our proof for Theorem 3.
8.4 Proof of Theorem 4
Since we have ‖fj,k‖∞ ≤ 1, it suffices to bound
P
(
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
|‖fj,k‖2T − ‖fj,k‖22| ≥
γ2m
4
)
.
The proofs are based on the result for independent case from Lemma 7 in [31], which shows that there exists
constants (c˜1, c˜2) such that
P0
(
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
m
m∑
t=1
f2j,k(X˜t)− ‖fj,k‖22| ≥
γ2m
10
)
≤ c˜1exp(−c˜2mγ2m), (31)
31
where {X˜t}mt=1 are i.i.d drawn from the stationary distribution ofXt denoted by P0. Let T = m`. We divide
the stationary T -sequence XT = (X1, X2, ..., XT ) into m blocks of length `. We use Xa,b to refer the b-th
variable in block a. Therefore, we can rewrite
P
(
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
T
T∑
t=1
f2j,k(Xt)− ‖fj,k‖22| ≥
γ2m
4
)
as
P
(
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
|1
`
∑`
b=1
1
m
m∑
a=1
f2j,k(Xa,b)− ‖fj,k‖22| ≥
γ2m
4
)
. (32)
Using the fact that sup |∑ ..| ≤∑ sup |..|, (32) is smaller than
P
(
1
`
∑`
b=1
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
m
m∑
a=1
f2j,k(Xa,b)− ‖fj,k‖22| ≥
γ2m
4
)
,
which, by using the fact that P (1`
∑`
i=1 ai ≥ c) ≤ P (∪`i=1(ai ≥ c)) ≤
∑`
i=1 P (ai ≥ c), is bounded by∑`
b=1
P
(
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
m
m∑
a=1
f2j,k(Xa,b)− ‖fj,k‖22| ≥
γ2m
4
)
.
Using the fact that the process is stationary, it is equivalent to
`P
(
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
m
m∑
a=1
f2j,k(Xa,`)− ‖fj,k‖22| ≥
γ2m
4
)
. (33)
Our next steps are trying to bound the non-trivial part in (33). Because of Lemma 2 in [29], we can replace
{Xa,l}ma=1 by their independent copies under probability measure P0 with a sacrifice of mβ(`). Then we
are able to use (31) to bound the remaining probability. First, using Lemma 2 in [29], we have
P
(
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
m
m∑
a=1
f2j,k(Xa,`)− ‖fj,k‖22| ≥
γ2m
4
)
≤ P0
(
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
m
m∑
a=1
f2j,k(Xa,`)− ‖fj,k‖22| ≥
γ2m
4
)
+mβ(`).
Now, using (31), it is bounded by
c˜1exp(2 log(d)− c˜2mγ2m) +mβ(`).
Therefore, we get
P
(
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
T
T∑
t=1
f2j,k(Xt)− ‖fj,k‖22| ≥
γ2m
4
)
≤ `P
(
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
m
m∑
a=1
f2j,k(Xa,`)− ‖fj,k‖22| ≥
γ2m
4
)
≤ `c˜1exp(2 log(d)− c˜2mγ2m) + Tβ(`).
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Recall that ` = T/m and the definition of β(`), which is equal to `−rβ , that bound hence is
c˜1exp(2 log(dT )− c˜2mγ2m) + T
(
T
m
)−rβ
.
Recall our definition of γm with mγ2m ≥ c21 log(dT ) and m = T
c0rβ−1
c0rβ , hence that probability is(
c˜3exp(−c˜4mγ2m) + T−
(
1−c0
c0
))
,
for some constants c˜3 and c˜4. That completes the proof. For the follow-up statement, condition on the event
Bm,T , for any g ∈ BH(1) with ‖g‖2 ≥ γm, we have h = γm g‖g‖2 is in BH(1) and ‖h‖2 ≤ γm. Therefore,
we have ∣∣∣∣‖γm g‖g‖2 ‖T − ‖γm g‖g‖2 ‖2
∣∣∣∣ ≤ γm2 ,
which implies
|‖g‖T − ‖g‖2| ≤ 1
2
‖g‖2.
8.5 Other proofs
Proof of Lemma 3. The statement which we want to show is equivalent to
| 1
T
T∑
t=1
fj,k(Xt)wt,j | ≤ 4
√
2‖fj,k‖H
√
m
T
(γ˜2m + γ˜m
‖fj,k‖T
‖fj,k‖H ) (34)
for any fj,k ∈ H, for any (j, k) ∈ [1, 2, ..., d]2.
For each j, k, we define
ZT,j,k(w; `) := | sup
‖fj,k‖T≤`,‖fj,k‖H≤1
1
T
T∑
t=1
fj,k(Xt)wt,j |.
We claim that on event Am,T ∩ Bm,T ,
ZT,j,k(w; `) ≤ 4
√
2
√
m
T
(γ˜2m + γ˜m`) for any (j, k) ∈ [1, 2, ..., d]2. (35)
We give the proof in following.
Proof. Based on the sandwich inequality in Theorem 4, for any g ∈ BH(1), any σ ≥ γm, when ‖g‖2 ≥
2σ ≥ γm, ‖g‖T ≥ ‖g‖22 ≥ σ. Therefore,
For any σ ≥ γm, if ‖g‖T ≤ σ then ‖g‖2 ≤ 2σ. (36)
33
Using this fact, we proceed the proof in two cases.
Case 1: If ` ≤ γ˜m, then
ZT,j,k(w; `) = | sup
‖fj,k‖T≤`,‖fj,k‖H≤1
1
T
T∑
t=1
fj,k(Xt)wt,j |
≤ | sup
‖fj,k‖T≤γ˜m,‖fj,k‖H≤1
1
T
T∑
t=1
fj,k(Xt)wt,j |.
Since γ˜m ≥ γm, using the fact (36), we get
ZT,j,k(w; `) ≤ | sup
‖fj,k‖2≤2γ˜m,‖fj,k‖H≤1
1
T
T∑
t=1
fj,k(Xt)wt,j |.
Further, since γ˜m ≥ ˜m, we are able to use Theorem 3 and show that
ZT,j,k(w; `) ≤ 4
√
2
√
m
T
γ˜2m.
Case 2: If ` ≥ γ˜m, we use scaling on f to transform it to Case 1, hence we can show a bound in following.
ZT,j,k(w; `) = | sup
‖fj,k‖T≤`,‖fj,k‖H≤1
1
T
T∑
t=1
fj,k(Xt)wt,j |
= | `
γ˜m
sup
‖ γ˜m
`
fj,k‖T≤γ˜m,‖ γ˜m` fj,k‖H≤ γ˜m`
1
T
T∑
t=1
γ˜m
`
fj,k(Xt)wt,j |
≤ | `
γ˜m
sup
‖f˜j,k‖T≤γ˜m,‖f˜j,k‖H≤1
1
T
T∑
t=1
f˜j,k(Xt)wt,j |
≤ 4
√
2
√
m
T
`γ˜m.
Therefore, statement (35) is true.
Next, we use proof by contradiction to prove (34). If (34) fails for a function f0j,k, we can assume ‖f0j,k‖H =
1, otherwise, statement also fails for
f0j,k
‖f0j,k‖H
. Then we let ` = ‖f0j,k‖T . Now ‖f0j,k‖T ≤ `, ‖f0j,k‖H ≤ 1, but∣∣∣∣∣ 1T
T∑
t=1
f0j,k(Xt)wt,j
∣∣∣∣∣ ≥ 4√2
√
m
T
(γ˜2m‖f0j,k‖H + γ˜m‖f0j,k‖T ) = 4
√
2
√
m
T
(γ˜2m + γ˜m`),
which contradicts (35). Therefore, (34) is true.
Proof of Lemma 4. First, using Theorem 4, on event Bm,T for any (j, k) ∈ [1, 2, ..., d]2,
‖fj,k‖T ≤ ‖fj,k‖2 + γm
2
for all fj,k ∈ BH(1) and ‖fj,k‖2 ≤ γm. (37)
34
On the other hand, if ‖fj,k‖2 > γm, then the sandwich relation in Theorem 4 implies that ‖fj,k‖T ≤
2‖fj,k‖2. Therefore, we have
‖fj,k‖T ≤ 2‖fj,k‖2 + γm
2
for all fj,k ∈ BH(1).
The proof is completed by noticing gj,k = 2fj,k.
Proof of Lemma 5. First, we point out that we only need to show that
‖gj‖T ≥ δm,j/2 for all gj ∈ 2Fj with ‖gj‖2 = δm,j ,
because if ‖gj‖2 ≥ δm,j , we can scale gj to δm,j‖gj‖2 gj , which belongs to 2Fj as well since
δm,j
‖gj‖2 < 1. We
choose a truncation level τ > 0 and define the function
`τ (u) = { u
2 if |u| ≤ τ
τ2 otherwise
Since u2 ≥ `τ (u) for all u ∈ R, we have
1
T
T∑
t=1
g2j (Xt) ≥
1
T
T∑
t=1
`τ (gj(Xt)).
The remainder of the proof consists of the following steps:
(1) First, we show that for all gj ∈ 2F with ‖gj‖ = δm,j , we have
E[`τ (gj(x))] ≥ 1
2
E[g2j (x)] =
δ2m,j
2
.
(2) Next we prove that
sup
gj∈2Fj ,‖gj‖2≤δm,j
| 1
T
T∑
t=1
`τ (gj(Xt))− E[`τ (g(Xt))]| ≤
δ2m,j
4
, (38)
with high probability for β mixing process with r ≥ 1/c0.
Putting together the pieces, we conclude that for any gj ∈ Fj with ‖gj‖2 = δm,j , we have
1
T
T∑
t=1
g2j (Xt) ≥
1
T
T∑
t=1
`τ (gj(Xt)) ≥
δ2m,j
2
− δ
2
m,j
4
=
δ2m,j
4
,
with high probability (to be specified later). This shows that eventDm,T holds with high probability, thereby
completing the proof. It remains to establish the claims.
Part 1. Establishing the lower bound for E[`τ (gj(x))]:
35
Proof. We can not use the same proofs as in the independent case from [31], since each element from the
multivariate variable x = (x1, ..., xd) is not independent from others in the stationary distribution. That is
the reason why we need to have Assumption 4. In the independent case, Assumption 4 is shown to be true
in [31]. Note that
gj(x) =
∑
k∈U
gj,k(xj),
for a subset U of cardinality at most 2sj , we have
E[`τ (gj(x))] ≥ E[g2j (x)I[|gj(x)| ≤ τ ]] = δ2m,j − E[g2j (x)I[|gj(x)| ≥ τ ]].
Using Cauchy-Schwarz inequality and Markov inequality, we can show that
(E[g2j (x)I[|gj(x)| ≥ τ ]])2 ≤ E[g4j (x)]P (|gj(x)| ≥ τ) ≤ E[g4j (x)]
δ2m,j
τ2
.
SinceE[g4j (x)] ≤ Cδ2m,j = CE[g2j (x)] given by Assumption 4, by choosing τ ≥ 2
√
C, we are able to show
that
E[`τ (gj(x))] ≥ 1
2
E[g2j (x)] =
δ2m,j
2
.
Part 2. Establishing the probability bound on
sup
gj∈2Fj ,‖gj‖2≤δm,j
| 1
T
T∑
t=1
`τ (gj(Xt))− E[`τ (gj(X1))]| ≤
δ2m,j
4
.
Proof. Similar as the proof of Lemma. 3, we base our proof on the independent result from Lemma 4 in
[31], which is
P0( sup
gj∈2Fj ,‖gj‖2≤δm,j
| 1
m
m∑
a=1
`τ (g(Xa))− E[`τ (g(X1))]| ≥
δ2m,j
12
) ≤ c˜1exp(−c˜2mδ2m,j). (39)
We let T = m`. Using the same facts and results as in the proof for Theorem 4, we have
P( sup
gj∈2Fj ,‖gj‖2≤δm,j
| 1
T
T∑
t=1
`τ (gj(Xt))− E[`τ (gj(X1))]| ≥
δ2m,j
4
)
= P( sup
gj∈2Fj ,‖gj‖2≤δm,j
|1
`
∑`
b=1
1
m
m∑
a=1
`τ (gj(Xa,b))− E[`τ (g(Xa,1))]| ≥
δ2m,j
4
)
≤ `P0( sup
gj∈2Fj ,‖gj‖2≤δm,j
| 1
m
m∑
a=1
`τ (gj(Xa,`))− E[`τ (g(Xa,`))]| ≥
δ2m,j
4
) + Tβ(`).
Using (39), we conclude that it is upper bounded by
`c˜1exp(−c˜2mδ2m,j) + T (
T
m
)−rβ ,
which is then upper bounded by c˜3exp(−c˜4mδ2m,j) + T−
1−c0
c0 for constants c˜3, c˜4.
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Now, we proved that all claims are correct. Therefore, we complete the proof.
Proof of Lemma 6. For φ-mixing process with 0.781 ≤ φ ≤ 2, we can use the concentration inequality
from [22] to show sharper rate in Lemma 6 than Theorem 4. That concentration inequality is presented in
following.
Lemma 8 (McDirmaid inequality in [22, 27]). Suppose S is a countable space, FS is the set of all subsets
of Sn, Q is a probability measure on (Sn,FS) and g : Sn → R is a c-Lipschitz function (with respect to the
Hamming metric) on Sn for some c > 0. Then for any y > 0,
P(|g(X)− Eg(X)| ≥ y) ≤ 2exp
(
− y
2
2nc2(1 + 2
∑n−1
`=1 φ(`))
2
)
.
Its original version is for discrete space, which is then generalized to continuous case in [21]. Here, we use
its special form for the φ-mixing process which is pointed out in [21] and [27].
For our statement, as pointed out in the proof for Theorem 4, since we have ‖fj,k‖∞ ≤ 1, it suffices to
bound
P
(
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
|‖fj,k‖2T − ‖fj,k‖22| ≥
γ2m
4
)
. (40)
The proofs are based on independent result from Lemma 7 in [31], which shows that there exists constants
(c˜1, c˜2) such that
P0
(
sup
j,k
sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
m
m∑
t=1
f2j,k(X˜t)− ‖fj,k‖22| ≥
γ2m
10
)
≤ c˜1exp(−c˜2mγ2m),
where {X˜t}mt=1 are i.i.d drawn from the stationary distribution of Xt denoted by P0.
Now, we can use Lemma 8 to show the sharper rate. Recall that ‖fj,k‖∞ ≤ 1, we define
g(X) = sup
fj,k∈BH(1),‖fj,k‖2≤γm
|‖fj,k‖2T − ‖fj,k‖22|.
Then,
|g(X)− g(Y )| ≤ sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
T
T∑
t=1
fj,k(Xt)
2 − 1
T
T∑
t=1
fj,k(Yt)
2| ≤ 1
T
distHM (X,Y ),
where distHM (X,Y ) means the Hamming metric between X and Y , which equals to how many paired
elements are different between X and Y . Thus, we know that g(X) is 1T -Lipschitz with respect to the
Hamming metric. Therefore, using Lemma 8, we show that
P(|g(X)− Eg(X)| ≥ γ
2
m
8
) ≤ 2exp(− Tγ
4
m
128(1 + 2
∑T−1
`=1 φ(`))
2
).
Using the fact that φ(`) = `−rφ , we show that probability is bounded by O(exp(−min(T 2rφ−1, T )γ4m)). If
we use union bound on d2 terms, that is at most O(exp(2 log(d) − min(T 2rφ−1, T )γ4m)). Since 0.781 ≤
37
rφ ≤ 2, we show that T 2rφ−1γ4m = (m
rφ+2
rφ )2rφ−1γ4m = Ω(m2γ4m) and Tγ4m = (m
rφ+2
rφ )γ4m = Ω(m
2γ4m).
Therefore, the probability is at most c2exp(−c3(mγ2m)2) for some constants (c2, c3).
The remaining proof is then to show that Eg(X) ≤ γ2m8 . In other words, we need to show that for sufficient
large m,
E sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
T
T∑
t=1
f2j,k(Xt)− ‖fj,k‖22| ≤
γ2m
8
(41)
First, we use the same fact and results as in the proof for Theorem 4 to show that
E[ sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
T
T∑
t=1
f2j,k(Xt)− ‖fj,k‖22|]
= E[ sup
fj,k∈BH(1),‖fj,k‖2≤γm
|1
`
∑`
b=1
1
m
m∑
a=1
f2j,k(Xa,b)− ‖fj,k‖22|]
≤ 1
`
∑`
b=1
E[ sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
m
m∑
a=1
f2j,k(Xa,b)− ‖fj,k‖22|]
= E[ sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
m
m∑
a=1
f2j,k(Xa,`)− ‖fj,k‖22|].
Using the fact that E[Z] = E[ZI(Z ≤ δ)] + E[ZI(Z ≥ δ)] ≤ δ + ‖Z‖∞P(Z ≥ δ) and ‖fj,k‖∞ ≤ 1, we
show an upper bound
δ + 2P( sup
fj,k∈BH(1),‖fj,k‖2≤γm
| 1
m
m∑
a=1
f2j,k(Xa,`)− ‖fj,k‖22| ≥ δ) for any δ > 0.
As in the proof of Theorem 4, we use Lemma 2 in [29] to connect the dependence probability with indepen-
dence probability, which gives us
δ + 2P( sup
fj,k∈BH(1),‖fj,k‖2≤γm
|‖fj,k‖2m − ‖fj,k‖22| ≥ δ)
≤ δ +mφ(`) + P0( sup
fj,k∈BH(1),‖fj,k‖2≤t
|‖fj,k‖2m − ‖fj,k‖22| ≥ δ).
We choose δ to be γ
2
m
10 , then using (40), we have the upper bound
γ2m
10
+mφ(`) + P0( sup
f∈BH(1),‖f‖2≤t
|‖f‖2m − ‖f‖22| ≥
γ2m
10
) ≤ γ
2
m
10
+mφ(`) + c˜1exp(−c˜2mγ2m).
We require mγ2m = Ω(− log(γm)), which is the same as [31]. Based on our assumptions, mφ(`) =
m(m2/rφ)−rφ = m−1 = o(γ2m) since mγ2m → ∞ as m → ∞. Therefore, for sufficiently large m, that
expectation is bounded by γ
2
m
8 . That completes the proof.
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For the follow-up statement, condition on event Bm,T , for any gj,k ∈ BH(1) with ‖gj,k‖2 ≥ γm, we have
hj,k = γm
gj,k
‖gj,k‖2 is in BH(1) and ‖hj,k‖2 ≤ γm. Therefore, we have∣∣∣∣‖γm gj,k‖gj,k‖2 ‖T − ‖γm gj,k‖gj,k‖2 ‖2
∣∣∣∣ ≤ γm2 ,
which implies
|‖gj,k‖T − ‖gj,k‖2| ≤ 1
2
‖gj,k‖2.
Proof of Lemma 7. We follow the outline of proof for Lemma 5. The only difference is here is the proof
for showing
sup
gj∈2Fj ,‖gj‖2≤δm,j
| 1
T
T∑
t=1
`τ (gj(Xt))− E[`τ (g(Xt))]| ≤
δ2m,j
4
,
with high probability for φ mixing process with 0.781 ≤ r ≤ 2.
To show that, we use Lemma 8 as in the proof of Lemma 6 and define
h(X) = sup
gj∈2Fj ,‖gj‖2≤δm,j
| 1
T
T∑
t=1
`τ (gj(Xt))− E[`τ (gj(X1))]|.
We have
|h(X)− h(Y )| ≤ sup
gj∈2Fj ,‖gj‖2≤δm,j
| 1
T
T∑
t=1
(`τ (gj(Xt))− `τ (gj(Yt)))| ≤ τ
2
T
distHM (X,Y ),
which give us
P(|h(X)− Eh(X)| ≥ δ
2
m,j
8
) ≤ O(exp(−min(T 2rφ−1, T )δ
4
m,j
τ4
)) ≤ c2exp(−c3(mδ2m,j)2),
following the same analyses as in the proof of Lemma 6.
As in the proof of Lemma 6, we then need to show that for sufficient large m,
E sup
gj∈2Fj ,‖gj‖2≤δm,j
| 1
T
T∑
t=1
`τ (gj(Xt))− E[`τ (gj(X))]| ≤
δ2m,j
8
.
Using the same facts and results as we mentioned in the proof of Theorem 4 and Lemma 6, we show the
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upper bound in following.
E sup
gj∈2Fj ,‖gj‖2≤δm,j
| 1
T
T∑
t=1
`τ (gj(Xt))− E[`τ (gj(X1))]|
≤ E sup
gj∈2Fj ,‖gj‖2≤δm,j
| 1
m
m∑
a=1
`τ (gj(Xa,`))− E[`τ (gj(Xa,`))]|
≤ δ + 2τ2P ( sup
gj∈2Fj ,‖gj‖2≤δm,j
| 1
m
m∑
a=1
`τ (gj(Xa,`))− E[`τ (gj(X))]| ≥ δ)
≤ δ + 2τ2mφ(`) + 2τ2P0( sup
gj∈2Fj ,‖gj‖2≤δm,j
| 1
m
m∑
a=1
`τ (gj(Xa,`))− E[`τ (gj(X))]| ≥ δ)
≤ δ
2
m,j
12
+ 2τ2mφ(`) + 2τ2P0( sup
gj∈2Fj ,‖gj‖2≤δm
| 1
m
m∑
a=1
`τ (gj(Xa,`))− E[`τ (gj(X))]| ≥
δ2m,j
12
)
≤ δ
2
m,j
12
+ 2τ2mφ(`) + 2τ2c˜1exp−(c˜2mδ2m,j),
which is bounded by
δ2m,j
8 for sufficiently large m, using similar arguments as in the proof for Lemma 3.
That completes the proof.
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