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Abstract. This study investigates the interaction of a shock wave with a fixed layer of
particles in cylindrical geometries using particle-resolved large eddy simulations. The cur-
vature radius of the particle layer is varied and the resulting flow variations are analyzed.
The mean flow field depends strongly on the curvature radius, but this is not the case
for flow fluctuations or particle drag coefficients. The results indicate that particle scale
flow phenomena are insensitive to geometric expansion within the range investigated here.
This is an encouraging result from a modelling perspective, since it means that results
and observations of particle scale flow phenomena obtained in planar configurations can
likely be extrapolated to diverging geometries.
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1 INTRODUCTION
The interaction of shock waves with particle clouds plays an important role in a num-
ber of natural phenomena, industrial applications, and safety measures such as volcanic
eruptions [1], shock wave mitigation using porous barriers [2, 3], and ejection of stellar
dust from supernovae [4]. The primary motivation for the present work is the role of shock
wave particle cloud interaction in heterogeneous explosives [5] and explosive dissemina-
tion of powders and liquids [6, 7, 8]. The latter applications typically include significant
geometric expansion effects. The effect of this expansion on the interaction process is the
topic of this work.
Dispersal of cylindrical particle shells by shock waves has previously been studied
experimentally using both explosives [7, 6, 9] and shock tubes [10, 8]. In both cases,
the particle layers have initially been very dense, with volume fractions approaching the
random packing limit. The initial dispersion of these shells are therefore subject to strong
particle collision effects. As the powders are accelerated outward, the particle volume
fraction quickly decreases as a result of geometric expansion. Consider for instance a layer
of initial thickness L and inner curvature radius R0 = L that initially has a particle volume
fraction, αp, of 0.5. If this layer is accelerated outwards without changing thickness, it will
have αp = 0.3 when the inner radius is 2L, and αp ≈ 0.2 at R0 = 3L. Thus, despite having
a large initial volume fraction, the particle rapidly enter the intermediate volume fraction
regime (αp = 0.01− 0.5) and remain there for a substantial part of the dispersal process
in such scenarios. Furthermore, one of the primary flow features of this dispersal process
is the formation of particle jets [9, 11]. The preferential concentration of the particles in
jets tends to increase the time during which particles remain in the intermediate volume
fraction regime. During this time, the flow periodically over-expands. This results in
implosions that generate secondary shock waves which propagate outwards through the
particle cloud. Interactions between shock waves and particle clouds in the intermediate
volume fraction regime is therefore one of the primary flow features in this dispersal
process.
From a modelling perspective, the intermediate volume fraction regime is especially
challenging because the dynamics are affected by a complex interaction between the flow
field and the particle distribution [12]. Each particle interacts with the incoming shock
wave and subsequent flow in a manner that depends on the local particle configuration.
The interaction generates reflected shocks, shear layers, and wakes that in turn interact
with nearby flow features. These flow perturbations result in large particle drag force
variations that alter the configuration of particles. Consequently any modelling effort
where the interaction between the particles and the flow is assumed to consist of a sum
of interactions with isolated particles is unlikely to succeed. It is therefore necessary to
perform detailed investigations of the flow around and forces on the particles, and relate
the observations to available model quantities, in order to establish suitable simplified
models for this regime.
2
Andreas N. Osnes, Magnus Vartdal and Bjørn A. P. Reif
Experimental investigation of flow features at the particle scale inside particle clouds
is challenging. It is, however, possible to conduct particle-resolved simulations for this
purpose, and several recent studies have done just that [13, 14, 15, 16, 17, 18, 19]. Such
simulations are computationally expensive, since a large number of particles must be
used to obtain meaningful statistics. In addition to yielding physical insight, particle
resolved simulations can be used to investigate closures for unresolved terms that appear
in simpler dispersed flow models. The unclosed terms are a result of averaging of products
of fluctuations. What the fluctuation products represent depends on the averaging type.
For shock wave particle cloud interaction it is convenient to apply volume averaging. With
this approach, both turbulent fluctuations and laminar flow effects around particles, often
referred to as pseudo-turbulent fluctuations, contribute to fluctuation correlations. In
addition, new terms appear due to averaging over volumes containing gas and particles,
as discussed in e.g. [20]. Particle-resolved simulation data can be utilized to examine
all of these terms. This is particularly useful for development of Eulerian-Eulerian and
Eulerian-Lagrangian dispersed flow models [21, 12, 22, 23]. In addition, the results of
resolved simulations can be used directly as validation data for the simplified models.
In this work, we examine the effect of flow expansion on the passage of shocks through
particle clouds in the intermediate volume fraction regime (αp = 0.1). Flow expansion
causes rapid spatial variation of mean flow fields, and this work explores how this affects
the flow through particle clouds. We conduct particle resolved large eddy simulations
of a shock wave passing through a cylindrical shell of randomly positioned stationary
particles. We vary the radius of curvature of the cylindrical shell and keep the shell
thickness constant. For each curvature radius we perform an ensemble of simulations to
obtain statistically representative results.
This paper is organized as follows. In Section 2 the governing equations and the volume
averaged equations used for analysis are presented. Section 3 describes the computational
method and the set-up of the problem. Section 4 contains results from grid and ensemble
convergence studies. Section 5 presents the simulation results. We examine wave tra-
jectories, mean flow fields, flow fluctuations and particle forces. We also investigate the
relative importance of the terms in the volume averaged momentum equation in different
regions. Finally, concluding remarks are given in section 6.
2 GOVERNING EQUATIONS
The governing equations for the gas dynamics in this work are the conservation equa-
tions of mass, momentum and energy
∂tρ+ ∂k (ρuk) = 0, (1)
∂t (ρui) + ∂k (ρuiuk) = −∂ip+ ∂jσij, (2)
∂t (ρE) + ∂k (ρEuk + puk) = ∂j (σijui)− ∂k (λ∂kT ) . (3)
3
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Here, ρ is the mass density, u is the velocity, p is the pressure, σij = µ(∂jui + ∂iuj −
2∂kukδij/3) is the viscous stress tensor, E = ρe + 0.5ρukuk is the total energy per unit
volume, λ is the thermal conductivity, T is the temperature, µ is the dynamic viscosity
and e is the internal energy per unit mass. A calorically perfect ideal gas equation of state
with γ = 1.4 is employed. Furthermore, we assume a power law dependence of viscosity
on temperature with an exponent of 0.76 and a constant Prandtl number of 0.7.
The above equations are inconvenient for analysis of the simulation results, due to the
strong spatial variation within the particle cloud. Instead, the volume averaged equations
of motion are used for analysis. These are obtained by averaging eqs. (1) to (3) over a
volume, and carefully accounting for the effect of the dispersed phase within that volume.
In this study, · will be used to denote volume averaging, 〈·〉 denotes phase-averaging, and
·˜ denotes Favre-averaging. The deviations from Favre-averaged values are denoted by ·′′.
Phase and volume averaging are related by α〈·〉 = ·, where α is the gas phase volume
fraction. The problem under consideration is statistically homogeneous in the axial (z)
and azimuthal (θ) directions. Therefore, the only component of the volume averaged
momentum equation that is of interest is the radial (r) one. Assuming stationary inert
particles, the volume averaged mass and momentum equations in the radial direction are
∂t (α〈ρ〉) + ∂r (α〈ρ〉u˜r) = −α〈ρ〉u˜r
r
, (4)
∂t (α〈ρ〉u˜r) + ∂r (α〈ρ〉u˜ru˜r + α〈p〉) = −α〈ρ〉
r
u˜ru˜r + ∂r (α〈σrr〉) + α〈σrr〉
r
−∂r
(
α〈ρ〉R˜rr
)
− α〈ρ〉
r
R˜rr +
1
V
∫
S
pnrdS − 1
V
∫
S
σrknkdS.
(5)
Here, the boundary between the gas and the particles is denoted by S, V is the averaging
volume and nk is the particle surface normal. The integrals represent the forces acting
on the particle surfaces. R˜rr = u˜′′ru′′r is the radial component of the average stress due
to velocity fluctuations. The full tensor, R˜ij, is the single-point, density weighted (Favre
averaged), velocity fluctuation correlations, i.e.
R˜ij =
〈ρu′′i u′′j 〉
〈ρ〉 . (6)
R˜ij contains both the classical turbulent stresses and the pseudo turbulent stresses men-
tioned in the introduction. Its role is analogous to that of the classical Reynolds stress in
the RANS equations and we thus refer to this term as Reynolds stress in the rest of the
paper.
3 COMPUTATIONAL METHOD AND SET-UP
3.1 Computational method
The governing equations are solved numerically using the compressible flow solver
”CharLES” from Cascade Technologies. It employs an entropy stable scheme on a Voronoi-
4
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Figure 1: Sketch of the computational domain. The dashed lines indicate the domain
being simulated. R0 is the radius of curvature and L = 1.2 3
√
4 mm is the particle layer
thickness. The particle cloud is located between R0 and R0 +L. The particle diameter is
Dp = 4−1/3 × 10−1 mm.
mesh with third order Runge-Kutta time stepping [24]. For further discussions of entropy
stable schemes, consult e.g. [25, 26].
3.2 Problem set-up
This work considers the effect of geometric expansion on the passage of shocks through
particle clouds. To this end, we conduct simulations in a cylindrical geometry, where
the particle cloud is a cylindrical shell. We consider spherical particles with diame-
ter Dp = 4−1/3 × 10−1 mm. The shell-thickness is denoted L, and is kept constant at
1.2 3
√
4 mm ' 30.2Dp. We consider three different radii of curvature defined such that the
inner particle shell radius, R0, takes the values L, 2L and ∞. Figure 1 shows a sketch
of the computational domain. The arc-length of the inner shell edge is kept constant at
8 3
√
4Dp by considering cylindrical sectors with different angles. In the axial direction, a
constant domain size of 8 3
√
4Dp is used. For each curvature radius, the inner boundary is
located 0.9L upstream of the particle shell edge.
The particles occupy a volume fraction αp = 0.1 within the layer, and their positions
are drawn randomly with the condition that none of the particles are closer than 0.05Dp
to another particle. For a discussion on the effect of particle distribution regularity,
consult [19]. Furthermore, the particles are not allowed to touch the boundaries of the
computational domain. This gives a number of particles ranging between approximately
900 and 1400, depending on the given radius of curvature. For each radius of curvature,
five simulations with different particle distributions are conducted to reduce the effect of
fluctuations introduced by the particle distribution realizations. The effect of the number
of realizations considered is discussed in section 4.2.
Each simulation is initiated as a diverging shock tube. The initial state consists of a
high-pressure, high-density region and a region containing air at atmospheric conditions.
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Table 1: Control volume length scale (∆CV) and total number of control volumes used in
the grid study (NCV).
∆CV [µm] Dp/∆CV NCV
7.5 8.4 3.99× 106
5 12.6 13.5× 106
3.35 18.8 41.3× 106
2.25 28.0 14.5× 107
1.5 42.0 49.8× 107
These are separated by a discontinuity, located 0.156L upstream of the particle cloud. The
driver section conditions are p0 = 3.6619 MPa, ρ0 = 12.508 kg/m3, and the gas is initially
at rest. This choice of driver section conditions yields a shock wave with Mach number
M = 2.6 followed by a contact discontinuity without any density jump. The flow state
behind the incident shock wave in the planar case is used for normalization purposes
and is denoted by the subscript IS. Based on these conditions, the particle Reynolds
number Rep = ρISuISDp/µIS ' 5000. The position of the initial gas state discontinuity
is chosen such that the time when the shock wave arrives at the outer shell edge coincides
with the arrival time of the head of the rarefaction wave at the inner boundary of the
computational domain. A symmetry boundary condition is employed at the inner and
axial boundaries and periodic boundary conditions are used in the azimuthal direction.
The results are analyzed using the volume averaged equations (eqs. (4) and (5)). We
define averaging volumes spanning the domain in the axial and azimuthal directions, with
a radial extent of L/60. The flow quantities are averaged over these bins and over the
ensemble of simulations at the same radius of curvature. A timescale based on the initial
shock wave velocity and layer thickness
τL = L
(
M
√
γ
p0
ρ0
)−1
, (7)
is used to compare the simulation results.
4 GRID AND ENSEMBLE CONVERGENCE
4.1 Grid convergence
To assess the effect of grid sizes, we perform a grid convergence study for R0 = L.
This study uses a slightly different set-up than the results presented below, with an initial
condition corresponding to a M = 2.6 shock wave located at r = R0 and a corresponding
inflow at r = R0 − 0.9L. The flow pattern for this configuration is similar to the con-
figuration described in section 3.2 for the initial part of the simulation and we therefore
expect the grid dependence to be similar in both cases. Five different grids were utilized,
and each new grid had a length scale of roughly 2/3 of the previous grid length scale. The
6
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Figure 2: Grid convergence results for R˜θθ in the case R0 = L at t/τL = 1.5.
grid length scales and total number of control volumes are listed in table 1. These grid
length scales are used for regions within a distance 0.5Dp from any particle. Outside of
those regions, the grid length scale is doubled, and for r > R0 + 1.5L the length scale is
doubled once more.
The volume averaged quantities in eqs. (4) and (5) that have the strictest requirement
on the computational grid are the Reynolds stresses and the particle forces. By inspection,
we find that the azimuthal component of the Reynolds stress is the slowest to converge.
Figure 2 shows the convergence of R˜θθ at t/τL = 1.5. We do not achieve completely
converged results within the range of grid length scales used here. Due to the extreme
computational cost for the simulations with the finest length scale, we find it necessary to
choose ∆CV = 2.25 µm for the simulations within this work. By extrapolating the trend
observed in fig. 2, we expect the converged Reynolds stresses to be slightly higher than
those obtained in our simulations.
4.2 Ensemble convergence
In order to minimize the effect of random particle distribution fluctuations, we perform
multiple simulations for each R0 and average the results over the simulation ensemble.
We determine the number of simulations needed to achieve reasonably converged results
based on how R˜θθ converges with the number of simulations in the case with R0 = L.
This estimate is based on a grid with ∆CV = 3.35µm, which is coarser than that used for
the final simulations.
Figure 3a shows R˜θθ at t/τL = 1.5 for ten different realizations. It is clear that the
general shape of all the curves is quite similar and impressions about the trend can be
obtained from single simulations. The variation is up to one third of the mean value, and
there is a lot to gain from performing an ensemble average.
We quantify the convergence by examining the relative change as we go from N to
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(a) R˜θθ at t/τL = 1.5 for the ten different sim-
ulations (gray) and their mean value (black).
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(b) Relative difference between averaging R˜θθ
over N and N − 1 simulations.
Figure 3: Ensemble convergence results.
N + 1 simulations. This is expressed by the function
f(N) =
 12.9L
∫ R0+2L
R0−0.9L
 1N ∑Ni=1 R˜iθθ(r)− 1N−1 ∑N−1i=1 R˜iθθ(r)
1
N−1
∑N−1
i=1 R˜
i
θθ(r)
2 dr

1/2
. (8)
We compute f(N) for every permutation of the simulation order, and average the results
over these combinations. The results are shown in fig. 3b. At five realizations, the average
relative change in R˜θθ from adding one more simulation is about 2%. At ten realizations,
it is 1%. Due to the high computational cost and relatively small gain in increasing the
number of simulation beyond this point, we use N = 5 for all subsequent results presented
in this study.
5 RESULTS
Due to similar initial conditions, the simulations for the different radii of curvature
display the same basic flow pattern. The discontinuity at the outer boundary of the
driver section generates an outward moving shock wave and a rarefaction wave with a
head moving inwards and a tail moving outwards. As the shock wave impacts the particle
cloud, a reflected shock wave is set up. Subsequently, the tail of the rarefaction also
interacts with the upstream boundary of the particle cloud. Thereafter, the head of
the rarefaction interacts with the cloud after having reflected off the inner boundary.
Finally, the reflected shock wave interacts with the cloud after having reflected off the
inner boundary. An x − t diagram showing the position of the above mentioned waves,
obtained numerically, is found in fig. 4. This figure also contains the acoustic characteristic
u˜r − c generated as the shock wave exits the particle cloud. The right-ward trajectory
of these signals for R0 = 2L and R0 = ∞ indicates that the flow becomes supersonic
8
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−0.5 0.0 0.5 1.0 1.5 2.0
(r −R0)/L
0
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3
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τ L
R0 = L
R0 = 2L
R0 =∞
Figure 4: x−t diagram showing the propagation of the primary shock wave (solid), acous-
tic signals resulting from the head and tail of the initial rarefaction (dashed), reflected
shock wave generated at the upstream particle cloud edge (solid) and acoustic signals
generated by the shock wave exiting the particle cloud (dashed).
immediately at the downstream edge, but we do not observe the same phenomenon for
R0 = L.
The interaction of the shock wave with the particle cloud results in a continuous weak-
ening of the shock that slows it down. The geometric expansion also attenuates the shock
and slows it down further. If we correct for the weakening of the shock wave due to the
geometric expansion, by comparing with simulation results obtained without particles, no
significant difference in shock weakening between the three curvature radii is observed.
Based on the wave system described above, we chose t/τL = 0.75, 1.5, 3 and 4.5 to
compare the results for the different cases. At t/τL = 0.75 the state inside the particle
cloud is only affected by the initial shock wave, while at t/τL = 1.5 both the tail of the
rarefaction and the shock wave are involved. At t/τL = 3, the head of the rarefaction is
part way through the cloud. Finally, at t/τL = 4.5 the flow has developed further but is
not yet affected by the reflected shock wave. For the last two times an expansion region
is present at the downstream edge of the particle cloud. The strength of this expansion is
important for the process of particle dispersion. Its dependence on the radius of curvature
will also be discussed below.
Figure 5 contains a visualization of the radial velocity and density gradients within the
particle cloud at t/τL = 1. It illustrates the complexity of the flow field resulting from the
interaction. The refracted initial shock wave is visible to the right and directly behind it,
the reflected shock waves from the particles. Further upstream, we see the development
of particle wakes and shear layers. Upstream of the particle cloud, the reflected shock
wave is clearly visible.
9
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Figure 5: Flow snapshot for R0 = L at t/τL = 1. The top half displays the radial velocity
(ur) and the bottom half displays density gradients using numerical schlieren.
10
Andreas N. Osnes, Magnus Vartdal and Bjørn A. P. Reif
5.1 Mean flow
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Figure 6: Mean radial velocity as a function of r at t/τL = 0.75, 1.5, 3.0 and 4.5.
In this section we examine the mean flow fields for the three curvature radii at the four
times t/τL = 0.75, 1.5, 3.0 and 4.5. Figure 6 shows the mean radial velocity. The flow
velocity increases with distance within the particle cloud. At the two earliest times, there
is a steep gradient just downstream of the inner cloud edge. This is expected since the
flow is locally subsonic when it enters the cloud due to the reflected shock. Therefore, the
area contraction at the particle cloud edge causes a flow acceleration. It can be seen that
the region upstream of the reflected shock has higher radial velocities for smaller R0 due to
the geometric expansion. A small numerical artifact can be seen at about r−R0 ≈ −0.2,
which is a result of the discontinuous initial condition on the Voronoi-grid. This effect is
present also for smaller R0, but is dampened much faster in those simulations.
At t/τL = 1.5, the shock wave has exited the particle cloud, and it can be seen that the
flow accelerates towards the downstream cloud edge. The head of the rarefaction wave has
reflected off the inner domain boundary, and can be seen as a kink in the velocity profiles
around (r − R0)/L ≈ −0.5. At later times, the flow slows down due to the reflected
rarefaction wave. Indeed, the gas flows inwards in parts of the cloud at t/τL = 3.0. We
also observe that the expansion region at the downstream edge is stronger for larger R0
and persists for a long time. At t/τL = 4.5, the reflected shock wave is moving outwards,
having reflected off the inner boundary, and is visible at (r −R0)/L ≈ −0.25.
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Figure 7: Local Mach number as a function of r at t/τL = 0.75, 1.5, 3.0 and 4.5.
The local flow Mach numbers are shown in fig. 7. At t/τL = 0.75 and t/τL = 1.5, the
region inside the particle cloud has locally higher Mach numbers for smaller curvature
radii. In contrast, the local Mach number is larger for larger curvature radii at the
downstream cloud edge. For all cases, there is a transition to supersonic flow which
occurs just before the edge of the of the particle layer. For R0 = L, the flow only becomes
supersonic for a very limited time, with a Mach number just above one at t/τL = 3.0, while
for larger R0 local Mach numbers up to 1.5 are observed for extended periods of time.
For the latter cases, we observe that the expansion region is terminated by a quasi-steady
shock located at (r −R0)/L ≈ 1.25 at the two latest times.
The density profiles are shown in fig. 8. When the gas expands outwards the mass
is distributed over relatively larger volumes for smaller R0. This leads to lower mass
densities. It can be seen that the relative jump in density over the reflected shock is
higher for lower R0, which means that the reflected shock wave is stronger for smaller
curvature radii. This is in accordance with the path of the reflected shocks in fig. 4,
where it can clearly be seen that the reflected shock for R0 = L accelerates strongly until
it reflects off the inner domain boundary.
The pressure profiles, found in fig. 9, display much of the same properties as the density
profiles. There is an almost constant gradient through the particle layer after the shock
wave has passed, and this state lasts until the rarefaction wave has reflected off the inner
boundary and begins to decelerate the flow within the particle cloud. The pressure drops
12
Andreas N. Osnes, Magnus Vartdal and Bjørn A. P. Reif
0
5
10
〈ρ
〉[
k
g
/
m
3
]
t/τL = 0.75
R0 = L
R0 = 2L
R0 =∞
0
5
10
t/τL = 1.5
0 1 2
(r −R0)/L
0
2
4
6
〈ρ
〉[
k
g
/m
3
]
t/τL = 3.0
0 1 2
(r −R0)/L
0
2
4
6
t/τL = 4.5
Figure 8: Mean density as a function of r at t/τL = 0.75, 1.5, 3.0 and 4.5. Note the
difference in scaling of the vertical axis for the top and bottom.
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Figure 9: Mean pressure as a function of r at t/τL = 0.75, 1.5, 3.0 and 4.5. Note the
difference in scaling of the vertical axis for the top and bottom.
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Figure 10: Average force on the particles as a function of r at t/τL = 0.75, 1.5, 3.0 and
4.5. Note the difference in scaling of the vertical axis for the left and right columns.
sharply in the expansion at the downstream cloud edge. This is most prominent for larger
curvature radii.
5.2 Particle forces
Average particle forces are shown in fig. 10. Smaller R0 lead to lower particle forces,
primarily as a result of the lower mean kinetic energy of the flow. At t/τL = 0.75, it is
clear that the largest forces on the particles are imposed during their interaction with
the shock wave. Subsequently, the forces tend to a roughly constant value through the
particle cloud, except for the drastic increase at the downstream cloud edge. This state
lasts until the passage of the rarefaction wave. Interestingly, for R0 = L and R0 = 2L
there is a slight dip in the forces on the particles towards the end of the particle cloud
at the later time intervals. This is in accordance with the distribution of the pressure
gradient, which is steepest at the location of the peak particle forces. At the end of the
particle layer, the pressure gradient is gentler and therefore contributes less to the forces
on the particles.
The drag coefficients, shown in fig. 11, also increase at the downstream particle cloud
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Figure 11: Mean drag coefficient as a function of r at t/τL = 0.75, 1.5, 3.0 and 4.5.
edge. The particle drag coefficient is defined as
CD =
∫
Si
(−pδrk + σrk)nkdSi
0.5〈ρ〉u˜2rAp
, (9)
where δij is the Kronecker delta, Ap is the projected area of the particle in the direction
of the flow, and Si denotes the surface of the particle. The increase in drag coefficient
signifies that the increase in particle forces is not merely an effect of an increased kinetic
energy of the flow. Instead, the increase is a result of the increased Mach number, cf.
fig. 7. This is consistent with findings in studies of single-particle drag as a function of
Mach number [27, 28].
In contrast to the particle forces, the drag coefficient does not vary much with curvature
radius. The minor variation is consistent with standard drag correlations, which predict
decreasing CD with increasing particle Reynolds numbers.
Compared to the isolated particle case, the average drag coefficients obtained here
are significantly higher. This has also been observed in previous studies [16, 19]. These
studies have shown that there is a wide distribution of drag coefficients, centered higher
than isolated particle drag correlations predicts, for particle clouds consisting of randomly
distributed particles. In addition to the Mach number effect, a likely contributing factor
to this result is the flow blockage effects of nearby particles. Blockage effects have exper-
imentally been shown to significantly increase drag for single particles in ducts [29, 30].
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Figure 12: Radial Reynolds stress as a function of r at t/τL = 0.75, 1.5, 3.0 and 4.5.
5.3 Velocity fluctuations
Figure 12 shows the radial component of the Reynolds stress. It can be seen that R˜rr
increases rapidly immediately behind the shock wave. When the shock wave is inside the
particle layer, its peak value occurs a few particle diameters behind the shock wave. After
the shock exits the layer, the peak value is at the downstream layer edge. The variation
with curvature appears to only manifest in the magnitude of R˜rr at t/τL = 0.75 and
t/τL = 1.5. At later times this is no longer the case. Two peaks can be seen for R0 = L
and R0 = 2L at the two latest times. The second peak is the result of the standing shock
wave at the end of the expansion. For R0 = L, the two peaks merge because this shock
wave is closer than one bin-length to the particle layer. The radial component of the
Reynolds stress drops sharply over the downstream particle cloud edge. This is expected,
because separation in the particle wakes is the primary source of R˜rr in this problem.
It does, however, not vanish completely as flow fluctuations are advected downstream
from the particle cloud. Interestingly, apart from the previously mentioned shocks, the
distribution seems to become more symmetric around the edge at late times.
We note that the magnitude of the streamwise Reynolds stress is significant. It cor-
responds to root-mean square velocity fluctuations of up to 50% of the local mean flow
velocity. The relation between the mean flow velocity and radial velocity fluctuations will
be further discussed below.
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Figure 13: Azimuthal Reynolds stress as a function of r at t/τL = 0.75, 1.5, 3.0 and 4.5.
Note the difference in scaling of the vertical axis for the top and bottom.
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The azimuthal component of the Reynolds stress, seen in fig. 13, behaves in much the
same way as R˜rr. At t/τL = 0.75 and t/τL = 1.5, it increases slower with downstream
distance than the radial component. Its magnitude is about 50% of R˜rr. Surprisingly,
the azimuthal and axial (not shown) components of the Reynolds stress are almost indis-
tinguishable. This adds credibility to the claim that the majority of the fluctuations are
pseudo-turbulent in nature and that the flow at the particle scale is largely unaffected by
the expansion. This result is encouraging from a modeling perspective as it means that
results obtained for planar configurations are likely to hold for curvature radii within the
range considered here.
It has been observed that the correlation of streamwise velocity fluctuations (when the
fluctuations are defined as deviations from volume averages) is approximately proportional
to the square of the volume averaged velocity after the strong shock-induced transient has
decayed [19]. It is interesting to investigate whether this is also the case in the current
configurations, which differs from the previous study both in domain geometry and initial
conditions. The proportionality factor was defined as
αsep = α
(
1 + u˜2/R˜rr
)−1
, (10)
and this factor is plotted in fig. 14. It can be seen that this factor varies only slightly
with R0 at the two earliest times. The basis of this model is that the main flow effect
that contributes to R˜rr is the separated flow behind each particle. It is clear that this is
not a reasonable assumption when the flow decelerates and eventually changes direction,
because the particle wakes no longer have the simple behavior required by the model. This
effect can be seen at t ≥ 3τL. It does however appear that as long as the velocity remains
fairly high, the model is a decent approximation, cf. αsep at t/τL = 3.0 for R0 = 2L and
R0 =∞, and even at t/τL = 4.5 in the outer half of the particle layer.
The derivation of this model approximates the flow field as two different homogeneous
regions. One region is the separated flow behind each particle, where the velocity is
approximated as zero. The second region is the flow between particles, where the velocity
is assumed to be constant. Improvements to this model can be obtained by analysis of the
flow fields around each particle. Such studies could extend the model to include the effects
of flow deflection and acceleration around particles, as well as particle volume fraction
dependency and particle acceleration. These are topics for future works.
One of the appealing aspects of this Reynolds stress model is that it is easily appli-
cable to simplified dispersed flow models. It is an algebraic fluctuation model, and thus
computationally efficient. Beyond the direct addition of the Reynolds stress, the model
also implies corrections to mean flow properties due to the non-negligible volume fraction
of the separated flow, as well as the appropriate velocities for computing drag coefficients
on the particles. For a more thorough discussion, consult [19].
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Figure 14: Separation volume as a function of r at t/τL = 0.75, 1.5, 3.0 and 4.5.
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Figure 15: Main terms in the momentum balance close to the upstream edge of the particle
cloud (r = R0 + 0.05L).
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Figure 16: Main terms in the momentum balance close to the downstream edge of the
particle cloud (r = R0 + 0.95L).
5.4 Momentum balance
The time-dependence and radial distribution of flow statistics have been presented
above. Here, the relative importance of the terms in the volume averaged momentum
balance equation is investigated. Figure 15 shows the most important terms in the mo-
mentum balance as a function of time for the three curvature radii at r = R0+L/20. This
specific location is chosen for a reason: the momentum balance around the inner cloud
boundary has a strong effect on the reflected shock wave. The strength of this shock deter-
mines the incoming flow which subsequently interacts with the particle cloud. Therefore,
capturing this reflected shock wave correctly is essential for all simplified models for this
problem.
It was shown in fig. 12 that around the inner particle cloud edge, the gradient of R˜rr
is initially sharp, and it is therefore likely to play an important role in the momentum
balance. Figure 15 confirms that this is the case. For all radii of curvature, ∂rα〈ρ〉R˜rr
is the same order of magnitude as the pressure force, Fp, acting on the particles. Both
of these terms are at least 25% of the pressure gradient, which is the most dominant.
The variation of the Reynolds stress gradient with curvature radius is insignificant. The
advection term decreases in importance with decreasing curvature radius, but this effect
is partially compensated for by its geometric expansion term. The results indicate that
geometric expansion becomes important at small R0, but does not cause any significant
changes in flow fluctuations or particle forces.
It can be seen that for R0 =∞ and R0 = 2L, there is an abrupt change in the momen-
tum balance around t/τL = 2.0. The same phenomenon occurs also for R0 = L, but the
effect is much smaller. This time coincides with the arrival time of the reflected rarefac-
tion, which initiates a strong flow deceleration. This affects mainly the advection term
and the pressure gradient. The other terms have a delayed response to the deceleration.
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Figure 16 shows the momentum balance close to the downstream cloud edge. Here,
the Reynolds stress is not very important, but we note that this is very close to the
peak Reynolds stress, and therefore the gradient is gentler at this point than further
downstream. It is clear that the important terms here are the pressure gradient, the
advection term and the particle forces. The order of importance of these terms is similar
for all R0, and the geometric expansion terms are insignificant.
To complete this discussion, we note that within the interior of the particle cloud, the
particle force is the dominant term. The Reynolds stress is non-negligible, but significantly
less important than at the upstream cloud edge since its slope is gentler. The pressure
gradient and advection terms remain important at all locations.
6 CONCLUDING REMARKS
The effect of geometric expansion on shock induced flow through stationary particle
clouds has been investigated using viscous particle-resolved simulations in cylindrical do-
mains with differing radii of curvature.
The main effect of the geometric expansion was found in the mean flow quantities.
Density, velocity and pressure were significantly affected, which also translated to differ-
ences in the magnitudes of forces experienced by the particles. Analysis of the volume
averaged momentum balance equations at the upstream particle cloud edge showed that
the Reynolds stresses (products of velocity fluctuations) play an important role during
the initial part of the flow. During this phase, the Reynolds stress contribution is of the
same order as the pressure forces acting on the particles. This means that the Reynolds
stresses cannot be ignored in simplified models of shock particle cloud interaction.
The flow fluctuations varied with curvature radius, but mainly due to differences in the
mean fields with which they are interacting. This observation is supported by the fact that
no significant difference in the axial and azimuthal components of the Reynolds stresses
were observed. This indicates that the geometric expansion rates considered in this work
are insufficient to affect the flow at the particle scale. It also supports the hypothesis that
the primary contributions to velocity fluctuations are the pseudo turbulent structures at
the particle scale.
We also examined whether the Reynolds stress model introduced in [19] holds for the
present configurations. Indeed, a remarkable agreement was obtained for the regions
where the mean velocity of the gas was substantial. From a modeling perspective, the
results concerning the velocity fluctuations are encouraging because they indicate that
results from planar geometries are likely to hold for diverging flows within the range
considered here. Furthermore, the relatively simple correlation between mean flow and
Reynolds stress is easy to transfer to simpler dispersed flow models.
Finally, the current results can be used to improve simplified models for shock wave
particle cloud interaction. The data from resolved simulations allow comparison of flow
fields within the particle cloud. The current data set includes stronger transient effects
than e.g. the simulations in [19], and can therefore be used as a more challenging verifi-
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cation case for simplified models.
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