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Objectives. We investigate several visual approaches for exploring semantic groups, a grouping of semantic types from the
Uniﬁed Medical Language System (UMLS) semantic network. We are particularly interested in the semantic coherence of the
groups, and we use the semantic relationships as important indicators of that coherence.
Methods. First, we create a radial representation of the number of relationships among the groups, generating a proﬁle for each
semantic group. Second, we show that, in our partition, the relationships are organized around a limited number of pivot groups
and that partitions created at random do not exhibit this property. Finally, we use correspondence analysis to visualize groupings
resulting from the association between semantic types and the relationships.
Results. The three approaches provide diﬀerent views on the semantic groups and help detect potential inconsistencies. They
make outliers immediately apparent, and, thus, serve as a tool for auditing and validating both the semantic network and the se-
mantic groups.
 2003 Elsevier Inc. All rights reserved.
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Early in the Uniﬁed Medical Language System
(UMLS) project,1 we developed the UMLS semantic
network in an eﬀort to provide a semantic framework
for the UMLS and its constituent vocabularies [1]. The
current semantic network2 consists of 134 semantic
types3 and 54 relationships, and it is expressed through
two single-inheritance hierarchies, one for entities and
another for events. The isa link allows nodes (i.e., se-
mantic types) to inherit properties from higher-level
nodes. In addition, there are ﬁve categories of associa-
tive relationships that interrelate the semantic types. A* Corresponding author. Fax: 1-301-480-3035.
E-mail address: olivier@nlm.nih.gov (O. Bodenreider).
1 Information on the UMLS is available at this web site:
umlsinfo.nlm.nih.gov. Uniﬁed Medical Language System (UMLS)
and Metathesaurus are registered trademarks of the National Library
of Medicine.
2 Version 2002AC of the UMLS.
3 A 135th semantic type, Drug Delivery Device, was added to the
UMLS semantic network shortly after this study was performed.
1532-0464/$ - see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2003.11.002particular associative relationship may be physical (e.g.,
connected_to), functional (e.g., causes), spatial (e.g.,
traverses), temporal (e.g., co-occurs_with) or conceptual
(e.g., degree_of). In the UMLS, semantic types are used
to categorize the currently more than 800,000 concepts
in the Metathesaurus, which interrelates some 60 fami-
lies of vocabularies in the biomedical domain. While
inter-concept relationships in the Metathesaurus gener-
ally instantiate speciﬁc knowledge, such as ‘‘kidney lo-
cation_of nephroblastoma,’’ semantic network relations
represent general, high-level knowledge, such as ‘‘Body
Part, Organ, or Organ Component location_of
Neoplastic Process.’’
For some purposes, it is useful to classify the se-
mantic types into a smaller number of semantic groups.
In earlier work, we established ﬁfteen high-level se-
mantic groups that help reduce the conceptual com-
plexity of the large domain covered by the UMLS [2]
(see also [3] for a diﬀerent attempt to partition the
UMLS semantic network). Groupings of semantic
types—the semantic groups—may prove to be useful in a
number of applications including improved visualization
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natural language processing, where higher level catego-
ries are sometimes suﬃcient for semantic processing [5];
and auditing a domain for the valid representation of
concepts and their interrelationships [6]. For example, if
a particular concept in the UMLS has been assigned
multiple semantic types and this assignment leads to the
concept appearing in two diﬀerent high-level groups,
then it is possible that at least one of the semantic type
assignments is incorrect. In our earlier work, we sub-
jected the entire set of concepts in the 2000 version of the
UMLS to this test, and we found a number of semantic
type assignment errors through this method.
1.1. Grouping the semantic types
The groupings we established were subject to a set of
general principles including, semantic validity (the
groups must be semantically coherent); parsimony (the
number of groups should be as small as possible4);
completeness (the groups must cover the full domain);
exclusivity (each concept in the domain must belong to
only one group); naturalness (the groups must charac-
terize the domain in a way that is acceptable to a domain
expert); and utility (the groups must be useful for some
purpose). Table 1 shows the groups that resulted from
applying these principles.
The ﬁrst column of Table 1 gives the name of the
group, the second gives its abbreviation, the third lists
the number of semantic types in that group, and the
fourth lists the names of all of the semantic types that
are members of that group. There is a variable number
of semantic types in each group.5 For example, both
Chemicals & Drugs and Living Beings have a relatively
large number of members, 26 and 23, respectively, while
some groups like Devices and Occupations have only two
members. Fig. 1 shows the distribution of semantic
groups across the entire semantic network.
The left-hand side of each column in Fig. 1 lists the
semantic types as well as displaying the hierarchical
structure of the network. The right-hand side of the
column shows the group to which the particular se-
mantic type belongs. For example, the semantic type
Plant belongs to the group Living Beings. An inspec-
tion of Fig. 1 shows that, in many cases, semantic types
that are hierarchically related are also placed in the same4 Although many biomedical knowledge representation systems use
10–20 top-level categories, there is of course no absolute numerical
bound on parsimony, the ‘‘ideal’’ number of groups being dependent
on the purpose. For example, the medical subject headings (MeSH),
developed for information indexing and retrieval, has 15 top-level
classes, while SNOMED-CT, used for representing clinical informa-
tion, has 19.
5 The equal size of the groups is a criterion used in many
partitioning and clustering algorithms. In the context of our semantic
groups, however, we favored semantic coherence over equal size.group. For example, all of the chemicals are hierarchi-
cally related to each other, and they are also all in the
group called Chemicals & Drugs. In other cases, a par-
ticular sub-tree in the semantic network has semantic
types that are usefully placed in diﬀerent groups. For
example, the semantic types under Phenomenon or
Process participate in three diﬀerent groups, Phe-
nomena (e.g., Natural Phenomenon or Process),
Physiology (e.g., Cell Function), and Disorders (e.g.,
Disease or Syndrome). The group Disorders is in-
teresting because it takes its members from several dif-
ferent trees in the semantic network. Anatomical
abnormalities, for example, while they are, strictly
speaking, anatomical structures, also share many of the
same characteristics as disease processes. For example,
an abscess is a physical entity that can be removed, and
at the same it is a treatable disease. Likewise, injuries
such as a leg fracture and poisonings such as carbon
monoxide poisoning, while not pathologic functions,
also share some of the characteristics of other disorders.
Among all of the principles we used to establish the
groups, semantic validity is perhaps the most important
one. In fact, without semantic coherence, it is hard to see
how useful such groupings would be for any purpose.
Assessing semantic coherence and validity, however, is
not straightforward. One possible measure of coherence,
to which we alluded in our previous work, is to analyze
the relationships in which the semantic groups partici-
pate. These include not only the hierarchical relation-
ship (isa), but also the many associative relationships
observed in the biomedical domain (e.g., treats, loca-
tion_of, measures). We would expect that many of the
same relationships would be relevant for each of the
members in a group, and also that there would be some
consistency in the relationships that obtain across
groups. For example, it would seem reasonable that all
living beings would exhibit behaviors. Thus, if we ﬁnd
that a member of the group Living Beings does not share
in the relationship exhibits with some member of the
group Activities & Behaviors, we would ﬁnd that sur-
prising, and we would want to know what the reason for
the anomaly was. In the following we inspect the full set
of relationships between the semantic groups and ex-
plore these relationships through visual approaches.
Semantic Network relations can be represented as
ordered triplets (ST1, rel, ST2), where rel is the rela-
tionship of semantic type ST1 to semantic type ST2.
Examples of Semantic Network relations include
(Fully Formed Anatomical Structure, loca-
tion_of, Biologic Function), (Pathologic
Function, isa, Biologic Function), and (Phar-
macologic Substance, treats, Pathologic
Function). The UMLS ﬁle SRSTR represents a total
of 558 (ST1, rel, ST2) relations. By convention, inverse
relations such as (ST2, inv_rel, ST1) where inv_rel is the
inverse of rel are omitted from the ﬁle. Inverse
Table 1
List of semantic groups with semantic type members
416 O. Bodenreider, A.T. McCray / Journal of Biomedical Informatics 36 (2003) 414–432
Fig. 1. Semantic types trees for Activity and Event, with semantic groups (the tree structure is represented by the indentations).
O. Bodenreider, A.T. McCray / Journal of Biomedical Informatics 36 (2003) 414–432 417
418 O. Bodenreider, A.T. McCray / Journal of Biomedical Informatics 36 (2003) 414–432relationships are provided as part of the deﬁnition of the
Semantic Network (e.g., has_location for location_of).
Some relationships are their own inverse (e.g., associ-
ated_with). In SRSTR, relations are represented at the
highest level possible and, unless otherwise speciﬁed,
associative relationships are meant to be inherited along
the isa hierarchy. For example, (Fully Formed Ana-
tomical Structure, location_of, Pathologic
Function) is not present in SRSTR, but can easily be
inferred from (Fully Formed Anatomical Struc-
ture, location_of, Biologic Function) and
(Pathologic Function, isa, Biologic Func-
tion). The fully developed Semantic Network, includ-
ing inherited relationships, is found in the SRSTRE*
ﬁles. There are 6703 (ST1, rel, ST2) relations represented
in the SRSTRE* ﬁles.6
In a Semantic Network relation (ST1, rel, ST2), each
relationship rel is related to two semantic types ST1 and
ST2. And, since each semantic type belongs to a unique
semantic group, a relationship can be seen as connecting
two semantic groups through a relation (SG1, rel, SG2).
For example, at the level of the semantic groups, the
relation (Pharmacologic Substance, treats,
Pathologic Function) becomes (Chemicals &
Drugs, treats, Disorders).
1.2. Related work
Several techniques have been developed for explor-
atory data analysis. The most relevant technique is
correspondence analysis, developed for studying the
association among the categories of two variables [7].
Because correspondence analysis is essentially a geo-
metric method, its results can be expressed in a two-di-
mensional graphical representation, useful for visual
exploration. Thus, correspondence analysis appears as a
method of choice for studying the association between
semantic types and relationships in the composition of
the semantic groups.
Also a logical ﬁt for this study are various kinds of
graph visualization techniques. The importance of un-
derlying graph theoretical methods in visualization has
been studied [8,9], and our goal here is essentially to
apply existing techniques rather than to develop new
ones. (All graphs were created using GraphViz,7 a freely
available drawing package.)
Visualization of knowledge structures such as hier-
archies has been explored by several research groups,
often using cone trees and hyperbolic trees. It is beyond6 For the relationships that are their own inverse (e.g., associ-
ated_with), the SRSTRE* ﬁles contain two copies of the relation
(Occupational Activity, associated_with, Injury or Poison-
ing) and (Injury or Poisoning, associated_with, Occupational
Activity), one of which is ignored in this count.
7 http://www.graphviz.org/.the scope of this paper to provide an overview of the
ﬁeld, but we refer interested readers to a recent review
[10], and, in the medical domain, to [11]. Some of these
techniques are used to visualize hierarchical structures in
the medical subject headings (MeSH) [12]. Many
knowledge exploration tools, however, use levels of in-
dentation to represent items in hierarchical relationship,
the top-level items usually being represented on the left.
Well adapted to limited hierarchical structures such as
ﬁle systems, this layout is also used for displaying bio-
medical hierarchies in environments such as Protege-
2000 [13] and the Gene Ontology browser AmiGo.8 Also
frequently studied are networks of items related by as-
sociative relationships such as proteins or documents. In
this case, the nature of the associative relationship is
either constant (e.g., protein interaction from the yeast
Saccharomyces cerevisiae [14], synonymy in a lexical
database [15]) or not known with precision (e.g., relat-
edness of documents based on the frequency of co-oc-
currence of words or descriptors [16], link between
initial and ﬁnal visit diagnosis [17]). The resulting
graphical representations may be complex because of
the sheer number of nodes in the graph. However, lim-
iting the display to a single kind of relationship makes
the representation simpler.
Our proposed work diﬀers from existing work in
several ways. First, we do not restrict our study to one
particular kind of relationship; we use various kinds of
associative relationships as well as the taxonomic rela-
tionship. And second, the kind of relationship that ob-
tain among the semantic groups does matter in this
study. In fact, an important part of this study actually
relies on the semantics of the relationships.
1.3. Presentation of the three experiments
We analyzed the semantic types, groups, and rela-
tionships from a variety of perspectives. First, we ex-
haustively examined each pair of semantic groups,
determining the nature and number of relationships that
obtained between each pair. This would give us a per-
spective on the contribution of the relationships to the
semantic coherence of the groups. Next, we investigated
the groups from the point of view of the relationships
themselves. Our hypothesis is that, in most cases, a given
relationship applies to only a limited number of groups.
Finally, we looked at the interaction of the semantic
types and relationships, addressing the question of
whether semantic types that share relationships also
cluster naturally into the same or similar groups.
In all cases we used visualization techniques to help us
express and also evaluate our results. For the perspective
of the pairs, we generated matrices of semantic groups as8 http://www.godatabase.org/.
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layout. For the perspective of the relationships, in addi-
tion to generating an overall matrix of relationships and
semantic groups, we created graphical representations of
the data for each relationship. Finally, to illustrate the
interaction of the semantic types and relationships, we
created a two-dimensional graphical display to show how
semantic types cluster when viewed from the perspective
of the relationships in which they participate.2. Experiment 1: perspective of the pairs
2.1. Methods
Once semantic groups have been formed, it is inter-
esting to examine each group with regards to its inter-
action with other groups. First, for each of our ﬁfteen
semantic groups we looked to see which and how many
relationships connected that group to each of the other
groups. In practice, for each pair of semantic groups
(SG1, SG2), we examine the triplets (ST1, rel, ST2) where
the semantic type ST1 belongs to the semantic group
SG1 and ST2 to SG2. For each pair of semantic groups,
we consider on the one hand the number of types of
relationships rel that obtain between the two groups,
and, on the other, the number of triplets, providing an
indication of the variety and strength of the relation-
ships between the groups. Second, the connections that
a given semantic group has with all of the other groups
might give an interesting proﬁle of that group, particu-
larly when compared with the proﬁles of other groups.
The strongest connections, in some cases, might be
found within a group if the members of that group were
linked by semantically related relationships. Finally, this
method might help us discover outliers in the semantic
relationships themselves. It could be the case that no
relationships exist between a pair of groups, and this
may be completely appropriate given the semantics of
the groups. However, if we ﬁnd that there are no rela-
tionships where some would be expected, then this is an
indication that a change needs to be made to the se-
mantic network itself. Similarly, the speciﬁc relation-
ships that connect a pair of groups should be the
expected ones, given the semantics of the two groups. If
we ﬁnd a relationship that looks unusual, this might be
indication of an error in the semantic network.
As the ﬁrst step in this investigation, we created two
matrices of the semantic groups. The rows and columns
are semantic groups and the values of each cell are the
number of relationships that obtain between each of the
groups. One matrix shows the number of triplets for
each pair of groups. The other one shows the number of
unique relationships for each pair of groups. Next, we
derived a graphical representation from the matrix,
showing a proﬁle of each of the semantic groups withrespect to all of the other groups. For these graphs, we
used a radial layout, constraining the nodes (i.e., the
ﬁfteen semantic groups) to lie on a circle, with one se-
mantic group at the center.
2.2. Results
2.2.1. Matrices of semantic groups
The matrices shown in Table 2 relate semantic
groups to each other with respect to the number of
relationships that obtain between the members of each
pair of groups. Table 2A shows the total number of
relationships (i.e., the number of triplets), while Table
2B shows the unique number (i.e., the number of types
of relationships). Consider, for example, the last row
of Table 2A. This shows that the group Procedures is
related by 24 relationships to the group Activities &
Behaviors, by 18 relationships to the group Anatomy,
by 206 relationships to the group Chemicals & Drugs,
and so on. Table 2B, on the other hand, represents the
unique number of relationships between each pair of
semantic groups. We see that the group Procedures
shares two types of relationships with Activities &
Behaviors, three with Anatomy, and four with Chemi-
cals & Drugs. We also note that Procedures shares
no relationships with the group Genes & Molecular
Sequences.
2.2.2. Radial representation of semantic groups
Figs. 2 and 3 are radial diagrams that display all se-
mantic groups in a constant circular arrangement. Each
speciﬁc diagram then represents a diﬀerent semantic
group as the center of attention. For example, the dia-
gram at the top of Fig. 2 has as its center the group
Anatomy and represents the count of all the relation-
ships that that group has with all other groups by the
lines that radiate from the center. The top number is the
number of unique relationships, and the number in pa-
rentheses is the total number.
The right-hand side of Fig. 2 shows the speciﬁc re-
lationships between each pair of groups. Thus, for
Anatomy there are 16 types of relationships between and
among the semantic types that participate in the group
Anatomy, i.e., relationships within the group Anatomy,
listed under the heading ANAT–ANAT. The total num-
ber of relationships within Anatomy is 115, and the
contribution that each relationship type makes to this
total is also listed, e.g., there are 13 triplets involving the
relationship adjacent_to within the group Anatomy.
Analogously, there are 4 types of relationships between
the groups Anatomy and Chemicals & Drugs, (con-
sists_of, disrupted_by, ingredient_ of, and produces) with
a total of 144 triplets. In this case the largest number of
triplets involve the relationships disrupts and produces.
For ease of understanding, we have listed the relation-
ship name with the appropriate directionality. Thus, for
Table 2
Matrix of SG by SG (2A: all relationships, 2B: unique relationships)
420 O. Bodenreider, A.T. McCray / Journal of Biomedical Informatics 36 (2003) 414–432example, under the heading ANAT–DISO, we list causes,
and disrupted_by, which is read as Anatomy causes Dis-
orders, and Anatomy disrupted_by Disorders.
2.3. Interpretation
One of the diﬃculties of interpreting the matrices in
Table 2 and the radial diagrams is that the number of
relationships between two semantic groups is, in part, a
function of the number of semantic types in these two
groups. In some cases, a relationship obtains between all
semantic types in a group and all semantic types in an-
other group. For example, the 11 semantic types in thegroup Anatomy have a relationship issue_in to the two
semantic types in the group Occupations, yielding 22
(2 11) relationships between the two groups. The
number of types of relationships between two groups also
inﬂuences the total number of relationships that obtain
between the groups. For example, the group Disorders,
although having fewer semantic types than Chemicals &
Drugs, is connected to other groups by 2792 relationships,
while Chemicals & Drugs only has 2046 relationships. On
the other hand, Disorders is involved in more types of re-
lationships (86) than Chemicals & Drugs (39). Finally,
some relationships are speciﬁc to semantic types and are
not expected to be widely shared. For example, the
Fig. 2. Radial diagrams for semantic groups Anatomy and Physiology.
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Fig. 3. Radial diagram for semantic group Disorders.
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tures and, therefore, only to the semantic type Body Part,
Organ, or Organ Component. This contributes to the di-
versity of types of relationships observed within the se-
mantic group Anatomy (16) and helps us understand why
there are only 115 triplets in the group Anatomy overall.
The radial diagrams proved helpful for comparing
the proﬁles of various groups. In Fig. 2, we can see that
there are strikingly diﬀerent proﬁles for each of the twogroups, Anatomy and Physiology. It is clear at a glance
that the group Anatomy shares the largest number of
relationships with its own members. The right-hand side
of the diagram shows the speciﬁc relationships that are
involved, with many of them being physical relation-
ships, such as branch_of, connected_to, and part_of. One
exception is conceptual_part_of. This can be accounted
for by the fact that the semantic types Body System,
Body Location or Region, and Body Space or
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terms, even though they are conceptual entities, rather
than physical entities. For some purposes it may be
useful to group them in this way, but their location as
conceptual entities in the semantic network itself is
necessary for appropriate reasoning. The proﬁle for
Physiology shown in the bottom half of Fig. 2 shows that
this group shares almost equivalent numbers of rela-
tionships with Disorders (10), Phenomena (11), and with
itself (11). This makes sense, given that all three groups
are closely related in meaning. Each group consists of
either natural or human-caused processes and functions,
and, therefore, it is not surprising that they participate
in some of the same functional relationships, such as
aﬀects, causes, and process_of. The proﬁle for Disorders
shown in Fig. 3 conﬁrms, at a glance, that this group
and the group Physiology have similar proﬁles, with,
however, some notable exceptions. The link to Chemi-
cals & Drugs is stronger and more diverse for Disorders
than it is for Physiology. Relationships like treats, pre-
vents, and causes are relevant for these two groups, and
are seen again in the relationships that bind Disorders to
Devices. No such relationships exist between the group
Physiology and Disorders or Devices. In fact, no rela-
tionships at all are stated between the group Physiology
and Devices. This latter may represent an omission in
the semantic network, since there are undoubtedly de-
vices that, for example, monitor normal function. On a
similar note, the lack of relationships between the
groups Genes & Molecular Sequences and Procedures is
unexpected, since the semantic type Molecular Biology
Research Technique is a member of the group Proce-
dures. This is, therefore, also a case where an omission in
the semantic network becomes readily apparent and
needs to be rectiﬁed.
These matrices may be helpful as the semantic net-
work is developed further. As new relationships are
added to a particular pair of semantic types, it would
make sense to check if they apply to other members of
the semantic groups to which these semantic types be-
long. For example, if a relationship is added between the
semantic types Disease or Syndrome and Organ-
ism, then each of the members of the group Disorders
and each of the members of the group Living Beings
should be inspected for the possible applicability of that
relationship.9 Out of the 54 relationships in the Semantic Network, ﬁve
relationships (brings_about, functionally_related_to, physically_re-
lated_to, spatially_related_to, and temporally_related_to) do not ap-
pear in actual semantic relations.
10 What is represented in this matrix is the association between
groups and relationships, not directionality. What concerns us for this
purpose is the existence of a relationship.
11 www.opengalen.org.3. Experiment 2: perspective of the relationships
3.1. Methods
3.1.1. Association between relationships and semantic
groups
The simplest representation of associations between
relationships and semantic groups is a matrix with 49rows for the relationships used in the Semantic Net-
work9 and one column for each of the 15 semantic
groups. The column (reli, SGj) in the matrix contains the
number of semantic relations (ST1, rel, ST2) in which rel
equals reli and at least one of the semantic types ST1 or
ST2 belongs to the semantic group SGj.
10
Although there is no deﬁnitive method for analyzing
such a matrix, our assumption is that the matrix should
reﬂect some of the principles on which the semantic
network and semantic groups were built. Here are some
of the indicators we propose:
• The row margin for the relationship rel contains the
number of semantic relations (ST1, rel, ST2) in which
rel is involved. Knowing that the semantic network
relationships are generally coarse (compared, for ex-
ample, to relationships in GALEN11), small counts
could be indicative of unusually speciﬁc relationships,
omissions, or possible errors. The same reasoning ap-
plies to counts for a speciﬁc group.
• The column margin for the semantic group SG con-
tains the number of semantic relations (ST1, rel,
ST2) in which ST1 or ST2 belongs to SG. Since seman-
tic network relationships can be inherited along the
isa hierarchy, the number of semantic relations in-
volving a semantic group is expected to be somewhat
proportional to the number of semantic types in the
group. Therefore, extreme values for the ratio num-
ber of semantic relations/number of semantic types
for a group could indicate issues with this group.
The goal of this method is to provide a birds eye view
on the relationships in order to assist humans in the
analysis of the semantic groups.
3.1.2. Subsets of related semantic groups
We hypothesized that, in most cases, a given rela-
tionship applies to only a limited number of groups.
What this means practically is that the constitution of
the groups takes into account not only the semantics of
the types, but also that of the relationships. For exam-
ple, since what can be treated generally belongs to the
realm of disorders, it is expected that the semantic types
involved with the relationship treats will be clustered
mostly in the semantic group Disorders. Moreover, the
limited number of relationships across groups is gener-
ally concentrated around a few groups which play a
central role in the relationship. For example, treats ap-
plies only to Disorders and Living Beings. When it applies
to Disorders, the semantic groups involved can only be
424 O. Bodenreider, A.T. McCray / Journal of Biomedical Informatics 36 (2003) 414–432Chemicals & Drugs, (e.g., Antibiotic treats Disease
or Syndrome), Devices (e.g., Medical Device treats
Injury or Poisoning), and Procedures (e.g.,
Therapeutic or Preventive Procedure treats
Congenital Abnormality). When it applies to Liv-
ing Beings, the only semantic group involved is Living
Beings (e.g., Professional or Occupational
Group treats Patient or Disabled Group).
From the perspective of graph theory, a partition of
the semantic network can be represented as a directed
graph where semantic groups are the nodes and rela-
tionships the edges. The number of types of relation-
ships with which a semantic group is involved
constitutes the degree of a node. More precisely, the
degree of each node can be divided into the in-degree
(for ‘‘incoming’’ relationships) and the out-degree (for
‘‘outgoing’’ relationships). We hypothesize that seman-
tic coherence should translate, for a given relationship,
into a small number of nodes (called pivot nodes) with
high in- or out-degree, while most nodes are of degree 1
or 0. In other words, the set of edges for a given rela-
tionship is easily decomposed into subsets organized
around pivot nodes and the number of such subsets is
generally small. In the example above, the two pivot
nodes for the relationship treats are the semantic groups
Disorders (degree¼ 3) and Living Beings (degree¼ 1).
The set of four edges involving the relationship treats is
thus decomposed into two subsets organized around
these two nodes: {Chemicals & Drugs–Disorders, De-
vices–Disorders, Procedures–Disorders} and {Living Be-
ings–Living Beings}. The procedure used to ﬁnd the
smaller number of subsets for a given relationship is as
follows. The ﬁrst subset of edges corresponds to the
node of highest degree. All edges involved with this node
are removed from further processing and the degree of
each node is recomputed after excluding these edges.
The procedure is applied iteratively until no edges re-
main. Applied to the example above, this procedure ﬁrst
identiﬁes Disorders as the node of highest degree (3),
creating a ﬁrst subset from the three corresponding
edges. Then, the only remaining node is Living Beings,
whose self-edge becomes the only member of the second
subset. This procedure was applied to the 49 relation-
ships used in the Semantic Network—including isa. The
total number of subsets of edges in the Semantic Net-
work is computed as the sum for all relationships of the
number of subsets of edges for each relationship.
3.1.3. Creating random partitions
In order to validate our hypothesis that semantically
coherent groups should result in a small number of such
subsets of edges in the whole Semantic Network, we
demonstrate that the number of subsets of edges (NSE)
should be higher when the semantic groups are not de-
signed to be semantically coherent, e.g., in randomly
created semantic groups. We generated randompartitions by assigning the semantic types to random
groups, keeping the number of groups and the number
of members in each group similar to that in our original
semantic groups, so that the only factor inﬂuencing NSE
is the semantic group assignment. This procedure is
usually referred to as permutation test. Since the number
of possible rearrangements is close to 134!, we used a
Monte Carlo approach to examine only a random
sample [18, p. 45]. What we want to show is that it is
extremely unlikely that, by chance only, the small NSE
observed in the original semantic groups is also observed
in partitions resulting from the random assignment of
the semantic group labels. Not examining all possible
rearrangements, it is not possible to calculate an exact p
value. It is, however, possible to get an estimate of this
probability by calculating the upper bound for p.
3.2. Results
3.2.1. Association between relationships and semantic
groups
The matrix containing the number of semantic rela-
tions by relationships and by semantic groups is shown
in Table 3. The matrix can be analyzed from two per-
spectives, relationships, and groups. From the perspec-
tive of relationships, the total number of semantic
relations (ST1, rel, ST2) in which the relationship rel
equals reli, shown in the rightmost column of Table 3,
ranges from 1 (for branch_of, derivative_of, and tribu-
tary_of) to 1968 (for aﬀects), with a median of 89. From
the perspective of the semantic groups, the total number
of semantic relations, shown in the last row of Table 3,
ranges from 21 (for Geographic Areas) to 2792 (for
Chemicals & Drugs), with a median of 334.
3.2.2. Subsets of related semantic groups
We computed the NSE for each of the 49 relation-
ships used in the Semantic Network—including isa. The
NSE per relationship ranges from 1 to 13 with a median
of 2. Not surprisingly, the highest count is for the rela-
tionship isa. Since the members of a semantic group
often come from a subtree of the semantic network, the
relationship isa logically appears within most groups.
The maximum NSE for the other relationships is 6.
Examples of subsets of edges are presented in Fig. 4
(relationship treats) and Fig. 5 (relationship loca-
tion_of). The 321 triplets involving the relationship lo-
cation_of can be reduced to 15 pairs of semantic groups.
In turn, in the graph, the corresponding 15 edges are
organized around ﬁve semantic groups, playing the role
of pivot nodes. Nodes are represented with an oval
shape when they receive no edge, i.e., when their in-de-
gree is 0 (e.g., Organizations). Nodes represented with an
octagon both emit and receive edges (e.g., Anatomy).
The other nodes have a rectangular shape when they
only receive edges (e.g., Procedures) or are not involved
Table 3
Matrix of relationships by semantic groups
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purposes (e.g., Devices). The 15 edges can be grouped
into ﬁve subsets, centered on the ﬁve pivot nodes
(Anatomy, Disorders, Genes & Molecular Sequences,
Living Beings, and Organizations). For example, the
subset centered on Genes & Molecular Sequences com-prises the edges of this node to Disorders, Living Beings,
Phenomena, and Physiology. The legend on the right side
of the graph provides details about the number of se-
mantic relations represented by each edge. For example,
76 triplets participate in the relationship of Anatomy to
Disorders.
Fig. 4. Subsets of edges for the relationship treats (each style of line corresponds to a subset of edges: plain for DISO, dotted for LIVB).
Fig. 5. Subsets of edges for the relationship location_of (each style of line corresponds to a subset of edges, e.g., grey and dotted for ORGA).
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The total NSE in the Semantic Network, computed
as the sum for all relationships of the NSE for each
relationship, is 116. We generated 20,000 random par-
titions and computed the total NSE for all relationships.
Counts range from 219 to 301, with a median of 261.
From this experiment, we can conclude that the prob-
ability p of obtaining a total NSE of 116 by random is at
most 0.001 ðp < 0:001Þ. Although this experiment does
not prove that a small value for NSE is indicative of
semantic coherence, it shows that groups generatedrandomly, i.e., without regard to semantic coherence,
never exhibit this property.
3.3. Interpretation
Interesting observations can be made by studying the
margins in Table 3, i.e., the total number of relation-
ships for each relationship (rightmost column) and for
each semantic group (last row).
Most relationships with a count lower than 25 are as-
sociated with the semantic group Anatomy, some of them
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(branch_of, tributary_of) or embryologic development
(developmental_form_of). A majority of them are spatial
(surrounds, adjacent_to, traverses) or physical relation-
ships (connected_to, interconnects) and are, therefore, not
necessarily applicable to other subdomains of the se-
mantic network. With the exception of interacts_with, all
the relationships with a count greater than 300 are asso-
ciated with the semantic group Disorders. Examples of
these relationships include complicates, causes, pro-
cess_of, result_of, and aﬀects. High-level semantic net-
work relationships (e.g., associated_with) and broadly
applicable relationships (aﬀects, interacts_with) are also
involved in a large number of semantic network relations.
From the perspective of the semantic groups, we
found that, as expected, the groups that have the larger
number of members also tend to have a larger number
of semantic network relations, shown in the last row of
Table 3. Examples of such groups include Chemical &
Drugs, Living Beings, Disorders, and Anatomy. However,
the group Concepts & Ideas, although having as many
members as Disorders only has a fraction of its semantic
relations. So, proportionality with the number of se-
mantic types does not strictly explain the number of
semantic relations in the groups. The seven semantic
groups representing clinical medicine and physiopa-
thology account for 70% of the semantic types, but 88%
of the semantic relations, conﬁrming the rich represen-
tation of this subdomain in the semantic network.
Intuitively, it makes sense that the semantic rela-
tionships be organized around a limited number of pivot
semantic groups rather than equally distributed among
the groups. With the exception of isa, which applies to
all groups, we observed that most relationships tend to
associate with some groups. In the examples we pre-
sented earlier, treats and location_of, it was easy to
imagine a small number of pivot groups. More sur-
prisingly, relationships such as associated_with, issue_in,
and result_of exhibit a similar behavior. Interestingly
enough, this behavior is not found in semantic groups
resulting from random partitions of the semantic net-
work. Although it would require more investigation, we
believe that, for a given number of groups, a small
number of subsets of edges in the Semantic Network
may reﬂect that semantic types sharing a given rela-
tionship were appropriately grouped together.4. Experiment 3: interaction between semantic types and
relationships
4.1. Methods
In the previous sections, we used (SG1, rel, SG2) rela-
tions to explore the semantic groups and the relationships
represented among them, ﬁrst focusing on the semanticgroups and then on the relationships. While these meth-
ods provide a useful summary of the 6703 semantic net-
work relations, they provide less insight into the role
played by relationships among semantic types on the
composition of the semantic groups. Relationships
among semantic types may inﬂuence the constitution of
the semantic groups for two major reasons. First, rela-
tionships are inherited along the isa hierarchy, so that,
except when a relationship is explicitly blocked, the de-
scendants of a semantic type STi inherit the relationships
of STi. And, because they are semantically close, the de-
scendants of STi are likely to belong to the same semantic
group as STi. Therefore, the semantic types in a semantic
groupare likely to share at least part of their relationships.
For example, all the descendants of Pathologic
Function (e.g., Neoplastic Process) inherit a re-
lationship to Chemical (Chemical causes Patho-
logic Function). In other words, the property
‘‘caused by chemical’’ is shared by all the descendants of
Pathologic Function. The second reason is that,
even if they do not necessarily have common ancestors in
this group, the semantic types in a semantic group often
share properties with other semantic types in the group.
These properties are usually represented as relationships
to other semantic types. For example, disorders have in
common the property of being treated by, say, drugs.
Therefore, semantic types involved in a relationship treats
with Pharmacologic Substance will likely belong to the
semantic groupDisorders. This is why the groupDisorders
includes not only Pathologic Function and its de-
scendants, but also Congenital Abnormality and
Injury or Poisoning, which are not hierarchically
related to Pathologic Function (and should not be).
What we were interested in exploring is how the se-
mantic groups reﬂect the properties of semantic types—
expressed through the relationships in which they par-
ticipate. The association between semantic types and
relationships can be summarized in a matrix where the
number of times a semantic type STi is involved in a
relationship relj constitutes the intersection of row STi
and column relj., i.e., the number of semantic network
relations (ST1, rel, ST2) in which rel is equal to relj and
either ST1 or ST2 is equal to STi. Such a matrix ex-
presses the observed association between two categorical
variables, semantic type and relationship and is also
called a two-way contingency table. The method of
choice for analyzing this kind of two-dimensional data is
correspondence analysis. A succinct description of this
method is given below and we refer interested readers to
[7] for more details.
Correspondence analysis is an exploratory technique
related to principal component analysis, which ﬁnds a
multidimensional representation of the association be-
tween the row and column categories of a two-way
contingency table. Correspondence analysis provides a
method for representing both the row categories and the
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can be visually examined for structure. To reduce di-
mensionality, only the ﬁrst two or three axes of the new
space are plotted. In the two-dimensional graphical
display, the overall quality of representation of the
points can be expressed as a proportion of the total
variation (called inertia in correspondence analysis
parlance). If a large percentage of the total inertia lies
along the principal axes displayed, it means that most
points are well represented with respect to these axes.
Distance among points reﬂects similarity in the shape of
their proﬁles. These two semantic types are therefore
expected to appear very close to each other on the two-
dimensional graphical display.
We created a matrix, described above, of 134 rows
(categories of the variable semantic type) and 49 col-
umns (categories of the variable relationship). The sta-
tistical package MVSP12 was used to perform the
correspondence analysis.
Correspondence analysis is generally used to display
both the row categories and the column categories in the
same graph, using, for example, the structure (group-
ings) of column categories to suggest explanations about
the structure of row categories. In this study, however,
we display only row categories, i.e., the semantic types,
because we are mainly interested in comparing the
groups resulting from the analysis to the groups we
created manually, i.e., the semantic groups. Moreover,
to facilitate the comparison with our original partition,
the semantic types are represented with symbols re-
ﬂecting the semantic group to which they were assigned.
For the correspondence analysis to validate our original
groupings, two conditions must be fulﬁlled. First, the
symbols corresponding to a given semantic group must
appear close to each other on the display. Second, and
conversely, semantic types belonging to diﬀerent groups
should be apart on the display.
4.2. Results
A portion of the two-way contingency table used in
the correspondence analysis is presented in Table 4. This
matrix can be thought of as a series of proﬁles for each
semantic type. The list of relationships to which a se-
mantic type is associated, along with the frequency of
each association constitutes the proﬁle of this semantic
type. By simply scanning the table, it is noticeable that,
with the exception of Finding and Sign or Symptom,
most semantic types from the semantic group Disorders
have similar proﬁles. As we mentioned earlier, in cor-
respondence analysis, the similarity of proﬁles translates
to a small distance among the corresponding points.12 Multi-Variate Statistical Package, www.kovcomp.com.The ﬁrst two principal axes account only for about
19% of the total inertia, which means that some points
may not be correctly represented with respect to these
two axes. The two-dimensional graphical display using
these two axes is presented in Fig. 6. For validation
purposes, we compared this display to representations
using additional principal axes.
The grouping of semantic types observed on the dis-
play are as follows:
• The groups Occupations and Organizations are both
very cohesive and quite distinct from other groups.
• The groups Anatomy, Chemicals, and Genes & Molec-
ular Sequences are essentially cohesive, with the ex-
ception of one member in each group.
• The groups Disorders, Physiology, and Phenomena ex-
hibit a more complex pattern. As for the groups
above, these groups are essentially cohesive, but at
least one member of each group is isolated from the
others. Moreover, the majority of the semantic types
in these three groups are so close that they appear as
one unique group and their isolated members also
form one group.
• The groups Activities & Behaviors and Living Beings
are organized around several distinct poles. To some
extent, the group Chemicals could also be seen as
having three poles.
• The groups Concepts & Ideas and Objects exhibit a
large dispersion, often overlapping other groups.
The group Procedures is also disperse.
• Finally, the groups Geography and Devices are more
diﬃcult to interpret because of their small number
of members. However, if Geography seems distinct
from other groups, it is not the case for Devices.
4.3. Interpretation
4.3.1. Cohesive groups, except for one member
The semantic types located away from the other
members of their group include Body System (Anat-
omy), Clinical Drug (Chemicals & Drugs), and Gene
or Genome (Genes & Molecular Sequences). In the three
cases, the semantic type in question, although semanti-
cally related to them, does not belong to the same part
of the semantic network hierarchy as most of the other
members of the group. For example, although an ana-
tomical type, Body System is a conceptual entity, most
of the other types in the group Anatomy are physical
entities. However, this diﬀerence does not provide a full
explanation. In fact, in displays using diﬀerent principal
axes (e.g., axes 2 and 3, not displayed here), the outlier
in the group Anatomy is the semantic type Body Sub-
stance, a physical entity, diﬀering from other ana-
tomical types by speciﬁc properties represented through
speciﬁc relationships (e.g., causes) and by diﬀerent fre-
quencies of association with relationships common to
the other members (e.g., only 1 for location_of). Also, in
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the group Anatomy—Body Space or Junction and
Body Location or Region—are conceptual entities.
Nevertheless, these two semantic types are consistently
represented closer to the physical entities than to the
other conceptual entity. In the other two groups, the
outlier also belongs to a diﬀerent part of the semantic
network hierarchy than the other members of the group.
4.3.2. Several subgroups
Two semantic groups seem organized around several
poles, namely Activities & Behaviors and Living Beings.
The very name of the group Activities & Behaviors in-
dicates that it is more a cluster than anything else. Not
surprisingly, one of the poles is around the behaviors
and the other one is around the activities. The group
Living Beings consists of, on the one hand, the semantic
type Organism and its descendants, which are physical
entities, and, on the other hand, the semantic type
Group and its descendants, which are conceptual enti-
ties. Unlike what happens in the group Anatomy, here,
the distinction between the two subgroups is the oppo-
sition between physical and conceptual. Finally, al-
though relatively close to each other, the majority of the
semantic types in the group Chemical & Drugs form two
distinct subsets. Not surprisingly, these subsets reﬂect
the organization of the semantic network hierarchy
starting with the semantic type Chemical, i.e., two
separate subtrees for functional and structural views on
chemicals.
4.3.3. Disorders, physiology, and phenomena
The three semantic groups Disorders, Physiology, and
Phenomena exhibit an interesting pattern. As in the
group Anatomy, one or two members of these groups
diﬀer from the others by their proﬁle. These semantic
types are Finding and Sign or Symptom for Disor-
ders, Organism Attribute and Clinical At-
tribute for Physiology, and Laboratory or Test
Result for Phenomena. With respect to correspon-
dence analysis, the members of these three groups are
very close to each other. Another characteristic of these
groups is that the ﬁve semantic types Finding, Sign
or Symptom, Organism Attribute, Clinical
Attribute, and Laboratory or Test Result
appear closer to each other than to the other members of
their group. In other words, in Fig. 6, the members of
these three groups form two subgroups, one for the
majority of the members, and one for the exceptions.
One characteristic common to the four exceptions is not
their nature, but the role they play in the diagnostic
process.
4.3.4. Less cohesive groups
Groups exhibiting less coherence on the two-dimen-
sional graphical display include Concepts & Ideas,Objects, and Procedures. The groups Concepts & Ideas
and Objects tend to include higher-level semantic types
than other groups (e.g., Physical Object and
Temporal Concept). These are not speciﬁc to the
biomedical domain and actually belong to an upper-le-
vel ontology. Following the hierarchical organization of
the semantic network, these high-level semantic types
were grouped into two groups, one for entities, and one
for events. Logically, the root of each hierarchy of the
semantic network, i.e., the semantic types Entity and
Event, is a member of the corresponding semantic
group. It is therefore not surprising that these groups
appear less consistent than other groups more speciﬁc to
the domain.
For diﬀerent reasons, the semantic group Procedures
is not very consistent either. Actually, examining the
contributions of individual relationships, it appears that
the display is largely inﬂuenced by the relationship
measures. The semantic types associated with the rela-
tionship measures with a relatively high frequency are
Diagnostic Procedure, Laboratory Proce-
dure, Research Activity, and Molecular Bi-
ology Research Technique.5. Conclusions
Our goal in this paper has been to use visualization
techniques to investigate the semantic type groupings we
developed in earlier work. We were particularly inter-
ested in the semantic coherence of the groups, and we
have used the semantic relationships as important indi-
cators of that coherence. Our study has revealed some
issues about the composition of the groups, and, inter-
estingly, about the semantic network itself. In particular,
in some cases, expected relationships between groups are
missing, and this has revealed that additions need to be
made to the semantic network. For example, we noted
that there are no relationships expressed between Pro-
cedures and Genes & Molecular Sequences and, in fact,
we would expect them, since the semantic type Mo-
lecular Biology Research Technique is a
member of the group Procedures. One possible rela-
tionship that could be added would be analyzes, e.g.,
Molecular Biology Research Technique ana-
lyzes Amino Acid Sequence, etc. The methods de-
scribed in this paper have made these and other outliers
immediately apparent, and, thus, serve as a tool for
auditing and validating both the semantic network and
the semantic groups.
From the point of view of the relationships in which
semantic types do or do not participate, some semantic
types appear to be ‘‘loners’’ in the semantic group in
which they have been placed. This might be addressed
either by placing them in some already existing group,
if this is appropriate and is borne out by further
432 O. Bodenreider, A.T. McCray / Journal of Biomedical Informatics 36 (2003) 414–432investigation, or by establishing a new group, particu-
larly if some other ‘‘loner’’ semantic types appear to
cluster with this type. This might be the case, for ex-
ample, for those semantic types that describe clinical
attributes of various kinds, such as Finding, Labo-
ratory or Test Result, and others.
In some cases, and for some purposes, a single group
might be split into two groups. For example, we saw a
clear division of the group Living Beings into two sub-
groups, when considering the relationships in which the
constituent semantic types participate. One group of
semantic types clustered around the semantic type Or-
ganism in the semantic network, and the other around
the semantic type Group. This latter type is actually a
conceptual entity that classiﬁes individuals according to
certain characteristics such as age, profession, etc. An-
other group that might be split for some purposes would
be Chemicals & Drugs. There are two clusters here, the
chemicals viewed from their structural perspective and
those viewed functionally. Relationships such as treats
and prevents apply to the functional perspective, but are
not obviously relevant for, for example, inorganic
chemicals. The tradeoﬀ here is between parsimony on
the one hand (create as few groups for your purposes as
possible) and semantic coherence on the other. The
methods described in this paper have allowed us to pose
these types of questions using a variety of visual tech-
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