In this paper, we introduce properties including groupoid comparison, pure infiniteness and paradoxical comparison as well as a new algebraic tool called groupoid semigroup for locally compact Hausdorffétale groupoids. We show these new tools help establishing pure infiniteness of reduced groupoid C *algebras. As an application, we show a dichotomy of stably finiteness against pure infiniteness for reduced groupoid C * -algebras arising from locally compact Hausdorffétale minimal topological principal groupoids. This generalizes the dichotomy obtained by Bönicke-Li and Rainone-Sims. We also study the relation among our paradoxical comparison, n-filling property and locally contracting property appeared in the literature for locally compact Hausdorffétale groupoids.
Introduction
Nowadays, deep connections are known between C * -algebras and topological groupoids. In particular, locally compactétale groupoids have long been an important source of examples and motivation for the study of C * -algebras via the construction of the reduced groupoid C * -algebra C * r (G) from a locally compactétale groupoid G. Purely infinite simple C * -algebras were introduced by Cuntz in [8] in which a simple C * -algebra A is called purely infinite if every non-zero hereditary sub-C * -algebra of A contains an infinite projection. The class of simple separable nuclear purely infinite C * -algebras, called Kirchberg algebras, is of particular interest because of the classification of these algebras by K-or KK-theory obtained by Kirchberg and Phillips (see [20] for example). Many natural examples of Kirchberg algebras, for example, the Cuntz algebras O n for 2 ≤ n ≤ ∞, can be obtained from groupoids (see [23] ). In this paper, we restrict our discussion to locally compact Hausdorffétale groupoids. We say a C * -algebra A has a groupoid model if there is a locally compact Hausdorffétale groupoid G such that A ≃ C * r (G). If G can be chosen to be a transformation groupoid, we say A has a dynamical model. Spielberg, in [28] , showed that any Kirchberg algebra A in the UCT class has a groupoid model in the sense that there is a directed graph E, as a mixture of directed 1-graph and 2-graphs, generating a locally compact Hausdorffétale second countable groupoid G E such that A ≃ C * r (G E ). In [11] , Kirchberg and Rørdam generalized Cuntz's original notion of pure infiniteness to not necessarily simple C * -algebras by using the Cuntz subequivalence relation. In addition, in [12] , they introduced strongly pure infiniteness for a general C * -algebra, which was shown there to be equivalent to O ∞ -absorption, i.e., A ⊗ O ∞ ≃ A if the C * -algebra A is nuclear and separable. It then has been verified Date: Feb 5, 2020. 2010 Mathematics Subject Classification. 37B05, 46L35.
by Kirchberg and Rørdam in [12] that strongly pure infiniteness and pure infiniteness are equivalent if the C * -algebra is simple or of real rank zero. Furthermore, in [19] Pasnicu and Rørdam established this equivalence for C * -algebras with the ideal property (IP).
However, so far it is not known whether all strongly purely infinite or purely infinite C * -algebras in the sense of Kirchberg and Rørdam have a locally compact Hausdorffétale groupoid model except Spielberg's result for Kirchberg algebras mentioned above. To study this question, it is believed that one first needs to come up with a notion describing pure infiniteness or paradoxicality within the category of locally compact Hausdorffétale groupoids as a regularity property implying the pure infiniteness of the reduced groupoid C * -algebras. To the best knowledge of the author, the earliest systematic study of this question was initiated by Anantharaman-Delaroche in [1] through the introduction of a property named locally contracting. See also [14] for the dynamical version of locally contracting called local boundary action. It was proved in [1] that if a locally compact Hausdorffétale groupoid G is locally contracting then every non-zero hereditary sub-C * -algebra of C * r (G) contains an infinite projection. Therefore, if C * r (G) is also simple, which holds when G is minimal and topologically principal, proved in [23] as well as [6] , then C * r (G) is purely infinite. Motivated by n-filling actions defined in [9] , Suzuki in [30] introduced the n-filling property for locally compact Hausdorffétale groupoids G with a compact unit space and show that the n-filling property implies that C * r (G) is purely infinite and simple under an assumption that G is topological principal. Rainone-Sims in [22] recovered this result in the case of ample groupoids. On the other hand, in the study of ample groupoids, Rainone-Sims in [22] and Bönicke-Li in [6] independently generalized the paradoxicality of compact open sets for dynamical systems defined by Rørdam and Sierakowski in [25] to the setting of locally compact Hausdorffétale ample groupoids. It was also shown in [6] by using an algebraic argument that if a locally compact Hausdorffétale ample groupoid G is essentially principal and has this nice paradoxical decomposition of compact open sets in the unt space G (0) then C * r (G) is purely infinite and thus strongly purely infinite because C * r (G) in this case has the ideal property (IP).
We remark that all purely infinite C * -algebras arising from the groupoids in [1] , [13] , [6] and [25] above have infinite projections. However, there are many purely infinite non-simple C * -algebras having no non-zero projections, for example, O 2 ⊗C 0 (R). A locally compact Hausdorffétale groupoid model of a such C * -algebra, if it exists, is necessarily not ample and has no locally contracting property.
In this paper, we investigate groupoid regularity properties implying pure infiniteness or strongly pure infiniteness of reduced groupoid C * -algebras. To address this problem, we introduce a new framework based on a dynamical approach called dynamical comparison. One aim of this new framework would unify many attempts on study pure infiniteness of reduced groupoid C * -algebras. The concept of dynamical comparison was introduced by Wilhelm Winter in 2012 and refined by David Kerr in [10] to study actions of amenable groups on compact metrizable spaces. Then in [15] , the author studied dynamical comparison and introduced paradoxical comparison for actions of non-amenable groups on compact Hausdorff spaces to obtain several dynamical criteria establishing the pure infiniteness for reduced crossed product C * -algebras. In [16] , the author introduced a new semigroup, called the generalized type semigroup, as a generalization of the type semigroup dating back to Tarski, to study dynamical comparison. It was shown in [16] that the dynamical comparison relates to the almost unperforation of the generalized type semigroup. We thus mainly use ideas in [15] and [16] to study locally compact Hausdorffétale groupoids. In this paper, we will introduce a groupoid version of dynamical comparison, called groupoid comparison, two types of pure infiniteness, and paradoxical comparison (see Definition 3.4, 3.5, 3.6 and 3.7) and show that they imply the pure infiniteness of the reduced groupoid C * -algebras under some assumptions. Note that in [17] Matui also introduced the notion of pure infiniteness for locally compact Hausdorffétale ample groupoids with a compact unit space to study the topological full group of the groupoid generated by one-sided shifts of finite type. We will show in section 5 that our pure infiniteness is a higher dimensional generalization of his pure infiniteness. The following is one of our main results in this paper. We say C 0 (G (0) ) separates ideals of C * r (G) if the (surjective) map I → I ∩ C 0 (G (0) ) from ideals in C * r (G) to ideals in C 0 (G (0) ) generating by G-invariant closed sets is injective. Theorem A. (Theorem 6.9) Let G be a locally compact Hausdorffétale essentially principal groupoid. Suppose C 0 (G (0) ) separates ideals of C * r (G) and there are only finitely many G-invariant closed sets in G (0) . If G has paradoxical comparison then C * r (G) is purely infinite. In addition, if G is furthermore assumed to be second countable then G is strongly purely infinite.
Note that if G is minimal then the condition that C 0 (G (0) ) separates ideals of C * r (G) in the above theorem holds trivially. In addition, there is no non-trivial Ginvariant closed set in G (0) . It was also proved in [23] as well as [6] that if G is minimal and topologically principal then C * r (G) is simple. Therefore, we have the following corollary. Corollary 1.1. Let G be a locally compact Hausdorffétale minimal topological principal groupoid. If G has paradoxical comparison then C * r (G) is simple and (strongly) purely infinite.
We remark that purely infinite simple C * -algebras are automatically strongly purely infinite (see [12] ). It was shown in [6] that if G is an amenable locally compact Hausdorffétale groupoid then C 0 (G (0) ) separates ideals of C * r (G) if and only if G is essentially principal. This result is a groupoid generalization on the ideal structure for reduced crossed product C * -algebras of dynamical systems obtained by Sierakowski in [26] . Then we have the following corollary. Corollary 1.2. Let G be an amenable locally compact Hausdorffétale essentially principal groupoid. Suppose there are only finitely many G-invariant closed sets in G (0) . If G has paradoxical comparison then C * r (G) is purely infinite. In addition, if G is furthermore assumed to be second countable then C * r (G) is strongly purely infinite.
It will be shown in Section 5 that our paradoxical comparison is equivalent to groupoid comparion if G is minimal and there is no G-invariant probability Borel regular measure on G (0) . Then, as an application of Corollary 1.1, we have the following dichotomy as our second main result.
Theorem B. (Theorem 6.11) Let G be a locally compact Hausdorffétale minimal topological principal groupoid. Suppose G has groupoid comparison. Then C * r (G) is either stably finite or strongly purely infinite.
We will introduce in Section 4 a new algebraic tool called groupoid semigroup. Using this tool, we will show in Section 5 that paradoxical comparison and pure infiniteness are equivalent. We will also use groupoid semigroup to study the type semigroup when the underlying groupoid is ample. We remark that our groupoid semigroup can be regarded as a groupoid analogue of the Cuntz semigroup in the C * -setting while the type semigroup plays a role like Murray-von Neumann semigroup. Furthermore, our Theorem B above is a generalization of the dichotomy on stably finiteness against purely infiniteness obtained in [6] and [22] . We show this by establishing the equivalence of the paradoxical comparison and the almost unperforation of the type semigroup.
Finally, it is also interesting to investigate the relationship among our pure infiniteness (or paradoxical comparison), n-filling and locally contracting for locally compact Hausdorffétale groupoids. First, as we will show in Section 3, a lot of examples of groupoids satisfying locally contracting also have paradoxical comparison. But it is not clear in general whether locally contracting implying paradoxical comparison. On the other hand, we will show in Section 5 our paradoxical comparison implies locally contracting in the case of locally compact Hausdorffétale minimal ample groupoids having a compact unit space. However, we discover in this paper that paradoxical comparison does not imply locally contracting in general by establishing the following as our final main result.
Theorem C. (Theorem 6.15) There exists a non-simple strongly purely infinite C * -algebra A, for example, O 2 ⊗ C 0 (R), which has no locally compact Hausdorf etale locally contracting groupoid model but there is a locally compact Hausdorf etale groupoid G having paradoxical comparison such that A ≃ C * r (G). For groupoids having a compact unit space, we will show in Section 5 that n-filling is equivalent to our paradoxical comparison in the ample case. Therefore, we will see that n-filling property implies locally contracting in the case that groupoid is ample. This answer a question in [22] . See the sentence before Remark 9.5 in [22] .
Our paper is organized in the following way. In Section 2, we review some necessary concepts, definitions and preliminary results. In Section 3, we introduce groupoid comparison, paradoxical comparison and pure infiniteness of groupoids. We also list many examples of purely infinite groupoids there. In Section 4, we introduce the groupoid semigroup and list many fundamental properties of it. In Section 5, we study the relation among various notions with paradoxical flavor appeared in this paper or from other literature by using the groupoid semigroup and other tools. In addition, we will study the type semigroup for ample groupoids. In Section 6, we will study reduced groupoid C * -algebras by using pure infiniteness of the groupoids and establish our main results.
Preliminaries
In this section we recall some basic background onétale groupoids and C *algebras. We refer to [23] and [27] as standard references for groupoids. Definition 2.1. A groupoid G is a set equipped with a distinguished subset G (2) ⊂ G × G, called the set of composable pairs, a product map G (2) → G, denoted by (γ, η) → γη and an inverse map G → G, denoted by γ → γ −1 such that the following hold (i) If (α, β) ∈ G (2) and (β, γ) ∈ G (2) then so are (αβ, γ) and (α, βγ). In addition,
Every groupoid is equipped with a subset G (0) = {γγ −1 : γ ∈ G} of G. We refer to elements of G (0) as units and to G (0) itself as the unit space. We define two maps s, r : G → G (0) by s(γ) = γ −1 γ and r(γ) = γγ −1 , respectively, in which s is called the source map and r is called the range map. One also defines (γx, γ, x) −1 = (x, γ −1 , γx) and announces that G (0) := {(x, e Γ , x) :
x ∈ X}. It is not hard to verify that s(γx, γ, x) = x and r(γx, γ, x) = γx. The groupoid G Γ X is called a transformation groupoid.
The following are several basic properties of locally compact Hausdorffétale groupoids whose proofs could be found in [27] . For any set D ⊂ G (0) , Denote by
For the singleton case D = {u}, we write G u , G u and G u u instead for simplicity. Each G u u is a group, which is called the isotropy at u. We say a groupoid G is principal if all isotropy groups are trivial, i.e., G u u = {u} for all u ∈ G (0) . We say a groupoid G is topologically principal if the set {u ∈ G (0) :
Let G be a locally compact Hausdorffétale groupoid. We define a convolution product on C c (G) by
and an involution by f * (γ) = f (γ −1 ). These two operations make C c (G) a * -algebra. Then the reduced groupoid C *algebra C * r (G) is defined to be the completion of C c (G) with respect to the norm · r induced by all regular representation π u for u ∈
) and E(ι(f )aι(g)) = f E(a)g for any a ∈ C * r (G) and f, g ∈ C 0 (G (0) ). As a typical example, it can be verified that for the transformation groupoid in Example 2.2, the reduced groupoid C * -algebra is isomorphic to the reduced crossed product C * -algebra of the dynamical system. The following are some standard facts on reduced groupoid C * -algebras that could be found in [27] . Throughout the paper, the notation supp(f ) for a function f on a topological space X denotes the open support {x ∈ X : f (x) = 0} of f . We say an open set O in a topological space X is precompact if O is compact. For Cuntz comparison, we refer to [4] and [21] as standard references. Let A be a C * -algebra. if there exists a sequence (r n ) in M m,n (A) with r * n br n → a. If there is no confusion, we usually omit the subscript A by writing a b instead. We write a ∼ b if a b and b a. Note that a * a ∼ aa * for any a ∈ A and a ∼ a 1/2 for any a ∈ A + . These
A non-zero positive element a in A is said to be properly infinite if a ⊕ a a. A C * -algebra A is said to be purely infinite if there are no characters on A and if, for every pair of positive elements a, b ∈ A such that b belongs to the closed ideal in A generated by a, one has b a. It was proved in [11] that a C * -algebra A is purely infinite if and only if every non-zero positive element a in A is properly infinite. In addition, in [12] , Kirchberg and Rørdam also introduced a stronger version of pure infiniteness for C * -algebras called strongly pure infiniteness. See Definition 5.1 in [12] . We remark that strongly pure infiniteness for a C * -algebra A is equivalent to A ⊗ O ∞ ≃ A if A is separable and nuclear. It was proved in [19] that strongly pure infiniteness is equivalent to pure infiniteness if A has the ideal property (IP), which says that projections separates ideals in A. This class including purely infinite C *algebras with real rank zero and thus purely infinite simple C * -algebras. See also [12] .
We refer the definition of (2-)quasitraces to [5] . A quasitrace is a map τ defined on positive elements of a C * -algebra A by τ :
(ii) τ (a + b) = τ (a) + τ (b) for all commuting positive elements a, b ∈ A + . If a quasitrace τ can be extended to a quasitrace τ 2 on M 2 (A) + with τ 2 (a ⊗ e 11 ) = τ (a) for all a ∈ A + then we call τ a 2-quasitrace. A quasitrace is called trivial if it takes only the value 0 and ∞. A quasitrace τ is called semi-finite if {a ∈ A : τ (a * a) < ∞} is dense in A and bounded if τ (A + ) ⊂ [0, ∞). Note that a bounded quasitrace is automatically semifinite. A quasitrace τ is called faithful if τ (a) > 0 whenever a ∈ A + \ {0}. A quasitrace τ is called lower semi-countinuous if τ (a) = sup ǫ>0 τ ((a − ǫ) + ) for a ∈ A + . A C * -algebra A is called traceless if there is no non-trivial lower semi-continuous 2-quasitrace on A. It was shown in Remark 2.27(viii) in [5] that a simple C * -algebra A is stably finite if and only if there exists a faithful semi-finite lower semi-continuous 2-quasitrace on A. This is a non-unital generalization of the celebrated result of Cuntz on the characterization of stably finiteness on unital simple C * -algebras (see [7] ).
Finally, throughout the paper, we write A ⊔ B to indicate that the union of sets A and B is a disjoint union. In addition, we denote by i∈I A i for the disjoint union of the family {A i : i ∈ I}.
Pure infiniteness and paradoxical comparison
In this section, we study various properties characterizing pure infiniteness of locally compact Hausdorffétale groupoids. We first recall comparison in dynamical systems of discrete groups on locally compact Hausdorff spaces. 
The following definition is a natural groupoid analogue of the subequivalence relation of open sets above. 
Remark 3.3. We remark that for transformation groupoids G Γ X , our Definition 3.2 for G Γ X coincides with Definition 3.1 for its generating dynamical system Γ X.
We say a Borel regular measure µ :
for any open bisection U in G. Denote by M (G) the set of all probability Borel regular G-invariant measures on G (0) . In the case of transformation groupoid G Γ X of a dynamical system Γ X, we write M Γ (X) instead of M (G Γ X ). The following is a groupoid analogue of the dynamical comparison (see [10] for example). The idea of paradoxicality, dating back to the work of Hausdorff and playing an important role in the work of Banach-Tarski (see [31] ), roughly speaking, is that one object somehow contains two disjoint copies of itself. The notions of this flavor have been observed as a key condition implying pure infiniteness of related C * -algebras (see [25] and [15] for example). We now interpret this philosophy in the setting of locally compact Hausdorffétale groupoids. Let G be such a groupoid. For any nonempty open sets U, V in Furthermore, we also need the following weak version of pure infiniteness. 
Note that Matui (Definition 4.9 in [17] ) introduced a notion called pure infiniteness as well for locally compact Hausdorffétale ample groupoids whose unit space is the Cantor set. It is also straightforward to verify that our paradoxical comparison is a generalization of the pure infiniteness in Matui's sense. We will actually show in Section 5 that they are equivalent for locally compact Hausdorffétale ample groupoids. In addition, Suzuki (Definition 3.3 in [30] ) also introduced a notion of pure infiniteness for locally compact Hausdorffétale groupoids having a compact unit space. His notion is equivalent to Matui's notion when the groupoid is minimal and ample. The following shows that when the groupoid G is ample it suffices to consider compact open sets instead of general open sets in Definition 3.6 above. 
This establishes U ≺ G,2 U and thus G has paradoxical comparison. Remark 3.9. Compare to [6] and [22] , in the case that G is ample, for a non-empty compact open set O, it can be verified O ≺ G,2 O if and only if O is (2, 1)-paradoxical in the sense of Definition 4.5 in [6] . Then Proposition 3.8 shows that our paradoxical comparison is equivalent to that all compact open sets in G (0) is (2, 1)-paradoxical.
We then show that groupoid comparison implies pure infiniteness when M (G) = ∅. We first remark that groupoid comparison in the case M (G) = ∅ implies that the unit space G (0) is perfect in the sense that there is no isolated units. Indeed, it is not hard to observe the cardinality inequality |F | ≤ |O| for every compact set 
We remark that G has the groupoid comparison and M (G) = ∅ if and only if U ≺ G V holds for any non-empty open sets U, V in G (0) . To close this section, we list several natural examples of locally compact Hausdorffétale purely infinite groupoids. It is straightforward to see pure infiniteness implying paradoxical comparison. However, we remark in priori that pure infiniteness is actually equivalent to paradoxical comparison. This equivalence will be established in Theorem 5.1 below.
Example 3.11. (Strong boundary actions and n-filling actions)
For discrete group acting on Compact Hausdorff spaces, Laca and Spielberg in [14] , introduced strong boundary actions. Motivated by their work, then in [9] , Jolissaint and Robertson introduced the n-filling action. An action is a strong boundary action exactly when it is 2-filling. It was proved in [15] that all n-filling actions, thus including the strong boundary actions, are examples of actions satisfying dynamical comparison but having no invariant probability Borel measures. Therefore the transformation groupoid of a n-filling action is purely infinite by Lemma 3.10. This class includes actions of hyperbolic groups on their Gromov boundaries (Example 2.1 in [14] ), the canonical action of SL n (Z) on the projective sapce P n−1 (R) (Example 2.1 in [9] ) and H 0 (M ) acting on M introduced in [30] , where M is a connected compact manifold with no boundaries and H 0 (M ) is the path connected component of the group of all homeomorphism of M containing the identity. See more in [14] , [9] and [30] .
We remark that paradoxical comparison is preserved by inverse limit for dynamical systems. Let α n : Γ X n for n ∈ N be a sequence of actions of a discrete group Γ on compact Hausdorff space X n . Let π n : X n+1 → X n be a factor map. Then the inverse limit system α : Γ X is defined by
together with γ · (x n ) = (γx n ) for any γ ∈ Γ and (x n ) ∈ X. Note that X is equipped with the relative product topology inherited from n∈N X n and it is not hard to see X is compact as well. Denote by P n the canonical projection from n∈N X n to X n . Let n < m ∈ N. Denote by π n,m = π n • π n+1 • · · · • π m−1 , which is a factor map from X m to X n . Define π n,n = id n , i.e., the identity map on X n . For any n ≤ m, observe that π n,m • P m = P n when restrict P n and P m on X. Let O ⊂ X n be an open set in X n . Denoted by B(O) the open set P −1 n (O) ∩ X for simplicity. The following is a preliminary result. Lemma 3.12. Let α : Γ X be the inverse limit system of α n : Γ X n for n ∈ N mentioned above. Then the collection
O is an open set in X n , n ∈ N} form a base of the topology on X.
Proof. Note that C is a subbase for the topology on X. Then it suffices to verify for any finite set {n 1 , . . . , n k } ⊂ N and open sets O i ⊂ X n i there is an n ∈ N and a non-
which is an open set in X n . Then since π n i ,n • P n = P n i on X, one has
Then by the definition one has
as desired.
Now we have the following permanence result.
Proposition 3.13. Let α : Γ X be the inverse limit system of α n : Γ X n for n ∈ N mentioned above. If each α n has paradoxical comparison then so is α.
Proof. Let U be an open set in X and F ⊂ U a compact set. Then Lemma 3.12 and compactness of F imply that there is an n ∈ N and open sets
Since X is an inverse limit, each restriction of P n on X is a factor map. Then, for any i ≤ k j , one has P −1
This shows that α has paradoxical comparison.
Example 3.14. In [29] , Suzuki constructed many examples of unital Kirchberg algebras by using the inverse limit of actions of free groups F n on its boundary. Note that such an action is a strong boundary action in the sense of [14] and thus has paradoxical comparison by Lemma 3.10 (see also Example 3.11 above). Then Proposition 3.13 shows that the Suzuki's examples in [29] have paradoxical comparison and thus are purely infinite.
Example 3.15. (n-filling locally compact Hausdorffétale groupoids)
In [30] , Suzuki generalized the n-filling actions mentioned above to locally compact Hausdorffétale groupoids having a compact unit space. Such a groupoid G is called n-filling if for any open set W in
. Rainone and Sims in [22] provided another but equivalent generalization in the sense that for any n open sets
. We remark that even Rainone and Sims proved this equivalence only in the ample case, their proof works in general. It is not hard to see that if a locally compact Hausdorffétale groupoid G having a compact unit space G (0) is n-filling then G has groupoid comparison and M (G) = ∅. Indeed, since G (0) is assumed to be compact, it suffices to show G (0) ≺ G U for any open set U in G (0) . Choose n non-empty disjoint open subsets W 1 , . . . , W n of U and there are open bisections E 1 , . . . , E n such that n i=1 r(E i W i ) = G (0) . Then for each i = 1, . . . , n, define open bisec-
which establishes the groupoid comparison. Finally, we warn that the notion of n-filling in [9] for dynamical systems does not coincide with the n-filling in the sense of Suzuki or Rainone-Sims for the transformation groupoid of the dynamical systems. We will come back to this in Section 5. V . It is not clear in general whether locally contracting implies pure infiniteness for locally compact Hausdorffétale groupoids. However, we will show below that many examples of locally contracting groupoid in fact are purely infinite.
First, it was noted in [1] that if a minimal dynamical system Γ X satisfies the condition that there is a group element g ∈ Γ having a fixed point x 0 as an attractor of g in the sense that there is an open neighborhood W of x 0 such that {g n (W ) : n ∈ N} form a neighborhood base at x 0 then the system is locally contracting. However, Jolissaint and Robertson shows this condition in fact implies that the action Γ X is n-filling for some n ∈ N + when the underlying space X is compact. In the following proposition, we show that this condition actually implies dynamical comparison in the more general setting that X is locally compact. Proof. Let U, V be non-empty open sets in G (0) and F ⊂ U be a compact set. First, since α is minimal, there are finitely many group elements h 1 , . . . , h n ∈ Γ such that F ⊂ n i=1 h i W . Now choose n disjoint non-empty open subsets V 1 , . . . , V n of V . Apply minimality of α again, one has that for each i ≤ n there is an Then the dynamical system Λ ⋊ α Z Γ is minimal and has dynamical comparison with M Λ⋊Z (Γ) = ∅, where the semi-product group Λ ⋊ α Z is given with discrete topology.
We now recall the following concept in [14] .
Definition 3.19. Let g be a homeomorphism of a locally compact Hausdorff space
The fixed point x of g is called asymtotically stable if it is stable and there is a neighborhood U such that lim n→∞ g n y = x for any y ∈ U .
It was proved in [14] that if the asymtotically stable fixed points is dense, which happens if the dynamical system is minimal, then the action is a local boundary action. We show below that an asymptotically stable point x of a group element g is actually an attractor of g. Choose an open neighborhood V of x such that g n V ⊂ O for all n ∈ N. Then for each y ∈ U , since lim n→∞ g n y = x there is an n y ∈ N such that g ny y ∈ V . This implies that there is an open neighborhood W y of y such that g ny W y ⊂ V . Note that {W y : y ∈ U } form a cover of U and thus there is a finite subcover {W 1 , . . . , W m } since U is compact. Now define n = max{n 1 , . . . , n m } in which we write n i for n y i to simplify the notation. Then one has
This shows that x is an attractor of g. Proof. This is a straightforward consequence of Proposition 3.17 and 3.20.
Note that the action of P SL(n, Z) on a flag manifold F in R n considered in [14] is minimal and has an asymptotically stable fixed point by some group elements. To summarize, we have the following result. 
where α 0 is defined as follows. Identify X by {0, 1} N and let ϕ and ψ be two homeomorphism on X given by
Then ϕ 2 = ψ 3 = id X and thus ϕ and ψ induces an action α 0 on X. We show below that α 0 has dynamical comparison and M Z 2 * Z 3 (X) = ∅.
. . , z n ∈ {0, 1} n and n ∈ N form a standard base of the topology on X. Now X = N 0 ⊔ N 1 . In addition, choose two disjoint open sets N z 1 z 2 ,...,zn and N y 1 y 2 ,...,ym ⊂ O. Without loss of generality, one can assume n, m ≥ 2. Now, it suffices to show that there are g 1 , g 2 ∈ Z 2 * Z 3 such that g 1 N 0 = N z 1 z 2 ,...,zn and
This implies that there is a g ∈ Z 2 * Z 3 such that gN z 1 z 2 ,...,zn = N z 2 ,...,zn . Indeed, if z 1 = z 2 = 1 define g = ϕ • ψ −1 . If z 1 = 1 and z 2 = 0 then define g = ψ. If z 1 = 0, by (iii) above, one can always reduce the problem to the case z 1 = 1 above. Therefore, by induction there is an h ∈ Z 2 * Z 3 such that hN z 1 z 2 ,...,zn = N zn . If z n = 0 we are done and if z n = 1 then ϕ(hN z 1 z 2 ,...,zn ) = N 0 . This thus shows that there is a g 1 ∈ Z 2 * Z 3 such that g 1 N 0 = N z 1 z 2 ,...,zn . The same method shows that there is an h 2 such that h 2 N 0 = N y 1 y 2 ,...,ym . Then define g 2 = h 2 • ϕ. Then g 2 N 1 = N y 1 y 2 ,...,ym as desired.
Example 3.25. It was noted in [6] that all compact open sets in the following locally compact Hausdorffétale ample groupoids are (2, 1)-paradoxical.
(i) Cuntz groupoids defined in [23] ; (ii) coarse groupoids generating by paradoxical coarse metric spaces with bounded geometry.
Remark 3.10 then implies the ample groupoids above have paradoxical comparison and thus are purely infinite.
The following examples of purely infinite groupoids arises from directed graphs.
Example 3.26. As we mentioned above, our pure infiniteness is a generalization of Matui's pure infiniteness in [17] . It was proved in [17] that the groupoids arising from shifts of finite type is purely infinite.
Example 3.27. In [28] , Spielberg constructed a groupoid model for each Kirchberg algebra in the UCT class. Each of these groupoid arising from a mixture of a 1-graph and a 2-graph. It can be verified that any of these groupoid is purely infinite by a virtually identical approach to Matui's argument for shifts of finite type. Therefore, any Kirchberg algebra in the UCT class has a purely infinite groupoid model.
The following example on the negative side was communicated to the author by Hanfeng Li. This shows that paradoxical comparison for dynamical systems is not preserved by extensions. 
Then observe that the only the identity e Γ could implement X × {h} ≺ V 1 × {h}. But this implies that V 1 = X and thus V 2 = ∅. But this is a contradiction to the assumption that V 2 is not empty.
The groupoid semigroup
In this section, we introduce a new semigroup for locally compact Hausdorffétale groupoids as a groupoid version of the generalized type semigroup introduced in [16] . However, unlike the zero-dimensional case, the generalized type semigroup does not actually clearly reflect the "type" of decomposition of open sets in the underlying space. Therefore, we abandon the name "the generalized type semigroup" for groupoids here and simply call it the groupoid semigroup. Before introducing the definition of groupoid semigroups, we recall some necessary backgrounds on preordered abelian semigroups. Recall a semigroup equipped with a neutral element is called a monoid.
Let (W, +, ≤) be a preordered abelian semigroup. We say an element x ∈ W is properly infinite if 2x ≤ x. We say W is purely infinite if every x ∈ W is properly infinite. In addition, we say W is almost unperforated if, whenever x, y ∈ W and n ∈ N are such that (n + 1)x ≤ ny, one has x ≤ y. A state on a preordered monoid (W, +, ≤) is an order preserving morphism f : W → [0, ∞] with f (0) = 0. We say a state is non-trivial if it takes a value different from 0 and ∞. We denote by S(W ) the set consisting of all states of W and by S N (W ) the set of all non-trivial states. We write S(W, x) = {f ∈ S(W ) : f (x) = 1}, which is a subset of S N (W ). The following proposition due to Ortega, Perera, and Rørdam is very useful. See Proposition 2.1 in [18] . 
For the reverse direction, let x ∈ W . Since there is no non-trivial state on W , in particular, one has S(W, x) = ∅. Then because 2x ≤ mx for m ≥ 2, Proposition 4.1 implies that there is an k ∈ N + such that (k + 1) · 2x ≤ kx. Then since W is almost unperforated, one has 2x ≤ x, which shows that W is purely infinite. Now for a locally compact Hausdorffétale groupoid G, we introduce a subequivalence relation on ∞ n=1 (G (0) × {1, . . . , n}). 
We (logically and harmlessly) allow the empty set ∅ to appear as one or more of the open sets in Definition 4.3. In fact we make
sense for any m ∈ N + and open sets V l by using bisections W (i) j = ∅. Note that the empty set ∅ above could be interpreted as n i=1 ∅ × {i} for any n ∈ N + . We also emphasize that each V l above could also be the empty set. Write K(G) = ∞ n=1 O(G (0) ) ⊕n and observe that the relation described in Definition 4.4 is in fact defined on K(G). The following shows that the relation" " is transitive. Let a = (A 1 , . . . , A n ) and b = (B 1 , . . . , B m ). In addition, let a ′ = (A i 1 , . . . , A i k ) and b ′ = (B j 1 , . . . , B j l ) be obtained by deleting all empty sets in the sequence a and b, respectively. It is not hard to see both a a ′ and a ′ a hold. Furthermore, observe that a b if and only if a ′ b ′ . 
Then since G (0) is locally compact Hausdorff and each F n is compact, there is a
which is a compact subset of B l since each V 
Then define open bisections R n,j,p,l = U = l, p = 1, . . . , P l }.
For any n ≤ N and u ∈ F n there is a V
j ) = s(R n,j,p,l ). This shows that F n ⊂ {s(R n,j,p,l ) : R n,j,p,l ∈ R n }.
Then to simplify the notation, for any n ≤ N , denote by T n,j,p,l = r(R n,j,p,l ) × {d l p } for any R n,j,p,l ∈ R n . First observe that T n,j,p,l ⊂ r(U (l) p )×{d (l) p }. Now, suppose that T n 1 ,j 1 ,p 1 ,l 1 and T n 2 ,j 2 ,p 2 ,l 2 are different. If l 1 = l 2 or p 1 = p 2 then by our construction one has (r(U (l 1 )
which implies that T n 1 ,j 1 ,p 1 ,l 1 ∩T n 2 ,j 2 ,p 2 ,l 2 = ∅. Otherwise, we have n 1 = n 2 or j 1 = j 2 while there are l and p such that l 1 = l 2 = l, p 1 = p 2 = p and k (n 1 )
In this case, one has (r(V (n 1 )
which implies that r(V (n 1 )
= l. This fact shows T n 1 ,j 1 ,p 1 ,l 1 ∩ T n 2 ,j 2 ,p 2 ,l 2 = ∅ since U l p is a bisection. Then one has that the family
In addition, observe that for any T n,j,p,l ∈ T , one has
Then this implies that
which verifies that a c as desired.
Now define a relation on K(G) by setting a ≈ b if a b and b a for a, b ∈ K(G). To see that this relation is in fact an equivalence relation, first it is not hard to verify directly that a ≈ a for all a ∈ K(G). In addition, by the definition of the relation "≈", one has that a ≈ b implies b ≈ a trivially. Now suppose a ≈ b and b ≈ c. By definition one has a b c and c b a. Then Lemma 4.5 entails that a c and c a. This establishes a ≈ c.
We write W(G) for the quotient K(G)/ ≈ and define an operation "+" on W(G) by [a] + [b] = [(a, b)], where (a, b) is defined to be the concatenation of a = (A 1 , . . . , A n ) and b = (B 1 , . . . , B m ), i.e., (a, b) = (A 1 , . . . , A n , B 1 , . . . , B m ). It is not hard to see that if a 1 a 2 and b 1 b 2 then (a 1 , b 1 ) (a 2 , b 2 ). This implies the operation "+" is well-defined and it can be additionally verified that the operation "+" is abelian, i.e, = (B 1 , . . . , B n ) ∈ K(G) be two elements with same length and each of A i is precompact. We denoted by
The following is a groupoid analogue of a well-known result on the Cuntz semigroup (for example, see Proposition 2.17 in [4] ). 
But this implies a b. 
Define D l = {r(U This verifies thatD is a state.
For lower semi-continuity, suppose a = (A 1 , . . . , A n ) and b = ( 
Then for any outer extended groupoid dimension function µ, one has 
in K(G). Then one has the additivity:
This shows that µ D is a groupoid dimension function.
Suppose D is non-trivial. Then there is an a = (A 1 , . . . , A n ) ∈ K(G) such that 
which shows that µ D is regular.
For the reverse direction, every regular groupoid dimension function µ on . . . , A n ) ∈ K(G). We will show below D µ is a lower semi-continuous state on W(G). 
Let µ be a regular groupoid dimension function. Then one has
Then since µ is regular, one has
This shows that D µ is an order preserving map and also well-defined on W(G). Then the additivity of D µ is clear from the definition of D µ above and D µ ([∅]) = 0. To show the lower semi-continuity of D µ , for any i ≤ n and a compact set We denote by Lsc(W(G)) the set of all lower semi-continuous states on W(G). Proof. Proposition 4.9 implies that the map S :
Then for any a = (O 1 , . . . , O n ) one has
To see the surjectivity of S it suffices to observe that S(D µ ) = µ for any µ ∈ D R (G) by Proposition 4.10.
Then we are able to characterize when W(G) is almost unperforated. 
where D µ is the lower semi-continuous state induced by µ. 
Then for any u ∈ F there are a γ ∈ G and a B j such that s(γ) = u and r(γ) ∈ B j . Then there is a bisection V u such that u ∈ s(V u ) and r(V u ) ⊂ B j . Then the compactness of F implies that one can find finitely many open bisections V 1 , . . . , V m such that for any i ≤ m one has C i ⊂ F ⊂ m p=1 s(V p ) and each r(V p ) ⊂ B j for some j ≤ l. This implies that
On the other hand, by rescaling we claim that
by the second assumption in (ii). This shows that 
We end this section by the following remark on regular groupoid dimension functions.
Remark 4.15. Let G be a locally compact Hausdorffétale groupoid. It is natural to ask the relation between regular groupoid dimension functions and regular Borel G-invariant premeasures or measures on G (0) . It is straightforward to see that any Borel regular G-invariant measure on G (0) is a regular groupoid dimension function. However, it is not known in general whether a regular groupoid dimension function µ extends to a regular G-invariant measure. Nevertheless, in the case that G (0) is metrizable, the virtually identical proof of Lemma 3.6 in [16] shows that any regular groupoid dimension function can be extended uniquely to a G-invariant Borel regular premeasure on G (0) . This proof is routine but quite long. Unlike the setting of compact Hausdorff space in [16] , our underlying space G (0) is locally compact Hausdorff, which means that closed sets are not necessarily compact any more. Nevertheless, all closed sets and open sets are still σ-compact and so are sets in the set algebra A 0 generating by them when G (0) is metrizable. Denote by K σ the collection of all σ-compact sets in G (0) . Then replace "closed sets" by "compact sets" and "F σ " by "K σ " respectively in the proof of Lemma 3.6 in [16] , one would obtain this desired extension result. Then µ could be uniquely extended to a G-invariant Borel regualr measure on G (0) by the classical theorem of Carathéodory when µ is finite on all compact sets. On the other hand, the extension to a Borel measure is also unique for any non-trivial regular groupoid dimension function when G is minimal and G (0) is compact. In this case, a standard rescaling process allows us to use all probability G-invariant measures in M (G) to determine all regular groupoid dimension functions.
Applications of the groupoid semigroup
In this section, we use the groupoid semigroup to study pure infiniteness and paradoxical comparison of groupoids. Let Then (i)⇒(ii)⇔(iii)⇒(iv). If G is minimal then they are equivalent.
Proof. (i)⇒(ii) has been established by Lemma 3.10.
(ii)⇔(iii). It suffices to show "⇐" because the direction "⇒" is trivial. First note that W(G) is purely infinite since G has paradoxical comparison. Then 
If the groupoid is not minimal, it is not true in general that the weakly pure infiniteness implies the pure infiniteness. For example, consider the trivial group Γ = {e} acting on a compact Hausdorff space X. Then the transformation groupoid of this system is weakly purely infinite but not purely infinite. However, every point x ∈ X in this system is a global fixed point, i.e., Γ · {x} = {x}. In the groupoid case, we call a unit u ∈ G (0) a global fixed unit if s(γ) = u implies r(γ) = u for any γ ∈ G. We conjecture that our weakly pure infiniteness implies the pure infiniteness for locally compact Hausdorffétale groupoids having no global fixed unit in the sense that for any u ∈ G (0) there is a γ ∈ G such that s(γ) = u and r(γ) = u. The following, as a partial evidence, shows that if a weakly purely infinite locally compact Hausdorffétale groupoid G has no global fixed unit then it admits no nontrivial regular groupoid dimension function on G (0) and thus its groupoid semigroup W(G) admits no non-trivial lower semi-continuous state. This makes G have the flavor of infiniteness 
This implies that there is an i ≤ n such that 0 < µ(s(O i )) < ∞. Then because
In the rest of this section, we will focus on ample groupoids. First, if the groupoid G in Proposition 5.2 is furthermore assumed to be ample then weakly pure infiniteness of G indeed implies that G has paradoxical comparison and thus confirms the conjecture above in the ample case. 
Then U 1 , . . . , U n are compact open bisections such that {s(U 1 ), . . . , s(U n )} is disjoint and P = n i=1 s(U i ) and s(U i ) ∩ r(U i ) = ∅ for each i ≤ n. Now since G is weakly purely infinite, for each i ≤ n one has s(U i ) ⊔ r(U i ) ≺ G s(U i ), which implies that [(s(U i ) ⊔ r(U i ))] ≤ [(s(U i ))] in W(G). This implies that for each i ≤ n one has
Then one has
This shows that P ≺ G,2 P and thus G has paradoxical comparison.
The following shows that one bisection is enough to describe the subequivalence relation "≺ G " if the groupoid G is ample. We then discuss the relation among our pure infiniteness, n-filling and local contraction property described in Example 3.15, 3.16, respectively. To summarize, we have the following result. (ii) G is purely infinite (no matter in which sense).
(iii) G is n-filling for some n ∈ N + . (iv) G is 1-filling.
(v) G is locally contracting. Then (i)-(iv) are equivalent and imply (v).
This partially answers a question in [22] asking how the n-filling relates to the locally contracting property in the case that groupoid is ample and minimal. Remark 5.9. Let G Γ X be a transformation groupoid generated by Γ X. We remark that n-filling of G Γ X is not equivalent to the n-filling of Γ X in the sense of [9] in which a lot of n-filling Cantor dynamical systems were presented such that n cannot be one. In fact, a 1-filling dynamical system is trivial. However, the transformation groupoid of any of these systems is 1-filling by Theorem 5.8. This mainly because a bisection in a transformation groupoid could involve arbitrarily many group elements. Now we turn to the type semigroup of an ample groupoid. The study of the type semigroup dates back to Tarski, who used this algebraic tool to study paradoxical decompositions. In the context of topological dynamics on totally disconnected spaces, so far many authors have studied this topic, for example, [10] , [15] , [25] and [31] . Bönicke-Li in [6] and Rainone-Sims in [22] , independently, generalized this semigroup to the setting of locally compact Hausdorffétale ample groupoids. We briefly recall the definition here. Let 
It is not hard to verify that the relation ∼ G above is an equivalence relation (for example, see [6] ). Then the type semigroup V(G) is defined to be V(G) = C(G)/ ∼ G with the addition [a] + [b] = [a + b]. In addition equip V(G) with the algebraic preorder, i.e. x ≤ y in V(G) if y = x + z for some z ∈ V(G). Let G be a locally compact Hausdorffétale ample groupoid. Then there is a natural map κ from V(G) to W(G) defined by κ : [a] V(G) → [a] W(G) for any a ∈ C(G) ⊂ K(G). By definition, κ preserves the addition operation and neutral elements of the monoids. We show below κ perserves orders and thus κ is a preordered abelian monoid morphism from V(G) to W(G). This implies that κ is a groupoid analogue of the natural map from the Murray-von Neumann semigroup to the Cuntz semigroup in the C * -setting (see [4] for example). 
This shows that a b in K(G) and thus one has 
Then since G is ample, for each i ≤ n, there is a disjoint collections {W Let G be a locally compact Hausdorffétale ample groupoid. By the same construction, any groupoid dimension function µ on G (0) induces a state T µ on V(G) by T µ ([a]) = n i=1 µ(A i ) for a = (A 1 , . . . , A n ) ∈ C(G). We say a groupoid dimension function µ on the unit space G (0) of a locally compact Hausdorffétale groupoid G is faithful if µ(A) > 0 whenever A is a non-empty open set in G (0) . If G is minimal and G (0) is compact then any non-trivial regular Borel G-invariant measure on G (0) is a regular faithful groupoid dimension function. Observe that if µ is faithful then the induced state T µ above is also faithful in the same sense that T µ ([a]) > 0 whenever [a] = 0 V(G) . Then, similar to the C * -setting, we have the following result. G) . This entails that κ is injective and thus an order preserving embedding.
C * -algebras arising from the purely infinite groupoids
In this section, we study the C * -algebras of locally compact Hausdorffétale groupoids. The following shows that our subequivalence relation " " on K(G) naturally relates to the Cuntz subequivalence relations on functions in C 0 (G (0) ). Denote by diag(a 1 , . . . , a n ) the diagonal matrix whose entries on diagonal are a 1 , . . . , a n . Proposition 6.1 . Let (f 1 , . . . , f n ) and (g 1 , . . . , g m ) be two sequences of functions in C 0 (G (0) ) + . Write A i = supp(f i ) and B l = supp(g l ) for each i ≤ n and l ≤ m. Denoted by a = (A 1 , . . . , A n ) and b = (B 1 , . . . , B m ). If a b in K(G) then diag(f 1 , . . . , f n ) diag(g 1 , . . . , g m ) in the C * -algebra C * r (G). Proof. In light of Proposition 2.17 in [4] , it suffices to prove that
for all ǫ > 0. Now, let ǫ > 0 and define F i = supp((f i − ǫ) + ) for i = 1, . . . , n. Note that each F i is a compact set because supp(( 
Then since G (0) is locally compact Hausdorff and each F i is compact, there is a family {V
j for all j ≤ J i and i ≤ n and F i ⊂ J i j=1 s(V (i) j ). In addition, one has
Let {h i j : j = 1, . . . , J i } be a partition of unity subordinate to the cover U i of F i . Then F i ⊂ supp( J i j=1 h i j ), which implies that (f i − ǫ) + J i j=1 h i j by Proposition 2.5 in [4] . Then we have
Then for each j ≤ J i define function g i j on V
To simplify the notation, we define the index set I l = {(i, j) : j = 1, . . . , J i , i = 1, . . . , n, k (i) j = l}. Then observe that the collection {supp(r(p i j )) : (i, j) ∈ I l } is disjoint for each l = 1, . . . , m since each supp(r(p i j )) ⊂ r(V
Finally, note that supp(
for each l = 1, . . . , m. This implies that (i,j)∈I l r(p i j ) g l , which further entails that m l=1 ( (i,j)∈I l r(p i j )) m l=1 g l = diag(g 1 , . . . , g m ).
Therefore, we have verified that
for every ǫ > 0 and thus we have diag(f 1 , . . . , f n ) diag(g 1 , . . . , g m ).
The following result is established by Bönicke and Li (see Proposition 4.1 in [6] ), which is a generalization for the case of dynamical systems proved by Rørdam and Sierakowski in [25] . (O) in K(G). Then Proposition 6.1 implies f ⊕ f f , which means that f is properly infinite in C * r (G). We then turn to show E(a) a for all a ∈ C * r (G) + in some interesting cases to establish the pure infiniteness of C * r (G) by Proposition 6.2. We begin with the discussion on G-invariant closed sets in G (0) . We denote by K G (G (0) ) the collection of all G-invariant closed sets in G (0) . 
Then u ∈ r(GV ) and thus there is a γ ∈ G such that s(γ) = u and r(γ)
For the reverse direction, let u ∈ M and define Y = r(Gu), which is a closed G-invariant set in G (0) by Proposition 6.4. Then one has V ∩ Y = ∅ because u ∈ M ∩ Y = ∅. But this actually implies that V ∩ r(Gu) = ∅ since V is open. Then there is an η ∈ G such that s(η) = u and r(η) ∈ V , which entails that u ∈ r(GV ) and thus M ⊂ r(GV ) holds. This then shows that U ⊂ U ⊂ r(G · supp((gE(b)g − δ) + )) since U ⊂ r(G · F ). Now since G is weakly purely infinite, one has U ≺ G supp((g(E(b)g − δ) + ). Then Proposition 6.1 implies
On the other hand, Lemmas 1.4 and 1.7 in [21] imply that
These shows that (E(a) − ǫ) + a and thus E(a) a because ǫ can be arbitrary small. Note that "⊂" defines a natural order on
Since K G (G (0) ) is finite, one can enumerate all minimal elements {Y 1 , . . . , Y n } in I O with respect to the order "⊂". Then for any i ≤ n observe that O ∩ (Y i \ ( j =i Y j ) = ∅. Because if not, O ∩ (Y i \ j =i Y j ) = ∅ implies that there is a j = i such that O ∩ Y i ∩ Y j = ∅. But this implies that Y i ∩ Y j ∈ I O and Y i ∩ Y j is a proper subset of Y i , which is a contradiction to the minimality of Y i in I O . Then define U i = O \ j =i Y j and thus U i ∩ Y i = ∅. Since G is essentially principal, for each i ≤ n one can choose a u i ∈ U i ∩ Y i with the trivial isotropy. Observe that 
Note that for each B j with γ i k ∈ B j , the η is the only element in B j such that s(η) = v because each B j is also a bisection. This entails that B j v = {η} for any B j satisfying γ i k ∈ B j and thus in fact one has 
Then this implies that r(Cv) ⊂ r( We remark that G + above is also a locally compact Hausdorffétale groupoid. It is not hard to see that the collection of precompact open bisections of the form O × V , where O is a precompact open bisection in G and V is a precompact open set in X, form a base for the topology on G + . In addition, it is not hard to verify that if G is amenable then G + is also amenable. Note that C * r (G + ) ≃ C * r (G) ⊗ C 0 (X) because C * r (G + ) can be regarded as the crossed product of the action of G on C 0 (G (0) × X) in which C 0 (G (0) × X) ≃ C 0 (G (0) ) ⊗ C 0 (X) is a C 0 (G (0) )-algebra and the action on C 0 (X) is trivial. See [2] for the detailed construction. 
Now, since G has groupoid comparison and M (G) is the empty set, G (0) is perfect. This allows us to choose a disjoint collection {U i,j : 1 ≤ i ≤ n, j = 1, 2} of non-empty open sets such that U i,j ⊂ M i and M i ≺ G U ij for all j = 1, 2 and 1 ≤ i ≤ n. Define O j = n i=1 (U ij × N i ) ⊂ O for j = 1, 2, which are two disjoint open sets. Denote by π G (0) and π X the canonical projection from G (0) × X onto G (0) and X, respectively. Then π G (0) (F i ) ⊂ M i is a compact set. Then fix a j ∈ {1, 2}. Since M i ≺ G U ij , there is a family {V i 1 , . . . ,
This implies that F ≺ G O j for j = 1, 2 because each V i k × N i is a bisection in G + such that s(V It can be shown that if G is a locally compact Hausdorff amenable minimal topologically principalétale groupoid and X be a locally compact Hausdorff space then G + is essentially principal amenable and all open sets in G (0) + is groupoid small. Then Proposition 6.2, 6.3 and Lemma 6.7 show that C * r (G + ) is purely infinite if G has groupoid comparison and M (G) is the empty set. However, since C * r (G + ) ≃ C * r (G) ⊗ C 0 (X), we have a better result by using Corollary 1.1 and a result due to Kirchberg and Sierakowski in [13] . Theorem 6.14. Let G be a locally compact Hausdorff minimal topologically principaĺ etale groupoid and X be a locally compact Hausdorff space. Suppose G has groupoid comparison and M (G) = ∅. Then C * r (G + ) is strongly purely infinite. Proof. Corollary 1.1 implies that C * r (G) is simple and purely infinite. Therefore, C * r (G) is strongly purely infinite by Theorem 9.1 in [12] . Then Theorem 1.3 in [13] shows that C * r (G + ) ≃ C * r (G) ⊗ C 0 (X) is strongly purely infinite. As an application of amplification groupoids, they yield groupoid model for several strongly purely infinite C * -algebras including some projectionless purely infinite C *algebras. We provide an explicit example below. Recall that the action α 0 : Z 2 * Z 3 X = {0, 1} N in Example 3.23 is a dynamical model of O 2 and α 0 is shown to have groupoid comparison and M Z 2 * Z 3 (X) = ∅. Define an action β : Z 2 * Z 3 X ×R by β g (x, y) = ((α 0 ) g (x), y) for any g ∈ Z 2 * Z 3 . Then we have the following result. Theorem 6.15. The stongly purely infnite C * -algebra O 2 ⊗ C 0 (R) has a dynamical model β : Z 2 * Z 3 {0, 1} N ×R such that β has paradoxical comparison. In addition, O 2 ⊗ C 0 (R) has no locally contracting groupoid model.
Proof. Write X = {0, 1} N . Note that the action β : Z 2 * Z 3 X × R above satisfies that C 0 (X × R) ⋊ r (Z 2 * Z 3 ) ≃ O 2 ⊗ C 0 (R). Therefore β is a dynamical model of O 2 ⊗ C 0 (R). In addition, O 2 ⊗ C 0 (R) contains no non-zero projections, so it has no locally contracting groupoid model because all locally contracting groupoid yields an infinite projection for its reduced C * -algebra.
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