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A singularly perturbed non-ideal transmission problem
and application to the effective conductivity of a periodic
composite
Matteo Dalla Riva ∗ Paolo Musolino †
Abstract: We investigate the effective thermal conductivity of a two-phase composite with
thermal resistance at the interface. The composite is obtained by introducing into an infinite
homogeneous matrix a periodic set of inclusions of a different material. The diameter of
each inclusion is assumed to be proportional to a positive real parameter ǫ. Under suitable
assumptions, we show that the effective conductivity can be continued real analytically in
the parameter ǫ around the degenerate value ǫ = 0, in correspondence of which the inclusions
collapse to points.1
Keywords: transmission problem; singularly perturbed domain; periodic composite; non-
ideal contact conditions; effective conductivity; real analytic continuation
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1 Introduction
We consider the heat conduction in a periodic two-phase composite with thermal resistance
at the two-phase interface. The composite consists of a matrix and of a periodic set of in-
clusions. The matrix and the inclusions are filled with two (possibly different) homogeneous
and isotropic heat conductor materials. We assume that each inclusion occupies a bounded
domain of Rn of diameter proportional to a parameter ǫ > 0. The normal component of the
heat flux is assumed to be continuous at the two-phase interface, while we impose that the
temperature field displays a jump proportional to the normal heat flux by means of a pa-
rameter ρ(ǫ) > 0. In physics, the appearance of such a discontinuity in the temperature field
is a well known phenomenon and has been largely investigated since 1941, when Kapitza
carried out the first systematic study of thermal interface behaviour in liquid helium (see,
e.g., Swartz and Pohl [33], Lipton [24] and references therein). The aim of this paper is
to study the behaviour of the effective conductivity of the composite when the parameter
ǫ tends to 0 and the size of the inclusions collapses. The expression defining the effective
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1Part of the results presented here have been announced in [13].
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conductivity of a composite with imperfect contact conditions was introduced by Benveniste
and Miloh in [7] by generalizing the dual theory of the effective behaviour of composites
with perfect contact (see also Benveniste [6] and for a review Drygas´ and Mityushev [15]).
By the argument of Benveniste and Miloh, in order to evaluate the effective conductivity,
one has to study the thermal distribution of the composite when so called “homogeneous
conditions” are prescribed. To do so, we now introduce a particular transmission problem
with non-ideal contact conditions where we impose that the temperature field displays a
fixed jump along a certain direction and is periodic in all the other directions (cf. problem
(1.3) below). For the sake of completeness, non-homogeneous boundary conditions at the
two-phase interface are also investigated.
We fix once for all
n ∈ N \ {0, 1} , (q11, . . . , qnn) ∈]0,+∞[
n .
Then we introduce the periodicity cell Q and the diagonal matrix q by setting
Q ≡ Πni=1]0, qii[ , q ≡ (δh,iqii)(h,i)∈{1,...,n}2 .
Here δh,i ≡ 1 if h = i and δh,i ≡ 0 if h 6= i. We denote by |Q|n the n-dimensional measure
of the fundamental cell Q and by q−1 the inverse matrix of q. Clearly, qZn ≡ {qz : z ∈ Zn}
is the set of vertices of a periodic subdivision of Rn corresponding to the fundamental cell
Q.
Then we consider α ∈]0, 1[ and a subset Ω of Rn satisfying the following assumption.
Ω is a bounded open connected subset of Rn of class C1,α
such that Rn \ clΩ is connected and that 0 ∈ Ω.
(1.1)
The symbol ‘cl’ denotes the closure. Let now p ∈ Q be fixed. Then there exists ǫ0 ∈ R such
that
ǫ0 ∈]0,+∞[ , p+ ǫclΩ ⊆ Q ∀ǫ ∈]− ǫ0, ǫ0[ . (1.2)
To shorten our notation, we set
Ωp,ǫ ≡ p+ ǫΩ ∀ǫ ∈ R .
Then we introduce the periodic domains
S[Ωp,ǫ] ≡
⋃
z∈Zn
(qz +Ωp,ǫ) , S[Ωp,ǫ]
− ≡ Rn \ clS[Ωp,ǫ] ,
for all ǫ ∈]− ǫ0, ǫ0[.
Next, we take two positive constants λ+, λ−, a function f in the Schauder space C0,α(∂Ω)
and with zero integral on ∂Ω, a function g in C0,α(∂Ω), and a function ρ from ]0, ǫ0[ to
]0,+∞[, and for each j ∈ {1, . . . , n} we consider the following transmission problem for a
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pair of functions (u+j , u
−
j ) ∈ C
1,α
loc (clS[Ωp,ǫ])× C
1,α
loc (clS[Ωp,ǫ]
−):


∆u+j = 0 in S[Ωp,ǫ] ,
∆u−j = 0 in S[Ωp,ǫ]
− ,
u+j (x+ qhheh) = u
+
j (x) + δh,jqhh ∀x ∈ clS[Ωp,ǫ] ,
∀h ∈ {1, . . . , n} ,
u−j (x+ qhheh) = u
−
j (x) + δh,jqhh ∀x ∈ clS[Ωp,ǫ]
− ,
∀h ∈ {1, . . . , n} ,
λ−
∂u
−
j
∂νΩp,ǫ
(x) − λ+
∂u
+
j
∂νΩp,ǫ
(x) = f((x− p)/ǫ) ∀x ∈ ∂Ωp,ǫ ,
λ+
∂u
+
j
∂νΩp,ǫ
(x) + 1
ρ(ǫ)
(
u+j (x) − u
−
j (x)
)
= g((x− p)/ǫ) ∀x ∈ ∂Ωp,ǫ ,∫
∂Ωp,ǫ
u+j (x) dσx = 0 ,
(1.3)
for all ǫ ∈]0, ǫ0[, where νΩp,ǫ denotes the outward unit normal to ∂Ωp,ǫ. Here {e1,. . . , en}
denotes the canonical basis of Rn.
We observe that the functions u+j and u
−
j represent the temperature field in the inclusions
occupying the periodic set S[Ωp,ǫ] and in the matrix occupying S[Ωp,ǫ]
−, respectively. The
parameters λ+ and λ− play the role of thermal conductivity of the materials which fill the
inclusions and the matrix, respectively. The parameter ρ(ǫ) plays the role of the interfacial
thermal resistivity. The fifth condition in (1.3) describes the jump of the normal heat flux
across the two-phase interface and the sixth condition describes the jump of the temperature
field. In particular, if f and g are identically 0, then the normal heat flux is continuous
and the temperature field has a jump proportional to the normal heat flux by means of
the parameter ρ(ǫ). The third and fourth conditions in (1.3) imply that the temperature
distributions u+j and u
−
j have a jump equal to qjj in the direction ej and are periodic in all
the other directions. Finally, the seventh condition in (1.3) is an auxiliary condition which
we introduce to guarantee the uniqueness of the solution (u+j , u
−
j ). Such a condition does
not interfere in the definition of the effective conductivity, which is invariant for constant
modifications of the temperature field.
We also observe that the boundary value problem in (1.3) generalizes transmission prob-
lems which have been largely investigated in connection with the theory of heat conduction
in two-phase periodic composites with imperfect contact conditions (cf., e.g., Castro and
Pesetskaya [8], Castro, Pesetskaya, and Rogosin [9], Drygas´ and Mityushev [15], Lipton [24],
Mityushev [29]).
Due to the presence of the factor 1/ρ(ǫ), the boundary condition may display a singularity
as ǫ tends to 0. In this paper, we consider the case in which
the limit lim
ǫ→0+
ǫ
ρ(ǫ)
exists finite in R. (1.4)
Assumption (1.4) will allow us to analyse problem (1.3) around the degenerate value ǫ = 0.
We also note that we make no regularity assumption on the function ρ. If assumption (1.4)
holds, then we set
r∗ ≡ lim
ǫ→0+
ǫ
ρ(ǫ)
. (1.5)
If ǫ ∈]0, ǫ0[, then the solution in C
1,α
loc (clS[Ωp,ǫ]) × C
1,α
loc (clS[Ωp,ǫ]
−) of problem (1.3) is
unique and we denote it by (u+j [ǫ], u
−
j [ǫ]). Then we introduce the effective conductivity
matrix λeff [ǫ] with (k, j)-entry λeffkj [ǫ] defined by means of the following.
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Definition 1.1. Let α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let ǫ0 be as in (1.2). Let
λ+, λ− ∈]0,+∞[. Let f, g ∈ C0,α(∂Ω) and
∫
∂Ω f dσ = 0. Let ρ be a function from ]0, ǫ0[ to
]0,+∞[. Let (k, j) ∈ {1, . . . , n}2. We set
λeffkj [ǫ] ≡
1
|Q|n
(
λ+
∫
Ωp,ǫ
∂u+j [ǫ](x)
∂xk
dx+ λ−
∫
Q\clΩp,ǫ
∂u−j [ǫ](x)
∂xk
dx
)
+
1
|Q|n
∫
∂Ωp,ǫ
f((x− p)/ǫ)xk dσx ∀ǫ ∈]0, ǫ0[ ,
where (u+j [ǫ], u
−
j [ǫ]) is the unique solution in C
1,α
loc (clS[Ωp,ǫ]) × C
1,α
loc (clS[Ωp,ǫ]
−) of problem
(1.3).
We observe that Definition 1.1 extends that of Benveniste and Miloh to the case of non-
homogeneous boundary conditions and coincide with the classical definition when f and g
are identically 0 (cf. Benveniste [6] and Benveniste and Miloh [7]).
Next, if (k, j) ∈ {1, . . . , n}2, we pose the following question.
What can be said on the map ǫ 7→ λeffkj [ǫ] when ǫ is close to 0 and positive? (1.6)
Questions of this type have long been investigated with the methods of Asymptotic
Analysis. Thus for example, one could resort to Asymptotic Analysis and may succeed to
write out an asymptotic expansion for λeffkj [ǫ]. In this sense, we mention the works of Ammari
and Kang [1, Ch. 5], Ammari, Kang, and Touibi [5]. We also mention Ammari, Kang, and
Kim [3] where the authors consider anisotropic heat conductors, Ammari, Kang, and Lim
[4] where effective elastic properties are investigated, and Ammari, Garapon, Kang, and
Lee [2] for the analysis of effective viscosity properties. For the application of asymptotic
analysis to general elliptic problems we refer to Maz’ya, Nazarov, and Plamenewskij [26]
(see also Maz’ya, Movchan, and Nieves [25] for mesoscale asymptotic approximations). For
further references see, e.g., Lanza de Cristoforis and the second author [20]. Furthermore,
boundary value problems in domains with periodic inclusions have been analysed, at least
for the two dimensional case, with the method of functional equations (cf., e.g., Castro and
Pesetskaya [8], Castro, Pesetskaya, and Rogosin [9], Drygas´ and Mityushev [15], Mityushev
[29]).
Here we answer the question in (1.6) by showing that
λeffkj [ǫ] = λ
−δk,j + ǫ
nΛkj [ǫ, ǫ/ρ(ǫ)]
for ǫ > 0 small, where Λkj is a real analytic map defined in a neighbourhood of the pair
(0, r∗). We observe that our approach does have its advantages. Indeed, if for example we
know that ǫ/ρ(ǫ) equals for ǫ > 0 a real analytic function defined in a whole neighbourhood
of ǫ = 0, then we know that λeffkj [ǫ] can be expanded into a power series for ǫ small. This
is the case if for example ρ(ǫ) = ǫ or ρ is constant. Such an approach has been carried out
in the case of a simple hole, e.g., in Lanza de Cristoforis [19] (see also [12]), and has later
been extended to problems related to the system of equations of the linearized elasticity in
[11] and to the Stokes system in [10], and to the case of problems in an infinite periodically
perforated domain in [20, 30].
The paper is organized as follows. In §2, we introduce some standard notation. In §3, §4,
and §5 we show some preliminary results. In §6, we formulate our problem (1.3) in terms of
integral equations. In §7, we investigate the asymptotic behaviour of u−j [ǫ] and u
+
j [ǫ]. In §8,
we exploit the results of §7 to answer question (1.6). Finally, in §9, we make some remarks
and present some possible extensions of this work.
4
2 Some notation
We denote the norm on a normed space X by ‖ · ‖X . Let X and Y be normed spaces.
We endow the space X × Y with the norm defined by ‖(x, y)‖X×Y ≡ ‖x‖X + ‖y‖Y for all
(x, y) ∈ X × Y, while we use the Euclidean norm for Rn. The symbol N denotes the set of
natural numbers including 0. If A is a matrix, then Aij denotes the (i, j)-entry of A. Let
D ⊆ Rn. Then clD denotes the closure of D and ∂D denotes the boundary of D. For all
R > 0, x ∈ Rn, xj denotes the j-th coordinate of x, |x| denotes the Euclidean modulus of x
in Rn, and Bn(x,R) denotes the ball {y ∈ R
n : |x− y| < R}.
Let Ω be an open subset of Rn. Let r ∈ N\{0}. Let f ∈ (Cm(Ω))r. The s-th component
of f is denoted fs, and Df denotes the matrix
(
∂fs
∂xl
)
(s,l)∈{1,...,r}×{1,...,n}
. For a multi-
index η ≡ (η1, . . . , ηn) ∈ Nn we set |η| ≡ η1 + · · · + ηn. Then Dηf denotes
∂|η|f
∂x
η1
1 ...∂x
ηn
n
.
The subspace of Cm(Ω) of those functions f whose derivatives Dηf of order |η| ≤ m can
be extended with continuity to clΩ is denoted Cm(clΩ). The subspace of Cm(clΩ) whose
functions have m-th order derivatives which are uniformly Ho¨lder continuous with exponent
α ∈]0, 1[ is denoted Cm,α(clΩ). The subspace of Cm(clΩ) of those functions f such that
f|cl(Ω∩Bn(0,R)) ∈ C
m,α(cl(Ω ∩ Bn(0, R))) for all R ∈]0,+∞[ is denoted C
m,α
loc (clΩ).
Now let Ω be a bounded open subset of Rn. Then Cm(clΩ) and Cm,α(clΩ) are endowed
with their usual norm and are well known to be Banach spaces. We say that a bounded open
subset Ω of Rn is of class Cm or of class Cm,α, if clΩ is a manifold with boundary imbedded
in Rn of class Cm or Cm,α, respectively. We define the spaces Ck,α(∂Ω) for k ∈ {0, . . . ,m}
by exploiting the local parametrizations (cf., e.g., Gilbarg and Trudinger [17, §6.2]). The
trace operator from Ck,α(clΩ) to Ck,α(∂Ω) is linear and continuous. For standard properties
of functions in Schauder spaces, we refer the reader to Gilbarg and Trudinger [17] (see also
Lanza de Cristoforis [18, §2, Lem. 3.1, 4.26, Thm. 4.28], Lanza de Cristoforis and Rossi [23,
§2]). We denote by νΩ the outward unit normal to ∂Ω and by dσ the area element on ∂Ω.
We retain the standard notation for the Lebesgue space L1(∂Ω) of integrable functions.
For the definition and properties of real analytic operators, we refer, e.g., to Deimling
[14, p. 150]. In particular, we mention that the pointwise product in Schauder spaces is
bilinear and continuous, and thus real analytic (cf., e.g., Lanza de Cristoforis and Rossi [23,
pp. 141, 142]).
3 Spaces of bounded and periodic functions
If Ω is an arbitrary open subset of Rn, k ∈ N, β ∈]0, 1], we set
Ckb (clΩ) ≡ {u ∈ C
k(clΩ) : Dγu is bounded ∀γ ∈ Nn such that |γ| ≤ k} ,
and we endow Ckb (clΩ) with its usual norm
‖u‖Ck
b
(clΩ) ≡
∑
|γ|≤k
sup
x∈clΩ
|Dγu(x)| ∀u ∈ Ckb (clΩ) .
Then we set
Ck,βb (clΩ) ≡ {u ∈ C
k,β(clΩ) : Dγu is bounded ∀γ ∈ Nn such that |γ| ≤ k} ,
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and we endow Ck,βb (clΩ) with its usual norm
‖u‖
C
k,β
b
(clΩ) ≡
∑
|γ|≤k
sup
x∈clΩ
|Dγu(x)|+
∑
|γ|=k
|Dγu : clΩ|β ∀u ∈ C
k,β
b (clΩ) ,
where |Dγu : clΩ|β denotes the β-Ho¨lder constant of Dγu.
Next we turn to periodic domains. If ΩQ is an arbitrary subset of R
n such that clΩQ ⊆ Q,
then we set
S[ΩQ] ≡
⋃
z∈Zn
(qz +ΩQ) = qZ
n +ΩQ , S[ΩQ]
− ≡ Rn \ clS[ΩQ] .
Then a function u from clS[ΩQ] or from clS[ΩQ]
− to R is q-periodic if u(x+ qhheh) = u(x)
for all x in the domain of definition of u and for all h ∈ {1, . . . , n}. If ΩQ is an open subset
of Rn such that clΩQ ⊆ Q and if k ∈ N and β ∈]0, 1[, then we denote by Ckq (clS[ΩQ]),
Ck,βq (clS[ΩQ]), C
k
q (clS[ΩQ]
−), and Ck,βq (clS[ΩQ]
−) the subsets of the q-periodic functions
belonging to Ckb (clS[ΩQ]), to C
k,β
b (clS[ΩQ]), to C
k
b (clS[ΩQ]
−), and to Ck,βb (clS[ΩQ]
−), re-
spectively. We regard the sets Ckq (clS[ΩQ]), C
k,β
q (clS[ΩQ]), C
k
q (clS[ΩQ]
−), Ck,βq (clS[ΩQ]
−)
as Banach subspaces of Ckb (clS[ΩQ]), of C
k,β
b (clS[ΩQ]), of C
k
b (clS[ΩQ]
−), of Ck,βb (clS[ΩQ]
−),
respectively.
4 The periodic simple layer potential
As is well known there exists a q-periodic tempered distribution Sq,n such that
∆Sq,n =
∑
z∈Zn
δqz −
1
|Q|n
,
where δqz denotes the Dirac distribution with mass in qz. The distribution Sq,n is determined
up to an additive constant, and we can take
Sq,n(x) ≡ −
∑
z∈Zn\{0}
1
|Q|n4π2|q−1z|2
e2πi(q
−1z)·x ,
where the series converges in the sense of distributions on Rn (cf., e.g., Ammari and Kang [1,
p. 53], [21, Theorems 3.1, 3.5]). Then, Sq,n is real analytic in R
n\qZn and is locally integrable
in Rn (cf., e.g., [21, Theorem 3.5]).
Let Sn be the function from R
n \ {0} to R defined by
Sn(x) ≡
{ 1
sn
log |x| ∀x ∈ Rn \ {0}, if n = 2 ,
1
(2−n)sn
|x|2−n ∀x ∈ Rn \ {0}, if n > 2 ,
where sn denotes the (n − 1)-dimensional measure of ∂Bn. Sn is well known to be the
fundamental solution of the Laplace operator.
Then Sq,n − Sn is analytic in (Rn \ qZn) ∪ {0} and we find convenient to set
Rq,n ≡ Sq,n − Sn in (R
n \ qZn) ∪ {0} .
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We now introduce the classical simple layer potential. Let α ∈]0, 1[. Let Ω be a bounded
open subset of Rn of class C1,α. Let µ ∈ C0,α(∂Ω). We set
v[∂Ω, µ](x) ≡
∫
∂Ω
Sn(x− y)µ(y) dσy ∀x ∈ R
n .
As is well known, v[∂Ω, µ] is continuous in Rn, the function v+[∂Ω, µ] ≡ v[∂Ω, µ]|clΩ belongs
to C1,α(clΩ), and the function v−[∂Ω, µ] ≡ v[∂Ω, µ]|Rn\Ω belongs to C
1,α
loc (R
n \Ω). Similarly,
we set
w∗[∂Ω, µ](x) ≡
∫
∂Ω
DSn(x− y)νΩ(x)µ(y) dσy ∀x ∈ ∂Ω .
Then the function w∗[∂Ω, µ] belongs to C
0,α(∂Ω) and we have
∂
∂νΩ
v±[∂Ω, µ] = ∓
1
2
µ+ w∗[∂Ω, µ] on ∂Ω
(cf., e.g., Miranda [28], Lanza de Cristoforis and Rossi [23, Thm. 3.1]).
If X is a vector subspace of L1(∂Ω), we find convenient to set
X0 ≡
{
f ∈ X :
∫
∂Ω
f dσ = 0
}
.
Then we have the following well known result of classical potential theory. We note that
statement (i) in Lemma 4.1 below has been proved by Schauder [31, 32] for n = 3, while
the general case n ≥ 2 is also valid and can be proved by slightly modifying the argument
of Schauder [31, 32]. Statement (ii), instead, follows by Folland [16, Prop. 3.19], whereas
statement (iii) by combining (i) and (ii).
Lemma 4.1. Let α ∈]0, 1[. Let Ω be a bounded open subset of Rn of class C1,α. Then the
following statements hold.
(i) The map from C0,α(∂Ω) to C0,α(∂Ω) which takes θ to w∗[∂Ω, θ] is compact.
(ii) If θ ∈ C0,α(∂Ω)0, then w∗[∂Ω, θ] ∈ C0,α(∂Ω)0.
(iii) The map from C0,α(∂Ω)0 to C
0,α(∂Ω)0 which takes θ to w∗[∂Ω, θ] is compact.
We now introduce the periodic simple layer potential. Let α ∈]0, 1[. Let ΩQ be a
bounded open subset of Rn of class C1,α such that clΩQ ⊆ Q. Let µ ∈ C
0,α(∂ΩQ). We set
vq[∂ΩQ, µ](x) ≡
∫
∂ΩQ
Sq,n(x − y)µ(y) dσy ∀x ∈ R
n .
As is well known, vq[∂ΩQ, µ] is continuous in R
n. Moreover, the function v+q [∂ΩQ, µ] ≡
vq[∂ΩQ, µ]|clS[ΩQ] belongs to C
1,α
q (clS[ΩQ]), and v
−
q [∂ΩQ, µ] ≡ vq[∂ΩQ, µ]|clS[ΩQ]− belongs to
C1,αq (clS[ΩQ]
−). Similarly, we set
wq,∗[∂ΩQ, µ](x) ≡
∫
∂ΩQ
DSq,n(x− y)νΩQ(x)µ(y) dσy ∀x ∈ ∂ΩQ .
Then the function wq,∗[∂ΩQ, µ] belongs to C
0,α(∂ΩQ) and we have
∂
∂νΩQ
v±q [∂ΩQ, µ] = ∓
1
2
µ+ wq,∗[∂ΩQ, µ] on ∂ΩQ
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(cf., e.g., [21, Theorem 3.7]).
In the following lemma we have the periodic counterpart of Lemma 4.1.
Lemma 4.2. Let α ∈]0, 1[. Let ΩQ be a bounded open subset of Rn of class C1,α such that
clΩQ ⊆ Q. Then the following statements hold.
(i) The map from C0,α(∂ΩQ) to C
0,α(∂ΩQ) which takes µ to wq,∗[∂ΩQ, µ] is compact.
(ii) If µ ∈ C0,α(∂ΩQ)0, then wq,∗[∂ΩQ, µ] ∈ C0,α(∂ΩQ)0.
(iii) The map from C0,α(∂ΩQ)0 to C
0,α(∂ΩQ)0 which takes µ to wq,∗[∂ΩQ, µ] is compact.
Proof. We first consider (i). We note that
wq,∗[∂ΩQ, µ](x)
= w∗[∂ΩQ, µ](x) +
n∑
j=1
(νΩQ(x))j
∫
∂ΩQ
∂xjRq,n(x− y)µ(y) dσy ∀x ∈ ∂ΩQ ,
(4.1)
for all µ ∈ C0,α(∂ΩQ). Then by the real analyticity of ∂xjRq,n in (R
n \ qZn) ∪ {0}, by
the compactenss of the imbedding of C1,α(∂ΩQ) into C
0,α(∂ΩQ), by equality (4.1), and by
Lemma 4.1 (i), we deduce the validity of statement (i). Statement (ii) follows by Fubini’s
Theorem and by the well known identity∫
∂ΩQ
∂
∂νΩQ(x)
(Sq,n(y − x)) dσx =
1
2
−
|ΩQ|n
|Q|n
∀y ∈ ∂S[ΩQ]
(cf., e.g., [20, Lemma A.1]). Here |ΩQ|n denotes the n-dimensional measure of ΩQ. Finally,
statement (iii) is a straightforward consequence of (i), (ii).
5 Transmission problems with non-ideal contact condi-
tions
In this section we collect some preliminary results concerning transmission problems with
non-ideal contact conditions.
We first have the following uniqueness result for a periodic transmission problem, whose
proof is based on a standard energy argument for periodic harmonic functions.
Proposition 5.1. Let α ∈]0, 1[. Let ΩQ be a bounded open subset of Rn of class C1,α such
that Rn \ clΩQ is connected and that clΩQ ⊆ Q. Let λ+, λ−, γ# ∈]0,+∞[. Let (v+, v−) ∈
C1,αq (clS[ΩQ])× C
1,α
q (clS[ΩQ]
−) be such that

∆v+ = 0 in S[ΩQ] ,
∆v− = 0 in S[ΩQ]
− ,
v+(x+ qhheh) = v
+(x) ∀x ∈ clS[ΩQ] , ∀h ∈ {1, . . . , n} ,
v−(x+ qhheh) = v
−(x) ∀x ∈ clS[ΩQ]− , ∀h ∈ {1, . . . , n} ,
λ− ∂v
−
∂νΩQ
(x) − λ+ ∂v
+
∂νΩQ
(x) = 0 ∀x ∈ ∂ΩQ ,
λ+ ∂v
+
∂νΩQ
(x) + γ#
(
v+(x) − v−(x)
)
= 0 ∀x ∈ ∂ΩQ ,∫
∂ΩQ
v+(x) dσx = 0 .
(5.1)
Then v+ = 0 on clS[ΩQ] and v
− = 0 on clS[ΩQ]
−.
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We now study an integral operator which we need in order to solve a periodic transmission
problem by means of periodic simple layer potentials.
Proposition 5.2. Let α ∈]0, 1[. Let ΩQ be a bounded open subset of Rn of class C1,α
such that Rn \ clΩQ is connected and that clΩQ ⊆ Q. Let λ+, λ−, γ# ∈]0,+∞[. Let Jγ# ≡
(Jγ#,1, Jγ#,2) be the operator from (C
0,α(∂ΩQ)0)
2 to (C0,α(∂ΩQ)0)
2 defined by
Jγ#,1[µ
i, µo] ≡λ−
(1
2
µo + wq,∗[∂ΩQ, µ
o]
)
− λ+
(
−
1
2
µi + wq,∗[∂ΩQ, µ
i]
)
,
Jγ#,2[µ
i, µo] ≡λ+
(
−
1
2
µi + wq,∗[∂ΩQ, µ
i]
)
+ γ#
(
v+q [∂ΩQ, µ
i]|∂ΩQ −
1
|∂ΩQ|n−1
∫
∂ΩQ
v+q [∂ΩQ, µ
i] dσ
− v−q [∂ΩQ, µ
o]|∂ΩQ +
1
|∂ΩQ|n−1
∫
∂ΩQ
v−q [∂ΩQ, µ
o] dσ
)
,
for all (µi, µo) ∈ (C0,α(∂ΩQ)0)2, where |∂ΩQ|n−1 denotes the (n− 1)-dimensional measure
of ∂ΩQ. Then Jγ# is a linear homeomorphism.
Proof. Let Jˆγ# ≡ (Jˆγ#,1, Jˆγ#,2) be the linear operator from (C
0,α(∂ΩQ)0)
2 to (C0,α(∂ΩQ)0)
2
defined by
Jˆγ#,1[µ
i, µo] ≡ (λ−/2)µo + (λ+/2)µi , Jˆγ#,2[µ
i, µo] ≡ −(λ+/2)µi
for all (µi, µo) ∈ (C0,α(∂ΩQ)0)
2. Clearly, Jˆγ# is a linear homeomorphism from (C
0,α(∂ΩQ)0)
2
to (C0,α(∂ΩQ)0)
2. Then let J˜γ# ≡ (J˜γ#,1, J˜γ#,2) be the operator from (C
0,α(∂ΩQ)0)
2 to
(C0,α(∂ΩQ)0)
2 defined by
J˜γ#,1[µ
i, µo] ≡λ−wq,∗[∂ΩQ, µ
o]− λ+wq,∗[∂ΩQ, µ
i] ,
J˜γ#,2[µ
i, µo] ≡λ+wq,∗[∂ΩQ, µ
i]
+ γ#
(
v+q [∂ΩQ, µ
i]|∂ΩQ −
1
|∂ΩQ|n−1
∫
∂ΩQ
v+q [∂ΩQ, µ
i] dσ
− v−q [∂ΩQ, µ
o]|∂ΩQ +
1
|∂ΩQ|n−1
∫
∂ΩQ
v−q [∂ΩQ, µ
o] dσ
)
for all (µi, µo) ∈ (C0,α(∂ΩQ)0)
2. Then, by Lemma 4.2, by the boundedness of the operator
from C0,α(∂ΩQ)0 to C
1,α(∂ΩQ)0 which takes µ to
vq[∂ΩQ, µ]|∂ΩQ −
1
|∂ΩQ|n−1
∫
∂ΩQ
vq[∂ΩQ, µ] dσ ,
and by the compactness of the imbedding of C1,α(∂ΩQ)0 into C
0,α(∂ΩQ)0, we have that
J˜γ# is a compact operator. Now, since Jγ# = Jˆγ#+ J˜γ# and since compact perturbations of
isomorphisms are Fredholm operators of index 0, we deduce that Jγ# is a Fredholm operator
of index 0. Thus to show that Jγ# is a linear homeomorphism it suffices to show that it is
injective. So, let (µi, µo) ∈ (C0,α(∂ΩQ)0)2 be such that Jγ# [µ
i, µo] = (0, 0). Then by the
jump formulae for the normal derivative of the periodic simple layer potential one verifies
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that the pair (v+, v−) ∈ C1,αq (clS[ΩQ])× C
1,α
q (clS[ΩQ]
−) defined by
v+ ≡ v+q [∂ΩQ, µ
i]−
1
|∂ΩQ|n−1
∫
∂ΩQ
v+q [∂ΩQ, µ
i] dσ ,
v− ≡ v−q [∂ΩQ, µ
o]−
1
|∂ΩQ|n−1
∫
∂ΩQ
v−q [∂ΩQ, µ
o] dσ ,
is a solution of the boundary value problem in (5.1). Accordingly, Proposition 5.1 implies
that v− = 0 and v+ = 0. In particular,
v+q [∂ΩQ, µ
i]−
1
|∂ΩQ|n−1
∫
∂ΩQ
v+q [∂ΩQ, µ
i] dσ = 0 in clS[ΩQ] , (5.2)
v−q [∂ΩQ, µ
o]−
1
|∂ΩQ|n−1
∫
∂ΩQ
v−q [∂ΩQ, µ
o] dσ = 0 in clS[ΩQ]
− .
Then, by the jump formulae for the normal derivative of the periodic simple layer potential
we have
∂v−
∂νΩQ
(x) =
1
2
µo(x) + wq,∗[∂ΩQ, µ
o](x) = 0 ∀x ∈ ∂ΩQ ,
which implies that µo = 0 (cf. [20, Proposition A.4 (i)]). Moreover, by (5.2) and by the
continuity of the simple layer potential we deduce that
v−q [∂ΩQ, µ
i]−
1
|∂ΩQ|n−1
∫
∂ΩQ
v−q [∂ΩQ, µ
i] dσ = 0 in clS[ΩQ]
− ,
and thus by arguing as above we conclude that µi = 0. Accordingly, Jγ# is injective, and,
as a consequence, a linear homeomorphism.
By the jump formulae for the normal derivative of the periodic simple layer potential,
we can now deduce the validity of the following theorem.
Theorem 5.3. Let α ∈]0, 1[. Let ΩQ be a bounded open subset of Rn of class C1,α such
that Rn \ clΩQ is connected and that clΩQ ⊆ Q. Let λ+, λ−, γ# ∈]0,+∞[. Let (Φ,Γ, c) ∈
C0,α(∂ΩQ)0 × C
0,α(∂ΩQ) × R. Let Jγ# be as in Proposition 5.2. Then a pair (µ
i, µo) ∈
(C0,α(∂ΩQ)0)
2 satisfies the equality
Jγ# [µ
i, µo] =
(
Φ,Γ−
∫
∂ΩQ
Γ dσ
|∂ΩQ|n−1
)
if and only if the pair (v+, v−) ∈ C1,αq (clS[ΩQ])× C
1,α
q (clS[ΩQ]
−) defined by
v+ ≡ v+q [∂ΩQ, µ
i]−
1
|∂ΩQ|n−1
∫
∂ΩQ
v+q [∂ΩQ, µ
i] dσ +
1
|∂ΩQ|n−1
c ,
v− ≡ v−q [∂ΩQ, µ
o]−
1
|∂ΩQ|n−1
∫
∂ΩQ
v−q [∂ΩQ, µ
o] dσ
+
1
|∂ΩQ|n−1
c−
1
γ#
1
|∂ΩQ|n−1
∫
∂ΩQ
Γ dσ ,
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is a solution of

∆v+ = 0 in S[ΩQ] ,
∆v− = 0 in S[ΩQ]
− ,
v+(x + qhheh) = v
+(x) ∀x ∈ clS[ΩQ] , ∀h ∈ {1, . . . , n} ,
v−(x + qhheh) = v
−(x) ∀x ∈ clS[ΩQ]− , ∀h ∈ {1, . . . , n} ,
λ− ∂v
−
∂νΩQ
(x)− λ+ ∂v
+
∂νΩQ
(x) = Φ(x) ∀x ∈ ∂ΩQ ,
λ+ ∂v
+
∂νΩQ
(x) + γ#
(
v+(x) − v−(x)
)
= Γ(x) ∀x ∈ ∂ΩQ ,∫
∂ΩQ
v+(x) dσx = c .
(5.3)
Remark. Let α, ΩQ, λ
+, λ−, γ# be as in Theorem 5.3. Then Propositions 5.1, 5.2 and
Theorem 5.3 imply that for each triple (Φ,Γ, c) ∈ C0,α(∂ΩQ)0×C0,α(∂ΩQ)×R, the solution
in C1,αq (clS[ΩQ])× C
1,α
q (clS[ΩQ]
−) of problem (5.3) exists and is unique.
We now turn to non-periodic problems and we prove some results which we use in the
sequel to analyse problem (1.3) around the degenerate case ǫ = 0. We first have the following
uniqueness result whose validity can be deduced by a standard energy argument.
Proposition 5.4. Let α ∈]0, 1[. Let Ω be a bounded open connected subset of Rn of class
C1,α such that Rn \ clΩ is connected. Let λ+, λ− ∈]0,+∞[, γ˜ ∈ [0,+∞[. Let (v+, v−) ∈
C1,α(clΩ)× C1,αloc (R
n \ Ω) be such that


∆v+ = 0 in Ω ,
∆v− = 0 in Rn \ clΩ ,
λ− ∂v
−
∂νΩ
(x) − λ+ ∂v
+
∂νΩ
(x) = 0 ∀x ∈ ∂Ω ,
λ+ ∂v
+
∂νΩ
(x) + γ˜
(
v+(x) − v−(x)
)
= 0 ∀x ∈ ∂Ω ,∫
∂Ω
v+(x) dσx = 0 ,∫
∂Ω v
−(x) dσx = 0 ,
limx→∞ v
−(x) ∈ R .
(5.4)
Then v+ = 0 on clΩ and v− = 0 on Rn \ Ω.
We now study an integral operator which we need in order to solve (non-periodic) trans-
mission problems in terms of classical simple layer potentials.
Proposition 5.5. Let α ∈]0, 1[. Let Ω be a bounded open connected subset of Rn of class
C1,α such that Rn \ clΩ is connected. Let λ+, λ− ∈]0,+∞[, γ˜ ∈ [0,+∞[. Let Kγ˜ ≡
(Kγ˜,1,Kγ˜,2) be the operator from (C
0,α(∂Ω)0)
2 to (C0,α(∂Ω)0)
2 defined by
Kγ˜,1[θ
i, θo] ≡λ−
(1
2
θo + w∗[∂Ω, θ
o]
)
− λ+
(
−
1
2
θi + w∗[∂Ω, θ
i]
)
,
Kγ˜,2[θ
i, θo] ≡λ+
(
−
1
2
θi + w∗[∂Ω, θ
i]
)
+ γ˜
(
v+[∂Ω, θi]|∂Ω −
1
|∂Ω|n−1
∫
∂Ω
v+[∂Ω, θi] dσ
− v−[∂Ω, θo]|∂Ω +
1
|∂Ω|n−1
∫
∂Ω
v−[∂Ω, θo] dσ
)
,
for all (θi, θo) ∈ (C0,α(∂Ω)0)2, where |∂Ω|n−1 denotes the (n − 1)-dimensional measure of
∂Ω. Then Kγ˜ is a linear homeomorphism.
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Proof. By arguing so as in the proof of Proposition 5.2 for Jγ# and by replacing Lemma
4.2 by Lemma 4.1, one can prove that Kγ˜ is a Fredholm operator of index 0. Thus to
show that Kγ˜ is a linear homeomorphism it suffices to show that it is injective. So, let
(θi, θo) ∈ (C0,α(∂Ω)0)2 be such that Kγ˜ [θi, θo] = (0, 0). Then by the jump formulae for the
normal derivative of the simple layer potential, the pair (v+, v−) ∈ C1,α(clΩ)×C1,αloc (R
n \Ω)
defined by
v+ ≡ v+[∂Ω, θi]−
1
|∂Ω|n−1
∫
∂Ω
v+[∂Ω, θi] dσ ,
v− ≡ v−[∂Ω, θo]−
1
|∂Ω|n−1
∫
∂Ω
v−[∂Ω, θo] dσ ,
is a solution of the boundary value problem in (5.4). Accordingly, Proposition 5.4 implies
that v− = 0 and v+ = 0. Then, by classical potential theory, θi = 0 and θo = 0 (cf., e.g.,
Folland [16, Chapter 3, §D]). Accordingly, Kγ˜ is injective, and, as a consequence, a linear
homeomorphism.
By Propositions 5.4, 5.5, and by the jump formulae for the normal derivative of the
classical simple layer potential, we immediately deduce the validity of the following result
concerning the solvability of a (non-periodic) transmission problem.
Theorem 5.6. Let α ∈]0, 1[. Let Ω be a bounded open connected subset of Rn of class
C1,α such that Rn \ clΩ is connected. Let λ+, λ− ∈]0,+∞[, γ˜ ∈ [0,+∞[. Let Kγ˜ be as in
Proposition 5.5. Let (Φ,Γ) ∈ (C0,α(∂Ω)0)2. Let (θi, θo) ∈ (C0,α(∂Ω)0)2 be such that
Kγ˜ [θ
i, θo] = (Φ,Γ) .
Let (v+, v−) ∈ C1,α(clΩ)× C1,αloc (R
n \ Ω) be defined by
v+ ≡ v+[∂Ω, θi]−
1
|∂Ω|n−1
∫
∂Ω
v+[∂Ω, θi] dσ ,
v− ≡ v−[∂Ω, θo]−
1
|∂Ω|n−1
∫
∂Ω
v−[∂Ω, θo] dσ .
Then (v+, v−) is the unique solution in C1,α(clΩ)× C1,αloc (R
n \ Ω) of

∆v+ = 0 in Ω ,
∆v− = 0 in Rn \ clΩ ,
λ− ∂v
−
∂νΩ
(x) − λ+ ∂v
+
∂νΩ
(x) = Φ(x) ∀x ∈ ∂Ω ,
λ+ ∂v
+
∂νΩ
(x) + γ˜
(
v+(x) − v−(x)
)
= Γ(x) ∀x ∈ ∂Ω ,∫
∂Ω
v+(x) dσx = 0 ,∫
∂Ω v
−(x) dσx = 0 ,
limx→∞ v
−(x) ∈ R .
6 Formulation of problem (1.3) in terms of integral equa-
tions
In the following Proposition 6.1, we formulate problem (1.3) in terms of integral equations
on ∂Ω. To do so, we exploit Theorem 5.3 and the rule of change of variables in integrals.
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Indeed, if ǫ ∈]0, ǫ0[, by a simple computation one can convert problem (1.3) into a periodic
transmission problem (see problem (6.4) below). Then, by Theorem 5.3, one can reformulate
such a problem in terms of a system of integral equations defined on the ǫ-dependent domain
∂Ωp,ǫ. Finally, by exploiting an appropriate change of variable, one can get rid of such
a dependence and can obtain an equivalent system of integral equations defined on the
fixed domain ∂Ω, as the following proposition shows. We now find convenient to introduce
the following notation. Let α ∈]0, 1[. Let Ω be as in (1.1). Let ǫ0 be as in (1.2). If
λ+, λ− ∈]0,+∞[, f ∈ C0,α(∂Ω)0, g ∈ C0,α(∂Ω), then we denote by M ≡ (M1,M2) the
operator from ]− ǫ0, ǫ0[×R× (C0,α(∂Ω)0)2 to (C0,α(∂Ω)0)2 defined by
M1[ǫ, ǫ
′, θi, θo](t)
≡ λ−
(1
2
θo(t) + w∗[∂Ω, θ
o](t) + ǫn−1
∫
∂Ω
DRq,n(ǫ(t− s))νΩ(t)θ
o(s) dσs
)
− λ+
(
−
1
2
θi(t) + w∗[∂Ω, θ
i](t) + ǫn−1
∫
∂Ω
DRq,n(ǫ(t− s))νΩ(t)θ
i(s) dσs
)
− f(t) + (λ− − λ+)(νΩ(t))j ∀t ∈ ∂Ω ,
(6.1)
M2[ǫ, ǫ
′, θi, θo](t)
≡ λ+
(
−
1
2
θi(t) + w∗[∂Ω, θ
i](t) + ǫn−1
∫
∂Ω
DRq,n(ǫ(t− s))νΩ(t)θ
i(s) dσs
)
+ ǫ′
(
v+[∂Ω, θi](t) + ǫn−2
∫
∂Ω
Rq,n(ǫ(t− s))θ
i(s) dσs
−
1
|∂Ω|n−1
∫
∂Ω
(
v+[∂Ω, θi](s′) + ǫn−2
∫
∂Ω
Rq,n(ǫ(s
′ − s))θi(s)dσs
)
dσs′
− v−[∂Ω, θo](t)− ǫn−2
∫
∂Ω
Rq,n(ǫ(t− s))θ
o(s) dσs
+
1
|∂Ω|n−1
∫
∂Ω
(
v−[∂Ω, θo](s′) + ǫn−2
∫
∂Ω
Rq,n(ǫ(s
′ − s))θo(s)dσs
)
dσs′
)
− g(t) +
1
|∂Ω|n−1
∫
∂Ω
g dσ + λ+(νΩ(t))j ∀t ∈ ∂Ω ,
(6.2)
for all (ǫ, ǫ′, θi, θo) ∈]− ǫ0, ǫ0[×R× (C0,α(∂Ω)0)2. Then we have the following proposition.
Proposition 6.1. Let α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let ǫ0 be as in (1.2). Let
λ+, λ− ∈]0,+∞[. Let f ∈ C0,α(∂Ω)0. Let g ∈ C0,α(∂Ω). Let ρ be a function from ]0, ǫ0[
to ]0,+∞[. Let ǫ ∈]0, ǫ0[. Let j ∈ {1, . . . , n}. Then the unique solution (u
+
j [ǫ], u
−
j [ǫ]) in
C1,αloc (clS[Ωp,ǫ])× C
1,α
loc (clS[Ωp,ǫ]
−) of problem (1.3) is delivered by
u+j [ǫ](x) ≡ v
+
q [∂Ωp,ǫ, θˆ
i
j[ǫ]((· − p)/ǫ)](x)−
ǫ1−n
|∂Ω|n−1
∫
∂Ωp,ǫ
v+q [∂Ωp,ǫ, θˆ
i
j [ǫ]((· − p)/ǫ)] dσ
+ xj −
ǫ1−n
|∂Ω|n−1
∫
∂Ωp,ǫ
yj dσy ∀x ∈ clS[Ωp,ǫ] ,
u−j [ǫ](x) ≡ v
−
q [∂Ωp,ǫ, θˆ
o
j [ǫ]((· − p)/ǫ)](x) −
ǫ1−n
|∂Ω|n−1
∫
∂Ωp,ǫ
v−q [∂Ωp,ǫ, θˆ
o
j [ǫ]((· − p)/ǫ)] dσ
− ρ(ǫ)
ǫ1−n
|∂Ω|n−1
∫
∂Ωp,ǫ
g((y − p)/ǫ) dσy + xj −
ǫ1−n
|∂Ω|n−1
∫
∂Ωp,ǫ
yj dσy ∀x ∈ clS[Ωp,ǫ]
− ,
13
where (θˆij [ǫ], θˆ
o
j [ǫ]) denotes the unique solution (θ
i, θo) in (C0,α(∂Ω)0)
2 of
M
[
ǫ,
ǫ
ρ(ǫ)
, θi, θo
]
= 0 . (6.3)
Proof. We first note that the unique solution (u+j [ǫ], u
−
j [ǫ]) in C
1,α
loc (clS[Ωp,ǫ])×C
1,α
loc (clS[Ωp,ǫ]
−)
of problem (1.3) is delivered by
u+j [ǫ](x) ≡ v
+
j [ǫ](x) + xj ∀x ∈ clS[Ωp,ǫ] ,
u−j [ǫ](x) ≡ v
−
j [ǫ](x) + xj ∀x ∈ clS[Ωp,ǫ]
− ,
where (v+j [ǫ], v
−
j [ǫ]) is the unique solution in C
1,α
q (clS[Ωp,ǫ])×C
1,α
q (clS[Ωp,ǫ]
−) of the follow-
ing periodic problem

∆v+ = 0 in S[Ωp,ǫ] ,
∆v− = 0 in S[Ωp,ǫ]
− ,
v+(x + qhheh) = v
+(x) ∀x ∈ clS[Ωp,ǫ] , ∀h ∈ {1, . . . , n} ,
v−(x+ qhheh) = v
−(x) ∀x ∈ clS[Ωp,ǫ]− , ∀h ∈ {1, . . . , n} ,
λ− ∂v
−
∂νΩp,ǫ
(x) − λ+ ∂v
+
∂νΩp,ǫ
(x)
= f((x− p)/ǫ) + (λ+ − λ−)(νΩp,ǫ(x))j ∀x ∈ ∂Ωp,ǫ ,
λ+ ∂v
+
∂νΩp,ǫ
(x) + 1
ρ(ǫ)
(
v+(x)− v−(x)
)
= g((x− p)/ǫ)− λ+(νΩp,ǫ(x))j ∀x ∈ ∂Ωp,ǫ ,∫
∂Ωp,ǫ
v+(x) dσx = −
∫
∂Ωp,ǫ
yj dσy .
(6.4)
Then by Proposition 5.2, by Theorem 5.3, and by a simple computation based on the rule
of change of variables in integrals, we deduce the validity of the proposition.
By Proposition 6.1, we are reduced to analyse the system of integral equations (6.3). We
note that equation (6.3) does not make sense for ǫ = 0, but we can consider the equation
M [ǫ, ǫ′, θi, θo] = 0 , (6.5)
around (ǫ, ǫ′) = (0, r∗), and equation (6.5) makes perfectly sense if
ǫ = 0 , ǫ′ = r∗ . (6.6)
By Proposition 6.1, we already know that if ǫ ∈]0, ǫ0[ and ǫ′ = ǫ/ρ(ǫ), then equation (6.5)
is equivalent to problem (1.3). We now consider equation (6.5) under condition (6.6) by
means of the following.
Theorem 6.2. Let α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let ǫ0 be as in (1.2). Let
λ+, λ− ∈]0,+∞[. Let f ∈ C0,α(∂Ω)0. Let g ∈ C0,α(∂Ω). Let ρ be a function from ]0, ǫ0[ to
]0,+∞[. Let j ∈ {1, . . . , n}. Let assumption (1.4) hold. Let r∗ be as in (1.5). Let M be as
in (6.1)-(6.2). Then there exists a unique pair (θi, θo) ∈ (C0,α(∂Ω)0)2 such that
M [0, r∗, θ
i, θo] = 0 , (6.7)
and we denote such a pair by (θ˜ij , θ˜
o
j ). Moreover, the pair of functions (u˜
+
j , u˜
−
j ) ∈ C
1,α(clΩ)×
C1,αloc (R
n \ Ω), defined by
u˜+j ≡ v
+[∂Ω, θ˜ij]−
1
|∂Ω|n−1
∫
∂Ω
v+[∂Ω, θ˜ij] dσ , (6.8)
u˜−j ≡ v
−[∂Ω, θ˜oj ]−
1
|∂Ω|n−1
∫
∂Ω
v−[∂Ω, θ˜oj ] dσ , (6.9)
14
is the unique solution of the following ‘limiting boundary value problem’

∆u+ = 0 in Ω ,
∆u− = 0 in Rn \ clΩ ,
λ− ∂u
−
∂νΩ
(x) − λ+ ∂u
+
∂νΩ
(x) = f(x) + (λ+ − λ−)(νΩ(x))j ∀x ∈ ∂Ω ,
λ+ ∂u
+
∂νΩ
(x) + r∗
(
u+(x) − u−(x)
)
= g(x)−
∫
∂Ω
g dσ
|∂Ω|n−1
− λ+(νΩ(x))j ∀x ∈ ∂Ω ,∫
∂Ω
u+(x) dσx = 0 ,∫
∂Ω
u−(x) dσx = 0 ,
limx→∞ u
−(x) ∈ R .
(6.10)
Proof. We first note that equation (6.7) can be rewritten as
Kr∗ [θ
i, θo] =
(
f + (λ+ − λ−)(νΩ)j , g −
1
|∂Ω|n−1
∫
∂Ω
g dσ − λ+(νΩ)j
)
(see Proposition 5.5). Then, by Proposition 5.5, there exists a unique pair (θi, θo) ∈
(C0,α(∂Ω)0)
2 such that (6.7) holds. Then by Theorem 5.6 and by classical potential theory,
the pair of functions delivered by (6.8)-(6.9) is the unique solution of problem (6.10).
Let θ˜oj , u˜
−
j be as in Theorem 6.2. Then by classical potential theory and by equality∫
∂Ω
θ˜oj dσ = 0, we observe that we have
l˜−j ≡ lim
x→∞
u˜−j (x) = −
1
|∂Ω|n−1
∫
∂Ω
v−[∂Ω, θ˜oj ] dσ . (6.11)
We now turn to analyse equation (6.5) for (ǫ, ǫ′) in a neighbourhood of (0, r∗) by means
of the following.
Theorem 6.3. Let α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let ǫ0 be as in (1.2). Let
λ+, λ− ∈]0,+∞[. Let f ∈ C0,α(∂Ω)0. Let g ∈ C
0,α(∂Ω). Let ρ be a function from ]0, ǫ0[ to
]0,+∞[. Let j ∈ {1, . . . , n}. Let assumption (1.4) hold. Let r∗ be as in (1.5). Let M be as in
(6.1)-(6.2). Let (θˆij [·], θˆ
o
j [·]) be as in Proposition 6.1. Let (θ˜
i
j , θ˜
o
j ) be as in Theorem 6.2. Then
there exist ǫ1 ∈]0, ǫ0], an open neighbourhood Ur∗ of r∗ in R, an open neighbourhood V of
(θ˜ij , θ˜
o
j ) in (C
0,α(∂Ω)0)
2, and a real analytic operator (Θij,Θ
o
j) from ]− ǫ1, ǫ1[×Ur∗ to V such
that ǫ/ρ(ǫ) ∈ Ur∗ for all ǫ ∈]0, ǫ1[, and such that the set of zeros of M in ]− ǫ1, ǫ1[×Ur∗ ×V
coincides with the graph of (Θij ,Θ
o
j). In particular,(
Θij
[
ǫ,
ǫ
ρ(ǫ)
]
,Θoj
[
ǫ,
ǫ
ρ(ǫ)
])
=
(
θˆij [ǫ], θˆ
o
j [ǫ]
)
∀ǫ ∈]0, ǫ1[ , (Θ
i
j [0, r∗],Θ
o
j [0, r∗]) = (θ˜
i
j , θ˜
o
j ) .
Proof. We plan to apply the Implicit Function Theorem to equation (6.5) around the point
(0, r∗, θ˜
i
j , θ˜
o
j ). By standard properties of integral operators with real analytic kernels and
with no singularity, and by classical mapping properties of layer potentials (cf. [22, §4],
Miranda [28], Lanza de Cristoforis and Rossi [23, Thm. 3.1]), we conclude that M is real
analytic. By definition of (θ˜ij , θ˜
o
j ), we have M [0, r∗, θ˜
i
j , θ˜
o
j ] = 0. By standard calculus in
Banach spaces, the differential of M at the point (0, r∗, θ˜
i
j , θ˜
o
j ) with respect to the variables
(θi, θo) is delivered by the formula
∂(θi,θo)M [0, r∗, θ˜
i
j , θ˜
o
j ](θ
i
, θ
o
) = Kr∗ [θ
i
, θ
o
] ∀(θ
i
, θ
o
) ∈ (C0,α(∂Ω)0)
2
15
(see Proposition 5.5). Then by Proposition 5.5, ∂(θi,θo)M [0, r∗, θ˜
i
j , θ˜
o
j ] is a linear homeomor-
phism from (C0,α(∂Ω)0)
2 onto (C0,α(∂Ω)0)
2. Hence the existence of ǫ1, Ur∗ , V , Θ
i
j, Θ
o
j as
in the statement follows by the Implicit Function Theorem for real analytic maps in Banach
spaces (cf., e.g., Deimling [14, Theorem 15.3]).
7 A functional analytic representation theorem for the
solutions of problem (1.3)
In the following Theorem 7.1 we investigate the behaviour of u+j [ǫ] for ǫ small and positive.
Theorem 7.1. Let the assumptions of Theorem 6.3 hold. Then there exists a real analytic
map U+j from ]− ǫ1, ǫ1[×Ur∗ to C
1,α(clΩ) such that
u+j [ǫ](p+ ǫt) = ǫU
+
j
[
ǫ,
ǫ
ρ(ǫ)
]
(t) ∀t ∈ clΩ ,
for all ǫ ∈]0, ǫ1[, where (u
+
j [ǫ], u
−
j [ǫ]) is the unique solution of problem (1.3). Moreover,
U+j [0, r∗](t) = u˜
+
j (t) + tj −
1
|∂Ω|n−1
∫
∂Ω
sj dσs ∀t ∈ clΩ , (7.1)
where u˜+j is defined as in Theorem 6.2.
Proof. If ǫ ∈]0, ǫ1[, then a simple computation based on the rule of change of variables in
integrals shows that
u+j [ǫ](p+ ǫt) =ǫv
+
[
∂Ω,Θij
[
ǫ,
ǫ
ρ(ǫ)
]]
(t) + ǫn−1
∫
∂Ω
Rq,n(ǫ(t− s))Θ
i
j
[
ǫ,
ǫ
ρ(ǫ)
]
(s) dσs
−
ǫ
|∂Ω|n−1
∫
∂Ω
(
v+
[
∂Ω,Θij
[
ǫ,
ǫ
ρ(ǫ)
]]
(s′)
+ ǫn−2
∫
∂Ω
Rq,n(ǫ(s
′ − s))Θij
[
ǫ,
ǫ
ρ(ǫ)
]
(s)dσs
)
dσs′
+ ǫtj −
ǫ
|∂Ω|n−1
∫
∂Ω
sj dσs ∀t ∈ clΩ
(see also Proposition 6.1 and Theorem 6.3). Therefore it is natural to set
U+j [ǫ, ǫ
′](t) ≡ v+
[
∂Ω,Θij
[
ǫ, ǫ′
]]
(t) + ǫn−2
∫
∂Ω
Rq,n(ǫ(t− s))Θ
i
j
[
ǫ, ǫ′
]
(s) dσs
−
1
|∂Ω|n−1
∫
∂Ω
(
v+
[
∂Ω,Θij
[
ǫ, ǫ′
]]
(s′) + ǫn−2
∫
∂Ω
Rq,n(ǫ(s
′ − s))Θij
[
ǫ, ǫ′
]
(s)dσs
)
dσs′
+ tj −
1
|∂Ω|n−1
∫
∂Ω
sj dσs ∀t ∈ clΩ ,
for all (ǫ, ǫ′) ∈]− ǫ1, ǫ1[×Ur∗ . By standard properties of integral operators with real analytic
kernels and with no singularity, by classical mapping properties of layer potentials (cf. [22,
§4], Miranda [28], Lanza de Cristoforis and Rossi [23, Thm. 3.1]) and by Theorem 6.3, we
conclude that U+j is real analytic. Moreover, Theorem 6.3 implies that Θ
i
j [0, r∗] = θ˜
i
j and
thus the validity of equality (7.1) follows (see also Theorem 6.2).
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In the following Theorem 7.2 we investigate the behaviour of u−j [ǫ] for ǫ small and
positive.
Theorem 7.2. Let the assumptions of Theorem 6.3 hold. Let (u+j [ǫ], u
−
j [ǫ]) be the unique
solution of problem (1.3) for all ǫ ∈]0, ǫ0[. Let l˜
−
j be as in (6.11). Then there exists a real
analytic operator C−j from ]− ǫ1, ǫ1[×Ur∗ to R such that
C−j [0, r∗] = −
1
|∂Ω|n−1
∫
∂Ω
g dσ + r∗ l˜
−
j −
r∗
|∂Ω|n−1
∫
∂Ω
sj dσs , (7.2)
and such that the following statements hold.
(i) Let Ω˜ be an open bounded subset of Rn such that clΩ˜ ∩ (p + qZn) = ∅. Let k ∈ N.
Then there exist ǫΩ˜ ∈]0, ǫ1[ and a real analytic operator U
−
j,Ω˜
from ] − ǫΩ˜, ǫΩ˜[×Ur∗ to
Ck(clΩ˜) such that clΩ˜ ⊆ S[Ωp,ǫ]− for all ǫ ∈]− ǫΩ˜, ǫΩ˜[, and such that
u−j [ǫ](x) = xj − pj + ρ(ǫ)C
−
j
[
ǫ,
ǫ
ρ(ǫ)
]
+ ǫnU−
j,Ω˜
[
ǫ,
ǫ
ρ(ǫ)
]
(x) ∀x ∈ clΩ˜ (7.3)
for all ǫ ∈]0, ǫΩ˜[. Moreover,
U−
j,Ω˜
[0, r∗](x)
= DSq,n(x− p)
(∫
∂Ω
νΩ(s)u˜
−
j (s) dσs −
∫
∂Ω
s
∂
∂νΩ
u˜−j (s) dσs
)
∀x ∈ clΩ˜
(7.4)
where u˜−j is defined as in Theorem 6.2.
(ii) Let Ω˜ be a bounded open subset of Rn \ clΩ. Then there exist ǫ#
Ω˜
∈]0, ǫ1[ and a real
analytic map V −
j,Ω˜
from ] − ǫ#
Ω˜
, ǫ#
Ω˜
[×Ur∗ to C
1,α(clΩ˜) such that p + ǫclΩ˜ ⊆ clS[Ωp,ǫ]−
for all ǫ ∈]− ǫ#
Ω˜
, ǫ#
Ω˜
[, and
u−j [ǫ](p+ ǫt) = ρ(ǫ)C
−
j
[
ǫ,
ǫ
ρ(ǫ)
]
+ ǫV −
j,Ω˜
[
ǫ,
ǫ
ρ(ǫ)
]
(t) ∀t ∈ clΩ˜
for all ǫ ∈]0, ǫ#
Ω˜
[. Moreover,
V −
j,Ω˜
[0, r∗](t) = u˜
−
j (t)− l˜
−
j + tj ∀t ∈ clΩ˜ (7.5)
where u˜−j is defined as in Theorem 6.2.
Proof. We set
C−j [ǫ, ǫ
′] ≡ −
1
|∂Ω|n−1
∫
∂Ω
g dσ −
ǫ′
|∂Ω|n−1
∫
∂Ω
(
v−
[
∂Ω,Θoj
[
ǫ, ǫ′
]]
(t)
+ ǫn−2
∫
∂Ω
Rq,n(ǫ(t− s))Θ
o
j
[
ǫ, ǫ′
]
(s)dσs
)
dσt −
ǫ′
|∂Ω|n−1
∫
∂Ω
tj dσt
(7.6)
for all (ǫ, ǫ′) ∈]− ǫ1, ǫ1[×Ur∗ . By standard properties of integral operators with real analytic
kernels and with no singularity, by classical mapping properties of layer potentials (cf. [22,
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§4], Miranda [28], Lanza de Cristoforis and Rossi [23, Thm. 3.1]) and by Theorem 6.3, we
deduce that C−j is real analytic. Then, by (6.11) and by equality Θ
o
j [0, r∗] = θ˜
o
j one verifies
the validity of (7.2).
We now consider the proof of statement (i). By taking ǫΩ˜ small enough, we can assume
that clΩ˜ ⊆ S[Ωp,ǫ]− for all ǫ ∈ [−ǫΩ˜, ǫΩ˜]. By Proposition 6.1 and Theorem 6.3, we have
u−j [ǫ](x) =ǫ
n−1
∫
∂Ω
Sq,n(x − p− ǫs)Θ
o
j
[
ǫ,
ǫ
ρ(ǫ)
]
(s) dσs
−
ǫ
|∂Ω|n−1
∫
∂Ω
(
v−
[
∂Ω,Θoj
[
ǫ,
ǫ
ρ(ǫ)
]]
(t)
+ ǫn−2
∫
∂Ω
Rq,n(ǫ(t− s))Θ
o
j
[
ǫ,
ǫ
ρ(ǫ)
]
(s)dσs
)
dσt
−
ρ(ǫ)
|∂Ω|n−1
∫
∂Ω
g dσ + xj − pj −
ǫ
|∂Ω|n−1
∫
∂Ω
sj dσs ∀x ∈ clΩ˜ ,
for all ǫ ∈]0, ǫΩ˜[. Then we note that if ǫ ∈ [−ǫΩ˜, ǫΩ˜], then ∂S[Ωp,ǫ]∩clΩ˜ = ∅. Also, we observe
that if x ∈ clΩ˜, then x− p− ǫβs does not belong to qZn for any s ∈ ∂Ω, ǫ ∈]− ǫΩ˜, ǫΩ˜[, and
β ∈ [0, 1]. Accordingly, we can invoke the Taylor formula with integral residue and write
Sq,n(x − p− ǫs)− Sq,n(x− p) = −ǫ
∫ 1
0
DSq,n(x− p− βǫs)s dβ ,
for all (x, s) ∈ clΩ˜ × ∂Ω and ǫ ∈]0, ǫΩ˜[. Since
∫
∂ΩΘ
o
j
[
ǫ, ǫ/ρ(ǫ)
]
dσ = 0 for all ǫ ∈]0, ǫΩ˜[, we
conclude that
u−j [ǫ](x) =− ǫ
n
∫
∂Ω
(∫ 1
0
DSq,n(x− p− βǫs)s dβ
)
Θoj
[
ǫ,
ǫ
ρ(ǫ)
]
(s) dσs
−
ǫ
|∂Ω|n−1
∫
∂Ω
(
v−
[
∂Ω,Θoj
[
ǫ,
ǫ
ρ(ǫ)
]]
(t)
+ ǫn−2
∫
∂Ω
Rq,n(ǫ(t− s))Θ
o
j
[
ǫ,
ǫ
ρ(ǫ)
]
(s)dσs
)
dσt
−
ρ(ǫ)
|∂Ω|n−1
∫
∂Ω
g dσ + xj − pj −
ǫ
|∂Ω|n−1
∫
∂Ω
sj dσs
(7.7)
for all x ∈ clΩ˜ and for all ǫ ∈]0, ǫΩ˜[. Thus it is natural to set
U−
j,Ω˜
[ǫ, ǫ′](x)
≡ −
∫
∂Ω
(∫ 1
0
DSq,n(x − p− βǫs)s dβ
)
Θoj
[
ǫ, ǫ′
]
(s) dσs ∀x ∈ clΩ˜
(7.8)
for all (ǫ, ǫ′) ∈] − ǫΩ˜, ǫΩ˜[×Ur∗ . Then the validity of (7.3) follows by definitions (7.6), (7.8)
and equality (7.7). By standard properties of integral operators with real analytic kernels
and with no singularity (cf., e.g., [22, §3]) and by arguing exactly as in the proof of statement
(i) of [20, Thm. 5.1], one verifies that U−
j,Ω˜
defines a real analytic map from ]− ǫΩ˜, ǫΩ˜[×Ur∗
to Ck(clΩ˜). Next we turn to prove formula (7.4). Theorem 6.3 implies that Θoj [0, r∗] = θ˜
o
j .
Then we fix k ∈ {1, . . . , n}. By well known jump formulae for the normal derivative of the
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classical simple layer potential, we have∫
∂Ω
skθ˜
o
j (s) dσs =
∫
∂Ω
sk
∂
∂νΩ
v−[∂Ω, θ˜oj ](s) dσs −
∫
∂Ω
sk
∂
∂νΩ
v+[∂Ω, θ˜oj ](s) dσs .
Then by the Green Identity, we have∫
∂Ω
sk
∂
∂νΩ
v+[∂Ω, θ˜oj ](s) dσs =
∫
∂Ω
(νΩ(s))kv
+[∂Ω, θ˜oj ](s) dσs .
Moreover,
∂
∂νΩ
u˜−j =
∂
∂νΩ
v−[∂Ω, θ˜oj ] on ∂Ω ,
and ∫
∂Ω
(νΩ(s))k dσs = 0 . (7.9)
As a consequence,∫
∂Ω
skθ˜
o
j (s) dσs =
∫
∂Ω
sk
∂
∂νΩ
u˜−j (s) dσs −
∫
∂Ω
(νΩ(s))ku˜
−
j (s) dσs ,
and accordingly (7.4) holds.
We now consider statement (ii). By assumption, there exists R > 0 such that (clΩ˜ ∪
clΩ) ⊆ Bn(0, R). Then we set Ω∗ ≡ Bn(0, R) \ clΩ. Then there exists ǫ
#
Ω∗ ∈]0, ǫ1[ such that
p + ǫclΩ∗ ⊆ Q, and p + ǫΩ∗ ⊆ S[Ωp,ǫ]−, for all ǫ ∈ [−ǫ
#
Ω∗ , ǫ
#
Ω∗ ] \ {0} (cf. [20, Lemma A.5
(ii)]). Then we set ǫ#
Ω˜
≡ ǫ#Ω∗ . It clearly suffices to show that V
−
j,Ω∗ exists and then to set
V −
j,Ω˜
equal to the composition of the restriction of C1,α(clΩ∗) to C1,α(clΩ˜) with V −j,Ω∗ . The
advantage of Ω∗ with respect to Ω˜ is that Ω∗ is of class C1 and that accordingly C2(clΩ∗)
is continuously imbedded into C1,α(clΩ∗), a fact which we exploit below (cf., e.g., Lanza de
Cristoforis [18, Lem. 2.4 (ii)]).
By equality
∫
∂ΩΘ
o
j
[
ǫ, ǫ/ρ(ǫ)
]
(s) dσs = 0, and by a simple computation based on the rule
of change of variables in integrals, we have
u−j [ǫ](p+ ǫt) = ǫ
n−1
∫
∂Ω
Sq,n(ǫ(t− s))Θ
o
j
[
ǫ,
ǫ
ρ(ǫ)
]
(s) dσs + ρ(ǫ)C
−
j
[
ǫ,
ǫ
ρ(ǫ)
]
+ ǫtj
= ǫ
(∫
∂Ω
Sn(t− s)Θ
o
j
[
ǫ,
ǫ
ρ(ǫ)
]
(s) dσs + ǫ
n−2
∫
∂Ω
Rq,n(ǫ(t− s))Θ
o
j
[
ǫ,
ǫ
ρ(ǫ)
]
(s) dσs
)
+ ρ(ǫ)C−j
[
ǫ,
ǫ
ρ(ǫ)
]
+ ǫtj ∀t ∈ clΩ
∗ ,
for all ǫ ∈]0, ǫ#
Ω˜
[ (see also (7.6)). Thus it is natural to set
V −j,Ω∗ [ǫ, ǫ
′](t) ≡
∫
∂Ω
Sn(t− s)Θ
o
j [ǫ, ǫ
′](s) dσs
+ ǫn−2
∫
∂Ω
Rq,n(ǫ(t− s))Θ
o
j [ǫ, ǫ
′](s) dσs + tj ∀t ∈ clΩ
∗ ,
(7.10)
for all (ǫ, ǫ′) ∈]−ǫ#
Ω˜
, ǫ#
Ω˜
[×Ur∗ . Since v
−[∂Ω, ·]|clΩ∗ is linear and continuous from C
0,α(∂Ω) to
C1,α(clΩ∗) and Θoj is real analytic, the map from ]− ǫ
#
Ω˜
, ǫ#
Ω˜
[×Ur∗ to C
1,α(clΩ∗) which takes
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(ǫ, ǫ′) to the function
∫
∂Ω
Sn(t − s)Θoj [ǫ, ǫ
′](s) dσs of the variable t ∈ clΩ∗ is real analytic
(cf., e.g., Miranda [28], Lanza de Cristoforis and Rossi [23, Thm. 3.1]). Clearly, we have
(p+ǫclΩ∗)∩(∂S[Ωp,ǫ]\Q) = ∅ for all ǫ ∈]−ǫ
#
Ω˜
, ǫ#
Ω˜
[. As a consequence, standard properties of
integral operators with real analytic kernels and with no singularity imply that the map from
]− ǫ#
Ω˜
, ǫ#
Ω˜
[×L1(∂Ω) to C2(clΩ∗) which takes (ǫ, f) to the function
∫
∂Ω
Rq,n(ǫ(t− s))f(s) dσs
of the variable t ∈ clΩ∗ is real analytic (cf. [22, §4]). Then by the analyticity of Θoj and by
the continuity of the imbeddings of C0,α(∂Ω)0 into L
1(∂Ω) and of C2(clΩ∗) into C1,α(clΩ∗),
we conclude that the map from ]−ǫ#
Ω˜
, ǫ#
Ω˜
[×Ur∗ to C
1,α(clΩ∗) which takes (ǫ, ǫ′) to the second
term in the right hand side of (7.10) is real analytic. Then, by standard calculus in Banach
space, we deduce that V −j,Ω∗ is real analytic. By Theorem 6.2, by equality Θ
o
j [0, r∗] = θ˜
o
j ,
and by (6.11), the validity of (7.5) follows. Thus the proof is complete.
8 A functional analytic representation theorem for the
effective conductivity
In following theorem we answer to the question in (1.6).
Theorem 8.1. Let the assumptions of Theorem 6.3 hold. Let k ∈ {1, . . . , n}. Then there
exist ǫ2 ∈]0, ǫ1[ and a real analytic function Λkj from ]− ǫ2, ǫ2[×Ur∗ to R such that
λeffkj [ǫ] =λ
−δk,j + ǫ
nΛkj
[
ǫ,
ǫ
ρ(ǫ)
]
, (8.1)
for all ǫ ∈]0, ǫ2[. Moreover,
Λkj [0, r∗] =
1
|Q|n
(
λ+
∫
∂Ω
u˜+j (t)(νΩ(t))k dσt − λ
−
∫
∂Ω
u˜−j (t)(νΩ(t))k dσt
)
+
|Ω|n
|Q|n
(λ+ − λ−)δk,j +
1
|Q|n
∫
∂Ω
f(t)tk dσt ,
(8.2)
where |Ω|n denotes the n-dimensional measure of Ω and where u˜
+
j , u˜
−
j are defined as in
Theorem 6.2.
Proof. Let U+j be as in Theorem 7.1. We first note that if ǫ ∈]0, ǫ1[, then, by a computation
based on the Divergence Theorem, we have∫
Ωp,ǫ
∂u+j [ǫ](x)
∂xk
dx =
∫
∂Ωp,ǫ
u+j [ǫ](x)(νΩp,ǫ(x))k dσx
= ǫn
∫
∂Ω
U+j
[
ǫ,
ǫ
ρ(ǫ)
]
(t)(νΩ(t))k dσt .
Then we set
Λ+kj [ǫ, ǫ
′] ≡
1
|Q|n
∫
∂Ω
U+j [ǫ, ǫ
′](t)(νΩ(t))k dσt , (8.3)
for all (ǫ, ǫ′) ∈] − ǫ1, ǫ1[×Ur∗ . Then, by Theorem 7.1, Λ
+
kj is a real analytic function from
]− ǫ1, ǫ1[×Ur∗ to R. Moreover, by equalities (7.1) and (7.9),
Λ+kj [0, r∗] =
1
|Q|n
∫
∂Ω
u˜+j (t)(νΩ(t))k dσt +
1
|Q|n
∫
∂Ω
tj(νΩ(t))k dσt
=
1
|Q|n
∫
∂Ω
u˜+j (t)(νΩ(t))k dσt +
|Ω|n
|Q|n
δk,j .
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Now let R > 0 be such that clΩ ⊆ Bn(0, R) and set Ω˜ ≡ Bn(0, R) \ clΩ. Let V
−
j,Ω˜
, ǫ#
Ω˜
be as in Theorem 7.2 (ii). Then a computation based on the Divergence Theorem, on the
periodicity of the function which takes x to u−j [ǫ](x)− xj , and on equality (7.9) shows that
∫
Q\clΩp,ǫ
∂u−j [ǫ](x)
∂xk
dx =
∫
Q\clΩp,ǫ
∂
(
u−j [ǫ](x)− xj
)
∂xk
dx+ δk,j
(
|Q|n − ǫ
n|Ω|n
)
=
∫
∂(Q\clΩp,ǫ)
(
u−j [ǫ](x)− xj
)
(νQ\clΩp,ǫ(x))k dσx + δk,j
(
|Q|n − ǫ
n|Ω|n
)
= −
∫
∂Ωp,ǫ
(
u−j [ǫ](x)− xj
)
(νΩp,ǫ(x))k dσx + δk,j
(
|Q|n − ǫ
n|Ω|n
)
= −ǫn
∫
∂Ω
V −
j,Ω˜
[
ǫ,
ǫ
ρ(ǫ)
]
(t)(νΩ(t))k dσt + δk,j |Q|n ∀ǫ ∈]0, ǫ
#
Ω˜
[ .
Then we set ǫ2 ≡ ǫ
#
Ω˜
and
Λ−kj [ǫ, ǫ
′] ≡ −
1
|Q|n
∫
∂Ω
V −
j,Ω˜
[ǫ, ǫ′](t)(νΩ(t))k dσt ,
for all (ǫ, ǫ′) ∈] − ǫ2, ǫ2[×Ur∗ . By Theorem 7.2 (ii), Λ
−
kj is a real analytic function from
]− ǫ2, ǫ2[×Ur∗ to R. Moreover, by equality (7.5), we have
Λ−kj [0, r∗] = −
1
|Q|n
∫
∂Ω
u˜−j (t)(νΩ(t))k dσt −
|Ω|n
|Q|n
δk,j . (8.4)
Therefore, if we set
Λkj [ǫ, ǫ
′] ≡ λ+Λ+kj [ǫ, ǫ
′] + λ−Λ−kj [ǫ, ǫ
′] +
1
|Q|n
∫
∂Ω
f(t)tk dσt ,
for all (ǫ, ǫ′) ∈]−ǫ2, ǫ2[×Ur∗ , we deduce that Λkj is a real analytic function from ]−ǫ2, ǫ2[×Ur∗
to R such that equality (8.1) holds for all ǫ ∈]0, ǫ2[. Finally, by equalities (8.3), (8.4), we
deduce the validity of (8.2).
9 Concluding remarks and extensions
By virtue of Theorem 8.1, if ǫ/ρ(ǫ) has a real analytic continuation around 0, then the term
in the right hand side of equality (8.1) defines a real analytic function of the variable ǫ in
the whole of a neighbourhood of 0. In particular, we can deduce the existence of ǫ3 ∈]0, ǫ2[
and of a sequence {ai}
+∞
i=0 of real numbers, such that
λeffkj [ǫ] = λ
−δk,j + ǫ
nΛkj [0, r∗] + ǫ
n+1
+∞∑
i=0
aiǫ
i ∀ǫ ∈]0, ǫ3[ ,
where the series in the right hand side converges absolutely on ]− ǫ3, ǫ3[. Therefore, it is of
interest to compute the coefficients {ai}
+∞
i=0 and this will be the object of future investigations
by the authors. We also note that in Drygas´ and Mityushev [15], the authors have considered
the two-dimensional case with circular inclusions and they have expressed the effective
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conductivity as a series of the square of the radius ǫ of the inclusions, under the assumption
that, with our notation, ρ(ǫ) is proportional to 1/ǫ and f and g are equal to 0. We observe
that such an assumption is compatible with condition (1.4). Hence, in the two-dimensional
case, with such a choice of ρ, f , and g, one would try to prove that λeffkj [ǫ] can be represented
by means of a real analytic function of the variable ǫ2 (see also Ammari, Kang, and Touibi
[5]). If the dimension is greater than or equal to three, instead, one would expect a different
behaviour (cf., e.g., McPhedran and McKenzie [27]). Finally, we plan to investigate problem
(1.3) under assumptions different from (1.4).
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