The growing network intrusions have put companies and organizations at a much greater risk of loss. In this paper, we propose a new learning methodology towards developing a novel intrusion detection system (IDS) by backpropagation neural networks (BPN) with sample-query and attribute-query. We test the proposed method by a benchmark intrusion dataset to verify its feasibility and effectiveness. Results show that choosing good attributes and samples will not only have impact on the performance, but also on the overall execution efficiency. The proposed method can significantly reduce the training time required. Additionally, the training results are good. It provides a powerful tool to help supervisors analyze, model and understand the complex attack behavior of electronic crime.
I. Introduction
The enlargement of this electronic environment comes with a corresponding growth of electronic crime where the computer is used either as a tool to commit the crime or as a target of the crime [1] . In past years, numerous computers are hacked because they do not consider the necessary of precautions to protect against network attacks. The failure to secure their systems puts many companies and organizations at a much greater risk of loss. Usually, a single attack can cost millions of dollars in potential revenue. Moreover, that's just the beginning. The damages of attacks include not only loss of intellectual property and liability for compromised customer data (the time/money spent to recover from the attack) but also customer confidence and market advantage. There is a need to enhance the security of computers and networks for protecting the critical infrastructure from threats. Accompanied by the rise of electronic crime, the design of safe-guarding information infrastructure such as the intrusion detection system (IDS) for preventing and detecting incidents becomes increasingly challenging. Figure 1 illustrates the intrusion detection system and external/internal network intrusion attacks. The intrusion detector learning task is to build a predictive model (i.e. a classifier) capable of distinguishing between bad intrusions and normal connections. Recently, an increasing amount of research has been conducted on applying neural networks to detect intrusions. An artificial neural network consists of a collection of processing elements that are highly interconnected. Give a set of inputs and a set of desired outputs, the transformation from input to output is determined by the weights associated with the interconnections among processing elements. By modifying these interconnections, the network is able to adapt to the desired outputs. The ability of high tolerance for learning-by-example makes neural networks flexible and powerful in IDS. However, the time required to induce the model from a large dataset is long. Our paper introduces a novel query-based methodology for learning intrusion detection by neural networks with sample-query and attribute-query. Our method first applies the information theory to select good attributes. Then, we use the query-based methodology [2] to include a subset of samples in learning. Choosing good attributes and samples will not only have impact on the performance, but also on the overall execution efficiency. We examine our method by a benchmark intrusion dataset to verify its feasibility and effectiveness. Results show that the proposed method can not only reduce the training time but also improve the training results. We can accurately predict probable attack behavior in IDS. 
II. Related Works
As network intrusions are constantly changing, a flexible IDS is required to analyze the enormous amount of network traffic in a manner which is less structured than the traditional rule-based system. In [3] [4], neural networks have been proposed as alternatives to the statistical analysis component of anomaly detection systems. They determine what is normal and flag for further inspection if an abnormal or anomalous event occurs. In [5] [6], neural networks have been applied to build keyword-count-based misuse detection systems. The data presented to the systems consisted of attack-specific keyword-counts in network traffic. Using neural networks, [7] analyzed program behavior profiles for both anomaly detection and misuse detection to identify the normal system behavior. In [8] , a neural network detection system is developed where packet-level network data was classified according to 9 packet characteristics. In [9] , a statistical neural network classifier for anomaly detection is developed. It can identify UDP flood attacks. Comparing different neural network classifiers, the backpropagation neural network (BPN) has showed to be more efficient in developing IDS. However, the time required to induce models from large datasets is long. In our experiments of learning an IDS dataset with nearly 500000 samples, BPN never gets a feasible result within the pre-specified criteria. It is time-consuming. Therefore, we focus on the combination of data reduction and classification with a query-based learning methodology in this paper. By analyzing and identifying the most important components of training data, we can reduce processing time, communications overhead and storage requirements in mining network intrusion.
III. Proposed Method
A learning machine consists of a learning protocol to specify the information achievement manner, and a deduction procedure to learn the correct concept [10] . For a learning protocol, the input information can be examples that exemplify the concept to be learned, or oracles that, when presented with data, tell whether or not the data exemplify the concept. Therefore, we can apply not only the samples presently at hand but also extra samples produced by the oracle to train a system. When the point of query is set as y, the oracle would respond with a(y). The pair (y, a(y)) is called the queried sample.
A. Sample-Query
According to [2] [11] [12] , samples from the decision boundary can produce the best training results. We want to decides the points y to let a(y)=0.5. Notably, conventional approaches have assumed that, for each input or output point, the oracle knows its input-output pattern. Randomly select a boundary point P, its conjugate data pair (points P + and P -) can be extracted along the reverse boundary. Notably, samples with P, P + and P -are arbitrary input-output patterns. However, we may not have experts or simulators or the oracle may be very expensive for specifying the correct output. To resolve this drawback, we divide the samples into one training set and one query set. Then, an oracle is designed to follow the self-regulation rule [12] to select samples (environment-focus) those are close to the conjugate data pair (self-focus). It provides system the ability to interact with the environment to train the system by queried samples. As [13] has reported, the system could use some particular samples in the data set to learn almost completely what the full data set is taught. In this paper, an oracle is designed to achieve appropriate samples for further training. Thus, the learning performance is improved by labeling only those data that are expected to be informative. In the proposed method, we first examine the non-trained samples to detect whether they are put in the wrong class. As the output also indicates the distance from the boundary to the sample, we can easily store these mistake samples in a priority queue (min-heap). Then, the stored points that are the most close to the class boundary are picked as the extra training samples.
B. Attribute-Query
Notably, the learning accuracy may be degraded from presence of noise and large number of attributes. In some applications, the benefit of increased accuracy obtained from the additional data proved the expense. The economically reasonable decision is often to use only a subset of the available training samples. Attributes that are not likely to be useful are discarded. For large training datasets, choosing good attributes and samples will have impact on not only the performance but also the overall execution efficiency. In this paper, we use information gain to select subsets of attributes for training. Given a sample set S, the information gain g(A i ) gives the information about the value of A i .
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where I(p,n) is the total information required to classify a random example and e i is the expected amount of information needed to classify a random example. Given p and n as the numbers of positive and negative examples in the sample set, I(p,n) can be calculated as follows. In our experiments, we calculate the information gain of each attribute to select a constant number of attributes in training. The objective is to produce concise and highly informative training sets.
C. Training with Sample-Query and Attribute-Query
A step-by-step description of the proposed algorithm is shown as follows. The learning process is finished either the number of iterations or the root-of-mean-squared-error obtained is over the given threshold. Step1: Initialize all weights in the neural networks randomly.
Give the iteration threshold N and the error threshold RMSE. Step2: The dataset is
where n is the number of selected attributes. Get the initial training samples SS ⊂ S by stratified random sampling.
Step3: Train the neural networks by SS.
IF (the error E < RMSE) or (the iteration number > N) then EXIT.

Step4: Examine the non-trained samples (S -SS).
Step5: Add some samples that are the most close to the class boundary to SS. Go to Step 3.
Notably, the goal of learning intrusion detection is not to obtain an exact representation of the training data but rather to extract a "model" of attack function. Therefore, the generalization ability for making good prediction to unseen attack is much more important. As in the real world, a passive learner will simply learn the samples going by. However, an active learner will explore the unknown portion of environment to learn extra information. The proposed method with the generalization ability is very suitable for learning network intrusion. Additionally, network log data are usually with large redundancy. The selection of concise subsets of training data can reduce the training time.
IV. Experimental Results
In this paper, we used the dataset applied in KDD intrusion detection contest to evaluate the performance of the proposed approach. Figure 2 show the data distribution of DARPA data attack breakdown of the training set. This dataset is a version of the DARPA intrusion detection evaluation dataset prepared and managed by MIT Lincoln Laboratory. Researchers set up an environment to acquire 9 weeks of raw TCP dump data for a local-area network (LAN) simulating a typical US Air Force LAN. They operated the LAN as if it were a true Air Force environment, but peppered it with multiple attacks. A standard set of data to be audited, which includes a wide variety of intrusions simulated in a military network environment, was provided. Its objective was to survey and evaluate research in intrusion detection. These intrusions fall into four main categories: Denial of Service (DoS), Probe, Remote to User (R2L), and User to Root (U2R).
Figure 2.
The data distribution of DARPA data attack breakdown.
In the KDD dataset, the training set contains 494021 samples and the test set contains 311029 samples. Nearly 80% of samples are DoS attacks. Samples of normal connection are about 20%. Other types of attack samples, including U2R (0.011%), R2L (0.228%) and Probe (0.831%), are really rare. It is important to note that the test data is not from the same probability distribution as the training data. It includes 17 specific attack types those are not in the training set. This makes the dataset more realistic. 
Network intrusion detection is a two-class classification problem. Its effectiveness can be defined as the ability to make correct class predictions of samples. For each single prediction, there are four different outcomes (known as the confusion matrix for the two-class case shown in Table I ). The true-positives and true-negatives are correct classifications. A false-positive occurs when the system classifies an action as anomalous (a possible intrusion) when it is a legitimate action. Although this type of error may not be completely eliminated, a good system should minimize its occurrence to provide useful information to the users. A false-negative occurs when an actual intrusive action has occurred but the system allows it to pass as non-intrusive behavior. In other words, malicious activity is not detected and alerted. It is a more serious error. Notably, in a real world system, the effect of incorrectly detecting abnormal network behavior (false-negative) is different from that of incorrectly predicting normal classification outcome (false-positive). These two kinds of errors will generally have different costs; likewise the two types of correct classification will have different benefits.
In this paper, we examine our proposed method and the original BPN for comparison. The convergence criteria used for training are a root mean squared error (RMSE) less than or equal to 0.01 or a maximum of 10000 iterations. The diagram of training phase is show in Figure 3 . In the KDD dataset, each sample has 41 attributes where some attributes may be more useful in distinguishing normal connection from attacks. For large training datasets, choosing good attributes and samples will have impact on not only the performance but also the overall execution efficiency. In this paper, we use information gain to select 11 attributes for training. Attributes that are not likely to be useful are discarded. Without loss of generality, the results of the bagged boosting method are directly obtained from the KDD intrusion detection contest. It uses all samples and attributes in classification. Our experiments show that the training time of the proposed method is 1447 seconds. However, the training of BPN is over 21746 seconds. Notably, as BPN doesn't converge to a feasible result within the pre-specified training iterations, we can only select 9500 samples (by stratified random sampling) in training. But we use much fewer samples in the proposed method. Our method starts with only 494 samples (about 1% of the KDD training set) in initial training. Then, 16 queried samples are added for further training. All the experimental results are summarized in Table II . Notably, in a real world system, the effect of incorrectly detecting abnormal network behavior (false-negative) is different from that of incorrectly predicting normal classification outcome (false-positive). These two kinds of errors will generally have different costs; likewise the two types of correct classification will have different benefits.
V. Conclusion
In this paper, a new method is introduced for learning intrusion detection. Instead of accepting whatever samples fed, the suitable samples could be selected for training to produce valuable results. Experiments show that the proposed method could gain effective classification with less training cost. It is flexible and powerful. Intrusion detection systems must be capable of distinguishing between normal (not security-critical) and abnormal user activities, to discover malicious attempts in time. However translating user behavior (or a complete user-system session) in a consistent security-related decision is often not that simple -many behavior patterns are indistinguishable and unclear. If uncertain behavior is not considered anomalous, then intrusion activity may not be detected. If uncertain behavior is considered anomalous, then system administrators may be alerted by false alarms. The proposed method which we presented to the connection record that can't be distinguished, predict that will classify it as other in way, and does not force and include in one. So can analyses further about the record of other. Our future works are to extend this concept to develop more learning methods for more real world applications. 
