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Abstract
Decision analysis provides a framework for searching an optimal solution under
uncertainties and potential risks. This thesis focuses on two problems arising in
transportation engineering and computer sciences, respectively.
First, it is considered a centralized controller which imposes actions on a number
of interacting subsystems. Employing an appropriate Markov Decision Process
framework, we establish that the Pareto optimal solution of each subsystem will
be optimal for the entire system. Synthetic data have been taken into account for
verifying this claim.
Next, we focus on a supercomputing problem utilizing a hierarchical Bayesian
model. We estimate an optimal solution in order to minimize the queuing time. The
estimates are propagated via a Gibbs sampling and a Metropolis-type algorithm.
v
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Chapter 1
Introduction
Decision analysis is a systematic approach to decision making under conditions of
uncertainty and potential risks. It consists of methods for identifying and assessing a
list of alternative strategies and assists individuals to discover the most advantageous
alternative. On one hand, One method of dealing with multiple choices is to structure
the elements of decision making into a logical and rigorous process. For example, one
can refer to the decision tree proposed by Raiffa (1968). On the other hand, an
unstructured list of various consequences is developed when one needs to use formal
models and examine alternatives by incorporating probabilities. To this end, one can
either consider the long-run expected utility associated with specific alternatives and
some specified probability distribution, or alternatively, assign probabilities of the
occurrence of a desired event in different possible situations. With a multi-objective
decision problem, one typically assigns a utility function that characterize all the
objectives. A common utility function is a weighted linear function of all objectives.
More techniques of multi-objective optimization can be found in Ehrgott (2005).
We refer the reader to Clemen and Reilly (2004) and Keeney (1982) for motivation,
technical analysis and several applications of decision analysis.
In this thesis, we study two problems associated with transportation engineering
and parallel supercomputing. In the first problem, we take into account a Markov
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Decision Process (MDP) framework. In the second problem, we apply a Bayesian
model to predict the probabilities. Next, we discuss the two different approaches in
detail.
Let consider an automobile, which is considered herein as an entire system. The
automobile’s general parts, such as engine and battery, will be called subsystems.
These subsystems interact with each other. Monitoring the energy level of each
subsystem, a centralized controller appropriately distributes the energy. The goal is
to find an optimal control policy that minimizes the energy cost of the entire system.
We employ a Markov Decision Process (MDP), which is a discrete time stochastic
control process. The MDP provides the centralized controller with a mathematical
model in terms of random outcomes and uncertainties over the decision processes.
The MDP consists of certain transition probabilities and actions. More precisely, at
time t, consider a current state x of the process. Having fully observed the state,
an action a that is decided under certain rules is taken. The MDP transits from
state x to a next state, let say y, with respect to a transition probability P(y|x, a).
Associated with this transition, there exists the so called, one-stage cost c(x, a), which
quantifies the penalty one has to pay in order to transit from state x to state y. A
control policy in this framework is defined as a function pi specifying the action pi(x)
that the decision maker will choose when the corresponding MDP is in state x. The
core problem of MDP is to find an optimal control policy that minimizes the total
average cost (AC). The reader may refer to Borkar (1984), Arapostathis (1993), and
Puterman (1994) for a detailed discussion on the subject.
More precisely, our focus is to understand if the sequence of decisions made by
the controller optimize the entire system at the optimal decision of each subsystem
separately. We proceed by creating an appropriate MDP for each subsystem where
its energy levels being the states. The associated cost is defined as the ratio of
inputs to outputs. Both inputs and outputs depend on the control actions that the
centralized controller decides (see Figure 2.1). Furthermore, it is shown in Bather
(1973b), Blackwell (1962) that for an MDP with a finite state space and a finite
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action space, the optimal control policy is stationary deterministic, and that for every
stationary deterministic policy pi of an MDP with transition probability matrix P (pi),
the long-run average cost can be computed as
J(pi) = β(pi) · c(pi), (1.1)
where β(pi) is the stationary probability distribution of a given MDP, i.e. β(pi) =
β(pi)P (pi), and c(pi) is the column vector of expected one-stage cost. Relative studies
are Derman (1962), Miller and Veinott Jr. (1969), Bather (1973b) and Bather (1973a).
The reader should remark that for a general state and action space, the existence of
optimal solution is not guaranteed. A partial list of studies, which provide all these
conditions that ensure existence, is Maitra (1965), Fisher and Ross (1968), Hordijk
and Puterman (1987), Bhattacharya and Majumdar (1989), Sennott (1991), Sennott
(1995), Guo (1999).
Based on the above considerations, the main contribution of this thesis is the
establishment that the optimal control policy for the entire system is different from
the optimal control policy of each subsystem. In other words, this result recommends
that an optimal solution for the entire system is not achieved when every subsystem
has optimized its solution. A proof for a simplified engineering model is established via
properties of equilibrium control policies discussed in Malikopoulos (2011). Moreover,
we use a detailed numerical example to illustrate our main theorems and a paradigm
which violates our assumptions is offered.
Furthermore, motivated by the concept of multiple agents in Game Theory (see
Parsons et al. (2002), Morris (1994)), we employed the Pareto optimal theory (see
Ehrgott (2005), Ghosh (1990)) to study the relation of the optimal control policy
for the entire system. It is a relatively new topic to apply MDP framework to
tackle multiple systems structure that possess interactions. To this end, utilizing
synthetic data we show that there exists Pareto optimal policies of subsystems that
also minimize the entire system’s average cost.
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Next, we draw our attention to a problem related to the time management of
parallel supercomputing. Let consider the scenario that a user submits a query to a
supercomputer. The user requests two parameters, wall clock (WCR) and number
of cores (NCR). WCR specifies the maximum run time that is allowed. NCR is
in principle the resource capacity one claims for the corresponding query. In the
decision making framework, these different combinations of parameters are viewed
as alternative strategies. The outcome with respect to alternative is either a long
time or a short time queuing job. Generally, the queuing time of a query depends on
these two parameters as well as the time of submission. Therefore, one understands
that an optimal decision is needed such that a user’s query does not remain in
the queue for a lengthy period of time. On the other hand, one may consider an
appropriate MDP and proceed in an analogous fashion as in the transportation
engineering problem. However, we focus on a different strategy which involves
Bayesian hierarchical techniques. We analyze the probability of a long time queuing
job for each combination of WCR and NCR by applying Bayesian considerations.
Generally, Bayesian statistical methods incorporate an existing knowledge about
an unknown parameter and the information revealed by data. The very first step in
Bayesian modeling is to appropriately specify a prior distribution p(θ) of an unknown
parameter θ. The prior quantifies the uncertainty about θ or discribes our belief that
θ represents the true population characteristic. If there is enough information about
the unknown parameter θ, then the prior distribution is peaky. The less knowledge
exists about θ, the less peakier the density becomes. An example of a non-informative
prior is a uniform distribution, which basically treats all possible values of parameter
equally. Wasserman (1996) provides a review of formal methods on how one can
select prior distributions. Given a likelihood p(X|θ), which describes our belief that
X would be the outcome of our study given θ is true, one can compute the posterior
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distribution p(θ|X) using
p(θ|x) = p(x|θ)p(θ)∫
x
p(x|θ)p(θ)dx ∝ p(x|θ)p(θ). (1.2)
Equipped with the panoply of the posterior distribution, one can perform statistical
inferences of the parameter of interest. It is important to comprehend that Bayesian
rule does not dictate us what our belief should be, it informs us how our belief should
change after getting new data. As a data set gets larger, the prior belief tends to
vanish, and the data contribute more in the modeling.
In our study, we consider the binary response variable Yi, where 1 represents that
the corresponding query has a long queuing time and equals to 0 otherwise. In other
words, we consider a Bernoulli distribution with failure rate ri, which is the probability
of a long waiting time in the queue. We model these rates via logit(ri)
.
= log( ri
1−ri )
and we assume to be normally distributed with mean θ and variance σ2. Since the
number of observations in each claimed combination varies a lot, and the queuing
time for different combination is related to some common factors, we further specify
hyper-parameters for the mean θ and the variance σ2. This presents a hierarchical
structure which is called Bayesian hierarchical model in the literature. Interested
readers can consult, for example, in Ghosh et al. (2010), Hoff (2009) for a detailed
discussion on the subject.
After specifying the model, one can either calculate or sample from the posterior
distribution for estimation. A widely used sampling method is Monte Carlo. Monte
Carlo is employed in cases where the distribution is in a closed form, for example
a normal distribution, see Robert and Casella (2010). However, if the posterior
distribution is not in a convenient form and it is complicated to compute, then
alternative methods need to be considered. One may apply, for example Gibbs
sampling and Metropolis algorithm for simulating the posterior distribution. Gibbs
sampling is applicable if one can compute the parameter’s full conditional, which is the
probability distribution of the parameter given all other parameters. For a historical
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review and development, one can see Brooks et al. (2011), Ghosh et al. (2010), Hoff
(2009). However, in our problem, not all full conditionals are available. Hence,
the Metropolis algorithm is incorporated in one of our main algorithms. Metropolis
algorithm is a generalized version of Gibbs sampling, and simulation can be performed
without knowing the full conditionals. However, these Markov Chain Monte Carlo
simulation methods require data independence, which is not the case for our data
set. The dependence in fact comes from two sources. First of all, a user tends to
submit similar jobs consecutively. Furthermore, observations of submitted jobs are
more related if the submission time is relatively close. In order to attack this issue,
another algorithm is proposed in this work to eliminate dependence of consecutive
observations. Motivated by the study of Feitelson (2006), we establish an algorithm
that can reduce a dependent sequence to an independent one and consequently, allows
us to calculate probabilities needed in previous main algorithm.
This simulation process of posterior distribution provides us with a tool to
inference the mean of the response variable, and consequently, it estimates the mean
probability of being a long time queueing job for each decision alternative. In other
words, every choice combination is associated with a probability representing the
chance of a long waiting time in a queue. We aggregate all the probabilities and
generate a decision matrix that can be used as a reference for users to claim the two
parameters. This Bayesian method gives us a robust tool for characterizing queuing
behavior.
The two methods used for decision making in this thesis are applicable for
complicated decision scenarios. Applying MDPs for subsystems with interactions is a
relatively new topic, and we studied their relations through theoretical examination as
well as numerical simulation. As for the computer scheduling system, the Bayesian
scheme used here is robust and provides us with a dynamic system that can be
updated easily and frequently for future decision makers.
The thesis is organized as follows. Chapter 2 discusses the application of MDPs
to a transportation engineering problem. We formalize the problem first and show
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some preliminary results with respect to system evolutions. We then investigate the
relations of optimal policy corresponding to different susystems and discuss the trade-
offs between multiple objectives. A simulation and numerical examples are provided.
Chapter 3 focuses on decision making in the computer science area. We consider
the scheduling system of a parallel supercomputer and apply a Bayesian hierarchical
model to estimate the probabilities of being a long time queuing job with different
alternatives. Two algorithms are proposed to simulate the posterior distribution.
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Chapter 2
Stochastic Optimization
2.1 Introduction
This chapter focuses on a stochastic optimization problem with an application to
transportation engineering. Let consider N ∈ N subsystems (see Figure 2.1) which
interact with each other and with the environment. Let denote the state space of
an arbitrary subsystem i with Si, i = 1, · · · , n. The state of a subsystem i will be
denoted herein with X(i) ∈ Si. A centralized controller, at each time step k, proceeds
with an action for each subsystem i, denoted by Uk(i). Furthermore, the control
action space for each subsystem i is considered by Ui, i = 1, · · · , n. In principle, Ui,
is defined as the union of all admissible control action sets, UX(i), which lies in state
Figure 2.1: Interaction of N subsystems with each other and with the environment
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Figure 2.2: Microscopic focus on some arbitrary subsystem i
X(i) for each subsystem i, i.e. Ui =
⋃
X(i)∈Si U(X(i)). Let presume that the centralized
controller at recurrent stage k (k = 0, 1, 2, · · · ) is at state x(i) at the subsystem i, i.e.
Xk(i) = x(i). Furthermore, the controller executes an action u(i) which is delivered via
the following recurrent equation:
Xk+1(i) = f(i)(Xk(i), Uk(i),Wk(i)),
where f(i) : RN ×RN ×RN → RN is a family of nonlinear and nonsingular functions.
The term Wk(i) is contaminating random disturbance from the environment to an
arbitrary subsystem i. At the recurrent time k + 1, the subsystem i launches a noisy
output, Yk+1(i), to the environment. This phenomenon is described by the equation
below,
Yk+1(i) = h(i)(Xk+1(i), Vk(i)),
where h(i) : RN ×RM → RM is a family of nonlinear and nonsingular functions. The
term Vk(i) is the sensors’ noise. The reader should remark that N 6= M because the
measurements of the output need not to be the same as the state evolution. More
precisely, given that at stage k an arbitrary subsystem i is at state x(i), the centralized
controller selects an action u(i). Therefore, based on state x(i) and action u(i), the
subsystem i moves to state x′(i) ∈ Si according to the following conditional probability
P(i)(Xk+1(i) = x′(i)|Xk(i) = x(i), Uk(i) = u(i)). (2.1)
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Associated with each transition, an incurred cost exists
c(i) ≡ C(i)(Xk+1(i) = x′(i)|Xk(i) = x(i), Uk(i) = u(i))
This cost is given by
c(i)
.
=
Wk(i) +
∑
j∈G′
(i)
Zk(ji)
Yk(i) +
∑
j∈G(i) Zk(ij)
(2.2)
where G(i), G
′
(i) are the set of subsystems which interact (input/ output) with the
subsystem i. This interaction is expressed via the term, Zk(ij), which denotes the
output from an arbitrary but fixed subsystem i to a subsystem j, and the term,
Zk(ji), which denotes the input to subsystem i originated from subsystem j. For a
pictorial representation, the reader should refer to Figure 2.2.
The expected one stage cost equals to
g(i)(x(i), u(i)) =
∑
x′∈Si
P(i)(Xk+1(i) = x′(i)|Xk(i) = x(i), Uk(i) = u(i)) · c(i). (2.3)
This setup defines a Markov Decision Process. The reader may recall that the MDP
which is described by five elements. A state space S, an action space A, a set of
admissible actions U(x) when the system is in state x ∈ S, a transition kernel P on S
and last associated with every transition of MDP, there is a one-stage cost function
c(x, a).
Next let focus on the entire system. Let X(1:N), U(1:N) be the state and the control
action, respectively. The corresponding transition probability matrix and associated
cost, analogous to transition probability (2.1) and cost (2.2) is given by:
P(Xk+1 = x′(1:N)|Xk = x(1:N), Uk = u(1:N)) (2.4)
c
.
= C(Xk+1 = x
′
(1:N)|Xk = x(1:N), Uk = u(1:N)) =
∑N
i=1 Wk(i)∑N
i=1 Yk(i)
(2.5)
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where x(1:N), x
′
(1:N) ∈ S1 × S2 × · · · × SN and u(1:N) ∈ U1 × U2 × · · · × UN . The one
stage cost for the system will be expressed in a similar fashion to equation (2.3),
g(x(1:N), u(1:N)) =
∑
x′
(1:N)
P(Xk+1 = x′(1:N)|Xk = x(1:N), Uk = u(1:N)) · c. (2.6)
The sequence of actions for an MDP with S states, pi = (u(1), u(2), · · · , u(S)),
where u(i) ∈ U(i), i = 1, 2, · · · , S, is defined as a control policy. The corresponding
space of such control policies will be denoted by Π. The control policy pi∗ which
minimizes some function f , i.e. f(pi∗) ≤ f(pi) + , for all  > 0, is referred as optimal
control policy.
Our goal is to study that the optimal control policy which minimizes the entire
system is not optimal for each subsystem separately. In our analysis, we consider
the long-run average cost (AC) criterion discussed in Arapostathis (1993), Puterman
(1994). For each subsystem, the AC criterion is equal
J(i)(pi(i)) = β(i)(pi(i))g(i)(pi(i)) (2.7)
where β(i)(pi(i)) is the row vector of the stationary probability distribution imposed
by pi(i), and g(i)(pi(i)) is the column vector of average one-stage costs g(i)(x(i), u(i)) for
each stage of subsystem i. The AC criterion for the entire system is
J(pi) = β(pi)g(pi) (2.8)
where β(pi) is the invariant probability measure of entire system processes, and g(pi)
is the column vector of the one-stage cost g(X(1:N), U(1:N)) for each stage X(1:N) of the
entire system.
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2.2 Preliminary Results
This section discusses some preliminary results which will be useful for our analysis.
We begin by recalling the Kronecker product and its properties. For more details,
one can refer for example to Searle et al. (2006), Horn and Johnson (1994).
Definition 2.2.1. If A is an m-by-n matrix and B is a p-by-q matrix, then the Kro-
necker product A⊗B is the mp-by-np block matrix A⊗B =

a11B · · · a1nB
...
. . .
...
am1B · · · amnB
.
Proposition 2.2.1. The Kronecker product has the following properties.
1) A⊗ (B + C) = A⊗B + A⊗ C
2) (A+B)⊗ C = A⊗ C +B ⊗ C
3) (kA)⊗B = A⊗ (kB) = k(A⊗B)
4) (A⊗B)⊗ C = A⊗ (B ⊗ C)
5) (A⊗B)(C ⊗D) = AC ⊗BD
The next proposition states the transition probability of the entire system with
the corresponding transition probability of each subsystem.
Proposition 2.2.2. Consider N independently envolving subsystems with corre-
sponding transition probability matrix P(i), i = 1, · · · , N as defined in equation (2.1).
Furthermore, let consider that a subsystem i takes policy pi(i). Then the transition
probability matrix of the entire system satisfies
Ppi = Ppi(1) ⊗ Ppi(2) ⊗ · · · ⊗ Ppi(N) (2.9)
where pi = (pi(1), · · · , pi(N))
Proof. The transition probability matrix of the entire system is defined as
P(Xk+1 = (s′1, s′2, · · · , s′N)|Xk = (s1, s2, · · · , sN))
=P(Xk+1(1) = s′1, · · · , Xk+1(1) = s′N |Xk(1) = s1, · · · , Xk(N) = sN)
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However, the subsystems are independent, hence the transition probability matrix
equals to
P(Xk+1(1) = s′1|Xk(1) = s1)P(Xk+1(2) = s′2|Xk(2) = s2) · · ·P(Xk+1(N) = s′N |Xk(N) = sN)
for any arbitrary N-tuples (s′1, s
′
2, · · · , s′N) and (s1, s2, · · · , sN). The result follows
easily by taking into account the definition of Kronecker product (Definition 2.2.1).
Before we proceed, let define a unichain MDP, see Puterman (1994).
Definition 2.2.2. A Markov decision process (MDP) is said to be unchain if the
transition probability matrix corresponding to every deterministic stationary policy
is unichain, i.e. it consists of a single recurrent class plus a possibly empty set of
transient states.
In the following, we will assume that MDP is unichain.
Proposition 2.2.3. Consider a unichain Markov decision process for the entire
system and unichain MDPs for each subsystem. The corresponding invariant measure
β(pi) can be expressed as the Kronecker product of each invariant probability measure
β(pi(i)) of each corresponding subsystem i, i = 1, · · · , N , i.e.
β(pi) = β(pi(1))⊗ β(pi(2))⊗ · · · ⊗ β(pi(N)). (2.10)
where pi = (pi(1), · · · , pi(N)) be the control policy of entire system and pi(i) is the
corresponding one of subsystem i.
Proof. Given the assumption about unichain MDPs for each subsystem and for the
entire system, we have that
β(pi) = β(pi)Ppi (2.11)
β(pi(i)) = β(pi(i))Ppi(i) (2.12)
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where Ppi, Ppi(i) is the transition probability matrix for the entire system and for each
subsystem i. Let consider the Kronecker product of subsystems,
β(pi(1))⊗ β(pi(2))⊗ · · · ⊗ β(pi(N)).
Then according to 2.12 and Proposition 2.2.1, it can be written as
[
β(pi(1))Ppi(1)
]
⊗
[
β(pi(2))Ppi(2)
]
⊗ · · · ⊗
[
β(pi(N))Ppi(N)
]
=
[
β(pi(1))⊗ β(pi(2))⊗ · · · ⊗ β(pi(N)
] [
Ppi(1) ⊗ Ppi(2) ⊗ · · · ⊗ Ppi(N)
]
=
[
β(pi(1))⊗ β(pi(2))⊗ · · · ⊗ β(pi(N)
]
P (pi)
However, the invariant measure is unique and thus the result follows.
2.3 Optimal Control Policy
This section examines the fact that the optimal control policy for the entire system
does not yield the optimal control policies for each subsystem. Due to the complexity
of the problem, our main focus is for two subsystems, see Figure 2.3.
Lemma 2.3.1. Let consider two subsystems, and their corresponding one-stage costs
as defined in (2.2). The corresponding long-run average costs J(1)(pi) and J(2)(pi) can
be written as
J(1)(pi) = β(pi(1))(y(1)(pi(1)) + z(12)(pi(1)))
−1 · β(pi(2))[w(1)1 + z(21)(pi(2))]
J(2)(pi) = β(pi(1))[w(2)1 + z(12)(pi(1))] · β(pi(2))(y(2)(pi(2)) + z(21)(pi(2)))−1
(2.13)
where i, j = 1, 2, i 6= j
(y(i)(pi(i)) + z(ij)(pi(i)))
−1 =
[
1
(y(i) + z(ij))(1, pi(i)(1))
, · · · , 1
(y(i) + z(ij))(N, pi(i)(N))
]T
w(i)1 + z(ji)(pi(j)) = [w(i) + z(ji)(1, pi(j)(1)), · · · , w(i) + z(ji)(N, pi(j)(N))]
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Figure 2.3: A Centralized Controller With Two Interacting Subsystems
and
1 = [1, 1, · · · , 1]TN×1
Proof. For the subsystem AC criterion, let c(1)(i, pi(1)(i), j, pi(2)(j)) be the one stage
cost function when subsystem 1 is at state i, an action pi(1)(i) corresponding to control
policy pi(1) is taken and subsystem 2 lies in state j and a control action pi(2)(j) is
considered. Define
c(i) =

c(1)(i, pi(1)(i), 1, pi(2)(1))
c(1)(i, pi(1)(i), 2, pi(2)(2))
...
c(1)(i, pi(1)(i), N, pi(2)(N))
 ,
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where i = 1, 2, · · · , N . Since the cost function is defined as (2.2), we have that
J(1)(pi(1), pi(2)) = (β(pi(1))⊗ β(pi(2)))[c(1), · · · , c(N)]T
= [β(pi(1))⊗ β(pi(2))] ·

1
y(1)+z(12)(1,pi(1)(1))
1
y(1)+z(12)(2,pi(1)(2))
...
1
y(1)+z(12)(N,pi(1)(N))
⊗

w(1) + z(21)(1, pi(2)(1))
w(1) + z(21)(2, pi(2)(2))
...
w(1) + z(21)(N, pi(2)(N))

= [β(pi(1))⊗ β(pi(2))] · [y(1)(pi(1)) + z(12)(pi(1))]−1 ⊗ (w(1)1 + z(21)(pi(2)))
Hence,
J1(pi) = [β(pi(1))⊗ β(pi(2))] · {[y(1)(pi(1)) + z(12)(pi(1))]−1 ⊗ (w(1)1 + z(21)(pi(2)))}
= {β(pi(1)) · [y(1)(pi(1)) + z(12)(pi(1))]−1} ⊗ [β(pi(2))) · (w(1)1 + z(21)(pi(2))]
= β(pi(1))(y1(pi(1)) + z(12)(pi(1)))
−1 · β(pi(2))[w(1)1 + z(21)(pi2)]
and similarly, we have for average cost J(2)(pi).
In Malikopoulos (2011), the optimal control policy problem with average cost
criterion is considered by deriving a dual constrained optimization problem (see
Theorem 2.3.1). It defined the equilibrium control policy of an MDP.
Theorem 2.3.1. Malikopoulos (2011) The control policy pi that yields the saddle
point at each state of the Markov chain is an equilibrium control. So we have
J∗(pi) = sup
β∈B
inf
k∈K
β(pi)k(pi) = inf
k∈K
sup
β∈B
β(pi)k(pi) (2.14)
Following theorem given by Malikopoulos (2011) states the conditions of saddle
points existence.
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Theorem 2.3.2. If f : K×B → R is a function such that f(·, β) : K → R is convex
and closed for each β ∈ B, then the set of saddle points is nonempty.
If the action space is discrete, so is the cost matrix space K. We define a convex
function under the discrete framework as follows.
Definition 2.3.1. Let S be a subspace of a discrete n-dimensional space. A function
f : S → R is discretely convex if for all x, y ∈ S and for 0 < α < 1,
αf(x) + (1− α)f(y) ≥ min
u∈N(z)
f(u) (2.15)
where N(z) = {u ∈ S⋂ {the smallest box containg z}} and z = αx+ (1− α)y
Remark 2.3.1. If the control policy yields the saddle point, we can compute the
optimal average cost as following:
J∗(pi) = inf
k∈K
β∗k(pi) (2.16)
The next theorem is one of the main results of this thesis and proves that the
entire system reaches a different optimal policy than each subsystem separately. The
analysis is based on the following two main assumptions.
Assumption 1. The interaction function of each subsystem zk(ij)(xk(i), uk(i)) is
proportional to yk(i)(xk(i), uk(i)), i.e. zk(ij)(xk(i), uk(i)) = αk(i)yk(i)(xk(i), uk(i)) and
αk(i) ∈ [ai, bi] with 0 < ai, bi < 1.
Assumption 2. All the outputs for each subsystem yk(i)(xk(i), uk(i))+zk(ij)(xk(i), uk(i))
are strictly increasing with respect to the control action uk(i) at each fixed time k.
Theorem 2.3.3. Consider two subsystems. Suppose one subsystem reaches its
optimal cost at equilibrium control policy (pii(1), pi
j
(2)) and the other attains its minimum
cost at an equilibrium control policy (pik(1), pi
l
(2)). Then the entire system attains its
optimal control policy at (pii(1), pi
l
(2)).
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Proof. By equation (2.13), we have
pii(1) = arg min
pi(1)∈Π(1)
β(pi(1))(y(1)(pi(1)) + z(12)(pi(1)))
−1
pij(2) = arg min
pi(2)∈Π(2)
β(pi(2))[w(1)1 + z(21)(pi(2))]
pik(1) = arg min
pi(1)∈Π(1)
β(pi(1))[w(2)1 + z(12)(pi(1))]
pil(2) = arg min
pi(2)∈Π(2)
β(pi(2))(y(2)(pi(2)) + z(21)(pi(2)))
−1
Since z(ij)(pi(i)) = α(i)(y(i)(pi(i)) + z(ij)(pii)), and by Remark 2.3.1, we have
pii(1) = arg min
pi(1)∈Π(1)
(y(1)(pi(1)))
−1
pil(2) = arg min
pi(2)∈Π(2)
(y(2)(pi(2)))
−1
Now according to Proposition 2.2.3 and using Equation (2.8), the AC for the entire
system will be
J(pi) = J(pi(1), pi(2))
= β(pi(1))⊗ β(pi(2)) ·
[
1
out(1,1)
, · · · , 1
out(N,N)
]T
,
where out(i,j) =
1
y(1)(i,pi(1)(i))+y(2)(j,pi(2)(j))
and i, j = 1, 2, · · · , N . Therefore, the control
policy pair (pii(1), pi
l
(2)) minimizes
[
1
y(1)(1, pi(1)(1)) + y(2)(1, pi(2)(1))
, · · · , 1
y(1)(N, pi1(N)) + y(2)(N, pi(2)(N))
]T
,
which makes it an optimal control policy pair for the entire system.
Given Theorem 2.3.3, one understands that a different concept of optimality needs
to be incorporated. The definition below exposes a Pareto optimal solution, see e.g.
Ehrgott (2005).
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Definition 2.3.2. A control policy pi0 is called Pareto optimal if there is no other
control policy pi such that
g(pi) < g(pi0) (2.17)
where g(pi0), g(pi) are the column vectors of the one-stage expected cost g(x(1:N), u
0
(1:N))
and g(x(1:N), u(1:N)) for each state x(1:N) of the entire system corresponding to the
control policies pi0 and pi respectively.
If pi0 is Pareto optimal, then g(pi0) is called efficient. The set of all Pareto optimal
solutions pi0 is call Pareto set and denoted by Mp. The set of all efficient point g(pi
0)
is called the efficient set and denoted by Rp.
Definition 2.3.3. Let ρ : Π 7→ R+ be the map defined as
ρ(pi) = ‖g(pi)− gI(pi)‖ (2.18)
where gI(pi) = (minpi∈Π g1(pi), · · · ,minpi∈Π gp(pi)). If there exists pi∗ ∈ Π such that
ρ(pi∗) = minpi∈Π ρ(pi)
.
= ρ∗, then we call pi∗ the strong Pareto Optimal solution.
Remark 2.3.2. If the norm is strictly monotone and pi∗ is an optimal solution of
(2.18) then pi∗ is Pareto optimal. Therefore, under such norms, the strong Pareto
optimal solution is Pareto optimal. Note that a norm is said to be strictly monotone
if the norm of a vector strictly increases (or decreases) with respect to an increase (or
decrease) of its one or more components. An example of strictly monotone norm is
the Euclidean distance.
Next, utilizing synthetic data, we will showcase that the optimal Pareto policy for
each subsystem is optimal for the entire system, i.e. there exists a stationary control
policy pi0 that is Pareto optimal minimizes the entire system average cost (AC).
However, before examining this claim via simulation, we will motivate ourselves by a
simple example.
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2.4 Numerical Example and Simulation
2.4.1 A Deterministic Example
Let consider a system with two subsystems and a centralized controller as shown in
Figure 2.3. We assume that the inputs, w(1), w(2) of each subsystem respectively, are
independent of time. Further assume each subsystem has two states, i.e. S = {1, 2},
and two control actions U = {a, b}. Thus there are four control policies for each
controlled Markov process. For the jth (j = 1, 2, 3, 4) policy of subsystem i (i = 1, 2),
we denote it as pij(i) = {k, l}, where (k, l) ∈ U are the imposed actions when the
subsystem is at state 1 or state 2 respectively. For example, in our case, for the
subsystem n (n = 1, 2), we have pi1(i) = {a, a}, pi2(i) = {a, b}, pi3(i) = {b, a}, pi4(i) = {b, b}.
Let’s first focus on subsystem 1. The transition probability matrices associated
with the actions a, b are: P a(1) =
 0.7 0.3
0.4 0.6
, P b(1) =
 0.9 0.1
0.2 0.8
. The transitions
related to policies are: Ppi1
(1)
= P a(1), Ppi2(1) =
 0.7 0.3
0.2 0.8
, Ppi3
(1)
=
 0.9 0.1
0.4 0.6
,
Ppi4
(1)
= P b(1).
The reader should note that the total output is the denominator of (2.2), and
for our proceeding let assume that: (y(1) + z(12))
a =
 6 5
7 12
, (y(1) + z(12))b = 10 8
14 13
, where the element [(y(1) + z(12))j]kl is the output of being at state k and
going to state l with respect to action j for k, l = 1, 2 and j ∈ U . One may note
that these outputs should follow Assumption 2. Furthermore, we assume the input
is w(1) = 15 and from the total output (y(1) + z(12)) 80% diffuses to environment and
20% inserts to the second subsystem.
One can define analogous quantities for the second subsystem. More precisely,
the states and control policies are as above. Transition probability matrices related
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to actions a and b are imposed to be: P a(2) =
 0.5 0.5
0.45 0.55
, P b(2) =
 0.6 0.4
0.3 0.7
,
and the corresponding transition with respect to four polices are, Ppi1
(2)
= P a(2), Ppi2(2) = 0.5 0.5
0.3 0.7
, Ppi3
(2)
=
 0.6 0.4
0.45 0.55
, Ppi4
(2)
= P b(2). The transition output matrices
are presumed to be: (y(2) + z(21))
a =
 7 6
9 10
, (y(2) + z(21))b =
 9 12
11 14
, where
70% of total ouput goes to environment, the rest 30% to subsystem 1. Also, we
cosider that the input w(2) = 16.
Our goal is to compute the long-time average cost under policy pi using J(pi) =
β(pi)k(pi). The reader should look into Arapostathis (1993) and references therein.
First, we need to compute the cost transition matrix for the subsystem n (n = 1, 2)
with respect to policy pii(1) and pi
j
(2) for the subsystem 1 and subsystem 2 respectively,
denote here as Cnij = C
n
pii
(1)
pij
(2)
, where i, j = 1, · · · , 4. The cost matrix Cnij is a 4 × 4
matrix since we have four states (k, l), k, l = 1, 2 for entire system. A typical entry
is calculated according to the cost equations displayed in (2.2) and (2.5), i.e. for the
first subsystem, the entry (3, 2) represents the cost for subsystem 1 being at state 2
and moving to state 1 when the subsystem 2 resides at state 1 and moves to state 2.
Thus,
[C111]3,2 =
w(1) + z(21)(1, pi
1
(2)(1))
(y(1) + z(12))(2, pi1(1)(2))
=
15 + 0.3(y(2) + z(21))(1, pi
1
(2)(1))
(y(1) + z(12))(2, pi1(1)(2))
=
15 + 0.3× 6
7
= 2.4
The reader should note that since we take action a for the subsystem 2, one needs to
focus on (y(2) + z(21))
a. Similarly, for subsystem 1, action a is considered so we look
21
at (y(1) + z(12))
a. For this specific example, the cost matrix will be:
C111 =

2.85 2.8 3.42 3.36
2.95 3 3.54 3.6
2.44 2.4 1.43 1.4
2.53 2.57 1.48 1.5
 .
Next, let compute the corresponding transition probability matrices with respect
to policies pik(1)pi
l
(2) for k, l = 1, 2, 3, 4. We will proceed there through an example,
and similarly the rest of the transition matrices with respect to other policies can
be computed. Consider Ppi1
(1)
pi1
(2)
.
= P11, the transition matrix when control policies
(pi1(1), pi
1
(2)) are taken. Similar to the cost matrix, the transition probability is a 4× 4
matrix. From Lemma 2.2.2, we have that Ppi1
(1)
pi1
(2)
= Ppi1
(1)
⊗ Ppi1
(2)
. Therefore,
P11 =

0.35 0.35 0.15 0.15
0.315 0.385 0.135 0.165
0.2 0.2 0.3 0.3
0.18 0.22 0.27 0.33
.
The invariant measure of {pi1(1), pi1(2)} is βpi1(1)pi1(2)
.
= β11 such that β11P11 = β11, where
β11 = [ 0.2707 0.3008 0.2030 0.2256 ].
Furthermore, the cost vectors, g111
.
= gpi1
(1)
pi1
(2)
, of the first subsystem is computed
as follows:
g111 =

g1((1, 1), (pi1(1)(1), pi
1
(2)(1)))
g1((1, 2), (pi1(1)(1), pi
1
(2)(2)))
g1((2, 1), (pi1(1)(2), pi
1
(2)(1)))
g1((2, 2), (pi1(1)(2), pi
1
(2)(2)))
 =

∑4
j=1 [C11]1j[P11]1j∑4
j=1 [C11]2j[P11]2j∑4
j=1 [C11]3j[P11]3j∑4
j=1 [C11]4j[P11]4j
 =

2.9945
3.1562
1.8170
1.9154
.
Hence by J(pi) = β(pi)g(pi), the average cost of subsystem 1 with respect to policy
pair (pi1(1), pi
1
(2)) is J1(pi
1
(1), pi
1
(2)) = β11g
1
11 = 2.56.
Similarly, one can compute the corresponding one stage cost vector for the other
15 policies and the ones for subsystem 2 and for the entire system. The specific
outputs are delegated to Appendix B.
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Following the steps which they were discussed, we have the average costs of both
subsystems and entire system, see Tables 2.1, 2.2 and 2.3 respectively.
PPPPPPPPPsub1
sub2
pi1(2) pi
2
(2) pi
3
(2) pi
4
(2)
pi1(1) 2.5602 2.6712 2.6390 2.7255
pi2(1) 2.0249 2.1127 2.0872 2.1556
pi3(1) 1.8029 1.8811 1.8584 1.9193
pi4(1) 1.6317 1.7025 1.6820 1.7371
Table 2.1: Long Time Average Costs For Subsystem 1
PPPPPPPPPsub1
sub2
pi1(2) pi
2
(2) pi
3
(2) pi
4
(2)
pi1(1) 2.2511 1.8617 1.7921 1.5235
pi2(1) 2.3194 1.9182 1.8464 1.5697
pi3(1) 2.3102 1.9106 1.8391 1.5634
pi4(1) 2.3383 1.9338 1.8615 1.5825
Table 2.2: Long Time Average Costs For Subsystem 2
PPPPPPPPPsub1
sub2
pi1(2) pi
2
(2) pi
3
(2) pi
4
(2)
pi1(1) 2.7557 2.4427 2.4607 2.2307
pi2(1) 2.3801 2.1328 2.1522 1.9695
pi3(1) 2.3178 2.0876 2.1108 1.9398
pi4(1) 2.1821 1.9746 1.9977 1.8431
Table 2.3: Long Time Average Costs For Entire System
The results verify that subsystem 1 reaches its minimum average cost J1 when
the policy (pi4(1), pi
1
(2)) is followed. For the subsystem 2, one attains the optimal cost if
policy (pi1(1), pi
4
(2)) is considered. Finally, for the entire system, optimality occurs when
policy (pi4(1), pi
4
(2)) is imposed. This result is justified by Theorem 2.3.3. Therefore,
for two subsystems and entire system, they reach optimal average costs at different
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combinations of policies. We need to determine the trade-offs of average costs J(1), J(2)
of two subsystems by incorporating the Pareto optimal theory. For such algorithms,
refer to Ghosh (1990).
We consider the Pareto optimal solution of each subsystem by following Definition
2.3.3. One may note from Table 2.1 and Table 2.2 that J I(1) = J(1)(pi
4
(1), pi
1
(2)) = 1.6317
and J I(2)(pi
1
(1), pi
4
(2)) = 1.5235. We apply Euclidean distance and find that the strong
Pareto optimal solution for each subsystem is obtained if policy pair (pi4(1), pi
4
(2)) is
considered, and the corresponding Pareto optimal average cost for each subsystem is
J(1) = 1.7317 and J(2) = 1.5825. Therefore, this deterministic example also agrees
with our claim regarding the Pareto optimal solution.
2.4.2 Simulations
In this example, we use synthetic data to verify our claim at the end of Section 2.3.
We examine the Pareto optimal control policy of subsystems and the optimal control
policy for entire system AC. We first find the control policy, which is denoted as pi0
that minimizes the average cost of the entire system. We anticipate that this control
policy pair pi0 is the Pareto optimal under Euclidean distance for each subsystem.
Let the subsystem’s inputs be w(1) = 15, w(2) = 16. The total output of subsystem
1 with respect to action a, (y(1) + z(12))
a is a randomized matrix with entries from
(1, 3). We specify the total output with respect to action b, (y(1) + z(12))
b, which
increases in comparison to (y(1) + z(12))
a, i.e. the increase is a random matrix ranging
from 8 to 10. This setup of outputs preserves the Assumption 2, which basically from
an ordered space. Similarly, for subsystem two, we set (y(2) + z(21))
a be a randomized
matrix having entries from 2 to 4. The outputs associated with action b, (y(1) +z(12))
b
is set to increase from (y(2) + z(21))
a by a random matrix from 9 to 12.
In our simulation, we denote pi∗ as a strong Pareto solution as defined in Definition
2.3.3. Let ρ∗ .= ρ(pi∗) be the closest distance to the ideal solution. We perform 1,000
replications and expect the deviances of ρ(pi0) from ρ∗ to be zero, which suggests
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that pi0 is in fact a strong Pareto solution. For Matlab code, one may refer to A. The
following Figure 2.4 shows that for this setup of outputs, we have minpi∈Π ρ(pi) = ρ(pi0),
where pi0 is such that J∗ = J(pi0). By Definition 2.3.3 and Remark 2.3.2, one can that
conclude the optimal control policy of the entire system AC agrees with the Pareto
solution.
Figure 2.4: Histograms of Increased Average Cost Percentage: Second Example
2.4.3 A counter-example
In this part, we examine the case when the assumptions of Theorem 2.3.1 do not
hold, i.e. the corresponding MDP has no saddle point, and hence Theorem 2.3.3 is
not necessarily true. We consider a two-subsystem case with transition probability
matrices and output distributions being the same as in the previous deterministic
example in Section 2.4.1. However, in this example the output will change and in
fact Assumption 2 is violated. Let
(y(1) + z(12))
a =
 6 5
7 12
, (y(1) + z(12))b =
 5 7
9 10

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and the outpt for subsystem 2 be
(y(2) + z(21))
a =
 7 6
9 10
, (y(2) + z(21))b =
 5 12
11 8
.
After performing similar computations, we have the average costs for each subsystem
and entire syste as exposed in Tables 2.4, 2.5 and 2.6.
PPPPPPPPPsub1
sub2
pi1(2) pi
2
(2) pi
3
(2) pi
4
(2)
pi1(1) 2.5602 2.5556 2.5830 2.5744
pi2(1) 2.3010 2.2968 2.3215 2.3138
pi3(1) 3.0829 3.0773 3.1104 3.1001
pi4(1) 2.8518 2.8466 2.8772 2.8676
Table 2.4: Long Time Average Costs For Subsystem 1
PPPPPPPPPsub1
sub2
pi1(2) pi
2
(2) pi
3
(2) pi
4
(2)
pi1(1) 2.2511 2.2721 2.2864 2.2989
pi2(1) 2.2670 2.2881 2.3025 2.3151
pi3(1) 2.2155 2.2362 2.2503 2.2652
pi4(1) 2.2303 2.2511 2.2653 2.2776
Table 2.5: Long Time Average Costs For Subsystem 2
PPPPPPPPPsub1
sub2
pi1(2) pi
2
(2) pi
3
(2) pi
4
(2)
pi1(1) 2.7557 2.7728 2.7193 2.7418
pi2(1) 2.6152 2.6307 2.5799 2.6007
pi3(1) 3.0286 3.0487 2.9904 3.0160
pi4(1) 2.9050 2.9237 2.8677 2.8919
Table 2.6: Long Time Average Costs For Entire System
Note that J∗2 = infpi β(pi)K(pi) = 2.2155, which is obtained when control policy
(pi3(1), pi
1
(2)) is performed. Also we have J
∗
1 = 2.2968, which is obtained at control
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policy (pi2(1), pi
2
(2)), and for the entire system, the minimum cost is J
∗ = 2.5799 at
control policy (pi2(1), pi
3
(2)). It is clear that the relation of optimal control policies
described in Theorem 2.3.3 is no longer true in this case.
In fact, we have for subsystem 2, the minimum average one-stage cost and its
corresponding stationary probability distribution are
infpi∈Π g(2)(pi) = [2.61281.78922.75391.8858]T ,
β(pi∗) = [0.35290.31370.17650.1569].
Therefore, β(pi∗) · infk∈KK(pi) = 2.2653 with its minimum cost achieved at policy
(pi4(1), pi
3
(2)). This result is obviously different from the optimal control policy that
minimizes the average cost of subsystem 2. There is no equilibrium control policy
in this case. Hence it is crucial to have the assumption of existence of equilibrium
control policy in Theorem 2.3.3.
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Chapter 3
Bayesian for Decision Analysis
3.1 Introduction
This chapter discusses a Bayesian hierarchical model with an application to computer
science. More precisely, let consider the scheduling system of parallel supercomputer.
After submitting a query to a supercomputer, users generally need to stay in the queue
for some time before the job’s execution. This total time is called queuing time and
denoted as QT. QT depends on various factors, such as number of cores requested
(NCR), wall clock requested (WCR) and submission time (ST). The run time of
the query is highly correlated to the computational problem which is submitted,
the code efficiency, the NCR and some other factors. Thus a practical problem
that every user encounters is how to appropriately claim the NCR and the WCR in
the purpose of minimizing a query’s run time and the corresponding queuing time.
We analyze a data set with total S observations as in Table 3.1. We discretize
NCR into p levels NL(i), i = 1, 2, · · · , p, i.e. for any job s ∈ {1, 2, · · · , S}, there
is j ∈ {1, 2, · · · , p} such at Ni ∈ NL(j). Similarly, one can discretize WCR into
q levels WL(q). Hence, the data set has pq groups Gk (or call combinations) with
(NCRL(i),WCRL(j)) ∈ {Gk : k ∈ {1, 2, · · · , pq}}, i = 1, 2, · · · , p, j = 1, 2, · · · , q.
28
Job ID NCR WCR QT
J1 N1 W1 Q1
J2 N2 W2 Q2
· · · · · · · · · · · ·
JS NS WS QS
Table 3.1: Sample Data Set Being Analyzed
PPPPPPPPPWCR
NCR
NL(1) NL(2) · · · NL(p)
WL(1) r1 r2 · · · rp
WL(2) rp+1 rp+2 · · · r2p
· · · · · · · · · · · · · · ·
WL(q) r(q−1)p r(q−1)p+1 · · · rpq
Table 3.2: Decision Matrix: probability of being a long time queueing job
Let Qij be the queueing time of j
th query in a group Gi. We say the submitted
job is a “long-time queueing job”, if Qij > q
∗, where q∗ be a preassigned threshold.
Otherwise, we say it is a “short-time queuing job”. Therefore, we define the following
binary variable,
Yij =
 1 Qij > q∗0 Qij ≤ q∗ (3.1)
Our goal is to predict the probability ri of being a long-time queuing job for each
group Gi, i = 1, · · · , pq, and provide a user with a decision matrix as in Table 3.2.
A. Bayesian Scheme
As mentioned in Chapter 1, in order to remove the base effect that number of
observations in different groups varies a lot and create a dynamic system that can
be updated frequently, a Bayesian hierarchal method is applied. We first briefly
introduce a Bayesian scheme. For a comprehensive discussion in the subject, one can
refer to Fienberg (2006), Hoff (2009) and Ghosh et al. (2010). Briefly, a Bayesian
scheme is characterized as follows.
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• Prior distribution p(θ) of θ. It describes our belief that θ represents the true
population characteristic.
• Sampling model p(x|θ), which describes the data likelihood of the study given
that θ is true.
With a prior distribution and a sample model, one can compute the posterior
distribution of parameter θ as
p(θ|x) = p(x|θ)p(θ)∫
Θ
p(x|θ)p(θ)dθ ∝ p(x|θ)p(θ). (3.2)
where Θ is the parameter space.
One may note that if the selected prior distribution reflects expert’s prior belief
and knowledge of the parameter, it is called an informative prior. Otherwise, a
prior is said to be non-informative, which is applicable when there is little available
information. In fact, the most attractive fact of Bayesian scheme is that incorporating
an expert’s prior information might considerably strengthen the data analysis of a
model with small sample size or high dimensional parameter space. Moreover, it is
worth noting that prior p(θ) should be selected such as the corresponding posterior
distribution is proper, i.e. ∫
Θ
p(x|θ)p(θ)dθ <∞. (3.3)
Then the posterior density p(θ|x) would be a proper probability density function.
By computing or simulating a closed form of posterior distribution, one can perform
statistical inferences for parameter of interest.
Bayesian approach gives comprehensive and robust inferences to parameter
estimation. By computing the corresponding posterior distribution, one should
update their belief accordingly. Hence, Bayesian method accounts for cumulative
evidence. The most powerful side of Bayesian statistics is that one can develop a
dynamic system and perform regular update and correction as more data become
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available. As a data set gets larger, the prior belief tends to be washed away and
data count for major part of modeling.
With a data set having a hierarchical structure or involving correlated or connected
multi parameters, a hierarchical Bayesian model is usually considered. Let consider
a model describing our information about hierarchical data
groups : (Y1, Y2, · · · , Yn)
within group : Yj = (Y1j, · · · , Ynjj)
where Yi,j represents the i
th unit in group j. Let further assume that parameters in
different groups are dependent, i.e. information of one group implies some properties
of the other. So we model data within group j as
Y1j, · · · , Ynjj iid∼ p(Y |φj)
and φj’s are also assumed to be dependent and they follow a common distribution,
φ1, · · · , φm iid∼ p(φ|ψ).
Finally, based on prior belief, one needs to set a prior distribution of ψ. If little
information is known about φ, we can assign a non-informative and diffuse prior,
which makes the posterior distribution proper. But in practice, one should have
a rough idea about the parameter by retrieving some basic information from the
gathered data set and assign an appropriate prior distribution. We use the following
basic tree structure to represent the hierarchical model. This Bayesian hierarchical
model gives us two interesting results. One is to predict the next observation given
the existing corrected parameter estimation. Also we can make a prediction for a
further group data.
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Figure 3.1: The Hierarchical Structure
B. Bayesian Computation
A standard method for Bayesian inference is to use simulate posterior mean, variance
or even posterior distribution after specifying the prior distribution and having the
likelihood of a data set. In this section, Gibbs sampling and Metropolis Algorithm
are introduced and implemented to resolve the case when no closed form of posterior
distribution is available. Interested readers can refer to Gamerman and Lopes (2006).
Gibbs sampling is a Markov Chain Monte Carlo simulation. It states that only
with the parameter full conditional distribution, one can generate a sequence of
dependent parameter iterations and approximate the posterior distribution. The
general algorithm is described below. Consider the full conditional distributions of θ,
σ2 respectively,
θ ∼ p(θ|σ2, y1, · · · , yn)
σ2 ∼ p(σ2|θ, y1, · · · , yn)
Given a current iteration of parameter {θ(s), σ2(s)}, we can generate a new state using
Gibbs Sampling,
• Step 1. Sample θ(s+1) ∼ p(θ|σ2(s), y1, · · · , yn)
• Step 2. Sample σ2(s) ∼ p(σ2|θ(s+1), y1, · · · , yn)
• Step 3. New parameter state {θ(s+1), σ2(s+1)}
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For each parameter, as can be seen from iteration steps, the value of next state
depends only on the previous state, which means that Gibbs sampling generates a
Markov Chain with transition kernel
p(θ, σ2) = p(θ|σ2, y1, · · · , yn) · p(σ2|θ, y1, · · · , yn).
It can be shown theoretically that the Gibbs method eventually converges to the
posterior distribution, e.g. see Hoff (2009), Ghosh et al. (2010).
However, in situations where no standard form of the full conditionals is available,
Gibbs sampling does not work and we need to implement another algorithm, the
Metropolis Algorithm. It can deal with any form of prior distribution as well as any
sampling method.
The Metropolis algorithm proceeds as follows. Suppose θ is the parameter of
interest. Its prior distribution is assumed to be p(θ) and data likelihood is p(y|θ).
Given θ(s), the value of θ(s+1) is generated as
• Step 1. Sample θ∗ ∼ J(θ∗|θ(s)), where J(θ∗|θ(s)) is a symmetric proposal
distribution.
• Step 2. Compute acceptance ratio r = p(y|θ∗)p(θ∗)
p(y|θ(s))p(θ(s)) .
• Step 3. New parameter state θ(s+1) is set as θ∗ with probability min(r, 1), and
as θ(s) with probability 1−min(r, 1).
It is crucial that one needs to specify an appropriate symmetric proposal distribution
to avoid very low acceptance rate. In Gibbs sampling, we don’t have much control
over the correlation of the Markov chain, but with the Metropolis algorithm, the
correlation can be adjusted by selecting an optimal proposal symmetric distribution,
J . Also it is worth noting that Metropolis algorithm generates a Markov Chain, and
convergence also can be reached (Gamerman and Lopes (2006)).
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3.2 Main Algorithms for Making Decisions
3.2.1 Model Setup
We apply the described Bayesian hierarchical method to our analysis and predict
the probability of being a long-time queuing job for each group Gi, i = 1, · · · , pq.
Suppose in group Gi, the indicator random variable Yij is
Yij ∼ Bernoulli(ri),
with ri be the rate long-time job, i = 1, 2, · · · , pq, j = 1, 2, · · · , ni. The rate
parameters ri are related in different groups, therefore we consider the log-odds are
identically distributed following a normal distribution, i.e.
θi
.
= log
ri
1− ri ∼ N(µ, τ
2).
Furthermore, for the hyperparameter, µ and τ 2, consider the following prior
distributions,
µ ∼ N(θ0, γ20) (3.4)
τ 2 ∼ InvGamma(η0/2, η0τ 20 /2). (3.5)
Figure 3.2 represents the hierarchical structure of this model. We set the θ0 as the
mean of all naive logit rates over groups, i.e. θ0 =
1
pq
∑pq
i=1 log(
r˜i
1−r˜i ) with r˜i be
∑ni
j=1 Yij
ni
.
For γ20 , it is chosen such that all logits are within (θ0−3γ20 , θ0 +3γ20). Also because an
extreme case of θi = log(
.99
.01
) ≈ 2, we consider the variance of θi as 4 and set η0 = 1
and τ 20 = 4.
Given specified prior distributions p(ri) and likelihood of data p(Yij|ri), one will be
capable to compute the posterior distribution of ri and perform a statistical inference.
In our study, we aim to have posterior mean of ri and predict the probability of being
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Figure 3.2: The Hierarchical Structure of Model
long time queuing job using the posterior mean in each group. Generally, Monte Carlo
simulation is applied when one has computed the posterior distribution. However in
practice, the posterior distribution is too complicated and it does not have a closed
form. Hence, Gibbs sampling is usually considered if one has full conditionals of
parameters.
Theorem 3.2.1. Consider the hyperparameters µ and τ 2 distributed according to
(3.4) and (3.5). Then the corresponding full conditional distributions of µ and τ 2
have the following forms respectively.
µ|θ1, · · · , θpq, τ 2 ∼ N(Mθ¯ +Nθ0
M +N
,
1
M +N
) (3.6)
τ 2|θ1, · · · , θpq, µ ∼ InvGamma(η0 + pq
2
,
η0τ
2
0 +
∑pq
j=1(θj − µ)2
2
). (3.7)
where M = pq/τ 2 and N = 1/γ20 .
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Proof. Let first compute the full conditional µ|θ1, · · · , θpq, τ 2. Note that θi are
independently and identically distributed, and follow N(µ, τ 2) distribution. Hence,
p(θ1, · · · , θpq|µ, τ 2) =
pq∏
i=1
p(θi|µ, τ 2)
=
pq∏
i=1
1√
2piτ 2
exp{−1
2
(θi − µ)2
τ 2
}
= (2piτ 2)−pq/2 exp{1
2
pq∑
i=1
(θi − µ)2
τ 2
}
∝ exp{ 1
2τ 2
pq∑
i=1
(θi − µ)2}
Applying this result and together with equation (3.2) and independence of priors µ
and τ 2, we have
p(µ|θ1, · · · , θpq, τ 2) ∝ p(µ|τ 2)p(θ1, · · · , θpq|µ, τ 2)
= p(µ)
pq∏
i=1
p(θi|µ, τ 2)
∝ exp{ 1
2γ20
(µ− θ0)2} exp{ 1
2τ 2
pq∑
i=1
(θi − µ)2}
∝ exp{−1
2
(aµ2 − 2bµ)}
where a = 1
γ20
+ pq
τ2
and b = θ0
γ20
+
∑pq
i=1 θi
τ2
. Therefore, the full conditional of µ follows a
normal distribution, i.e.
µ|θ1, · · · , θpq, τ 2 ∼ N(a−1b, a−1)
= N(
Mθ¯ +Nθ0
M +N
,
1
M +N
)
with M , N being M = pq/τ 2 and N = 1/γ20 .
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Next, let observe the full conditional distribution of τ 2 by analogously utilizing
equation (3.2). Since the priors µ and τ 2 are independent, we have
p(τ 2|θ1, · · · , θpq, µ) ∝ p(θ1, · · · , θpq, µ, τ 2)
= p(θ1, · · · , θpq|µ, τ 2)p(µ|τ 2)p(τ 2)
= p(θ1, · · · , θpq|µ, τ 2)p(µ)p(τ 2)
∝ p(θ1, · · · , θpq|µ, τ 2)p(τ 2)
Therefore, after plugging in each probability distribution, we obtain
p(τ 2|θ1, · · · , θpq, µ) ∝
(
(τ 2)pq/2 exp{τ 2
pq∑
i=1
(θi − µ)2/2}
)
· (τ 2) η02 −1 exp{−τ 2η0τ 20 /2}
= (τ 2)
η0+pq
2
−1 exp{−τ 2[η0τ 20 +
pq∑
i=1
(θi − µ)2/2]}
Thus,
τ 2|θ1, · · · , θpq, µ ∼ InvGamma( η˜
2
,
η˜τ˜ 2
2
).
where η˜ = η0 + pq and τ˜
2 = (η0τ
2
0 +
∑pq
j=1(θj − µ)2)/2, and the result follows.
Remark 3.2.1. (a) If a probability distribution p(x) is proportional to an exponential
distribution exp{−1
2
ax2 + bx}, then p(x) will follow a normal distribution
N(a−1b, a−1), for any a, b, a 6= 0.
(b) Recall that a class of prior distribution is said to be conjugate if the resulting
posterior distribution is in the same class. Specification of conjugate priors
provides us with an easier computation of posterior distribution. From the
calculation above, we notice that the prior and posterior distribution of µ are
both normal distribution, and for τ 2, both are inverse Gamma distributions.
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(c) There is no convenient form of full conditional distribution
p(θi|θ1, · · · , θi−1, θi+1, · · · , θpq, µ, τ 2). Therefore a more general simulation method,
for example, Metropolis algorithm should be considered.
3.2.2 General Algorithm
The posterior distribution of logit rates ri, i = 1, · · · , pq proceeds by iterative
sampling. Since there is no convenient form of posterior distribution of θi, i =
1, · · · , pq, we combine Gibbs sampling and Metropolis algorithm. Given a current
state of parameters {θ(s)1 , · · · , θ(s)pq , µ(s), τ 2(s)}, we sample as follows:
Main Algorithm I
Step 1: Sample µ(s+1) ∼ p(µ|θ(s)1 , · · · , θ(s)pq , τ 2(s))
Step 2: Sample τ (2(s+1)) ∼ p(τ 2|θ(s)1 , · · · , θ(s)pq , µ(s+1))
Step 3: Do for i = 1, · · · , pq
• Sample θ∗ ∼ U(θ(s) − δ, θ(s) + δ)
• Compute ratio ρ = p(yi|θ∗)p(θ∗|µ(s+1),τ2(s+1))
p(yi|θ(s))p(θ(s)|µ(s+1),τ2(s+1)) ,yi = {yi1, · · · , yini}
• Let θ(s+1)i = θ∗ with probability
min{ρ, 1} and θ(s) with probability 1−min{ρ, 1}
Step 1 and 2 can be easily generated using full conditional distributions provided
in equation (3.6) and (3.7). The symmetric proposal distribution we used is
uniform. The parameter δ of the uniform distribution controls the correlation of
the corresponding Markov Chain, i.e. the correlation can be adjusted by selecting
an optimal δ in the proposal symmetric distribution. A small δ will lead to a high
acceptance rate ρ and as a result, the moves of samplers in the parameter space
are never very large and so the Markov chain is highly correlated. However, with
a large δ, the Markov Chain moves quickly to the posterior mode but once there it
gets stuck for long periods and the acceptance rate would be very low. Therefore, it
is common practice to first select a proposal by implementing several short runs of
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the Metropolis algorithm under different δ values, and select one with an acceptance
rate ρ ranging from 0.2 to 0.5. Next, in order to compute the acceptance ratio ρ,
one needs to have p(yi|θ), with yi = (yi1, · · · , yini), which is not available due to
the dependence of most consecutive submitted jobs. In the same group Gi, a query
submitted right after a query with long queuing time is more likely to remain in the
queue for relatively long time, i.e. two queries with shorter inter-arrival time tend to
be more correlated and if queries have a long submission time difference, we consider
them as independent. Dependence also comes from a phenomenon that a user tends
to submit similar queries consecutively.
So when computing p(yi|θ), we can not treat every unit yij as independent. In-
stead, we propose an algorithm for dependence elimination and create an independent
sequence to compute p(yi|θ). In the literature of workload analysis (Feitelson (2006),
Feitelson (2007), Li et al. (2007)), a Zipf-like distribution is proposed to characterize
the dependence of observations. Let a random variable Z follow Zipf distribution
Zipf(N), then its probability density function can be written as
P (Z = z) =
1/z∑N
i=1 1/i
. (3.8)
For details, one can refer to Feitelson (2006).
3.2.3 Dependence Elimination
A. The Method
We treat the dependence using ideal of locality discussed in Feitelson (2006). The
concept of locality refers to the phenomenon that similar queries tend to arrive within
a short time period. So consecutive arrived jobs are far from independent generally.
In Feitelson (2006), it is found that the window size of repetitions, i.e. dependent
queries, follows Zipf-like distribution. Take into account a data set which is a binary
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string with N observations, Xi, which take values 0 or 1, i = 1, · · · , N . We aim to
create an independent binary string based on data.
We let Y1 = X1 and suppose that we have observed the first K dependent strings
X1, X2, · · · , Xn1︸ ︷︷ ︸, Xn1+1, · · · , Xn2︸ ︷︷ ︸, · · · , Xnk−1+1, · · · , Xnk︸ ︷︷ ︸
We set the first K values of the independent groups as
Y1 = Xn1 , Y2 = Xn2 , · · · , Yk = Xnk .
In other words, we fuse all dependent outcomes of an independent group i into one
single variable yi, i = 1, 2, · · · , k. Note that all values in each dependent string are
the same, which yields X1 = Xn1 = Y1. To compute the (k + 1)
th value, yk+1, we
implement the following algorithm.
Main Algorithm II
Step 1: Let mk+1 = inf{i ≥ 1 : Xnk +Xi+nk = 1}
Step 2: Sample z ∼ Zipf(m), where m is the maximum length
of same values from original data
Step 3: Set nk+1 = nk +min(z,mk+1), and Yk+1 = Xnk+1
Together with main Algorithm I, we generate posterior distribution of ri, i =
1, · · · , pq, and estimate probability of being a long-time queuing job for each group
Gi. The prediction gives users good references of the potential long-time queuing
group and make decisions accordingly.
B. An Example
In this part, we present a simple example to show the implementation of Algorithm II.
Suppose the dependent binary string X = (X1, · · · , X10), i = 1, 2, · · · , 10 is X=(0, 0,
1, 1, 1, 1, 0, 1, 1, 1). We aim to come up with an independent binary string following
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above algorithm. Let a random variable Z be distributed according to Zipf(10)
distributed, i.e.
P (Z = z) =
1/z∑10
i=1 1/i
.
We first set Y1 = X1 = 0. Suppose the first simulated window size is 3, which is larger
than number of successive 0’s in the above string, we reduce the first two 0’s into one
single 0 and take into account a dependent string (1, 1, 1, 1, 0, 1, 1, 1). We generate
a second window size, say 2. Since this length of window size is less than number of
consecutive 1’s, so we let reduce the next two 1’s into a single 1, i.e. Y2 = 1, and
rewrite the dependent string as (1, 1, 0, 1, 1, 1). For the third window size, suppose
the generated number following Zipf(10) is 4 and it is larger than the number of
consecutive 1’s. Therefore, we view the first two 1’s in this string as dependent as
set Y3 = 1. The algorithm is continually performed until one reach an independent
binary string. Specifically, the independent string is Y = (0, 1, 1, 0, 1, 1).
3.3 Analysis Result
For the data set we have, we discretize WCR into 6 levels, 0 − 0.5h, 0.5 − 1h, · · · ,
12 − 24h, and NCR into 11 levels, which produces 66 groups (see Figure 3.3). We
apply the main Algorithm I and II and we obtain a decision matrix (see Table 3.3).
Recall that each entry in this matrix represents the probability of a long time queuing
with respect to specified WCR and NCR.
The decision matrix shows that the queuing time is more related to WCR than
NCR, since the variance of probabilities of each row is much larger than of each
column. Also one can see that the best combination to claim is 0.5-1h for WCR and
48 nodes. This combination gives a surprisingly low probability, which is only 9%, of
being a long time queueing job. However, before being addressed to this decision table,
one needs to examine the specific computational problem that is going to submit, and
assess its approximate job size. Hence, having the brief job characteristics in mind
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Figure 3.3: Decision Matrix for Parameter Claim
and take into account of group probabilities, one can better claim the two parameters
and optimize the scheduling phase.
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Appendix A
MATLAB Code
A.1 Code I: Simulation
This section contains the Matlab code used for the simulation example.
%Random matrices case
mdiff=[];md2=[];
for rep=1:1000
%construct random transition matrices for each system and each subsystem.
for i=1:2
p1(:,:,i)=rand(2,2);
%sums each row
div1=sum(p1(:,:,i)’);
div1=repmat(div1’,1,2);
p1(:,:,i)=p1(:,:,i)./div1;
p2(:,:,i)=rand(2,2);
%sums each row
div2=sum(p2(:,:,i)’);
div2=repmat(div2’,1,2);
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p2(:,:,i)=p2(:,:,i)./div2;
end
%Step1:
%compute transition probabilities and invariant probability matrices
%for each control policy pair.
%i,j: actions for subsystem1; m,n: actions for subsystem2.
I=eye(4);
for i=1:2 for j=1:2 for m=1:2 for n=1:2
P1(:,:,i,j)=[p1(1,:,i);p1(2,:,j)];
P2(:,:,m,n)=[p2(1,:,m);p2(2,:,n)];
P(:,:,i,j,m,n)=kron(P1(:,:,i,j),P2(:,:,m,n));
%This is to find the invariant probability measure%
Q(:,:,i,j,m,n)= P(:,:,i,j,m,n)-I;
a(:,:,i,j,m,n)=[Q(:,1:3,i,j,m,n) ones(4,1)];
inva(:,:,i,j,m,n)=inv(a(:,:,i,j,m,n));
beta(:,:,i,j,m,n)=inva(4,:,i,j,m,n);
end end end end
%Step2: Compute cost for each policy%
%Let y+z total output as out1, out2 respectively for each subsystem.
out1(:,:,1)=1+2.*rand(2,2); OUT1(:,:,1)=1./out1(:,:,1);
out1(:,:,2)=8+2.*rand(2,2)+out1(:,:,1); OUT1(:,:,2)=1./out1(:,:,2);
out2(:,:,1)=2+2.*rand(2,2); OUT2(:,:,1)=1./out2(:,:,1);
out2(:,:,2)=9+3.*rand(2,2)+out2(:,:,1); OUT2(:,:,2)=1./out2(:,:,2);
%let the rate a1, a2 be the best proportion to the other subsystem.
a1=0.2; a2=0.3; r1=15; r2=16;
Im=ones(size(P1(:,:,1,1)));In=ones(size(P1(:,:,1,1)));
for i=1:2 for j=1:2
y1(:,:,i)= (1-a1).*out1(:,:,i);
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y2(:,:,i)= (1-a2).*out2(:,:,i);
z1(:,:,i)= a1.*out1(:,:,i);
RZ1(:,:,i)= r2+z1(:,:,i); %the numerator of cost
z2(:,:,i)= a2.*out2(:,:,i);
RZ2(:,:,i)= r1+z2(:,:,i);
end end
for i=1:2 for j=1:2
%These are the cost matrices for each action.
k1(:,:,i,j)= kron(OUT1(:,:,i),RZ2(:,:,j));
k2(:,:,i,j)= kron(RZ1(:,:,i),OUT2(:,:,j));
k(:,:,i,j)=(r1+r2)./(kron(y1(:,:,i),Im)+kron(In,y2(:,:,j)));
end end
%Compute cost matrices K and one-stage cost for each control policy
% and the average cost.
for i=1:2 for j=1:2 for m=1:2 for n=1:2
% take policy (i,j) for sub1, (m,n) for sub2
K1(:,:,i,j,m,n)= [k1(1,:,i,m);k1(2,:,i,n);k1(3,:,j,m);k1(4,:,j,n)];
K2(:,:,i,j,m,n)= [k2(1,:,i,m);k2(2,:,i,n);k2(3,:,j,m);k2(4,:,j,n)];
K(:,:,i,j,m,n)= [k(1,:,i,m);k(2,:,i,n);k(3,:,j,m);k(4,:,j,n)];
cost1(:,:,i,j,m,n)= (sum((P(:,:,i,j,m,n).*K1(:,:,i,j,m,n))’))’;
J1(:,:,i,j,m,n)=beta(:,:,i,j,m,n)*cost1(:,:,i,j,m,n);
cost2(:,:,i,j,m,n)= (sum((P(:,:,i,j,m,n).*K2(:,:,i,j,m,n))’))’;
J2(:,:,i,j,m,n)=beta(:,:,i,j,m,n)*cost2(:,:,i,j,m,n);
cost(:,:,i,j,m,n)=(sum((P(:,:,i,j,m,n).*K(:,:,i,j,m,n))’))’;
J(:,:,i,j,m,n)=beta(:,:,i,j,m,n)*cost(:,:,i,j,m,n);
end end end end
%optimal average cost
minJ1=min(min(min(min(J1))));
minJ2=min(min(min(min(J2))));
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minJ=min(min(min(min(J))));
%search optimal control policy of entire system
for i=1:2 for j=1:2 for m=1:2 for n=1:2
if J(:,:,i,j,m,n)==minJ; imin=i;
jmin=j;mmin=m;nmin=n;
end; end; end; end;
%if control policy (imin,jmin,mmin,nmin) is taken
%difference of ideal solution from policy (imin,jmin,mmin,nmin)
dJ=sqrt((J1(:,:,imin,jmin,mmin,nmin)-minJ1).^2
+(J2(:,:,imin,jmin,mmin,nmin)-minJ2).^2);
%difference of other policies from ideal
d2=sqrt((J1-minJ1).^2+(J2-minJ2).^2);
mind2=min(min(min(min(d2))));
diffd2=abs(mind2-dJ);
%compute difference between J* and J(:,:,iminc,jminc,mminc,nminc)
diff=abs(minJ-J(:,:,iminc,jminc,mminc,nminc))/minJ;
md2=[md2,diffd2];
mdiff=[mdiff,diff];
end
%plot each histogram
bins=[-0.2:0.05:0.2];
subplot(2,1,1)
hist(md2,bins)
subplot(2,1,2)
hist(mdiff,bins)
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A.2 Code II: Deterministic Example
This sections provides Mathlab code for computing average costs with respect to
different control polices for subsystems and entire system.
%Denote p1[a,:,:] as the transition probability matrix of subsystem 1
%when taking action a. Denote P1[i,:,:] as the transition probability
%matrix for control policy pi_i of subsystem 1. Similary, we define for
%subsystem 2.
%Each subsystem has two states {1,2} and two control actions {1,2}. So the
%possible control policies of each subsystems are pi_1={1,1} pi_2={1,2}
%pi_3={2,1} pi_4={2,2}
%For example that is taken from Malikopoulos(2011).
%Step1: Compute transition probability matrix for each control policy%
%for the two actions case, we have 16 control policies for entire system.
p1(:,:,1)=[0.7,0.3;0.4,0.6]; %subsystem 1, take action 1
p1(:,:,2)=[0.9,0.1;0.2,0.8];
p2(:,:,1)=[0.5,0.5;0.45,0.55];
p2(:,:,2)=[0.6,0.4;0.3,0.7];
%Compute transition probability matrix and invariant measure.
I=eye(4);
for i=1:2 for j=1:2 for m=1:2 for n=1:2
P1(:,:,i,j)=[p1(1,:,i);p1(2,:,j)];
P2(:,:,m,n)=[p2(1,:,m);p2(2,:,n)];
P(:,:,i,j,m,n)=kron(P1(:,:,i,j),P2(:,:,m,n));
%This is to find the invariant probability measure%
Q(:,:,i,j,m,n)= P(:,:,i,j,m,n)-I;
a(:,:,i,j,m,n)=[Q(:,1:3,i,j,m,n) ones(4,1)];
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inva(:,:,i,j,m,n)=inv(a(:,:,i,j,m,n));
beta(:,:,i,j,m,n)=inva(4,:,i,j,m,n);
end end end end
%Step2: Compute cost for each policy%
%Let y+z total output as out1, out2 respectively for each subsystem.
out1(:,:,1)=[6,5;7,12]; OUT1(:,:,1)=1./out1(:,:,1);
out1(:,:,2)=[10,8;14,13]; OUT1(:,:,2)=1./out1(:,:,2);
out2(:,:,1)=[7,6;9,10]; OUT2(:,:,1)=1./out2(:,:,1);
out2(:,:,2)=[9,12;11,14]; OUT2(:,:,2)=1./out2(:,:,2);
%let the rate a1, a2 be the best proportion to the other subsystem.
a1=0.2; a2=0.3; r1=15; r2=16;
Im=ones(size(P1(:,:,1,1)));In=ones(size(P1(:,:,1,1)));
for i=1:2 for j=1:2
y1(:,:,i)= (1-a1).*out1(:,:,i);
y2(:,:,i)= (1-a2).*out2(:,:,i);
z1(:,:,i)= a1.*out1(:,:,i);
RZ1(:,:,i)= r2+z1(:,:,i); %the numerator of cost
z2(:,:,i)= a2.*out2(:,:,i);
RZ2(:,:,i)= r1+z2(:,:,i);
end end
for i=1:2 for j=1:2
%These are the cost matrices for each action.
k1(:,:,i,j)= kron(OUT1(:,:,i),RZ2(:,:,j));
k2(:,:,i,j)= kron(RZ1(:,:,i),OUT2(:,:,j));
k(:,:,i,j)=(r1+r2)./(kron(y1(:,:,i),Im)+kron(In,y2(:,:,j)));
end end
%Compute cost matrices for each control policy and the average cost.
for i=1:2 for j=1:2 for m=1:2 for n=1:2
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% take policy (i,j) for sub1, (m,n) for sub2
%K: transition cost matrix for each policy pair
%cost: one-stage cost for each policy
%J:average cost for each policy
K1(:,:,i,j,m,n)= [k1(1,:,i,m);k1(2,:,i,n);k1(3,:,j,m);k1(4,:,j,n)];
K2(:,:,i,j,m,n)= [k2(1,:,i,m);k2(2,:,i,n);k2(3,:,j,m);k2(4,:,j,n)];
K(:,:,i,j,m,n)= [k(1,:,i,m);k(2,:,i,n);k(3,:,j,m);k(4,:,j,n)];
cost1(:,:,i,j,m,n)= (sum((P(:,:,i,j,m,n).*K1(:,:,i,j,m,n))’))’;
J1(:,:,i,j,m,n)=beta(:,:,i,j,m,n)*cost1(:,:,i,j,m,n);
cost2(:,:,i,j,m,n)= (sum((P(:,:,i,j,m,n).*K2(:,:,i,j,m,n))’))’;
J2(:,:,i,j,m,n)=beta(:,:,i,j,m,n)*cost2(:,:,i,j,m,n);
cost(:,:,i,j,m,n)=(sum((P(:,:,i,j,m,n).*K(:,:,i,j,m,n))’))’;
J(:,:,i,j,m,n)=beta(:,:,i,j,m,n)*cost(:,:,i,j,m,n);
end end end end
%optimal average cost
minJ1=min(min(min(min(J1))));
minJ2=min(min(min(min(J2))));
minJ=min(min(min(min(J))));
A.3 Code III: Counter-example
Matlab code for conter-example are similar to the deterministic case, except for the
output matrices. In this example, we use the following matrices.
out1(:,:,1)=[6,5;7,12]; OUT1(:,:,1)=1./out1(:,:,1);
out1(:,:,2)=[5,7;9,10]; OUT1(:,:,2)=1./out1(:,:,2);
out2(:,:,1)=[7,6;9,10]; OUT2(:,:,1)=1./out2(:,:,1);
out2(:,:,2)=[5,12;11,8]; OUT2(:,:,2)=1./out2(:,:,2);
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Appendix B
All Cost Matrices for
Deterministic Example
All one-stage cost matrices and its corresponding invariant probability matrices are
listed here.
50
B.1 One-stage Cost for Subsystem 1
This section gives the one stage average cost for subsystem 1. Reader should note
that these results come from the Matlab code in Appendix A.
g(1)(pi
1
(1), pi
1
(2)) =
[
2.9945 3.1562 1.8161 1.9141
]T
g(1)(pi
2
(1), pi
1
(2)) =
[
2.9945 3.1562 1.2852 1.3546
]T
g(1)(pi
3
(1), pi
1
(2)) =
[
1.7374 1.8312 1.8161 1.9141
]T
g(1)(pi
4
(1), pi
1
(2)) =
[
1.7374 1.8312 1.2852 1.3546
]T
g(1)(pi
1
(1), pi
2
(2)) =
[
2.9945 3.3443 1.8161 1.0282
]T
g(1)(pi
2
(1), pi
2
(2)) =
[
2.9945 3.3443 1.2852 1.4354
]T
g(1)(pi
3
(1), pi
2
(2)) =
[
1.7374 1.9403 1.8161 2.0282
]T
g(1)(pi
4
(1), pi
2
(2)) =
[
1.7374 1.9403 1.2852 1.4354
]T
g(1)(pi
1
(1), pi
3
(2)) =
[
3.1906 3.1562 1.9350 1.9141
]T
g(1)(pi
2
(1), pi
3
(2)) =
[
3.1906 3.1562 1.3694 1.3546
]T
g(1)(pi
3
(1), pi
3
(2)) =
[
1.8512 1.8312 1.9350 1.9141
]T
g(1)(pi
4
(1), pi
3
(2)) =
[
1.8512 1.8312 1.3694 1.3546
]T
g(1)(pi
1
(1), pi
4
(2)) =
[
3.1906 3.3443 1.9350 2.0282
]T
g(1)(pi
2
(1), pi
4
(2)) =
[
3.1906 3.3443 1.3694 1.4354
]T
g(1)(pi
3
(1), pi
4
(2)) =
[
1.8512 1.9403 1.9350 2.0282
]T
g(1)(pi
4
(1), pi
4
(2)) =
[
1.8512 1.9403 1.3694 1.4354
]T
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B.2 One-stage Cost for Subsystem 2
One can find all the 16 one stage cost matrices for subsystem 2 in this section.
g(2)(pi
1
(1), pi
1
(2)) =
[
2.6526 1.7997 2.7857 1.8900
]T
g(2)(pi
2
(1), pi
1
(2)) =
[
2.6526 1.7997 2.8848 1.9572
]T
g(2)(pi
3
(1), pi
1
(2)) =
[
2.7795 1.8858 2.7857 1.8900
]T
g(2)(pi
4
(1), pi
1
(2)) =
[
2.7795 1.8858 2.8848 1.9572
]T
g(2)(pi
1
(1), pi
2
(2)) =
[
2.6526 1.3245 2.7857 1.3909
]T
g(2)(pi
2
(1), pi
2
(2)) =
[
2.6526 1.3245 2.8848 1.4404
]T
g(2)(pi
3
(1), pi
2
(2)) =
[
2.7795 1.3878 2.7857 1.3909
]T
g(2)(pi
4
(1), pi
2
(2)) =
[
2.7795 1.3878 2.8848 1.4404
]T
g(2)(pi
1
(1), pi
3
(2)) =
[
1.7140 1.7997 1.8000 1.8900
]T
g(2)(pi
2
(1), pi
3
(2)) =
[
1.7140 1.7997 1.8640 1.9572
]T
g(2)(pi
3
(1), pi
3
(2)) =
[
1.7960 1.8858 1.8000 1.8900
]T
g(2)(pi
4
(1), pi
3
(2)) =
[
1.7960 1.8858 1.8640 1.9572
]T
g(2)(pi
1
(1), pi
4
(2)) =
[
1.7140 1.3245 1.8000 1.3909
]T
g(2)(pi
2
(1), pi
4
(2)) =
[
1.7140 1.3245 1.8640 1.4404
]T
g(2)(pi
3
(1), pi
4
(2)) =
[
1.7960 1.3878 1.8000 1.3909
]T
g(2)(pi
4
(1), pi
4
(2)) =
[
1.7960 1.3878 1.8640 1.4404
]T
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B.3 One-stage Cost for Entire System
This part includes different one stage entire system cost with respect to all 16 control
policies.
g(pi1(1), pi
1
(2)) =
[
3.4137 2.7625 2.5384 2.1529
]T
g(pi2(1), pi
1
(2)) =
[
3.4137 2.7625 2.0536 1.7990
]T
g(pi3(1), pi
1
(2)) =
[
2.5082 2.1381 2.5384 2.1529
]T
g(pi4(1), pi
1
(2)) =
[
2.5082 2.1381 2.0536 1.7990
]T
g(pi1(1), pi
2
(2)) =
[
3.4137 2.2714 2.5384 1.8370
]T
g(pi2(1), pi
2
(2)) =
[
2.4137 2.2714 2.0536 1.5755
]T
g(pi3(1), pi
2
(2)) =
[
2.5082 1.8302 2.5384 1.8370
]T
g(pi4(1), pi
2
(2)) =
[
2.5082 1.8302 2.0536 1.5755
]T
g(pi1(1), pi
3
(2)) =
[
2.6723 2.7625 2.0947 2.1529
]T
g(pi2(1), pi
3
(2)) =
[
2.6723 2.7625 1.7578 1.7990
]T
g(pi3(1), pi
3
(2)) =
[
2.0814 2.1381 2.0947 2.1529
]T
g(pi4(1), pi
3
(2)) =
[
2.0814 2.1381 1.7578 1.7990
]T
g(pi1(1), pi
4
(2)) =
[
2.6723 2.2714 2.0947 1.8370
]T
g(pi2(1), pi
4
(2)) =
[
2.6723 2.2714 1.7578 1.5755
]T
g(pi3(1), pi
4
(2)) =
[
2.0814 1.8302 2.0947 1.8370
]T
g(pi4(1), pi
4
(2)) =
[
2.0814 1.8302 1.7578 1.5755
]T
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