A formula first derived by Müntz which relates the Riemann zeta function ζ times the Mellin transform of a test function f and the Mellin transform of the theta transform of f is exploited, together with other analytic techniques, to construct zero free regions for ζ(s) with s in the critical strip. Among these are regions with a shape independent of Re s. © 2006 Elsevier Masson SAS. All rights reserved.
Introduction
Riemann's hypothesis [37] states that all zeroes of Riemann's ζ -function (defined for all s ∈ C by analytic continuation from n∈N 1 n s , Re s > 1) lie on the critical line Re s ≡ u = 1 2 , except for those exactly at s ∈ −2N (the latter are called trivial zeroes). There are well known connections of Riemann's hypothesis, the distribution of prime numbers and other problems of number theory and of other areas of mathematics, see, e.g., [4, 5, 9, [12] [13] [14] [20] [21] [22] 24, 27, 31, 33, [36] [37] [38] 40, 41, 44, 45] and references therein.
A rigorous proof of Riemann's hypothesis has not yet been achieved, to the best of our knowledge. There are, however, a number of results establishing in a rigorous way zero free regions for ζ . A classical result by de la Vallée Poussin and Hadamard establishes that the nontrivial zeroes of ζ are in the critical strip o < u < 1, see, e.g. [13, 18, 20, 23, 32, 33, 40, 41] . Using the functional equation and the symmetry ζ(s) = ζ(s) (s meaning complex conjugate of an s ∈ C) it suffices then to look for zero free regions in u ∈ [ 1 2 , 1), v ≡ Im(s) > 0. A result of Hardy (1914), see, e.g. [41] , establishes that there are countable many zeroes on the critical line u = 1 2 , about their distribution there are several rigorous analytic results, see, e.g. [5, 24, 41] , in addition to numerical results, see, e.g. [11, 30, 41] .
As for zero free regions, for u ∈ [ 1 2 , 1) several results are known. They concern regions for small values of v > 0 and are of analytic nature, e.g. [26] , yielding as zero free region Δ [La] = {u ∈ ( Other, more implicit results, also by analytic methods, are in [2] and yield zero free regions of the form u ∈ ( 1 2 , 1), v < v 0 (u) for some v 0 (u) > 0. There are also numerical results, using computers or supercomputers (and thus holding inasmuch as one trusts such methods: some, however, include good error bounds) and yield zero free regions for u ∈ ( 1 2 , 1) of the form 0 < v < V 1 for some large V 1 > 0 independent of u (e.g. [42] , V 1 = 545439823.215; see also, e.g. [17, 30] (the first classical result in this direction is discussed in [41] , and yields V 1 ∼ = 14.13472).
Let us also mention shortly other types of results, involving large values of v, e.g. the classical results established by Vinogradov's and Korobov's methods, involving estimates on trigonometric sums [43] . They yield zero free regions of the form {v V 0 , u > 1−C(ln v) −2/3 (ln ln v) −1/3 } [40] (with non-explicit constant) or, e.g. {v 3, u 1 − 0.003101(ln v) −2/3 (ln ln v) −1/3 } [10] , resp. {v 0, u > 1 − 0.01737(ln v) −2/3 (ln ln v) −1/3 } [16] (thus with explicit constants) (see also [32] ). There are also results in the checking of numerical validity of the Riemann hypothesis, e.g. [11, 17, 28, 30] , and results relating the Riemann hypothesis with other conjectures, see, e.g. [5, 11, 20, 21, 25, 31, 34, 41] .
For a unified discussion of the Riemann hypothesis for the classical zeta function and related L-functions see, e.g. [1, 21] .
In the present paper we use analytic methods, in particular a formula of Müntz [29] (see also [41] ) relating the Riemann ζ -function with the quotient of the Mellin transform of a theta function Θ(f ) associated with a test function f and the Mellin transform of the test function f itself, to establish rigorously new zero free regions for "small values of v and a discrete unbounded set of large ones". The main results are in Section 4 (Corollary 4.10 and Remark 4.11), and in Section 5 (Theorem 5.11). Our results contain as particular cases those mentioned above (e.g. [24, 27] ). The main idea originate in unpublished work by A. Madrecki and exploits a certain symmetry under Fourier transforms, together with a Lemma on the sign of certain oscillatory integrals. Madrecki's method, as presented in our pages, might permit a further extension of the results, as we point out in several remarks. In particular we also point out a statement (Remark 4.13) which implies the validity of the Riemann hypothesis: this statement itself does not appear to be much stronger, but in fact it is, than the statements we have already proven.
Let us also note that the idea of using a formula of the type of Müntz formula appears in discussions of local zeta functions, e.g. in [6] [7] [8] 39] .
The structure of the present work is as follows. In Section 2 we recall Müntz formula and present it in a modified form, exploiting symmetry under Fourier transformations. In Section 3 we present a basic positivity result on oscillatory integrals. We specialize the choice of test functions in Section 4, yielding the first type of new results on zero free regions (see, in particular, Corollary 4.10 and the remarks following it, and Proposition 4.15). In Section 5 an extension of the class of test functions permits to obtain new zero free regions (in particular a discrete set of upper unbounded ones), see in particular Theorem 5.11. In Section 6 our results are compared with those using other related methods in the literature. By its very nature, it is expected that the method can be extended to obtain zero free regions for other L-functions (work in this direction is in preparation).
Müntz formula and Fourier transforms
exists for all s in the critical strip Γ ≡ {s ∈ C | 0 < Re s < 1} and is analytic in Γ .
Proof. See, e.g., [15, 41] . 2
Corollary 2.2. For f ∈ S(R) (S(R) being the Schwartz test function space) the Mellin transform M(f )(s) exists for all s ∈ Γ and is analytic in Γ .
Proof. f obviously satisfies the assumptions in Proposition 2.1. 2
We call a function f : 
Proof. See, e.g. [46, p. 70, (13.14) ]. 2
Remark. This also holds, e.g., for f ∈ C 2 (R), even, such that 2 as |x| → ∞ (for some positive constant c).
is also bounded by c x 2 for x ↓ 0.
Proof. From Proposition 2.3 we have
Thus, in particular, the bound on |Θ(f )(x)| follows from |f (x)| c 1 1+|x| 2 , observing also that
loc (0, +∞) (cf., e.g. [8] ), so that by Proposition 2.1 the integral in 
Proof. We use Proposition 2.4 and the splitting
Let ζ(s), s ∈ C, be the classical Riemann's zeta function [41] .
Proof. From Proposition 2.7 and Corollary 2.6. 2 Proposition 2.9. Let f be as in Proposition 2.4.
Proof. From Proposition 2.3 we have, for x > 0:
Setting y = 1 x in the l.h.s. of Proposition 2.9 we have, for all ε > 0:
The l.h.s. has a limit as ε ↓ 0 (by Corollary 2.6), hence the r.h.s. also has a limit as ε ↓ 0 and taking the limit Proposition 2.9 is proven. 
Proof. From Proposition 2.9 and x s−1 = x u−1 sin(v ln x). 
Proof.
Proof. With a corresponding argument as in the proof of Proposition 3.1 we see that (replacing r by r = r − lnx v,k ):
Butȟ(r ) ≡ h(r + lnx v,k ) satisfies the assumptions of Proposition 3.1. Applying Proposition 3.1 to the above integral we see that
The moreover part is proven by the same observation as in Proposition 3.1. 2
Remark 3.3.
Given v > 0 we can take a Δ = e 2π/v 1 such that +∞ ln Δ h(r) sin(vr) dr > 0 (with h having above properties on (ln Δ, +∞)).
Corollary 3.4. Let v,x v,k be as in Corollary 3.2 and let
Proof. It suffices to set x = e r , use sin(v ln x) = sin(vr), dx = e r dr, and realize that h(x) ≡ xg(x) satisfies the assumptions in Corollary 3.2. 2
Proposition 3.5. For f as is Proposition
2.4, 0 < u < 1 and f s.t. f 0 for x x c , F(f )(x) 0 for x x c , for some x c 1, we have g u (x) ≡ x u−1 Θ(f )(x) − x −u Θ F(f ) (x) 0, x x c .
One has strict inequality if either
Proof. The positivity follows from the assumption f 0, and 
Proof. F(f ) satisfies the assumption
Proof. This follows easily from Proposition 2.5 and Proposition 3.5. The special form of g u follows from
Proof. This is immediate consequence of Proposition 3.7 and Corollary 3.4. 2 Corollary 3.9. For f , g u , x c as in Proposition 3.8 and s ≡ u + iv, 0 < u < 1, v > 0 we have
Proof. This is immediately seen, by realizing that the integral on the r.h.s. in Corollary 2.10 is equal
and the latter integral is strictly positive by Proposition 3.8. 2
Proposition 3.10. Let f be as in Proposition
for x max(x c , x c ). 
with γ u as in Proposition 3.10, for some u
for all x max(x c , x c ).
Proof. We have, from the assumption
n . So it remains to prove
But this is equivalent to
And here, one has three cases: 
is decreasing for x x c and all n ∈ N (with g n,u as in Proposition 3.10).
Proof. This is an immediate consequence of Proposition 3.12 and Proposition 3.10. 2 Corollary 3.14. Let f be as in Corollary 3.13. Let g u (x) be as in Proposition 3.7.
Proof. The statement follows immediately from Proposition 3.8 and Corollary 3.9. 2 
ln y , some k ∈ N and y > 1. Then
I n ,
. We have I 1 0, by assumption. Moreover, we claim I n 0 ∀n 2. In fact, with the following notation, h(
From the first assumption one has
From this inequality, it follows that
Thus,
by Corollary 3.4 (using that in the latter integral we have x x c ). This implies 
Thus
− c 2 ). That f , with the above choice of a as a function of b, c, satisfies the assumption of Proposition 2.4 is clear, since f ∈ S(R), f is even and F(f )(x) = −f (x) is zero for x = 0, by construction, thus also
Proof. From Proposition 4.1 it follows that
c 5 a. This implies: 
Moreover f (x) < 0 for x ∈ [2, +∞) and c = 3.
Proof. One has, by assumption:
)).
From (a) and (b) it follows that
One has 
Lemma 4.6. Let the function f be defined as in Lemma 4.3 (and Corollary 4.5). Then the following inequality holds for all x 2:
Hence the conclusion of Proposition 3.12 holds with max(x c , x c ) replaced by 2.
Proof. It has to be shown that:
From the assumption u ∈ (0, 1) one has
hence, it is sufficient to show:
But for all x ∈ [2, +∞) one has f (x) < 0 (for the f as in Lemma 4.3) so we can write |f (x)| ≡ −f (x). Thus it suffices to show that −xf (x) > f (x). But f is as in Lemma 4.3 and
Because x 1, it suffices thus to show
The right-hand side of the first inequality is negative, the right-hand side of the second is approximately equal to (that ξ fulfills these inequalities can be seen numerically, by realizing that ξ satisfies
1−bξ 2 = e c 2 /2ξ 2 e 2π 2 /c 2 ξ 2 and c = 3). One has:
. Thus, it is reasonable to divide the interval of integration:
h(x) dx =:
For the first part one obtains (using that x −u + x u−1 =
2 the maximum being taken for u = 1) As a function of the parameter u, h(x, u) has a minimum at u = 0.5 and two maxima, at u = 0 resp. u = 1 in u ∈ [0, 1]. Additionally, h(x, 1) = h(x, 0) ∀x 1. For the second part one has then the estimation
for any s 2 and 1.01 x 1 · · · x s √ 2, and for the third part
for any s 2, r s + 2, 1.01 x s+1 √ 2 · · · x r+1 2, for all u ∈ [0, 1]. Using the following sampling points: 
Proof. Let
For Δ 2 one has then
where ξ denotes the only zero of the function f in (1, +∞), then one has that f (x) < 0 for all x ∈ [1, ξ) and f > 0 for all x > ξ. Additionally we know about f that it is strictly decreasing for all x √ 2. Now, we can state for the first integral:
For the second integral it can be seen that
Now consider the function f as a weight function for the positive (on [1.01, √ Δ)) and negative (on ( √ Δ, Δ)) part of the sinus function and define:
with Δ k = e 2πk/v 2, for some k ∈ N. Due to Proposition 3.15 for this it is enough to show
Remark 4.13. The choice of function f in Section 4 might not be optimal. In fact, if we fix 0 < u < 1 and define F u to be a class of functions g, which satisfy the following properties: 
Proof. (a) is derived entirely as the corresponding relation for
By dominated convergence then
which together with (a) implies the assertion. 2
Similarly as in the derivations before Remark 4.13 we see that the condition in (b) can be replaced by the condition that (v ln(x) ) dx > 0 together with the fact that (v ln(x) ) dx > 0, for suitable Δ. However we failed up to now to find f satisfying all conditions, which would give zero free regions in terms of u, v essentially better than those we already found by the methods leading to Remark 4.13. 
where F denotes the Fourier transform. Then one has that
Proof. One has
withρ(x) ≡ αρ(αx). From this one has that
With the transformation x = √ αy one finally obtains the assertion. 2
Lemma 5.2. For any α > 0, for any f as in Proposition 2.7 we have
Proof. We recall Müntz formula (from Proposition 2.7): 
Proof. Using the definition of
Together with Lemma 5.2 one obtains the assertion. 2 we have 
Proof. This follows from Proposition 3.15. 2
Corollary 5.6. In order to discuss the positivity of Im((M(f α )ζ )(s)) it is sufficient to consider the first term of the sum Θ(f α )(y). One has then, with s = u + iv, to consider the following integral
I im α := ∞ 1 √ α f α (y) sin(v ln y) y u−1 + α 1 2 −u y −u cos(v ln α) dy + ∞ 1 √ α f α (y) cos(v ln y)α 1 2 −u y −u sin(v ln α) dy.
With a particular restriction to the values of the imaginary part v, namely
Proof. For the first term of the sum Θ(f α )(y) one has
With s = u + iv one has 
From this one has
With the choice v = 
with a = c 2 (
c 5 a. Let α = 1.1. Then one has the following properties for f α :
Proof. (a) Similar to the computation in Lemma 4.3 one obtains the following inequality as a necessary condition for f α to have zeroes:
From this f α does not have zeros for x ∈ [1/ √ α 5/2 b, +∞). Together with the fact that f α (2) > 0 one has that f α (x) > 0 in particular for all x > 1.5.
(b) For the first derivative of f α one obtains
The necessary condition for the existence of zeroes is then
Together with the fact that f α (2) < 0 one has that in particular f α (x) < 0 for all x > 1.5. By a similar computation one obtains that (xf α (x)) < 0 for all x > 1.5. 
Proof. Because of the properties of f α in Lemma 5.7 and the choice Δ = α n , the assumptions of Proposition 3.1 and Corollary 3.2 are fulfilled. Then the assertion of Lemma 5.8 follows immediately. 2
The preceding Lemma 5.8 implies that it remains to show that
for some Δ = α n , n ∈ N, α n > 1.5 and some k ∈ N.
the following integral:
Then the following asymptotic expansion holds as q → ∞:
Proof. Lemma 5.9 is easily obtained by integration by parts. 
From the properties of the function f α one has that Our method yields quite explicit zero free regions R which are different from those obtained in relation with "density arguments" and "mollifier methods" (see, e.g. [35] ). Further improvements would come from being able to differentiate between the case u = In fact, computational methods (the latest results involving supercomputers) allow to compute zeros for v > 0 and numerically 'verify' the Riemann Hypothesis up to high values {s = u + iv, u > 1/2 | 0 < v < 545439823.215} [42] , resp. {u > 1/2 | 0 v 70 · 10 9 } [3] .
Completely different methods are the ones, going back to de la Vallée Poussin and Hadamard, and/or exploiting methods of exponential sums leading to Vinogradov's type zero free regions, e.g. Γ 4 = {s = u + iv | v > 0, u 1 − 0.00101(ln v) −2/3 } [10] . These methods involve estimates for a continuum for large values of v, however depending on u, which in our approach could only be reached by a choice of test function f = f u with a point x (u) c (in the sense of, e.g. Corollary 3.9) approaching 1, for u = 1 2 . Whether this is possible and in general whether it is possible by our methods to obtain results for zero free regions involving an upper unbounded interval of v for a given u remains to be seen.
