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L’optimisation multicritère a de nombreuses applications dans divers domaines, tels
que les télécommunications, l’aéronautique, les finances, le transport, la conception d’au-
tomobiles, etc. Elle implique une optimisation de plusieurs critères (objectifs) selon les-
quels la qualité des solutions est mesurée. Ces critères sont généralement incommen-
surables et contradictoires (e.g. minimiser les coûts et maximiser la productivité). La
modélisation multicritère offre une grande flexibilité pour aborder des problèmes ayant
plusieurs critères contradictoires, que le décideur cherche à optimiser simultanément. Il
est donc rare, voire impossible de trouver une solution qui optimise simultanément tous
les critères. L’objectif est de fournir au décideur DM (Decision Maker) une solution de
compromis au lieu d’une solution optimale. Une question se pose donc sur la manière
d’obtenir cette solution de compromis.
Dans la littérature on peut distinguer deux approches 1 destinées à résoudre ce type
de problèmes : (i) l’approche par agrégation et (ii) l’approche par surclassement. Dans
le cadre de cette thèse, nous nous intéressons à l’approche par agrégation. La stratégie
adoptée dans cette approche, consiste à chercher de différentes manières à combiner tous
les critères en un seul critère de synthèse. Cependant, le choix d’une méthode multicri-
tère bien adaptée à un problème donné est lui-même un problème compliqué qui doit
être mené avec prudence, car l’utilisation de méthodes inappropriées est souvent la cause
principale des décisions non adaptées. Par ailleurs, même si on suppose que le DM s’inté-
resse à une méthode multicritère bien précise, différents paramètres (e.g., permutations,
poids, fonctions d’utilité, etc.) doivent être déterminés soigneusement, soit pour iden-
tifier la meilleure solution (meilleur compromis), ou bien pour ordonner l’ensemble des
solutions réalisables (alternatives). L’inconvénient de ces méthodes d’agrégation mul-
ticritères est leur sensibilité aux paramètres choisis. Les solutions trouvées dépendent
donc fortement de ces paramètres.
En somme, la transformation du problème multicritère en un problème mono-critère
nécessite des connaissances à priori sur le problème traité. Ces connaissances sont four-
nies par le décideur sous forme d’informations préférentielles (obtenues à l’issue d’un
processus d’élicitation des préférences) sur quelques solutions réalisables. Cette thèse se
focalise sur la proposition d’approches traduisant ces informations en paramètres, de
telle sorte que nous respections (au mieux) les préférences initiales.
1. Voir la section 2.1.2.
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1. Introduction
1.1. Problématique d’élicitation des paramètres
Le choix le plus approprié d’une méthode d’agrégation bien adaptée à un problème
multicritère est un problème compliqué et repose sur plusieurs aspects. Nous citons entre
autres :
• La garantie d’avoir des solutions optimales.
• La facilité de mise en œuvre.
• La complexité du calcul.
• La recherche d’une solution équilibrée.
• etc.
Il s’avère qu’il n’est pas possible de réunir tous ces aspects en une seule méthode. En
outre, s’il est difficile de trouver une méthode bien adaptée à un problème donné, il est
encore plus difficile de la paramétrer. Justement, une approche d’élicitation des para-
mètres permet de trouver automatiquement les valeurs des paramètres d’une méthode
multicritère donnée qui restituent (au mieux) les préférences du décideur.
Nous considérons les méthodes multicritères suivantes, en mentionnant les questions
essentielles abordées dans cette thèse :
1. La méthode habituelle basée sur l’optimisation avec un ordre lexicographique entre
les critères, a le mérite d’être simple à mettre en œuvre. Son temps d’exécution
étant raisonnable (cf. [Marler et Arora, 2004 ; Le Berre et al., 2012]). De plus, les
solutions calculées sont Pareto-optimales.
Notez que pour un problème multicritère ayant n critères, nous avons n! permu-
tations possibles. Ainsi, l’espace des paramètres (permutations) possibles a une
taille exponentielle suivant le nombre de critères. Comment trouver le meilleur
ordre, sans énumérer toutes les possibilités ?
2. La méthode de la somme pondérée (ordinaire ou ordonnée), dite d’utilité additive,
est une approche plus évoluée qui consiste à pondérer les critères (ordonnées dans
le cas de la méthode OWA) en leur associant des coefficients. La méthode de la
somme pondérée ordinaire garantit que la solution optimale trouvée soit Pareto-
optimale, à condition que les poids soient positifs (cf. [Gräbener et Berro, 2008]).
La méthode OWA permet de découvrir des solutions non-supportées 2 en cas de
non-convexité du front de Pareto.
Vue la nature des préférences parfois contradictoires, il n’est pas toujours possible
de trouver une pondération qui satisfait toutes les contraintes modélisant les pré-
férences du décideur. Comment trouver une pondération respectant au mieux les
préférences ?
3. La Méthode Leximin est une méthode qui calcule des solutions équilibrées et Pareto-
optimales. Cependant, elle suppose que tous les critères sont commensurables. Les
paramètres de la méthode Leximin sont définis sous forme de fonctions appelées
fonctions d’utilité, où chaque fonction d’utilité est associée à un critère. Comment
établir ces fonctions d’utilité à partir des préférences ?
2. Voir la section 2.2.1.
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1.1. Problématique d’élicitation des paramètres
Un modèle par Programmation Par Contraintes (PPC) de la méthode Leximin a été
initié par [Bouveret et Lemaître, 2009]. En appliquant ce modèle, les valeurs des
critères des alternatives comportent plusieurs solutions symétriques, notamment à
cause de l’utilisation d’une opération de tri. Comment peut on casser cette symétrie
dans le cadre PPC ?
Sans être exhaustif 3, nous avons illustré les avantages des méthodes de résolution
décrites succinctement ci-dessus, en mettant l’accent sur la difficulté de leur paramétrage.
Les réponses à ces questions doivent être contextualisées dans le domaine de l’élici-
tation en décision multicritère où plusieurs méthodes ont été proposées. En effet, l’éli-
citation de l’opérateur lexicographique a été abordée dans plusieurs travaux : [Booth
et al., 2010] proposent une classification des relations de préférence en supposant un
ordre lexicographique ; [Dombi et al., 2007] proposent un algorithme dédié pour éliciter
l’ordre entre les critères ; [Kohli et Jedidi, 2007] présentent une analyse détaillée sur
l’opérateur lexicographique, notamment des conditions pour qu’une fonction d’utilité
linéaire puisse représenter un ordre lexicographique, tout en proposant un algorithme
pour inférer le modèle de l’ordre lexicographique. La problématique d’élicitation dans
le modèle d’utilité additive a été abordée avec plusieurs approches. Nous citons la mé-
thode UTA (UTilité Additive) de Jacquet-Lagrèze et Siskos [Jacquet-Lagreze et Sis-
kos, 1982] ainsi que ses différentes variantes [Jacquet-Lagrèze, 1990 ; Greco et al., 2003 ;
Figueira et al., 2009] (e.g., Prefcalc, UTAGMS, Grip), pour construire les fonctions d’uti-
lité additive. Notons aussi les travaux de Boutillier et al. [Wang et Boutilier, 2003] pour
construire les fonctions d’utilité dans un modèle probabiliste. Les systèmes ARIADNE
[Sage et White, 1984] et AHP [Saaty, 1980] ont donné lieu à plusieurs travaux sur la
pondération des critères.
En somme, après le choix d’une méthode multicritère, différents paramètres (permu-
tation, poids, fonctions d’utilité, etc.) doivent être déterminés. Nous donnons ci-dessous
un exemple 4 qui illustre justement la difficulté de la fixation des paramètres dans la
méthode de la somme pondérée ordinaire.
Exemple 1.1. Supposons que l’on souhaite maximiser deux critères. La figure 1.1 pré-
sente l’ensemble des solutions réalisables dans l’espace des critères. Dans cette figure, il
est clair que la solution d ne sera jamais choisie car elle est dominée par la solution b
sur les deux critères.
Supposons que le décideur opte pour la méthode de la moyenne pondérée pour agréger
les deux critères, avec w1 et w2 comme coefficients de poids. En faisant varier le vecteur
des poids w = 〈w1, w2〉, nous pouvons trouver seulement les solutions efficaces (i.e.,
supportées) se trouvant dans les zones convexes de la surface de compromis (front de
Pareto). Dés lors, un solveur mono-critère va faire converger la solution de ce problème
bi-critère vers les solutions a ou c.
Considérons les préférences du décideur b  a et b  c, et cherchons un jeu de poids tel
que b émerge la première (comme compromis acceptable). Le système d’équations associé
3. Une étude complète et détaillée d’une variété de méthodes multicritères est présentée dans la














































Figure 1.1.: Illustration graphique des solutions réalisables de la méthode de la
moyenne pondérée.
aux préférences du décideur est donné par :
{
b  a : 18w1 + 4(1− w1) < 10w1 + 10(1− w1)
b  c : 5w1 + 18(1− w1) < 10 (1.1)
En développant (1.1), nous obtenons
{
b  a : 14w1 + 4 < 10
b  c : −13w1 + 18 < 10 (1.2)
qui se réduit à w1 < 0.43 et w1 > 0.61, ce qui est impossible. Il en résulte qu’aucun
jeu de poids ne pourra faire émerger la solution b comme optimale. Cette situation se
manifeste lorsque le décideur est intéressé par une solution se trouvant dans les zones
concaves du front de Pareto (voir la figure 1.1).
De plus, nous illustrons ci-dessous qu’une légère perturbation des valeurs des poids,
peut entrainer des solutions totalement différentes. En effet, avec
• w1 = 0.52 et w2 = 0.48, la solution de compromis qui émerge est la solution a.
• Alors qu’en choisissant w1 = 0.51 et w2 = 0.49, la solution de compromis bascule
vers la solution extrême c.
Cet exemple montre, d’une part, la difficulté de la tâche du paramétrage, et d’autre part,
l’intérêt de développer des approches d’élicitation permettant de trouver automatiquement
les valeurs des paramétres qui restituent (au mieux) les préférences du décideur.
Aussitôt que la nécessité de paramétrer les méthodes multicritères apparait, il devient




Les modèles d’élicitation des paramètres que nous proposons s’appuient essentiel-
lement sur la disponibilité d’une information additionnelle qui reflète les préférences
du décideur. Ces informations peuvent être obtenues soit par des techniques tradition-
nelles : entrevues ou questionnaires, introspection, analyse du problème, etc. (cf. [Belia-
kov, 2003]), soit par une procédure d’élicitation des préférences.
L’objectif de ce travail de thèse ne se focalise pas sur la manière d’obtenir ces informa-
tions préférentielles, mais plutôt sur la manière de les exploiter à travers nos approches
d’élicitation des paramètres des méthodes multicritères.
1.2. Contributions
Le paramétrage représente donc une faiblesse évidente des méthodes multicritères.
Cette difficulté motive amplement l’intérêt de développer des méthodes d’élicitation
des paramètres permettant au décideur de fixer les paramètres automatiquement ou
d’une manière assistée. Les modèles que nous proposons permettent de transformer un
ensemble d’informations préférentielles donné par le DM, en un ensemble de paramètres
pour la méthode multicritère choisie. Il faut noter que dans nos travaux, nous nous
concentrons uniquement sur la façon d’exploiter les préférences du décideur, plutôt que























Figure 1.2.: Méthodologie pour l’élicitation des paramètres des méthodes multicritères.
La figure 1.2 donne un schéma général qui résume notre démarche d’élicitation des
paramètres en optimisation multicritère. Dans un premier temps, nous introduisons :




• La méthode multicritère que nous voulons paramétrer (e.g., Lexicographique, la
somme pondérée, Lexmin, etc.), et
• Les relations de préférence exprimées par le décideur.
Ensuite, nous proposons quelques approches d’élicitation, en particulier les ap-
proches exactes [Aribi et Lebbah, 2013b] et gloutonnes [Aribi et Lebbah, 2013d ;
Aribi et Lebbah, 2013c]. Ces approches sont détaillées dans les chapitres 4 et 5 res-
pectivement. Les motivations derrière la diversification de ces approches sont :
• D’une part, les méthodes exactes sont réputées pour l’optimalité des solutions
qu’elles fournissent. Cependant, pour certains problèmes, le temps de calcul (pour
prouver l’optimalité) peut être couteux. Concrètement, nous exprimons le problème
d’élicitation des paramètres dans le cadre de la programmation par contraintes
(PPC) [Rossi et al., 2006], ou la programmation linéaire en nombres entiers
(PLNE) [Hooker, 2012 ; Teghem, 2012]. Le modèle PPC repose sur l’expressivité
des contraintes globales (e.g., All-different, Element, Atleast et LexLe) [Régin, 1994 ;
Régin, 2011 ; Hentenryck, 1989 ; Beldiceanu et al., 2007], et la puissance de leurs
algorithmes de filtrage. Pour le type de problèmes que nous sommes entrain d’étu-
dier, il n’est pas toujours possible de trouver une affectation des variables qui
satisfait toutes les contraintes modélisant les préférences du décideur. Pour cette
raison, nous avons réifié (relaxé) ces contraintes, en adoptant un critère simple qui
consiste à minimiser le nombre de contraintes violées. Ces problèmes sont appelés
max-CSP. Par ailleurs, nous avons proposé des modèles d’optimisation PLNE, dont
certains d’entre eux reposent sur des reformulations linéaires des modèles PPC (voir
la section 4.2.2). Pour effectuer ces reformulations, nous nous sommes basés prin-
cipalement sur les travaux de [Refalo, 2000], sur les techniques de reformulation
linéaire des modèles à contraintes.
• D’autre part, les méthodes gloutonnes sont utilisées pour leur rapidité. Ces mé-
thodes fournissent généralement des solutions robustes, qui constituent un com-
promis entre la qualité de la solution et le temps de résolution. Celles que nous
avons développées (voir le chapitre 5) sont basées sur des techniques et des me-
sures statistiques. Il est parfois nécessaire d’utiliser les deux méthodes (exacte et
gloutonne) conjointement, car la méthode gloutonne peut donner une borne utile
pour booster la recherche exacte.
Sur la base de ces choix, le décideur a toute la liberté d’adopter l’approche qu’il trouve
adaptée à ses exigences. Dans cette optique, si le décideur veut avoir rapidement des
solutions robustes, il est plus judicieux de choisir une approche gloutonne. En revanche,
si ce dernier exige que les solutions retournées soient exactes, il lui convient de choisir
une méthode exacte. Une fois que la méthode de résolution est choisie, nous soumettons
le modèle et les données du problème soit à la méthode gloutonne, soit à un solveur
(dans le cas d’une approche exacte), afin de calculer les paramètres.
Finalement, lorsqu’une solution est trouvée, nous examinons sa qualité à l’aide d’un
critère d’optimalité (voir la figure 1.2). Ce critère nous a aussi servi pour comparer et
évaluer la robustesse des solutions des approches gloutonnes par rapport aux solutions




1. les paramètres élicités de la méthode fournie en entrée, et
2. une information sur la qualité du paramètre calculé (i.e., L’aptitude de la méthode
multicritère pour restituer les préférences du décideur. Cette information servira
aussi à mesurer le degré de similarité entre les solutions des approches gloutonnes
et les résultats des approches exactes.).
Nos contributions dans le cadre de cette thèse sont résumées dans les points suivants :
Approches exactes : Nous proposons dans ce travail des modèles exacts d’élicitation
qui s’appuient sur la programmation par contraintes (PPC), et la programmation
linéaire en nombres entiers (PLNE). Le but étant d’éliciter automatiquement les
paramètres des méthodes multicritères : d’ordre lexicographique, de Leximin et
des opérateurs de la somme pondérée. L’apport de nos modèles, par rapport à la
littérature de l’élicitation, est l’intégration tout particulièrement, de l’opérateur de
réification et la résolution max-CSP.
Le modèle PPC élaboré pour la méthode lexicographique est compact en terme de
nombre de variables, par rapport au modèle PLNE qui s’est avéré volumineux. Pour
cette raison nous avons proposé d’autres variantes du modèle d’élicitation PLNE,
notamment une formulation de la méthode lexicographique basée sur la méthode
de somme pondérée. Un autre modèle PPC qu’il est intéressant de citer comprend
deux phases d’optimisation. Dans la première phase, nous calculons le paramètre
optimal de la méthode d’ordre lexicographique, alors que dans la seconde phase
nous calculons le sous-ensemble minimal de critères de décision.
Approches gloutonnes : Ces approches réalisent un bon compromis entre la robustesse
de la solution calculée et le temps d’exécution. Nous proposons une approche glou-
tonne pour permettre au décideur d’obtenir automatiquement, et d’une façon heu-
ristique et rapide, le paramètre approprié pour la méthode lexicographique. Plus
précisément, cette approche gloutonne est fondée sur des techniques statistiques,
en particulier sur le coefficient de corrélation rho de Spearman. Cette approche
heuristique est efficace et est simple à appliquer. Elle est aussi générale, car elle
prend en compte les corrélations linéaires et non-linéaires, et elle n’est pas fondée
sur des hypothèses fortes.
Nous proposons aussi une stratégie de coopération entre les approches gloutonnes
et exactes. Le principe de cette stratégie est de calculer très tôt, et de manière
heuristique, des bornes inférieures pertinentes dans le but d’accélérer la résolution
exacte.
Algorithme Leximin révisé : Nous proposons une variante de la méthode Leximin dans
un cadre PPC, en intégrant un algorithme de cassure de symétrie. Ce nouvel algo-
rithme s’est avéré plus performant et améliore la version de [Bouveret et Lemaître,
2009].
Nous avons utilisé la base de benchmarking TripAdvisor 5 développée par [Wang et




des critères d’optimalité mesurant le degré de conformité des paramètres calculés par
rapport aux préférences du décideur. Ces critères nous ont aussi servi pour mesurer la
robustesse des solutions obtenues avec les approches gloutonnes.
1.3. Plan de la thèse
Ce manuscrit est organisé de la façon suivante.
• La première partie sera consacrée à l’état de l’art. Elle comprend un chapitre “Dé-
cision multicritère” qui expose les définitions des différents concepts en décision
multicritère et les notations usuelles nécessaires pour aborder convenablement la
suite de ce manuscrit. Ce chapitre détaillera tout particulièrement les méthodes
d’agrégation multicritère. Nous présentons à la fin de ce chapitre un état de l’art sur
la problématique d’élicitation en optimisation multicritère. Le deuxième chapitre
porte sur les outils de modélisation et de résolution, notamment la programmation
linéaire en nombres entiers, la programmation par contraintes (avec objectif) et les
statistiques descriptives.
• Une seconde partie est consacrée à nos contributions. Elle est décomposée en quatre
chapitres :
Elicitation exacte des paramètres (chapitre 4) A travers ce chapitre, nous sou-
lignons la puissance des approches exactes pour la modélisation et la résolution
des problèmes d’élicitation des paramètres. Plus particulièrement, nous mon-
trons l’intérêt des techniques de la programmation linéaire en nombres entiers,
et de la programmation par contraintes, soutenues par ses outils performants
de résolution. Les objectifs et les contraintes associés aux différents modèles
proposés sont détaillés.
Elicitation approchée des paramètres (chapitre 5) Ce chapitre se focalise sur
une approche gloutonne d’élicitation de la méthode d’ordre lexicographique.
Cette approche s’intéresse à la recherche d’un bon compromis entre la qualité
de la solution et le temps de calcul. Nous introduisons aussi deux critères d’op-
timalité dans le but d’évaluer les approches proposées (exactes et gloutonnes).
Algorithme Leximin révisé (chapitre 6) Dans ce chapitre nous proposons une
amélioration de la méthode Leximin dans un cadre PPC, calculant des solutions
d’équilibre Pareto-optimales.
Etude expérimentale (chapitre 7) Ce chapitre s’attache à présenter une analyse
expérimentale détaillée de nos différentes approches d’élicitation et de l’algo-
rithme Leximin++, en s’appuyant sur des problèmes réalistes. Les résultats de
ces approches seront comparés et évalués suivant des critères d’optimalité.
• Nous dressons dans la troisième et dernière partie la conclusion des travaux réalisés
durant cette thèse, et nous proposons quelques perspectives.
Afin de faciliter aux lecteurs la navigation au sein du présent manuscrit, nous recom-
mandons un guide de lecture (non)linéaire illustré dans la figure 1.3.
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Ce chapitre présente les notions de base dela décision multicritère. Nous commençonspar un rappel des notions fondamentales de
la décision multicritère. Nous présenterons un pano-
rama assez détaillé des différentes approches et mé-
thodes d’agrégation multicritère existantes. Nous
terminons ce chapitre par un état de l’art des mé-
thodes d’élicitation.
Sommaire
2.1. Composantes d’un problème d’optimisation multicritère . . 24
2.1.1. Notion de préférence et de fonction d’utilité . . . . . . . . . . 24
2.1.2. Décision multicritère . . . . . . . . . . . . . . . . . . . . . . . 25
2.2. Comparaison des solutions . . . . . . . . . . . . . . . . . . . . 28
2.2.1. Relation de dominance et Pareto-optimalité . . . . . . . . . . 28
2.2.2. Détermination des frontières . . . . . . . . . . . . . . . . . . 31
2.3. Méthodes d’agrégation . . . . . . . . . . . . . . . . . . . . . . 34
2.3.1. La somme pondérée . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.2. Méthode d’ordre lexicographique . . . . . . . . . . . . . . . . 35
2.3.3. Méthodes basées sur des raffinements de l’ordre Min . . . . . 36
2.3.4. La norme de Tchebycheff . . . . . . . . . . . . . . . . . . . . 40
2.3.5. Opérateurs OWA . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3.6. Intégrale de Choquet . . . . . . . . . . . . . . . . . . . . . . . 43
2.4. Approches d’élicitation . . . . . . . . . . . . . . . . . . . . . . 47
2.5. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
23
2. Décision multicritère
2.1. Composantes d’un problème d’optimisation
multicritère
La plupart des problèmes d’optimisation combinatoire issus des problèmes réels im-
pliquent plusieurs critères (objectifs), on parle alors de problèmes de décision multi-
critères ou d’optimisation multicritère. De plus, ces critères sont généralement incom-
mensurables et contradictoires (e.g. minimiser les coûts et maximiser la productivité).
L’optimisation multicritère apparaît donc comme un outil d’aide à la décision, conçu
pour satisfaire des besoins conflictuels.
Commençons par détailler les composantes [Grabisch, 2005b] d’un problème d’optimi-
sation multicritère. L’ensemble des alternatives (objets ou actions) est l’ensemble des
solutions potentielles d’intérêt pour le décideur. Cet ensemble peut être décrit en exten-
sion en énumérant les solutions dans une liste finie, ou en compréhension en explicitant
un ensemble de contraintes caractérisant les solutions. Chaque alternative est décrite par
un ensemble d’attributs (descripteurs ou points de vue) spécifiant ses caractéristiques
mesurables. Un critère est l’association d’une préférence sur les valeurs possibles de
l’attribut. Différentes approches de décision multicritère ont vu le jour, en combinant
une opération de comparaison et une opération d’agrégation. Nous détaillerons ces
éléments de base dans la suite de cette section.
2.1.1. Notion de préférence et de fonction d’utilité
Le concept de décision est difficilement séparable de celui de préférence. Les préférences
sont l’expression, de la part d’une personne confrontée à une situation de choix, de
l’attrait que présente chaque alternative envisageable [Lumet, 2012]. Les préférences
apparaissent dans plusieurs domaines, comme l’économie, la psychologie, les sciences
politiques, les statistiques, etc.
La notion de préférence dépasse bien le cadre d’une simple décision. En économie
par exemple, les préférences reflètent le prix qu’une personne peut payer afin d’obtenir
un objet [Bouyssou et Vincke, 2006]. En psychologie, elle s’interprète comme l’attitude
d’une personne face à un ensemble d’objets.
L’un des principaux sujets qui ont émergé dans le domaine de la recherche de décision
comportementale [Lichtenstein et Slovic, 2006], au cours des trois dernières décennies,
est le traitement des préférences des décideurs. Ces préférences sont souvent construites
suivant un processus d’élicitation utilisant des algorithmes et des procédures cognitives
de recherche des préférences du décideur.
Les préférences d’un décideur (définies sur un ensemble fini d’alternatives) portent
une sémantique particulière. Ces préférences peuvent être représentées de différentes
manières, exprimées sous la forme d’une relation mathématique binaire sur les alterna-
tives.
Définition 2.1 (Relation de préférence). Soit A l’ensemble des alternatives. Soient
a, b ∈ A.
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Préférence large Une relation de préférence est notée %. L’expression a % b signifie
que l’alternative a est au moins aussi bonne que l’alternative b. Nous supposons
que % est binaire, prenant ses valeurs dans {0, 1}.
Préférence stricte La relation de préférence stricte  est définie : a  b ssi a % b et
non(b % a).
Indifférence Nous noterons ∼ la relation d’indifférence définie comme suit : a ∼ b ssi
a % b et b % a.
Incomparabilité Si pour deux alternatives différentes a et b, nous n’avons ni a % b, ni
b % a, nous dirons que a et b sont incomparables.
La relation  est la partie asymétrique de %, et ∼ est sa partie symétrique.
La relation de préférence que nous avons introduite permet d’établir un classement
sur l’ensemble des alternatives, sans pour autant donner une information sur l’intensité
des préférences exprimées. Pour contourner cette faiblesse, on fera appel à la notion de
fonction d’utilité, en imposant des hypothèses qui sont assez naturelles.
Proposition 2.1 (Définition d’une fonction d’utilité). Soit % une relation de préférence
sur les alternatives A, telle que % soit un préordre complet 1. Il existe une fonction
u : A → IR telle que :
∀a, b ∈ A, a % b⇔ u(a) ≥ u(b).
u est dite fonction d’utilité de la relation de préférence %.
Nous supposons, sans perte de généralité, que chaque fonction d’utilité est à maximi-
ser du point de vue du preneur de décision (DM). La relation de préférence peut être
traduite de façon quantitative par une fonction d’utilité, en associant à chaque alterna-
tive un nombre réel. Les préférences seront donc établies via des comparaisons sur IR.
Concernant les relations de préférence stricte et d’indifférence, nous avons :
∀a, b ∈ A, a  b⇔ u(a) > u(b),
∀a, b ∈ A, a ∼ b⇔ u(a) = u(b).
2.1.2. Décision multicritère
La décision multicritère traite des problèmes liés à plusieurs points de vue ou attributs.
Par exemple, considérons une situation d’un décideur face à une problématique d’achat
d’un appareil photo numérique. L’ensemble des alternatives est celui des appareils photo
numérique disponibles dans le commerce. Au fait, un appareil photo numérique est
caractérisé par plusieurs attributs, à savoir le nombre de méga-pixels, le poids, la plage
de zoom maximal, etc. Ainsi, le décideur est amené à raisonner sur ces attributs pour se
fixer sur son achat. Plus généralement, nous avons besoin de définir la notion d’attributs.
1. Un préordre complet est une relation réflexive, transitive et complète.
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Définition 2.2 (Attributs). Soit A l’ensemble des alternatives. Les ensembles A1, ...,An
sont des attributs si et seulement si A = A1 × A2 × ... × An. Autrement dit, A est
le produit cartésien des attributs. Toute alternative a est un n-uplet (a1, ..., an), avec
∀i ∈ 1..n, ai ∈ Ai. La fonction d’utilité u appliquée à une alternative a, portera aussi sur
ses attributs u(a1, ..., an).
A un décideur, nous associons n relations de préférence %1, ...,%n, où %i correspond
à la relation de préférence du décideur associée à l’attribut i d’utilité ui :
∀ai, bi ∈ Ai, ai %i bi ⇔ ui(a) ≥ ui(b).
On appelle critère l’association d’un attribut (ou point de vue) et d’une préférence :
le décideur déclare une préférence sur les différentes valeurs possibles de l’attribut.
Soit N = {1, ..., n} l’ensemble des indices des critères. La fonction d’utilité (indivi-
duelle) sur le critère i est la fonction ui : A 7→ IR. La valeur ai est la valeur d’utilité de
l’alternative a selon le critère i. En d’autres termes, nous avons 2 ai = ui(a). La fonction
u : A → IRn, dite fonction d’utilité multicritère, est définie comme suit : pour toute
alternative a, u(a) = (u1(a), ..., un(a)) = (a1, ..., an).
L’espace des critères Y ⊂ IRn est défini comme étant l’image de A par u :
∀y ∈ Y ,∃a ∈ A, u(a) = y.
Nous désignerons l’espace des critères comme étant l’espace des solutions (réalisables).
Soit y ∈ Y une solution réalisable associée à l’alternative a ∈ A, nous notons yi = ai =
ui(a) où i ∈ 1..n. Dans cette thèse, nous travaillerons dans l’espace des critères. Toute
alternative désignera désormais une solution (réalisable).
On peut énumérer plusieurs types de problèmes [Grabisch, 2005b] de décision :
Choix : choisir la ou les meilleures alternatives ;
Classification, tri : mettre des catégories pré-définies ordonnées sur les alternatives ;
Rangement : produire un ordre partiel ou total sur les alternatives ;
Scorage/utilité : attribuer une valeur d’utilité à chaque alternative ;
Pour appréhender un problème de décision multicritère, la méthodologie générale com-
bine une opération de comparaison et une opération d’agrégation :
Agréger puis comparer : consiste à construire une relation d’agrégation entre les n
critères permettant par la suite d’effectuer des comparaisons en utilisant cette
relation. Le principal représentant de cette approche est la théorie multi-attributs
MAUT (Multi-Attribute Utility Theory) [Keeney et Raiffa, 1976].
Comparer puis agréger : qui exploite les relations %1, ...,%n pour comparer les alter-
natives afin de construire la relation de préférence globale %. Le principal repré-
sentant de cette approche est l’ensemble des méthodes par surclassement, et plus
particulièrement les différentes versions de la méthode Electre [Roy et Bouyssou,
1993].
2. Certaines références utilisent la notation ai = ui(ai) pour bien préciser que la valeur du critère
dépend de la valeur de l’attribut associé.
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Dans cette thèse, nous considérons les méthodes de type "agréger puis comparer".
Nous supposons, sans perte de généralité, que chaque critère est à maximiser du point
de vue du preneur de décision (DM). Dans le processus de décision multicritère de type
"agréger puis comparer", le problème multicritère est transformé en un problème mono-
critère, en utilisant une fonction d’agrégation, afin de bénéficier des méthodes classiques
d’optimisation mono-critère. Ainsi, nous supposons l’existence d’une fonction d’utilité
globale U qui représente la relation de préférence globale %, que tout DM tente de
maximiser
∀a, b ∈ A, a % b⇔ U(a) ≥ U(b).
Cette fonction d’utilité globale U doit dépendre seulement des critères U(a) =
f(a1, ..., an). Cette fonction d’agrégation permet au décideur de trouver une bonne so-
lution de compromis selon ses préférences. On se pose ainsi la question clé : quelle est
la fonction d’agrégation la mieux adaptée ? et comment la paramétrer ? La réponse à
cette question dépendra nécessairement des propriétés des critères et de la relation de
préférence globale.
Les préférences du décideur sont implicitement ou explicitement traduites en termes
de paramètres de la méthode multi-objectif choisie (cf., [Delecroix et al., 2012 ;
Boutilier et al., 2010 ; Escoffier et al., 2008 ; Roy et Bouyssou, 2002]). Ensuite, la fonction
d’agrégation est combinée avec les paramètres acquis pour résoudre le problème multi-
objectif, et obtenir la solution de meilleur compromis du point de vue du décideur.
Il existe de nombreuses méthodes d’agrégation multicritère pour résoudre des pro-
blèmes de décision. Cependant, le choix le plus approprié d’une méthode multicritère
bien adaptée à un problème multicritère est subjectif (cf. [Grabisch et al., 1997]), et est
lui même un problème compliqué.
De la littérature on peut relever deux méthodes principales liées à deux points de vue
opposés : la fonction Somme et la fonction Minimum, correspondant respectivement aux
concepts d’utilitarisme classique et égalitarisme 3. L’approche utilitariste traite l’aspect
multicritère du problème avec une approche de scalarisation simple et efficace, avec
laquelle on agrège toutes les fonctions objectifs pour former un problème avec une seule
fonction objectif (appelée fonction d’agrégation). Ainsi, une décision optimale est l’une
de celles qui maximisent cette fonction. Cependant, ce genre de fonctions d’agrégation
n’est pas très pertinent dans le contexte du partage “équitable” [Nieto, 1992 ; Moulin,
2004].
Par contre, la deuxième approche (égalitariste) est spécialement bien adaptée aux
problèmes pour lesquels la propriété d’équité joue un rôle central. Cette approche est
utilisée surtout en décision multi-agents [Burkard et al., 2009], où les critères représentent
les préférences de différents agents (e.g., problème de partage d’un ensemble fini de
ressources entre plusieurs agents). Suivant la fonctionMinimum, une décision optimale est
celle qui maximise la satisfaction de l’agent le moins satisfait. Néanmoins, cette fonction
d’agrégation est entravée par l’effet de noyade [Dubois et Fortemps, 1999], puisqu’elle ne
peut pas distinguer entre des solutions ayant la même composante minimale. Ainsi, par
3. Des compromis entre ces deux approches existent, e.g., les opérateurs d’agrégation OWA [Yager,
1988], et l’intégrale de Choquet [Grabisch et al., 1998].
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exemple, les deux solutions (alternatives) 〈0, 1, 1, 1〉 et 〈1000, 1000, 1000, 0〉, pourtant
très différentes, sont indiscernables suivant la fonction Minimum. Cette fonction peut
toutefois être modifiée pour avoir un comportement plus expressif. L’idée clé consiste à
proposer des raffinements du Minimum, e.g., les opérateurs Discrimin et Leximin, la norme
de Chebycheff, etc. Le but étant de réduire l’ensemble des alternatives indifférentes et
d’assurer la propriété d’efficacité. On reviendra sur ce point avec plus de détails dans la
section 2.3.
2.2. Comparaison des solutions
2.2.1. Relation de dominance et Pareto-optimalité
Les problèmes d’optimisation multicritère se ramènent à un problème central de com-
paraison. Cette comparaison est fondée sur la relation de dominance.
Définition 2.3 (Dominance faible de Pareto). Soient deux solutions réalisables y, y′ ∈ Y.
La dominance faible entre y et y′ est définie par :
y %p y′ ⇔ [∀i ∈ {1, ..., n}, yi ≥ y′i] (2.1)
La relation y %p y′ signifie que y est au moins aussi bonne que y′ sur tous les critères.
Définition 2.4 (Dominance de Pareto). Soient deux solutions réalisables y, y′ ∈ Y. La
relation de dominance de Pareto est définie comme la partie asymétrique de la relation
%p :
y p y′ ⇔ [y %p y′ et non(y′ %p y)] (2.2)
La relation y p y′ signifie que y est au moins aussi bonne que y′ sur tous les critères,
tout en étant strictement meilleure sur au moins un critère. Si y est meilleure que y′ sur
tous les critères, alors on dit que y domine fortement y′.
La principale caractéristique des problèmes d’optimisation multicritère est l’existence
de plusieurs critères, d’où la nécessité de revoir la notion d’optimalité qui est inspirée de
l’optimisation combinatoire mono-critère.
Définition 2.5 (Pareto optimalité). Une solution y∗ ∈ Y est Pareto-optimale (efficace,
non-dominée, non-inférieure) si et seulement s’il n’existe pas une solution y telle que
y domine y∗. L’ensemble des solutions Pareto-optimales forment le front de Pareto P
défini par :
P = {y ∈ Y | @y′ ∈ Y , y′ p y} (2.3)
On note que la relation de dominance de Pareto a un faible pouvoir discrimi-
nant. Ainsi, beaucoup de solutions efficaces restent incomparables (i.e., ∃y, y′ ∈
Y , non(y p y′) et non(y′ p y)). L’ordre induit par la relation de dominance de Pareto
est donc partiel.
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Exemple 2.1 (Problème du sac-à-dos multiobjectif). Le problème du sac-à-dos multiob-
jectif 4 [Ko, 1993 ; Lukata et Teghem, 1997] est une généralisation du problème classique
du sac-à-dos mono-objectif. Ce problème est connu pour être NP-complet 5. La difficulté
consiste à choisir un sous-ensemble de m objets maximisant les n fonctions objectifs
(profits) tout en ne dépassant pas le poids maximal W autorisé pour le sac. Chaque









xi ∈ {0, 1} i = 1, ...,m
(2.4)
On définit la variable xi associée à un objet i de la façon suivante : xi = 1 si l’objet i
est mis dans le sac, et xi = 0 sinon. Les variables xi, i = 1..m permettent de définir les
fonctions d’utilité en compréhension. En fait, l’espace fini des solutions des contraintes
de (2.4) définit l’espace des alternatives. En outre, la contrainte w(x) = ∑mi=1 xiwi ≤ W
garantit que la somme des objets choisis ne dépasse pas la capacité du sac-à-dos. Pour
quatre objets (m = 4), deux fonctions objectifs (n = 2), et un sac-à-dos d’un poids
maximal de 10 kg (W = 10), on a par exemple les données suivantes :
Table 2.1.: Jeu de données pour le problème du sac-à-dos multiobjectif
i 1 2 3 4
c1i 18 12 17 2
c2i 3 11 7 15
wi 4 5 6 5
A partir du jeu de données du tableau 2.1, on peut poser le problème du sac-à-dos
bi-objectif suivant :
Maximize u1(x) = 18x1 + 12x2 + 17x3 + 2x4
Maximize u2(x) = 3x1 + 11x2 + 7x3 + 15x4
subject to 4x1 + 5x2 + 6x3 + 5x4 ≤ 10
xi ∈ {0, 1}, i = 1, ..., 4
(2.5)
4. Conférence plénière “Algorithmic Decision Theory and Preference-based Optimization”, Patrice
Perny, JFPC’2011.
5. On peut donc raisonnablement penser qu’il est inutile d’en chercher une solution sous forme d’un
algorithme de complexité polynomiale.
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L’ensemble des solutions du problème (2.5) est donné dans la table 2.2. Les so-
lution {s1..s4} ne sont dominées par aucune autre solution. Elles constituent donc
les points du front de Pareto pour l’exemple 2.1. Par contre, les quatre solu-
tions qui restent {s5, s6, s7, s8} sont des solutions dominées au sens de Pareto, car
s4 p s5, s1 p s6, s2 p s7 et s1 p s8.
Table 2.2.: Solutions de l’instance du problème du sac-à-dos multiobjectif (Les solu-
tions s1..s4 sont efficaces. Les solutions s5..s8 sont dominées. L’ensemble
{...} précise les indices des variables booléennes qui sont à un (les autres
sont à zéro). Par exemple, l’ensemble {2, 4} précise que x2 = x4 = 1 et
x1 = x3 = 0.)
s1 s2 s3 s4 s5 s6 s7 s8
{2, 4} {1, 4} {1, 2} {1, 3} {1} {2} {3} {4}
uˆ1 14 20 30 35 18 12 17 2






































Figure 2.1.: Espace de critères du problème du sac-à-dos bi-objectif (2.5). L’ensemble
{...} précise les indices des variables booléennes qui sont à un (les autres
sont à zéro). Par exemple, l’ensemble {2, 4} précise que x2 = x4 = 1 et
x1 = x3 = 0.)
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Deux types de solutions Pareto-optimales peuvent être différenciées : les solutions
supportées et les solutions non-supportées. Les premières solutions sont celles situées sur
l’enveloppe convexe 6 de l’ensemble des solutions de l’espace des critères (voir la figure
2.2). Ces dernières peuvent être trouvées à l’aide d’une optimisation d’une agrégation
linéaire des critères [Geoffrion, 1968] utilisant différents vecteurs de poids. Les deuxièmes
solutions représentent l’ensemble des solutions non-supportées, i.e., les solutions non-













Solution dominée x 
Figure 2.2.: Représentation des différents types de solutions en optimisation bi-objectif.
Il faut noter que les solutions non-supportées sont plus difficile à obtenir par rapport
aux solutions supportées [Dhaenens, 2005]. Cependant, la recherche des solutions non-
supportées est motivée par deux principales raisons. D’un coté, les solutions supportées
peuvent ne représenter qu’un petit sous-ensemble de solutions efficaces. D’un autre coté,
les solutions supportées peuvent ne pas avoir une répartition uniforme sur le front de
Pareto, et elles ne garantissent donc pas un bon compromis (voir la figure 2.3).
2.2.2. Détermination des frontières
L’ensemble des solutions supportées et non-supportées (si elles existent) constitue ce
qu’on appelle le front de Pareto (voir la figure 2.2).
6. L’enveloppe convexe [Cormen et al., 2009] d’un ensemble Q de points est le plus petit polygone
convexe P tel que chaque point de Q est soit sur le contour de P , soit à l’intérieur. Nous rappelons qu’un
polygone est convexe si, étant donnés deux points quelconques situés sur le contour ou à l’intérieur,
tous les points du segment de droite reliant ces deux points se trouvent sur le contour ou à l’intérieur
du polygone. Un polygone est une courbe plane, refermée sur elle-même et composée d’une suite de















Solution dominée x 
Figure 2.3.: Importance des solutions non supportées.
Définition 2.6 (Frontière de Pareto). La frontière 7 de Pareto (ou ensemble de solu-
tions non-dominées au sens de Pareto) est l’ensemble des solutions réalisables défini par
NDP = {y ∈ Y|@y′ ∈ Y , y′ p y}. L’ensemble des alternatives engendrant la frontière
de Pareto est défini par ArgNDP = {a ∈ A|@b ∈ A, u(b) p u(a)}.
La recherche des solutions Pareto-efficaces est basée sur le critère de dominance pour
pouvoir comparer les solutions. Dans cette optique, il ne faut pas omettre le fait que deux
solutions peuvent être équivalentes dans l’espace des critères Y , i.e., ayant exactement les
mêmes valeurs sur l’ensemble des critères, alors qu’elles ont des coordonnées totalement
différentes dans l’espace de décision. Ainsi, on distingue deux types de front de Pareto :
1. Front minimal : ce type de front est généré sans considérer les solutions équiva-
lentes ;
2. Front maximal : ce type de front est généré en considérant toutes les solutions équi-
valentes de l’espace de décision pour chaque solution non-dominée dans l’espace
des critères.
Pour caractériser les solutions réalisables de compromis, on pourrait faire appel à une
définition d’équilibre entre les critères. La théorie du choix social a formalisé ces solutions
d’équilibre en faisant appel au principe de transfert [Sen et Foster, 1997] défini comme
suit.
Définition 2.7 (Propriétés de compatibilité, P-monotonie, principe de transfert).
• Soient deux solutions y, y′ ∈ IRn, et %? une relation sur IRn. On dit que %? est
compatible avec la dominance de Pareto, ou que %? est P-monotone si et seulement
si on a y %p y′ =⇒ y %? y′.
7. La notation est inspirée de [Dubus, 2010].
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• Soit y ∈ IRn et %? une relation de dominance sur IRn. Soit l’existence de i, j ∈ 1..n
tels que yi > yj. Soit la notation d’un vecteur ez tel que ∀i 6= z, ezi = 0 et ezz = 1. La
relation %? respecte le principe de transfert si et seulement si pour tout  vérifiant
0 ≤  ≤ yi−yj2 , on a y − ei + ej %? y.
Définition 2.8 (Transformée de Lorenz et Dominance généralisée de Lorenz).
• Soit y ∈ IRn une solution. La transformée de Lorenz de la solution y, notée L(y),
est le vecteur des sommes cumulées du tri en ordre croissant de y :




• Soient y, y′ ∈ IRn deux solutions réalisables. y domine y′ au sens de Lorenz, noté
y %L y′, si et seulement si L(y) %p L(y′).
Proposition 2.2. La relation de dominance généralisée de Lorenz est compatible avec
la dominance de Pareto et respecte le principe de transfert.
Dans un contexte multi-agents, la P-monotonie exprime la préférence pour une situa-
tion plus favorable à tous les agents, et le principe de transfert traduit l’envie de répartir
les coûts de manière équitable entre les agents.
Définition 2.9 (Frontière de Lorenz). La frontière de Lorenz (ou ensemble de non-
dominés au sens de Lorenz) est l’ensemble des solutions réalisables défini par NDL =
{y ∈ Y|@y′ ∈ Y , y′ L y}. L’ensemble des alternatives engendrant la frontière de Lorenz
est défini par ArgNDL = {a ∈ A|@b ∈ A, u(b) L u(a)}.
Définition 2.10 (Courbe de Lorenz). On considère un vecteur objectif de n éléments
supposé numéroté par utilité croissante, i.e., y1 ≤ y2 ≤ ... ≤ yi ≤ ... ≤ yn, où yi désigne
l’utilité de l’élément i. On note que les xi représentent des gains à maximiser.
On pose :








: l’utilité relative de l’élément i par rapport à la moyenne m.
On note maintenant qk la proportion de l’utilité totale reçue par les k éléments les plus
“pauvres” :
qk =
y1 + ...+ yk





y′i, 1 ≤ k ≤ n (2.6)
La courbe de Lorenz est la courbe reliant les points de coordonnées (pk =
k
n
, qk), k =
0..n, avec q0 = 0.
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Exemple 2.2. Soient n = 3, y = 〈y1, y2, y3〉 = 〈2, 3, 5〉. Suivant la formule (2.6), on






 13 23 1
0.2 0.5 1
 (2.7)
La courbe de Lorenz de cet exemple est donnée sur la figure 2.4. Cette courbe est
toujours convexe, et le degré de sa convexité donne une information sur l’inégalité entre
les différents éléments d’un profil d’utilité. Si tous les éléments d’un profil d’utilité sont
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Figure 2.4.: Courbe de Lorenz.
2.3. Méthodes d’agrégation
2.3.1. La somme pondérée
La méthode de la somme pondérée est basée sur une combinaison linéaire des cri-
tères. Cette méthode est sans doute la méthode multicritère la plus simple, et la plus











wi = 1 (2.8)
wi ∈ [0, 1], i = 1, ..., n. (2.9)
où wi est le poids (coefficient) affecté au ie critère. Ce coefficient représente l’im-
portance relative 8 que le décideur attribue au critère. Si tous les poids sont posi-
tifs, le maximum du modèle (2.8) est Pareto-optimal 9 [Zadeh, 1963 ; Zionts, 1988].
Ainsi, maximiser (2.8) est suffisant pour garantir l’efficacité des solutions. Cependant,
il est impossible d’obtenir les solutions non-supportées qui se trouvent sur des por-
tions concaves du front de Pareto dans l’espace des critères (cf., [Das et Dennis, 1997 ;
Messac et al., 2000]).
Il existe d’autres types de moyenne (e.g., géométrique, harmonique, etc.), qui peuvent
s’écrire sous la forme :




où f est une fonction continue strictement croissante. Elles sont dites moyennes généra-
lisées. Si f est la fonction identité, on retrouve la moyenne pondérée classique. Si f = log
(resp. f(x) = 1/x), on retrouve la moyenne géométrique (resp. moyenne harmonique).
2.3.2. Méthode d’ordre lexicographique
Il est habituellement difficile de déterminer les coefficients de la fonction de la somme
pondérée, car dans le cas général :
• Les critères ne sont pas basés sur une échelle commune ;
• Les critères sont mutuellement conflictuels ;
• Les conséquences d’une différence donnée (compromis) ne peuvent pas être quan-
titativement connues avant l’optimisation.
La méthode d’ordre lexicographique semble être une alternative intéressante pour
éviter l’utilisation des poids. Cette méthode optimise séquentiellement les critères par
ordre d’importance. Ainsi, l’ordre de priorité entre les critères doit être fixé explicitement.
Formellement, la méthode lexicographique résout une séquence de problèmes d’opti-
misation dans l’ordre de priorité comme suit :
Maximize
x∈A ui(x), i = 1, 2, ..., n
subject to uj(x) ≥ uj(x∗), j = 1, ..., i− 1 if i > 1. (2.10)
8. La contrainte de normalisation des poids
∑n
i=1 wi = 1 justifie le terme “moyenne pondérée”.
9. C’est une propriété majeure des fonctions d’agrégation additives.
35
2. Décision multicritère
A partir du deuxième problème d’optimisation (i.e., pour i = 2, ..., n), les cri-
tères précédents sont convertis en contraintes d’inégalité [Jee et al., 2007]. Ces nou-
velles contraintes sont formulées en utilisant les valeurs objectifs optimales uj(x∗) avec
j = 1..i− 1, et elles sont ajoutées au système initial de contraintes.
Cette méthode a le mérite d’être simple à mettre en œuvre, le temps d’exécution étant
raisonnable (cf. [Marler et Arora, 2004 ; Le Berre et al., 2012]). De plus, les solutions cal-
culées sont nécessairement Pareto-optimales. En revanche, cette méthode fournit souvent
des solutions extrêmes (eg., prendre un avion, ou marcher à pied). Aussi, les critères les
plus importants sont favorisés et optimisés (même faiblement) au détriment des autres
critères les moins prioritaires. Ce qui constitue un défaut important dans les applications
qui cherchent des solutions équilibrées.
Ordre lexicographique d’une paire d’alternatives
Définition 2.11 (Ordre lexicographique). [Marler et Arora, 2004] Les critères sont
classés par le décideur en fonction de leur importance. La solution sélectionnée est celle
qui a la meilleure valeur pour le critère le plus important. Les solutions indifférentes
par rapport au premier critère seront différenciées à l’aide du deuxième critère le plus
important, et ainsi de suite. Formellement, l’opérateur d’ordre lexicographique peut être
défini par récurrence :
x lex y ⇔ (x1 > y1) ∨ ((x1 = y1) ∧ 〈x2, ..., xn〉 lex 〈y2, ..., yn〉) (2.11)
où x, y ∈ Y .
2.3.3. Méthodes basées sur des raffinements de l’ordre Min
Dans le monde réel, on peut distinguer une classe particulière de problèmes multicri-
tères, dont la résolution doit tenir compte de deux propriétés importantes, qui sont :
1. L’équilibre entre les différents critères. Dans le cadre de la théorie du choix social,
on parle plutôt de la notion de partage (allocation, division) équitable d’une res-
source divisible, ou d’un ensemble de ressources indivisibles entre plusieurs agents.
Ce critère est aussi connu sous le nom du Welfare [Nieto, 1992].
2. L’efficacité de la solution calculée. Cette propriété assure que la solution d’équilibre
calculée n’est pas dominée au sens de Pareto.
Parmi les problèmes exigeant une ou les deux propriétés à la fois, on peut citer les
problèmes suivants :
• Tournées de véhicules ;
• Planification des infirmières (nurse rostering) ;




Dans un contexte multi-agents, à chaque alternative a correspond un profil d’utilité
〈u1(a), ..., un(a)〉, où ui est l’utilité individuelle de l’agent i pour l’alternative a. Cette
utilité individuelle mesure son niveau de “bien être”.
Dans la section 2.1.2, on a vu qu’une combinaison linéaire des utilités individuelles ne
capture pas bien l’idée d’équité d’une solution. Ceci suggère la nécessité de recourir à des
fonctions non-linéaires. Dans cette optique, l’approche MaxMin, qui consiste à maximiser
la fonction Minimum 10, constitue l’alternative la plus intuitive au modèle linéaire. L’idée
consiste à maximiser la satisfaction de l’agent le moins satisfait, ce qui garantit une
meilleure valeur dans le pire des cas (approche égalitariste [Rawls, 1999]). Cependant, à
partir de deux agents, la recherche d’une allocation équitable suivant le critère MaxMin,
est un problème NP-difficile [Bouveret et al., 2005 ; Golden et Perny, 2010]
Soient x = 〈x1, ..., xn〉 et y = 〈y1, ..., yn〉 deux solutions de l’espace des critères Y . Dans
ce qui suit, on suppose que les éléments xi et yi appartiennent à une échelle linéairement
ordonnée (e.g., [0, 9]), ou à un sous-ensemble fini de cette échelle.
Ordre Min
L’ordre Min (minimum) [Grabisch et Perny, 1999] peut être défini sur l’ensemble des
solutions Y comme suit :
x %min y ⇔ min({x1, ..., xn}) ≥ min({y1, ..., yn}) (2.12)
Il faut noter que toutes les composantes des deux alternatives x et y sont comparables
(i.e., ∀x, y ∈ Y , x %min y ou y %min x). L’inconvénient est que cet opérateur génère
beaucoup de cas d’indifférence (i.e., x ∼min y) 11. Par ailleurs, la maximisation de la
fonction Min peut conduire à des solutions (décisions) non-efficaces (voir l’exemple 2.3).
Exemple 2.3. Soient quatre alternatives x, y, z et t évaluées sur trois critères, telles
que x = 〈9, 8, 1〉, y = 〈1, 3, 9〉, z = 〈5, 6, 6〉 et t = 〈5, 7, 8〉. On remarque que les deux al-
ternatives z et t maximisent la fonction Min. Cependant, l’alternative z n’est pas Pareto-
optimale, car elle est dominée par la solution t.
Dans la littérature on trouve deux améliorations notables de l’opérateur Min, à savoir
les ordres Discrimin et Leximin (c.f., [Dubois et al., 1997 ; Boughanem et al., 2007]), qui
permettent de faire la distinction entre deux vecteurs ayant la même valeur minimale.
Ordre Discrimin
L’ordre Discrimin [Dubois et al., 1997 ; Prade, 2001] entre deux alternatives de tailles
égales, consiste à appliquer la fonction Min sur les deux vecteurs, après avoir ôté les
composantes identiques ayant le même rang (i.e., pour le même critère). Formellement,
10. Bien que la fonction Minimum n’est pas linéaire, le problème de recherche d’allocation MaxMin
peut être écrit sous la forme d’un programme linéaire en nombres entiers (cf. [Lesca et Perny, 2010]).
11. Lorsque x %op y et y %op x, on écrit x ∼op y tel que op =Min, Discrimin ou Leximin.
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x %disc y ⇔ mini∈D(x,y)(xi) ≥ mini∈D(x,y)(yi) (2.13)
où D(x, y) = {i|xi 6= yi}.
Le Discrimin est un raffinement de l’ordre Min et de l’ordre de Pareto. La partie asy-
métrique de cet ordre (i.e., disc) est une relation irréflexive et transitive, par contre, sa
partie symétrique (i.e., ∼disc) n’est pas transitive.
Exemple 2.4. Soient les deux alternatives x = 〈5, 1, 4〉, y = 〈6, 1, 3〉. On a,
• x ∼min y, cependant x disc y.
• x et y sont incomparables suivant l’ordre de Pareto, alors que x disc y.
Leximin
L’ordre Leximin [Moulin, 1989] est proposé comme un raffinement de l’ordre Discrimin.
Il est également basé sur l’idée d’éliminer les éléments égaux, mais une fois que chaque
alternative a été triée 12 par ordre non-décroissant (problème de maximisation). Leximin
applique un ordre lexicographique sur les vecteurs triés des alternatives. Une définition
formelle de l’ordre Leximin 13 est donnée comme suit :
x leximin y ⇔ ∃k ≤ n,∀i ∈ {1, ..., k − 1}, x(i) = y(i) et x(k) > y(k), (2.14)
où x(1) ≤ x(2) ≤ ... ≤ x(n), la même chose pour y.
Les alternatives x et y sont dites indifférentes (∼leximin) si les vecteurs triés sont
identiques. Pour illustrer le principe de cet ordre, on considère l’exemple 2.5 ci-dessous.
Exemple 2.5. Soient les deux alternatives suivantes :
• x = 〈2, 3, 5, 6, 8〉, et
• y = 〈2, 6, 3, 4, 8〉.
Suivant l’ordre Discrimin, comparer x et y revient à comparer x′ et y′ tel que
• x′ = 〈3, 5, 6〉, et
• y′ = 〈6, 3, 4〉.
car x1 = y1 = 2 et x5 = y5 = 8, et donc on supprime les éléments {2, 8} des deux vecteurs
x et y, ce qui permet d’avoir x ∼disc y (lorsque x′ ∼disc y′). Toutefois, x leximin y car
x(1) = y(1) = 2, x(2) = y(2) = 3 et x(3) > y(3) (i.e., 5 > 4).
Leximin permet de distinguer entre les alternatives indifférentes suivant l’ordre Dis-
crimin. En outre, l’ordre Leximin ne contredit pas une préférence stricte exprimée par
l’ordre Discrimin, i.e., si x disc y alors x leximin y. On souligne que [Ogryczak et Sli-
winski, 2006] ont proposé un modèle linéaire de l’agrégateur Leximin qui a des propriétés
d’équité (ou d’équilibre) que nous introduisons ci-dessous.
12. Cela suppose que les critères sont à priori commensurables.
13. Il est possible de définir de façon analogue le leximax.
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Équilibre sans compensation entre les critères : L’ordre Leximin n’autorise aucune
concession sur la composante minimum des alternatives, et ce même si une légère dimi-
nution de cette composante minimum permettait d’augmenter de manière considérable
les utilités des autres composantes [Bouveret, 2007]. Ceci met en évidence la grande
sensibilité du préordre Leximin vis-à-vis des composantes faibles du vecteur objectif. Par
exemple, 〈10, 10, 10, 10〉 leximin 〈7, x, y, z〉 quelles que soient les valeurs de x, y, et z,
avec 7 ≤ x ≤ y ≤ z. Cette absence de compensation justifie le choix d’autres méthodes
multicritères, autorisant une compensation entre les composantes d’une alternative (e.g.,
OWA, Intégrale de Choquet).
La recherche de solutions équilibrées a été abordée par d’autres critères comme :
Cournot-Nash [Nash, 1950], Envy-Freeness (absence d’envie) [Foley, 1967], Deviation
[Schaus et al., 2007], etc). Par exemple, dans le cadre de la théorie des jeux dite à
stratégies mixtes 14, on cherche souvent un équilibre appelé équilibre de Nash. Cet équi-
libre caractérise une situation où “aucun joueur n’a intérêt à dévier individuellement
de sa stratégie” 15. Cependant ce critère n’assure pas toujours le principe d’efficacité, et
conduit parfois à des équilibres non Pareto-optimaux (e.g., dilemme du prisonnier). Il est
intéressant de noter que dans le contexte des problèmes de partage équitable 16 avec le
critère d’absence d’envie (envy-freeness), la solution optimale n’est pas nécessairement
Pareto-optimale. De plus, le problème de la recherche d’une allocation avec un minimum
possible d’envie (envy) n’est (en général) pas solvable ou même approximable en temps
polynomial (cf. [Lipton et al., 2004]).
Minimum augmenté
Il n’est pas toujours suffisant de se focaliser sur les pires des cas (composantes mi-
nimales) pour assurer l’équité. En effet, on peut avoir des alternatives très différentes,
alors qu’elles sont indiscernables suivant l’ordre Min (e.g., 〈1, 1, 1, 1〉 et 〈1, 5, 5, 5〉). Ce
comportement est connu sous le nom d’effet de noyade. Pour remédier à cet effet indési-
rable, on considère un raffinement du Min avec une somme (pondérée éventuellement),
appelé Minimum augmenté :
x %min+ y ⇔ min({x1, ..., xn}) + 
n∑
i=1




où  représente une valeur réelle strictement positive et suffisamment petite. Ce nou-
veau critère peut être considéré comme une agrégation lexicographique de la fonction
14. Dans un jeux à stratégie mixte une probabilité est attribuée à chacune des stratégies pures d’un
joueur. Ainsi, cette transformation en stratégies mixtes permet de garantir (par le biais du théorème de
Nash [Nash, 1950]) l’existence d’au moins un point d’équilibre.
15. De façon similaire, on peut interpréter ce critère comme une situation dans laquelle les joueurs
n’ont pas de regrets après avoir vu les stratégies des autres joueurs.
16. Une discussion plus détaillée sur les problèmes de partage équitable peuvent être trouvées dans
[Chevaleyre et al., 2006].
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égalitariste Min (en priorité), et la fonction utilitariste Somme. On Précise que le Mini-
mum augmenté peut aussi être vu comme un cas particulier de la distance de Tchebycheff
(augmentée et non pondérée) au point idéal 〈1, 1, ..., 1〉 dans [0, 1]n (voir la section 2.3.4).
Exemple 2.6. Les deux alternatives x = 〈1, 2, 8, 4〉, y = 〈1, 6, 4, 2〉 sont indiscernables
par le Min et le Discrimin. Par contre, on a x min+ y car
∑n
i=1 xi = 15 et
∑n
i=1 xi = 13.
On note que le Minimum augmenté ne résout pas complètement le problème d’effet
de noyade. Par exemple, les deux alternatives x = 〈1, 1, 1, 13〉 et y = 〈1, 5, 5, 5〉 restent
toujours indifférentes suivant ce critère. Pour cela, on peut suggérer une autre possibilité
comme le Leximin. Ainsi, l’alternative y est préférée par rapport à x suivant le critère
Leximin (i.e., y leximin x).
2.3.4. La norme de Tchebycheff
La norme de Tchebycheff permet de caractériser des solutions réalisables équilibrées.
On appelle point idéal le vecteur des valeurs optimales pour chaque critère. Ce dernier ne
correspond pas nécessairement à une solution réalisable. Nous adoptons la formulation
donnée par Dubus [Dubus, 2010].
Définition 2.12 (Point idéal et point Nadir).
• Le point idéal I = (I1, ..., In) ∈ IRn est un vecteur tel que :
∀i ∈ 1..n, Ii = max{y′i|y′ ∈ Y}.
• Soit ∀j ∈ 1..n, A∗j = argmaxa∈Auj(a) et (yj1, ..., yjn) = u(A∗j). Le point Nadir selon
u est le vecteur N = (N1, ..., Nm) ∈ IRm vérifiant ∀j ∈ 1..n,Nj = mini∈1..nyij.
Définition 2.13 (Norme de Tchebycheff). Soient I le point idéal, et N le point Nadir.
Une norme de Tchebycheff est un agrégateur défini par :
Tcheb(y1, ..., yn) = −maxj∈1..n Ij − yj
Ij −Nj .
Une solution y est préférée à une solution y′ au sens de Tchebycheff si et seulement si
Tcheb(y) ≥ Tcheb(y′).
Le point idéal définit les coordonnées du meilleur point que l’on pourrait atteindre.
Comme expliqué dans [Dubus, 2010], le point Nadir identifie une zone de l’espace conte-
nant les solutions intéressantes. La valeur Ij−yj définit la distance par rapport au point
idéal. La division sur Ij − Nj est une simple mise à l’échelle. D’autre part, les valeurs
Ij−yj
Ij−Nj reflète une sorte de regret de choisir la valeur yi. La norme de Tchebycheff d’une
solution renvoie le minimum des regrets. Quand les regrets sont pondérés, on obtient la
norme de Tchebycheff pondérée.
La proposition suivante (voir par exemple [Dubus, 2010]) montre la compatibilité de
la dominance de Tchebycheff par rapport à celle de Pareto.
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Proposition 2.3. La norme de Tchebycheff est compatible avec la dominance faible de
Pareto :
∀y ∈ Y , y′ ∈ Y , y %p y′ =⇒ Tcheb(y) ≥ Tcheb(y′).
Steuer et Choo [Steuer, 1983] ont proposé une procédure interactive pour trouver
des solutions non-dominées à des programmes mathématiques avec plusieurs objectifs
en utilisant la norme de Tchebycheff pondérée. Cette procédure a été améliorée dans
[Luque et al., 2010].
Par ailleurs, la norme de Tchebycheff (pondérée) augmentée constitue un raffinement
intéressant de la norme de Tchebycheff (pondérée). L’idée consiste à hybrider cette norme
avec la fonction Somme en faisant une agrégation lexicographique. Cette idée est très
similaire à l’idée du Minimum augmenté développée dans la section 2.3.3.
2.3.5. Opérateurs OWA
La fonction d’agrégation OWA (Ordered Weighted Average) [Yager, 1988 ; Michel,
2007], est une généralisation de la fonction moyenne. OWA permet de découvrir des
solutions non-supportées en cas de non-convexité du front de Pareto. Cette fonction est
définie de Rn dans R, où n est la taille du vecteur sur lequel elle opère. L’idée est de
pondérer les critères relativement à leur rang.




avec y ∈ Y , w = 〈w1, . . . , wn〉 ∈ [0, 1]n et ∑iwi = 1.
On note 〈yσ(1), . . . , yσ(n)〉 le vecteur 〈y1, . . . , yn〉 obtenu par réarrangement des éléments
du vecteur par ordre non-décroissant (i.e., yσ(1) ≤ · · · ≤ yσ(i) ≤ · · · ≤ yσ(n)). Le poids w1
est associé à la plus petite valeur yσ(1), alors que le poids wn est associé à la plus grande
valeur yσ(n). Avec OWA il est possible d’exprimer les opérateurs d’agrégation suivants :
• Le minimum : Min(yσ(1), . . . , yσ(n)), avec w = 〈1, 0, . . . , 0〉.
• Le maximum : Max(yσ(1), . . . , yσ(n)), avec w = 〈0, 0, . . . , 1〉.
• La moyenne : Avg(yσ(1), . . . , yσ(n)), avec w1 = · · · = wn = 1/n.
• La moyenne en ignorant la meilleure composante et la plus mauvaise composante,
i.e., avec w1 = 0, w2 = 1/(n− 1), . . . , wn−1 = 1/(n− 1), wn = 0.
• La médiane : (y(n/2) + y(n/2)+1)/2, si w(n/2) = w(n/2)+1 = 1/2, quand n est pair.
• La médiane : y(n+1)/2, si w(n+1)/2 = 1, quand n est impaire.
Des formulations en programmation linéaire de OWA ont été proposées par Ogryczak
et Sliwinnski [Ogryczak et Sliwinski, 2003].
On note que OWA peut être vue comme une mesure d’inégalité plus compensatoire
utilisée dans la théorie du choix social. En effet, lorsque les éléments du vecteur de
pondération w sont strictement décroissants (i.e., wi > wi + 1, i = 1..n − 1), et quand
les différences de wi−wi+1 ont tendance à être arbitrairement grandes, alors la fonction
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OWA tend à représenter le critère Leximin 17 (cf. [Lesca et Perny, 2010]).
[Ogryczak et Sliwinski, 2003] ont proposé l’opérateur OWA garantissant le principe
d’équité entre les solutions. Ogryczak et al. [Ogryczak et al., 2003] ont exploité le modèle
équitable OWA pour résoudre un problème d’allocation équitable de ressources pour le
dimensionnement d’un réseau. Kostreva et al. [Kostreva et al., 2004] ont fait une synthèse
intéressante sur des modèles linéaires des agrégateurs équitables OWA et Leximin.
En outre, il est intéressant de noter que OWA peut être reformulée en fonction du
vecteur de Lorenz [Lesca et Perny, 2010]. On a alors :
Ow(y) = ω · L(y) (2.17)
où ω = 〈w1 − w2, w2 − w3, ..., wn−1 − wn, wn〉 est un vecteur de pondération posi-
tif ; L(y) = 〈L1(y), ..., Ln(y)〉, est le vecteur de Lorenz associé à y défini par Lk(y) =∑k
i=1 yσ(i) (i.e., l’utilité des k agents les plus pauvres), et σ(i) est la permutation triant
les yi par ordre non-décroissant.
Exemple 2.7. Étant données trois alternatives ayant les vecteurs d’utilité suivants :
• x = 〈7, 8, 9〉
• y = 〈5, 8, 10〉
• z = 〈15, 11, 2〉
Les vecteurs de Lorenz sont donnés par :
• L(x) = 〈7, 15, 24〉
• L(y) = 〈5, 13, 23〉
• L(z) = 〈2, 13, 28〉
Il est facile de remarquer que L(x) domine L(y) au sens de Pareto (i.e., L(x) P
L(y)), et donc x L y. On remarque aussi que le vecteur L(z) est incomparable avec les
vecteurs L(x) et L(y) au sens de Pareto, et donc l’alternative z est incomparable avec
les alternatives x et y au sens de Lorenz.
Or, si on utilise la formulation OWA (2.17) avec le vecteur de pondération w =
〈69 , 29 , 19〉, on obtient :
Ow(x) =
(6− 2)
9 × 7 +
(2− 1)
9 × 15 +
1
9 × 24








Ce qui entraîne l’ordre total de préférence : x  y  z
17. Dans le cas où les différences entre les utilités peuvent tendre vers 0, la représentation de l’ordre
Leximin à l’aide d’OWA n’est pas possible.
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Le critère OWA est manifestement plus riche que la dominance de Lorenz. Cependant,
OWA impose le choix d’un jeu de poids qui peut s’avérer difficile à déterminer sans
informations préférentielles.
Contrainte Orness En raison de l’importance du degré de compensation d’OWA, une
mesure a été définie pour évaluer le seuil de compensation d’un vecteur de pondération.
Cette mesure est connue sous le nom d’Orness. Plus cette mesure est grande, plus la




wi(n− i) = (n− 1)×OC (2.18)
où OC ∈ I = [0, 1] est la valeur de la mesure d’Orness. Par exemple, les valeurs proches
de 1 correspondent au minimum alors que les valeurs proches de 0 correspondent au
maximum, et OrnessAV G = 1/2.
Contrainte d’entropie Une autre propriété intéressante caractérisant l’opérateur
OWA, est l’entropie H. Ce facteur reflète le taux d’information impliqué dans le cal-





Si pour un certain rang k, wk = 1 et wi = 0, i 6= k alors H(w) = 0 (le minimum de
l’entropie), ce qui signifie que OWA utilise un minimum de composantes (critères) dans
le calcul de la valeur agrégée. Par contre, si wi = 1/n, i = 1, . . . , n alors H(w) = ln(n)
prend la valeur maximale, ce qui signifie que OWA utilise un maximum de critères dans
le calcul de la valeur agrégée.
2.3.6. Intégrale de Choquet
L’intégrale de Choquet [Grabisch et Roubens, 2000 ; Grabisch et Perny, 1999] recouvre
toute une gamme de fonctions d’agrégation (e.g., Min, Max, OWA, etc.) dans laquelle les
poids dépendent non seulement du rang des critères (comme dans la moyenne pondé-
rée ordonnée), mais aussi d’une mesure floue (appelée capacité). Cette mesure permet
d’étendre la notion de poids à un sous-ensemble de critères, afin d’exprimer leur degré
d’interaction.
Définition 2.14 (Capacité). Étant donnée une suite N = {1, ..., n} désignant un en-
semble de critères. Une capacité est une fonction µ : 2N → [0, 1], telle que µ(∅) =
0, µ(N) = 1 et ∀A,B ∈ 2N , A ⊆ B ⇒ µ(A) ≤ µ(B). La capacité est dite additive si
µ(S ∪ T ) = µ(S) + µ(T ) pour n’importe quels deux sous-ensembles disjoints S, T ⊆ N .
La capacité est dite basée sur la cardinalité si et seulement si pour tout T ⊆ N , µ(T )
dépend seulement de la cardinalité de T .
43
2. Décision multicritère
Définition 2.15 (Intégrale de Choquet). Étant donnée une capacité µ, l’intégrale de
Choquet (voir par exemple [Grabisch, 2005a]) est une intégrale, par rapport à une capa-
cité µ sur une solution réalisable y = 〈y1, y2, ..., yn〉, est donné par :







où σ(.) est une permutation sur {1, ..., n} telle que 0 = yσ(0) ≤ yσ(1) ≤ yσ(2) ≤ ... ≤
yσ(n) ; Xσ(i) = {j ∈ N | yj ≥ yσ(i)} = {σ(i), σ(i+ 1), ..., σ(n)}, ∀i ∈ N et Xσ(n+1) = ∅.
Dans le contexte de l’agrégation, µ(A) peut être vu comme étant l’importance du
sous-ensemble A ⊆ N de critères dans la décision. On note que Xσ(i+1) ⊆ Xσ(i) et
donc µ(Xσ(i+1)) ≤ µ(Xσ(i)), ∀i ∈ N . Ainsi, les poids wi sont toujours positifs ou nuls.
Lorsque la capacité µ est additive sur N , i.e., ∀A,B ∈ 2N tels que A ∩ B = ∅ on a
µ(A ∪ B) = µ(A) + µ(B), l’intégrale de Choquet correspond à une moyenne pondérée
[Galand et al., 2010] avec wi = µ({Xσ(i)}).
Exemple 2.8. L’intégrale de Choquet sur l’alternative y = 〈7, 3, 20〉 est donnée par :








Figure 2.5.: L’intégrale de Choquet sur l’alternative a = 〈7, 3, 20〉 de l’exemple 2.8,
calculée avec la formule (2.15).
L’intégrale de Choquet est utilisée lorsqu’on veut modéliser à la fois l’importance de
chaque critère, et l’interaction entre les critères. Considérons, par exemple, le cas d’un
choix entre quatre alternatives a, b, c et d évaluées sur deux critères (voir la figure 2.6).
Suivant le critère de dominance, il est clair que la solution d est meilleure que la solution
a. Néanmoins, le choix entre les autres paires de solutions dépend des préférences du
décideur. A travers cette figure trois situations d’interaction peuvent être distinguées.
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1. Redondance : La satisfaction de l’un des deux critères suffit pour qu’une alter-
native soit satisfaisante (voir la figure 2.6 - (a)). On a µ({1}) = µ({2}) = 1, et
µ({1, 2}) < µ({1}) + µ({2}).
2. Complémentarité : Pour qu’une alternative soit globalement satisfaisante, il faut
qu’elle soit bonne sur les deux critères à la fois (voir la figure 2.6 - (b)). Ce qui
équivaut à µ({1}) = µ({2}) = 0, et µ({1, 2}) > µ({1}) + µ({2}).
3. Indépendance : Une situation d’absence d’interaction signifie que chaque cri-
tère apporte sa propre contribution dans l’évaluation de la satisfaction globale
de l’alternative, indépendamment des autres critères (voir la figure 2.6 - (c)). Ce
















Figure 2.6.: Différents cas d’interaction : (a) b ∼ c ∼ d  a, (b) d  a ∼ b ∼ c et
(c) d  b ∼ c  a.
L’inconvénient de l’intégrale de Choquet est qu’elle nécessite (dans le cas général) la
connaissance de 2n − 2 coefficients.
Exemple 2.9. Ici, on voudrait repérer les critères importants et ceux qui sont négli-
geables. Soit par exemple [Grabisch, 2005a] les valeurs de capacité :
A 1 2 3
µ(A) 0 0.2 0.2
A {1, 2} {1, 3} {2, 3}
µ(A) 0.8 0.8 0.4
A partir de µ(1) = 0, on peut déduire que le critère 1 est inutile. Par contre, le critère
1 devient important une fois combiné avec les autres critères, notamment les critères 2
et 3. On se pose la question sur comment mesurer le degré d’importance d’un critère ?





n! [µ(A ∪ {i})− µ(A)]
avec a = |A|, le cardinal de A. En appliquant cet indice à l’exemple, on obtient :
φ(1) = 0.4, φ(2) = φ(3) = 0.3. Avec un tel indice, on peut constater que des capacités
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différentes peuvent avoir les mêmes indices d’importance. On se pose ainsi la question :
comment distinguer deux capacités ayant le même indice d’importance ? La réponse à
cette question réside dans la définition d’un nouveau indice, celui de l’interaction. En
reprenant l’exemple 2.9, on constate que les deux critères 1 et 2, pris individuellement,
ne sont pas importants ; par contre, leur réunion est importante. On dit qu’il y a un
phénomène de synergie [Grabisch, 2005a] entre ces deux critères ; les deux critères sont
complémentaires. On peut définir la quantité de synergie entre deux critères i et j par
la formule µ({i, j})− µ({i})− µ({j}). Dans notre exemple, la synergie entre 1 et 2 est
0.6, alors qu’entre 2 et 3, elle est nulle. On pourrait donc avoir le phénomène inverse
où les critères sont individuellement importants, mais leur réunion ne serait pas plus
importante. On parle dans ce cas, de critères redondants ou substituables.
L’indice d’interaction [Grabisch, 2005a] entre deux critères i et j est la moyenne de






n! [µ(A ∪ {i, j})− µ(A ∪ {i})− µ(A ∪ {j}) + µ(A)].
Dans l’exemple 2.9, on a I1,2 = I1,3 = 0.3 alors que I2,3 = −0.3 montrant que la
synergie entre les critères 2 et 3 est négative. Avec ces définitions d’indices d’importance
et d’interaction, il a été constaté qu’en pratique [Grabisch, 2005a], il est difficile d’avoir
des capacités ayant les mêmes indices d’importance et d’interaction. On peut démontré
que pour n = 2, il est impossible d’avoir deux capacités ayant les mêmes indices. Pour
n > 2, si les capacités ont les mêmes indices, on pourrait les distinguer en faisant appel
à la synergie entre 3 critères
µ({i, j, k})− µ({i, j})− µ({i, k})− µ({j, k}) + µ({i}) + µ({j}) + µ({k}).
Pour n ≤ 3, on ne peut pas avoir deux capacités ayant les mêmes indices entre 2 et 3
critères. D’une façon plus générale : étant donné un problème à n critères, une capacité
est déterminée de façon unique par ses indices d’importance et d’interaction entre 2, 3
et jusqu’à n critères.
La puissance de l’intégrale de Choquet qui réside dans sa prise en charge précise de
l’interaction entre les critères, est pénalisée par la nécessité de définir 2n−2 paramètres.
Cependant, il existe des capacités particulières qui nécessitent moins de coefficients.
C’est le cas tout particulièrement des capacités k-additives. Une capacité est dite k-
additives, si tous ses indices d’interaction sont nuls à partir de k critères. Ainsi, dans
une capacité 1-additive, l’intégrale de Choquet correspond à une simple somme pondérée.
Une capacité 2-additives nécessite seulement n(n+1)2 − 1 coefficients.
En pratique [Grabisch, 2005a], il a été constaté que l’on gagne peu en précision en




Sans être exhaustif, nous exposons un ensemble de méthodes d’élicitation relatives aux
différentes composantes de la décision multicritère, et tout particulièrement des méthodes
d’agrégation. La littérature de l’élicitation s’est énormément développée récemment.
Cependant, les références exposées dans cette section sont parmi les plus souvent citées.
UTA et élicitation des fonctions d’utilité dans un modèle additif
La méthode UTA (UTilité Additives) de Jacquet-Lagrèze et Siskos [Jacquet-
Lagreze et Siskos, 1982] a été proposée pour construire les fonctions d’utilité
additive de la forme U(a) = ∑i=1..n ui(ai), où ui est continue, non-décroissante
et affine par morceaux dans l’intervalle [ti, Ti] de variation de l’attribut ai :
∀i ∈ 1..n, a ∈ A, ti ≤ ai ≤ Ti. En raison du fait que cette méthode a été à
l’origine de plusieurs méthodes d’élicitation, nous exposons son modèle linéaire en
détail. UTA procède en plusieurs étapes :
1. Soit B un sous-ensemble d’alternatives. Pour toute paire a, b ∈ B, nous avons
un des deux cas :
a) a est préférée à b : a  b,
b) a est indifférente de b : a ∼ b.
2. Subdiviser uniformément l’intervalle [ti, Ti] en pii − 1 sous-intervalles
[zi,j, zi,j+1], avec j = 1..pii − 1, i = 1..n, zi,1 = ti, zi,pii = Ti.
3. Pour toute composante bi(i = 1..n) du vecteur b ∈ B, il existe j tel que
bi ∈ [zi,j, zi,j+1]. ui(bi) est approximée par
ui(bi) = ui(zi) +
ui(zi,j+1)− ui(zi,j)
zi,j+1 − zi,j (b
i − zi,j).





où b est une erreur d’approximation.
4. Nous avons les contraintes linéaires issues des préférences :
a ∼ b ⇔ U(a)− U(b) = 0
a  b ⇔ U(a)− U(b) ≥ δ,
où δ est une valeur positive, représentant une valeur d’écart.
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i=1..n[ui(ai)− ui(bi)] + a − b ≥ δ,∀a, b ∈ B, a  b∑
i=1..n[ui(ai)− ui(bi)] + a − b = 0,∀a, b ∈ B, a ∼ b
ui,j+1 ≥ ui,j,∀i = 1..n, j = 1..pii
ui,1 = 0,∀i = 1..n∑
i=1..k ui,pii = 1
ui,j ≥ 0,∀i ∈ 1..n, j = 1..pii
a ≥ 0,∀a ∈ B
(2.21)
L’objectif est donc de construire les fonctions d’utilité individuelles ui (et donc
des relations de préférence associées aux critères) reflétant au mieux la préférence
globale disponible sur les alternatives B. C’est pour cette raison que cette méthode
est dite “par désagrégation”. La solution du programme linéaire final (2.21) fournira
les valeurs des utilités individuelles des alternatives minimisant l’erreur, et donc
s’approchant le mieux de la forme additive supposée.
Plusieurs variantes (e.g., UTASTAR, UTAMP1, UTAMP2, Stochastic UTA, etc.)
[Jacquet-Lagrèze et Siskos, 2001] de UTA ont été proposées dans la littérature. Il
existe des variantes modélisant autrement la relation de préférence globale ou po-
sant d’autres fonctions objectifs du programme linéaire. On peut citer des modèles
utilisant le critère de Kendall, ou encore supposant un ordre lexicographique. UTA
a aussi été à l’origine de plusieurs méthodes par désagrégation, comme par exemple
PREFCALC. La littérature abondante sur UTA est suffisamment exposée dans
[Jacquet-Lagrèze et Siskos, 2001]. Il existe plusieurs travaux récents sur UTA, no-
tamment celui de [Nguyen, 2013] proposant une reformulation de UTA résolue avec
un algorithme par séparation/évaluation donnant de bons résultats si le nombre de
critères est largement inférieur à celui des variables. UTAGMS [Greco et al., 2003 ;
Figueira et al., 2009] est une extension de UTA, qui considère notamment plusieurs
types de fonctions additives, et les fonctions d’utilité des critères sont considérées
monotone non-décroissantes (alors que UTA les suppose linéaires par morceaux).
La méthode GRIP [Figueira et al., 2009] étend UTAGMS en prenant en compte des
informations préférentielles additionnelles sur l’intensité des préférences entre des
paires d’alternatives.
AHP et élicitation hiérarchique
La démarche AHP (Analytic Hierarchy Process) [Saaty, 1980] comprend plu-
sieurs étapes. La première étape consiste à décomposer le problème multicri-
tère en sous-problèmes organisés sous une forme hiérarchique. Les feuilles re-
présentent les alternatives et les nœuds internes les critères. Pour évaluer l’im-
portance d’une alternative, une comparaison entre toutes les paires d’alterna-
tives est quantifiée et stockée dans une matrice A. Ainsi, la matrice A contient
les élément Ai,j quantifiant l’importance relative de l’alternative i par rap-
port à l’alternative j. Si on suppose que la fonction d’agrégation [Saaty, 2003 ;
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Felföldi et Kocsor, 2004] est une somme pondérée U(a) = ∑i=1..nwiai, alors wi
reflète l’importance de a par rapport au critère i. Les poids wi sont calculés en
exploitant les matrices de comparaisons, en supposant notamment que Ai,j ≈ wiwj .
Il a été démontré que le calcul de w peut se ramener au calcul d’un vecteur propre.
KAPPALAB et élicitation de la capacité
L’utilisation de l’intégrale de Choquet nécessite les valeurs de la fonction de ca-
pacité. Le système KAPPALAB [Grabisch et al., 2008] propose une panoplie de
méthodes pour éliciter la fonction de capacité. Pour identifier la capacité, nous
supposons la disponibilité d’une information préférentielle sur la fonction d’utilité
globale ou encore sur la relation de préférence entre un sous-ensembles d’alter-
natives O ⊆ A. Les modèles d’élicitation disponibles dans KAPPALAB sont des
modèles d’optimisation qui diffèrent suivant la forme de la fonction objectif ou en-
core suivant la nature de l’information préférentielle. En d’autres termes, on vou-
drait apprendre la fonction capacité à partir de l’information préférentielle dans
O. L’information partielle peut être un ordre partiel entre les alternatives de O,
un ordre partiel entre les critères, ou encore un ordre partiel entre les valeurs de
la capacité d’un certain nombre de sous-ensembles de critères. Cette information
préférentielle est automatiquement traduite en un système de contraintes sur les
valeurs des capacités. Bien évidemment, le nombre de variables du modèle est de
l’ordre de 2n, qui devient non réaliste si le nombre de critères est important. C’est
pour cette raison que le modèle d’élicitation pour l’intégrale de Choquet nécessite
une hypothèse de k-additivité des capacités. Suivant la nature du modèle d’élici-
tation, plusieurs approches de résolution sont proposées, comme par exemple la
programmation linéaire, ou encore la méthode des moindres carrées. Pour plus de
détails, nous recommandons au lecteur de consulter la référence [Grabisch et al.,
2008].
Décision et élicitation dans un modèle additif avec des paramètres incertains
Plusieurs démarches sont proposées dans la littérature pour la décision et l’éli-
citation dans un environnement incertain. Sage et White en 1984 [White et al.,
1984] ont initié ISMAUT (imprecisely specified multiattribute utility theory) qui est
une extension du cadre classique de décision multicritère en supposant des valeurs
incertaines au niveau des valeurs d’utilité ou des poids.
La démarche ARIADNE (Aid based on DomiNance structural information Elici-
tation) [Sage et White, 1984] permet d’inférer la relation de préférence globale
en supposant des valeurs d’utilité incertaines en utilisant les intervalles dans un
modèle additif pondéré. Chaque valeur incertaine est manipulée sous forme d’un
intervalle. Au niveau de chaque paire d’alternatives (a, b), ARIADNE essaye de
trouver une pondération montrant la dominance a  b en résolvant un programme
linéaire. Ainsi, plusieurs programmes linéaires sont résolus inférant les poids sous
forme hiérarchique, et générant ainsi la structure de préférence.
Elicitation des utilités avec min/max regret
Wang et Boutillier [Wang et Boutilier, 2003] ont proposé une approche d’élicitation
de la fonction d’utilité incomplète dans une démarche min-max regret, que nous
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exposons brièvement. Cette approche suppose l’existence d’une fonction Prd(s)
mesurant la probabilité qu’une valeur agrégée (outcome) s soit réalisée quand le
système adopte la décision d ∈ D. La fonction d’utilité u : S → [0, 1] associe la
valeur u(s) pour toute valeur agrégée s. Soit n le nombre de valeurs agrégées dans
S, on a ui = u(si), si ∈ S, i = 1..n. La valeur agrégée attendue EU d’une décision





Notons que EU est linéaire en u. Sur la base de cette formulation probabiliste, un
modèle min-max regret est établi. La démarche nécessite la résolution de O(|D|2)
programmes linéaires résonnant sur toutes les paires de décision. Enfin, cette solu-
tion min-max regret a été étendue, dans un cadre itératif et incrémental, pour tenir
compte des cas où la solution min-max regret a un niveau de regret non acceptable
par l’utilisateur.
Elicitation de l’opérateur d’ordre lexicographique
L’élicitation de l’opérateur lexicographique a été abordée dans les travaux suivants :
[Booth et al., 2010] construisent la relation de préférence en supposant un ordre
lexicographique entre les critères ; [Dombi et al., 2007] proposent un algorithme
dédié pour éliciter l’ordre entre les critères ; [Kohli et Jedidi, 2007] présentent une
analyse détaillée sur l’opérateur lexicographique, avec des algorithmes dédiés pour
inférer l’ordre entre les critères.
Elicitation de préférences
Le problème de l’élicitation des préférences a été abordé, et concrétisé par de
nombreux travaux [Delecroix et al., 2012 ; Boutilier et al., 2010 ; Escoffier et al.,
2008 ; Zheng, 2012 ; Vincent, 2003] développés au sein de la communauté d’aide
multicritère à la décision. Ces travaux englobent à la fois des algorithmes et des
procédures cognitives et itératives de recherche, de découverte, d’acquisition et
d’apprentissage des préférences du décideur, et elles sont préconisés comme moyens
pour restreindre le domaine de préférences admissibles qui permet de prendre une
bonne décision.
2.5. Conclusion
Nous avons exposé dans ce chapitre les fondements de la décision multicritère, et les
notations usuelles nécessaires pour aborder convenablement la suite de ce manuscrit.
Nous avons détaillé les méthodes d’agrégation multicritère. A la fin de ce chapitre, nous
avons présenté un état de l’art résumant les travaux effectués sur la problématique d’éli-
citation en optimisation multicritère. Le chapitre suivant est consacré à la présentation
des outils de modélisation et de résolution, à savoir la programmation par contraintes,
la programmation linéaire en nombres entiers, et les statistiques descriptives.
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Ce chapitre présente les méthodes et les ou-tils de modélisation et de résolution, dontnous allons nous servir dans nos approches
d’élicitation de paramètres des méthodes d’optimi-
sation multicritère. Nous rappelons brièvement la
programmation linéaire en nombres entiers. Puis,
nous détaillerons la programmation par contraintes
qui sera utilisée dans plusieurs de nos approches.
Une dernière section sera consacrée aux méthodes
issues de la théorie des statistiques descriptives, qui
nous servira dans une méthode gloutonne d’élicita-
tion pour la méthode lexicographique.
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3.1. Programmation linéaire en nombres entiers
La programmation linéaire (PL) est considérée comme un outil de base en recherche
opérationnelle. Elle comprend des techniques puissantes qui permettent de résoudre un
grand nombre de problèmes d’optimisation. Les problèmes d’optimisation sont des pro-
blèmes sous contraintes avec une fonction objectif f . Résoudre ces problèmes avec la PL
consiste à chercher le minimum (resp. le maximum) de la fonction f , tout en assurant
la satisfaction d’un certain nombre de contraintes exprimées sous formes d’équations
linéaires. La difficulté de la résolution est centrée sur deux points : (i) déterminer l’en-
semble des points qui satisfont les contraintes, et (ii) trouver leur minimum. On distingue
dans la programmation linéaire, la programmation linéaire en nombres réels (où les va-
riables sont continues) et la programmation linéaire en nombres entiers.
La programmation linéaire en nombres entiers (PLNE) 1 [Wolsey, 1998] est l’une des
méthodes les plus utilisées pour le traitement des problèmes d’optimisation, en raison
de sa rigueur, sa flexibilité et ses possibilités étendues de modélisation. Un programme
PLNE est un programme linéaire (PL) avec la restriction supplémentaire que certaines,
mais pas nécessairement la totalité des variables doivent être entières, voire restreintes
au domaine booléen {0, 1}. On dit que les variables sont soumises à des contraintes
d’intégralité 2. En général, un modèle PLNE implique :
• Un ensemble de variables de décision ;
• Un ensemble de contraintes linéaires, où chaque contrainte exige qu’une fonction
linéaire des variables de décision est soit égale à, inférieure à, ou supérieure à une
valeur scalaire ;
• Une fonction objectif qui évalue la qualité de la solution.
Résoudre un problème PLNE consiste à trouver la meilleure solution pour la fonction
objectif parmi l’ensemble des solutions qui satisfont toutes les contraintes. Un problème
PLNE prend la forme :
Optimize cTx
subject to Ax (≤,=, or ≥) b
xi ∈ Z, i = 1..p
xi ∈ R, i = p+ 1..n
où x représente le vecteur des variables de décision, p est une valeur entière positive,
les valeurs cj, ∀j = 1, ..., n sont appelées coefficients objectifs, A est une matrice de
coefficients de taille m×n, et b est un vecteur du second membre de taille m× 1 associé
au système de contraintes linéaires.
Afin de résoudre efficacement les problèmes en nombres entiers, on utilise la méthode
de recherche arborescente par séparation et évaluation (ou branch-and-bound en anglais)
couramment utilisée dans le domaine de la recherche opérationnelle. Cette méthode
repose sur une approche “diviser-pour-régner”, i.e., diviser le problème original en un
1. En anglais, Mixed-Integer Linear Programming (MILP, MIP).
2. Un problème de programmation linéaire classique (PL) sera, a contrario, dit en variables continues.
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certain nombre de sous problèmes plus faciles à résoudre. Pour plus de détails voir les
références [Wolsey, 1998 ; Papadimitriou et Steiglitz, 1998 ; Lawler et Wood, 1966].
3.2. Programmation par contraintes (PPC)
« Constraint programming represents one of the closest approaches computer science
has yet made to the Holy Grail of programming : the user states the problem, the computer
solves it. » Eugene C. Freuder, Inaugural issue of the Constraints Journal , 1997
3.2.1. Cadre général de la PPC
La programmation par contraintes (PPC) [Rossi et al., 2006 ; Régin, 2011 ; Lecoutre,
2013] est un paradigme puissant de programmation déclarative, désignant en même temps
un formalisme et un ensemble de méthodes pour modéliser et résoudre des problèmes
combinatoires (e.g., allocation des ressources, planification et ordonnancement). Ce para-
digme est basé sur la notion de réseau de contraintes (ou jeu de contraintes) [Montanari,
1974], qui est formellement défini par le triplet 〈X,D,C〉 où :
• X = {X1, ..., Xn} est un ensemble de n variables de décision ;
• D = {DX1 , ..., DXn} est l’ensemble des domaines des variables, où DXi est un
ensemble fini (en général) de valeurs potentielles pour Xi ;
• C est un ensemble fini de contraintes, où chaque contrainte c ∈ C, se réfère à un
ensemble de tuples autorisés R(c) sur une séquence de variables X(c) ⊆ X appelée
sa portée. La taille de X(c) est l’arité de la contrainte c. On dit qu’une contrainte
est :
• Unaire si son arité est égale à 1 (X(c) est un singleton) ;
• Binaire si son arité est égale à 2 (elle porte sur 2 variables) ;
• N-aire si |X(c)| = n (elle met en relation un ensemble de n variables). Dans ce
cas la contrainte est dite globale.
Une contrainte peut être définie en extension, ou en compréhension (intension) :
• Pour définir une contrainte en extension, il suffit d’énumérer explicitement les
tuples de valeurs qu’elle autorise (ou interdit). Par exemple, si les domaines
des variables x et y contiennent les valeurs 0, 1 et 2, alors on peut définir la
contrainte (x est plus grande que y) en extension par (x = 1 ∧ y = 0) ∨ (x =
2 ∧ y = 0) ∨ (x = 2 ∧ y = 1), ou encore par (x, y) ∈ {(1, 0), (2, 0), (2, 1)}.
• Pour définir une contrainte en compréhension, il suffit d’utiliser une expression
mathématique (x > y), ou une formule logique (A ∧ B ⇒ C), ou par une
contrainte globale (par exemple All-different(x1, ..., xn)).
Une instanciation (ou affectation) v d’un ensemble de variables S est une fonction qui
associe à chaque variable x ∈ S une valeur v(x) de son domaine Dx. Une solution est
une instanciation complète qui satisfait toutes les contraintes. Le problème qui consiste
à trouver une solution à un réseau de contraintes est appelé problème de satisfaction
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de contraintes (CSP), et est, en général, un problème NP-complet 3. L’ensemble des
solutions réalisables d’un CSP est noté sol(X,D,C). Nous montrons à travers l’exemple
3.1, comment modéliser le problème des n-reines sous la forme d’un CSP.
Exemple 3.1 (Problème des n-reines avec n = 4). Il s’agit de placer 4 reines sur un
échiquier comportant 4 lignes et 4 colonnes, de manière à ce qu’aucune reine ne soit en
prise. On rappelle que 2 reines sont en prise si elles se trouvent sur une même diagonale,
une même ligne ou une même colonne de l’échiquier.
Afin de déterminer la position de chaque reine i, on définit une variable xi par colonne
dont la valeur représente la position (i.e., numéro de la ligne) de la iième reine. Ce
problème est modélisé avec le CSP suivant :
X = {x1, x2, x3, x4}
D = {Dx1 , Dx2 , Dx3 , Dx4} où, Dx1 = Dx2 = Dx3 = Dx4 = {1, 2, 3, 4}
C = {xi 6= xj, 1 ≤ i < n,
xi 6= xj + (j − i), 1 ≤ i < j ≤ n,
xi 6= xj − (j − i), 1 ≤ i < j ≤ n}
Ce CSP admet comme solutions : 〈x1, x2, x3, x4〉 = 〈2, 4, 1, 3〉 ou 〈3, 1, 4, 2〉
Filtrage
Afin de définir ce qu’est un filtrage, on commence par définir ce qu’est une consistance
locale.
Définition 3.1 (Consistance locale). La consistance locale est liée à la notion de fai-
sabilité d’une solution partielle. Formellement, une valeur v appartenant au domaine
d’une variable x (v ∈ Dx) est dite localement consistante, si et seulement si pour toute
contrainte c impliquant la variable x, il existe une instanciation des variables appartenant
à X(c) telle que c soit vérifiée.
La méthode de filtrage consiste à réduire les domaines des variables non affectés, en re-
tirant les valeurs qui n’appartiendront à aucune solution (i.e., localement inconsistantes).
Il existe plusieurs types de consistance, qui diffèrent selon le type de la contrainte.
Consistance de nœud Une contrainte unaire c est nœud-consistante si les valeurs de la
variable singleton x ∈ X(c) sont toutes consistantes. Ce type de consistance est
simple, rapide, mais souvent inefficace (la réduction des domaines est faible).
Exemple 3.2. Soit une variable x dont le domaine est Dx = {0, 2, 4, 7}. Pour ef-
fectuer le calcul de consistance de nœud pour la contrainte x ≤ 3, il suffit d’enlever
du domaine Dx les valeurs 4 et 7.
Consistance d’arc Une contrainte binaire c est arc-consistante si toutes les valeurs as-
sociées aux variables appartiennent aux solutions de cette contrainte R(c). Un
3. Ce qui signifie que, dans le pire des cas, le temps de résolution croît de façon exponentielle, à
mesure que la taille du problème augmente.
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CSP est arc consistant (ou localement consistant) si toutes ses contraintes sont
arc consistantes. Le mécanisme de propagation de contraintes [Schulte et Stuckey,
2008 ; Tack, 2009] permet d’assurer la consistance des domaines des variables avec
chaque contrainte.
Exemple 3.3. Soient deux variables x et y ayant respectivement pour domaines,
Dx = {0, 1, 2, 3, 4} et Dy = {0, 1, 2, 3}. La contrainte binaire x < y permet d’éli-
miner (par arc-consistance) les valeurs 3 et 4 du domaine Dx ; et la valeur 0 du
domaine Dy.
En général, la complexité (dans le pire des cas) de l’algorithme de filtrage par arc-
consistance est en O(|Dx| × |Dy|) sur les contraintes binaires. En effet, dans notre
exemple, on doit tester toutes les valeurs de Dx et Dy. On peut trouver dans la
littérature plusieurs versions de l’algorithme d’arc-consistance (en anglais AC pour
Arc Consistency), chaque version étant plus efficace que la précédente, e.g., AC1-3
[Mackworth et Freuder, 1985], AC4 [Mohr et Henderson, 1986], AC5 [Hentenryck
et al., 1992], AC6 [Bessière, 1994] et AC7 [C.Bessière et al., 1999].
Consistance de bornes On peut remarquer que la contrainte x < y est arc consistante
si et seulement si : min(x) < min(y) et max(x) < max(y). On doit donc éliminer
toutes les valeurs du domaine Dx qui sont ≥ max(y), et toutes les valeurs du
domaine Dy qui sont ≤ min(x). Ce traitement a une complexité en O(1). Les
deux règles qu’on vient de définir sont appelées règles de propagation. Sur notre
exemple 3.3, ces règles sont définies sur les bornes des domaines des variables. La
consistante qui en résulte est appelée consistance de borne. Sur les contraintes
binaires d’inégalité, la consistance de borne est équivalente à la consistance d’arc.
Dans le cas des problèmes à variables continues, on préfère ce type de consistance
de borne à la consistance de domaine (où le nombre de valeurs est très grand).
Consistance d’arc généralisée (d’hyper-arc) Le mécanisme d’arc-consistance peut
être étendu aux contraintes n-aires 4. Cependant, il est difficile en pratique d’as-
surer la consistance d’hyper-arc, et dans le cas général on se limite aux méthodes
d’arc-consistance. En effet, pour qu’une contrainte n-aire soit intéressante, il faut
qu’elle permette de modéliser un sous-problème du problème de satisfaction de
contraintes. A cet effet, elle doit être soit indécomposable, soit plus efficace (que
les contraintes obtenues par décomposition) pourvue d’un algorithme de résolution
[Fages, 1996].
La consistance locale la plus utilisée est la consistance d’arc (sur les domaines finis),
car elle assure un meilleur compromis entre l’efficacité du filtrage et le temps de celui-ci.
3.2.2. Méthodes de résolution des CSP
Le but de la résolution est d’affecter des valeurs aux variables de telle sorte que toutes
les contraintes soient satisfaites (i.e., une affectation totale et consistante). La démarche
4. Toute contrainte n-aire peut s’exprimer en termes de contraintes binaires. Ainsi, on peut représen-
ter un CSP n-aire comme un CSP binaire, et celui-ci peut être représenté par un graphe de contraintes.
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générale consiste à explorer l’espace de recherche, et terminer quand une affectation
consistante est trouvée, ou bien quand l’inexistance d’une telle affectation est prouvée
(CSP inconsistant).
Générer et Tester (Generate and Test) La méthode la plus simple pour chercher une
solution d’un CSP consiste à générer l’ensemble des affectations “complètes” des
variables, et à vérifier ensuite, si chacune des instantiations candidates générées
est une solution valide du problème. La complexité de cette méthode naïve est
alors exponentielle 5 en O(|d|n) avec le nombre de variables, où d est la cardinalité
moyenne des domaines des n variables. Sur des problèmes de grandes tailles, cette
méthode est bien évidement impraticable.
Exemple 3.4. Sur un problème ayant 70 variables binaires (|d| = 2), on obtient
au total 270 ' 1021 affectations possibles (soit approximativement 317 siècles de
calcul avec un ordinateur effectuant un milliard (109) d’affectations par seconde).
Retour-arrière (Backtrack) Le principe de cette méthode consiste à générer une affec-
tation partielle consistante ; puis à étendre cette affectation partielle avec l’affec-
tation d’une nouvelle variable. Ainsi, les variables du CSP sont instanciées jusqu’à
ce qu’une contrainte (au moins) est violée 6. Dans ce cas, l’algorithme remet en
cause la dernière instanciation, et teste une autre valeur sur la variable courante.
Si toutes les valeurs du domaine de cette variable ont été testées, sans succès, l’al-
gorithme fait un retour arrière (back-track) sur la variable qui précède la variable
courante. Ce processus s’arrête dès qu’une solution est trouvée, ou bien le retour
arrière arrive à la racine de l’arbre de recherche sans qu’une solution ne soit trou-
vée. Cette méthode est plus efficace que “Générer et Tester” (en temps de calcul
et en espace mémoire). En revanche, cette méthode souffre de certaines faiblesses :
• Exploration répétitive des combinaisons de valeurs inconsistantes (redondance).
• Reconsidération des instanciations qui ne sont pas à l’origine de l’inconsistance
(pas de mécanisme d’identification des causes de conflit).
• Détection tardive des conflits.
Plusieurs améliorations de l’algorithme de retours arrières ont été faites, donnant
jour à deux stratégies remarquables de retours arrières intelligents. La première
stratégie est prospective (look-ahead), alors que l’autre fait partie des techniques
rétrospectives (look-back) :
Look Ahead (ou anticipation) L’idée de cette méthode générique est d’anticiper
l’effet de l’affectation d’une variable sur les domaines des variables restant
à affecter. Ainsi, si le domaine d’une variable non affectée devient vide, ceci
signifie qu’il est inutile de continuer à explorer la branche de l’affectation par-
tielle courante qui ne peut pas aboutir à une solution. A cet effet, on retourne
en arrière (backtrack) pour continuer l’exploration dans une autre branche.
Cette méthode prospective permet d’améliorer le mécanisme d’exploration de
5. On essaie tous les nœuds de l’arbre.
6. On vérifie les contraintes dont les variables sont déjà affectées.
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Backtrack en prévoyant les échecs très tôt, et à moindre coût dans l’arbre de
recherche.
Il existe 2 méthodes principales :
1. Vérification en Avant (Forward Checking) Avant d’affecter une valeur v
à une variable Xi, on vérifie que toutes les autres variables non affectées,
et qui sont liées à Xi par au moins une contrainte, possèdent au moins
une valeur de leur domaine compatible avec v.
2. Maintien de l’arc consistance (MAC) Cette technique est basée sur l’inté-
gration du mécanisme de la propagation de contraintes dans l’algorithme
backtrack standard, dont le but est de maintenir la consistance d’arc
pendant la recherche. Cet algorithme est considéré parmi les meilleurs
algorithmes de résolution des CSP [Bessière et Régin, 1996].
Look-back Cette technique proposée dans [Dechter, 1990] essaye d’effectuer un
retour arrière, directement vers la variable responsable de l’échec (backjum-
ping). L’idée consiste à mémoriser les nogood 7, apparaissant lorsqu’une solu-
tion partielle ne peut être étendue, afin d’éviter de tomber plusieurs fois dans
les mêmes impasses.
Heuristiques
A chaque étape de l’algorithme du backtrack, une variable est choisie parmi celles qui
n’ont pas encore été instanciées. L’ordre d’instanciation peut avoir des incidences im-
portantes sur l’efficacité de l’algorithme de recherche backtrack. Malheureusement, cet
algorithme ne met aucune restriction sur l’ordre d’instanciation des variables, ni sur
l’ordre d’affectation des valeurs des domaines de ces variables. Il est donc possible d’in-
tégrer des heuristiques explicitant l’ordre d’instanciation des variables et leurs valeurs.
Dans cette optique, deux heuristiques peuvent être envisagées, à titre d’exemple, pour
le choix de la variable à instancier :
• Affectation Statique : La prochaine variable à instancier est la plus contraignante.
• Affectation Dynamique : La prochaine variable à instancier est celle dont la cardi-
nalité de son domaine est minimale.
3.2.3. Contraintes globales
Dans le mécanisme du filtrage introduit ci-dessus, chaque contrainte est examinée
indépendamment des autres, ce qui représente une faiblesse 8. En effet, la connaissance
des autres contraintes peut, parfois, améliorer la réduction des domaines ou la détection
d’une inconsistance globale.
7. Un nogood est un sous-ensemble de l’instanciation courante responsable de l’échec.
8. Un CSP arc-consistant n’est pas une garantie qu’il existe une solution. Sauf si tous les domaines
ont une cardinalité égale à un.
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Exemple 3.5. Soit le CSP défini par :
X = {x, y, z}
D = {Dx, Dy, Dz} où, Dx = Dy = Dz = {1, 2}.
C = {C1(x, y), C2(x, z), C3(y, z)} où,
C1(x, y) : x 6= y,
C2(x, z) : x 6= z,
C3(y, z) : y 6= z.
Ce CSP est arc-consistant, mais une analyse simple de celui-ci permet de voir qu’il
n’y a pas de solutions.
Une contrainte globale [Régin, 2011] est un sous-ensemble de contraintes, qui capture
une sous-structure du problème initial, et auquel on associe un algorithme de filtrage
spécialisé. Par exemple, la contrainte globale All-different développée dans le paragraphe
suivant, permet de modéliser et filtrer efficacement les contraintes de différences.
Contrainte All-different
La contrainte globale la plus connue est, sans conteste, la contrainte de différence
[Régin, 1994] All-different(x1, x2, ..., xn) qui exprime que toutes les valeurs affectées aux
variables x1, x2, ..., xn doivent être deux à deux distinctes.
L’intérêt d’une telle contrainte dépasse clairement le gain en expressivité qu’elle offre
par rapport à une représentation basée sur n(n− 1)/2 contraintes binaires de différence
du type xi 6= xj. Le rendement effectif de l’algorithme de filtrage qui lui est associé (fondé
sur les couplages ou sur les flots) dépasse largement la capacité déductive de « simples »
contraintes binaires de différences.
Contrainte Element
La contrainte globale Element [Beldiceanu et al., 2007] permet d’utiliser une variable
de décision comme indice d’un vecteur. Étant donné un vecteur d’entiers v = 〈v1, ..., vn〉,
et deux variables de décision X et Y , telles que DX ⊆ {v1, ..., vn} et DY ⊆ {1, ..., n}.
La contrainte Element(Y, 〈v1, ..., vn〉, X) est satisfaite si la variable X est égale à la yième
valeur du vecteur 〈x1, ..., xn〉, i.e., X = vY .
Cette contrainte est équivalente à la contrainte explicite :
(X, Y ) ∈ {(vi, i)}i∈{1,...,n}
Exemple 3.6. Soit le vecteur v = {4, 6, 8, 12, 13}. Soient deux variables de décision X
et Y , ayant respectivement comme domaines DX = {7, 12} et DY = {2, 3, 4, 5}. Suivant
la contrainte Element(Y, 〈v1, ..., vn〉, X) on trouve X = 12 et Y = 4.
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3.2.4. CSP sur-contraint
Lorsqu’un CSP n’a pas de solutions, on dit qu’il est sur-contraint : il y a trop de
contraintes, et on ne peut pas toutes les satisfaire. Dans ce cas, on peut souhaiter trouver
l’affectation totale qui viole le moins de contraintes possibles. Un tel CSP est appelé max-
CSP [Rossi et al., 2006], car on cherche à maximiser le nombre de contraintes satisfaites.
Une autre possibilité est d’affecter un poids à chaque contrainte 9 (préférences entre les
contraintes), et de chercher ensuite une affectation totale qui minimise la somme des
poids des contraintes violées. Un tel CSP est appelé CSP valué (VCSP).
En outre, lorsqu’un CSP admet beaucoup de solutions différentes, on dit qu’il est
sous-contraint. Si les différentes solutions ne sont pas toutes équivalentes, dans le sens où
certaines sont mieux que d’autres, on peut exprimer des préférences entre les différentes
solutions. Pour cela, on ajoute une fonction (appelée fonction objectif) qui associe une
valeur numérique à chaque solution, valeur dépendante de la qualité de cette solution.
L’objectif est alors de trouver la solution du CSP qui maximise cette fonction. Un tel
CSP est appelé CSOP (Constraint Satisfaction Optimisation Problem).
3.2.5. Contrainte réifiée
Une contrainte réifiée [Apt, 2003] se compose d’une contrainte C, et d’une va-
riable de décision booléenne B qui représente la valeur de vérité de cette contrainte,
et on note C ↔ B. Par exemple, la contrainte x = 2 ↔ B est équivalente à
(x = 2 ∧ B = 1) ∨ (x 6= 2 ∧ B = 0). Les contraintes réifiées sont utilisées pour exprimer
des formules propositionnelles sur les contraintes. Le plus souvent, elles sont utilisées
pour exprimer des implications ou des équivalences entre les contraintes arbitraires C1
et C2. Par exemple :
C1 ⇔ C2 ssi B1 = B2
C1 ⇒ C2 ssi B1 ≤ B2
B1, B2 ∈ {0, 1}
Les contraintes réifiées permettent également de résoudre les problèmes sur-contraints
(max-CSP), pour lesquels seule une partie des contraintes énoncées peuvent être sa-
tisfaites [Apt, 2003]. Étant donné un problème max-CSP avec les contraintes réifiées :
C1 ↔ B1, ..., Cn ↔ Bn. La résolution de ce max-CSP devient simplement une résolution
d’un problème d’optimisation sous contraintes avec la fonction objectif ∑ni=1Bi à maxi-
miser.
Par ailleurs, le mécanisme de propagation de contraintes doit être proprement étendu
aux contraintes réifiées. La propagation de la contrainte C ↔ B revient à propager la
contrainte disjonctive équivalente (C ∧B) ∨ (¬C ∧ ¬B). Ensuite, pour chacune d’entre
elles, des règles de propagation disjointes doivent être utilisées. Cependant, il ne faut
pas confondre les contraintes réifiées avec les contraintes souples (soft). Pour lever toute
9. Une valeur proportionnelle à l’importance de cette contrainte.
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ambiguïté qui peut exister entre les contraintes réifiées et les contraintes souples, nous
allons présenter dans la section suivante quelques concepts liés aux contraintes souples.
3.2.6. Contrainte souple
Une contrainte souple [Schiex et al., 1995 ; Bistarelli et al., 1997 ; Rossi et al., 2006]
est une contrainte qui peut être violée. Un coût de violation est mesuré pour chaque
contrainte souple, et l’objectif est de minimiser la somme totale de violations sur l’en-
semble des contraintes souples.
Définition 3.2 (Mesure de violation). La mesure de violation d’une contrainte souple
C(x1, x2, ..., xn) est une fonction µ définie comme suit :
µ : Dx1 × ...×Dxn → R
Cette mesure de violation est représentée par une variable coût notée y.
On peut distinguer deux types de mesure de violation 10 :
1. La mesure de violation basée sur la variable µvar compte le nombre minimum de
variables à réinstancier afin de satisfaire la contrainte.
2. La mesure de violation basée sur une décomposition µdec compte le nombre des
contraintes élémentaires qui sont violées dans la décomposition de la contrainte
globale.
Définition 3.3. Soient les variables de décision {x1, x2, ..., xn, y}, avec leurs domaines
de définition respectifs {Dx1 , Dx2 , ..., Dxn , Dy}. Soit µ la mesure de violation de la
contrainte globale All-different. Alors,
soft-alldifferent(x1, x2, ..., xn, y, µ) =
{(d1, d2, ..., dn, d) | ∀di ∈ Dxi , d ∈ Dy, µ(d1, d2, ..., dn) ≤ d}
est la contrainte All-different souple par rapport à µ.
Exemple 3.7. Soit le CSP suivant :
{
Dx1 = Dx2 = Dx3 = {1, 2}, Dx4 = {1, 2, 3}, Dy = Z+
soft-alldifferent(x1, x2, x3, x4, y).
Suivant la définition (3.3) on trouve µvar(2, 2, 2, 2) = 3 et µdec(2, 2, 2, 2) = 6.
10. La procédure du filtrage prend en compte le coût, et un tuple peut être inconsistant parce qu’il
ne conduit pas à une solution ayant au moins un coût donné.
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3.2.7. Optimisation avec la PPC
La Programmation Par Contraintes résout des problèmes de satisfaction de contraintes
(CSP), il s’agit de trouver une solution qui satisfait un ensemble de contraintes. Ce-
pendant, la PPC peut aussi être utilisée pour résoudre des problèmes d’optimisation
[Oliva San Martin, 2004]. Ainsi, étant donné un réseau de contraintes 〈X,D,C〉, et une
variable objectif (coût) O ∈ X, le but est de trouver une valeur m ∈ DO telle que
m = max{v(O)|v ∈ sol(X,D,C)}.
Exemple 3.8. Soit le CSP suivant :
X = {x, y, z}
D = {Dx, Dy, Dz} où, Dx = Dy = Dz = {1, ..., 10}.
C = {C1(x, y), C2(x, z), C3(y, z)} où,
C1(x, y) : x+ y = 10,
C2(x, z) : x+ z = 8,
C3(y, z) : |y − z| = 2.
Une solution possible de ce CSP est donnée par l’affectation totale consistante :
(x, y, z) = (7, 3, 1). Si on considère la fonction objectif “max(x+y+z)”, alors la solution
optimale devient (x, y, z) = (1, 9, 7), où la valeur objectif à l’optimum est égale à 17.
La procédure par séparation-évaluation (Branch and Bound) est le schéma algorith-
mique de base pour résoudre les problèmes d’optimisation combinatoire. Brièvement,
cette procédure consiste à chercher une première solution en parcourant l’arbre de re-
cherche, à évaluer son coût v donné par la fonction objectif, et à continuer (ou à re-
démarrer) la recherche en ajoutant la contrainte de coût F > v. Cette contrainte est
ensuite propagée afin de réduire l’arbre de recherche. Ce qui permet de ne parcourir
que les nœuds susceptibles de contenir une solution potentiellement meilleure que la
solution courante [Land et Doig, 1960]. Si en explorant l’arbre de recherche, cette pro-
cédure n’arrive pas à améliorer la meilleure solution trouvée, alors ceci constitue une
preuve d’optimalité de la dernière solution (coût). L’ensemble des solutions optimales
peut éventuellement être énuméré, en relançant une recherche avec le coût optimal qu’on
vient de trouver.
On vient de terminer la présentation des outils dédiés à la modélisation et à la réso-
lution exacte des problèmes combinatoires. Maintenant, nous introduisons les outils des
statistiques descriptives qui vont nous servir pour concevoir des approches gloutonnes.
3.3. Statistique descriptive
La statistique descriptive [Brase et Brase, 2011 ; Moore, 2009] est la branche des sta-
tistiques qui regroupe un ensemble de techniques utilisées pour décrire (i.e., résumer,
représenter, analyser ou encore interpréter) des données (ou objets de même nature)
observables de tailles relativement importantes. Les données étudiées sont appelées po-
pulation. Les éléments de la population sont appelés individus ou unités statistiques. La
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population est étudiée selon un ou plusieurs caractères (quantitatifs et/ou qualitatifs).
Lorsque la population est trop vaste pour être étudiée dans son ensemble, on en prélève
au hasard un échantillon que l’on étudie. Cependant, la taille de cet échantillon doit
être suffisamment grande pour pouvoir tirer des conclusions sur la population totale.
Les statistiques descriptives peuvent se résumer par le schéma suivant : 
 
 
Population  Echantillon  
Caractéristiques 




Figure 3.1.: Illustration simplifiée du principe des statistiques descriptives.
3.3.1. Définitions
Définition 3.4 (Distance tau de Kendall). La distance tau de Kendall [Kendall, 1938]
est une métrique qui compte le nombre de désaccords par paires entre deux listes (τ1, τ2).
K(τ1, τ2) = |{(i, j) : i ∈ {1, ..., n− 1}, j ∈ {i+ 1, ..., n},
(τ1(i) < τ1(j) ∧ τ2(i) > τ2(j))
∨(τ1(i) > τ1(j) ∧ τ2(i) < τ2(j))}| (3.1)
Quand les deux listes sont identiques, alors K(τ1, τ2) = 0. Si τ1 est strictement crois-
sante, et τ2 contient les mêmes éléments de τ1 dans l’ordre inverse, alors K(τ1, τ2) =
n(n − 1)/2, où n = |τ1| = |τ2|. La complexité en temps de calcul de la métrique tau de
Kendall est en O(n2) [Xu et al., 2007].
Exemple 3.9. La distance tau de Kendall entre [0, 3, 1, 6, 2, 5, 4] et [1, 0, 3, 6, 4, 2, 5] est
égale à six, i.e., |{(0, 1), (1, 2), (1, 4), (2, 5), (4, 5), (5, 6)}|, et toutes les autres paires sont
dans le même ordre [Sedgewick et Wayne, 2011].
Définition 3.5 (Hypothèse nulle et hypothèse alternative). L’hypothèse nulle (notée
H0) [Maritz, 1995] affirme qu’il n’y a pas d’association entre deux variables aléatoires
X et Y (ou que l’association observée n’est pas significative, et est due aux fluctuations
d’échantillonnage), pour l’échantillon ou la population. Autrement dit, il est fort probable
que le résultat est dû au hasard. L’hypothèse alternative notée HA est la négation de H0,
elle est équivalente à dire « H0 est fausse ». La décision de rejeter H0 signifie que HA
est réalisée ou HA est vraie 11. L’acceptation ou le rejet de l’hypothèse H0 est basée sur
des tests statistiques, et le calcul des valeurs probabilistes appelées valeurs critiques ou
encore P-value.
11. L’hypothèse nulle et l’hypothèse alternative sont complémentaires l’une de l’autre.
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Définition 3.6 (Test statistique). Un test statistique [Zar, 1972] est une fonction des
variables aléatoires représentant l’échantillon, dont la valeur numérique obtenue pour
l’échantillon considéré permet de conclure si l’hypothèse H0 est vraie ou fausse.
A titre illustratif, le test statistique t sera développé au niveau de l’exemple 3.11.
Définition 3.7 (Valeur critique et valeur p). Pour un test donné, la valeur critique
[Neyman et Pearson, 1928] peut-être vue comme la valeur limite à partir de laquelle on
pourra rejeter l’hypothèse H0 avec un seuil de pertinence donné 12 α (généralement égal
à 5% ou 1%). La valeur critique est obtenue en lisant dans la table de la loi statistique.
En outre, la valeur p (en anglais p-value) est la probabilité d’obtenir la même valeur
(ou une valeur plus extrême) du test statistique si l’hypothèse nulle était vraie. Une p-
value 13 inférieure au seuil α permet de rejeter l’hypothèse H0. On peut donc conclure
que le résultat du test est statistiquement significatif.
Normalisation des données L’unité de mesure utilisée peut affecter les résultats de
l’analyse des données et aussi les résultats de certaines méthodes d’optimisation multi-
critère. Par exemple, convertir des unités de mesure du Mètre en Pouces pour la taille,
ou du Celsius à Fahrenheit pour la température, peut conduire à des résultats très diffé-
rents. En outre, beaucoup de méthodes d’analyse statistique (et notamment celles des
statistiques paramétriques [Brase et Brase, 2011]) se basent sur l’hypothèse de normalité.
Cependant, cette conformité n’est souvent pas assurée dans le cas des données brutes.
Pour remédier à ce problème, on peut tenter plusieurs transformations normalisatrices.
Ces transformations possèdent la propriété importante de réduire l’hétéroscédasticité des
données, i.e., de stabiliser leur variance. Les techniques communément appliquées pour
normaliser les données sont les suivantes :
MinMax Cette technique de normalisation effectue une transformation linéaire sur les
données originales [Al Shalabi et al., 2006]. minA et maxA sont respectivement le
minimum et le maximum de n valeurs pour un attribut observé A. La normalisation
MinMax associe à une valeur vi, de A une autre valeur v′i dans le nouveau intervalle
[new_minA, new_maxA] en calculant :
v′i =
vi −minA
maxA −minA × (new_maxA − new_minA) + new_minA (3.2)
Cependant, la normalisation des données qui se trouvent en dehors de la plage
originale de données pose un problème [Han, 2005], car la valeur résultante va se
situer en dehors du nouveau intervalle.
12. Le seuil de pertinence indique la probabilité qu’un résultat soit dû au hasard.
13. Il est important de noter que la p-valeur ne mesure pas la force des corrélations, mais elle pourrait
être utile pour déterminer s’il existe vraiment une corrélation. Ainsi, l’obtention d’une valeur p = 0.001,
par exemple, ne signifie pas que la relation est nécessairement plus forte que si on a obtenu une valeur
p = 0.04.
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Décimal Ce type de normalisation peut être appliqué lorsque les valeurs d’une variable
sont exprimées sur une échelle logarithmique. Par exemple, une variable ayant des




où n = log10max(vi).
Z-score est une technique de normalisation couramment utilisée en analyse statistique
[Jain et al., 2005]. La valeur Z (ou Z-score) est définie comme étant la différence
entre la valeur considérée et la moyenne de la distribution, divisée par l’écart type.
Autrement dit, une valeur Z comptabilise le nombre d’écart-types qu’un score brut
est au-dessus ou au-dessous de la moyenne. Ainsi, la valeur normalisée d’une valeur





où µ est la moyenne arithmétique et σ est l’écart type des données fournies. Par
exemple, sur une échelle qui a une moyenne de 500 et un écart-type de 100, une
valeur de 450 est égale à un Z-score de (450−500)/100 = −50/100 = −1/2, ce qui
signifie que cette valeur (450) est de un demi écart-type au-dessous de la moyenne.
3.3.2. Coefficient de corrélation rho de Spearman
Pour mesurer la relation entre deux variables aléatoires X et Y , on peut utiliser le
coefficient de Pearson [Peter Y. Chen, 2004]. Cependant, ce coefficient n’est applicable
que si X et Y ont une distribution de type gaussien et ne comportant pas de valeurs
aberrantes. Si ces conditions ne sont pas vérifiées (ce qui est souvent le cas), l’emploi
de ce coefficient peut entrainer des conclusions erronées sur la présence ou l’absence
d’une relation linéaire. On note aussi que l’absence d’une relation linéaire ne signifie
pas l’absence de toute relation entre les deux variables étudiées. Dans ce type de situa-
tions, le coefficient de corrélation de Spearman constitue une alternative intéressante au
coefficient de corrélation de Pearson.
Définition 3.8 (Coefficient rho de Spearman). Le coefficient de corrélation rho de
Spearman (rs) [Corder et Foreman, 2009] est une mesure de corrélation entre deux va-
riables aléatoires X et Y . Il évalue dans quelle mesure une fonction monotone (croissante
ou décroissante) pourrait décrire la relation (linéaire, exponentielle, puissance, etc) entre
le rang (ou classement) des observations de ces deux variables. Ce coefficient est calculé













où xi = rank(Xi) et yi = rank(Yi) sont les rangs de la ième valeur dans l’échantillon.
Le coefficient de Spearman varie entre −1 et +1, et la valeur absolue de rs désigne le
taux de la monotonie.
Le rang des valeurs identiques est donné par la moyenne de leurs positions par rapport
à l’ordre croissant de ces valeurs. Par exemple, si deux valeurs sont égales au 2ième plus
grand rang, ils auront un rang de 2,5 (i.e., la moyenne de 2 et 3). Pour un échantillon de
taille n, le coefficient rho de Spearman a une complexité en temps en O(n log n), puisque
la complexité de cette méthode est dominée par la complexité de l’algorithme de tri.
Pour les observations n’ayant pas de valeurs identiques, une formule plus simple peut
être utilisée pour calculer le coefficient rs [Maritz, 1995] :




n(n2 − 1) (3.6)
où les différences di = xi − yi sont calculées entre les rangs de chaque observation sur
les deux variables.
Exemple 3.10. Le coefficient rho de Spearman entre [1, 2, 3, 4, 5, 6, 7] et [1, 2, 3, 5, 4, 7, 6]
est égal à 0.929, synonyme d’une forte monotonie, tandis que le coefficient de Spearman
entre [1, 2, 3, 4, 5, 6, 7] et [1,7, 3, 4, 5, 6,2] est égal à 0.107, synonyme d’une faible mono-
tonie.
Après avoir calculé le coefficient rho de Spearman, il est impératif de valider le résultat
obtenu par un test statistique (voir la définition 3.6) de la pertinence de la relation
(absence de biais).
Exemple 3.11. Le service chargé des ventes pour une entreprise a entrepris une étude
de ses clients, afin de déterminer s’il existe une corrélation significative entre le nombre
de livraisons effectuées par mois, et le nombre d’employés travaillant pour l’entreprise.
Ils espéraient que cette information serait utile pour tenter de corréler les besoins futurs
en matière d’équipement, avec une liste de clients en pleine expansion. Le tableau 3.1-(a)
présente les données recueillies auprès de 12 clients choisis au hasard [Bluman, 2008].
Dans une première étape, on transforme les données originales du tableau 3.1 - (a) à
des rangs. On obtient donc les nouvelles données présentées dans le tableau 3.1 - (b).
Ensuite, sur la base de ce dernier tableau, on calcule la valeur du coefficient rho de
Spearman (rs) en utilisant la formule (3.6), et on trouve :
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Table 3.1.: Jeux de données pour calculer le coefficient de corrélation rho de Spearman.













(a) Échantillon de 12 couples d’individus.













(b) Données sous forme de classement.






= 1− 6(86)1716 = 1− 0.301 = 0.699
Ainsi, la corrélation obtenue pour l’échantillon du tableau 3.1-(b) est positive 0.699.
Après avoir calculé le coefficient rho de Spearman pour cet échantillon, on vérifie si la
corrélation de la population sous-jacente est égale à 0. Puisque la taille de l’échantillon
est supérieure à 10, on peut appliquer le test statistique t (en anglais, t − Statistic)
avec n− 2 degrés de liberté 14, comme indiqué dans l’équation (3.7), où n est la taille de






L’hypothèse nulle H0, et l’hypothèse alternative HA, pour notre cas d’étude sont
données par :
14. En statistiques, le degré de liberté est tout simplement un certain nombre nécessaire pour calculer
le t-test. Pour comprendre ce que signifient degrés de liberté, on suppose qu’on a 3 variables, x, y et z,
qui s’additionnent à 100 (x + y + z = 100). Une fois qu’on a fixé deux de ces variables (e.g., x = 50
et z = 25), alors la troisième variable Y, sera fixée automatiquement (y vaut obligatoirement 25). Par
conséquent, cette équation a 2 degrés de liberté.
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Table 3.2.: Calcul du coefficient de corrélation rho de Spearman.
Y X d d2
11 11 0 0
7 9 -2 4
6 3 3 9
3 5 -2 4
10 8 2 4
8 10 -2 4
5 6 -1 1
12 12 0 0
2 7 -5 25
1 2 -1 1
9 4 5 25
4 1 3 9∑
i=1,...,12 di
2 = 86.
H0 : ρs = 0, pas de corrélation
HA : ρs 6= 0, il existe une corrélation
où ρs est le coefficient de corrélation de la population totale. L’étape suivante consiste






Pour tester l’hypothèse nulle en utilisant le test statistique t, on consulte la table
t-distribution 15 avec n−2 = 10 degrés de liberté pour le niveau de pertinence approprié
α. En utilisant un niveau de pertinence α = 0.05, on obtient à partir de cette table deux
valeurs critiques t (t-valeur) égales à ±2.228. La règle de décision devient :
Si t > 2.228, rejeter H0
Si t < −2.228, rejeter H0
Sinon, accepter H0
Puisque t = 3.092, i.e., t > 2.228, on rejette H0 et on conclue qu’il existe une corréla-
tion 16 significative entre le nombre de livraisons nécessaires (Y ), et le nombre d’employés
15. http://www.sjsu.edu/faculty/gerstman/StatPrimer/t-table.pdf
16. On peut convertir une t-valeur en une probabilité, appelée p-valeur. La p-valeur est toujours com-
prise entre 0 et 1, et doit être inférieure au seuil de pertinence (α) avant de pouvoir rejeter l’hypothèse
nulle. La conversion à partir de la t-valeur à la p-valeur est généralement réalisée par un logiciel.
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travaillant dans l’entreprise (X).
3.4. Conclusion
Nous avons introduit dans ce chapitre la programmation linéaire en nombres entiers
et la programmation par contraintes, qui vont nous servir pour élaborer nos modèles
d’élicitation et les résoudre. Nous avons décrit les statistiques descriptives, notamment
le coefficient rho de Spearman, nous permettant la proposition d’un algorithme glouton
d’élicitation de l’opérateur d’agrégation lexicographique.
Nous présentons dans la partie suivante nos principales contributions dans l’élicitation
exacte et approchée pour les méthodes d’optimisation multicritère, en se basant sur des





4. Elicitation exacte des paramètres
Dans ce chapitre nous proposons des ap-proches exactes qui permettent d’éliciter lesparamètres des méthodes d’agrégation mul-
ticritère. Nous nous intéressons en particulier aux
méthodes : lexicographique, Leximin, Somme pon-
dérée et OWA. Les approches que nous proposons
sont fondées sur des modèles et techniques d’opti-
misation développées dans le cadre de la program-
mation par contraintes (PPC) et la programmation
linéaire en nombres entiers (PLNE). Ces approches
prennent en entrée un ensemble de relations de pré-
férence fournies par le décideur, et les traduisent en
paramètres qui permettent de restituer au mieux les
préférences énoncées par le décideur.
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4.1. Introduction
Les méthodes exactes fournissent la solution optimale du problème d’optimisation
donné. Les approches d’élicitation des paramètres que nous proposons s’appuient sur la
résolution des modèles à contraintes avec une fonction objectif dans lesquels :
• Les variables de décision sont les paramètres dont les valeurs sont celles que le
décideur cherche à déterminer.
• La fonction objectif vise à maximiser la satisfaction des préférences exprimées par
le décideur.
• Les contraintes expriment la manière avec laquelle les préférences vont être tra-
duites en termes de paramètres de la méthode multicritère.
Ainsi, la solution optimale désigne la meilleure façon qui permet de restituer (au
mieux) les préférences du décideur.
Nous allons présenter tout au long de ce chapitre, nos approches d’élicitation des
paramètres s’appuyant sur la PPC et la PLNE. Nous avons fait le choix délibéré d’ap-
préhender des méthodes multicritères issues de deux approches ayant des points de vues
différents : l’approches égalitariste et l’approche utilitariste.
4.2. Elicitation des paramètres de la méthode
lexicographique
Dans cette section nous présentons plusieurs modèles dédiés à l’élicitation des para-
mètres de la méthode d’ordre lexicographique. Nous introduisons par la suite un modèle
PLNE permettant de déterminer l’ensemble minimal de critères de décision. Nous for-
mulons d’abord le problème d’élicitation des paramètres de la méthode d’ordre lexico-
graphique avec les éléments suivants :
• Soit θ = {1, ..., n} l’ensemble des indices des n critères ;
• Un ensemble d’alternatives A = {A1, ..., Am}, où Aij désigne la valeur de la ième
alternative au niveau du jème critère.
• Ces alternatives sont triées suivant leurs valeurs agrégées Y , i.e., Y (Ai) ≤ Y (Aj)⇒
Ai % Aj, i = 1, ...,m− 1, j = i + 1, ...,m, où Y (Ai) désigne la valeur agrégée issue
de la ième alternative. Ces valeurs agrégées peuvent être recueillies expérimentale-
ment, ou bien aussi à partir des réponses d’un questionnaire sur les préférences (cf.
[Beliakov, 2003]). Soit A∗ une permutation des alternatives A induite par Y .
Le problème consiste à trouver une permutation des critères θ, pour laquelle l’ordre
lexicographique induit sur l’ensemble des alternatives Aθ, devient aussi proche que pos-
sible de l’ordre “idéal" donné par A∗. Dans la partie expérimentale au niveau de la section
7, nous utiliserons les distances définies dans le chapitre 5, définitions 5.1 & 5.3, pour
mesurer le degré du désordre entre Aθ et A∗, et en conséquence, déduire la qualité de la
solution donnée par l’algorithme d’élicitation.
Notez que pour un problème multicritère ayant n critères, nous avons n! permutations
possibles. Ainsi, l’espace des permutations possibles a une taille exponentielle suivant le
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nombre de critères. Par conséquent, le défi consiste à trouver la meilleure permutation,
sans énumérer toutes les possibilités.
L’élicitation de l’opérateur lexicographique a été abordée dans plusieurs travaux.
[Booth et al., 2010] proposent une classification des relations de préférence en suppo-
sant un ordre lexicographique. [Dombi et al., 2007] proposent un algorithme dédié pour
éliciter l’ordre entre les critères, en donnant des conditions d’apprentissage de toutes
les préférences. [Kohli et Jedidi, 2007] présentent une analyse détaillée sur l’opérateur
lexicographique, notamment des conditions pour qu’une fonction d’utilité linéaire puisse
représenter un ordre lexicographique, tout en proposant un algorithme pour inférer le
modèle de l’ordre lexicographique. Cependant, tous ces modèles sont des modèles dédiés
pour des classes de préférences, n’intégrant pas l’aspect de maximisation de la satisfac-
tion des préférences. En effet, nous ne cherchons pas à construire une méthode dédiée
à une classe de préférences, mais plutôt à construire une algorithmique qui permet de
respecter au mieux les préférences de l’utilisateur. Nous allons user de l’opérateur de
réification des contraintes pour construire un modèle max-CSP dont la résolution va
fournir l’ordre lexicographique qui respectera au mieux les préférences. Même si nos
modèles sont des problèmes d’optimisation combinatoire, nous verrons dans la partie
expérimentale qu’ils sont bien résolus en pratique. Nous verrons dans le chapitre sui-
vant un algorithme glouton de faible complexité avec de bonnes performances au niveau
expérimental. Enfin, les modèles proposés ici sont plutôt complémentaires par rapport
à la littérature courante. Un décideur pourrait exploiter nos modèles pour repérer le
maximum de préférences qui pourraient être apprises avec l’ordre lexicographique. Par
la suite, la littérature courante pourrait lui fournir des caractérisations fines de l’ordre
lexicographique obtenu.
4.2.1. Modèle PPC
Les environnements de programmation par contraintes (e.g., CP Optimizer, Gecode,
Choco, etc.) visent à faciliter la formulation et la résolution des problèmes [Rossi et al.,
2006]. L’utilisation des contraintes globales est assez souvent à l’origine du succès de la
PPC, telles que All-different [Régin, 1994] et Element [Hentenryck, 1989] exploitées dans
notre modèle d’optimisation PPC. Ce modèle est décrit dans l’algorithme 1, où :
• La première instruction permet d’initialiser une variable compteur k à 1. Ce comp-
teur comptabilise le nombre de relations de préférences.
• θ∗i , i = 1, ..., n, est l’indice du iième critère dans la permutation optimale θ∗.
• Dθ∗i , i = 1, ..., n, (inst. 2) spécifie le domaine de la variable θ
∗
i .
• Les variables dans θ∗ doivent être toutes différentes (inst. 3), étant donné que deux
critères ne peuvent pas être placés au même indice. Il est important de noter que
le mot-clé Post est utilisé pour ajouter une nouvelle contrainte dans le réseau de
contraintes en cours de construction.
• Les préférences sont extraites à partir du vecteur des valeurs agrégées Y , et
elles sont traitées en utilisant les contraintes réifiées 1 (boucle 4− 8). Ainsi, pour
1. Les contraintes réifiées reflètent la validité d’une contrainte dans un domaine fini 0/1 (voir le
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chaque relation de préférence Y (Ai) < Y (Aj) nous utilisons la contrainte réifiée
(Ai <lex Aj)⇔ b, où b ∈ {0, 1}.
Nous intégrons dans cet algorithme un traitement explicite pour éviter la génération
des contraintes redondantes, liées aux cas d’indifférence (Y (Ai) = Y (Aj), i 6= j, voir
inst. 6), puisque chaque alternative parmi (Ai et Aj) surclasse l’autre, et n’affecte
pas le degré du désordre.
• L’objectif est modélisé par une fonction coût (inst. 9), dont le nombre de préférences
satisfaites est maximisé. Notons que |pref | désigne le nombre de préférences pref
induites par Y .
Algorithm 1: lexMaxCSP (A, Y )
Entrée: n critères ; m alternatives : {Al, ..., Am} triées suivant les outcomes ;
un vecteur d’outcomes Y
Sortie: Permutation optimale θ∗ entre les critères
1 k ← 1
2 Dθ∗i ← {1, ..., n}, i = 1, ..., n
3 Post All-different(θ∗)
4 for i← 1 to m− 1 do
5 for j ← i+ 1 to m do
6 if Y (Aj) 6= Y (Ai) then
7 Post prefk = LexLe(Ai, Aj, θ∗)
8 k ← k + 1
9 Post Maximize(∑|pref |k=1 prefk)
10 return θ∗
L’algorithme 2 est proposé comme une version itérative de la formule récursive (2.11).
Étant données deux solutions x et y, cet algorithme pose un modèle à contraintes sur une
permutation entre les critères. Cette permutation permet à la solution x d’être inférieure
à y au sens lexicographique.
Algorithm 2: LexLe(x, y, θ)
Entrée: x, y : deux vecteurs de n valeurs entières ;
θ : un vecteur de n variables de décision
Sortie: Un système de contraintes de la contrainte lexicographique x <lex y
1 lexn−1 ← (xθn−1 < yθn−1) ∨ ((xθn−1 = yθn−1) ∧ (xθn < yθn))
2 for k ← n− 2 downto 1 do
3 lexk ← (xθk < yθk) ∨ ((xθk = yθk) ∧ (lexk+1))
4 return lex1
chapitre 2, section 3.2.5).
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Modélisation de la contrainte LexLe : L’algorithme 2 est fondé sur une décomposi-
tion de la contrainte LexLe sous la forme de disjonctions et de conjonctions de contraintes
binaires xz rel yz, où x et y sont deux vecteurs d’entiers, z est une variable de déci-
sion dont le domaine est Dz = {1, ..., n} et rel ∈ {<,=} est une relation binaire. Ces




Element(z, [x1, ..., xn], t1)
Element(z, [y1, ..., yn], t2)
t1 rel t2
integer(ti) for i = 1, 2.
(4.1)
La contrainte Element(z, [x1, ..., xn], t1) est satisfaite si t1 est égale à la zième valeur du
vecteur [x1, ..., xn], i.e., t1 = xz. Cette contrainte est équivalente à la contrainte explicite :
(t1, z) ∈ {(xi, i)}i∈{1,...,n} (4.2)
Pour des raisons de facilité d’écriture, nous avons préféré préserver la notation
xz rel yz.
Par ailleurs, la contrainte LexLe est utilisée dans l’algorithme 1 sous une forme réifiée,
i.e., LexLe(x, y, θ) ⇔ b, avec b ∈ {0, 1}. Notons que la réification et la décomposition
de cette contrainte en contraintes conjonctives et disjonctives sont bien prises en charge
par la plupart des solveurs exacts actuels.
En résumé, le nombre de contraintes élémentaires du modèle PPC est en O(n×m2)
dans le pire des cas (i.e., m(m−1)/2 contraintes de préférences et 2n contraintes élémen-
taires pour chaque contrainte LexLe). Par construction, l’approche PPC calcule l’ordre
optimal entre les critères. En effet, le modèle PPC trouve la meilleure permutation des
critères pour satisfaire le maximum des m(m− 1)/2 relations de préférence possibles. De
façon similaire, le critère tau de Kendall s’intéresse aux m(m− 1)/2 relations possibles.
4.2.2. Premier modèle PLNE
Dans cette section, nous introduisons une formulation du problème d’élicitation ba-
sée sur la programmation linéaire en nombres entiers (PLNE). Notre développement du
modèle PLNE est justifié par les performances des solveurs PLNE dans le traitement des
problèmes d’optimisation combinatoire.
Notre idée consiste à linéariser notre modèle à contraintes en vue d’une résolution
avec un solveur PLNE (e.g., Cplex, SCIP, Gurobi, etc.). Afin de construire ce modèle,
nous devons en particulier linéariser les deux contraintes globales All-different et Element,
utilisées dans l’algorithme 1. Il faut noter que la linéarisation de la contrainte LexLe (voir
l’algorithme 1), s’obtient en linéarisant sa décomposition en contraintes Element.
Linéarisation de la contrainte All-different : La reformulation linéaire proposée pour
cette contrainte est illustrée dans l’algorithme 3 ; dans lequel on associe à chaque variable
de décision θi un vecteur de n variables binaires bij, j = 1, ..., n, de sorte qu’au plus une
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variable booléenne soit fixée à 1. Les contraintes dans les deux boucles (2−3) et (4−5),
permettent de s’assurer que les variables θ vont avoir des valeurs distinctes par rapport
à toutes les valeurs possibles données dans la liste (a).
Algorithm 3: allDiffMip(θ)
Entrée: b : matrice de n× n variables binaires de décision ;
a : vecteur de n entiers ;
θ : vecteur de n variables entières de décision.
Sortie: Un modèle à contraintes linéaires de All-different(θ)
1 Dθi ← {a}, i = 1, ..., n
2 for i← 1 to n do
3 Post ∑nj=1 bij = 1
4 for j ← 1 to n do
5 Post ∑ni=1 bij ≤ 1
6 for i← 1 to n do
7 Post θi =
∑n
j=1 bij · aj
8 return θ
Reformulation PLNE de la contrainte globale LexLe : La modélisation de la
contrainte LexLe est basée sur une décomposition en contraintes binaires xz rel yz.
Cependant, ces contraintes manipulent des tableaux ayant des variables de décision au
niveau des indices. Par exemple, l’algorithme 2 fait appel à des contraintes qui utilisent
les variables de décision θi, i = 1, ..., n, comme des indices pour les deux vecteurs x et y.
Ces contraintes sont de nature non-linéaire, et ne sont donc pas directement exploitables
par un solveur linéaire.
Pour cette raison, nous avons proposé une linéarisation basée sur une reformulation
compacte proposée dans [Refalo, 2000 ; Hooker, 2012]. Ainsi, considérons la contrainte
xz rel yz, où x et y sont deux alternatives telles que |x| = |y| = n ; z est une variable de
décision entière dont le domaine est Dz = {1, ..., n}, et rel est un opérateur relationnel,
i.e., rel ∈ {<,>,=, 6=,≤,≥}. Dans un premier temps, nous passons en revue la première
reformulation naïve que nous avons proposée.
Première formulation La contrainte xz rel yz est réécrite comme suit :
(xz rel yz)⇔

γi ← (x1 rel y1) ∧ (z = 1), if i = 1
γi ← γi−1 ∨ ((xi rel yi) ∧ (z = i)), for i ∈ {2, .., n}
γi ∈ {0, 1}, for i ∈ {1, .., n}
(4.3)
où les γi, i = 1, ..., n sont des variables binaires de décision. Comme nous pouvons
le constater, cette linéarisation est simple et directe. Cependant, ce type de li-
néarisation est pratiquement inefficace, car pour une seule contrainte non-linéaire,
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nous obtenons n contraintes disjonctives. Ainsi, pour deux vecteurs de taille n la
contrainte LexLe va générer n contraintes élémentaires (xzi rel yzi)i=1,...,n, et nous
obtiendrons donc en tout n× |Dz| = n2 contraintes linéaires.
En somme, le nombre de contraintes élémentaires du modèle basé sur cette refor-
mulation est en O(n2 ×m2) dans le pire des cas (i.e., m(m − 1)/2 contraintes de
préférences, et n2 contraintes pour chaque contrainte LexLe).
Deuxième formulation La deuxième linéarisation possible de la contrainte xz rel yz
s’appuie sur la décomposition en contraintes linéaires suivantes :
(xz rel yz)⇔

z = ∑ni=1 i · γi∑n
i=1 xi · γi rel
∑n
i=1 yi · γi∑n
i=1 γi = 1
γi ∈ {0, 1}, for i ∈ {1, .., n}
(4.4)
Ainsi, nous associons une variable binaire γi à chaque indice i des vecteurs x et y.
Ensuite, nous devons nous assurer qu’une seule variable γi binaire doit être fixée à
1 (d’où ∑ni=1 γi = 1). La contrainte ∑ni=1 i · γi permet de récupérer un indice i tel
que γi = 1. Cet indice est affecté à la variable de décision z tel que la contrainte
xz rel yz soit satisfaite, avec Dz = {1, ..., n}. Enfin, cette dernière contrainte (i.e.,
xz rel yz) induit la contrainte linéaire équivalente
∑n
i=1 xi · γi rel
∑n
i=1 yi · γi.
Le modèle d’élicitation PLNE (voir l’algorithme 4) est obtenu en appliquant cette
deuxième technique de linéarisation sur l’algorithme 2 de la contrainte LexLe. Cette
contrainte sera ensuite réifiée afin de construire le modèle final max-CSP.
Le nombre de contraintes élémentaires de ce modèle est de l’ordre de O(n×m2) dans
le pire des cas. Plus précisément, nous avons m(m− 1)/2 contraintes pour modéliser les
relations de préférence, et 4n−1 contraintes pour chaque contrainte LexLe linéarisé. Par
construction, cette reformulation linéaire préserve l’optimalité de la solution calculée.
4.2.3. Deuxième modèle PLNE
Notre premier modèle d’élicitation PLNE présenté dans la section précédente, est basé
essentiellement sur une reformulation directe du modèle PPC vers un modèle PLNE en
vue d’être résolu par un solveur PLNE. D’un point de vue pratique, cette reformulation
directe n’est pas nécessairement une bonne idée, car la linéarisation de la contrainte
globale Element produira des modèles linéaires volumineux, qui nuiront aux performances
du solveur PLNE. Pour plus de détails, voir les travaux de Refalo [Refalo, 2000] et Hooker
[Hooker, 2012]. Pour remédier à cet inconvénient, nous avons proposé un autre modèle
PLNE encore plus fin.
L’idée principale de cette nouvelle contribution consiste à reformuler l’opérateur
d’ordre lexicographique comme une fonction de la somme pondérée. Cependant, le choix
des poids doit se faire de telle sorte qu’aucune compensation entre les critères n’est
possible. Cette absence de compensation est une caractéristique centrale de la méthode
d’ordre lexicographique. En fait, pour que nous ayons le comportement de la méthode
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Algorithm 4: LexLe-lp(x, y, θ)
Entrée: x, y : deux vecteurs de n valeurs entières ;
θ : un vecteur de n variables de décision
Sortie: Contraintes linéaires équivalentes à la contrainte lexicographique x <lex y
1 Dγj = {0, 1}n, j = 1, ..., n
/* (xθn−1 < yθn−1)⇔ (c1 ∧ c2 ∧ c3) */
2 c1 :θn−1 =
∑n
i=1 i · γn−1i
3 c2 :∑ni=1 xi · γn−1i < ∑ni=1 yi · γn−1i
4 c3 :∑ni=1 γn−1i = 1
/* (xθn−1 = yθn−1)⇔ (c1 ∧ c3 ∧ c4) */
5 c4 :∑ni=1 xi · γn−1i = ∑ni=1 yi · γn−1i
/* (xθn < yθn)⇔ (c5 ∧ c6 ∧ c7) */
6 c5 :θn =
∑n
i=1 i · γni
7 c6 :∑ni=1 xi · γni < ∑ni=1 yi · γni
8 c7 :∑ni=1 γni = 1
9 lexn−1 ← (c1 ∧ c2 ∧ c3) ∨ ((c1 ∧ c4 ∧ c3) ∧ (c5 ∧ c6 ∧ c7))
10 for k ← n− 2 downto 1 do
/* (xθk < yθk)⇔ (c8 ∧ c9 ∧ c10) */
11 c8 :θk =
∑n
i=1 i · γki
12 c9 :∑ni=1 xi · γki < ∑ni=1 yi · γki
13 c10 :∑ni=1 γki = 1
/* (xθk = yθk)⇔ (c8 ∧ c10 ∧ c11) */
14 c11 :∑ni=1 xi · γki = ∑ni=1 yi · γki
15 lexk ← (c8 ∧ c9 ∧ c10) ∨ ((c8 ∧ c11 ∧ c10) ∧ (lexk+1))
16 return lex1
78
4.2. Elicitation des paramètres de la méthode lexicographique
lexicographique, nous avons choisi des poids assez grands pour neutraliser toute compen-
sation entre les critères. Notre modèle d’optimisation PLNE est décrit dans l’algorithme
5, où :
• ci, i = 1, ..., n (inst. 1) spécifie la valeur de chaque élément du vecteur des poids de
la méthode de la somme pondérée.
• Dθ∗i , i = 1, ..., n, (inst. 2) spécifie le domaine de la variable θ
∗
i . Chacune des variables
de décision θ∗i , i = 1, ..., n représente l’indice du iième critère dans la permutation
optimale θ∗.
• Dγij , i, j = 1, ..., n, (inst. 3) spécifie le domaine de la variable γij.
• Le domaine des variables w (poids) est défini en utilisant la boucle (4− 6).
• Les variables dans w doivent avoir des valeurs toutes différentes (inst. 7).
• Les préférences sont extraites à partir du vecteur des valeurs agrégées, et elles
sont modélisées avec les contraintes réifiées de la somme pondérée (boucle (9 −
17)). Ainsi, pour chaque relation de préférence Y (Ai) < Y (Aj) nous utilisons la
contrainte réifiée (WS(Ai) ≤ WS(Aj)− )⇔ b, où WS(Ai) = ∑nj=1wjAij, et b est
une variable de décision binaire b ∈ {0, 1}. Notons que  est une valeur strictement
positive et suffisamment petite.
• L’objectif est de modéliser avec une fonction coût (inst. 18), avec laquelle le nombre
de préférences satisfaites est maximisé.
• La permutation optimale entre les critères est ensuite récupérée à l’aide de la boucle
(19−20). En effet, à chaque itération de cette boucle, la contrainte ∑nj=1 γij ·j = θ∗i
permet de récupérer l’indice final de chaque critère dans la permutation optimale
θ∗.
• Les cas d’indifférence (Y (Ai) = Y (Aj), i 6= j) sont gérées de la même manière que
dans l’algorithme 1.
• Nous rappelons que le mot-clé Post (cf. inst. 7, 14 et 18) est utilisé pour ajouter
une nouvelle contrainte linéaire au modèle à contraintes en cours de construction.
Le nombre de contraintes élémentaires de ce nouveau modèle PLNE est en O(m2) dans
le pire des cas (i.e., m(m− 1)/2 contraintes de préférences) au lieu de O(n×m2) dans
le cas du premier modèle PLNE.
Il est à noter qu’en adoptant ce nouveau modèle basé sur la somme pondérée, deux
problèmes peuvent se manifester. En effet, nous pouvons éventuellement tomber dans
des situations où même en choisissant des coefficients suffisamment grands (e.g., wi =
10i, i = n..1), nous ne pouvons pas nous échapper du phénomène de compensation entre
les critères. De plus, le choix de coefficients ayant des valeurs très grandes peut entrainer
à son tour une instabilité numérique et donc une dégradation des performances et de la
justesse du solveur PLNE.
4.2.4. Troisième modèle PLNE
Nous avons essayé, comme indiqué dans la section précédente, d’améliorer la version
linéaire du modèle PPC proposé dans la section 4.2.1. L’amélioration que nous avons
adoptée était centrée sur une reformulation basée sur la somme pondérée. Nous rempla-
çons donc chaque contrainte LexLe par une seule contrainte de la somme pondérée, au
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Algorithm 5: mipElicit (A, Y )
Entrée: n critères ; m alternatives : {Al, ..., Am} ; un vecteur d’outcomes Y
Sortie: Permutation optimale θ∗ entre les critères
1 ci ← 10i, i ∈ {1, .., n}
2 Dθ∗ ← {1, ..., n}
3 Dγij ← {0, 1}, i, j ∈ {1, .., n}
4 for i← 1 to n do
5 Post wi =
∑n
j=1 cj · γij
6 Post ∑nj=1 γij = 1
7 Post allDiffMip(w)
8 for i← 1 to m− 1 do
9 for j ← i+ 1 to m do
10 if Y (Aj) 6= Y (Ai) then
11 Post prefk =
∑n
l=1wl · Ail ≤
∑n
l=1wl · Ajl − 
12 k ← k + 1
13 Post Maximize(∑|pref |k=1 prefk)
14 for i← 1 to n do
15 θ∗i ←
∑n
j=1 γij · j
16 return θ∗
lieu de 4n− 1 contraintes linéaires dans la décomposition du premier modèle. En consé-
quence, notre modèle PLNE est devenu plus compact en termes de nombre de variables
et des contraintes linéaires.
Au niveau de l’algorithme 5, le calcul des poids de la méthode somme pondérée ne se
fait pas de manière exacte, et nous ne pouvons donc pas assurer (dans tous les cas) le
même comportement de la méthode d’ordre lexicographique. De plus, le choix des poids
très grands peut engendrer une instabilité numérique lors de la résolution.
Nous proposons dans cette section une solution pour remédier aux problèmes de per-
formance, de la compensation entre les critères et la stabilité numérique. Dans cette
solution, nous essayons d’exprimer des conditions suffisantes sous forme de contraintes
sur les poids, garantissant la non-compensation entre les critères. De plus, ces contraintes
calculent des poids de taille minimale, et permettent donc de considérer un nombre plus
important de critères.
Nous allons ci-après introduire les contraintes qui caractérisent le comportement de la
méthode lexicographique. En clair, ces contraintes permettent d’élaborer des relations
de dominance stricte entre les critères. Elles sont données par la proposition 4.1.
Proposition 4.1. Considérons un ensemble d’alternatives A = {A1, ..., Am}, évaluées
suivant un ensemble fini composé de n critères d’indices N = {1, ..., n} où n ≥ 2 ;
Supposons que A1 = (A11, ..., A1n) <lex A2 = (A21, ..., A2n). Nous allons considérer
maintenant la fonction d’agrégation de la somme pondérée (WS), telle que WS(Ai) =
80
4.2. Elicitation des paramètres de la méthode lexicographique
∑n
j=1wjAij est la valeur agrégée de la iième alternative, suivant le vecteur de pondération
w. L’équivalence suivante
A1 <lex A2 ⇔ WS(A1) < WS(A2) (4.5)




∆maxjwj, for i = 1, ..., n− 1 (4.6)
où,
• i = min{(N↑i,j+1 − N↑i,j)}m−1j=1 , i 6= 0, désigne le plus petit écart non nul entre les
éléments du vecteur N↑i , contenant les valeurs du iième critère triées par ordre non
décroissant.
• ∆maxi désigne la plus grande valeur du iième critère.
L’idée fondamentale de la proposition 4.1 est d’associer au iième critère un coefficient
wi, dont la valeur est supérieure à la somme des variations de l’ensemble des j critères
suivants j = i + 1, ..., n, (voir la formule (4.6)), interdisant ainsi toute compensation
entre les critères. De cette manière, l’ordre lexicographique sera sûrement préservé.












n−2wn−2 > ∆maxn−1wn−1 + ∆maxnwn (4.9)
n−1wn−1 > ∆maxnwn (4.10)
Selon la méthode lexicographique, une fois que le iième critère a été optimisé, sa valeur
objectif ne peut pas être altérée lors de l’optimisation des critères d’indices j = i+ 1..n
les moins importants. Trivialement, l’équation (4.10) restreint le domaine des variables
wn−1 et wn à des valeurs qui empêchent toute compensation entre le critère n− 1 et le
critère n. En introduisant l’équation (4.9) nous contraignons les variables wn−2, wn−1 et
wn, à des valeurs interdisant toute compensation entre les critères d’indices n− 2, n− 1
et n. De cette façon, lors de l’optimisation des critères n− 1 et n, la valeur objectif du
critère n− 2 ne sera jamais altérée. L’équation (4.8) fournit plus de restrictions sur les
valeurs des poids wn−k, ..., wn, de sorte que toute amélioration du critère de rang n− k
est supérieure à la perte cumulée dans les autres critères d’indices n− k + 1, ..., n. Le
même raisonnement peut être suivi pour k = (n−1), ..., 1, où l’équation (4.7) est donnée
pour k = n− 1.
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Dans notre contexte, cependant, l’ordre entre les critères est inconnu. Par conséquent,






∆maxjwj, pour i = 1, ..., n− 1 (4.11)
où, _i ∈ {1, ..., n}, et
_
∆maxj ∈ {∆max1 , ...,∆maxn}, sont deux variables qui désignent
respectivement la déviation minimale et la valeur maximale du iième critère. Pour remé-
dier à cette situation difficile, nous décrivons dans ce qui suit, comment linéariser les
équations non-linéaires (4.11), tout en préservant le comportement non compensatoire
entre les critères.
Proposition 4.2. Soit [σ(1), ..., σ(n)] une permutation de [1, ..., n], telle que
∆maxσ(i−1) ≥ ∆maxσ(i) , i = 2, ..., n. Une reformulation linéaire des équations (4.11), qui




∆maxσ(n−j+1)wj, pour i = 1, ..., n− 1 (4.12)
où  = min({1, ..., n}).
Pour prouver la proposition 4.2, nous avons adopté une approche basée sur les in-
tervalles afin de linéariser les formules non-linéaires (4.11). Il suffit de prendre la borne
inférieure de i dans la partie gauche, et la borne supérieure ∆maxσ(n−j+1) dans la par-
tie droite pour assurer les inégalités. En effet, pour chaque équation de rang n − k, où
k ∈ {1, ..., n−1}, nous avons juste besoin de fixer une seule variable _∆maxn−k+1 à la valeur
∆maxσ(k) . Notons également que toutes les valeurs manipulées sont positives. Avec ces
deux arguments, les formules (4.12) sont vraies. La démonstration détaillée est donnée
ci-après.
Démonstration. Nous développons dans un premier temps les équations non-linéaires

























Considérons maintenant la (n− 1)ième équation (4.16). Trivialement, pour neutraliser
toute compensation entre les deux derniers critères, nous avons besoin de deux conditions
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suffisantes. A savoir, la variable _ n−1 sera fixée à la valeur minimale de la liste  (i.e.,
_
 n−1 = ) ; tandis que la variable
_
∆maxn dois être fixée à la valeur maximale de la
liste ∆max (i.e.,
_
∆maxn = ∆maxσ(1)). Pour la (n − 2)ième équation (4.15),
_
 n−2 = , et
_
∆maxn−1 = ∆maxσ(2) , dès lors que
_
∆maxn = ∆maxσ(1) . De même, pour chaque équation de
rang n−k, où k ∈ {1, ..., n− 1}, nous avons juste besoin de fixer une variable _∆maxn−k+1
à la valeur ∆maxσ(k) valeur. Par conséquent, la reformulation linéaire des équations (4.11)
correspond aux équations (4.12).
Normalisation des données Nous avons montré à travers les deux propositions 4.1
& 4.2 précédentes, qu’il est possible de reformuler la méthode lexicographique avec une
méthode de la somme pondérée modulo certaines contraintes sur les poids. Le but de
cette pratique est de concevoir un modèle PLNE efficace et performant. Cependant, dans
certains cas, ces contraintes peuvent générer des poids énormes, et ainsi conduire à une
instabilité numérique affectant la justesse des résultats du solveur PLNE.
Une autre idée améliorante réside dans la normalisation des données (en utilisant la
technique de normalisation MinMax [Al Shalabi et al., 2006]) avant de calculer le vecteur
de pondération de la méthode de la somme pondérée. Typiquement, la normalisation
MinMax (voir le chapitre 2, section 3.3.1) effectue une transformation linéaire sur les
données d’origine. Grâce à ce type de normalisation, les nouveaux poids calculés de la
méthode de la somme pondérée ont tendance à être beaucoup plus petits. Ce scénario
se produit souvent lorsque les critères les moins importants ont des valeurs très grandes
dans leurs domaines de variation (i.e., des valeurs ∆max très grandes).
Exemple 4.1. Soient deux critères d’indices 1 et 2 ayant comme domaine les intervalles
[2, 15] et [1000, 45000] respectivement. Nous avons donc 1 = 1, et ∆max2 = 45, 000.
Comme nous n’avons que deux critères, nous allons considérer la contrainte suivante de
non-compensation entre les deux critères :
1 · w1 > ∆max2 · w2
En normalisant le critère 2, nous nous retrouvons avec le nouveau domaine [1, 45].
Nous obtenons ainsi l’équation w1 > 45 ·w2 au lieu de w1 > 45, 000 ·w2. Par conséquent,
la normalisation des données permet d’éviter la génération de coefficients grands, lorsque
les domaines des valeurs de certains critères sont grands.
D’autres techniques de normalisation peuvent être envisagées, par exemple Z-score
[Jain et al., 2005]. Dans notre contexte, cependant, nous n’avons pas besoin de comparer
entre les valeurs des critères. Donc, il s’ensuit que la normalisation MinMax semble être
plus appropriée.
Notre modèle d’optimisation de PLNE est décrit dans l’algorithme 6, où :
• θ∗i , i = 1, ..., n, est l’indice du iième critère dans la permutation optimale θ∗.
• Dθ∗i , i = 1, ..., n, (inst. 1) spécifie le domaine de la variable θ
∗
i .
• Dγij , i, j = 1, ..., n, (inst. 2) spécifie le domaine de la variable γij.
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• Les alternatives d’entrée sont d’abord normalisées (inst. 3, fonction minMaxNorm) à
l’aide de la formule (3.2), pour éviter de générer de très grands coefficients (poids).
• Les coefficients de la méthode de la somme pondérée sont calculés en utilisant
la fonction computeWeights (inst. 4). Dès lors, cette fonction met en œuvre des
contraintes fournies dans les équations (4.12). Les valeurs de pondération qui en
résultent sont introduites dans le vecteur de coefficients c. Ce dernier sera ensuite
utilisé comme le domaine des variables de pondération w.
• Le domaine de chaque variable de pondération wi est défini en utilisant les
contraintes linéaires de la boucle (5− 7).
• Les variables dans w doivent avoir des valeurs toutes différentes (inst. 8).
• Les relations de préférence sont construites à partir du vecteur des outcomes. Ces
relations sont modélisées avec les contraintes réifiées de la somme pondérée (boucle
(9− 11)). Ainsi, pour chaque relation de préférence Y (Ai) < Y (Aj) nous utilisons
la contrainte réifiée (WS(Ai) ≤ WS(Aj)− )⇔ b, où WS(Ai) = ∑nj=1wjAij, et
b est une variable binaire de décision. En outre, afin de maintenir l’algorithme
simple, nous avons omis certaines instructions qui gèrent à la fois l’indifférence et
les relations de préférence redondantes. Notons que  est une valeur strictement
positive et suffisamment petite.
• Nous ajoutons dans l’instruction (inst. 12) une fonction objectif permettant de
restituer au maximum les relations de préférence sur les alternatives.
• A l’aide de la boucle (13− 14) nous récupérons les éléments de la solution (permu-
tation) optimale dans le tableau θ∗. Cette solution est retournée dans l’instruction
15.
Par ailleurs, le nombre de contraintes élémentaires générées par cet algorithme est
de l’ordre de O(m2) dans le pire des cas. (i.e., m(m − 1)/2 contraintes modélisant les
relations de préférence) contre O(n × m2) dans le premier modèle PLNE. Enfin, cet
algorithme calcule la solution optimale par construction.
4.2.5. Modèle PPC pour la recherche du sous-ensemble minimal de
critères
Jusqu’à présent, nous avons proposé des modèles d’élicitation (cf., les sous sections
4.2.1 à 4.2.4), avec lesquels nous calculons : (1) la permutation optimale entre les critères ;
et (2) le nombre de relations de préférence satisfaites. L’approche que nous proposons
dans cette section permet, en plus des deux points cités ci-dessus, d’avoir les c critères
ordonnés engendrant le même nombre de préférences satisfaites, où la valeur de c est
minimale.
Démarche
Nous expliquons brièvement notre démarche à travers la figure 4.1. Cette figure com-
porte deux phases importantes :
1. Calculer une permutation optimale : durant cette phase (première résolution)
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Algorithm 6: mipElicit(A)
Entrée: n critères ; m alternatives : {Al, ..., Am}
Sortie: Modèle PLNE de recherche de la permutation optimale (θ∗) basé sur la
somme pondérée
1 Dθ∗i ← {1, ..., n}, i = 1, ..., n
2 Dγij ← {0, 1}, i, j = 1, ..., n
3 A′ ← minMaxNorm (A)
4 c← computeWeights (A′)
5 for i← 1 to n do
6 Post wi =
∑n
j=1 cj · γij
7 Post ∑nj=1 γij = 1
8 Post allDiffMip(w)
9 for i← 1 to m− 1 do
10 for j ← i+ 1 to m do
11 Post prefij =
∑n
k=1wk · A′ik ≤
∑n
k=1wk · A′jk − 
12 Post Maximize(∑|pref |k=1 prefk)
13 for i← 1 to n do
14 θ∗i ←
∑n
j=1 γij · j
15 return θ∗
nous élicitons la permutation optimale entre les critères. Ensuite, nous récupérons
le nombre optimal de préférences satisfaites k.
2. Déterminer le nombre minimal de critères : à cette étape (deuxième résolution),
nous exploitons la sortie de la première phase pour :
• Déterminer le sous ensemble de critères qui produit k relations de préférences
satisfaites. Autrement dit, étant donnée une permutation optimale entre les
critères θ∗, nous cherchons à trouver les c premiers critères dans θ∗, qui donnent
k relations de préférence satisfaites.
• Nous exploitons la solution (permutation) trouvée dans la première phase,
pour accélérer la résolution de notre modèle basé sur la programmation par
contraintes.
L’intérêt pratique de cette approche est illustré par une étude de cas tirée d’une
application réelle (voir la section 7.3.6).
Modèle PPC Pour atteindre cet objectif, nous proposons un modèle à contraintes PPC
dans lequel nous procédons par une optimisation en deux étapes. Dans la première étape,
nous identifions la permutation optimale entre les critères, avec le nombre optimal de re-
lations de préférence satisfaites (en utilisant l’algorithme 1). Ce nombre va constituer une
borne (optimale) aidant l’algorithme à converger rapidement dans la deuxième optimi-
sation. Ensuite, cette information sera canalisée dans une seconde étape d’optimisation,
85
4. Elicitation exacte des paramètres
 
 







entre les critères 
K : Nombre optimal 
de préférences SAT  
Problème 
multicritère 
Nombre optimal de critères 




Figure 4.1.: Démarche d’identification du nombre optimal de critères respectant les k
relations de préférence.
sous forme d’une contrainte dure. La recherche du sous-ensemble minimal de critères de
décision est implémentée dans les deux algorithmes 7 et 8. L’algorithme principal 7 de
cette approche est décrit comme suit :
• θ∗i , i = 1, ..., n, est l’indice du iième critère.
• Dθ∗i , i = 1, ..., n, (inst. 1) spécifie le domaine de la variable θ
∗
i .
• La fonction lexMaxCSP (inst. 2) calcule la permutation optimale entre les critères
(θ∗) en utilisant l’algorithme 1.
• La fonction calcNbSATPref calcule le nombre maximal de relations de préférence
satisfaites, en utilisant la permutation θ∗ donnée au niveau de l’instruction 3.
• Les valeurs des variables θ∗i , i = 1, ..., n doivent être toutes différentes (inst. 4), car
toute paire de critères ne peuvent pas avoir le même indice.
• Les préférences sont extraites à partir du vecteur des outcomes, et elle sont traitées
en utilisant les contraintes réifiées (boucle 5− 7). Ainsi, pour chaque relation de
préférence Y (Ai) < Y (Aj) nous utilisons la contrainte réifiée (Ai <lex Aj)⇔ b, où
b ∈ {0, 1}.
• Toutes les relations d’indifférences et les préférences redondantes sont traitées d’une
façon très similaire à celle vue dans l’algorithme 1.
• Pour permettre au solveur PPC de se focaliser seulement sur la recherche du sous-
ensemble optimal de critères de décision, nous avons introduit la contrainte dure
(inst. 8). Cette contrainte fixe le nombre de préférences satisfaites à la valeur opti-
male obtenue dans la première phase d’optimisation.
• Pour terminer, nous posons une fonction objectif (inst. 9), minimisant le nombre
de critères de décision nécessaire pour avoir le même degré de satisfaction.
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• La dernière instruction (10) retourne la paire (sol, θ∗), où sol représente le nombre







Entrée: n critères ; m alternatives : {Al, ..., Am}
Sortie: Modèle PPC de recherche du sous-ensemble minimal de critères dans la
permutation optimale θ∗
1 Dθ∗i ← {1, ..., n}, i = 1, ..., n
2 θ∗ ← lexMaxCSP(A)
3 nbSatPref ← calcNbSATPref(θ∗)
/* calcule le nombre de préférences SAT */
4 Post All-different(θ∗)
5 for i← 1 to m− 1 do
6 for j ← i+ 1 to m do
7 Post prefk = lexLeMin(Ai, Aj, θ∗, γ)
8 Post ∑|pref |k=1 prefk = nbSatPref
9 Post sol = Minimize ∑|pref |k=1 γk
10 return (sol, θ∗)
Par ailleurs, l’algorithme 8 cherche une permutation entre les critères qui rend un
vecteur X inférieur (au sens lexicographique du terme) à un autre vecteur Y de la même
taille. Néanmoins, contrairement à l’algorithme 2, l’algorithme 8 a pour vocation de
garder la trace des contraintes élémentaires satisfaites. Cet objectif est atteint grâce à
l’utilisation des variables binaires de décision (γ) en utilisant des contraintes élémen-
taires.
Les contraintes de la forme xz rel yz, décrites dans la section 4.2.1, où x, y sont deux
vecteurs d’entiers, z une variable de décision ayant comme domaine Dz = {1, ..., n}, et
rel ∈ {<,=}, sont efficacement modélisées en utilisant la contrainte globale Element.
Algorithm 8: lexLeMin (x, y, θ, γ)
Entrée: x, y : deux vecteurs de n valeurs entières ;
θ, γ : deux vecteurs de n variables de décision
Sortie: Un système de contraintes de la contrainte lexicographique x <lex y
1 lexn−1 ← ((xθn−1 < yθn−1) ∧ γn−1) ∨ (((xθn−1 = yθn−1) ∧ γn−1) ∧ ((xθn < yθn) ∧ γn))
2 for k ← n− 2 downto 1 do
3 lexk ← ((xθk < yθk) ∧ γk) ∨ (((xθk = yθk) ∧ γk) ∧ (lexk+1))
4 return lex1
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4.3. Elicitation des fonctions d’utilité pour la méthode
Leximin
Dans cette section nous présentons un modèle PPC pour l’élicitation des paramètres de
la méthode Leximin. Cette méthode fait partie des méthodes multicritères égalitaristes.
Elle a l’avantage de réunir deux propriétés importantes :
1. L’efficacité de la solution calculée. En effet, les solutions calculées avec la méthode
Leximin sont nécessairement Pareto-optimales [Moulin, 1988].
2. L’équilibre entre les différents critères. Ce critère d’équilibre est connu sous le nom
de bien-être social (en anglais, welfare [Moulin, 2004]). Il faut noter que la méthode
Leximin trouve la solution la plus équilibrée, en améliorant progressivement les
utilités individuelles dans les pires des cas. Par exemple, dans un contexte multi-
agents, Leximin cherche à satisfaire l’agent le moins heureux. Ainsi, la solution
calculée est celle qui, pour chaque critère, sélectionne la meilleure valeur parmi
toutes les mauvaises valeurs possibles.
Ces deux propriétés caractérisant la méthode Leximin, la rendent appropriée pour ré-
soudre les problèmes de partage et d’allocation équitable d’un ensemble de ressources
communes entre plusieurs agents (e.g., partage de ressources satellitaires [Bouveret et
Lemaître, 2007], élaboration des emplois du temps, gestion des mises à jour des paque-
tages logiciels [Mancinelli et al., 2006 ; Trezentos et al., 2010 ; Michel et Rueher, 2010 ;
Aribi et Lebbah, 2011], etc.).
D’un point de vue technique, cette méthode multicritère procède par un ordre lexico-
graphique sur les vecteurs triés des alternatives. Le sens du tri dépend bien évidement
du sens de l’optimisation. Dans le cas d’un problème de maximisation (Leximin), nous
trions chaque alternative par ordre non-décroissant.
Toutefois, l’exigence d’équité entre les différents critères a certaines retombées. La
première conséquence, est qu’elle implique que tous les critères sont commensurables.
Une autre conséquence notable, est que les critères doivent être traités de façon égale
et symétrique, et par conséquent les éléments d’une alternative peuvent être commutées
(principe de symétrie [Michel, 2007]).
Par ailleurs, cette méthode nécessite des paramètres qui sont, en général, difficiles à
fixer. Ces paramètres sont définis sous forme de fonctions appelées fonctions d’utilité
individuelle, où chaque fonction d’utilité est associée à un critère. Plus précisément, une
fonction d’utilité est conçue comme un moyen pour décrire numériquement les préfé-
rences du décideur sur les alternatives (voir la sous-section 2.1.1). Nous proposons dans
la suite de cette section un modèle PPC d’élicitation permettant, à partir d’un ensemble
de relations de préférence (totalement ou partiellement ordonnées), d’obtenir chaque
fonction d’utilité sous une forme discrète.
Le modèle PPC que nous proposons adopte les mêmes objectifs que les techniques
proposées dans l’ordre lexicographique : calculer des utilités qui permettront de respecter
au mieux l’ordre Leximin.
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Hypothèses
Nous supposons que nous avons en entrée les données suivantes :
• L’ensemble des indices des attributs (et utilités) N = {1, ..., n} où n ≥ 2 ;
• Un ensemble fini d’alternativesA = {A1, ..., Am}, où l’élément Ai,j désigne la valeur
du jème attribut dans la ième alternative.
• Nous supposons que les utilités sont maximisés.
• Un ensemble d’informations préférentielles sur ces alternatives (noté P), exprimées
avec une relation partielle de préférence. Par exemple, (A1  A2) ∈ P signifie que
le décideur préfère l’alternative A1 sur l’alternative A2.
• Deux alternatives ayant la même valeur sur un même attribut auront la même
valeur d’utilité.
Notre objectif consiste à déterminer, au niveau de chaque attribut i, la fonction d’uti-
lité individuelle ui exprimée en extension, i.e., ui(A1), ..., ui(Aj), ..., ui(Am), suivant le
préordre Leximin. Nous cherchons donc les valeurs d’utilités permettant à la méthode
Leximin de respecter au mieux les préférences partielles du décideur.
Modèle d’élicitation PPC
Nous présentons dans cette section un premier modèle d’élicitation basé sur la pro-
grammation par contraintes. Le modèle proposé est décrit comme suit :
Variables : Les variables du modèle sont représentées par une matrice 〈λi1, ..., λim〉, i =
1..n, où λij est une variable de décision modélisant l’utilité de l’attribut i sur une
alternative Aj.
Domaines : Toutes les fonctions d’utilité sont exprimées selon une échelle commune,
communément fixée à [0, 1], i.e., Dλij = [0, 1], i = 1..n, j = 1..m.
Contraintes : Les contraintes du modèle PPC sont données comme suit :
• Trier le vecteur des utilités 2, associé à chaque alternative, par ordre non-
décroissant (problème de maximisation). Nous modélisons cette contrainte à
l’aide de la contrainte globale Sort [Beldiceanu et al., 2007] :
Sort(〈λ1j , ..., λnj 〉, 〈λσ1j , ..., λσnj 〉↑), j = 1, ...,m
où (σ1, ..., σn) est une permutation 3 de (1, ..., n) telle que λσ1j ≤ ... ≤ λσnj .
• Poser une contrainte (dure) d’ordre lexicographique pour chaque relation de
préférence Ai  Aj ∈ P , Ai, Aj ∈ A :
〈λσ1i , ..., λσni 〉↑ >lex 〈λσ1j , ..., λσnj 〉↑
• Si le réseau de contraintes est inconsistant, nous réifions les contraintes d’ordre
lexicographique en introduisant : (1) de nouvelles variables binaires de décision
bi,
2. Le tri constitue la première étape de la méthode Leximin.
3. Le symbole 〈...〉↑ stiple un vecteur trié par ordre non-décroissant.
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〈λσ1i , ..., λσni 〉↑ >lex 〈λσ1j , ..., λσnj 〉↑ ⇔ bi





Nous remarquons à travers les contraintes de tri, et les contraintes d’ordre lexi-
cographique ci-dessus, que les composantes des vecteurs d’utilités ne sont pas
dépendantes des valeurs des attributs. Ceci vient du fait que le modèle comporte
autant de variables que de valeurs d’attributs. En revanche, cette formulation
a un avantage, est qu’elle permet de traiter des préférences symboliques quel-
conques.
• Pour tout attribut k, toutes les composantes égales sur les différentes alterna-
tives auront la même valeur d’utilité. Si les trois alternatives Ai, Aj et Al ont la
même valeur pour l’attribut k (i.e., Aik = Aj,k = Al,k), nous posons la contrainte
suivante :
λki = λkj = λkl
Ce qui revient à utiliser une seule variable d’utilité au lieu de trois.
4.4. Elicitation des poids de la méthode de la moyenne
pondérée (ordonnée)
Nous avons présenté dans le chapitre introductif la difficulté du paramétrage des mé-
thodes multicritères, et en particulier la méthode qui repose sur la moyenne pondérée.
En effet, d’une part, il n’y a pas de correspondance intuitive entre les préférences du
décideur et les poids de cette méthode. D’autre part, le choix de ces poids doit être
fait avec prudence, car une légère perturbation du vecteur des poids peut entrainer des
solutions très différentes.
La problématique d’élicitation dans le modèle d’utilité additive a été abordée avec
plusieurs approches. La méthode UTA (UTilité Additive) de Jacquet-Lagrèze et Siskos
[Jacquet-Lagreze et Siskos, 1982] a été proposée pour construire les fonctions d’utilité
additive de la forme U(a) = ∑i=1..n ui(ai), où ui est continue, non-décroissante et af-
fine par morceaux dans l’intervalle [ti, Ti] de variation de l’attribut ai : ∀i ∈ 1..n, a ∈
A, ti ≤ ai ≤ Ti. UTAGMS [Greco et al., 2003 ; Figueira et al., 2009] est une extension de
UTA, qui considère notamment plusieurs types de fonctions additives, et les fonctions
d’utilité des critères sont considérées monotones non-décroissantes (alors que UTA les
suppose linéaires par morceaux). La méthode GRIP [Figueira et al., 2009] étend UTAGMS
en prenant en compte des informations préférentielles additionnelles sur l’intensité des
préférences entre des paires d’alternatives. Notons aussi les travaux de Boutillier et al.
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[Wang et Boutilier, 2003] pour construire les fonctions d’utilité dans un modèle probabi-
liste. Les systèmes ARIADNE [Sage et White, 1984] et AHP [Saaty, 1980] ont donné lieu
à plusieurs travaux sur la pondération des critères.
Les modèles que nous proposons dans cette section viennent en complémentarité par
rapport à la littérature courante d’élicitation dans les modèles d’utilité additive. En
effet, contrairement aux modèles courants qui considèrent les contraintes de satisfaction
des préférences comme étant des contraintes dures 4, nos modèles les considèrent comme
des contraintes souples qu’on voudrait satisfaire au maximum. Nous cherchons donc le
vecteur de poids qui pourrait satisfaire au mieux les contraintes souples associées aux
préférences. Intuitivement, nos modèles d’élicitation des poids pourraient être exploités
pour inférer les poids ; par la suite, nous pouvons faire appel aux techniques d’élicitation
des utilités en considérant les poids proposés par nos approches. Bien évidemment, cette
proposition intuitive de complémentarité doit être étudiée sur le plan conceptuel, afin
de voir dans quelle mesure les poids que nous proposons pourraient contribuer dans
l’amélioration des techniques qui élicitent les utilités.
4.4.1. Formulation du problème
Le problème d’élicitation des paramètres de la méthode de la moyenne pondérée (or-
donnée) est décrit comme suit :
• Soit N = {1, ..., n} l’ensemble des indices des critères.
• Un ensemble fini de m alternatives A = {A1, ..., Am}, où Ai,j désigne la valeur du
jème critère, au niveau de la ième alternative.
• Une relation binaire de préférence % définie sur A.
Il s’agit de représenter numériquement les préférences d’un décideur par une moyenne
pondérée (ordonnée), représentant la relation de préférence globale. Nous cherchons donc
les coefficients des poids w = 〈w1, . . . , wn〉 (inconnues) qui représentent l’information
caractérisant les préférences du décideur.
Hypothèses de travail Nous abordons ce problème d’élicitation avec les hypothèses
suivantes :
1. Les critères sont commensurables (échelle commune) ;
2. Les critères sont séparables. Cette propriété est importante car elle est étroitement
liée à l’existence d’une fonction d’agrégation additive représentant la relation de
préférence globale (cf. [Moulin, 1989, p. 44] [Vincke, 1992]).
3. Les critères n’interagissent pas entre eux (cf. [Grabisch et al., 1997]). Cela voudrait
dire que les critères sont supposés être :
• non substituables 5 (ou redondants) ;
4. Les erreurs d’approximation dans UTA (voir la section 2.4) sont associées aux alternatives et non
au contraintes.
5. Par exemple, le décideur n’est pas plus satisfait par une alternative bonne sur deux critères, que
par une alternative bonne sur uniquement l’un des deux critères.
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• et qu’il n’y a pas de phénomène de complémentarité 6 (synergie) entre les cri-
tères.
4.4.2. Heuristiques de réification des contraintes modélisant les
préférences
Vue la nature des préférences parfois contradictoires, et les restrictions liées à la nature
du problème (e.g., non-convexité de la frontière de Pareto, l’uniformité de la répartition
des solutions supportées [Dhaenens, 2005], etc), il n’est pas toujours possible de trouver
un jeu de poids, pour lequel l’ordre induit sur l’ensemble des alternatives satisfait toutes
les contraintes modélisant les préférences du décideur. Pour toutes ces raisons, nous
avons pensé à proposer un modèle d’élicitation s’appuyant sur une résolution max-CSP.
Ce modèle permet au décideur de révéler de manière automatique les composantes du
vecteur des poids, pour lesquelles l’ordre induit sur l’ensemble des alternatives respecte
le maximum de préférences.
Au lieu du simple critère qui consiste à maximiser le nombre de contraintes de pré-
férences satisfaites. Nous relâchons ces contraintes en adoptant un critère plus fin. Ce
nouveau critère consiste à associer un coût de violation à chaque relation de préférence.
Nous voulons bien évidement que la somme des coûts de violation soit minimisée. Avant
de présenter nos modèles d’élicitation, nous introduisons ci-dessous deux heuristiques
permettant de relâcher les relations de préférence, en leur associant un coût de viola-
tion.
Première heuristique
L’idée que nous proposons pour relâcher les relations de préférence, consiste à définir
une mesure de violation en se basant sur une norme p. Étant données deux alternatives a
et b, et une relation de préférence a  b, la mesure de violation peut être définie comme
la norme pip du vecteur 〈a− b〉. Ainsi, la norme pip(a, b) est définie comme :






avec p ≥ 0. Nous définissons une violation d’une relation de préférence a  b, comme
une variable de coût pip(a, b) dans la fonction objectif. Une interprétation de la mesure
de violation pour certaines normes spécifiques est donnée comme suit :
• pi0(a, b) = |{ui(a) 6= ui(b)}ni=1| : est le nombre d’éléments différents.
• pi1(a, b) = ∑ni=1 |ui(a)− ui(b)| est la somme des écarts.
• pi2(a, b) = ∑ni=1(ui(a)− ui(b))2 est la somme des écarts quadratiques.
• pi∞(a, b) = max{|ui(a)− ui(b)|}ni=1 est l’écart maximal.
6. La complémentarité entre deux critères, par exemple, signifie que pour qu’une alternative soit
satisfaisante, il faut qu’elle soit satisfaisante sur les deux critères à la fois.
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Il faut noter qu’aucune norme n’est plus générale qu’une autre. Par exemple, minimiser
la norme pi1 n’implique pas nécessairement une minimisation de la norme pi2 (voir un
exemple dans [Schaus et al., 2007]).
Deuxième heuristique
Dans cette section, nous adoptons une autre heuristique pour relacher les contraintes
de préférences. Cette heuristique est basée sur la profondeur de la transitivité de ces
préférences afin de déterminer les coûts de violation. Nous faisons l’hypothèse que le
graphe de préférences 7 ne comporte aucun circuit. L’algorithme 9 implémente cette
heuristique. Il est décrit comme suit :
1. La première instruction initialise une liste L à vide. Cette liste est utilisée pour
stocker les coûts de violation des relations de préférence.
2. L’instruction 2 calcule une numérotation topologique du digraphe 8 de préférences
GAP〈A, P〉. Les sommets de ce graphe représentent les alternatives, et les arcs
représentent les relations de préférence.
3. Après, l’algorithme boucle sur tous les sommets A du graphe GAP〈A, P〉 (boucle
3− 8). Au niveau de chaque sommet v ∈ A, il calcule :
• L’ensemble des successeurs de v, i.e., Γ+v (instruction 4).
• L’ensemble des prédécesseurs de v, i.e., Γ−v (instruction 5) ;
• Le nombre de successeurs d+v (instruction 6), et le nombre de prédécesseurs d−v
(instruction 7).
• La différence Dv entre le nombre de successeurs d+v , et le nombre de prédéces-
seurs d−v (instruction 8).
4. Ensuite, l’algorithme boucle sur toutes les relations de préférence (boucle 9− 11).
Pour chaque relation de préférence a  b ∈ P , il calcule un coût de violation avec
l’instruction 10. Ce coût est ensuite ajouté à la liste L (instruction 11).
5. Enfin, l’algorithme retourne la liste des coûts L.
Exemple illustratif
Nous décrivons les étapes de l’algorithme 9 à travers l’exemple 4.2 présenté ci-dessous.
Exemple 4.2. Étant donné un problème multicritère ayant 6 alternatives A =
{a, b, c, d, e, f} évaluées sur n critères {u1, ..., un}. Nous supposons que le décideur a
exprimé toutes ses préférences. Nous représentons ces préférences à l’aide du graphe
orienté acyclique de la figure 4.2.
7. Un graphe de préférences est un graphe orienté, où les sommets représentent les alternatives, et
les arcs représentent les relations de préférence entre ces alternatives.
8. Un digraphe est un graphe dans lequel les arêtes sont orientées et appelées arcs.
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Algorithm 9: weightingHeuristique (A, P)
Entrée: Un ensemble d’alternatives A ; un ensemble de préférences
P = {a, b ∈ A | a  b} ; un digraphe acyclique de préférences GAP〈A, P〉
Sortie: Le coût de violation de chaque relation de préférence dans P
1 L← {}
2 N ← numérotationTopologique(GAP〈A, P〉)
3 for each v ∈ A do
4 Γ+v ← calcSuccesseurs(v)
5 Γ−v ← calcPrédécesseurs(v)
6 d+v ← |Γ+v |
7 d−v ← |Γ−v |
8 Dv ← d+v − d−v
9 for each a  b ∈ P do
10 pi(a, b)← max(|Da −Db|, 1)












Figure 4.2.: Graphe orienté acyclique de préférences GAP〈A, P〉.
1. Initialement, l’algorithme procède avec une numérotation topologie du digraphe 9
des préférences GAP〈A, P〉 de la figure 4.2. La valeur Ni correspond à une transiti-
vité de profondeur (niveau) i. Un arc continu représente une relation de préférence
exprimée par le décideur. Alors qu’un arc discontinu désigne une relation de pré-
férence déduite par transitivité. Ces arcs constituent la fermeture transitive des
relations de préférence du décideur.
9. Un digraphe est un graphe dans lequel les arêtes sont orientées et appelées arcs.
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2. Après, l’algorithme boucle sur tous les sommets A du graphe. Pour chaque sommet
v ∈ A, l’algorithme calcule :
• L’ensemble des successeurs de x, i.e., Γ+x . Cette valeur désigne le nombre d’al-
ternatives par rapport auxquelles x est préférée.
• L’ensemble des prédécesseurs de x, i.e., Γ−x ; Cette quantité désigne le nombre
d’alternatives qui sont préférées par rapport à x.
• La différence Dx entre le nombre de successeurs d+x , et le nombre de prédéces-
seurs d−x .
Pour l’exemple 4.2 nous obtenons les valeurs suivantes :
a :

Γ+a = {c, d, b, e, f},Γ−a = ∅,
d+a = |Γ+a | = 5,
d−a = |Γ−A1| = 0,




b = ∅,Γ−b = {c, a},






c = {b, e, f},Γ−c = {a},





d = ∅,Γ−d = {a},






e = {f},Γ−e = {a, c},





f = ∅,Γ−f = {e, c, a},
d+f = 0, d−f = 3,
Df = −3

3. Enfin, l’algorithme associe un poids à chaque contrainte de préférence a  b ∈ A
avec la formule pi(a, b) = max(|Da −Db|, 1).
4.4.3. Modèle PLNE d’élicitation
Dans cette section, nous proposons un modèle d’élicitation basés sur la programmation
linéaire en nombres entiers (PLNE). Dans celui-ci, nous modélisons les préférences du
décideur à l’aide d’une fonction d’agrégation fondée sur la moyenne pondérée, ou la
moyenne pondérée ordonnée 10. La résolution de ces modèles permet d’éliciter un jeu de
poids pour la méthode choisie. Sur la base de ces poids, la fonction d’agrégation sera
capable de respecter le maximum de relations de préférence.
Notre modèle d’élicitation est construit avec l’algorithme 10, en se basant sur la pre-
mière heuristique de réification (voir la section 4.4.2). Néanmoins, ce modèle reste indé-
pendant du choix de l’heuristique. En effet, pour appliquer la deuxième heuristique, il
suffit juste de remplacer pip(a, b) par pi(a, b). La description de l’algorithme 10 est donnée
comme suit :
• La première instruction permet d’initialiser une variable compteur k à 1. Ce comp-
teur comptabilise le nombre de relations de préférence.
• La variable n reçoit le nombre de critères.
10. Nous rappelons que dans le cadre de cette méthode, les poids sont associés à des alternatives
ayant des éléments ordonnés (i.e., à la valeur la plus mauvaise, à la deuxième valeur mauvaise, et ainsi
de suite), plutôt qu’à des critères spécifiques.
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• L’instruction 3 définit le domaine des n variables de pondération wi, i = 1..n.
• L’instruction 4 définit n variables binaires de décision.
• L’instruction 5 pose une contrainte sur la somme des valeurs des variables du vec-
teur de poids w. Cette somme doit être égale à 1, ce qui justifie le terme “moyenne
pondérée”.
• Les relations de préférence sont traitées dans le corps de la boucle 6 − 8. Ainsi,
pour chaque relation de préférence a  b ∈ P , nous posons une contrainte réifiée
(instruction 7). Ce type de contraintes peut être formulé en utilisant la constante
M (bigM), i.e., Ow(a) ≤ Ow(b)−+M ·prefk, ou à l’aide des indicateurs 11. Notons
que  est une valeur strictement positive et suffisamment petite.
Par ailleurs, nous supposons que le décideur a préalablement choisi la fonction
d’agrégation Ow qu’il veut paramétrer 12. Il est à noter aussi que dans le cas de la
méthode de la moyenne pondérée ordonnée, nous supposons que les composantes
de chaque alternative sont déjà triées (par ordre non-décroissant, voir la section
2.3.5).
• L’instruction 9 offre la possibilité d’étendre le modèle d’élicitation avec des
contraintes spécifiques au problème traité (e.g., w1 ≥ 0.5, w2 < w3, etc), ou bien
à la méthode choisie (e.g., les contraintes Orness et Entropie dans le cas de la mé-
thode OWA). Par exemple, suivant la méthode OWA, le décideur pourra poser la
contrainte Orness (voir la formule (2.18)) afin de contrôler le taux de compensation
entre les critères, ou même choisir le type de l’opérateur d’agrégation : min, max,
raffinements, compromis entre le min et le max.
• L’instruction 10 pose une fonction objectif minimisant la somme des coûts des
violations des contraintes de préférence. Cette fonction associe un coût de viola-
tion à chaque variable de réification prefk, en utilisant la formule (4.17). Il faut
mentionner que la norme p doit être à priori spécifiée.
• Après la résolution du modèle d’élicitation, la dernière instruction retourne l’ins-
tanciation optimale vˆ(w) du vecteur de pondération w.
Exemple illustratif
Nous décrivons notre démarche de construction d’un modèle linéaire d’élicitation à
travers l’exemple classique suivant :
Exemple 4.3. Étant donné un problème multicritère ayant 4 critères {u1, ..., u4}, que
nous voulons aborder avec la méthode multicritère de la somme pondérée. Nous déve-
loppons ici le cas où ces critères sont à minimiser. Les données de ce problème sont
représentées dans la table (4.1). Par souci de simplicité, nous nous limitons à un échan-
tillon de 4 alternatives A = {a, b, c, d}.
Sur la base de l’exemple ci-dessus, le décideur exprime ses préférences en remplissant
11. En PLNE, un indicateur est une variable logique associée à la valeur de véracité, 0 ou 1, d’une
contrainte. Elle est l’équivalent des variables réifiées en programmation par contraintes.
12. La méthode de la moyenne pondérée, et la méthode la moyenne pondérée ordonnée sont détaillées
respectivement dans les sections 2.3.1 et 2.3.5.
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Algorithm 10: weightsElicit (A, P , p)
Entrée: Un ensemble d’alternatives A ; un ensemble de préférences
P = {a, b ∈ A | a  b} ; une norme p ; une relation de préférence globale
fondée sur la moyenne pondérée ordinaire (ou ordonnée) Ow
Sortie: Vecteur de pondération w pour la méthode Ow
1 k ← 1
2 n← |w|
3 w ∈ [0, 1]n
4 pref ∈ {0, 1}n
5 Post ∑ni=1wi = 1
6 for each a  b ∈ P do
7 Post Ow(a) ≤ Ow(b)− ⇔ prefk
8 k ← k + 1
9 Post · · · /* poser des contraintes inhérentes au problème */




pip(a, b) · prefk)
11 return w
Table 4.1.: Jeu de données pour la méthode de la somme pondérée.
u1 u2 u3 u4
a 0.7 0.8 0.6 0.4
b 0.6 0.5 0.9 0.3
c 0.8 0.6 0.5 0.5
d 0.4 0.9 0.6 0.7
une matrice prévue à cet effet (voir la table 4.2). Il s’agit d’une matrice triangulaire
supérieure de taille (m − 1) × (m − 1) avec m = 4 où m = |A|. Les éléments de cette
matrice correspondent aux préférences du décideur. Nous avons donc les quatre cas
suivants :
•  : le décideur préfère l’alternative a sur b (i.e., a  b) ;
• ≺ : le décideur préfère l’alternative b sur a (i.e., a ≺ b) ;
• ∼ : le décideur trouve que les deux alternatives a et b sont indifférentes (i.e., a ∼ b) ;
• ? : le décideur n’arrive pas à comparer entre les deux alternatives a et b (i.e.,
non (a  b) et non (b  a)).
A partir de la matrice des préférences illustrée sur le tableau 4.2, nous pouvons faire
ressortir l’ensemble des relations de préférence : P = {(a  b), (c  a), (a  d), (c  d)}.
Nous poursuivons ensuite notre démarche de construction du modèle PLNE d’élicita-
tion. Dans ce but, nous exploitons la formule (4.17) pour mesurer le coût de violation de
chaque relation de préférence dans P . Par exemple, la relation de préférence a  b ∈ P
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Table 4.2.: Matrice des préférences associée au jeu de données de l’exemple 4.3.
b c d
a  ≺ 
b ? ≺
c 






wkuk(b)− +M · p (4.18)
où p ∈ {0, 1} est une variable binaire de décision, et M (bigM) représente une
constante très grande. Ces deux ingrédients (p et M) sont utilisés conjointement afin de
réifier les contraintes sur les préférences.
En somme, les relations de préférence dans P vont être utilisées pour construire le
système de contraintes linéaires (4.19). La fonction objectif associée à ce système est
exprimée en utilisant des variables binaires de décision pi, i = 1..|P|. Le vecteur des
coefficients de cette fonction est obtenu en calculant la norme 1 (pi1) de chaque relation
de préférence. Le modèle d’optimisation qui en résulte est donné comme suit :





k=1wkuk(b)− +M · p1∑4
k=1wkuk(c) ≤
∑4
k=1wkuk(a)− +M · p2∑4
k=1wkuk(a) ≤
∑4
k=1wkuk(d)− +M · p3∑4
k=1wkuk(c) ≤
∑4
k=1wkuk(d)− +M · p4∑4
k=1wk = 1
w ∈ [0, 1]4, p ∈ {0, 1}|P|
(4.19)
Enfin, pour résoudre ce modèle d’optimisation, nous pouvons utiliser n’importe quel
solveur PLNE de l’état de l’art (e.g., Soplex, Cplex, Gurobi, etc).
4.5. Conclusion
L’élicitation du paramètre de la méthode d’ordre lexicographique a été abordée avec
un ensemble de modèles PPC et PLNE. Notre modèle d’élicitation PPC exploite efficace-
ment l’expressivité et la puissance des contraintes globales, et tout particulièrement les
concepts de réification et de max-CSP, qui sont disponibles dans la plupart des solveurs
actuels. Par contre, une linéarisation directe de ce modèle à contraintes en vue d’être ré-
solu par un solveur PLNE, a donné un modèle naïf et pratiquement couteux. Nous avons
proposé un autre modèle améliorant le premier. L’idée consiste à reformuler la méthode
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lexicographique à l’aide de la méthode de la somme pondérée. Les faiblesses de ce der-
nier modèle en termes de stabilité numérique ont été étudiées. Cette étude nous a mené
vers un troisième modèle PLNE calculant soigneusement les coefficients nécessaires pour
avoir le même comportement de la méthode lexicographique. Une autre contribution
sur l’élicitation pour l’ordre lexicographique consiste à déterminer l’ensemble minimal
de critères de décision qui permet d’une part de respecter au mieux les préférences du
décideur, et d’une autre part de restreindre le nombre de critères de décision.
Pour élargir notre spectre d’élicitation des paramètres, nous avons abordé d’autres
méthodes multicritères : une proposition d’un modèle PPC d’élicitation des fonctions
d’utilité pour la méthode Leximin ; une deuxième proposition d’un modèle PLNE de
l’élicitation des poids pour la somme pondérée et la méthode OWA.
En raison du fait que les approches exactes sont parfois couteuses, nous proposons
dans le chapitre suivant une approche gloutonne pour l’élicitation de la méthode Lexico-
graphque, avec un bon compromis entre la qualité de la solution et le temps d’exécution.
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Ce chapitre est consacré à une approche glou-tonne d’élicitation du paramètre de la mé-thode multicritère d’ordre lexicographique
(LO). Cette approche est basée sur des techniques
issues des statistiques descriptives. Nous étudions
l’exploitation du coefficient de corrélation rho de
Spearman pour résoudre le problème d’élicitation
des paramètres de la méthode LO. Une première
exploitation du coefficient statistique rho de Spear-
man consiste à l’utiliser comme une heuristique
gloutonne. Une deuxième exploitation propose l’in-
tégration de ce coefficient statistique dans deux mé-
thodes exactes basées respectivement sur la pro-
grammation par contraintes et sur la programma-
tion linéaire en nombres entiers. Nous proposons
deux critères d’optimalité servant à mesurer la qua-
lité des solutions retournées.
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5.1. Introduction
La méthode d’ordre lexicographique (LO) [Marler et Arora, 2004] est une méthode
multicritère utilisée pour établir une relation stricte de dominance entre les critères.
Comme toutes les méthodes d’optimisation multicritère, la méthode d’ordre lexicogra-
phique a un paramètre qui doit être fixé avec soin, soit pour déterminer la solution
optimale (meilleur compromis) ou pour classer l’ensemble des solutions faisables (alter-
natives). Le paramètre de cette méthode est un ordre total sur les critères. C’est pourquoi
nous proposons des méthodes d’élicitation afin d’assister le décideur (DM) à fixer ces
paramètres. Dans cette optique, nous supposons que nous disposons d’un sous-ensemble
fini d’alternatives, et nous faisons l’hypothèse de la disponibilité des informations préa-
lables sur les préférences du décideur, à savoir un vecteur de valeurs agrégées (outcomes)
(cf. [Beliakov, 2003]). Ainsi, chaque solution est affectée d’une valeur quantifiant la pré-
férence du décideur. Nous notons aussi que nous nous concentrons essentiellement sur la
façon d’utiliser ces préférences, plutôt que sur la façon de les obtenir.
Les approches exactes proposées dans le chapitre précédent sont parfois couteuses et
incapables de capturer la solution globale. Par contre, une méthode gloutonne 1 a pour
but de trouver une solution avec un bon compromis entre la qualité de la solution et le
temps d’exécution. Ceci nous a motivé à développer deux approches gloutonnes basées
sur les statistiques afin de résoudre le problème d’élicitation posé. Au niveau de l’état de
l’art sur l’élicitation de l’opérateur lexicographique, nous renvoyons le lecteur au début
de la section 4.2.
Enfin, nous proposons une approche qui consiste à injecter la solution gloutonne cal-
culée avec l’algorithme détaillé dans ce chapitre, dans les deux approches exactes (voir
le chapitre 4) pour améliorer leurs performances.
5.2. Critères d’optimalité
Nous avons proposé deux critères d’optimalité pour les raisons suivantes :
• D’une part, dans le contexte de la problématique d’élicitation des préférences, ces
critères nous permettent de mesurer la qualité du paramètre élicité. Cette infor-
mation est importante pour le décideur afin de savoir à quel point la méthode
multicritère est en accord avec ses préférences.
• D’autre part, ces critères permettent de se positionner par rapport aux résultats
des approches exactes (PPC et PLNE), en mesurant le degré de similarité entre les
solutions apportées par les approches gloutonnes, et les solutions données par les
approches exactes. Enfin, cette mesure de similarité va nous permettre de quantifier
la robustesse des solutions approchées.
Voici les critères que nous allons examiner lors de la description des approches propo-
sées.
1. Le principe d’une méthode gloutonne consiste à construire une solution incrémentalement en
rajoutant à chaque étape un élément selon un critère glouton, i.e., celui qui nous paraît “localement” le
meilleur. On fait donc des choix à “court terme” sans jamais les remettre en cause.
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Premier critère : Le premier critère d’optimalité que nous avons adopté est fondé sur
la mesure de désordre donnée à travers la définition suivante [Aribi et Lebbah,
2013d] :
Définition 5.1 (Mesure de désordre). Soit A∗ = (A1, ..., Am) un ordre optimal
entre les m alternatives. Cet ordre est obtenu suivant les valeurs des outcomes
(i.e., les valeurs agrégées des alternatives) Y . Plus précisément, rank(Ai, Y ↑) <
rank(Ai+1, Y ↑), i = 1, ...,m − 1, où rank(Ai, Y ↑), désigne le rang de la valeur
de l’outcome de l’alternative Ai dans le vecteur des outcomes trié, noté Y ↑. Soit
maintenant Aθ = (Aσ(1), ..., Aσ(m)) un ordre lexicographique entre les alternatives,
obtenu suivant une permutation entre les critères θ. Ainsi, la mesure de désordre





vi, where vi =
{
1 si σ(i) > σ(i+ 1), % cas de violation
0 sinon % absence de violation (5.1)
Quand les deux ordres sont identiques, alors D(Aθ, A∗) = 0. Si A∗ est strictement
croissante, et Aθ contient les éléments de A∗ dans l’ordre inverse, alors D(Aθ, A∗) =
m − 1, où m = |A∗|. La complexité en temps de cette mesure de désordre est en
O(m).
Exemple 5.1. Étant donné un ensemble comprenant 7 alternatives ordonnées
suivant les valeurs des outcomes, i.e., A∗ = (A1, A2, ..., A7). Soit un deuxième
ordre Aθ = (Aσ(1), ..., Aσ(7)) = (A1, A4, A2, A7, A3, A6, A5). Cet ordre est donné
par la méthode d’ordre lexicographique, et suivant une permutation choisie entre
les critères θ. En appliquant le critère du désordre donné par la formule (5.1) ci-
dessus, nous obtenons : D(Aθ, A∗) = |{(i, i + 1), i ∈ {1, ..., 6}, σ(i) > σ(i + 1)}| =
|{(2, 3), (4, 5), (6, 7)}| = 3, i.e., la somme des paires (i, i + 1) qui sont à l’origine
des violations entre les deux ordres est égale à 3.
Pour donner une idée assez précise sur le degré du désordre, il convient de norma-
liser la valeur de D(Aθ, A∗). Il s’agit de diviser le résultat par le nombre de paires
total m− 1 (i.e., sur 6 dans cet exemple).
Bien que cette mesure a une complexité de calcul linéaire O(m), le point faible de
ce critère, est que nous pouvons trouver deux ordres différents Aθ′ et Aθ′′ , ayant le
même degré de désordre, mais dont le premier est meilleur par rapport à l’autre.
Exemple 5.2. Soit A∗ = (A1, ..., A9) l’ordre idéal entre 9 alternatives, et soient
les deux ordres suivants :
• Aθ′ = (A1, A2, A3, A4,A9, A5, A6, A7, A8), et
• Aθ′′ = (A6, A7, A8, A9, A1, A2, A3, A4, A5).
Comme nous pouvons le remarquer, le premier ordre est plus intéressant par rap-
port au deuxième, alors que ces deux ordres ont le même degré de violation, i.e.,
D(Aθ′ , AY ) = D(Aθ′′ , AY ) = 1. En clair, ce premier critère de désordre ne capte
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pas toute l’information sur le désordre. Pour pallier à cette faiblesse, nous propo-
sons une deuxième mesure qui raffine celle que nous avons déjà présentée. Cette
nouvelle mesure est basée sur la distance de Kendall (voir le chapitre 3.4), et elle
est introduite dans la définition (5.3).
Définition 5.2 (Permutation optimale). Une permutation θ∗ est dite optimale, si
et seulement si pour toute permutation θ, nous avons :
D(Aθ, A∗) ≥ D(Aθ∗ , A∗) (5.2)
Deuxième critère : Notre deuxième critère d’optimalité est basé sur la distance tau
de Kendall [Aribi et Lebbah, 2013b].
Définition 5.3 (Mesure du désordre). Soit θ = [θ(1), ..., θ(n)] une permutation
entre n critères [1, ..., n]. Suivant la valeur de θ, nous obtenons un ordre lexicogra-
phique Aθ = [Aσ(1), ..., Aσ(m)], où [σ(1), ..., σ(m)] est une permutation de [1, ...,m].
La mesure du désordre associée à Aθ est donnée par :
D(Aθ) = K([σ(1), ..., σ(m)], [1, ...,m]) (5.3)
où K(τ1, τ2) désigne la distance tau de Kendall entre deux listes τ1 et τ2 (voir la
définition 3.4). Cette distance s’intéresse à la cardinalité de tous les mouvements
(ou le nombre d’opérations de swap) possibles, qui permettent de ramener l’ordre
des éléments de la première liste vers l’ordre donné dans la deuxième liste.
Définition 5.4 (Permutation optimale). Une permutation θ∗ est dite optimale si
et seulement si pour toute permutation θ,
D(Aθ) ≥ D(Aθ∗) (5.4)
Bien que cette deuxième mesure de désordre souligne bien sa pertinence par rapport
à la mesure présentée plus haut, cette métrique s’intéresse auxm(m−1)/2 relations
possibles, et donc elle a une complexité de calcul plus importante que la première
(i.e., O(m2) [Xu et al., 2007]).
Reprenons l’exemple 5.2, et essayons de mesurer le désordre en utilisant cette
deuxième définition. Nous obtenons dans ce cas les valeurs données ci-dessous :
• D(Aθ′) = |{(5, 6), (5, 7), (5, 8), (5, 9)}| = 4.
• D(Aθ′′) = |{(1, 5), (1, 6), (1, 7), (1, 8), (1, 9), (2, 5), (2, 6), (2, 7), (2, 8), (2, 9),
(3, 5), (3, 6), (3, 7), (3, 8), (3, 9), (4, 5), (4, 6), (4, 7), (4, 8), (4, 9)}| = 20.
Ce résultat montre clairement que la première permutation est plus intéressante
par rapport à la deuxième permutation (D(Aθ′′) D(Aθ′)).
Dans les sections qui suivent, nous allons présenter nos trois approches gloutonnes
servant à éliciter le paramètre de la méthode d’ordre lexicographique.
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5.3. Approche gloutonne basée sur le coefficient rho de
Spearman
Dans ce qui suit, nous mettons l’accent sur la façon d’utiliser le coefficient de corré-
lation rho de Spearman (voir la section 3.3.2), pour déterminer de manière heuristique
une permutation robuste entre les critères. La démarche globale est donnée dans l’algo-
rithme 11. Cet algorithme applique une recherche gloutonne basée sur le coefficient rho
de Spearman. Nous commençons par la conversion des valeurs des outcomes à des rangs
I (inst. 1, fonction rank). Ensuite, nous parcourons tous les critères dans N = {1, ..., n}
(boucle 2−5). Ainsi, pour chaque critère i, nous calculons son vecteur de rangs Ri (inst.
3). Nous utilisons la formule (3.5) pour calculer la valeur rho de Spearman, entre les
deux vecteurs de rangs (inst. 4, fonction computeRho). Après, nous associons au iième
critère, une paire composée de valeurs du coefficient de corrélation (rhoi), et son indice
(i). La paire (rhoi, i) résultante est ajoutée dans la liste rhoList (inst. 5). L’instruction
(6) trie les éléments de la liste rhoLis (suivant un ordre non-croissant) par rapport aux
valeurs du coefficient rho de Spearman, et stocke la permutation obtenue (à savoir les
indices des critères) dans θ. Enfin, l’algorithme 11 fournira en sortie θ comme étant une
permutation robuste entre les critères (inst. 7).
Algorithm 11: statElicit(N, Y )
Entrée: Un ensemble fini de n critères N = {1, ..., n} ; un vecteur d’outcomes Y
Sortie: Une permutation robuste θ entre les critères
I ←rank(Y )
for i← 1 to n do
Ri ←rank(i)
rhoi ←computeRho(Ri, I) /* calcul basé sur la Formule (3.5) */
rhoList← rhoList ∪ {(rhoi, i)}
θ ← sort(rhoList) /* tri suivant les valeurs rho de Spearman */
return θ
Cet algorithme a la capacité de trouver rapidement une solution de bonne qualité.
En effet, comme nous le verrons dans la partie expérimentale, il réussit généralement
à capturer des solutions qui sont très proches des solutions optimales données par les
méthodes exactes. Néanmoins, la méthode basée sur Spearman est heuristique, elle peut
éventuellement trouver un ordre non optimal. Nous soulignerons des contre-exemples
dans la partie expérimentale.
Du moment que cette approche est fondée sur une des mesures statistiques, elle s’ap-
puie sur l’hypothèse nulle (H0). Cette hypothèse indique qu’il existe une forte probabilité
qu’il n’y ait pas d’association entre deux variables dans la population sous-jacente. Sou-
vent, un test de pertinence (calculant la p-valeur [Zar, 1972]) 2, est utilisé pour étudier
2. Un test de pertinence indique la probabilité qu’un résultat soit dû au hasard.
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s’il convient d’accepter ou de rejeter H0, selon un niveau de pertinence α, le plus souvent
fixé à 5%.
Il faut noter que la p-valeur ne mesure pas l’importance des corrélations, mais elle
pourrait être utile pour déterminer si vraiment une corrélation existe. Ainsi, l’obtention
d’une p-valeur de 0.001, par exemple, ne signifie pas que la relation est plus forte que si
nous avions obtenu une p-valeur de 0.04 (cf., [Zar, 1972]).
L’algorithme 11 implémente une heuristique simple et efficace que nous avons trouvée
en utilisant le coefficient de Spearman. Par exemple, après avoir choisi le premier critère
comme étant le critère ayant la valeur rho de Spearman la plus élevée, nous pourrions
choisir le prochain deuxième critère en ne considérant que les solutions non-ordonnées.
Malheureusement, dans ce cas, le coefficient de corrélation rho de Spearman sera moins
efficace car il va opérer sur des échantillons de tailles de plus en plus petites. Par contre,
si nous prenons en considération l’ensemble des alternatives pour trouver l’ordre entre
les critères, le coefficient rho de Spearman sera plus précis, d’ailleurs, l’algorithme reste
simple.
L’approche basée sur le coefficient rho de Spearman ne travaille pas directement sur
les données originales de l’échantillon, mais plutôt sur des rangs. Elle est donc insensible
à la nature de la monotonie (i.e., linéaire, logarithmique ou exponentielle).
Nous notons que, pour n critères et m alternatives, l’algorithme 11 a une complexité
en temps de O(n× (mlogm+ log n)). Plus précisément, nous avons n× (mlogm) pour
les n appels à la fonction qui calcule le coefficient rho de Spearman (voir inst. 4), et
n log n pour trier les éléments de la liste rhoList (voir inst. 6).
5.4. Exemple illustratif
Considérons une situation dans laquelle un vendeur souhaite expliquer/justifier à ses
clients le prix de ses différents produits, à savoir des appareils photo numérique. Un
appareil photo numérique est caractérisé par plusieurs critères : le nombre de méga-
pixels, le poids, la plage de variation maximale de zoom, etc. Le vendeur voudrait fournir
à ses clients une explication simple et cohérente des prix des appareils. Les clients de
ce vendeur ne comprennent pas les compromis subtils entre les critères. En effet, ils ne
peuvent comprendre qu’un seul critère (e.g., le zoom) qui serait plus important qu’un
autre (e.g., le poids). Il s’agit donc de trouver un ordre (ou une permutation) entre les
critères qui justifie au mieux le prix des produits.
Nous disposons du vecteur des valeurs agrégées Y , correspondant aux prix des pro-
duits. Le vendeur voudrait expliquer/justifier ces prix auprès de ses clients. Un échan-
tillon de 18 appareils est présenté dans le tableau 5.1, où X1 indique le poids, X2 est la
résolution du capteur d’image, et X3 est le zoom de l’appareil. Dans cet exemple, nous
cherchons à trouver une permutation entre les critères qui minimise le critère d’optimalité
donné par l’équation (5.4).
Selon la méthode gloutonne, nous mesurons le degré de monotonie en utilisant la mé-
thode basée sur le coefficient de corrélation rho de Spearman (rs), entre chaque critère
et le vecteur des valeurs agrégées. Nous rappelons ici qu’une valeur rs proche de 1, dé-
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Table 5.1.: Un échantillon de 18 appareils pour le problème du vendeur
# X1 X2 X3 Y
1 210 2 5 389
2 270 2 2 416
3 200 4 2 421
4 280 4 4 425
5 300 6 12 434
6 310 8 1 449
7 280 8 5 461
8 320 12 6 465
9 220 14 8 468
10 360 14 7 473
11 250 18 7 478
12 250 20 9 484
13 390 20 10 485
14 340 22 9 488
15 400 24 3 527
16 470 26 12 529
17 510 28 14 532
18 440 30 13 566
rs 0.763 0.997 0.689
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signe une monotonie forte et donc un désordre faible. Pour notre cas d’étude, nous avons
obtenu [0.763, 0.997, 0.689] comme vecteur de coefficients, pour X1, X2 et X3 respective-
ment. Nous rappelons ici que le soulignement indique que le résultat est inférieur au seuil
d’importance statistique 3 (α, le plus souvent égal à 5%, cf. [Corder et Foreman, 2009]).
En conséquence, nous concluons qu’une monotonie forte existe entre Y et chaque critère
Xi. Ensuite, une permutation est obtenue en triant les critères suivant un ordre non
croissant des éléments de ce vecteur. Nous obtenons ainsi [X2, X1, X3] qui désigne une
permutation robuste (θrs) entre les critères. Dans cette permutation, X2 est le critère le
plus important, et ainsi de suite en terminant par X3.
Nous notons que si jamais la valeur du coefficient rho de Spearman pour un critère Xi
est négatif, alors ceci signifie que Xi est pratiquement dans l’ordre inverse par rapport
à Y . Dans ce cas, si nous prenons −Xi, alors ce critère pourra éventuellement surclasser
les autres critères Xj, j ∈ {1, ..., n}, j 6= i. Mais puisque notre approche n’élicite pas le
signe des critères, nous retenons le meilleur ordre calculé en utilisant Xi au lieu de −Xi.
De toute façon, l’élicitation du signe du critère pourrait être facilement intégrée dans
notre approche, mais pour plus de clarté, notre travail a porté sur la difficulté réelle du
problème d’élicitation : faire surgir la meilleure permutation entre les critères.
Par ailleurs, les approches exactes que nous avons proposées (i.e., PPC et PLNE) dans le
chapitre 4 permettent de trouver la permutation optimale par construction, et sur notre
exemple, les deux ont donné la même permutation (optimale), i.e., θrs = θppc = θplne.
Enfin, en se servant du critère d’optimalité (exploitant la mesure du désordre, voir la
définition 5.3), nous pouvons évaluer la qualité du paramètre (optimal et non-optimal)
calculé. Cette information est cruciale pour le décideur, car elle montre à quel degré la
méthode (avec paramètre élicité) est capable de restituer (ou respecter) ses préférences.
Sur notre exemple d’étude, la mesure du désordre associée à la permutation élicitée est
égale à 0.97, ce qui signifie que la méthode d’ordre lexicographique paramétrée avec la
permutation obtenue capture presque la totalité des préférences du décideur.
5.5. Approche hybride
L’approche hybride consiste à combiner la méthode gloutonne et une méthode exacte
pour accélérer le processus de résolution. En effet, l’obtention d’une bonne solution
réalisable très tôt peut améliorer considérablement les performances de résolution des
deux méthodes exactes, car elle fournit une borne inférieure efficace pour la fonction
objectif. Comme il a déjà été mentionné, l’utilisation du coefficient rho de Spearman dans
la méthode gloutonne conduit à une solution de bonne qualité. Sur la base de cette idée,
nous proposons d’injecter la solution de la méthode gloutonne dans les méthodes exactes,
et d’examiner dans quelle mesure cela peut affecter les performances de résolution des
approches PPC/PLNE.
La procédure d’optimisation par séparation-évaluation (Branch and Bound) est le
schéma algorithmique de base pour résoudre nos modèles PPC et PLNE. Brièvement,
3. Le seuil d’importance indique la probabilité qu’un résultat est dû au hasard.
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cette procédure consiste à chercher une première solution en parcourant l’arbre de re-
cherche, à évaluer son coût v donné par la fonction objectif, et à continuer (ou à re-
démarrer) la recherche en ajoutant la contrainte de coût F > v. Cette contrainte est
ensuite propagée afin de réduire l’arbre de recherche. Ce qui permet de ne plus parcou-
rir que les nœuds susceptibles de contenir une solution potentiellement meilleure que
la solution courante [Land et Doig, 1960]. Si en explorant l’arbre de recherche, cette
procédure n’arrive pas à améliorer la meilleure solution trouvée, alors ceci constitue une
preuve d’optimalité de la dernière solution (coût). L’ensemble des solutions optimales
peut éventuellement être énuméré, en relançant une recherche avec le coût optimal qu’on
vient de trouver.
Dans notre contexte, les modélisations PPC et PLNE visent à maximiser la satisfaction
des relations de préférence données par l’utilisateur. La solution calculée avec la méthode
gloutonne basée sur le coefficient rho de Spearman est une solution réalisable pour les
deux modèles PPC et PLNE. En conséquence, cette solution est nécessairement une borne
inférieure de coût vh, c’est-à-dire que, par la suite, la valeur de la fonction objectif F
doit être nécessairement supérieure à vh. Cette borne va donc accélérer la procédure par
séparation-évaluation, en élaguant rapidement des branches de l’arbre de recherche qui
ne peuvent pas améliorer cette borne (en posant F > vh). En PLNE, la solution de la
relaxation continue [Wolsey, 1998] au niveau d’un nœud de l’arbre de recherche est une
borne supérieure qui doit être supérieure à vh, sinon le nœud est élagué.
5.6. Discussion
Capacité d’inférence des statistiques descriptives
Hormis les avantages de la technique statistique que nous avons exploitée (i.e., coeffi-
cient rho de Spearman), les statistiques offrent un autre avantage quand la population est
trop vaste pour être étudiée dans sa globalité (l’espace des solutions faisables dans notre
contexte). En effet, la statistique permet de prélever un échantillon de taille suffisante 4
à étudier. L’étude réalisée sur cet échantillon, permet de tirer des conclusions sur la
population globale, en utilisant des lois de probabilité (test-statistique, hypothèse nulle,
p-value, niveau d’importance α, etc.). Cette aptitude inférentielle constitue un avantage
dans le contexte de l’élicitation des paramètres. En effet, le décideur est intéressé non
seulement par un paramètre qui restitue au mieux ses préférences, mais s’intéresse encore
plus au paramètre qui convient le mieux aux solutions de l’espace réalisable du problème
multicritère.
Comparaison entre les coefficients tau de Kendall et rho de Spearman
Nous discutons une question que nous jugeons importante : Distance tau de Kendall
ou coefficient rho de Spearman, que choisir ? En effet, du moment que les deux mesures
4. Le problème du choix de la taille minimale de l’échantillon a été largement étudié, nous orientons
le lecture à [Tabachnick et Fidell, 2006 ; Zar, 1972] pour de plus ample détails.
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peuvent être utilisées pour capturer le degré du désordre entre deux listes d’éléments de
même taille, alors quelle est la différence entre ces deux métriques ? et pour quels types
de problèmes utilisons-nous Kendall et Spearman ? Nous allons donc, tout au long de
cette section, essayer de donner des éléments de réponse à ces questions à travers deux
exemples numériques (voir les tableaux 5.2 & 5.3).
Exemple 5.3. Étant données deux listes τ1 et τ2 comprenant les valeurs qui sont pré-
sentées dans le tableau 5.2.
Table 5.2.: Illustration du calcul du désordre en utilisant la distance tau de Kendall et
la distance rho de Spearman.
tau de Kendall rho de Spearman
τ1 τ2 C(τ1, τ2) D(τ1, τ2) d(τ1, τ2) d(τ1, τ2)2
1 2 10 1 1 1
2 1 10 0 1 1
3 4 8 1 1 1
4 3 8 0 1 1
5 6 6 1 1 1
6 5 6 0 1 1
7 8 4 1 1 1
8 7 4 0 1 1
9 10 2 1 1 1
10 9 2 0 1 1
11 12 0 1 1 1
12 11 – – 1 1
d(τ1, τ2) = τ1i − τ2i, i = 1, ..., |τ1,2|
Le coefficient rho de Spearman (voir la formule (3.6)) capture le degré de la monotonie
(ou concordance) entre deux ordres. Donc, pour pouvoir comparer ce coefficient avec la
distance tau de Kendall (voir la formule (3.4)), il convient de reformuler la distance tau
de Kendall pour qu’elle capture la même chose. Il s’agit d’adopter la formule suivante
pour la distance tau de Kendall :
tau(τ1, τ2) =
C(τ1, τ2)−D(τ1, τ2)
C(τ1, τ2) +D(τ1, τ2)
(5.5)
où
D(τ1, τ2) = K(τ1, τ2)
C(τ1, τ2) =
m(m− 1)
2 −D(τ1, τ2), m = |τ1| = |τ2|
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Autrement dit, avec cette nouvelle formule (5.5), la distance est donnée par le nombre
total de paires de concordance C(τ1, τ2), moins le nombre de paires de discordance
D(τ1, τ2), sur le nombre total des paires (C(τ1, τ2) +D(τ1, τ2) = m(m− 1)/2,m = |τ1,2|).
Il en résulte que tau ∈ [−1, 1], ce qui signifie que pour un ordre parfait entre les deux
listes τ1 et τ2, tau = 1. Sinon, si la liste τ1 est donnée dans un ordre inversé par rapport
à τ2 alors tau = −1.
En contrepartie, l’idée du coefficient rho de Spearman est différente. Ce coefficient
calcule la somme des carrés des écarts entre τ1 et τ2 divisée par m(m2 − 1). En effet,
nous avons souligné dans le chapitre 2 l’existence d’une formule plus simple pour calculer
le coefficient rho de Spearman (voir l’équation (3.6)), dans le cas où toutes les valeurs de




60 + 6 =
54
66 = 0.818
rho(τ1, τ2) = 1− 6
∑
i=1,...,12 (di = 1)2
12(122 − 1) = 1−
72
1716 = 0.958
Nous remarquons à travers l’exemple 5.2, colonnes τ1 et τ2, qu’il n’y a pas vraiment
une bonne concordance entre les valeurs des deux listes. D’après les résultats numériques
obtenus, nous remarquons que la distance tau de Kendall a bien capturé le désordre entre
τ1 et τ2. En revanche, ces résultats montrent que le coefficient rho de Spearman est resté
insensible face à ce désordre, où les écarts (les di) étaient négligeables. Pour tirer les
bonnes conclusions, nous allons considérer un autre jeu de données illustré à travers le
tableau 5.3.
Calculons les valeurs tau de Kendall et rho de Spearman sur cet exemple.
tau(τ1, τ2) =
45− 21
45 + 21 =
24
66 = 0.364
rho(τ1, τ2) = 1− 6
∑
i=1,...,2 (di = 121)2
12(122 − 1) = 1−
1452
1716 = 0.154
Nous observons à partir de ces nouveaux résultats, et les résultats empiriques précé-
dents que le coefficient rho de Spearman est très sensible aux grands écarts. Cet écart
apparaît une seule fois (rho(τ1, τ2) = 0.154). Par contre, il autorise l’apparition des petits
écarts (rho(τ1, τ2) = 0.958, pour les données du tableau 5.2). Par ailleurs, la distance
tau de Kendall est relativement insensible aux grands écarts (tau(τ1, τ2) = 0.364).
En outre, le coefficient rho de Spearman pourra aussi être envisagé dans le cas des
données sujettes à de petites erreurs de précision numérique. Dans ce type de situations,
ces erreurs vont être comptabilisées par la distance tau de Kendall, mais négligées par
le coefficient rho de Spearman.
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Table 5.3.: Jeu de données pour évaluer les distances tau de Kendall et rho de
Spearman.
tau de Kendall rho de Spearman
τ1 τ2 C(τ1, τ2) D(τ1, τ2) d(τ1, τ2) d(τ1, τ2)2
1 12 0 11 11 121
2 2 9 1 0 0
3 3 8 1 0 0
4 4 7 1 0 0
5 5 6 1 0 0
6 6 5 1 0 0
7 7 4 1 0 0
8 8 3 1 0 0
9 9 2 1 0 0
10 10 1 1 0 0
11 11 0 1 0 0
12 1 – – 11 121
d(τ1, τ2) = τ1i − τ2i, i = 1, ..., |τ1,2|
Complexité en temps des deux mesures : tau de Kendall et rho de
Spearman
La complexité en temps est un facteur important à considérer dans le choix de la
mesure à adopter. Sur un échantillon de taille m, le coefficient rho de Spearman a une
complexité en temps en O(mlogm). En revanche, pour la même taille d’échantillon le
calcul de la distance tau de Kendall a une complexité en temps en O(m2) [Xu et al.,
2007]. Il est alors judicieux de choisir le coefficient rho de Spearman, quand le critère
du temps d’exécution devient une priorité.
Que choisir, la distance tau de Kendall ou la distance rho de
Spearman ?
En somme, le choix entre les deux mesures (tau de Kendall et rho de Spearman)
repose sur les considérations suivantes, exprimées sous forme de questions/réponses :
• Est-il important de considérer les petits écarts ou les grands écarts ? la distance
tau de kendall est adéquate s’il est important de considérer les petits écarts. Sinon,
si les grands écarts ne sont pas tolérés alors le coefficient rho de Spearman devient
un choix direct.
• Les erreurs de précision sont à négliger ? S’il n’est pas important de considérer les
petites erreurs de précision, alors le coefficient de Spearman est le bon choix. Sinon,
la distance de Kendall est la bonne alternative.
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• La complexité en temps est-elle cruciale ? Si le critère “temps” est prioritaire, alors
il vaut mieux choisir la mesure rho de Spearman. Sinon, le coefficient tau de Kendall
pourra éventuellement être envisagé.
5.7. Conclusion
Dans ce chapitre nous avons présenté une approche gloutonne pour l’élicitation du pa-
ramètre de la méthode d’ordre lexicographique. Nous avons aussi proposé une approche
basée sur le coefficient de corrélation rho de Spearman. Cette approche est simple et
calcule rapidement des solutions robustes (voir le chapitre 7). Néanmoins, cette approche
gloutonne ne fournit pas systématiquement la solution optimale (i.e., une permutation
optimale entre les critères). Par ailleurs, nous avons défini deux critères d’optimalité
mesurant la robustesse de ces solutions approchées, par rapport à la solution exacte.
Ces critères permettent au décideur d’avoir une idée claire sur la qualité du paramètre
élicité.
Nous avons aussi souligné la possibilité et l’intérêt de combiner l’approche gloutonne
basée sur le coefficient rho de Spearman, avec nos approches exactes (voir le chapitre 4).
Cette technique est prise en charge par la plupart des solveurs PPC/PLNE (e.g., Gecode,
CPO et Cplex).
La décision finale entre le choix d’employer des approches exactes ou gloutonnes est
laissée au décideur. En effet si ce dernier est à la recherche de méthodes rapides offrant
des solutions robustes, alors le choix le plus naturel est sans doute notre deuxième
méthode gloutonne basée sur le coefficient rho de Spearman. Par contre, si le décideur
veut des solutions optimales, alors une méthode exacte PLNE ou PPC sera le meilleur
choix.
Nous avons aussi discuté la capacité inférentielle des statistiques descriptives, et les
considérations liées au choix de la bonne mesure de désordre entre la distance tau de
Kendall et le coefficient rho de Spearman.
Dans le chapitre suivant, nous aborderons une nouvelle problématique liée à l’opéra-
teur d’agrégation Leximin, en proposant une amélioration de l’approche PPC de calcul
des solutions d’équilibre Pareto-optimales.
113

6. Algorithme Leximin révisé
Dans ce chapitre nous présentons l’améliora-tion du modèle PPC proposé dans [Bou-veret et Lemaître, 2009]. Nous nous atta-
chons à présenter et à discuter l’influence de la tech-
nique de cassure de symétrie sur le nombre d’itéra-
tions nécessaires pour calculer des solutions Lexi-
min-optimales.
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6. Algorithme Leximin révisé
6.1. Introduction
La méthode multicritère Leximin [Moulin, 1988 ; Bouveret et Lemaître, 2007] fait par-
tie des méthodes d’optimisation égalitaristes [Moulin, 2004]. Elle permet ainsi de cal-
culer des solutions d’équilibre (ou “welfare” en anglais), assurant une allocation équi-
table entre un ensemble d’agents partageant des ressources communes. Une autre ca-
ractéristique importante des solutions Leximin, est l’efficacité des solutions optimales
(Pareto-optimales) qu’elle fournit. Cette méthode a été utilisée avec succès sur un cer-
tain nombre de problèmes industriels exigeant les propriétés d’équité et d’efficacité (e.g.,
partage de ressources satellitaires, planification des infirmières, l’élaboration des emplois
du temps, gestion des mises à jour des paquetages logiciels [Mancinelli et al., 2006 ;
Trezentos et al., 2010 ; Michel et Rueher, 2010 ; Aribi et Lebbah, 2011], etc.).
Nous proposons dans ce chapitre un nouvel algorithme qui est une version améliorée
de l’algorithme fondé sur la PPC proposé par [Bouveret et Lemaître, 2009].
6.2. Modèle PPC pour la recherche de solutions
Leximin-optimales
Avant d’aborder l’algorithme Leximin, nous définissons d’abord la contrainte globale
Sort sur laquelle est basé cet algorithme.
Définition 6.1. (Contrainte globale Sort) Soient x et y deux tableaux de variables de
décision ayant la même taille, et v une instanciation. L’instanciation v satisfait la
contrainte Sort(x, y) si et seulement si v(y) est la version triée de v(x) par ordre non
décroissant.
Algorithm 12: Leximin - modèle PPC original
Entrée: Un réseau de contraintes (X,D,C) ; un vecteur objectif
(u1, u2, ..., un) ∈ Xn
Sortie: Une solution Leximin-optimale, ou “Inconsistant”
1 if solve(X,D,C) = “Inconsistant” then
2 return “Inconsistant”
3 X ′ ← X ∪ {y1, ..., yn} /* Introduction des variables yi */
4 D′ ← D ∪ {Dy1 , ..., Dyn} avec Dyi = [minj(uj),maxj(uj)]
5 C ′ ← C ∪ {Sort(u, y)}
6 for i← 1 to n do
7 vˆi ← Maximize(〈X ′, D′, C ′〉, yi) /* Trouver la valeur optimale de yi */
8 yi ← vˆi(yi) /* Mise à jour du domaine de yi */
9 return vˆn
Nous expliquons l’algorithme 12 progressivement en le déroulant sur l’exemple 6.1
suivant :
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Exemple 6.1. Étant donné un problème multicritère ayant trois critères à maximi-
ser 〈u1, u2, u3〉. Les solutions réalisables de ce problème (s1, ..., s6) sont données dans le
tableau 6.1.
Du moment que nous avons trois critères, l’algorithme 12 va se dérouler en trois
étapes. Chacune de ces étapes permet de calculer une composante du vecteur objectif
Leximin-optimal.
Table 6.1.: Jeu de données pour la méthode Leximin, (a) les solutions de départ, (b) les
solutions après avoir appliqué la contrainte Sort.
s1 s2 s3 s4 s5 s6
u1 3 3 5 5 7 7
u2 9 8 3 8 3 9














y1 1 3 1 3 3 3
y2 3 7 3 5 7 7
y3 9 8 5 8 7 9
(b)
• Étape 1, La variable y1 est maximisée, sa valeur maximale vˆ(y1) est égale à 3, i.e.,
tous les vˆ(ui) valent au moins 3. On fixe y1 à vˆ(y1) = 3, (voir l’algorithme 12, inst.
8). Dés lors, les solutions admissibles restantes sont celles données dans le tableau
6.2 (a).
• Étape 2, La variable y2 est maximisée, sa valeur maximale vˆ(y2) est égale à 7, i.e.,
(i) tous les vˆ(ui) valent au moins 3, et (ii) au moins 2 valeurs parmi vˆ(ui) valent
au moins vˆ(y2). En fixant y2 à 7, on retrouve les solutions admissibles données dans
le tableau 6.2 (b).
• Étape 3, La variable y3 est maximisée, sa valeur maximale vˆ(y3) est égale à 9,
i.e., (i) tous les vˆ(ui) valent au moins 3, (ii) au moins 2 valeurs parmi vˆ(ui) valent
au moins 7, et (iii) au moins 1 valeur parmi vˆ(ui) vaut au moins 9. La solution
Leximin-optimale est celle donnée dans le tableau 6.2 (c).
Table 6.2.: Déroulement de l’algorithme Leximin.
Étape1−→
s2 s4 s5 s6
u1 3 5 7 7
u2 8 8 3 9




u1 3 7 7
u2 8 3 9









6. Algorithme Leximin révisé
6.3. Algorithme Leximin++
Nous proposons dans cette section un nouvel algorithme Leximin++ améliorant la ver-
sion de base de l’algorithme Leximin proposé par [Bouveret et Lemaître, 2009]. Ce nouvel
algorithme permet de calculer la solution Leximin-optimale avec un minimum d’itéra-
tions. Nous commencerons tout d’abord par introduire un exemple illustrant l’améliora-
tion que nous avons apportée à l’algorithme Leximin.
Proposition 6.1. Si à l’étape i < n de l’algorithme Leximin 12, il n’existe qu’une seule
solution admissible ayant la valeur maximale vˆ(yi), alors cette solution est la solution
Leximin-optimale du problème multicritère.
Démonstration. En fixant la valeur de la variable yi à vˆ(yi) toutes les solutions ad-
missibles à l’étape i − 1 seront implicitement éliminées, sauf une seule solution qui est
trivialement la solution Leximin-optimale.
Exemple 6.2. Nous reprenons l’exemple 6.1, et nous changeons la deuxième solution
admissible 〈3, 8, 7〉 par la solution 〈9, 8, 7〉. En appliquant l’algorithme 12, nous pouvons
constater que la solution Leximin-optimale s2 émerge dés la première étape de l’algo-
rithme. Cependant, cet algorithme procédera inutilement aux n − 1 appels au solveur,
pour ne retourner que la solution s2.
L’algorithme 13 que nous proposons, permet de vérifier à chaque étape si la solution
admissible est unique. Ainsi, sur cet exemple, notre algorithme terminera la recherche
de la solution Leximin-optimale à la fin de la première itération, après avoir vérifié que
la solution admissible s2 est unique.
Table 6.3.: Déroulement de l’algorithme Leximin++, et calcul de la solution Leximin-
optimale en une seule itération, au lieu de trois itérations avec l’algorithme
Leximin.
s1 s2 s3 s4 s5 s6
u1 3 9 5 5 7 7
u2 9 8 3 8 3 9













y1 1 7 1 3 3 3
y2 3 8 3 5 7 7






La description de l’algorithme 13 est donnée comme suit :
• Nous supposons que le réseau initial de contraintes 〈X,D,C〉 est solvable. Sinon,
le message “Inconsistant” sera retourné.
• L’instruction 5 ajoute la contrainte globale Sort au réseau des contraintes initiales.
Cette contrainte globale permet de trier le vecteur des variables objectif
(u1, u2, ..., un) par ordre croissant. La version triée de ce vecteur est donnée par
le vecteur des variables de décision (y1, ..., yn).
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Algorithm 13: Leximin++ - Optimisation du nombre d’itérations nécessaires
Entrée: Réseau de contraintes (X,D,C) ; vecteur des critères (u1, u2, ..., un) ∈ Xn
Sortie: Une solution Leximin optimale, ou “Inconsistant”
1 if solve(X,D,C) = “Inconsistant” then
2 return “Inconsistant”
3 X ′ ← X ∪ {y1, ..., yn}
4 D′ ← D ∪ {Dy1 , ..., Dyn} with Dyi = [minj(uj),maxj(uj)]
5 C ′ ← C ∪ {Sort(u, y)}
6 for i← 1 to n do
7 vˆi ← Maximize(〈X ′, D′, C ′〉, yi)
8 if i 6= n & Singleton(vˆi) then
9 return vˆi /* La solution Leximin-optimale est unique à cette
étape */
10 yi ← vˆi(yi)
11 return vˆn
• A chaque itération de la boucle 6− 10 1, nous lançons une résolution du réseau de
contraintes courant (instruction 7). Ici, la fonction objectif maximise la valeur de
la variable yi, qui représente la ie composante du vecteur Leximin-optimal.
• Ensuite, nous vérifions si la solution courante vˆi 2, est unique (instruction 8).
• Si la solution courante est un singleton, alors ceci signifie que la solution Lexi-
min-optimale est atteinte. Dans ce cas, l’algorithme 13 s’arrête et retourne l’ins-
tanciation complète cohérente vˆi (instruction 9).
• Sinon, nous posons une nouvelle contrainte pour fixer la valeur de la variable
yi (instruction 10). Cette contrainte permet de filtrer du domaine des variables
〈yi+1, ..., yn〉 toutes les valeurs strictement inférieures à vˆi(yi). Autrement dit,
cette contrainte permet de garder uniquement les vecteurs objectif ayant au
moins n− i+ 1 composantes égales à vˆi(yi), ce qui va éventuellement éliminer
certaines solutions de l’espace des critères.
• A la dernière itération, il est inutile de vérifier l’unicité de la solution. Il suffit donc
de retourner la dernière solution calculée vˆn (instruction 11).
Décomposition de la contrainte globale Sort Dans l’algorithme que nous proposons,
nous procédons à une décomposition de la contrainte globale Sort. Cette décomposi-
tion servira à récupérer les indices des éléments de la solution (vecteur objectif) triée.
Ces indices seront utilisées par la suite pour poster des contraintes d’élimination de la
symétrie.
1. Cette boucle stipule l’ordre lexicographique.
2. Plus précisément, nous vérifions si la projection de vˆi dans l’espace des critères est unique.
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Sort(x, y)⇔

yi ≤ yi+1 for i = 1, .., n− 1
Element(x, zi) = yi for i = 1, .., n
All-different(z)
zi ∈ {1, ..., n} for i ∈ {1, .., n}
(6.1)
L’algorithme Singleton 14 permet d’ajouter au réseau de contraintes, calculant la so-
lution Leximin-optimale, des contraintes vérifiant l’unicité de la solution courante fournie
en paramètre. L’idée de cet algorithme est simple. Elle consiste à créer une contrainte
niant la solution (vecteur objectif) fournie en entrée vˆ(u). Ensuite, nous réifions cette
contrainte en utilisant une variable binaire b (instruction 4).
Après une phase de résolution (maximisant la valeur de b), nous vérifions :
• Si la valeur de b est égale à 0, alors ceci signifie que la solution vˆ(u) est nécessaire-
ment unique.
• Sinon, il existe au moins une autre solution u′ telle que vˆ(u′i) = vˆ(ui), i = 1..n, où
n = |u|.
En somme, l’algorithme 14 retourne 1 si la solution est un singleton (i.e., 1− (vˆ′(b) =
0)). Dans le cas inverse, la valeur 0 sera retournée. Nous notons que la variable z intro-
duite dans l’instruction 5, représente les indices des éléments du vecteur u par rapport
à sa version triée y (voir la décomposition de la contrainte globale Sort 6.1).
Algorithm 14: Singleton(vˆ)
Entrée: Un réseau de contraintes (X,D,C) ; Un vecteur objectif
(u1, u2, ..., un) ∈ Xn
Sortie: 1 si la solution vˆ est un Singleton, 0 sinon
1 X ′ ← X ∪ {b}




4 C ′ ← C ∪ {¬c⇔ b} /* Nier la contrainte sur la solution vˆ */
5 C ′ ← C ′ ∪ {ValLexSymBreak(z, vˆ)} /* Casser la symétrie */
6 vˆ′ ← Maximize(〈X ′, D′, C ′〉, b)
7 return 1− vˆ′(b)
L’algorithme 15 poste la contrainte suivante :
〈z1, ..., zn〉 <lex 〈σ(vˆ(z1)), ..., σ(vˆ(zn))〉.
6.4. Elimination des solutions symétriques
L’élimination de la symétrie joue un rôle important dans la résolution des problèmes
de satisfaction et d’optimisation. Dans le contexte de l’optimisation multicritère, nous
montrons que l’élimination des solutions symétriques permet d’accélérer la recherche des
solutions Leximin-optimales.
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Algorithm 15: ValLexSymBreak(z, vˆ)
Entrée: Réseau de contraintes (X,D,C) ; Instanciation complète et cohérente vˆ ; z
vecteur d’entiers où Dz = {1, ..., n}
Sortie: Etendre le réseau de contraintes (X,D,C) avec les contraintes de cassure
de symétrie
1 X ′ ← X ∪ {z′1, ..., z′n}
2 D′ ← D ∪ {Dz′1 , ..., Dz′n} with Dz′i = {1, ..., n}
3 C ′ ← C ∪ {Element(z, z′i) = vˆ(zi)}ni=1 ∪ {All-different(z′)} ∪ {z <lex z′}
4 return 〈X ′, D′, C ′〉
Il existe deux méthodes pour casser la symétrie, (i) méthode statique [Puget, 1993], qui
consiste à ajouter des contraintes pour éliminer les solutions symétriques ; (ii) méthode
dynamique, fondée sur la modification de la procédure de recherche pour éviter d’explorer
des branches symétriques de l’arbre de recherche [Roney-Dougal et al., 2004]. Dans le
cadre de cette thèse, nous nous intéressons à l’élimination des solutions symétriques de
manière statique.
Une symétrie par rapport aux valeurs est une permutation de valeurs qui préserve les
solutions du problème :
Définition 6.2. (Symétrie de valeurs [Walsh, 2007]) La permutation des valeurs des
variables ne change pas la solution du problème. Formellement :
{xi = vi}i=1..n ∈ sol(P )⇔ {xi = σ(vi)}i=1..n ∈ sol(P ) (6.2)
où σ est une permutation de valeurs.
La définition 6.3 précise la propriété de symétrie au sens Leximin.
Définition 6.3. (Solutions Leximin indifférentes) Deux alternatives a et b sont indiffé-
rentes (a ∼leximin b) si les vecteurs ordonnés sont identiques.
La méthode ValLexSymBreak permet d’étendre le réseau de contraintes courant, avec
un ensemble de contraintes lexicographiques d’élimination de toutes les solutions sy-
métriques par rapport à la solution optimale trouvée à l’étape i. Ces contraintes sont
définies comme suit :
Définition 6.4. (Contrainte Lexicographique) Soient un vecteur de variables 〈x1, ..., xn〉
et un vecteur de valeurs 〈v1, ..., vn〉, où vi ∈ Dxi pour tout i ∈ 1..n. La contrainte
lexicographique de cassure de symétrie est définie par
〈x1, ..., xn〉 <lex 〈σ(v1), ..., σ(vn)〉. (6.3)
où σ est une permutation de valeurs. Elle peut être modélisée avec les contraintes globales
Element et All-different.
Au niveau des problèmes d’optimisation, il faut s’assurer que les contraintes d’élimi-
nation de symétries préservent la valeur de la fonction objectif à l’optimum.
Nous reprenons l’exemple (6.3) auquel nous ajoutons une solution s7 = 〈8, 7, 9〉, sy-
métrique à s2 = 〈9, 8, 7〉 (voir le tableau 6.4).
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Table 6.4.: Jeu de données pour la méthode Leximin++, (a) les solutions de départ, (b)
les solutions après avoir appliqué la contrainte Sort.
s1 s2 s3 s4 s5 s6 s7
u1 3 9 5 5 7 7 8
u2 9 8 3 8 3 9 7
















y1 1 7 1 3 3 3 7
y2 3 8 3 5 7 7 8
y3 9 9 5 8 7 9 9
(b)
Sans cassure de symétrie Nous obtenons la solution Leximin-optimale après la der-
nière itération (voir le tableau 6.5). Ainsi, en présence des solutions symétriques, notre
algorithme sans mécanisme d’élimination de symétrie se comportera comme la version
de base de Leximin.

















Avec la cassure de symétrie Nous obtenons la solution Leximin-optimale en une seule
itération (voir le tableau 6.6).







Nous avons introduit dans ce chapitre un nouvel algorithme (Leximin++) améliorant
l’algorithme de base Leximin. Cet algorithme est proposé dans le cadre de la program-
mation par contraintes. Il permet de calculer des solutions garantissant des propriétés
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d’équité et d’efficacité sur les problèmes de décision collective, notamment les problèmes
de partage et d’allocation de ressources entre plusieurs individus ou agents. L’objectif
principal de ce nouvel algorithme est de calculer des solutions Leximin-optimales, avec
un minimum d’itérations. Nous avons aussi mis l’accent sur l’intérêt apporté par les
techniques de cassure de symétrie sur les performances de l’algorithme Leximin++.
Le chapitre suivant est consacré à l’étude expérimentale des différentes approches
d’élicitation proposées dans le cadre de cette thèse (approches exactes et une approche





Ce chapitre se propose d’évaluer expérimen-talement les différentes approches propo-sées dans le cadre de l’élicitation des para-
mètres des méthodes multicritères, et l’algorithme
Leximin++. Nous distinguons deux grandes parties.
Dans la première partie, nous exposerons notre pro-
tocole expérimental. Ensuite, nous détaillerons et
nous discuterons les résultats de nos expérimenta-
tions, et nous soulignerons aussi l’efficacité de cha-
cune de ces approches suivant des critères d’opti-
malité prédéfinis.
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Dans cette section, nous présentons une étude expérimentale pour analyser les tech-
niques d’élicitation proposées et l’algorithme Leximin++. Nous commençons par dé-
crire la base de benchmarking TripAdvisor qui va nous servir pour entreprendre toutes
nos expérimentations. Puis, nous évaluons expérimentalement les différentes approches
d’élicitation de la méthode lexicographique. Une première expérimentation concerne le
coefficient statistique rho de Spearman qui consiste à l’utiliser comme une méthode heu-
ristique. Une deuxième expérimentation concerne les différents modèles de l’approche
exacte. Une troisième expérimentation concerne une approche qui consiste à intégrer le
coefficient statistique rho de Spearman dans les deux méthodes exactes (PPC et PLNE).
En effet, l’obtention d’une bonne solution réalisable très tôt, peut améliorer considéra-
blement les performances de résolution des solveurs exacts. Puis, nous présentons une
étude expérimentale de l’élicitation de la somme pondérée. Enfin, nous expérimentons
l’algorithme Leximin++ en montrant le gain obtenu en nombre d’itérations et en temps
d’exécution par rapport à l’algorithme standard PPC.
7.2. Dispositif expérimental
7.2.1. Description de la base de benchmarking
Nous avons évalué expérimentalement nos approches d’élicitation pour la méthode
d’ordre lexicographique et les opérateurs OWA, en utilisant une application issue du
monde réel. Il s’agit du plus gros site de voyage sur le Web. Cette application offre
des conseils provenant de vrais consommateurs sur tous les types d’établissements tou-
ristiques (e.g., hôtel, restaurant, location de vacances, etc.). Elle propose une grande
variété de choix de voyages et diverses fonctionnalités d’aide à la planification (voir
http://www.tripadvisor.com).
Un aperçu de cette application est présenté sur la figure 7.1. Sur cette figure nous
distinguons les informations suivantes :
1. l’entité hôtel évaluée sur 8 critères. Cette entité est décrite suivant le format ci-
dessous :
“Nom du critère : [liste d’aspects sur lesquels porte l’évaluation] (quelques valeurs
possibles), suivi d’un éventuel exemple d’avis donné par un utilisateur.”,
a) Lieu : [emplacement, trafic, restaurant, bus, plage, site web, route]
b) Propreté : [propre/sale, maintenu, odeur, humidité] Exemple : Excellent em-
placement à coté de la place Tiananmen et des rues commerçantes. C’est le
principal avantage de cet hôtel !
c) Chambre : [chambre, suite, vue, lit] (confortable, spacieuse, sale, odeur, ok).
Exemple : Les chambres ont un décor assez vieux. La salle de bains était très




d) Valeur (Qualité-prix) : [valeur, qualité] (mauvais, excellent, terrible, ...).
e) Service : [service, nourriture, petit déjeuner, buffet]. Exemple : Le service
était la partie la plus décevante, surtout les réceptionnistes.
f) Enregistrement/Réception : [réservation, vérification, bagages, orientation].
g) Services aux entreprises : [commerce, centre, ordinateur, internet].
h) Prix de l’hôtel. Exemple : Le prix est abordable.
2. les avis des utilisateurs (Reviews) : chaque avis est saisi dans une zone de texte ;
3. une évaluation globale (Overal Rating) associée à chaque hôtel (allant de 1 étoile
à 5 étoiles).
Les données ont été construites et publiées par Hongning Wang [Wang et al., 2010],
en utilisant les techniques d’extraction des informations à partir des avis (cf., [Ding
et al., 2009 ; Morinaga et al., 2002 ; Popescu et Etzioni, 2005]), permettant de fournir
une évaluation numérique sur une échelle de 1 à 5. Ces données couvrent 675 069 avis
sur 1 851 hôtels à travers le monde. Les données sont disponibles à l’adresse : http:
//times.cs.uiuc.edu/~wang296/Data/. Désormais, cette base est aussi disponible sur
le site PrefLib 1.
Figure 7.1.: Un exemple d’un avis sur un hôtel.
Nous nous sommes intéressés aux hôtels des villes/régions suivantes : (1) London-
England, (2) Fajardo-Puerto-Rico, (3) Paris-Ile-de-France, (4) Chuo-Tokyo-Prefecture-
Kanto, (5) Denpasar-Bali, (6) Isla-de-Vieques-Puerto-Rico, (7) Venice-Veneto, (8) Ma-
drid, (9) Anasco-Puerto-Rico, (10) Dorado-Puerto-Rico, (11) Shibuya-Tokyo-Prefecture-
Kanto, (12) Nusa-Dua-Peninsula-Bali, (13) Boston-Massachusetts, (14) Honolulu-Oahu-
Hawaii, (15) Jimbaran-Nusa-Dua-Peninsula-Bali, (16) Guanica-Puerto-Rico, (17) New-
York-City, (18) Rio-Grande-Puerto-Rico, (19) El-Yunque-National-Forest-Puerto-Rico.
Nous avons regroupé les hôtels suivant des emplacements différents à travers le monde,
en produisant 19 regroupements de 4 villes venant de régions différentes : (#1) 1-à-4,
(#2) 2-à-5, (#3) 3-à-6 , (#4) 4-à-7, (#5) 5-à-8 , (#6) 6-à-9, (#7) 7-à-10, (#8) 8-à-11,
(#9) 9-à-12, (#10) 10-à-13, (#11) 11-à-14, (#12) 12-à-15, (#13) 13-à-16, (#14) 14-à-





Parmi ces regroupements, on peut citer par exemple "Paris, Tokyo, Bali, Isla-de-
Vieques". L’objectif étant d’évaluer la capacité des méthodes par agrégation pour raison-
ner sur des alternatives de natures différentes. Ces regroupements nous ont aussi permis
d’obtenir des instances de tailles significatives.
Dans notre contexte d’élicitation pour la méthode d’ordre lexicographique, nous avons
utilisé les valeurs du champ Overall Rating afin de construire le vecteur des outcomes.
Ce vecteur est utilisé pour générer les relations de préférence entre les différentes alterna-
tives. Le défit consiste à trouver le paramètre qui permet aux méthodes par agrégation de
restituer (au mieux) ces préférences. Nous utiliserons aussi cette base de benchmarking
pour évaluer l’algorithme Leximin++.
7.2.2. Outils logiciels et matériels
Nous avons réalisé nos expérimentations en utilisant les outils suivants :
• La librairie ILOG Concert C++ d’IBM qui sert à la modélisation des programmes à
contraintes, et fait office d’interface avec les solveurs CP Optimizer (CPO) et Cplex
version 12.4 2. Ces deux solveurs sont utilisés pour résoudre nos modèles PPC et
PLNE respectivement ;
• Java™ (version 7), pour expérimenter l’approche gloutonne basée sur le coefficient
rho de Spearman.
Comme configuration matérielle nous avons exploité une machine Linux x86_64 équi-
pée de deux processeurs Intel E5 8 Cœurs @2.4 Ghz et de 48 Go de mémoire.
7.3. Elicitation pour la méthode d’ordre lexicographique
Dans cette section nous présentons et nous discutons les résultats expérimentaux de
nos approches d’élicitation pour la méthode d’ordre lexicographique. Nous rappelons
d’abord que nous avons utilisé la mesure de désordre (voir l’équation (5.3)) entre l’ordre
idéal des alternatives donné suivant les valeurs des outcomes, et l’ordre donné par la
méthode lexicographique (une fois que le paramètre a été élicité). Cette mesure a un
double intérêt. D’une part, elle permet au décideur d’avoir une idée claire sur la qualité
des paramètres optimaux fournis par les approches exactes. D’autre part, elle sert à
mesurer la qualité des solutions approchées de l’approche gloutonne.
7.3.1. Approche gloutonne
L’algorithme glouton proposé dans la section 5.3 a été testé sur les instances de la base
TripAdvisor. Les résultats de cette approche d’élicitation sont représentés dans la figure
7.2. Cette figure affiche pour chaque instance, deux histogrammes comparant la qualité
de la solution gloutonne (histogramme rouge), avec la qualité de la solution optimale
calculée avec une approche exacte (histogramme bleu). Cette évaluation est basée sur
2. http://www-142.ibm.com/software/products/fr/fr/ibmilogcplecpopti/
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la mesure de désordre introduite dans la section 5.2. Ainsi, une valeur proche de 1 est






























































































Figure 7.2.: Résultats de l’approche gloutonne. Dh désigne qualité du paramètre calculé
par la méthode gloutonne. Dopt désigne la qualité du paramètre calculé
par la méthode exacte.
Cette comparaison montre clairement que l’approche gloutonne a capturé la solution
optimale pour les instances #4, 6, 8, 12, 14 et #16− 18. Pour les autres instances, il est
facile de voir que les solutions heuristiques sont très proches des solutions exactes (e.g.,
instances #2, 5, 7, 11, 19 et #20). Ceci sous entend que l’ordre lexicographique induit sur
l’ensemble des alternatives présente un faible désordre par rapport à l’ordre idéal donné
suivant les valeurs des outcomes (voir aussi le tableau 7.1, colonne H).
7.3.2. Approche PPC
Nous avons évalué expérimentalement l’approche exacte d’élicitation basée sur la Pro-
grammation par Contraintes. Le tableau 7.1 résume nos résultats empiriques menés sur
un ensemble de 20 instances issues de la base TripAdvisor. Sur ce tableau, les colonnes
Pb#, Alt et Pref indiquent respectivement le numéro de l’instance, le nombre d’alterna-
tives, et le nombre de préférences générées pour chaque instance. Nous distinguons en
suite deux colonnes principales (PPC et H) :
1. La colonne PPC est réservée à l’approche PPC. Au niveau de cette approche, nous
donnons les informations suivantes :
• C : le nombre de contraintes du modèle PPC ;
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• M : la consommation en terme d’espace mémoire (en Mo) ;
• Tppc, Tppc+H : ces deux colonnes reportent respectivement, le temps de résolution
(en secondes) de l’approche PPC, et de l’approche hybride (PPC + gloutonne).
Le temps de résolution maximal du solveur CP optimizer est fixé à 3, 600 sec sur
toutes les instances ;
• Dppc : le degré du désordre optimal calculé à partir de la solution fournie par
l’approche PPC.
2. La colonne H est réservée aux résultats de l’approche gloutonne basée sur le coef-
ficient rho de Spearman, où DH désigne le degré du désordre calculé à partir de
la solution fournie par la méthode gloutonne. Les valeurs en gras représentent des
solutions optimales capturées de manière heuristique (voir aussi la colonne Dppc).
Cette méthode est instantanée. En revanche, elle ne prouve pas l’optimalité des
solutions. Par conséquent, ses résultats ne sont pas directement comparables avec
ceux des méthodes exactes. Dans ce cas, nous avons décidé de fournir le degré
d’optimalité au lieu du temps de calcul.
Table 7.1.: Résultats empiriques de l’approche PPC et de l’approche gloutonne. Le
nombre de critères étant fixé à 8. T : Temps (sec) ; C : nombre de
Contraintes ; M : Mémoire (Mo) ; D : Désordre.
PPC H
Pb# Alt Pref C M Tppc Tppc+H Dppc DH MSDC
1 121 4989 144682 201,00 111,47 49,92 0,287 0,298 3
2 135 5830 169071 240,80 33,97 34,83 0,204 0,206 4
3 149 7897 229014 335,40 41,63 22,2 0,218 0,225 3
4 152 6980 202421 304,60 305,49 267,19 0,225 0,225 5
5 160 9499 275472 399,80 146,47 66,43 0,238 0,240 4
6 160 9467 274544 396,10 298,97 121,77 0,226 0,226 4
7 167 10300 298701 431,00 554,29 440,74 0,228 0,229 6
8 170 10625 308126 445,10 180,69 93,35 0,222 0,222 4
9 176 11287 327324 469,10 72,72 80,4 0,287 0,292 4
10 182 11292 327469 480,40 444,26 114,17 0,286 0,293 5
11 188 10437 302674 442,20 156,66 9,77 0,223 0,224 3
12 191 12561 364270 541,50 259,55 14,97 0,226 0,226 3
13 211 16543 479748 675,40 1403,76 939,05 0,212 0,215 6
14 234 13545 392806 593,30 80,31 91,78 0,304 0,304 4
15 246 21423 621268 900,10 769,12 250,62 0,257 0,262 5
16 283 22515 652936 939,00 272,60 203,95 0,292 0,292 4
17 300 27385 794166 1228,80 128,10 28,37 0,191 0,191 3
18 324 25668 744373 1126,40 623,12 290,86 0,286 0,286 5
19 355 33543 972748 1433,60 955,28 379,47 0,311 0,312 4
20 400 48933 1419058 2150,4 1175,07 798,35 0,302 0,304 4
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7.3.3. Approches PLNE
Nous décrivons dans cette section les résultats de notre deuxième approche exacte
d’élicitation. Cette approche est fondée sur la Programmation Linéaire en Nombres En-
tiers (PLNE), et comporte principalement deux modèles PLNE implémentés et testés sur
les instances de la base TripAdvisor.
Nous rappelons que le premier modèle est basé sur une reformulation directe du modèle
PPC en contraintes linéaires (voir la section 4.2.2). Par contre, le troisième modèle PLNE
est plus compact que le précédent en terme de nombre de contraintes (voir la section
4.2.4). En particulier, ce modèle est fondé sur une reformutation de la méthode d’ordre
lexicographique par la méthode de la somme pondérée. Les résultats numériques sont
présentés dans le tableau 7.2. Les colonnes Pb#, Alt et Pref indiquent respectivement le
numéro de l’instance, le nombre d’alternatives, et le nombre de préférences générées pour
chaque instance. Ensuite, pour chaque modèle nous affichons : le nombre de contraintes
linéaires (colonne lin), le nombre de variables (colonne col), et le nombre de variables
binaires (colonne bin). La colonne PLNE1 est associée au premier modèle de la section
4.2.2. Elle reporte le temps de résolution (en secondes) du solveur Cplex. Nous notons
ici que l’acronyme TO figurant sur cette colonne, signifie que Cplex n’a pas trouvé une
solution dans le délai imparti (fixé à 1 heure sur toutes les instances).
Les colonnes qui restent sont liées au troisième modèle de la section 4.2.4, fondé
sur la méthode de la somme pondérée (voir la colonne PLNE2 (fondé...)). Nous avons
expérimenté deux variantes de ce troisième modèle linéaire :
1. Une variante avec les paramètres Cplex par défaut (colonne PLNE2 (def. param)).
Ici nous distinguons deux autres colonnes : (i) le temps de résolution (T) ; et (ii)
une valeur d’écart (colonne Gap). Cette valeur est affichée dans le cas où Cplex
n’arrive pas à prouver l’optimalité dans le temps imparti (i.e., T = TO). Nous
affichons, alors, l’écart entre la solution optimale (fournie par l’approche PPC) et
la meilleure solution trouvée par Cplex.
2. Une autre variante est proposée avec un réglage plus fin des paramètres de Cplex
(colonne PLNE2 (cust. param)). Ainsi, nous étudions le comportement de Cplex en
fonction des paramètres optimisés, qui sont les mêmes pour toutes les instances.
Nous aurons l’occasion de revenir sur ce point particulier dans la section 7.3.7 en
explicitant les paramètres utilisés dans le modèle PLNE2 optimisé et le modèle
PPC. Les quatre colonnes associées à cette variante illustrent respectivement les
informations suivantes : la consommation mémoire en Mo (colonne M) ; le temps de
résolution en secondes (colonne Tplne) ; et enfin le degré du désordre optimal obtenu
avec la solution fournie par Cplex. Comme pour l’approche PPC, cette approche
PLNE a été testée seule, puis en combinaison avec la méthode gloutonne (colonne
Tplne+H).
La figure 7.3 illustre les performances de résolution des trois modèles PLNE proposés.
A travers cette figure, il est facile de voir que le premier modèle (PLNE1) basé sur une
reformulation linéaire du modèle PPC, est quasiment impraticable. En effet, le temps de
résolution est très significatif, et à partir de la huitième instance (nombre d’alternatives
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Table 7.2.: Résultats empiriques des approches PLNE, où le nombre de critères a été
fixé à 8. T : Temps (sec) ; M : Mémoire (Mo) ; D : Désordre.
PLNE2 (fondé sur la somme pondérée)
PLNE1 PLNE2 (def. param) PLNE2 (cust. param)
Pb# Alt Pref lin col bin T T Gap M Tplne Tplne+H Dplne
1 121 4989 2639 2658 2650 2070,88 292,31 — 9,8 26,2 22,16 0,287
2 135 5830 3275 3233 3225 356 7,89 — 0,02 2,6 2,48 0,204
3 149 7897 3928 3852 3844 2314,2 2072,43 — 0,02 10,81 9,91 0,218
4 152 6980 4122 4067 4059 1676,83 36,99 — 13,65 7,23 7,04 0,225
5 160 9499 4449 4343 4335 1745,8 202,89 — 0,02 26,27 18,1 0,238
6 160 9467 5997 5877 5869 658,23 61,13 — 0,09 19,97 6,87 0,226
7 167 10300 6032 5959 5951 2190,34 611,4 — 24,71 32,3 16,89 0,228
8 170 10625 7096 7006 6998 TO TO 0,0002 0,02 17,75 14,45 0,222
9 176 11287 6151 6072 6064 TO 86,05 — 0,02 15 13,86 0,287
10 182 11292 7337 7100 7092 TO 118,59 — 0,02 23,09 11,09 0,286
11 188 10437 7991 7805 7797 TO 908,54 — 121,57 88,42 67,75 0,223
12 191 12561 8155 7964 7956 TO 591,68 — 0,19 20,51 10,75 0,226
13 211 16543 9913 9757 9749 TO 165,49 — 0,02 69,7 28,36 0,212
14 234 13545 5856 5696 5688 TO TO 0,0022 309,81 15,03 9,78 0,304
15 246 21423 12910 12574 12566 TO 496,81 — 0,02 30,62 17,4 0,257
16 283 22515 14084 13662 13654 TO TO 0,0003 0,96 65,91 63,14 0,292
17 300 27385 17999 17638 17630 TO 836,52 — 0,08 57,11 33,48 0,191
18 324 25668 12948 12824 12816 TO 1589,79 — 127,08 33,71 25,31 0,286
19 355 33543 18974 18525 18517 TO 805,84 — 11,55 107,77 72,91 0,311
20 400 48933 26511 25960 25952 TO 1200,88 — 15,84 271,21 134,06 0,302
TO : timeout ( ≥ 3600 sec)
≥ 170), nous avons que des timeout. Pour expliquer ce fait, nous pouvons avancer ceci :
la linéarisation de la contrainte LexLe, et en particulier la contrainte globale Element
qui en dérive, génère beaucoup de contraintes linéaires. En outre, la contrainte LexLe
modélisant les relations de préférence est omni-présente dans notre modèle d’élicitation,
ce qui va intensifier l’appel à la contrainte Element.
Si nous retournons à la figure 7.3, nous remarquons que par rapport au premier mo-
dèle (PLNE1), les performances se sont nettement améliorées en considérant le modèle
PLNE2 (def. param) fondé sur la reformulation par la méthode de la somme pondérée.
Effectivement, sur les 20 instances, le modèle PLNE2 présente un “pic” de 2 000 sec (voir
le tableau 7.2), et trois pics de TO seulement, contre 13 cas de TO avec le premier
modèle. Pour les trois cas de TO de la colonne PLNE2 (def. param), nous avons calculé
l’écart (colonne Gap) entre la solution retournée après la résolution, et la solution opti-
male (calculée avec une approche exacte). En observant la colonne Gap nous constatons
que les solutions calculées en utilisant le modèle PLNE2 (def. param) sont plus proches
de leurs valeurs optimales respectives.
Nous remarquons de plus, que le deuxième modèle PLNE avec les paramètres person-
nalisés (PLNE2 (cust. param)) est de loin plus performant que les deux autres modèles
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Figure 7.3.: Comparaison entre les trois modèles PLNE d’élicitation pour la méthode
d’ordre lexicographique.
sur toutes les instances. Dans la section 7.3.7, nous explicitons le paramétrage optimisé
utilisé dans le modèle PLNE2. Ainsi, dans la suite de notre étude comparative nous
retiendrons ce modèle PLNE d’élicitation.
7.3.4. Approches hybrides : PPC+H et PLNE+H
A partir des résultats expérimentaux obtenus dans cette étude, il est intéressant de
rappeler que la méthode gloutonne a capturé des solutions optimales dans plusieurs cas
(voir la figure 7.2). De plus, même dans les cas où la solution optimale n’est pas atteinte,
nous pouvons observer (sur la même figure) que la solution réalisable fournie est très
proche de la solution optimale donnée par la méthode exacte. Nous proposons d’intégrer
l’approche gloutonne dans les deux approches exactes (PPC et PLNE) afin de construire
deux approches hybrides :
PPC+H Résolution du modèle PPC de la section 4.2.1 en injectant la solution gloutonne
comme borne inférieure.
PLNE+H Résolution du modèle PLNE de la section 4.2.4 en injectant la solution glou-
tonne comme borne inférieure.
L’objectif étant d’améliorer les performances des approches exactes. Nous résumons
ci-après les raisons motivant cette hybridation :
• La méthode gloutonne est notablement rapide ;
• Comme nous l’avons indiqué précédemment, la méthode gloutonne fournit (en gé-
néral) une solution proche de l’optimalité, ce qui permet d’avoir rapidement une
borne inférieure de bonne qualité. Une telle borne peut améliorer considérablement

























Figure 7.4.: Comparaison des temps CPU entre l’approche PPC et PPC + gloutonne.
Dans ce qui suit, nous avons cherché à mettre en valeur l’influence de la solution glou-
tonne sur le temps de résolution des approches exactes basées sur la PPC et la PLNE (voir
les figures 7.4 et 7.5). Il ressort clairement de ces deux figures que les performances des
approches exactes, en matière de résolution des problèmes, se sont nettement améliorées.
Cependant, nous remarquons, à partir des résultats numériques présentés sur le ta-
bleau 7.1 (colonnes Tppc et Tppc+H , instances #2, 9 et #15), que les temps de résolution
de l’approche hybride (PPC+H) sont légèrement supérieurs aux temps de résolution de
l’approche PPC sans l’heuristique. Ceci découle probablement du fait que le temps sup-
plémentaire lié au traitement de la solution heuristique, est supérieur au gain apporté
par cette solution sur le temps global de la résolution. Par contre, sur le reste des ins-
tances, l’approche PPC+H s’avère plus efficace, et le gain est parfois très significatif (voir
le tableau 7.1, instances #15, 17− 20).
De même, il est facile de voir à travers la figure 7.5, que pour les 10 premières instances,
l’heuristique apporte une légère amélioration à l’approche PLNE. Ceci peut être du au fait
que le temps de résolution n’est pas vraiment élevé. Dès lors, nous ne pouvons pas voir
clairement l’influence de l’heuristique sur le temps de résolution. Par contre, l’approche
PLNE tire bien profit de l’heuristique sur les instances où le temps de résolution est
significatif (voir, par exemple, la dernière instance de la figure 7.5).
7.3.5. Comparaison des approches exactes (PPC, PLNE et hybride)
Dans cette section, nous effectuons une étude comparative des résultats obtenus par
nos approches exactes d’élicitation. Nous comparons, dans un premier temps, les ap-
proches d’élicitation basées sur la PPC et la PLNE (avec les paramètres par défaut de
Cplex). La figure 7.6 montre que l’approche PPC s’avère intéressante par rapport à l’ap-
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Figure 7.5.: Comparaison des temps CPU entre l’approche PLNE et PLNE + gloutonne.
proche PLNE, car :
1. (1) sur les 20 instances, il n’y a qu’un seul pic de 1 400 sec (voir le tableau 7.1,
instances #14), et donc aucun cas de TO (timeout) ne s’est manifesté ;
2. (2) tous les cas de TO (≥ 1 heure) dans l’approche PLNE correspondent à des
instances résolues en moins de 5mn avec l’approche PPC (voir le tableau 7.1,






































Notons aussi que les pics pour les deux approches ne sont pas au même endroit. Par
exemple, avec l’approche PPC, l’instance #14 a été résolue en 1 400 sec (soit 23mn).
Par contre, avec l’approche PLNE, cette instance a été résolue en ∼ 3mn seulement.
Comparaison des approches hybrides
Nous comparons dans cette section les deux approches hybrides (i.e., PPC+H et
PLNE+H). Dans cette comparaison nous retenons le meilleur modèle PLNE (basé sur
la méthode de la somme pondérée), avec un paramétrage personnalisé du solveur Cplex.
De même, nous avons examiné l’impact de certaines fonctionnalités du solveur CPO sur
le temps de calcul (voir la section 7.3.7). La figure 7.7 illustre cette comparaison sous
forme graphique.
A travers cette figure nous constatons que l’approche PLNE+H est plus performante
que l’approche PPC+H sur toutes les instances, sauf pour l’instance #11 sur laquelle
l’approche PPC+H est meilleure. Il est intéressant de noter que sur cette instance, l’ap-
proche PLNE (tableau 7.2 colonne PLNE2 (cust. param)/Tplne) est bien meilleure que
l’approche PPC (tableau 7.1 colonne PPC/Tppc). D’ailleurs, en comparant les valeurs
indiquées dans les deux colonnes Tplne et Tppc, nous constatons que l’approche PLNE
(sans l’heuristique) est plus performante sur toutes les instances. Nous remarquons de
plus, que l’approche PLNE+H présente un comportement presque toujours linéaire sur
les 20 instances, alors que l’approche PPC+H met en évidence un comportement un peu
chaotique.
Pour expliquer cette différence de performance, nous notons que Cplex est un outil
spécialisé en PLNE, qui utilise beaucoup d’heuristiques et des coupes spécifiques et puis-
santes. La PPC est un outil plus général, permettant une mise en œuvre facile et une
maintenance plus simple. En revanche, une des principales faiblesse de cet outil est la




































Figure 7.7.: Comparaison des performances des deux approches d’élicitation hybrides.
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Comparaison des performances moyennes des différentes approches
Nous poursuivrons, dans cette section, notre étude comparative des différentes ap-
proches exactes d’élicitation. Nous présentons sur la figure 7.8 les temps de résolution
moyens sur les 20 instances. Sur cette figure, l’histogramme PPC+H montre un temps
de résolution moyen égal à 215 sec, contre 401 sec affiché par l’histogramme PPC, d’où
un gain en terme de performance égal à 46%. En outre, l’histogramme PLNE+H indique
un temps de calcul égal à 29, 3 sec, alors que l’histogramme PLNE 3 affiche 47, 1 sec.
Ainsi, l’approche hybride apporte une amélioration des performances donnée autour de
38%.
En somme, nous constatons qu’en moyenne, l’approche PLNE est presque 9 fois plus
performante que l’approche PPC, et que l’approche PLNE+H est 8 fois et demi plus







































Figure 7.8.: Comparaison des performances des approches exactes d’élicitation.
7.3.6. Elicitation du sous-ensemble minimal de critères de décision
Jusqu’à présent, nous avons illustré et discuté les résultats de nos approches d’élici-
tation du paramètre de la méthode d’ordre lexicographique. Dans cette section, nous
discutons une autre contribution qui consiste à déterminer le nombre minimal de cri-
tères de décision (voir la section 4.2.5). Cette information est calculée une fois que la
permutation optimale entre les critères a été trouvée. Autrement dit, à partir de la
permutation optimale entre les critères, calculée avec notre modèle d’élicitation, cet al-
gorithme permet de sélectionner les k premiers critères tels que l’ordre lexicographique
induit sur l’ensemble des alternatives respecte le même nombre de préférences. De plus,
cet algorithme garantit que la valeur de k soit minimale. A cette fin, nous avons proposé
un modèle d’optimisation (avec une fonction objectif minimisant k), développé dans le
cadre de la programmation par contraintes (voir la section 4.2.5).
3. Le modèle PLNE retenu ici est le modèle basé sur la méthode de la somme pondérée.
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Les résultats expérimentaux sont présentés dans le tableau 7.1, colonne MSDC. Le
temps de résolution calculé pour chaque instance était raisonnable 4, allant de 0.5 sec
jusqu’à 200 sec (sans compter le temps de la phase d’élicitation). En observant les
résultats donnés par cette colonne, nous constatons que le nombre de critères k est
compris entre 3 (cf., instances #1, 3 et #17) et 6 (cf., instances #7 et #13) au maximum
sur les 8 critères.
Notons que l’information retournée par cet algorithme a un intérêt pratique dans le
cadre de l’application TripAdvisor. En effet, sur les 8 critères d’évaluation des hôtels,
le décideur aimerait bien savoir quels sont les k premiers critères (de la permutation
optimale) qui expliquent l’évaluation globale (l’attribution des étoiles). Il pourra ainsi
améliorer l’évaluation de son hôtel en traitant chaque critère (parmi les k critères) par
ordre de priorité (e.g., propreté, qualité de service, etc.).
7.3.7. Tuning des paramètres des solveurs CPO et Cplex
Les résultats des deux solveurs CPO et Cplex (voir les tableaux 7.1 et 7.2) ont
été obtenus selon un paramétrage avancé. Suivant ces paramètres, nous avons réussi à
améliorer les performances de résolution des deux solveurs.
• Paramètres Cplex
Cplex a un certain nombre de caractéristiques sophistiquées qui améliorent considé-
rablement les performances de résolution. Durant nos expérimentations, nous avons
exploité les paramètres suivants :
1. Ordres de priorité Ce paramètre permet de définir un ordre de priorité entre
les variables de décision. Il permet d’attribuer une plus grande priorité aux
variables de décision qui devraient être instanciées plutôt (i.e., setPriority(var,
priority)).
2. Cutoff L’activation de ce paramètre démarre la résolution avec des bornes
inférieures (vs. supérieures) de bonne qualité. De ce fait, cette borne peut accé-
lérer considérablement la procédure de résolution. Dans notre cas, ces valeurs
sont obtenues à partir de la méthode heuristique (i.e., IloCplex : :CutLo).
3. Cuts En général (et en particulier dans nos expérimentations), la désactiva-
tion des coupes inutiles ajoutées par Cplex permet d’accélérer les performances
du solveur PLNE sur la plupart des problèmes (i.e., IloCplex : :FracCuts, -1).
4. Probing Il permet de contrôler l’appel d’une procédure de fixation des va-
riables binaires. Cette procédure est activée après l’étape de pré-résolution,
mais avant la séparation/évaluation (Branch and Bound). Ici, nous avons
choisi de faire un appel intensif à cette procédure, améliorant sensiblement
nos résultats (i.e., IloCplex : :Probe, 2).
4. Pour obtenir des performances meilleures, la solution trouvée dans la première étape d’optimi-
sation (voir l’algorithme 7), est introduite dans la seconde étape d’optimisation. Toutefois, cette
fonctionnalité est uniquement disponible dans les solveurs qui s’appuient sur la stratégie de recherche
LNS Large Neighborhood Search [Ropke et Pisinger, 2006].
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5. Sélection des variables Sur certaines instances difficiles, l’usage d’une sé-
paration forte (Strong Branching) a été très utile (i.e., IloCplex : :VarSel, 3).
• CP Optimizer
Il y a plusieurs paramètres qui peuvent améliorer considérablement les perfor-
mances de CP-Optimizer. Dans ce qui suit, nous examinons, sans être exhaustif,
quelques paramètres importants que nous avons exploités dans nos expérimenta-
tions.
1. Phases de recherche avec sélecteurs Ce paramètre indique explicitement
à l’algorithme de recherche les variables clés, et quelle variable doit être ins-
tanciée. Dans nos expérimentations, nous avons décidé de sélectionner des
variables de décision ayant la plus petite taille de domaine (i.e., IloSearch-
Phase(..., IloSelectSmallest(IloDomainSize(env)), ...).
2. Niveaux d’inférence Ce paramètre est utilisé pour réaliser plus de réduction
sur les domaines, en changeant le niveau d’inférence de certaines contraintes
spécialisées, par exemple, All-different, dans notre cas (i.e., IloCP : :AllDif-
fInferenceLevel,...).
3. Paramètres de recherche
• Paramètre du type de recherche Ce paramètre contrôle le type de re-
cherche appliqué à un problème. Le type de recherche choisi est basé sur
la stratégie de relance (Restart), conjointement avec deux autres para-
mètres, à savoir, la limite de l’échec (Fail limit) et le facteur de relance
(Restart grow factor). La justification de notre choix est que la solution
de départ (fournie par la méthode heuristique), ne peut être utilisée que par
une recherche de type Restart ou multi-point (i.e., IloCP : :SearchType,
DepthFirst, [Restart, RestartFailLimit, RestartGrowthFactor],...).
• Tolérance d’optimalité relative Ce paramètre doit être manipulé avec
précaution, surtout si nous voulons maintenir l’optimalité des solutions. Par
exemple, si nous voulons trouver une solution d’environ 1% de l’optimum,
nous mettons la tolérance d’optimalité relative à 0.01. Toutefois, dans ce
cas, le solveur ne prouve pas nécessairement l’optimalité, ni même l’absence
d’une solution.
Il est intéressant de noter qu’il y a eu des travaux récents sur l’identification d’une
configuration de paramètres qui permet d’obtenir des performances meilleures (cf.
[Hutter et al., 2010]). Cependant, les meilleures combinaisons de paramètres diffé-
rents selon le type de problème, qui est bien sûr la raison pour laquelle ces choix
de conception sont principalement donnés en paramètres.
7.3.8. Discussion
Nous avons mis en évidence la pertinence du coefficient de corrélation rho de Spear-
man exploité dans les deux méthodes heuristique et exacte, pour résoudre le problème
d’élicitation des paramètres de la méthode d’optimisation multicritère d’ordre lexicogra-
phique. Nous avons montré que l’utilisation de la méthode heuristique en combinaison
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avec une méthode exacte est efficace, car elle bénéficie de la simplicité, la rapidité et
l’efficacité de la borne inférieure fournie par la méthode heuristique.
Nous avons également présenté des résultats expérimentaux évaluant l’efficacité des
approches proposées, portant sur des problèmes multicritères significatifs. Ces expéri-
mentations ont été réalisées avec un paramétrage avancé, afin de diriger et d’accélérer
les solveurs PPC et PLNE. Toutefois, la décision finale du choix entre une méthode heu-
ristique ou exacte, s’appuie sur les exigences du décideur. La méthode heuristique est
un excellent choix, si le décideur est à la recherche de solutions robustes et rapidement
calculables. Sinon, le choix est d’employer les approches PPC et PLNE qui prouvent
l’optimalité. Le troisième modèle PLNE (voir la section 4.2.4) utilisant un paramétrage
optimisé (voir la section7.3.7) s’est avéré le plus performant.
Les conclusions expérimentales que nous venons de dresser sont relatives à la nature
de la base de benchmarking TripAdvisor. Il serait intéressant d’expérimenter notre mo-
dèle sur d’autres bases de benchmarking, et voir dans quelle mesure nos conclusions
expérimentales restent valables.
7.4. Elicitation pour les opérateurs OWA
Nous avons évalué expérimentalement notre modèle PLNE d’élicitation (voir l’algo-
rithme 10) sur les instances de la base TripAdvisor 5. Nous avons utilisé ce modèle pour
éliciter les poids de la méthode de la moyenne pondérée ordonnée (OWA). Pour pou-
voir tester et évaluer la qualité du modèle d’élicitation proposé, nous avons adopté le
protocole expérimental suivant.
• Étant donnés :
• Une base de benchmarking contenant 19 instances issues de l’application Tri-
pAdvisor. Chaque instance contient un ensemble fini d’alternatives A, évaluées
sur 8 critères.
• Un vecteur de pondération w0 choisi au hasard.
• Pour chaque instance :
• Nous ordonnons totalement ses alternatives en utilisant la méthode OWA, avec
w0 comme vecteur de poids.
• Nous générons l’ensemble de toutes les relations de préférence P avec la méthode
OWAw0(A). Pour une instance ayant m alternatives, nous avons au total m(m−
1)/2 relations de préférence.
• Nous extrayons quelques bases d’apprentissage, en tenant compte de 100%, res-
pectivement, 90%, 80%, 60%, 40% et 10% de préférences fournies dans P .
• Nous lançons une résolution du modèle PLNE sur chaque base d’apprentissage,
afin d’éliciter le vecteur de pondération w (notre inconnu).
• Nous mesurons la qualité de l’élicitation sur chaque base. Dans ce but, nous
calculons la somme des écarts entre les valeurs du vecteur w, et les valeurs du
vecteur de référence w0. Notons qu’un écart maximal correspond à la valeur 2,
5. Cette base est décrite dans la section 7.2.1.
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du moment que la somme des poids est égale à 1. Inversement, un écart proche
de 0 est synonyme d’un bon apprentissage 6 (i.e., écart nul entre w et w0).
• Enfin, nous utilisons la même configuration matérielle et logicielle donnée dans la
section 7.2.2.
Les résultats de nos expériences sont présentés dans le tableau 7.3. Dans ce tableau les
colonnes Pb#, Alt et Pref désignent respectivement le numéro de l’instance, le nombre
d’alternatives, et le nombre total de préférences au niveau de chaque instance. Nous
distinguons ensuite plusieurs colonnes, reportant des mesures sur la qualité d’apprentis-
sage du vecteur de poids w. Cette mesure est donnée par la somme des écarts entre le
vecteur de poids élicité w, et notre vecteur de référence w0. Notons que chaque colonne
reporte les résultats des tests sur une base de préférences ayant x% du nombre total de
préférences figurant sur la colonne Pref, où x ∈ {100, 90, 80, 60, 40, 20, 10}. Notons que
le temps de résolution pour chaque instance est de l’ordre de quelques millisecondes.
Pour analyser facilement les résultats obtenus, nous avons fourni une représentation
graphique donnée par la figure 7.9. Les valeurs représentées sur l’axe des abscisses cor-
respondent aux nombre d’alternatives dans chaque instance ; alors que les valeurs re-
présentées sur l’axe des ordonnées correspondent à la somme des écarts par rapport au
vecteur w0, exprimée sous la forme d’un pourcentage : 0% correspond à un écart nul,
100% correspond à un écart maximal (i.e., 2), etc.
Sur cette figure, la première courbe (la plus en bas) représente les résultats des tests
avec 100% des préférences issues de chaque instance. Aussi, la dernière courbe (la plus
en haut) représente les résultats des tests avec 10% des préférences issues de chaque
instance. Il n’est pas surprenant de voir, sur cette figure, que la première courbe a des
écarts proches de 0% sur l’axe des ordonnées. De même, il est prévu d’avoir des écarts
autour de 80% pour la dernière courbe. Cependant, l’intérêt de cette étude expérimentale
consiste surtout à faire ressortir la limite entre les deux cas extrêmes.
Nous remarquons à travers la même figure que les courbes 60%, resp., 80−100%, sont
au-dessous de 12% d’écart, ce qui signifie une bonne qualité d’élicitation. Par contre, à
partir de 40%, nous constatons une dégradation de la qualité d’élicitation, donnant lieu
à un écart significatif.
Maintenant, essayons de voir l’impact de la taille de l’instance (nombre d’alternatives)
sur la qualité d’apprentissage. Pour cela, nous examinons les pics de la courbe 10% (celle
qui a donné les mauvais résultats d’élicitation). En effet, nous pouvons voir facilement
que la courbe 10% présente des pics sur les instances 5, 6 et 16. Trivialement, nous
choisissons le pic pour lequel la taille de l’instance est minimale (i.e., 5e instance avec
152 alternatives). Ensuite, nous retenons la taille de l’instance qui se trouve juste avant
(i.e., 4e avec 149 alternatives).
En somme, nous pouvons conclure que sur les 19 instances de la base TripAdvisor,
l’approche d’élicitation a calculé des poids de bonne qualité avec 60% du nombre total
de préférences. Cette qualité d’élicitation reste meilleure sur des instances ayant au
6. Dans cette section, et dans le cadre de l’évaluation du modèle d’élicitation, nous interchangeons
les termes apprentissage et élicitation. Néanmoins, dans les cas réels, nous n’avons pas un vecteur de




Cependant, les conclusions expérimentales que nous venons de donner sont relatives
à notre protocole expérimental qui dépend de trois facteurs :
• Choix initial des poids à apprendre.
• Nature des données de la base TripAdvisor.
• Nombre d’alternatives.
Les perspectives sur le plan expérimental doivent porter en premier lieu sur une étude
détaillée du choix initial des poids pour évaluer de combien nos conclusions expérimen-
tales restent valables. Puis, bien évidemment, il serait intéressant d’expérimenter notre
modèle sur d’autres bases de benchmarking.
Table 7.3.: Résultats experimentaux d’élicitation pour les opérateurs OWA.
Pb# Alt Prefs 100% 90% 80% 60% 40% 20% 10%
1 121 4989 0,0631 0,046 0,046 0,068 0,409 1,494 1,498
2 135 5830 0,086 0,098 0,098 0,246 0,249 1,497 1,498
3 149 7897 0,033 0,033 0,057 0,121 0,266 1,184 1,496
4 152 6980 0,024 0,025 0,075 0,101 0,287 1,184 1,498
5 160 9499 0,011 0,077 0,035 0,211 0,622 1,494 0,824
6 160 9467 0,030 0,037 0,031 0,041 0,272 0,983 0,824
7 167 10300 0,031 0,040 0,105 0,247 0,522 1,524 1,498
8 170 10625 0,038 0,058 0,075 0,171 0,549 1,520 1,529
9 176 11287 0,017 0,058 0,109 0,114 0,287 1,036 1,498
10 182 11292 0,027 0,032 0,068 0,103 0,475 1,498 1,498
11 188 10437 0,015 0,037 0,048 0,132 0,224 0,807 1,508
12 191 12561 0,023 0,013 0,045 0,044 0,048 1,482 1,366
13 211 16543 0,009 0,012 0,013 0,012 0,038 0,463 1,383
14 234 13545 0,021 0,026 0,037 0,034 0,235 1,180 1,498
15 246 21423 0,014 0,011 0,031 0,083 0,964 1,580 1,580
16 283 22515 0,016 0,014 0,045 0,031 0,104 0,708 0,824
17 300 27385 0,006 0,005 0,018 0,050 0,341 0,551 1,104
18 324 25668 0,006 0,015 0,015 0,136 1,580 1,498 1,498
19 355 33543 0,006 0,011 0,013 0,083 1,580 1,580 1,580
7.5. Experimentation de l’algorithme Leximin++
L’algorithme Leximin++ proposé dans la section 6.3 a été testé sur les instances de
la base TripAdvisor 7. Pour réaliser nos expérimentations, nous avons utilisé la même
configuration matérielle et logicielle décrite dans la section 7.2.2.
7. Cette base est décrite dans la section 7.2.1.
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Figure 7.9.: Résultats empiriques de l’approche d’élicitation pour la méthode OWA.
Dans un premier temps, nous avons examiné le comportement de l’algorithme pro-
posé, avec et sans mécanisme de cassure de symétrie. Ainsi, nous avons comparé ces
deux versions sur la base du nombre d’itérations nécessaires pour calculer la solution
Leximin-optimale. Les résultats obtenus sont affichés dans la figure 7.10 où nous obser-
vons clairement que Leximin++ avec la technique de cassure de symétrie (histogrammes
en bleu), trouve les solutions Leximin-optimales au plus tard après la deuxième itération.
Par contre, sans mécanisme de cassure de symétrie (histogrammes en rouge), notre al-
gorithme capture la solution optimale avant la dernière itération dans 4 cas parmi les
20 instances.
Nous comparons dans un deuxième temps les performances de notre algorithme Lexi-
min++, contre les performances de l’algorithme Leximin de base [Bouveret et Lemaître,
2009]. Nous présentons dans le tableau 7.4 les résultats obtenus sur les 20 instances. La
signification des colonnes est donnée comme suit :
• Pb# : le numéro de l’instance (problème) ;
• Alt : le nombre d’alternatives pour chaque instance ;
• TLeximin : le temps de résolution (en secondes) donné avec l’algorithme Leximin ;
• TLeximin++ : le temps de résolution (en secondes) donné avec l’algorithme Lexi-
min++ ;
• Nb Iter : le nombre d’itérations après lesquelles Leximin++ trouve la solution Lexi-
min-optimale ;
• Fact mult : le facteur multiplicatif calculé pour chaque instance.
En raison du temps de calcul supplémentaire consacré à la vérification de l’unicité de













































Figure 7.10.: Comparaison de Leximin++ et Leximin en terme de temps d’exécution.
Table 7.4.: Comparaison des performances de Leximin et Leximin++.
Pb# Alt TLeximin TLeximin++ Nb Iter Fact mult
1 102 0,28 0,02 1 13,80
3 102 0,04 0,02 2 2,25
2 109 0,52 0,04 1 13,00
4 111 0,20 0,07 1 2,91
5 115 0,31 0,06 1 5,10
6 132 0,10 0,04 2 2,55
7 135 0,81 0,12 1 6,73
8 135 1,10 0,08 1 13,75
9 135 0,47 0,16 2 2,94
11 146 0,12 0,04 2 3,00
10 151 0,53 0,11 1 4,78
12 164 0,37 0,07 1 5,26
13 191 0,15 0,05 1 3,04
14 194 0,36 0,06 1 5,93
15 203 0,43 0,08 1 5,34
16 222 0,49 0,03 1 16,43
17 284 0,71 0,07 1 10,17
18 533 0,44 0,07 1 6,27
19 610 0,38 0,06 1 6,40
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Nous illustrons le résultat de cette comparaison à travers la figure 7.11. En outre, nous
reportons sur la colonne “Fact mult” du tableau 7.4, le facteur multiplicatif calculé après
chaque expérience. Cette colonne permet d’avoir une idée concise sur les performances
de notre nouvel algorithme Leximin++. La moyenne géométrique 8 de tous les facteurs
multiplicatifs est égale à 5, 66. Ainsi, sur la base de benchmarking TripAdvisor, notre
algorithme a un facteur de performance égal à 5, 66 par rapport à Leximin.
Les résultats expérimentaux que nous venons de présenter sont relatifs à la nature
de la base de benchmarking TripAdvisor. Nous pensons que le nombre réduit des valeurs
des différents critères, a favorisé l’apparition de plusieurs symétries dans l’espace des
critères, expliquant ainsi les performances de Leximin++. Une perspective de ce travail
est l’expérimentation de notre modèle sur d’autres bases de benchmarking, et voir dans
































Figure 7.11.: Comparaison de Leximin++ et Leximin en terme de nombre de résolutions.
7.6. Conclusion
Dans ce chapitre, nous avons évalué et analysé les résultats expérimentaux des dif-
férentes approches proposées dans le cadre de cette thèse sur la base de benchmarking
TripAdvisor.
Nous avons en particulier mis l’accent sur l’efficacité de l’approche gloutonne et l’ap-
proche PLNE pour l’élicitation de l’opérateur d’agrégation lexicographique. Nous avons
aussi étudié les performances de notre modèle d’élicitation des opérateurs de somme
pondérée.
8. Certains auteurs conseillent d’utiliser la moyenne géométrique car elle donne un résultat plus
rigoureux étant donné que les valeurs sont des rapports. La formule de la moyenne géométrique MG de





Par ailleurs, nous avons montré que notre nouvel algorithme Leximin++ permet de
réduire le nombre d’itérations nécessaires pour calculer la solution Leximin-optimale ; et
d’avoir en conséquence un gain intéressant sur le temps global de résolution.
Les résultats expérimentaux que nous venons de présenter pour l’élicitation des para-
mètres ou pour l’algorithme Leximin++, sont relatifs à la nature de la base de bench-
marking TripAdvisor. Une perspective de ce travail est l’expérimentation de notre modèle
sur d’autres bases de benchmarking, et voir dans quelle mesure nos conclusions restent
valables.
Nous présentons dans le chapitre suivant la conclusion générale du manuscrit, et les





8. Conclusion et perspectives
8.1. Conclusion
Nous nous sommes intéressés à l’élicitation des paramètres des méthodes d’optimi-
sation multicritère et l’amélioration de l’opérateur d’agrégation Leximin en PPC. Au
niveau de l’élicitation, il s’agit de développer des approches exactes et gloutonnes qui
permettent au décideur de traduire automatiquement ses préférences en des paramètres
pour une méthode d’agrégation.
L’étude bibliographique nous a permis de mettre en lumière des méthodes d’agrégation
multicritères, abordant le problème de prise de décision en présence de plusieurs critères
souvent contradictoires et incomensurables. Cette étude a mis en évidence à la fois
l’importance et les difficultés intrinsèques au choix de la méthode multicritère la plus
adaptée à un problème multicritère donné, et aussi la nécessité de définir plus finement
les paramètres adéquats. Nous avons aussi souligné les différents travaux appréhendant
la problématique d’élicitation.
Contributions
Le point principal de cette thèse est la proposition des approches d’élicitation spé-
cifiques à des méthodes multicritères utilisées dans la littérature, à savoir, la méthode
lexicographique, la somme pondérée, Leximin et les opérateurs d’agrégation OWA. Tradi-
tionnellement, la résolution d’un problème multicritère avec une méthode d’agrégation
(combinant tous les critères en un critère unique de synthèse) nécessite des connaissances
spécifiques du problème à traiter. Ces connaissances sont généralement introduites dans
la méthode multicritère sous forme de paramètres. Dans cette optique, nous supposons
que le décideur a mis à notre disposition ces connaissances sous forme d’informations
préférentielles. Ensuite, notre but consiste à apprendre ces préférences pour pouvoir
extraire de manière automatique les paramètres exacts (ou approchés) de la méthode
multicritère.
Nous avons exploité la puissance des techniques de la programmation par contraintes,
et la programmation linéaire en nombres entiers pour modéliser et résoudre de manière
exacte des problèmes d’élicitation [Aribi et Lebbah, 2013b].
Notons que l’expressivité et l’efficacité des contraintes globales, nous ont permis d’avoir
des modèles PPC compacts et concis. Ces modèles d’élicitation se distinguent par rapport
à la littérature de l’élicitation (e.g., UTA et ses variantes [Jacquet-Lagreze et Siskos, 1982 ;
Greco et al., 2003 ; Figueira et al., 2009], AHP [Saaty, 1980 ; Saaty, 2003], ARIADNE [Sage
et White, 1984], [Wang et Boutilier, 2003] ) par l’utilisation de l’opérateur de réification
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(section 3.2.5), les contraintes globales (section 3.2.3) et la résolution max-CSP (section
3.2.4). Nous avons utilisé l’opérateur de réification des contraintes pour construire un
modèle max-CSP dont la résolution va fournir les paramètres de l’agrégateur qui respec-
teront au mieux les préférences. Même si nos modèles sont des problèmes d’optimisation
combinatoire, nous avons obtenu de bons résultats dans nos expérimentations. Enfin, les
modèles proposés ici sont plutôt complémentaires par rapport à la littérature courante.
Un décideur pourrait exploiter nos modèles pour repérer le maximum de préférences qui
pourraient être apprises avec un agrégateur (e.g., lexicographique, Leximin, OWA). Par la
suite, la littérature courante pourrait lui fournir des caractérisations fines de l’agrégateur
obtenu correctement paramétré.
Nous avons proposé des modèles d’élicitation pour trois opérateurs d’agrégation mul-
ticritère et nous avons proposé l’algorithme Leximin++ :
Elicitation de l’opérateur lexicographique Les deux démarches PPC et PLNE et la dé-
marche gloutonne sont les plus aboutis de nos travaux. Le modèle PLNE linéarisant
le modèle PPC, s’est avéré plus performant au niveau expérimental par rapport au
modèle PPC.
La démarche gloutonne basée sur le coefficient rho de Spearman n’est pas optimale,
mais s’est avérée très efficace. Son efficacité réside dans le fait qu’elle produise une
solution qui est très proche de la solution exacte, avec un temps instantané d’exé-
cution. En effet, l’approche basée sur le coefficient statistique rho de Spearman
[Aribi et Lebbah, 2013d], vise à assurer un bon compromis entre robustesse et
temps d’exécution.
Nous avons proposé une approche hybride qui consiste simplement à intégrer le
coefficient statistique rho de Spearman dans les deux méthodes exactes (PPC et
PLNE). L’obtention d’une bonne solution réalisable très tôt, a amélioré considéra-
blement les performances de résolution des solveurs exacts.
Enfin, il va de soi que la décision finale du choix entre une méthode heuristique ou
une méthode exacte, s’appuie sur les exigences du décideur. La méthode heuristique
est un excellent choix, si le décideur est à la recherche de solutions robustes et
rapidement calculables. Sinon, le choix le plus évident est d’employer l’approche
exacte.
Elicitation de l’opérateur de la somme pondérée Pour la modélisation de la problé-
matique d’élicitation des opérateurs de la somme pondérée et OWA, le choix d’une
formulation PLNE était trivial en raison de la forme linéaire des contraintes d’élici-
tation. Deux heuristiques de modélisation sont proposées. La première adopte une
mesure de violation des préférences en entrée via une norme. La deuxième favorise
les préférences maximisant la relation de transitivité dans la relation globale des
préférences en entrée. Nous avons expérimenté ce modèle pour mettre en évidence
le nombre de préférences nécessaires pour réaliser une élicitation de bonne qualité.
L’expérimentation faite sur la base TripAdvisor a montré le besoin à plus de 60%
des préférences.
Elicitation de l’opérateur Leximin Nous avons fait la proposition d’un modèle d’éli-
citation des fonction d’utilité pour l’opérateur d’agrégation Leximin. Ce modèle
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consiste à trouver les valeurs des fonctions d’utilité individuelle en maximisant la
satisfaction des préférences en entrée. La perspective immédiate de cette proposi-
tion est de l’évaluer expérimentalement sur la base TripAdvisor.
Algorithme Leximin++ En dehors du problème d’élicitation, nous nous sommes atta-
chés à améliorer l’algorithme Leximin proposé dans le cadre de la programmation
par contraintes. L’algorithme que nous avons proposé (i.e., Leximin++) permet
de calculer la solution Leximin-optimale avec un minimum d’itérations. Les tests
réalisés sur des instances réelles de l’application TripAdvisor ont montré que cet
algorithme parvient à résoudre toutes les instances, et obtient des résultats encou-
rageants et assez satisfaisants, surtout en présence de solutions symétriques.
8.2. Perspectives
Afin de poursuivre le présent travail, nous mettons en avant une forte ambition à
travailler sur plusieurs perspectives immédiates :
1. Nous voulons étudier sur le plan théorique les différentes procédures d’élicitation
faites autour de l’opérateur d’agrégation lexicographique. L’objectif étant d’expli-
quer sur le plan conceptuel les très bonnes performances de l’approche gloutonne
et l’approche PLNE.
2. La deuxième perspective est l’évaluation expérimentale de notre modèle d’élicita-
tion des fonctions d’utilité pour l’opérateur d’agrégation Leximin.
3. Nous voudrons pousser plus loin nos expérimentations du modèle d’élicitation des
poids des opérateurs de sommes pondérées, notamment en comparant ses perfor-
mances par rapport aux autres approches d’élicitation des modèles additifs, en
particulier les approches de type UTA. Justement, nous pensons que cette compa-
raison nous permettra d’hybrider entre notre approche linéaire de nature PPC (i.e.,
exploitant l’opérateur de réification et la résolution max-CSP), et les approches de
la littérature qui sont orientées plus vers la programmation mathématique.
L’élicitation de l’opérateur d’agrégation via l’intégrale de Choquet n’a pas été consi-
dérée dans cette thèse. Nous pensons que nous avons capitalisé assez de matières pour
pouvoir étendre et développer nos travaux pour contribuer dans l’élicitation de la fonc-
tion capacité de l’intégrale de Choquet.
D’après les résultats que nous avons obtenus dans [Aribi et Lebbah, 2013b ; Aribi et
Lebbah, 2013a ; Aribi et Lebbah, 2013d], nous nous sommes aperçus qu’il est souvent
impossible de trouver un paramétrage adéquat, de telle sorte que l’application de la
méthode multicritère respecte parfaitement les préférences du décideur.
Cette situation nous a incité à prospecter une démarche plus générale qui s’appuie sur
les techniques de classification non supervisée 1 (clustering) [Rajaraman et Ullman, 2011 ;
Lebarbier et Mary-Huard, 2011]. Dés lors, au lieu d’appréhender le problème d’élicitation
1. La classification non supervisée désigne un ensemble de méthodes ayant pour objectif de dresser
ou de retrouver une typologie existante caractérisant un ensemble de n observations, à partir de p
caractéristiques mesurées sur chacune des observations [Lebarbier et Mary-Huard, 2011].
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avec une seule méthode multicritère et un seul paramétrage, nous proposons de parti-
tionner l’espace réalisable en plusieurs sous-espaces (partitions, catégories ou groupes)
homogènes, où chaque sous-espace sera appréhendé avec la méthode multicritère et les
paramètres les plus appropriés. Ainsi, le problème multicritère traité sera résolu par une
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De nombreuses méthodes existent pour résoudre des problèmes d’optimisation multi-
critère, et il n’est pas aisé de choisir une méthode suffisamment adaptée à un problème
multicritère donné. En effet, après le choix d’une méthode multicritère, différents para-
mètres (e.g. poids, fonctions d’utilité, etc.) doivent être déterminés, soit pour trouver
la solution optimale (meilleur compromis) ou pour classer l’ensemble des solutions fai-
sables (alternatives). Justement, vue cette difficulté pour fixer les paramètres, les mé-
thodes d’élicitation sont utilisées pour aider le décideur dans cette tâche de fixation des
paramètres. Par ailleurs, nous supposons que nous disposons d’un ensemble de solu-
tions plausibles, et nous faisons aussi l’hypothèse de la disponibilité au préalable, des
informations préférentielles obtenues après une interaction avec le décideur.
Dans la première contribution de ce travail, nous tirons profit d’une mesure statistique
simple et rapidement calculable, à savoir, le coefficient de corrélation rho de Spearman,
afin de développer une approche gloutonne (approchée), et deux approches exactes basées
sur la programmation par contraintes (PPC) et la programmation linéaire en nombres
entiers (PLNE). Ces méthodes sont ensuite utilisées pour éliciter automatiquement les
paramètres appropriés de la méthode multicritère basée sur l’ordre lexicographique.
Nous proposons des modèles d’élicitation des paramètres pour d’autres méthodes mul-
ticritère, telles que la méthode Leximin issue de la théorie du choix social et du partage
équitable, la méthode de la somme pondérée et les opérateurs OWA. Les modèles d’éli-
citation proposés s’appuient sur la résolution des problèmes max-CSP. Les paramètres
que nous calculons, représentent la meilleure façon suivant laquelle la méthode choisie
va restituer au mieux les préférences exprimées par le décideur.
D’autre part, nous proposons une variante de la méthode Leximin dans un cadre PPC,
en intégrant un algorithme de cassure de symétrie avec de meilleures performances au
niveau expérimental.
Enfin, des résultats empiriques sont présentés et discutés, dont le but est d’illustrer,
évaluer et comparer l’efficacité des différentes approches proposées.





Many methods exist for solving multicriteria optimization problems, and it is not
easy to choose the right method well adapted to a given multicriteria problem. Even
after choosing a multicriteria method, various parameters (e.g. weight, utility functions,
etc.) must be carefully determined either to find the optimal solution (best compromise)
or to classify all feasible solutions (the set of alternatives). To overcome this potential
difficulty, elicitation methods are used in order to help the decision maker to fix safely
the parameters. Additionally, we assume that we have a set of feasible solutions, and we
also make the assumption that we have prior information about the preferences of the
decision maker, and we focus on how to use these information, rather than how to get
them.
In the first contribution of this work, we take advantage of a simple and quickly com-
putable statistical measure, namely, the Spearman rho correlation coefficient, to develop
a greedy approach, and two exact approaches based on constraint programming (CP)
and mixed integer programming (MIP). These methods are then used to automatically
elicit the appropriate parameter of the lexicographic ordering method.
We also propose some elicitation models for some multicriteria methods, such as OWA
operators, weighted sum method, and Leximin. These elicitation approaches are based
on solving max-CSP models. The parameters that we calculate ensure the best way
according to which the chosen method will capture the preferences expressed by the
decision maker.
On the other hand, we propose a variant of a CP based model of Leximin, including a
symmetry breaking algorithm having a better experimental results.
Finally, empirical results are presented and discussed. The purpose of those experi-
ments is to illustrate, evaluate and compare the effectiveness of our approaches.
Keywords: Elicitation, multicriteria, lexicographic, Leximin, OWA, optimiza-
tion, multiobjective, CP, MIP.
173
