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RÉSUMÉ 
Le théorème de convexité stipule que l'image d'une variété symplectique compacte 
et connexe (M,w) par l'application moment f..l : M --+ JRk de l'action hamilto-
nienne d'un tore Tk, est un polytope convexe. Prouvé simultanément par (Atiyah, 
1982) et (Guillemin et Sternberg, 1982), ce résultat prend d'autant plus d'impor-
tance que dans le cas d'une variété torique (le cas où dim(M) = 2k), le polytope 
ainsi obtenu, s'avère être un invariant combinatoire pour cette classe de variétés 
symplectiques; résultat prouvé par (Delzant, 1988). 
Les deux premiers chapitres de ce mémoire présentent un traitement systématique 
de la géométrie symplectique et de ses résultats fondamentaux dans le contexte 
de l'action hamiltonienne d'un tore sur une variété symplectique compacte et 
connexe. 
Dans le troisième chapitre, nous parlerons de la version classique du théorème de 
convexité ainsi que du théorème de Delzant, pour ensuite aborder dans le cha-
pitre 4 le théorème 4.3.10 dans lequel la condition sur la structure symplectique 
du théorème de Atiyah, Guillemin-Sternberg est remplacé par une structure sym-
plectique transverse par rapport au feuilletage généré par un sous-algèbre de Lie 
g' C g qui agit librement sur la variété (où g est l'algèbre de Lie d'un tore G). 
Dans le cas où g' = {0} on retrouve le théorème de Atiyah, Guillemin-Sternberg. 
MOTS-CLÉS : Convexité, groupe de Lie, action hamiltonienne, variété symplec-
tique, application moment, polytope de Delzant, structure transversale. 

---------------~~~~~~~~~~~~~-
CHAPITRE I 
GÉOMÉTRIE SYMPLECTIQUE LINÉAIRE 
Un espace symplectique est un espace vectoriel muni d'une forme symplectique; 
une telle forme introduit un certain nombre de propriétés qui distinguent ce genre 
d'espaces. Par exemple, les espaces symplectiques sont toujours de dimension 
paire. 
On se propose dans ce chapitre de faire une étude systématique de la géométrie 
symplectique qui va être très utile pour l'étude des variétés différentiables sym-
plectiques. 
Le contenu de ce chapitre provient essentiellement de (Kostrikin et Manin, 1989) 
et de la section 2 du chapitre I de (McDuff et Salamon, 1995). 
1.1 Espace vectoriel symplectique 
Définition 1.1.1. Une forme bilinéaire non dégénérée w sur une espace vectoriel 
V, est une application 
w:VxV----tlR (1.1) 
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linéaire par rapport à ces deux arguments, telle que : 
vt---+w(v,.) 
est un isomorphisme. 
(1.2) 
(1.3) 
Remarque 1.1.2. La matrice de Gram de w dans une base B = ( e1 , ... , en) de V, 
e.~t la transposée de la matrice de wP dans les bases B et sa dual B* = (e1, ... , en). 
Définition 1.1.3. Le sous-espace orthogonale à un sous-espace WC (V,w) est 
défini par: 
w_j_w = {xE VI . \:/y E ~v w(x, y) = 0} = ker(i* 0 w~) (1.4) 
où i* : V* ----+ W* P.st le dual de l'injection i : W ----+ V. 
Théorème 1.1.4. Soit w unP. forme bilinéaire non dégénérée sur une espace vec-
toriel V. Alors, pour tout sous-espace W c (V, w) 
(a) dim(W) + dim(W_!_w) = dim(\rr). 
(b) W_j_w_j_w = W. 
Démonstration. (a) dim(W_j_w) = dim(ker(i*)) = dim(V)- dim(W) car wP est 
un isomorphisme. 
(b) On a WC W_j_w_j_w, par (a) dim(l-V_!_w_j_w) = dim(W) ===? W = W_!_w_j_w. D 
Définition 1.1.5. UnP. forme symplectique est une forme bilinéaire antisymé-
triquP. non dégénérée. 
Définition 1.1.6. Un espace vectorid symplectique (V,w), est un espace vectoriel 
V muni d'une forme symplectique w. 
De plus, si W C V est un sous-espace de V, on dit que W est : 
(a) Isotrope si WC W.Lw. 
(b) Coisotrope si W.Lw C W. 
(c) Symplectique si W n W.Lw =O. 
( d) Lagrangien si W = W .Lw . 
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Théorème 1.1. 7. Un espace vectoriel symplectique (V, w) possède une base dite 
symplectique de la forme ( e1, ... , en, v1, ... , vn) telle que : 
w(ei, vj) = 8]. 
En particulier, dimiR(V) = 2n. 
Démonstration. Supposons que dim(V) = 2. Soit e1 E V tel que e1 =j:. O. Par la 
non dégénérescence de w, il existe v1 E V tel que w( e1, vi) = 1 ====> ( e1, vi) est 
une base symplectique de V. 
Supposons maintenant que dim(V) > 2, et que l'énoncé est vraie pour tout espace 
vectoriel symplectique de dimension < dim(V). 
Soit W C V un sous espace de V avec W = Span{ e1 , vi} et w( e1 , vi) 1. On 
remarque que : 
(1) wn w.Lw = 0. 
(2) dim(W.Lw) = dim(V)- dim(W) 
====> V = W ffi W .Lw ====> (W .Lw, w) est un espace vectoriel symplectique, alors 
par l'hypothèse de récurrence W.Lw possède une base symplectique (e2 , ... , en, v2 , ... , vn) 
====> (e1, ... , en, v1 , ... , vn) est une base symplectique de V. D 
Remarque 1.1.8. La matrice de Gram d'une forme symplectique w dans une 
base symplectique est de la forme : 
où En est la matrice identité de dimension n. 
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Exemple 1.1.9. L'espace vectoriel réel (JR2n, w0 ) est un espace vectoriel symplec-
tique, où w0 est la forme symplectique standard définie par : 
n 
Wo = L ei 1\ vi. 
i=1 
{ 1 n 1 n} b d m2n* avec e , ... , e , v , ... , v une ase e m.. . 
(1.5) 
Remarque 1.1.10. L'exemple 1.1.9 est trè8 important car on verra dan8le cha-
pitre suivant que toute variété 8ymplectique re8semble localement à (JR2n, w0 ). 
1.2 Groupe linéaire symplectique 
Définition 1.2.1. Un 8ymplectomorphisme de (V, w) e8t un endomorphi8me 'ljJ de 
V qui lai8se invariante w, dan8 le 8ens : 
('lj;*w)(x, y)= w('lj;(x), 'lj;(y)) = w(x, y). (1.6) 
Ou d'une façon équivalente en notation matricielle : 
(1.7) 
Dan8 une ba8e 8ymplectique, la matrice A,p de 'ljJ vérifie : 
(1.8) 
L'ensemble des symplectomorphismes d'un espace vectoriel symplectique (V,w) 
possède une structure naturelle de groupe (par composition d'automorphisme) et 
sera dénoté par Sp(V,w). On dénotera par Sp(2n) le groupe Sp(JR2n,w0 ). 
Remarque 1.2.2. L'équation (1.8) nou8 montre que la matrice de 'ljJ dans une 
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base symplectique est inversible. En d'autre.c; termes, un symplectomorphisme est 
un automorphisme de l'espace vectoriel. 
Proposition 1.2.3. Pour toute matrice A E Sp(2n,ffi.), on a que: 
(a) det(A) = 1. 
(b) P(t) = t2nP(t-1), où Pest le polynôme caractéristique de A. 
Démonstration. (a) A laisse invariante la forme volume w[; ====? det( A) = 1. 
(b) Par l'équation (1.8) : det(tE2n- A) = det(tE2n + Jo(At)- 1 Jo)= 
det(tE2n- (At)-1) = det((At)-1 )det(tAt- E2n) = t 2ndet(t-1E2n- A). D 
Corollaire 1.2.4. Pour toute matrice A E Sp(2n, IR) on a que, si À est une valeur 
propre de A, alors .x-I, "X et .X-1 sont aussi des valeur.s propre;; de A. 
Démonstration. Il suffit d'utiliser la proposition 1.2.3 et le fait que Pest un po-
lynôme à coefficients réels. D 
1.3 Complexification et décomplexification 
La complexification est l'opération d'extension du corps des scalaires d'un espace 
vectorielle réel à C. De même, la décomplexification est l'opération de restriction 
du corps des scalaires d'un espace vectorielle complexe à IR. 
On se propose d'étudier dans cette section les résultats fondamentaux de ces 
opérations. 
1.3.1 Décomplexification 
Définition 1.3.1. Soit V un espace vectoriel sur C. On désigne par Vn~ l'espace 
vectoriel réel obtenu de V par la restriction du corps des scalaires à IR. Vn<!. est 
l'espace vectoriel qui correspond à la décomplexification de V. 
6 
De plus, si f : V ---+ W est une application C-linéaire, on désigne par f~ : Vn~. ---+ 
WIR l'application IR -linéaire correspondante. 
Théorème 1.3.2. Soit L et M deux espaces vectoriels sur C avec comme bases 
respectives B = { e1, ... , e1} et B' = { e~, ... , e:n}. Soit f : L HM une application 
C-linéaire. 
Alors : 
(1) dimRLR = 2dimcL. En particulier, BIR= {e1, ... ,e[,ie1, ... ,iel} est une 
base de LJR. 
(2) Soit (A+ iB) la matrice de f dans les bases B et B' (où A et B sont deux 
matrices réelles). Alors, la matrice de !IR dans les bases BIR et B'IR est de la 
forme: 
[; -:] 
(3) det(JR) = idet(JW. 
Démonstration. (1) Supposons qu'il existe (a;)I~i~n, (,B;)I::=;i~n E IR tels que 
2::::::7=1 a;e; + 2::::::7= 1 ,Bjiej = 0 = L~=l ( Œk + i,Bk)ek. Alors, Œk + i,Bk = 0 V1 ::; k ::; n 
====} ak = 0 = ,Bk V1 ::; k ::; n. 
(2) (A+ iB)(x + iy) = (Ax- By) + i(Bx + Ay) - [AB -AB] x [xyl 0 
1.3.2 Structure complexe 
Définition 1.3.3. Une 8tructure complexe sur un e8pace vectoriel réel V, est un 
automorphisme J de V tel que : 
(1.9) 
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On dénotera par .J(V) l'espace des structures complexes sur V. 
Théorème 1.3.4. Soit (V, J) un espace vectoriel réel V muni d'une structure 
complexe J. Soit l'espace vectoriel complexe V qui consiste en V muni de la mul-
tiplication par des complexes définie par l'équation suivante : 
(a+ ib)x = ax + bJ(x) Vx E V (1.10) 
Alors : 
VR =V (1.11) 
En particulier : 
dimJR V = 2dimc V. (1.12) 
Démonstration. Soit (e1, ... , en) une base de V, alors (e1 , ... , en, J(ei), ... , J(en)) 
est une base de V(voir la preuve du théorème 1.3.2(i)). D 
Définition 1.3.5. Soit (V, w) un espace vectoriel symplectique. Une structure 
complexe J E .7 (V) est dite compatible avec w si : 
w(Jv, Jw) = w(v, w). (1.13) 
et 
w(v, Jv) >O. (1.14) 
V v f:- 0, w EV. 
On dénotera par .J(V,w) l'espace des structures complexes compatibles avec w. 
Lemme 1.3.6. Pour tout espace vectoriel symplectique (V, w), il existe une struc-
ture complexe JE .J(V,w). 
Démonstration. Soit g un produit euclidien sur V. On définit l'application linéaire 
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A: V----tV tel que w(X, Y) = g(AX, Y). Alors : 
(a) A* = -A. En effet, on a que, g(A* X, Y) = g(X, AY) = g(AY, X) 
-w(X, Y) = -g(AX, Y). 
(b) AA* est symétrique ((AA*)* = AA*). 
(c) AA* est définie positive (g(AA* X, X) > 0 VX =/= 0). 
====* AA* est diagonalisable avec valeurs propres > 0, donc ( vSL::P)- 1 est bien 
définie et est autoadjointe. Par conséquent, J = ( JA}f*)-1 A est une structure 
complexe (A commute avec ( vS41f*)- 1 car A commute avec AA*). D 
Théorème 1.3.7. Soit (V,w) un e,c:;po.œ vectoriel symplectique, et JE .J(V,w). 
Alors : 
(a) 
9J :v x v ----t c 
(1.15) 
(v, w) f-t w(v, J(w)) 
est un produit euclidien J -invariant. 
(b) 
H:V x v ----tC 
(1.16) 
(v, w) f-t w(v, J(w)) + iw(v, w) 
est un produit hermitienne. 
Démon.9tration. (a) On a que 9J(v, v) = w(v, J(v)) > O. Par conséquent, 9J est 
non dégénéré. De plus, gj(v, w) = w(r, J(w)) = w(J(v), P(w)) = w(w, J(v)) = 
9J(w, v). Donc, 9J est un produit euclidien. 
(b) H(w, v)= w(w, J(v))- iw(w, v)= :...~(v, J(w)) + iw(v, w) = H(v, w). D 
1.3.3 Complexification 
Définition 1.3.8. La comple.'ri.fication d'un espace vectoriel réel L est l'espace 
vectoriel complexe C ®R L noté L <C. 
De plus si f : L ---+ M est une application JR-linéaire, on définit : 
la complexification de f. 
fe :Le---+ Mc 
a®vt---+a®f(v) 
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(1.17) 
Remarque 1.3.9. On peut voir la complexification d'un e.<>pace vectoriel réel L 
comme étant l'espace vectoriel complexe (L ffi L, J) avec J(l 1 , 12 ) = ( -12 , 11). 
Théorème 1.3.10. Soit L et M deux espaces vectoriels réels muni respectivement 
des bases B = (e1 , ... , e1) et B' = (e~, ... , e:n). Alors: 
(a) B et B' sont respectivement des bases de L c et Mc. 
( b) f et fe ont la même matrice dans les bases B et B' respectivement. 
Démonstration. La preuve de (a) est évidente. Pour prouver (b), il suffit d'utiliser 
(a) et le fait que fc(ei) = f(ei) (voir équation (1.17)). D 

CHAPITRE II 
ACTION HAMILTONIENNE D'UN GROUPE DE LIE 
Le but principal de ce chapitre est de démontrer l'existence et l'unicité de l'appli-
cation moment induite par l'action hamiltonienne d'un groupe de Lie G sur une 
variété symplectique (M, w) ainsi que ses propriétés. Bien que seul l'action d'un 
tore nous intéresse, nous étudierons le cas plus général de l'action propre d'un 
groupe de Lie et ses propriétés. 
Nous suivrons les références (da Silva, 2006; Cieliebak, 2010; Cieliebak, 2001; Kar-
shon, 2002). 
2.1 Action lisse 
Définition 2.1.1. L'action d'un groupe de Lie G, sur une variété différentiable 
M, est un morphisme de groupe.c; : 
p: G---+ Diff(M) (2.1) 
où Dif f(M) est le groupe de.c; difféomorphi.sme.c; de M. Pour alléger la notation 
on écrira g.x ou ju.ste gx au lieu de p(g)(x). 
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L'action ainsi définie est dite lisse ou coo, si l'application d'évaluation : 
est coo. 
ev :G x M -----+ M 
(g,m) H g.m 
(2.2) 
Exemple 2.1.2. Un groupe de Lie G agit sur lui même de manière coo par: 
(1) Multiplication à gauche : L 9 (x) = g.x. 
(2) Multiplication à droite : R9 (x) = x.g- 1 • 
(3) Conjugaison: c9 (x) = L9 o R9 (x) = g.x.g- 1 • 
Lemme 2.1.3. Soit M une variété différentiable munie de l'action coo d'un 
groupe de Lie compacte G. Alors, il existe sur A1 une métrique riemannienne 
G-invariant g; dans le sens où p( G) est un sous groupe du groupe d'isométries de 
g. 
Démonstration. Soit g' une métrique riemannienne quelconque sur M. On définit 
g = fc(h*g')dh, où h est une mesure de Haar (une forme volume bi-invariante sur 
G) sur G. D 
Remarque 2.1.4. Soit (M, g) une variété différentiable munie d'une structure 
riemannienne G-invariante g, et x E M un point fixe de l'action de G. 
Soit exp : V C TxM ---+ M l'application exponentielle a.c;socié à g (où V est une 
boule autour de 0 E Txlvf ). Alors : 
(a) L'action de G sur A1 définie une action sur TxM telle que hv h*v 
Vh E G, \lv E TxM. 
(b) exp(hv) = h.exp(v) Vh E G,Vv EV. 
ml. e:r:p( th v) pJ h.exp( tv) sont dnt.7: géodP.siquPs v;sups dP x mwr vP.locitP. Pn :r: 
égale à h*v. En d'autres termes, l'application e:r:p d'une métrique riemannienne 
G -invariante est équivariante (voir d~finition 2.1. 8 pour l'équivariance). 
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Définition 2.1.5. L'action par conjugaison de G sur lui même induit les repré-
sentations suivantes : 
(a) Représentation adjointe de G sur 9 : 
Ad :G ---+ G L(g) 
g f-t ( dc9 )e 
(b) Représentation coadjointe de G sur 9* : 
(2.3) 
< Ad*(g)Ç, TJ >=< Ç, Ad(g-1 )TJ > \fg E G, VÇ E 9*, 'VTJ E 9- (2.4) 
( c) Représentation adjointe de 9 sur 9 : 
ad :g---+ gl(g) (2.5) 
TJ f-t ( dAd)e ( TJ) 
Exemple 2.1.6. Soit l'action de S1 sur S 3 définie par: 
S 1 x S 3 ---+ S 3 
(z,(z1,z2)) f-t (zm1 Z1,Zm2 z2) 
où 
S1 = {z E CJ lzl = 1} 
S 3 = {(z1, z2) E C2l lz1l2 + lz2l2 = 1} 
et m1, m2 deux entiers fixé. L'action est clairement coo. 
Exemple 2.1.7. Soit M une variété différentiable et X E X(M) un champ de 
1 4  
v e c t e u r s  c o m p l e t .  A l o r s  :  
p  : J R - - - - +  D i f  f ( M )  
( 2 . 6 )  
t  f - - t  < I >  t  
o ù  < I > t  e s t  l e  f l o t  d e  X ,  e s t  u n e  a c t i o n  c x o  d e  l R  s u r  M .  
P o u r  x  E  M o n  d é f i n i t  l ' o r b i t e  e t  l e  s t a b i l i s a t e u r  ( g r o u p e  d ' i s o t r o p i e )  d e  x  r e s p e c -
t i v e m e n t  c o m m e  s u i t  :  
O x  =  G . x  =  { g . x l g  E  G }  c M .  
G x  =  { g  E  G l g . x  =  x }  c  G .  
O n  d é f i n i t  a u s s i  l ' a p p l i c a t i o n  o r b i t a l e  d e  x ,  p a r  :  
i x  e v  
' l i  x  : G  - - - = - +  G  x  M  - - - +  M  
g  f - - t  ( g ,  x )  f - - t  g ( x )  
( 2 . 7 )  
D é f i n i t i o n  2 . 1 . 8 .  U n e  G - v a r i é t é  e . c ; t  u n e  v a r i é t é  d i f f é r e n t i a b l e  M  m u n i e  d e  l ' a c -
t i o n  c o o  d ' u n  g r o u p e  d e  L i e  G .  U n e  a p p l i c a t i o n  c o o  f  :  M  - - - +  N  e n t r e  d e u x  
G - v a r i é t é s  M  e t  N  e s t  d i t e  é q u i v a r i a n t e ,  s i  :  
f ( g ( x ) )  =  g ( f ( x ) )  
V g  E  G  e t  V x  E  M .  
T e r m i n o l o g i e  2 . 1 . 9 .  S o i t  A 1  u n e  G - 1 ; a r i é t é .  L ' a c t i o n  d e  G  e . c ; t  d i t e  :  
( a )  L i b r e  :  . c ; i  G x  =  {  e }  V  x  E  M .  
( b )  L o r : a . l e m e n t  l i b r e  :  s i  G x  e . c ; t  d i . c ; r : r e t  V  . r  E  M .  
( c )  E j j e c t i v e : s i  n  G x = { e }  - K e r ( p : G - - - + D i f f ( J v ! ) ) .  
x E M  
( d )  .  T r a n s i t i v P  :  s i  O x  - M  V x  E  M .  
( 2 . 8 )  
15 
Remarque 2.1.10. L'action dans l'exemple 2.1.6 est effective ssi m 1 et m 2 sont 
premiers entre eux. 
Démonstration. L'action de l'exemple 2.1.6 s'écrit en cordonnées polaires comme 
suit : 
L'action de() E (0, 2n) fixe 8 3 ssi :3k1 , k2 E Z telles que : 
(2.9) 
Or l'équation (2.9) est équivalente à ~ = ~ avec k1 < m 1 et k2 < m2. En d'autres 
termes, (2.9) {:::> lpgcd(m1 , m 2 )1 > 1. Donc, l'action est effective ssi m1 et m 2 sont 
premiers entre eux. D 
Dorénavant, tout action d'un groupe de Lie est sous entendue coo à moins de 
spécifier explicitement le contraire. 
L'action d'un groupe de Lie G sur une variété M induit une action infinitésimale 
de son algèbre·de Lie g sur M, définie comme suit : 
Proposition 2.1.11. L'action infinitésimale de l'algèbre de Lie g de G sur une 
G -variété M est une application linéaire : 
CY :g----+ X(M) 
d 
'fl 1-+ !lx= dt lt=oexp(t'fl).x = Wxe,*('fl) 
(2.10) 
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qui vérifie : 
(1) Ad9 ry - g*!l 
(2) [a,~] = -[g_,~] 
Va,~' TJ E g et V g E G. Le champ de vecteurs !lE X(M) est dit champ de vecteurs 
fondamental associé à TJ E g. 
Démonstration. Il est claire que u est linéaire. 
(1) Ad9 ry - ftlt=oexp(tAd9 ry).x- ftlt=oC9 (exp(try)).x 
---=---x 
(g*!]_)x· 
(2) [a,~t- ad(a)~ -!tlt=oAd(expta)~ -ftlt=o(exp(tat~)x- -[g_,~]x· D 
Théorème 2.1.12. Soit M et N deux G-variétés telles que l'action de G sur M 
est transitive, et f : M ---+ N une application équivariante. Alors : 
( 1) f est de rang constant. 
(2) f*!l.M - !LN Vry E g. 
Démonstration. (1) foL9 - L9 of Vg E G ====? hg(x),*(L9 )x,*- (L9 )J(x),*fx,* ====? 
!x,* et hg(x),* ont le même rang V gE G. 
Vy E M :Jg E G tq g.x =y car G agit transitivement sur M ====? rang(fx,*) = 
rang(fy,*) Vx, y E M. 
d . d ( ) (2) (f*!]_M)J(x) - &lt=of(exp(try).x) - &lt=oexp(try).f(x) = !}_N J(x)· 
Lemme 2.1.13. Soit M une G-variété et xE M. Alors : 
(1) Gx est un sous-groupe fermé de G. 
(2) Lie(Gx) = 9x = {TJ E 9ITJ = 0} . 
...:.x 
Démonstration. (1) Gx- w; 1(x) ====? Gx est fermé car 'llx est C00 • 
D 
(2) Si TJ E 9x ====? ftlt=oexp(try).x = 0 or ftlt=sexp(try).x ftlt=oexp((t + s)ry).x 
- ftlt=oexp(sry)exp(try).x = 0 ====? exp(try).x =x Vt E IR ====? TJ E Lie(Gx). 
Le sens inverse est évident. D 
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Terminologie 2.1.14. L'action infinitésimale de l'algèbre de Lie g sur une G-
variété M est dite : 
(a) Libre : si 9x = {0} Vx E M. 
(b) Effective: si n 9x = {0} = Ker(Œ: g---+ X(M)). 
xEM 
(c) Transitive :sig - TxM Vx E M. 
-=-x 
Proposition 2.1.15. Soit M une G-variété, alors : 
( 1) L 'action de G est localement libre {::} l'action de g est libre. 
(2) L'action de G est effective ====? l'action de g est effective. 
(8) L 'action de G est transitive ====? l'action de g est transitive. Si M est 
connexe alors le sens inverse est aus.c;i vraie. 
Démonstration. ( 1) G x est discret {::} 9x = { 0}. 
(2) Supposons qu'il existe TJ E g tel que !1. = 0 ====? TJ E 9x V x E M ====? 
exp(tTJ) E Gx V xE Met V tE IR ====? l'action de G n'est pas effective. 
(3) pour x E M : 'llx est surjective et de rang constant (par théorème 2.1.12) ====? 
W x est une submersion ====? l'action de g est transitive. 
Inversement, si M est connexe et l'action de g est transitive, alors 'llx(G) est 
ouvert dans M(car 'llx est une submersion). Si y E M\ 'llx(G) alors 'lly(G) est un 
voisinage de y disjoint de wx(G) ====? M\ 'llx(G) est un ouvert ====? wx(G)- M 
====? l'action de G est transitive. D 
2.2 Action propre 
L'action d'une groupe de Lie de G sur une variété M est dite propre si l'applica-
tion : 
f2 :G x M ---+ M x M 
(g, x) 1-t (g(x), x) 
------- -------- --------
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est une application propre. 
Lemme 2.2.1. Les conditions suivantes sont équivalentes : 
( 1) L 'action de G est propre. 
(2) Pour toute .mite convergente (xk)kEN C M et .mite (gj )jEN C G telles 
que (gk.:tk)kEN C M est une suite convergente, il existe une sous-.mite 
convergente (gk1 ) c (gj)jEN· 
(3) Pour tous sous-ensembles compactes K 1,K2 CM, l'en.~emble G~~ - {gE 
G 1 gK1 n K2 f 0} est compacte. 
Démon.~tration. (1) ==::::;. (2) Si (xk) et (gk.Xk) convergent ==::::;. :3 compacte 
K C M x M et no E N telles que V k :2: no (gk.xk, xk) E K =====? (gkl xk)k?.no E 
K' = (]- 1(K), or K' est compacte==::::;. :3 sous-suite convergente (gk1 ) C (gj)jEN· 
(2) =====? (3) Soit une suite (gj)jEN CG~~ et une suite convergente (xk)kEN C K1, 
telle que (gk.xk)kEN C M est une suite convergente. Remarquez que de telles suites 
existent car K2 est compacte et qu'on pourra toujours passer au sous-suite. 
Alors, il existe une sous-suite convergente (gk1 ) C (gj )jEN ==::::;. G~~ est compacte. 
(3) ==::::;. (1) Soit un compacte K cM x Met K' = 1r1(K) U 1r2 (K) (où 
1ri: Mx M--+ M tel que 1ri(xl,x2) =Xi), alors (]- 1(K) cc~: x 7r2(K) ==::::;. 
(]- 1 (K) est un compacte car sous-espace fermé d'un compacte. 
Proposition 2.2.2. Soit M une G-variété. Alors : 
(1) G est compacte ==::::;. l'action de G est propre. 
( 2) Si l'action de G est propre, alors : 
(a) L'application 'llx (voir équation (2.7)) est propre Vx E M. 
(b) Gx est compacte Vx E M. 
D 
(c) La restriction de l'action de G à un sous groupe fermé H C G et à un 
sous ensemble H -invariant ouvert U C 1'.1 est propre. 
Démonstration. (1) Soit un compacte K C M x M, alors Q- 1(K) C G x 1r2 (K) 
est un sous-ensemble fermé d'un compacte ====> g-1(K) est compacte. 
(2) Si l'action de G est propre : 
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(a) w; 1(K) = G};} est un compacte de G pour tous compacte K CM de M. 
(b) Gx = w; 1(x) est compacte. 
(c) U est une sous-variété plongée de M, donc la restriction d'une application 
coo de M à U reste C00 • D'autre part, la restriction de (}à H reste propre 
car H est un sous-groupe fermé. 
D 
Théorème 2.2.3. Soit M une variété différentiable munie de l'action propre d'un 
groupe de Lie G. Alors : 
(1) 1r: G -----1- G/Gx est un fibré principal. 
(2) Ox est une sous-variété plongée de M, et TxOx = {r] 
...:.x 
'Tl E g} . 
Démonstration. (1) Gx agit librement sur G et l'action est propre car Gx est 
compacte(par proposition 2.2.2). Donc, par un résultat connu de géométrie diffé-
rentielle G / Gx possède une structure différentiable telle que 1r : G -----1- G / Gx est 
un fibré principal. 
(2) Soit le diagramme commutatif suivant : 
'li x est une application injective, elle est aussi ouverte car 'li x est ouverte ( 1J! x 
une submersion par la proposition 2.2.2). ;jjx est aussi de rang constant (par la 
proposition 2.1.12) ====> ;ji x est un plongement, et par conséquent Ox est une sous-
variété plongée. La définition de TxOx découle du fait que Ox est difféomorphe à 
G/Gx et de l'équation (2.10) . D 
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Dorénavant tout action d'un groupe de Lie est sous entendue propre à moins de 
spécifier explicitement le contraire. 
2.3 Variété de Poisson 
Définition 2.3.1. Une structure de Poisson sur une variété différentiable M est 
une application 'lil!..-bilinéaire : 
(2.11) 
qui satisfait : 
(a) Antisymétrie : {f, g} = -{g, f}. 
(b) {, h} est une dérivation, i.e {Jg, h} = f{g, h} + g{f, h}. 
(c) Identité de Jacobi : {!, {g, h}} + {g, { h, f}} + { h, {f, g}} = O. 
V j, g, hE C 00 (M). (M, {,}) est dite variété de Poisson. 
Par la propriété (b) de la définition précédente, {,}correspond à un tenseur P E 
r( A 2T M), dit tenseur de Poisson, tel que : 
{f,g} = P(dj,dg). (2.12) 
La structure de Poisson est dite non dégénérée si le tenseur de Poisson est non 
dégénéré, ou de manière équivalente : 
{f, g} = 0 't/g E C00 (M) {::} f :=est. (2.13) 
La propriété (b) nous montre aussi qu'on peut associer à chaque fonction f E 
C 00 (M) un champ de vecteurs X! E X(M) tel que : 
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{g, f} = Xt(g) V gE C 00 (M). 
X 1 est le champ de vecteurs hamiltonien de f. 
Par conséquent, pour fE C 00 (M), on a : 
Xt = i( -df)P. (2.14) 
Ainsi, si la structure de Poisson est non dégénérée, le tenseur de Poisson introduit 
une identification canonique entre TM et T* M via l'isomorphisme suivant : 
p# :T* M ----+ TM 
"71--7 i( -"l)P 
(2.15) 
Exemple 2.3.2. Soit g un algèbre de Lie et g* .c;on dual. Alors, g* pos.c;ède une 
structure de Pois.c;on canonique {dite structure de Kirillov, Kostant et Souriau ou 
K K S) définie par : 
{f,g}(Ç) =< Ç, [df~,dg~] > Vf,g E C 00 (g*), VÇ E g*. (2.16) 
Lemme 2.3.3. Le champ de vecteurs hamiltonien X 1 associé à une fonction 
f E C00 (g*) est défini par : 
(2.17) 
Démonstration. Soit gE C 00 (g*). Alors, {g, f}(Ç) = x,(Ç)(g) =< Ç, [dg~, df~] > 
D 
Définition 2.3.4. Une application W : (M, {,}) ----+ (N, {,}) est dite application 
de Poisson, si : 
'l!*{f,g} = {w*J, 'l!*g} Vf,g E C00 (N) (2.18) 
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Lemme 2.3.5. Soit (M, {}) une variété de Poisson. Alan; : 
(a) Lx1P = 0 \IfE C00 (M). 
(b) ft-+ X 1 est un anti-morphisme d'algèbre. 
( c) X -.v• f = \Il* X f pour tout application de Poisson \Il. 
Démonstration. (a) (Lx1 P)(dg, dh) = XJ(P(dg, dh))- P(Lx1dg, dh)- P(dg, Lx1 dh) 
- X 1( {g, h} )-P(d{f, g }, dh)-P(dg, d{f, h})- {!, {g, h} }-{ {!, g}, h }-{g, {!, h}} = 
O(par l'identité de .Jacobi). 
(b) X{f,g}(h) - -{ {!, g }, h} - -{f, {g, h}} + {g, {!, h}} - -[XJ, X 9 ](h). 
D 
Remarque 2.3.6. Par (b) du lemme 2.3.5, une structure de Poisson induit une 
distribution naturelle (de rang variable) F générée par les champs de vecteurs ha-
miltoniens, telle que : 
Proposition 2.3. 7. Soit (M, {,}) une variété de Poisson. La distribution F in-
duite par la structure de poisson est intégrable (dans le sens de la définition 4.1.2). 
De plus, la restriction de la structure de Poisson à chaque feuille est non dégéné-
rée. 
Démonstration. En ce qui concerne l'intégrabilité de F voir théorème A.5 dans 
(Cieliebak, 2010) (ou (13olsinov et al., 2016) section 2.2 page 45). Pour la deuxième 
a.c;sertion, soit L une feuille et f E C 00 (L) telle que : 
{g, f} = 0 Vg E coc(L)? X 9 (f) = 0 Vg E C 00 (L), or TL est générée par les 
champs de vecteurs hamiltoniens. 
? f = est. D 
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2.4 Variété symplectique 
Définition 2.4.1. Une variété symplectique ( M, w), est une variété différentiable 
M munie d'une 2-forme w E f2 2 (M) fermée et non dégénérée. En d'autres termes: 
(a) dJ.JJ = O. 
(b) (TxM, wx) est un espace vectoriel symplectique V x E M. Ou de manière 
équivalente, l'application : 
est un isomorphisme. 
w'p :TM --t T*M 
X H i(X)w 
(2.19) 
M e.5t dite variété symplectique exacte, si w - d() pour() E f2 1(M) (i.e w e.5t une 
2-forme exacte). 
Remarque 2.4.2. Par le théorème Borel on sait que pour chaque champs de 
vecteurs X E .l:(M) et en chaque point x E M il existe une fonction Fx, C 00 dans 
un voisinage de x et telle que p# ( ( dF!{) x) = X x. 
Proposition 2.4.3. Une structure de Poisson non dégénérée {, } sur une variété 
différentiable M induit une structure symplectique w telle que : 
(2.20) 
où P est le tenseur de Poisson. De plus : 
i(Xp)w = dF VF E coo (2.21) 
Démonstration. En utilisant la remarque 2.4.2 il est facile de voir que la non 
dégénérescence de w découle directement de la non dégénérescence de P. 
------ ------
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Pour voir que w est fermée, on a que : 
dw(X, Y, Z)x = X(w(Y, Z))x- Y(w(X, Z))x + Z(w(X, Y))x 
- w([X, Y], Z)x + w([X, Z], Y)x- w([Y, Z], X)x 
=X( {Fy, Fz} )x- Y( {Fx, Fz} )x+ Z( {Fx, Fy} )x 
+ { {Fx, Fy }, Fz}x- { {Fx, Fz}, Fx }x+ {{Fy, Fz}, Fx }x 
= {Fx, {Fy, Fz} }x- {Fy, {Fx, Fz} }x+ {Fz, {Fx, Fy} }x 
+ {{Fx,Fy},Fz}x- {{Fx,Fz},FY}x + {{Fy,Fz},Fx}x = 0 
\:lx E M. Enfin, on a dF(Y)x = {F, Fy }x= w(Xp, Y)x = (i(Xp)w)(Y)x \:lx E M. 
Par conséquent, i(Xp)w = dF \:IFE C 00 • 0 
Exemple 2.4.4. (en' Wst) avec : 
(2.22) 
est une variété symplectique. 
Exemple 2.4.5. Soit M une variété différentiable et ( 1r : N = T* M ----t M) son 
fibré cotangent. On définit sur N une 1-forme À, dite forme de Liouville, de la 
manière suivante : 
À(p,v) = V 0 1f(p,v),* 
Il est facile de voir que (N, -dÀ) est une variété symplectique exacte. 
Définition 2.4.6. Un symplectomorphisme 'l/J d'une variété symplectique (M,w), 
est un difféomorphisme de M tel que : 
1/;*w = w (2.23) 
On désignera par Sp(M, w) c Dif J(M) le sous-groupe des symplectomorphismes 
-----------
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de M. 
Proposition 2.4.7. Un champ de vecteurs X d'une variété .5ymplectique (M, w) 
est dit symplectique si i(X)w est fermé. Alors, l'ensemble des champs de vecteurs 
symplectiques X ( M, w) est un sous-algèbre de X ( M). 
Démonstration. Soit X, Y E X(M, w). Remarquons tout d'abord que Lxw = O. 
En effet, Lxw = (di(X) + i(X)d)w = di(X)w =O. 
Maintenant, on veut prouver que di([X, Y])w = O. On sait que, i([X, Y])w = 
Lyi(X)w- i(X)LyW = Lyi(X)w. Or, Lyi(X)w = di(Y)i(X)w (par la formule de 
Cartan). Par conséquent, di([X, Y])w = ddw(X, Y) =O. D 
Remarque 2.4.8. Soit X, Y E X(M,w). Alors: 
(1) 
(2) di([X, Y])w = 0 
d(i(X)w) = 0 {::} Lxw =O. 
Définition 2.4.9. L'action d'un groupe de Lie G sur une variété symplectique 
( M, w) e_5t dite symplectique si : 
g*w = w Vg E G. 
En d'autres termes, G est un sous-groupe de Sp( M, w). 
Proposition 2.4.10. SiG agit symplectiquement .mr (M,w) alors 
~ = {21 TJ E g} est un sous-algèbre de X(M,w). 
(2.24) 
Démonstration. Soit TJ E g alors di(!J)w = ftlt=oexp(tTJ)*w = 0 ====? '!1. E X(M, w). 
~est un sous-algèbre par (2) de la proposition 2.1.11. D 
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2.4.1 Structure presque complexe 
Définition 2.4.11. Une structure presque complexe sur une variété différentiable 
M est un tenseur 1 E f(T* Af@ TM) tel que lx e.5t une structure complexe de 
TxM. 
Définition 2.4.12. Soit (M,w) une variété symplectique. Une structure presque 
complexe 1 sur M est dite compatible si lx E .:J(TxM,wx) \:lx E M. 
Proposition 2.4.13. Une variété symplectique ( M, w) possède toujours une struc-
ture presque complexe compatible J. 
Démonstration. En utilisant une métrique riemannienne g sur l'v! et une carte 
locale (U, x1 , ... , x2n) on définit Jy en chaque point y E U via la construction 
dans la preuve du lemme 1.3.6(sur Tylvf). L'application y M Ay ainsi définie est 
c= car l'opération d'inversion d'une matrice est c= de même pour l'opération 
de racine carré de matrice diagonalisable définie positive. D 
2.4.2 Théorème de Darboux-Weinstein 
Le résultat principal de cette section est le théorème de Darboux-Weinstein qui est 
en fait un cas particulier du théorème de Moser dont la preuve est assez technique. 
Définition 2.4.14. Deux variétés symplectiques (M0 ,w0 ) et (M1,wi) sont dite 
symplectomorphes s'il existe un difféomorphisme <P : M0 ---+ M 1 tel que : 
(2.25) 
Théorème 2.4.15 (Théorème du voisinage tubulaire). Soit Q C M une sous 
variété compacte de !YI. Il existe un voisinage conve.r,e Ù de Q dans N Q = 
T lifl Q jTQ, et un voisinage U de Q dans M, ainsi qu'un difféomorphisme 1j; : 
Ù ---+ U tel que 1/JIQ = 1 d. 
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Remarque 2.4.16. Remarquons qu'on utilise ici l'identification de Q à la section 
zéro de N Q via le plongement : 
so: Q---+ NQ 
x f-+ (x, 0) 
Démonstration. Soit exp : NQ ---+ M l'application exponentielle associé à une 
métrique riemannienne quelconque sur M. Alors, pour E > 0 assez proche de 0, 
la restriction de exp au voisinage Ù = {(p, q) E NQ 
difféomorphisme. On définit U - exp(Ù) et '1/J = exp. 
p E Q et 1 q 1 < c} est un 
0 
Lemme 2 .4.1 7. Soit Q C M une sous variété compacte de M, et r7 une k-forme 
sur un voisinage tubulaire U de Q telle que r71Q =O. Il existe une (k- !)-forme 
T E nk-I (U) avec r7. = dT et TIQ = O. Si de plus M est munie de l'action d'un 
groupe de Lie compacte G qui laisse invariante Q et telle que r7 est G-invariante, 
alors T e.c;t aussi G-invariante. 
Démonstration. Soit l'application : 
'1/Jt :U---+ u 
exp(p, v) f-+ exp(p, tv) 
pour 0 ~ t ~ 1. Remarquons tout d'abord que 'ljJ1 = Id et que '1/Jt est un difféo-
morphisme pour 0 < t donc on peut définir le champ de vecteurs Xt pour 0 < t 
tel que : 
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a l'aide de Xt on définit l'homotopie suivante : 
hk :Ok(U) ---+ ok-1(U) 
(3f-t 11 W(i(Xt)f3) dt 
Avant de poursuivre on fait remarquer l'égalité suivante pour une k-forme fermée 
Ainsi on a: 
(hk+l od- dohk)f3- f01 W(i(Xt)d(3) dt+ d f01 1/J;(i(Xt)f3) dt- f01 W(i(Xt)d+ 
di(Xt))(3 dt= f01 W(f:xtf3) dt= 1/J~(3 -1/Jôf3 
==> (hk+l o d 1 do hk)a - 1/J~a -1/Jôa - a car 1/J~a =a et 1/Jôa = O. 
==> a - dT avec T - hk(a) il nous reste donc à démontrer que TIQ = 0 ceci 
résulte du fait que XtiQ = 0 car 7/JtiQ =est. 
Enfin, M possède une métrique riemannienne G-invariante(par le lemme 2.1.3), et 
par la remarque 2.1.4, exp est équivariant. En d'autres termes, 1/Jt commute avec 
l'action de G ainsi que hk ==> la (k- 1)-forme Test aussi G-invariante. D 
Définition 2.4.18. Une isotopie différentiable d'une variété différentiable M e.c;t 
une application coo : 
avec 7);0 = Id. 
1jJ : [0, 1] x M ---7 M 
(t, x) f-t 1/Jt(x) 
(2.26) 
Théorème 2.4.19 (Théorème de Moser). Soit M une variété différentiable com-
pacte munie de deux forme.c; .c;ymplectique.c; w0 et w1 telle.c; que [w0] ~ [w1]. Si 
Wt = Wo + t(w1 - w0 ) e.c;t une forme .c;ymplectique \;ft E [0, 1], alors il existe une 
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isotopie '1/Jt de M telle que : 
'1/J;wt = wo Vt E [0, 1]. (2.27) 
De plus, si M est munie de l'action d'un groupe de Lie compacte G telle que w0 
et w1 sont G -invariantes alors '1/Jt est équivariante. 
Démonstration. Supposons qu'il existe une isotopie '1/Jt qui satisfait l'équation 
(2.27). Alors : 
Soit le champ de vecteurs Xt défini par : 
X d ( * ) -1 \.1 [ l t = dt '1/Jt Wt o '1/Jt vt E 0, 1 . (2.28) 
Alors: 
(2.29) 
Inversement supposons qu'il existe un champs de vecteurs Xt sur M tel que l'équa-
tion (2.29) est satisfaite, alors par compacité de M il existe une isotopie '1/Jt qui 
satisfait équation (2.28) et par conséquent satisfait l'équation (2.27). En d'autres 
termes, la problématique revient a résoudre l'équation (2.29). 
On sait que: 
~ = w1 - wo = df-L ===} LxtWt + ~ = 0 = di(Xt)Wt - df-L ===} par la non-
dégénérescence de Wt il existe un champ de vecteurs Xt qui satisfait l'équation 
(2.29) et par compacité de M le flot '1/Jt de Xt est un difféomorphisme globale qui 
satisfait a l'équation (2.27). 
Si de plus w0 et w1 sont G-invariantes alors Wt et f-L sont G-invariantes et ainsi Xt 
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est G-invariant d'ou l'équivariance de 1/Jt· D 
Théorème 2.4.20 (Version relative du théorème de Moser). Soit Q C M une 
sous variété compacte de M et w0 et w1 deux formes symplectiques sur M telles que 
Wo IQ = w1IQ. Alan; il existe deux voisinages U et U de Q et un difféomorphisme 
<P : U ---+ U tel que : 
(2.30) 
avec </JIQ = Id. En plus si M est munie de l'action d'un groupe de Lie compacte 
qui laisse invariante Q et telle que w0 et w1 sont G-invariantes alors <jJ est un 
difféomorphisme équivariant. 
Démonstration. On définit Wt - w0 + t(w1 - w0 ) ===} WtiQ = w0 et par consé-
quent on peut trouver un voisinage tubulaire U de Q tel que Wt est une forme 
symplectique sur U. Par le lemme 2.4.17 il existe une 1-forme 1-1 telle que (w1 - w0 ) 
- dp ===} Wt = w0 + tdp. Par le théorème de Moser il existe une isotopie 
1/Jt : U ---+ M telle que : 
(2.31) 
Ainsi, il suffit de prendre <jJ = 'lj;1 et f1 = <jy(U). D 
Remarque 2.4.21. La version équivariante du théorème précédent est souvent 
appelé "Théorème de Darboux- Weinstein ", voir théorème 20.1 dans (Guillemin et 
Sternberg, 1990). 
Théorème 2.4.22 (Théorème de Darboux). Soit (M,w) une variété symplec-
tique. Alors, Vx E M il existe une carte de Darboux (U, <P) autour de x telle que 
</J*wo =w. En d'autres termes : 
n 
wlu = '2.:: dxi 1\ dyi. (2.32) 
i=l 
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,-1.. ( 1 n 1 n) avec '~-' = x , ... , x , y , ... , y . 
Démonstration. Il suffit de prendre Q = {x} et de choisir on une carte (U, 1j; = 
( x1, ... , xn, y1, ... , yn)) telle que Wx = l::~=l dx~ 1\ dy~, on définit aussi w1Ju 
l::~=l dxi 1\ dyi et on applique le théorème 2.4.20 avec w0 = w. 0 
2.5 Action hamiltonienne 
Définition 2.5.1. Une action .symplectique de G .sur (M,w) e.st dite faiblement 
hamiltonienne s'il existe une application moment J.L E coo ( M) ® g* tel que : 
(2.33) 
L 'action est dite hamiltonienne .si J.l est équivariante. En d'autres terme.s : 
< J.L(gx), Tl>=< Ad*(g)J.L(x), T/ >=< J.L(x), Ad(g-1 )Tl> Vx E M, '<~Tl E g, Vg E G . 
. (2.34) 
On utilisera la notation J.L'1 pour designer < J.L, Tl >. 
Remarque 2.5.2. Quand G est un groupe de Lie abélien l'équivariance de l'ap-
plication moment J.L veut dire tout simplement que J.L est G-invariante. 
Proposition 2.5.3. Soit J.Ll'application moment associée à l'action hamiltonienne 
d'un groupe de Lie G sur une variété symplectique ( M, w). Alors : 
(a) ker(df..lp) = g .lw_ 
-P 
(b) im(df..lp) = g;. 
Démon.stration. < df..lp(v),T/ >= w(T/ ,v) Vp E M,'f/ E g et v E TpM. 
-P 
(a) vE ker(df..lp) ssi w(T/ , v)= OV'f/ E g ====> v E ker(df..lp) {:::>v E g .lw. 
-P -p 
(b) Si Tl E gP alors !lp = 0 ====> < df..lp(v), Tl >= 0 Vv E TpM ====> im(df..lp) c g; 
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(où g; est l'annulateur de gP), or dim(im(dp,p)) = dim(M) - dim(ker(dp,p)) = 
di~(M) - dim(~P _Lw) = dim(g;) ====? im(dp,p) = g;. D 
Exemple 2.5.4. Soit 0* C g* une orbite coadjointe. Alors la forme de K K S 
de l'exemple 2.3.2 est l'unique forme symplectique sur 0* telle que l'application 
d'inclusion i : 0* ---7 g* est l'application moment de l'action hamiltonienne de G 
sur ( 0*, K K S). 
Démonstration. Premièrement, par les propositions 2.3.7 et 2.4.3 la forme de 
K K S est fermée et non dégénérée sur 0*. 
Soit p, : M ---7 g* l'application moment associée à l'action hamiltonienne de G 
sur M. On sait que TPO* = span{g } Vp E 0*. 
-P 
w(!]_P, g_P) = < dp,p(Qp), 7] > V7], a E g et p E 0*, or : 
< dp,p(Qp), 7] >= 1flt=O < p,(exp(tcx).p), 7] >= 1flt=O < p,(p), Ad( exp( -ta))TJ >=< 
p,(p), [77, a] >,par conséquent si i est l'application moment alors west la forme de 
KKS. 
Inversement, Soit 7J E g et Ery E g** telle que Ery(a) =<a, 7] >Va E g*. 
Par le lemme 2.3.3 i(!]_)w = ds'TJ ====? l'action de G sur (M,KKS) est hamilto-
nienne avec comme application moment i. D 
Définition 2.5.5. Une G-variété hamiltonienne est une variété symplectique (M,w) 
munie de l'action hamiltonienne d'un groupe de Lie G. 
Proposition 2.5.6. Soit (M, w = dO) une G-variété telle que l'action de G pré-
serve la 1-forme e. Alors l'action de G est hamiltonienne avec comme application 
moment: 
< p,, 7J >= -i(7]_)0 VÇ E g 
Démonstration. i(7]_)w - i(7]_)de - -di(!]_)B(car .C'le = 0). 
Il nous reste donc a vérifier l'équivariance de p,. 
(2.35) 
--------------------------------------------------
< 11(g), "7 >= -(i(!l)B)(g) = -g*i(!l)B = -i(g*!l)g*B = -i(Ad(g-1 )'fJ)O 
=< fl, Ad(g-l )'rJ >. 
33 
D 
Un exemple important d'action hamiltonienne est celle de l'action de U(n) sur 
(en,Wst), la compréhension de cette action est fondamentale pour la preuve du 
théorème de convexité dans le chapitre suivant. 
Exemple 2.5. 7. Soit (., . ) la forme hermitienne naturelle sur en défini par : 
Or 
n 
h(z, z') = L.'.:ziz'i· 
i=l 
. n 
Wst =-lm((.,.))= -de= -d(~ Lzidzi- zidZi)· 
j=l 
(2.36) 
(2.37) 
Par un calcul assez simple on peut voir que e est invariant sous l'action de U(n); 
par la proposition 2.5.6, l'action de U(n) sur (en,Wst) e.st hamiltonienne. 
On sait que : 
n a a 
X = Xz = "'X··z·-- X··z·- VX E u(n),Vz E en. 
-z L tJ J ~z- P J ~-
. . U t U;<;t 
t,J 
Par proposition 2. 5. 6 : 
. n 
flx (z) = -(i(X)B)(z) = ~ L xjkZjZk· 
jk 
(2.38) 
(2.39) 
On identifie canoniquement u( n) et u( n )* via le produit euclidien sur u( n) défini 
par: 
(X, Y) = tr(X*Y) = -tr(XY) (2.40) 
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On en déduit que : 
En d'autres termes : 
J-L(z) = -~zz* 2 . 
(2.41) 
(2.42) 
Proposition 2.5.8. Soit (M,w) une G-variété hamiltonienne et J-L l'application 
moment correspondante et cp : H ---+ G est un morphisme de groupes de Lie. 
Alors, (c/Je,*)* o J-L est l'application moment de l'action hamiltonienne de H sur M. 
Par la proposition 2.4.3 on associe à w une structure de Poisson {, } sur coo (lvi) 
définie par : 
Ainsi, Q est par définition le champ de vecteurs hamiltonien de f-La Va E g. 
Proposition 2.5.9. Pour une action hamiltonienne de G sur (M, w ), l'application 
suivante : 
f-1* :(g,[,])---+ (C00 (M),{,}) 
est un morphisme d'algèbres de Lie. 
Démonstration. {J-La, J-L 0 }(x) = f},)J-La) = ft lt=O < J-L( exp( t(3).x ), a > 
- ftlt=O < J-L(x), Ad( exp( -t,B))a > - < J-L(x), -[(3, a] > - J-L[a,f3J(x). 
(2.44) 
D 
Remarque 2.5.10. Dans le cas d'un groupe connexe, la proposition précédente 
est en fait équivalente à l'équivariance de l'application moment J-L. 
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2.5.1 Points fixes de l'action hamiltonienne d'un groupe de Lie compacte 
Proposition 2.5.11. Soit (M2n,w) une variété symplectique et f-l l'application 
moment de l'action hamiltonienne d'une groupe de Lie compacte G sur M. Soit 
x E M un point fixe de cette action. Il exù~te un voisinage U de x et un voisinage 
V de 0 dans TxM et un difféomorphisme équivariant <P : V --+ U tels que : 
(1) L'action de G induite sur (TxM, wx) est hamiltonienne et correspond à 
celle d'un sous-groupe G C U(n) sur (Cn,Wst)· 
( 2) </J * W = W st . 
(3) 
f-l :U--+ g* (2.45) 
y f--t J.l(x) + i*( -~zz*) 
avec z = </J- 1(y), et i: g --+ u(n) l'injection canonique. 
Démonstration. Soit expx l'application exponentielle d'une métrique riemannienne 
G-invariante dont l'existence dans un voisinage de 0 E TxM découle de l'existence 
de solution maximal d'une EDO. Il existe un voisinage U de x et un voisinage V 
de 0 E TxM tels que expx: V--+ U est un difféomorphisme équivariant. 
Soit w' = expx *w et w0 la forme symplectique constante qui coïncide avec w' en O. 
Par le théorème 2.4.20, il existe un difféomorphisme équivariant 1/J : V --+ TxM 
tel que 1/J*w' = w0 . Il suffit donc de choisir une structure presque complexe G-
invariant J0 E .:J(w0 ), pour que l'action de G sur (V, J0 , w0 ) correspond à celle 
d'un sous-groupe G C U(n) sur (Cn,Wst), qui est une action hamiltonienne (par 
l'exemple 2.5.7). D 
Définition 2.5.12. Soit M une G-variété etH CG un sous-groupe de G. Alors 
on désigne par MH = {xE Ml hx =x \;/hE H} l'ensemble des points fixes de 
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l'action de H sur M. 
Corollaire 2.5.13. Soit H C G un sous-groupe de G alors MH est une sous-
variété 8ymplectique de M. De plus, MH =Ml!. 
Démonstration. Soit xE MH. Par la proposition 2.5.11, les élément de MH dans 
un voisinage de x correspondent aux éléments fixes par l'action linéaire complexe 
de H sur en, qui est un sous espace vectoriel complexe, donc symplectique. 
Le fait que MH = MH découle de la continuité de l'action. D 
2.5.2 Propriétés de l'application moment 
Proposition 2.5.14. L'application moment 11 : M --+ g* est une application de 
Poi8son, où g* est muni de la structure de Poisson de KKS décrite dans l'exemple 
2.8.2. 
Démonstration. On veut prouver l'identité suivante : 
J.L*{f,g} = {J.L*f,J.L*g} Vf,g E C00 (g*). 
Remarquons d'abord que dfJ.L, dgJ.L E g. 
Par la proposition 2.5.9 < J.L, [dfJ.L, dgJ.L] >= { < J.L, dfJ.L >, < J.L, dgJ.L > }. 
De plus d(J.L* f) = dfJ.L o dJ.L =< dJ.L, dfJ.L >= d < J.L, dfJ.L >, or le crochet de Poisson 
dépend uniquement des dérivées ====? J.L*{f,g} = {J.L*f,J.L*g}. D 
2.6 Existence et unicité de l'application moment 
On a vue qu'une action hamiltonienne d'un groupe de Lie G sur une variété 
symplectique (!v!, w) est en particulier une action symplectique. On peut alors se 
poser les questions suivantes : 
(1) Quand est-ce qu'une action symplectique est hamiltonienne? 
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(2) Jusqu'à quel point l'application moment d'une action hamiltonienne est 
unique? 
Pour répondre à ces deux questions on va nous restreindre au cas d'un groupe de 
Lie connexe. 
Lemme 2.6.1. Soit l'action .c;ymplectique d'un groupe de Lie connexe G .c;ur une 
variété compacte (M,w) telle que.H1(M,IR) =O. Alors l'action de G est hamilto-
nienne. De plus, siG est abélien l'application moment e.c;t définit a une con.c;tante 
près. 
Démon.c;tration. Soit Tf E g alors i('!l)w est fermée or H 1 (M, IR) = 0 ===* i('!l)w = 
dp'1 où p'1 est définit à une constante c(Tf) près. Remarquons tout d'abord que : 
(a) cEg*. 
(b) c E [g, g]o l'annulateur de [g, g], chose qu'on peut déduire de l'équation 
suivante : 
Dans le cas où g est abélien n'importe quelle constante c fera l'affaire, sinon on 
peut choisir l'application c en exigeant que JM p'1wn = O. 
En effet soit X, Y E g alors : 
JM{JLX,JLY}wn = c([X, Y]) JMwn. 
Or 
{px,JLY}wn = .Cy_(px)wn = d(i(Y)(pXwn)) ===* c([X, Y])= O. 
L'équivariance de JL résulte de la remarque 2.5.10. 
On peut aussi déduire des conditions sur G via le théorème suivant : 
D 
Théorème 2.6.2. Soit (M, w) une variété symplectique munie de l'action sym-
plectique d'un groupe de Lie connexe G. Alor.c;, .c;i H 2 (g, IR) = 0 = H 1 (g, IR) l'action 
est hamiltonienne et l'application moment correspondante est unique. 
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Avant de prouver le théorème précédent, on va introduire un certains nombres de 
résultats sur la cohomologie d'un groupe de Lie compacte et connexe. 
2.6.1 Cohomologie d'algèbre de Lie 
Dans cette section, G désigne un groupe de Lie compacte et connexe, et g son 
algèbre de Lie. 
Définition 2.6.3. Une k-forme a E f2k ( G) est dite invariante à gauche, si : 
(2.46) 
Lemme 2.6.4. L'espace des k-formes invariantes à gauche sur G est isomorphe 
à 1\k(g*). De plus, la dérivée extérieure d'une k-forme invariante à gauche a est 
une (k + l)-forme invariante à gauche 8ka, définie par: 
(8ka)(X0 , ... , Xk) = :~:::) -l)i+ia([Xi, Xi], ... , X:, ... , x;, ... , Xk)· (2.47) 
i<j 
Remarque 2.6.5. Le lemme précédent nous dit simplement que ( ck := 1\k(g*), 8k)kEN 
est un complexe de cochaine. On définit la cohomologie de l'algèbre de Lie g, par: 
Hk(g) = K er(8k: Ck ---+ Ck+I) 
Im(8k-l: Ck-1---+ Ck) 
En particulier, Hk(g) = HkdeRham(G, rif,.). 
2.6.2 Preuve du théorème 2.6.2 
(2.48) 
Lemme 2.6.6. Soit (M,w) une variété symplectique, et X, Y E X(M,w) deux 
champs de vecteurs symplectiques. Alors, [X, Y] est le champs de vecteurs hamil-
tonien de -w(X, Y). 
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Démonstration . .Cyi(X)w = i([X, Y])w + i(X).Cyw = i([X, Y])w. 
Or .Cyi(X)w = (di(Y) + i(Y)d)(i(X)w) = dw(X, Y) ==* i([X, Y])w = dw(X, Y). 
Démonstration. Remarquons tout d'abord que: H 1(g) = [g,g] 0 • En effet, 
(c51a)(X0 ,XI) = -a([Xo,X1]) Va E g*, donc a E Ker(c5I) {:}a E [g,g] 0 • 
Par conséquent, H 1 (g) = 0 {:} [g., g] = g. 
D 
Maintenant en utilisant le fait que [g, g] = g et que [X, Y] = -[X, Y], on définit 
l'application suivante : 
où 11x est le hamiltonien de X. L'application 11* n'est probablement pas un mor-
phisme d'algèbres, mais nous permet de définir la 2-forme suivante : 
Par l'identité de Jacobi, c52c = 0 ==* :lb E g* tel que c51b = c (car H 2 (g) = 0). 
Par conséquent, l'application : 
Ji* :g --+ C00 (M) 
X f-+ 11x + b(X) = Jix 
est un morphisme d'algèbres, et par la remarque 2.5.10, Ji l'application moment. 
Supposons maintenant que ji1 et ji2 sont deux applications moments. Alors V X E 
g: 
(x) -x -x c = /11 - /12 . 
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est une fonction localement constante sur M. Il est claire que c E g*, et puisque 
{i1 et {i2 sont des morphismes d'algèbres, c([X, Y]) = 0 VX, Y E g. Or [g, g]o = 
{0} ====? c =O. D 
CHAPITRE III 
THÉORÈME DE CONVEXITÉ 
Le théorème de convexité est un théorème très important de la géométrie sym-
plectique. Prouvé simultanément par (Atiyah, 1982) et (Guillemin et Sternberg, 
1982) ; il a pris encore plus d'importance grâce aux travaux de (Delzant, 1988) 
sur les variétés toriques. Les chapitres 1 et 2 de (Guillemin, 1994) sont une bonne 
référence pour la matière de ce chapitre. 
3.1 Réduction symplectique 
La réduction symplectique est une technique très utile pour la construction de 
variétés symplectiques à partir d'une variété munie d'une 2-forme dégénérée dans 
la direction d'une distribution donnée. 
Définition 3.1.1. (M, w, G, J-L) est dite G-variété hamiltonienne si M est une 
G-variété telle que Il est l'application moment de l'action hamiltonienne de G. 
Théorème 3.1.2 (Marsden-Weinstein-Meyer). Soit (M, w, G, J-L) une G-variété 
hamiltonienne et supposons que 0 est une valeur régulière de J-L, et que G agit libre-
ment sur J-L- 1 ( 0). A lors, il existe une unique forme symplectique w sur M // G ( 0) : = 
J-L- 1(0)/G, telle que 1r*w = w où 1r est le fibré principal1r: J-L- 1(0) ----t Mj jG(O). 
Remarque 3.1.3. La codimension de J-L- 1(0) est égale à dim(G) et par conséquent 
dim(Mj jG(O)) = dim(M)- 2dim(G). 
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Pour prouver le théorème 3.1.2 on va utiliser le lemme suivant : 
3.1.1 G-fibré principal 
Définition 3.1.4. Un fibré principal sur une variété différentiable M avec groupe 
structurelle G, est une variété différentiable P, telle que : 
(a) G agit librement et à droite sur P. 
(b) M = P/G et l'application 1r: P--+ P/G est une submersion. 
( c) P est localement triviale. En d'autres termes, V x E M il existe un voisinage 
U de x, et un difféomorphisme : 
'Il :1r-1(U) --+ U x G 
u t-7 (1r(u),<j>(u)) 
(3.1) 
(3.2) 
où <P: 1r-1(U)--+ G est une application équivariante. Un G-fibré principal 
est un fibré principal avec groupe structurelle G. 
Définition 3.1.5. Soit P(M, G) la G-fibré principal sur M. Une connexion prin-
cipale r sur P, est une distribution coo u t-7 Qu, telle que : 
(a) TuP = !!u E9Qu, où g est l'algèbre de Lie de G. 
(b) Qua= Ra.Qu VuE P, Va E G. 
g est dit sous-espace vertical de TuP, et Qu sous-espace horizontal de TuP. 
-U 
On associe à r une 1-forme w à valeurs dans g, définie par : 
w(Z) =X. (3.3) 
où X u est la composante verticale de Z E TuP. 
Définition 3.1.6. Soit P(A!, G) le G-fibré principal sur AI. Une k-forme o: E 
f!.k(P) est dite : 
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(a) Horizontale : si : 
i(!l)o: = 0 'VTJ E g. (3.4) 
(b) G-invariante :si 
(3.5) 
( c) Basique : si elle est à la fois horizontale et G -invariante. 
Lemme 3.1.7. Soit 1r: P----+ B un G-fibré principal et o: E flk(P) une k-forme 
basique. Alors, il existe une unique k-forme êi E flk(B) telle que 1r*â = o: avec êi 
est fermée ssi o: est fermée. De plus, êi est non d~qénérée ssi ker( o:) = ker( 1r *). 
Démonstration. Soit ( x 1 , ... , xn, y1 , ... , ym) un système de coordonnées sur P 
telle que 1r(x, y) =x. 
o: est horizontale ===} o: = I: 1J JIJ dx1J . 
o: est G-invariante ===} les !IJ ne dépendent pas de y. 
Par conséquent, en utilisant les remarques précédentes et le fait que (x1, ... , xn) 
est un système de coordonnées sur B, on peut définir êi = L:1J fiJdx1J. 
Il est claire que êi est fermée ssi o: est fermée. Il reste donc à prouver la dernière 
condition. 
êi est non dégénérée ssi les !IJ ne s'annulent jamais<=? ker( a:) = ker(1r*). 0 
Démonstration : Marsden- Weinstein-Meyer. Soit S = p,-1(0). Alors, par équiva-
riance de p,, Ox C S Vx E S. On sait aussi que TxS = ker(dxJ1) = TxOx _lw ==::::;. 
TxSl_w C TxS ===} S est une sous variété coisotrope; de plus, Ker(wls) = ~· 
Ainsi on peut appliquer le lemme précédent pour o: = wls ===} il existe une 
unique forme symplectique w sur M/ /G(O) telle que 1r*w = wls- 0 
Remarque 3.1.8. On sait par le lemme 2.6.1 que l'application moment p, est 
définie, à une con.c;tante prés, >. E [g, g]o. Par conséquent, on peut généraliser le 
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théorème 8.1.2 pour f.l-I(>.,)IG avec À E [g,g]o en utilisant l'application moment 
il= f.l- À. 
Exemple 3.1.9. Soit l'action diagonale de SI sur (en,Wst) définie par: 
En utilisant le fait que Wst = L:;~=l ridri 1\ d()i en coordonnées polaires, on peut 
réécrire l'action de SI de la manière suivante : 
Par conséquent, ft.= L:;~=I a~; ===* i(ft.)wst = - L:;~I ridri = df.le 
===* f.l(z) = -~ L:;~=I !zi + est. Si on choisit est = ~ alors f.l-I(O) = S2n-I 
et en 11 SI = epn-I et la forme w sur en 11 SI est par construction la forme de 
Fubini-Study. 
Théorème 3.1.10. Soit (M, w) une variété symplectique et f.l et w les applications 
moments de l'action hamiltonienne des groupes de Lie G et H, respectivement. 
Supposons que l'action de H commute avec celle de G. Alors l'action de H des-
cend en action hamiltonienne sur ( M 1/ G ( 0), w) avec application moment W red qui 
vérifie : 
W red 0 1r = W 0 i. (3.6) 
et 1r et i dé.c;i_qnent les applications : 
1r: p-1 (0) ----i M/ /G(O) 
i: p-1(0) ----i M 
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Démonstration. On commence par montrer que Ill est constante sur les G-orbites 
de M. 
Soit XE g et Y E ~·Alors .Cx'l1Y = .Cxi(Y)w = i([X, Y])w =O. Pour la dernière 
identité nous avons utilisé la relation [X, Y] = 0 qui résulte du fait que les actions 
de H et de G commutent. Par conséquent il existe une application coo, Ill red telle 
que 'l1red o 1r =Ill o i. De plus on peut définir une action de H sur M/ /G(O) par: 
h1r(x) = 1r(hx) 'Vx E fL- 1(0), 'Vh E f). 
Notons que flM//G(o) = 7r*fl~-'- 1 (o) avec i*fl~-'- 1 (o) = fl. Pour voir que l'action est 
hamiltonienne avec application moment 'l1red, on calcule : 
7r*i(flM//G(o))w = i(!Jt-I(o))(7r*w) = i(fl~-'-I(o))(i*w) = i*(i(h.)w) 
1f * dllfh ==:::::;. i(hM//G(O))w = d\}lh red -- red· 
L'équivariance de W~ed découle de l'équivariance des applications 1r, i et 'l1 et de 
la relation 3.6. D 
3.1.2 Réduction par rapport à une orbite coadjointe 
Définition 3.1.11. Soit 0 c g* une orbite coadjointe. On désigne par o- la 
variété symplectique ( 0, -- K K S). 
Lemme 3.1.12. Soit (M, w, G, p) une G-variété hamiltonienne et 0 C g* une 
orbite coadjointe. Alors, l'application moment de l'action diagonale de G sur Mx 
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o- est : 
[l :M x o- -----+ 9• 
(x, E) f---+ p(x)- E 
(3.7) 
Proposition 3.1.13. E est une valeur r~qulière de J.l ssi 0 est une valeur r~qu­
lière de jj. De plus, l'action de Go: sur p-1(E) est libre(respectivement localement 
libre) ssi l'action de G sur jj-1(0) est libre(respectivement localement libre). De 
plus, p-1(E)/Go: et (M x 0;)/ /G(O) sont symplectomorphes (où Oo: est l'orbite 
coadjointe de E). 
Démonstration. p-1(0o:) = Gp-1(E) ====} l'action de G sur p-1(0o:) est libre(respectivement 
localement libre) ssi l'action de Go: sur p-1(E) est libre (respectivement localement 
libre). 
L'application : 
M -----+ M x Oo:-
mf---+ (m,p(m)) 
préserve la forme symplectique, par conséquent sa restriction : 
J.l-1(0o:) -----+ jj-1(0) 
mf---+ (m, p(m)) 
est une bijection équivariante qui préserve la forme symplectique ====} jj- 1(0)/G 
et J1-1(0J/G sont symplectomorphes ====} J1-1(E)/Gc et (Mx 0;)/ /G(O) sont 
symplectomorphes. 0 
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3.2 Théorème de convexité 
Définition 3.2.1. Soit S = {p1, ... , pk} C IR.n un ensemble fini de points. L 'enve-
loppe convexe deS, noté conv(S), est l'intersection de tous les polyèdre.'> convexes 
de IR.n contenant S. 
Théorème 3.2.2 (Atiyah; Guillemin-Sternberg). Soit (M, w) une variété sym-
plectique compacte et connexe, munie de l'action hamiltonienne d'un tore Tk. 
Notons par J-l : M ----+ JR.k l'application moment de cette action. Alors : 
(An) J-L- 1(c) est vide ou connexe Vc E JR.k. 
(Bn) J-L(M) est un polyèdre convexe de JR.k. Plus encore, si W1, ... , Ws sont les 
composantes connexe.'> des points fixes de Tk alors J-L(M) = conv{J-L(W1 ), .•. , J-L(W8 )}. 
Soit T un tore de dimension k. On définit les ensembles suivants : 
A= {rE t1exp(27rir) = 1}. 
A*= {Ç E t*l < Ç, T >E Z Vr E A}. 
Par la proposition 2.5.11, on sait qu'autour de chaque point fixe de T ce dernier 
agit comme un sous groupe de U(n). En d'autres termes, T agit par représentation 
unitaire. Étant donnée que T est abélien, il existe une décomposition de en telle 
que tous les éléments de T sont diagonale et telle que w1, ... , Wn E A* sont les 
poids de cette représentation. On a prouvé ainsi la proposition suivante : 
Proposition 3.2.3. Soit x E M 2n un point fixe de l'action hamiltonienne d'un 
tore T sur M 2n. Alors, dam un voisinage autour de x, l'action de T est l'action 
diagonale sur en définie par : 
(3.8) 
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De plus, une application moment pour cette action est donnée par : 
1 n 
J.L(z) = J.L(x) + 2 L lzil 2wi· (3.9) 
i=l 
où W1, ... , Wn E A* sont les poids de la représentation irréductible de T. De plus : 
n 8 a 
T = 27r '"' 1dw· T)(x·-- y·-). 
- L\ ]' J a J a 
j=l Yj Xj 
(3.10) 
Remarque 3.2.4. La proposition précédente nous permet déjà de voir que le 
voisinage d'un point fixe est envoyé par l'application moment dans un cône. En 
effet, La preuve du théorème 3. 2. 2 due à Victor Guillemin et Shlomo Sternberg 
(voir (Guillemin et Sternberg, 1982 )) , montre que les poids w1 , ... , Wn sont les 
segments du polytope convexe qui partent du sommet J.L(x). 
Remarque 3.2.5. Si l'action de Tk sur M 2n est effective alors t* = span{ w1, ... , wn}. 
En d'autre.<; termes pour que l'action d'un tore T sur une variété M soit effective 
il faut que 2dim(T) ::; dim(M). 
Démonstration. Imaginons que t* i= span{ w1, ... , Wn}. Alors 3T E t i= 0 tel que 
< wi, T > = 0 \il ::; i ::; n ====} exp( T) agit trivialement au voisinage de x donc 
sur tout M =?{::::. D 
Nous ne prouverons pas le théorème 3.2.2, car nous établirons par les mèmes 
arguments que dans (Atiyah, 1982), une version plus générale dans le chapitre 
suivant. 
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Exemple 3.2.6. Soit l'action d'un tore rn sur (en,Wst), définie par: 
!i_ = â~; ==:::::;. i(!i_)Wst = -ridri ==:::::;. J.lt;(z) = -~lzd 2 +ci. 
Par conséquent, l'action de rn sur (en' Wst) e;;t hamiltonienne avec application 
moment: 
(3.11) 
Si on revient à l'exemple 8.1. 9, on remarque que l'action de S1 et rn sur (en, w st) 
commutent, ainsi par le théorème 8.1.1 0 l'action de rn descend en une action 
hamiltonienne sur (epn-l ,WFs). En utilisant la relation 8.6, l'image J.lred(epn-l) 
est le n-simplexe au point (cl, ... , en):= {(c1, ... , en)+ (tl, ... , tn)l t1, ... , tn ~ 
0, L:~=l ti= 1}. 
3.3 Variétés toriques et théorème de Delzant 
Définition 3.3.1. Une variété torique est une variété .c;ymplectique compact et 
connexe (M2n, w) de dimension 2n, munie de l'action effective et hamiltonienne 
d'un tore rn de dimension n. 
Le théorème de Delzant illustre parfaitement l'importance du théorème de convexité 
car il démontre que dans le cas d'une variété torique le polytope convexe de l'ap-
plication moment permet de construire un espace classifiant pour cette classe de 
variétés. 
Définition 3.3.2. Un polytope convexe P C (IRn)* e.c;t dit polytope de Delzant, 
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sz : 
(a) n arêtes s'intersectent en chaque sommet de P. 
( b) Les arêtes qui partent d'un sommet p de P sont de la forme {p + twi 1 t 2: 0} 
avec wi E (zn)*. 
(c) Les vecteurs w1 , ••• , Wn forment une base de (zn)*. 
Théorème 3.3.3 (Delzant). Le polytope de l'application moment d'une variété 
torique est un polytope de Delzant. De plus, chaque polytope de Delzant est le 
polytope de l'application moment d'une variété torique. Inversement, deux varié-
tés toriques qui possèdent le même polytope de Delzant( à translation près) sont 
symplectomorphes. 
La première assertion du théorème 3.3.3 découle du fait que { w1, ... , wn} forme 
une base de IR.n* (par remarque 3.2.5) et que wi E .C(zn, Z) \il :S i :S n (par la 
proposition 3.2.3). Quand à la seconde assertion elle sera adressée dans la section 
3.3.1. 
3.3.1 Espace de Delzant 
Soit P C IR.n* un polytope de Delzant. Les d faces de P (qui sont de dimension 
(n- 1)) sont définis par : 
(3.12) 
avec Ui E zn et Ài E IR et tel que : 
(3.13) 
Soit w 1, . ..• Wn les segmf'nts qui partent d'un des sommet de P. Le vecteur U 5 
normal à la face Ps = span{ w 1 , ... , fii;, ... , wn} et qui pointe vers l'intérieur de 
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P, doit vérifier la relation suivante : 
ou de manière équivalente : 
(3.14) 
avec W = (wi, ... , w~)t. Puisque W est un automorphisme de zn, l'équation 
précédente possède une unique solution u8 E zn. On définit ainsi, un vecteur 
normal à chaque face de P qui pointe vers l'intérieur du polytope. 
Maintenant on va entamer la construction d'une variété torique Xp, dont l'image 
par l'application moment sera P. Soit l'application : 
qui se restreint à une application 1r : zd --+ zn et induit par conséquent une 
application 1r : rd --+ rn avec H = ker(1r). On obtient ainsi les suites courtes 
exactes suivantes : 
0 --+ H ~ rd ~ rn --+ O. 
0 --+ ~ ~ ]Rd ~ ]Rn --+ O. 
0--+ (JRn)* ~ (JRd)* ~ ~* --+O. 
Soit l'action standard du tore rd sur Cd définie par : 
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avec application moment définie par(voir équation (3.11)) : 
Par la proposition 2.5.8, l'action de H sur Cd est hamiltonienne avec application 
moment i* o IL· 
Lemme 3.3.4. (i* o IL)-1 (0) est compacte avec une action libre de H. 
Démonstration. (i* o IL)-1(0) = IL- 1(ker(i*)) = IL- 1(im(1r*) n im(IL)). 
Puisque,\ ~ (IL(z), ei) 1 ~ i ~ d. 
====? (im(1r*) nim(IL)) c {1r*(Ç)I >.i ~ (Ç,ui) 1 ~ i ~ d} = 1r*(P). 
====? (i* o IL)-1(0) = IL- 1(1r*(P)) ====? (i* o IL)-1 (0) est compacte car IL est propre. 
Soit z E (i* o IL)-1 (0) ====? :3Ç E P tel que 1r*(Ç) = IL(z), on définit I = 
{i I(Ç, ui) = >.i} ====? (IL(z), ei) = Ài ViE I ====? zi = 0 ViE I. 
Soit h = exp(X) E Hz avec X E ~- Alors h stabilise z ssi Xi E Z pour i tf- I. On 
veut prouver que XE zd. 
Soit x = x- Lil,tl xi, puisque 7r(X) E zn (car H = ker(7r)), on a 7r(X) 
LiE! Xiui E zn. 
====? xi = (wi, 7r(X)) E z car (wi, Uj) = <5{ ====? h = 1. D 
Définition 3.3.5. La variété de dimension 2n compacte et connexe Cd// H(O) = 
(i* oiL)-1(0)/H est l'espace de Delzant associée au polytope de Delzant Pet sera 
désigné par X p. 
Soit 1 'homomorphisme de groupe j : yn ----+ Td tel que 1r o j = Id, alors j* o IL 
est l'application moment de l'action hamiltonienne de yn sur Cd. En appliquant 
le théorème 3.1.10 et étant donnée que l'action de yn commute avec celle de H 
elle descend en une action hamiltonienne sur Xp avec comme application moment 
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/-1Xp définie par l'équation 3.6. 
Voir (Delzant, 1988) pour la preuve du sens inverse du théorème 3.3.3 qui est assez 
technique. 

CHAPITRE IV 
THÉORÈME DE CONVEXITÉ POUR UNE VARIÉTÉ TRANSVERSE 
SYMPLECTIQUE 
Dans ce dernier chapitre nous démontrerons une version plus générale du théorème 
de convexité, due à Hiroaki Ishida (Ishida, 2015). 
4.1 Théorème de Frobenius 
Définition 4.1.1. Une distribution V de dimension d, sur une variété différen-
tiable M, est un sous-fibré de TM de rang d. V est dite involutive si [X, Y] E r('V) 
VX, Y E r(V). 
Définition 4.1.2. Soit V une distribution sur M. Une sous-variété immergée N 
de M est dite variété intégrale de V, si TxN = Vx Vx EN. La distribution V est 
dite intégrable si chaque x E M est contenu dans une sous-variété intégrale de V. 
Théorème 4.1.3 (Frobenius). Soit V une distribution involutive de dimension 
d, sur une variété différentiable M. Alors, V est intégrable. De plu.9, Vx E M il 
existe une unique variété intégrale connexe .C( x) de V qui passe par x. 
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4.2 Feuilletage coo 
Définition 4.2.1. Soit M une variété de dimension m + n. Un feuillage de codi-
mension n est un atlas dit feuilleté F = {Uc., ?f0a}a tel que : 
1Pf3 o 7/J;; 1 :?f0a(Ua n Uf3) ----+ 1Pf3(Ua n Uf3) 
(x, Y) t---+ Uaf3l (x, Y),· · · ,f<>f3m (x, Y), ga(31 (y),··· 'g<>f3n (y)) 
\f(x,y) C !Rm x !Rn. (M,F) est dite variété feuilletée. Une carte feuilletée est une 
carte (Ua, ?f0a) d'un atlas feuilleté. 
Définition 4.2.2. Soit (M, F) une variété feuilletée de dimension m + n munie 
d'un feuilletage de codimension n. Soit aussi (U, 1f0 = (x 1 , ... , Xm, y1, ... , Yn)) une 
carte feuilletée. Alors, les coordonnées y = (y1 , ... , Yn) sont dites coordonnées 
transversales. De plus, la feuille locale d'un point bE U est l'en.~emble ?f0- 1 (1Rm x 
{a}), où y(b) =a. 
Remarque 4.2.3. Soit Pb= span{ -88 lb, ... , 8 8 lb}· Alors, la définition de Pb ne Xl Xm 
dépend pas de la carte feuilletée ( U, 1f0 = (x 1 , . .. , Xm, y1 , . .. , Yn)). Par conséquent, 
l'application x t---+ Px définie une distribution coo involutive de rang m sur M. 
Définition 4.2.4. Soit (M, F) une variété feuilletée et x E M. Alors, le sous-
espace Px C TxM (défini dans la remarque précédente) est l'espace tangent à F 
au point x. On désigne par TF le sous-fibré de TM générer par la distribution 
intégrable x t---+ Px. 
Définition 4.2.5. Soit (M, F) une variété feuilletée. La feuille Lx0 qui passe par 
un point x 0 E Af est l'ensemble des points x E Af tel qu'il existe une courbe 
~( E n( Xo' x) tangente à F. En effet, Lxo et la variété intégrale de la distribution 
définie dans la remarque 4.2.8, qui passe par x 0 . 
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Remarque 4.2.6. On peut toujours trouver une carte feuilletée ( U, '1/J) d'une va-
riété feuilletée (M, F) telle que '1/J(U) est un cube de JRdim(M). Ainsi, en utilisant 
la relation d'équivalence introduite par les feuilles locales, U / F est difféomorphe 
à JRdim(M)-dim(F). 
Définition 4.2. 7. Soit (M, F) une G-variété feuilletée. On dit que F est G-
invariante si l'action induit par G sur TM se restreint à une action sur TF. 
4.2.1 Structure transversale 
Définition 4.2.8. Soit (M, F) une variété feuilletée. On désigne par X(F) l'en-
semble des champs de vecteurs tangents à F. Une k-forme o: E f2k(M) est dite 
basique si : 
.Cxo: =O. 
et 
i(X)o: =O. 
VX E X(F). 
4.3 Théorème de convexité 
Définition 4.3.1. Une structure symplectique transversale sur une variété feuille-
tée (M, F) est une 2-forme fermée w E f2 2(M) telle que ker(w) =TF. 
Lemme 4.3.2. Soit (M, F) une variété feuilletée de dimension 2n + l équipée 
d'une structure symplectique w transversale par rapport à F, et munie de l'action 
d'un tore G. De plus, supposons que F est un feuilletage G -invariant de dimension 
l. Alors Vx E M il existe : 
~ ~ ~ 
- Une carte feuilletée '1/Jx : Ux --t Vx telle que Ux / F est muni de l'action de 
Gx. 
Un voisinage Gx-invariant Va, de 0 E TxM /TxF. 
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Un difféomorphisme Gx équivariant cpx: Ux/F ------1- Vx. 
Une base (x], ... ,Xn,YI, ... ,yn) de (TxM/TxF)* telle que: 
-1* ""'n cp x ~ = L...i=l dx; 1\ dy;. 
Démon.~tration. Soit '1/Jx : U ------1- V une carte feuilletée autour de x telle que U / F 
est difféomorphe à IR2n, on suppose aussi que U est Gx-invariant. 
Étant donné que w est transversale par rapport à F(i.e w est basique), il existe 
une forme symplectique ~sur 1r(U)j F avec 7r*~ = w où 1r : U ------1- U /Fest une 
submersion(voir lemme 3.1.7). Par la proposition 2.5.11 il existe un voisinage Ux de 
1r(x) et Vx de 0 E TxM/TxF Gx-invariants et un difféomorphisme Gx-équivariant 
cp : Ux ------1- Vx telles que : 
cp- 1 *~ = 2::1 dx; 1\ dy; où (xi, ... , Xn, YI, ... , Yn) est un système de carte sur 
Par la proposition 3.2.3 : 
Vv E 9x où o:1 , ... , O:n E Hom( Gx, 8 1 ) sont les poids de la représentation unitaire 
de Gx sur TxM/TxF· Enfin, il suffit de prendre Ux = 7r- 1 (Ux) et Vx = 'ljJx(Ux)· D 
Définition 4.3.3. Une fonction f sur une variété M est dite de Morse-Bott si 
l'ensemble des points critiques de f est une sous-variété W de M et que le hessien 
de f est non dégénéré dans le sens transverse à W.L 'indexe d'une composante 
connexe W; C W est le nombre de valeurs propres négatives du hessien calculer 
en un point de W;. 
Lemme 4.3.4. Soit Jl,f une variété compacte et connexe, et f E coc une fonction 
de Morse-Bott. Supposons que f et - f ne possèdent pas de sous variété critique 
d'indexe égale à 1. Alors, f- 1(c) est une smts variété conne:re de M (ou vide) 
Vc E IR. 
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Le lemme précédent est un résultat très important pour la preuve du théorème de 
convexité. 
Soit (M, F) une variété feuilletée et supposons qu'il existe v E g tel que i(Q)w = 
dhv avec hv E C 00 (M). Un point x E M est un point critique de hv ssi 1L.x E TxF· 
Par conséquent, on ne peut pas déduire que hv est une fonction de Morse-Bott 
(on ne peut même pas déduire que les points critiques de hv ont une structure de 
variété). 
Définition 4.3.5. On désigne par F9 le feuilletage corre.<Jpondant à la distribution 
générée par!!_· 
Lemme 4.3.6. Soit M une variété muni de l'action d'un tore G et g' C g un 
sous-algèbre de Lie qui agit librement sur M (voir 2.1.14). Soit w une structure 
symplectique G -invariante et transversale par rapport à Fg'. S'il existe une fonc-
tion hv E C 00 (M) telle que i(Q)w = dhv pour v E g, alors : 
hv est une fonction de Morse-Bott. 
L 'indice de chaque composante critique de hv est pair. 
Démonstration. Soit x E M un point critique de hv, alors 1Lx E TxFg' 
~ :lvx E 9x et v' E g' tels que v= Vx +v'. Par conséquent i(Q)w = i(vx)w car 
i( v')w = O. hv est basique car i(Q)w est basique. 
~ ~ 
Soit 1/Jx: Ux--+ Vc,c/>x et (xi, ... ,Xn,YI, ... ,yn) comme dans le lemme 4.3.2. 
Puisque hv est basique, il existe hv E C 00 (Ux/ F 9,) telle que : 
Par la définition de Fg' et de 1r, Q E X(Ux) est envoyé sur Vx (if:/Fo') E X(Ux/ F9, ). De 
même par Gx-équivariance de cPx, V x (Ux/Fo') E X(Ux/ F 9,) est envoyé sur V x (Txif:/TxFo') E 
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Par conséquent : 
dhv = i(Q)W = i(vx)w = 7r*(i(vx(Ux/Fg'))~) = 7r* o cfJx*(i(vx(TxUx/TxFg'))cPx - 1 *~), OÙ 
~ est la forme symplectique du lemme 4.3.2. 
D'autre part : 
dhv = d(7r*hv) = 1f*d(hv) = 7r* 0 qy~d((cPx - 1 )*hv)· 
Puisque 7r* est injective et cPx est un difféomorphisme, on a d((cPx - 1 )*hv) 
i(vx(TxéT,fTxF9t))cPx -1*~· 
Par le lemme 4.3.2 : 
V (TxéT,fTxFg') = 27f "'n (da. V ) (x ..!L - y· ..!L) . 
....:!: ut=1 t' x t ayi taxi 
Ainsi : 
n 
i(vx(Txû;,/TxFg'))(cfJx - 1 )*~ = -27f L(da;, Vx)(x;dx; + y;dy;). (4.1) 
i=1 
et par conséquent : 
n 
(cfJx - 1 )*hv = (cPx - 1)*hv(O) + 7f L(da;, Vx)(x; 2 + y; 2 ). (4.2) 
i=1 
Il est clair(à partir des deux équations précédentes) que (cfJx - 1 )*hv est une fonction 
de Morse-Bott dont l'indice des composantes critiques est deux fois le nombre des 
a; tels que 0 < (dai, vx)· Puisque cPx o 1r : Ux ---+ Vx est une submersion, hv 
est aussi de Morse-Bott dont les composantes critiques sont de même indice que 
D 
On arrive maintenant à un lemme important pour la preuve du théorème de 
convexité(voir (Atiyah, 1982)), qui permet de faire le lien entre le lemme précédent 
et le théorème de convexité. 
Lemme 4.3.7 (Atiyah, 1982). Soit f : M ---+ lR une fonction de Morse-Bott 
où M est une variété r.ompade et ronnexe. Si f et - f ne possèdent pas de sous-
-- ---------------------------------------------------
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variétés critiques d'indice égale à 1. Alors Vc E IR., f-1(c) est une sous-variété 
connexe de M ou vide. De plus, f possède un unique minimum local ainsi qu'un 
unique maximum local. 
Démon.c;tration. voir lemme 5.51 dans (McDuff et Salamon, 1995). D 
Lemme 4.3.8. Soit M une variété connexe et compacte munie de l'action d'un 
tore G, et g' c g un sous-algèbre de Lie qui agit librement sur M. Soit w une 
structure symplectique G-invariante et tran.9versale par rapport à Fg'. Supposons 
qu'il existent hv1 , ••• , hvk E coo ( M) telles que dhv; = i (vi )w pour v1, ... , Vk E g. 
Soit la fonction h = ( hvp ... , hvk) : M ---+ JR.k et c une valeur régulière de celle 
ci. Alors, g" = g' + IR.v1 + · · · + JR.vk agit librement sur h- 1(c) et wlh-l(c) est une 
structure symplectique transversale par rapport à Fg". 
Démonstration. Soit xE h- 1(c). Puisque cest une valeur régulière de h, {(i(vi)w)xhsoiS::k 
sont linéairement indépendants. En utilisant le fait que g' agit librement sur M 
on déduit que pour v" E g", L = 0 ssi v"= O. En d'autres termes, l'action de g" 
est libre. 
Txh- 1(c) = ker(dhx)· XE ker(dhx) ssi w(vi,X) = 0 pour tout 1 ~ i ~ k ===> 
ker(dhx) = (TxFg")_l_ ce qui implique aussi que ker(wlh-l(c))x = TxFg"· Par 
conséquent wlh-l(c} est une structure symplectique transversale par rapport à 
D 
Remarque 4.3.9. Dans la preuve du lemme précédent, on utilise le fait que dhu = 
i(Q)w est G-invariante car G est abélien, ce qui veut dire que hv est G-invariante. 
En d'autres termes, hv -l ( c) e.9t une sous-variété G -invariante et donc T Fg" est 
une sous fibré de Thv - 1(c). 
On arrive maintenant au théorème principal de ce chapitre 
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Théorème 4.3.10 (Ishida, 2015). Soit M une variété compacte et connexe munie 
de l'action d'un tore G et g' Cg un sous-algèbre de Lie qui agit librement sur M. 
Soit w une structure symplectique G-invariante et transversale par rapport à Fg'· 
Supposon8 qu'il exiBte de8 fonctions hv1 , ••• , hvk E c=(M) telle8 que dhv; = i( vi)w 
pour V1, ... , Vk E g. Soit la fonction h = ( hv1 , ••• , hvk) : M -----+ JRk. Alors : 
(Ak) h-1(c) e8t connexe ou vide Vc ER 
(Bk) h(M) est convexe. 
( Ck) Si Z 1 , ... , Zn sont les compo8ante8 connexe"' des points critiques commun 
des (hih~i~k alor8 h(M) = conv{ c1, ... , cn} avec ci= h(Zi)· 
Démonstration. Remarquons tout d'abord que (BI) est vraie. Étant donné que 
M est connexe et compacte alors h(M) est un intervalle fermé et connexe deR 
Pour prouver le théorème on va procéder comme suit : 
(Étape 1) ( Ak) =====? ( Bk+l). 
Soit x, y E h(JI;f) C JR.k+l et 1r : JR.k+l -----+ JRk la projection sur le plan 
perpendiculaire à la droite (x, y), définit par 1r(ei) = '2:~~{ aijej et telle 
que 1r(x) = 1r(y) = c. 
L'application h' = 1r0 h : M ----+ JRk respecte les conditions du théorème car 
dh'j = '2:7~} aijdhv; = i('2:7~11 aijvi)w. Par conséquent, h'-1(c) est connexe, 
et puisque h(M) n 1r-1(c) = h(h'-1(c)) alors h(M) n 1r-1 (c) est connexe ce 
qui implique que h(M) est convexe. 
(Étape 2) (Ak) est vraie par induction. 
(AI) est vraie par les lemmes 4.3.4 et 4.3.6. 
Soit hvl' ... 'hvk+l E c=(M) telles que dhv; = i(vi)w pour VI, ...• Vk+l E g. 
Si la fonction h = ( hv1 , ••• , hvk) ne possède pas de valeurs régulières alors 
(dhvJl~i~k+l sont linéairement dépendants et par conséquent (Ak+l) dé-
coule de l'assomption (Ak)· 
Si h possède des valeurs rP.gulières, par le théorème de Sard, l'ensemble 
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de ceux ci est dense dans h(M). Donc, par continuité, on peut nous res-
treindre à une valeur régulière c = (c1, ... , ck+I) E JRk+l. Par l'hypothèse 
de récurrence W = hv1 - 1(c1) n ... hvk - 1(ck) est une sous variété connexe. 
Soit le sous algèbre de Lie g" = g' + !Rv1 + · · · + IRvk, par le lemme 4.3.8, wlw 
est une structure symplectique transversale par rapport à Fg"· Par (A1), 
hvk+ll~(ck+I) est connexe et par conséquent h-1 (c) = W n h:;k~l (ck+I) est 
connexe. 
(Étape 3) (Bk) ====> (Ck)· 
Le fait que h(Zi) est un point ci est évident. Il est clair aussi par (Bk) que 
conv{ c1 , ... , en} C h(M). Il reste à démontrer que h(M) C con v{ c1, ... , en}· 
Soit H la fermeture de exp(g") dans G, et x E Mun point critique commun 
de hvp ... , hvk· On a (vi)x E TxFg' car (dhvJx = 0 = (i(vi)w)x Vl ~ i ~ k, 
par conséquent, il existe v1,x, . .. , vk,x E lJx et v/, . .. , vk' E g' tels que 
Vi = Vi,x + v/ pour 1 ~ i ~ k. 
Étant donné que g' agit librement sur M, lJx = span{ v1,x, ... , vk,x} et 
donc {exp(t1v1,x) ... exp(tkvk,x)lti E IR} est dense dans Hx 0 • De même, 
exp(lJx + g') est dense dans H. Inversement, soit H' C H un sous tore 
dense dans H. Alors si x E MH', on a (h')x = 0 Vh' E (J', or H' est dense 
dans H ====> :Jh~, ... h~ E (J' et v~, ... , v~ E g' tels que vi = h~ + v: 
Vl ~ i ~ k 
====> ( vi)x E TxFg' ====> x est un point critique commun de hvp ... , hvk· 
Soit V{a 1 , ... ,ak} = 2::7=1 aivi +u', pour ai E IR. et u' E g' tels que 
{exp(tv{a1 , ... ,ak})lt E IR.} est dense dans H, et xE Mun point critique de 
la fonction hv{a
1
, .,ak} = L:7=l aihv;. Alors, il existe v' E g' et V x E lJx 
tels que V{al, ... ,ak} = Vx +v' car (v{al, ... ,ak})x E TxFg1 ((dhv{al•· ,ak})x = 
0 = (i(v{a 1 , ... ,ak})w)x)· Puisque {exp(tv{a 1 , ... ,ak})lt E IR.} est dense dans 
H, {exp( tv x )lt E IR.} est dense dans Hx o, et par conséquent exp(lJx + g') 
est dense dans H. Il en résulte que x est un point critique commun de 
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hv1 , ••• , hvk· Ainsi, par le lemme 4.3.7, hv{a~> ,ak} atteint son minimum en 
un point critique commun de hv1 , ••• , hvk. Par conséquent la restriction de 
O:{a 1 , ... ,ak} = 2:::7= 1 aie/ à h(M) atteint son minimum en un point Cj. 
On a ainsi prouvé que : 
h(M) c CA= n(a!, ... ,ak)EA{Y =(yi, ... ' Yk) E IRkl < Ü:{a!, ... ,ak}· y>~ Y{a!, ... ,ak}} 
(4.3) 
Où: 
Y{ } =min(<o:{ }c->l1<y.<n). al, ... ,ak UJ, ... ,ak ' J - -
et 
A= {(ai, ... , ak) E JRkl{exp(tv{a 1 , ... ,ak})lt E IR} est dense dans H}. 
Puisque A est dense dans JRk, l'ensemble CA est en fait l'ensemble con v{ c1, ... , en} 
====} h(M) = con v{ c1, ... , en}· 
D 
4.4 Exemples 
Exemple 4.4.1. Prenon.s la con.struction de Delzant dans la section 3. 3.1 du 
chapitre 8. On sait que : 
(1) Mrd-n = (i* o J.L)- 1(0) c Cd est une .sou.s variété compacte et connexe de 
dimen.sion d + n. 
(2) La restriction WstiMrd-n est une structure symplectique transversale par 
rapport à Ftd-n. En effet, soit x E Mrd-n, alors TxMrd-n = ker(d(i*oJ.l)x) = 
(t(d-n) )l_w. Par conséquent ker(w tiM ) = ™rd-n n t(d-n) = t(d-n) 
--X ' S rd-n X --X --X 
(car A1rd-n est invariants sous l'action de yd-n ). 
(3) Par le lemme 3.8.4, le sous tore yd-n C Td agit librement sur Mrd-n ====} 
l'action de td-n sur !vfrd-n est libre. 
Par (1) et (2), (Mrd-n, WstiMrd-J est une variété transverse symplectique compacte 
et connexe. Soit v1, ... , Vn E tn les générateurs de l'action hamiltonienne du sous 
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tore rn c Td sur Cd, avec i* hv1 , ••• , i* hvn la restriction à Mrd-n des hamiltoniens 
de respectivement v1, ... , Vn· 
Soit l'application h = (i*hv 11 •.. , i*hvn). Il suffit de choisir g' = tn dans l'énoncé 
du théorème précédent pour voir que h( Mrd-n) C !Rn est un polytope convexe. En 
fait, h( Mrd-n) est le polytope de Delzant P de la con.struction dans la section 3. 3.1 
du chapitre 3. 
En effet, .soit 'li = ( hv1 , ••• , hvn) l'application moment de l'action hamiltonienne 
du 80U8 tore rn c rd sur cd, et 'l'red celle de l'action hamiltonienne de rn 
sur Mrd-njrd-n. On sait que Wred(Mrd-njrd-n) = P, or par l'équation (3.6) 
Wred(Mrd-njrd-n) =('l' O i)(Mrd-n) ====? h(Mrd-n) =P. 
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