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Résumé
Des instabilités numériques dues à l’inertie du fluide apparaissent lorsque l’on résout
les équations du mouvement pour un solide immergé dans un fluide dense tel que l’eau. Dans
cette thèse, un schéma numérique stable dans ce cas est proposé. Les simulations tridimen-
sionnelles de mouvements libres d’un objet couplé avec les équations résolvant l’écoulement
utilisent trop de ressources informatiques pour étudier un grand nombre de cas. Il fut donc dé-
cidé de concevoir et de construire une veine hydrodynamique 2D pour valider le code numé-
rique. Un dispositif en fluide statique est premièrement mis en place pour vérifier la faisabilité
de trajectoires 2D correctes. L’aspect chaotique de certaines trajectoires est mis en évidence.
Ce comportement est dû aux fortes instabilités du sillage. On observe dans la veine hydrodyna-
mique que l’écoulement stabilise les translations, qui sont correctement prédites. La rotation
est, quant à elle, toujours soumises aux instabilités du sillage. D’autant plus que l’objet utilisé
est un rectangle qui, de par ses arêtes vives, présente des décollements de sa couche limite au
cours de sa trajectoire. Ceci implique de fortes instabilités empêchant une prédiction correcte
de l’angle au cours des essais.
Cette méthode est également utilisée pour simuler la propulsion biomimétique grâce
à un aileron oscillant. Le code hydrodynamique est alors un code potentiel utilisant la mé-
thode des éléments frontières. Afin de comprendre l’influence des différents paramètres sur
les performances du mouvement, tous les degrés de liberté sont fixés. Nos résultats pour le
coefficient de poussée sont en accord avec la théorie de Theodorsen. L’étude paramétrique
confirme que le nombre de Strouhal joue le même rôle pour l’aileron oscillant que le para-
mètre d’avance joue pour l’hélice. Les rendements propulsifs obtenus pour ces deux moyens
de propulsion sont comparables. Une procédure de comparaison générale entre les moyens de
propulsion est développée. Cependant, lorsqu’un changement de rythme est nécessaire, une
hélice à pas variable donne une meilleure efficacité qu’un aileron changeant d’amplitude de
tangage, même si l’amplitude de tangage a le même effet que le pas. Les résultats en mouve-
ments libres mettent en évidence la rapidité du couplage et sa robustesse.
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Abstract
Numerical instabilities due to fluid inertia appear when solving the freemotion of a solid
submerged within a heavy fluid such as water. In the present thesis, a numerical scheme is pro-
posed to overcome this problem. Three-dimensional simulations using Computational Fluid
Dynamics and Euler-Newton equations use toomuch computing resources for a reasonable in-
vestigation of the general case. It was therefore decided to design and build a two-dimensional
hydrodynamic tunnel in order to validate the numerical tool. First, a static two-dimensional
tank has been built to verify the feasibility of such an apparatus. It reveals the chaotic aspect of
the trajectories of light objects when viscous forces are highly unsteady. It is observed in the hy-
drodynamic tunnel that an income flow stabilizes the translations. The evolution of the angle
is still controlled by the wake. In the case of a parallelepipedic object, presenting sharp corners,
boundary layer separations occur and induce instabilities. The prediction of the angle is then
difficult.
Thismethod is then used to simulate biomimetic propulsion using a porpoising foil. The
hydrodynamic solver is a potential flow code. To understand the influence of each parameter
on the performances, all degrees of freedom are fixed. Our results for the thrust loading coef-
ficient are in conformity with the Theodorsen theory over the whole range of parameters. The
parametric study confirms that the Strouhal number is playing the same role for the oscilla-
ting wing, the advance parameter is playing for the propeller. The two propulsion devices are
found to be comparable and a general guidance for comparison between the two propulsion
systems is developed. When a change of pace is required, the variable pitch propeller is more
efficient than a variation of the pitch amplitude during the foil motion. Results in free motion
demonstrate the robustness of the method.
xiii
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Nomenclature
Les symboles et la terminologie utilisés dans ce document sont dans la mesure du pos-
sible conformes aux recommandations de l’ITTC (International Towing TankConference) Sym-
bols and Terminology (2002).
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V Volume m3
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y Coordonnée cartésienne selon"y m
"y Vecteur unitaire du repère cartésien m
z Coordonnée cartésienne selon"z m
"z Vecteur unitaire du repère cartésien m
α Angle d’incidence degrés
γ Paramètre de propagation d’erreur
εn
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∆t pas de temps s
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ρ Masse volumique kg.m−3
ρ0 Masse volumique de l’eau 998.2 kg.m
−3
σ Intensité de source m.s−1
σd signe de (1−d) sgn(1−d) (-)
σu signe de u sgn(u) (-)
Φ Potentiel de vitesse m2.s−1
Φ∞ Potentiel de l’écoulement amont m2.s−1
ω Pulsation 2pi f rad.s−1
"ω Vitesse de rotation rad.s−1
div Opérateur divergence (-)
"∇ Opérateur gradient (-)
∆ Opérateur laplacien (-)
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Introduction
Pour l’évaluation de la trajectoire sous-marine et de la traversée du dioptre des missiles
balistiques, la DélégationGénérale pour l’Armement (DGA) dispose d’importantsmoyens d’es-
sais dans le domaine de l’hydrodynamique auBassin d’Essais des Carènes (DGA-THpour Tech-
niques Hydrodynamiques), uniques en France et rares dans le monde. Ces activités utilisent
des moyens communs tels que des simulations numériques, des essais sur modèles réduits ou
encore des essais à la mer. Ainsi, le Bassin d’essais des carènes aide les services de programme
de la DGA et les architectes navals à déterminer, au stade du projet, le comportement hydrody-
namique de sous-marins et de tous types d’engins destinés à évoluer sous l’eau.
Si les méthodes de calculs numériques s’améliorent, elles ne permettent pas d’obtenir
une précision et surtout une garantie d’exactitude comparable aux essais sur modèle réduit en
bassin. En effet, pour l’instant, seule la simulation réelle dans unmilieu identique, à une échelle
la plus proche possible du réel, permet de garantir qu’aucun phénomène physique n’a été ou-
blié, ceci est particulièrement vrai pour des essais sur des projets innovants, pour lesquels il
n’existe pas de résultats comparables antérieurs.
Cependant, lors des essais, les modèles réduits sont fixes ou tractés et sont soumis à une
houle connue dont on mesure les effets sur la coque. Pour l’étude de trajectoire de missiles,
de véhicules autonomes sous-marins (type AUV de l’anglais Autonomous Underwater Vehi-
cule) ou de leurres, il est important de laisser libre les six degrés de liberté. Dans ce cas, la
trajectographie se fait via des caméras immergées. Le dispositif n’est pas encore suffisamment
efficace : problème de visibilité avec les caméras et problème de luminosité lors d’essais né-
cessitant une grande cadence. Le constat actuel pour les applications industrielles montre que
l’approche expérimentale est complexe et que l’approche numérique peut être une solution
(Ramamurti et al., 1995; Bolot et al., 2006). D’autant plus que l’étude d’éjections d’armes ou
de leurres nécessite la réalisation de nombreux cas pour tester le domaine opérationnel. Les
essais expérimentaux, par leur mise en oeuvre longue et difficile, sont doncmoins adaptés que
les simulations numériques (meilleur temps de réactivité).
En France, depuis les premiers calculs de trajectoires immergées, le modèle mathéma-
tique demanœuvrabilité développé parMax Aucher (1981), directeur du Bassin de 1979 à 1982,
est utilisé. Ce modèle nécessite de connaître au préalable les coefficients hydrodynamiques de
l’objet, qui sont déterminés de façon expérimentale. Il s’applique aujourd’hui aux armes et aux
leurres qui sont éjectés des sous-marins. Cependant, ce modèle atteint sa limite de validité
lorsque des interactions existent entre l’objet et le sous-marin : problème de confinement pen-
dant l’éjection et problème dans les zones de fort gradient de vitesse en sortie du sous-marin.
Un code RANSE (de l’anglais Reynolds Averaged Navier-Stokes Equations) couplé avec un code
résolvant les équations dumouvement est alors nécessaire pourmodéliser correctement la tra-
jectoire de l’objet. A ce jour, la validation de ce type de code pose toujours problème.
Le problème de prédiction de trajectoire dans les zones de fort gradient de vitesse se
pose tout particulièrement aujourd’hui pour la récupération d’AUV par les sous-marins. En ef-
fet, la possibilité d’utiliser des AUV par les marines est de plus en plus étudiée. Or une bonne
prédiction conditionne notre habilité à récupérer l’engin. La récupération du véhicule après
une sortie enmer est primordiale quand on connait le temps de réalisation d’un tel engin ainsi
1
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que la technologie de pointe qu’il contient que ce soit lors de relevés océanographiques ou de
tactiques militaires. Le problème de récupération d’AUV par un sous-marin est décrit par Cha-
puis et al. (1996). Aujourd’hui, différentes méthodes ont été mises au point pour récupérer un
AUV. Celles-ci font toutes appel à un système extérieur (R.O.V. (Remote Operated Vehicle) ou
plongeur) (voir Figure 1). L’inconvénient majeur de ces méthodes est la mise en place du sys-
tème extérieur que ce soit pour des raisons techniques ou tactiques (Hardy and Barlow (2008)).
Dans ce cas, une prédiction suffisamment fiable de la trajectoire permettrait la récupération
sans l’intervention d’un système extérieur.
Figure 1. Récupération d’un AUV par l’intermédiaire d’un R.O.V.
L’investigation du milieu sous-marin n’est pas qu’une préoccupation militaire. De nom-
breux domaines s’y intéressent comme la recherche océanographique et, plus récemment,
l’offshore avec la volonté d’exploiter les ressources naturelles à plus de 3000 mètres de pro-
fondeur. Depuis la fin des années 80, de nombreux programmes de recherche ont émergé aux
États-Unis, en Europe ainsi qu’en Asie, pour apporter une solution s’appuyant sur des AUV
ou des planeurs sous-marins (en anglais, underwater glider) (Moitie and Seube, 2001). Des
exemples d’engins sous-marins autonomes réalisés en France sont présentés en Figure 2. Cette
catégorie d’engin doit avoir une grande autonomie énergétique, savoir se déplacer et donc se
positionner. Pour l’instant, les automaticiens utilisent des simulateurs hydrodynamiques som-
maires permettant de simuler le comportement dynamique du véhicule sous-marin en fonc-
tion de divers paramètres, tels que la commande appliquée, les paramètres environnementaux
et les constantes hydrodynamiques du véhicule (Creuze and Jouvencel, 2003). Ces constantes
sont très approximatives et les essais pour valider les calculs sont très coûteux en bassin de
traction ou peu concluant en mer (trop de données inconnues). La modélisation numérique
d’un tel engin permettrait d’optimiser son rendement tout en améliorant sa manoeuvrabilité.
La solution aux problèmes qui se posent aujourd’hui est d’utiliser un code hydrodyna-
mique pour simuler l’écoulement couplé avec un code résolvant les équations d’Euler-Newton
(appelées Principe Fondamental de laDynamique ouPFD) pour simuler lesmouvements libres
d’un objet sous l’eau. Le type de code hydrodynamique à utiliser dépend du cas considéré.
Dans la plupart des cas, comme pour les applications militaires, un code RANSE est le plus
adapté. Jusqu’à aujourd’hui, les capacités informatiques étaient limitées et les temps de calcul
en 3D faisant appel à un remaillage dynamique restaient importants. Actuellement, nous avons
à notre dispositiondes logiciels comprenant des solutions de remaillage de plus enplus efficace
et des clusters de calcul de plus en plus imposants permettant de réduire considérablement les
2
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(a) Glider STERNE développé par le labo-
ratoire DTN de l’ENSIETA (Moitie and
Seube (2001))
(b) AUV Taipan 300 développé par le laboratoire LIRMM
de l’université de Montpellier (Creuze and Jouvencel
(2003))
Figure 2. Exemples d’engins autonomes sous marins
temps de calcul et de pouvoir les utiliser de façon industrielle (Fluent Inc., 2006; Ballard et al.,
2006). Dans le cas particulier du planeur sous-marin, dont la propulsion s’effectue grâce à la
portance de ses ailes, un code potentiel tenant compte de la condition de Kutta-Joukowsky est
suffisant. Ce type de code est basé sur une méthode des éléments frontières (BEM de l’anglais
Boundary Element Method) (Hoeijmakers, 1992). Ainsi, seules les surfaces et nappes de sillage
sont maillées ce qui conduit à des temps de calcul très inférieurs à ceux obtenus avec un code
RANSE, utilisant la méthode des volumes finis. Deux problèmes subsistent alors lors du cou-
plage entre le code hydrodynamique et le code résolvant le PFD : la stabilité numérique et la
validation.
La stabilité numérique des schémas classiques, type Euler, pour résoudre les équations
du mouvement lorsqu’on considère des efforts hydrodynamiques est remise en question par
Söding (2001). Le problème réside dans la dépendance en accélération de certains efforts, ap-
pelés efforts de masse ajoutée. Les solutions proposées dans la littérature font toutes appel à
un couplage fort et à la réalisation de nombreuses itérations (Causin et al., 2005). Les études de
Leroyer (2004) et de Tezduyar (2006) utilisent de plus une masse ajoutée modifiée (de l’anglais
modified added mass ou artificial added mass). Ils introduisent en fait un paramètre supplé-
mentaire dans les équations de façon à diminuer l’effet de la masse ajoutée sur la stabilité du
schéma en diminuant la valeur de ses coefficients et en augmentant la valeur de la masse de
la structure. Cette méthode conduit, après un choix judicieux pour la valeur du paramètre ad-
ditionnel, à la stabilité du schéma. Ce choix se fait selon la valeur maximum des coefficients
de masse ajoutée au cours de la simulation. Ces méthodes restent lourdes et peu maniables.
Elles ne sont pas adaptées à une utilisation en bureau d’études. Forster et al. (2007) mettent
en évidence les avantages d’un couplage faible entre les deux codes pour gagner en efficacité
informatique. Le couplage faible consiste à résoudre les équations régissant l’écoulement puis
à résoudre les équations du mouvement à la suite, une fois par pas de temps. Si des itérations
sont nécessaires, elles se font soit pour le fluide soit pour le mouvement du solide et non entre
les deux. Forster et al. (2007) montrent qu’il est possible d’utiliser la méthode de la masse ajou-
tée modifiée avec un tel couplage.
Nous allons vérifier au Chapitre 1 la faisabilité de simulations de mouvements libres
d’objets immergés en couplage faible en utilisant la méthode de masse ajoutée modifiée et en
ne réalisant qu’une seule itération du codemouvement. Il est alors possible d’utiliser différents
types de codes hydrodynamiques. Le calcul est, de plus, moins gourmand en ressources infor-
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matiques. Le code résolvant les équations du mouvement est tout d’abord décrit. Le choix du
schéma numérique est discuté. Après avoir montré les défaillances des schémas numériques
courants dans notre cas, tenant compte d’efforts dépendant de l’accélération, la méthode de la
masse ajoutée modifiée est décrite. Une étude détaillée sur la valeur du paramètre additionnel
est ensuite exposée et une vérification est effectuée pour un cube en surface libre.
Pour montrer la capacité du code à s’adapter, deux types de codes hydrodynamiques
vont être utilisés dans les travaux relatés ici : RANSE et potentiel. Les applications visées sont
celles décrites dans les paragraphes précédents.
Le couplage avec un code RANSE (Fluent Inc., 2006) va nous permettre de valider la mé-
thode. Cependant, pour réaliser un grand nombre de cas de calcul, il est plus approprié de se
placer dans des cas 2D, le temps de calcul en 3D restant de l’ordre de la journée par seconde
de simulation avec les moyens informatiques les plus puissants à notre disposition. Le suivi
de trajectoire en trois dimensions n’est pas évident à mettre en oeuvre, selon les expériences
menées au Bassin d’Essai des Carènes. Pour des objets simples comme des billes, Jenny et al.
(2004) réalisent un suivi à l’aide de deux caméras. La bille remonte dans le fluide statique sans
vitesse initiale. Le problème qui se pose alors n’est pas technique mais physique : pour cer-
taines densités de bille, la trajectoire peut être chaotique. Fernandes et al. (2005) montrent le
même phénomène, de façon expérimentale, pour des cylindres plus légers que l’eau, qui se
déplacent dans un plan. Dans nos cas d’applications (éjection d’armes, de leurre ou d’AUV
d’un sous-marin), le lâcher se produit dans un écoulement. L’écoulement permet de rendre
négligeable l’aspect chaotique de la trajectoire. Le code RANSE utilisé est brièvement décrit au
début du Chapitre 2. L’aspect chaotique de la trajectoire d’un parallélépipède rectangle est mis
en évidence numériquement : une légère variation des conditions initiales (maillage ou angle)
conduit à des trajectoires visiblement différentes. Ces simulations sont réalisées en 2D pour un
parallélépipède rectangle plus léger que l’eau. Un dispositif expérimental permettant de réali-
ser desmouvements en 2D en fluide statique est ensuite décrit. La dépendance de la trajectoire
aux conditions initiales est mise en évidence avec un parallélépipède rectangle plus dense que
l’eau. La faisabilité de réaliser des trajectoires 2D ayant été validée, un tunnel hydrodynamique
est conçu et mis en place pour valider nos calculs numériques dans un écoulement. Les détails
de sa conception sont reportés Annexe B.5.3. Les points clés sont décrits à la fin du Chapitre 2
ainsi que la comparaison entre les résultats expérimentaux et numériques. L’ensemble de ce
dispositif a été conçu et réalisé à l’ENSTA-Bretagne.
Lorsque l’application concernée le permet, comme pour les planeurs sous-marins, un
code potentiel est utilisé. Le couplage avec un code potentiel (Laurens, 1993) est exposé au
Chapitre 3. Les grandes lignes de la théorie potentielle sont rappelées. Un couplage avec un
code hydrodynamique de ce type permet la simulation d’engins portants comme les planeurs.
Dans le cadre de la lutte anti-sous-marine, les marines s’intéressent aujourd’hui à mettre au
point des engins autonomes se déplaçant horizontalement mais n’utilisant pas de propulseur
(D’Spain et al., 2005; Hussain et al., 2010). La propulsion se ferait grâce à un changement de
ballast et de position du centre de gravité comme pour les planeurs actuels (Rudnick et al.,
2004), à la différence que ces derniers se déplacent essentiellement verticalement. L’engin os-
cille dans l’eau et avance grâce à la portance de ses ailes. Ce type de propulsion est dite biomi-
métique car elle s’inspire du mouvement des nageoires caudales de cétacés. Les observations
de cesmammifères marinsmontrent qu’ils se déplacent à des nombres de Strouhal (fréquence
réduite du mouvement) compris entre 0.2 et 0.45 (Bose et al., 1990; Fish, 1998; Taylor et al.,
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2003). Après une rapide vérification du couplage, on étudie le comportement d’une aile oscil-
lante simple de profil NACA0012. L’effet de chaque paramètre pertinent est étudié numérique-
ment. On montre que, selon les amplitudes d’oscillations de l’aile, le rendement est bon pour
un nombre de Strouhal compris entre 0.2 et 0.8. Pour un angle maximum de l’aile avec la di-
rection d’avance — appelé angle de tangage — de 45◦, ce qui correspond à la valeur moyenne
de ce qui est observé dans la nature, le meilleur rendement est observé entre 0.2 et 0.5. Les
performances hydrodynamiques de ce système de propulsion sont ensuite comparées à celles
d’unmoyen conventionnel de propulsion : l’hélice. Onmontre que le nombre de Strouhal joue
le même rôle que la paramètre d’avance. De même, l’angle de tangage a le même effet que le
pas de l’hélice sur les performances. Les mouvements libres d’une aile oscillante se propul-
sant à la manière d’un planeur mais qui se déplacerait essentiellement horizontalement sont
finalement présentés.
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Chapitre 1
Résolution des équations d’Euler-Newton
“Je sais calculer le mouvement des corps pesants, mais pas la folie des foules.”
Sir Isaac Newton (1642-1727)
Dans le cadre d’applications navales où les accélérations dans les six degrés de liberté peuvent
être importantes, et où la masse volumique des objets considérés peut être inférieure à celle
de l’eau, les efforts de masse ajoutée oumasse hydrodynamique deviennent significatifs. Dans
ce chapitre, on propose un code résolvant les équations du Principe Fondamental de la Dyna-
mique (PFD) en intégrant les efforts hydrodynamiques. Afin de choisir la solution la plus adap-
tée, la stabilité et la consistance de différents schémas numériques présents dans la littérature
sont étudiées.
Sommaire
1.1 Généralités . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Résolution des équations dumouvement . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.1 Les données d’entrée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.2 Matrice de passage de la base globale à la base locale : angles d’Euler . . . . . 11
1.2.3 Équations d’Euler-Newton dans un repère non-galiléen . . . . . . . . . . . . . 13
1.3 Efforts hydrodynamiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4 Étude de schémas numériques modélisant les équations du mouvement dans le
cas d’un objet immergé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.4.1 Cas modèle du déplacement d’une sphère dans l’eau . . . . . . . . . . . . . . . 19
1.4.2 Schéma d’Euler explicite du premier ordre . . . . . . . . . . . . . . . . . . . . . 20
1.4.3 Schémas de prédiction-correction . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.4.4 Schéma d’Euler explicite du premier ordre avec un facteur stabilisateur . . . . 24
1.5 Étude de schémas numériques modélisant les équations du mouvement dans la
cas d’un objet à la surface libre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.5.1 Cas modèle du cube oscillant à la surface libre . . . . . . . . . . . . . . . . . . . 29
1.5.2 Schéma d’Euler explicite du premier ordre . . . . . . . . . . . . . . . . . . . . . 30
1.5.3 Schéma de prédiction-correction . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.5.4 Schéma d’Euler explicite du premier ordre avec un facteur stabilisateur . . . . 33
1.5.5 Couplage avec un solveur RANSE . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.6 Bilan du chapitre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
7
Chapitre 1. Résolution des équations d’Euler-Newton
1.1 Généralités
Selon la seconde loi de Newton, appelée aussi Principe Fondamental de la Dynamique
(PFD) ou encore équations d’Euler-Newton, une force F appliquée à un corps de masse [M] lui
communique une accélération
dU
dt
dans un repère galiléen (O,"x,"y ,"z) telle que :
F= [M]dU
dt
(1.1)
On considère les six degrés de liberté de l’objet i.e. trois en translation et trois en rotation. Les
vecteurs généralisés F, U et la matrice [M] s’écrivent alors :

Fx
Fy
Fz
MOx
MOy
MOz
=

M 0
0 IOxyz

d
dt

u
v
w
ωx
ωy
ωz
 (1.2)
avecM , la matrice diagonale 3×3 aux coefficients égaux à la massem du corps et I , la matrice
d’inertie du corps telle que :
IOxyz =
 Ixx Ixy IxzIxy Iy y Iyz
Ixz Iyz Izz
 (1.3)
Le but de cette thèse est d’obtenir la trajectoire d’un objet de forme quelconque évoluant
dans un fluide. Les six équations du PFD doivent être résolues en tenant compte des efforts
hydrodynamiques s’appliquant sur l’objet. Les différentes étapes du calcul sont détaillées dans
les sections suivantes. Les applications qui sont présentées concernent le domaine naval.
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1.2 Résolution des équations dumouvement
Le schéma Figure 1.1 résume les étapes importantes du fonctionnement de notre code
de résolution des équations d’Euler-Newton. Ces étapes sont explicitées dans ce qui suit.
Début du pas
t < t1 t1 < t < t2 t > t2
Mise à zéro
Données initiales (G) Initialisation
Données pas de
temps précédents (G)
(G) → (L)
Efforts hydrodynamiques (G)
Efforts de commande (L)
Intégration par dé-
composition LU
Données objet (L)
(L) → (G)
Intégration de la
vitesse : position
Sauvegarde des données (G)
Code hydrodynamique
Fin du pas
non non
oui
oui
oui
Figure 1.1. Fonctionnement de la routine résolvant les équations d’Euler-Newton ((G) représente les
données exprimées dans le repère global et (L) dans le repère local, lié à l’objet)
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1.2.1 Les données d’entrée
Les données d’entrée nécessaires au fonctionnement de la routine sont représentées
dans la colonne de droite Figure 1.1. Il faut cependant noter que les temps d’attente t1 et t2
sont également à classer dans les données d’entrée.
Le temps demise à zéro t1 est nécessaire pour laisser le temps à l’écoulement de s’établir.
En fait, lors de l’initialisation du code hydrodynamique RANSE par exemple, la vitesse est fixée
égale à la vitesse de l’écoulement en chaque cellule du maillage. Ceci est également vrai pour
les cellules adjacentes à l’objet. Afin d’avoir un état initial proche de la réalité, tenant compte
de la condition d’adhérence sur les parois de l’objet, les équations de Navier-Stokes doivent
être résolues plusieurs fois. La couche limite doit être correctement formée ainsi que le sillage
derrière l’objet avant de pouvoir considérer l’état initial comme atteint. L’ordre de grandeur
de t1 correspond au temps nécessaire au fluide pour parcourir au moins la longueur de l’objet
dans le sens de l’écoulement. En pratique, on surestime cet ordre de grandeur.
Le temps t2 sert à initialiser les vitesses pendant le nombre de pas de temps adéquat
pour éviter l’introduction d’une accélération non-désirée initialement. Ce temps dépend du
nombre de pas de temps précédents appelés dans le schéma d’intégration des équations du
mouvement. Si t2 est inférieur au nombre de pas de temps nécessaire au schéma, les vitesses
aux pas de temps non initialisés seront différentes. La différence de vitesse d’un pas de temps à
l’autre engendrera l’apparition d’une accélération non-désirée. Il est fréquent que cette condi-
tion soit respectée directement dans le code. Cependant, dans notre cas, plusieurs schémas
numériques vont être implémentés dans la routine. Le fait de mettre ce temps d’initialisation
en donnée d’entrée est alors plus commode. En pratique, ce temps d’initialisation est intégré
au temps demise à zéro. En effet, avec unmaillage rudimentaire, permettant des pas de temps
relativement grands, t1 sera de l’ordre d’une dizaine de pas de temps. Quatre pas de temps est
le maximum nécessaire aux schémas pour s’initialiser correctement.
Les données initiales sont les vitesses en translation et en rotation de l’objet dans son état
initial dans le repère global galiléen. Les données des pas de temps précédents sont les vitesses
de l’objet dans le repère galiléen au nombre de pas de temps précédents nécessaires à l’inté-
gration des équations dumouvement. Le choix du schéma d’intégration est discuté Section 1.4.
Les efforts hydrodynamiques sont fournis par le code hydrodynamique au centre de gravité de
l’objet ou sont entrés directement par nos soins si leur expression analytique est connue, dans
des cas de vérification par exemple. On peut noter ici que nous sommes en présence d’un cou-
plage faible entre le code hydrodynamique et le code mouvement. L’utilisation d’un couplage
faible permet de réduire les temps de calcul mais peut augmenter les instabilités numériques.
C’est en s’appuyant sur les travaux de la thèse de Leroyer (2004), sur la construction du code
ISIS, que nous avons pu réaliser un couplage faible ne présentant aucune instabilité, quelle que
soit la densité de l’objet considéré, grâce à un schémad’intégration adaptable (voir Section1.4).
Enfin les efforts de commande type ballast, propulsion, variation du centre de gravité ainsi que
les données de l’objet sont insérés dans le code. Les efforts de commande sont donnés avec un
temps de début d’application et une durée. Les données de l’objet regroupent sa masse, son
volume, et sa matrice d’inertie exprimée au centre de gravité de l’objet dans le repère local, lié
à l’objet. Les équations d’Euler-Newton sont résolues au centre de gravité de l’objet.
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1.2.2 Matrice de passage de la base globale à la base locale : angles d’Euler
Comme décrit dans la section précédente, certaines données sont dans le repère global
(efforts hydrodynamiques) et d’autres dans le repère local (matrice d’inertie, efforts de com-
mande). Le Principe Fondamental de la Dynamique (PFD) est calculé dans le repère local de
l’objet. Il est donc nécessaire de changer de base au cours du calcul. Afin de définir la matrice
de passage du référentiel global au référentiel local, on choisit de définir les angles comme des
angles d’Euler.
Les angles d’Euler furent premièrement décrit par Leonhard Euler pour décrire l’orien-
tation d’un solide dans un espace tridimensionnel. Trois rotations successives sont appliquées
à l’objet pour lui donner son orientation. Enmathématique, il est équivalent de dire que lama-
trice de rotation de l’objet peut être décomposée en trois matrices de rotations élémentaires.
Il existe deux conventions pour définir les rotations qu’on utilise. La première est celle décrite
par Euler lui-même et la seconde, utilisée en hydrodynamique navale et en aéronautique, est
connue sous différents noms : angles nautiques, angles de Cardan, angles de Tait-Bryan ou yaw,
pitch, roll qui signifient en français lacet, tangage et roulis, représentant les rotations représen-
tées sur la Figure 1.2 respectivementψ autour de l’axe z, θ autour de l’axeN etϕ autour de l’axe
X . Pour définir la rotation, il faut déterminer la ligne des noeuds, représentée par l’axeN sur la
Figure 1.2. Cette ligne est l’intersection entre les deux plans de rotations. Dans le cas des angles
de Tait-Bryan, la ligne des noeuds est l’intersection entre deux plans non homologues xy et X Z
contrairement à la convention des angles d’Euler utilisant des plans homologues comme xz et
X Z par exemple.
Figure 1.2. Angles d’Euler définis selon la convention de Tait-Brian encore appelée yaw, pitch, roll
Il existe douze façons différentes d’organiser les rotations (six selon chaque convention).
On nomme chaque système selon l’ordre des rotations. Par exemple, sur la Figure 1.2, la confi-
guration est zxy . Dans le code, une configuration zyx est utilisée (voir Figure 1.3). Cette confi-
guration est courante en hydrodynamique navale.
Soit "ω, le vecteur rotation du référentiel global xyz au référentiel local XY Z . On a l’éga-
lité suivante :
"ω= ψ˙"z+ θ˙"N + ϕ˙"X (1.4)
Pour déterminer la matrice de passage Pg→l entre la base globale et la base locale, on écrit
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Figure 1.3. Angles d’Euler définis selon la convention de Tait-Brian dans la configuration zyx
simplement le produit des trois rotations élémentaires :
Pg→l =
1 0 00 cosϕ sinϕ
0 −sinϕ cosϕ
cosθ 0 −sinθ0 1 0
sinθ 0 cosθ
 cosψ sinψ 0−sinψ cosψ 0
0 0 1
 (1.5)
Après avoir effectué la multiplication matricielle et en symbolisant les fonctions sinus et cosi-
nus par les lettres s et c respectivement, la matrice de changement de base s’écrit :
Pg→l =
 cψcθ sψcθ −sθ−sψcϕ+ cψsθsϕ cψcϕ+ sψsθsϕ cθsϕ
sψsϕ+ cψsθcϕ −cψsϕ+ sψsθcϕ cθcϕ
 (1.6)
À la fin du calcul du PFD, on récupère les vitesses de translation"u et de rotation"ωdans le repère
local XY Z . Pour obtenir les vitesses dans le repère global, on utilise la matrice inverse Pl→g .
Cette matrice est une matrice de passage entre deux bases orthonormées. Donc sa matrice
inverse est égale à sa matrice transposée ce qui facilite le calcul. D’où :
Pl→g = (Pg→l )−1 = (Pg→l )T (1.7)
Afin de recalculer les angles d’Eulerψ, θ et ϕ, on doit passer par la décomposition suivante :
"ω= p"X +q"Y + r"Z (1.8)
"ω= ψ˙"z+ θ˙"N + ϕ˙"X (1.9)
On nomme R, la matrice de passage du repère zNX , qui n’est pas une base orthonormée, au
repère XY Z . Cette matrice s’écrit :
R=
1 0 −sθ0 cϕ cθsϕ
0 −sϕ cθcϕ
 (1.10)
Or, le passage doit se faire du repère XY Z au repère zNX . Le déterminant de R vaut cosθ.
La matrice R est donc inversible si et seulement si θ )= pi
2
[pi]. Dans ce cas, en symbolisant la
fonction tangente par la lettre t , sa matrice inverse vaut :
R−1 =
1 tθsϕ tθcϕ0 cϕ −sϕ
0 sϕ/cθ cϕ/cθ
 (1.11)
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Une singularité apparaît alors lorsque θ =pi/2[pi]. Ce problème est écarté lorsqu’on simule des
mouvements 2D ou lorsque lemouvement est forcé en rotation. Dans les autres cas, une condi-
tion de continuité est imposée au passage de θ = pi/2[pi] : "ω(tn)="ω(tn−1). En pratique, la pré-
cision numérique permet de ne rencontrer que rarement la singularité. Toutefois, une solution
plus élégante mais plus complexe existe à ce problème : les quaternions (Leroyer, 2004). Ce-
pendant, le cas θ =pi/2[pi] étant rare dans nos cas d’applications, les quaternions n’ont pas été
intégrés au code pour l’instant.
1.2.3 Équations d’Euler-Newton dans un repère non-galiléen
Comme précisé dans le paragraphe précédent, la matrice d’inertie de l’objet étant dans
le repère local de l’objet, les équations dumouvement sont résolues dans cemême repère pour
simplifier les calculs. Cependant, il est important de noter que nous ne nous plaçons plus dans
un repère galiléen. Dans ce cas, les forces d’inertie, ou pseudo forces, viennent s’ajouter aux
forces réelles qui s’appliquent sur le système dans l’équation bien connue Eq. 1.1. Le mouve-
ment analysé dans le référentiel non galiléen voit donc son bilan des forces enrichi de forces
d’entraînement et de Coriolis. Dans notre cas, l’accélération de Coriolis n’intervient pas, étant
donné que l’objet est fixe dans le repère local.
La force d’entraînement est obtenue en exprimant le PFD dans le repère local. Dans le
repère global, l’équation de Newton est :
"F =md
"U
dt
(1.12)
Si on veut exprimer "U dans le repère local (repéré par l’indice l dans les équations), il faut tenir
compte de la dérivée temporelle des vecteurs de la base du repère local. On obtient la relation
suivante :
"F =m[d
"U
dt
+"Ω∧ "U ]l (1.13)
L’équation d’Euler exprimée dans le repère local au centre de gravité de l’objet devient :
"MG = IG"˙Ω+"Ω∧ IG"Ω (1.14)
On définit le vecteur vitesse généralisé dans le repère local (Ol ,"xl ,"yl ,"zl ) lié à l’objet, représenté
Figure 1.4 :
Ul =

ul
vl
wl
ωxl
ωyl
ωzl
 (1.15)
En se plaçant au centre de gravité, dans un repère local (non galiléen) lié à l’objet, on déduit le
système à résoudre en développant les Équations (1.13) et (1.14) :
[M]U˙l = Fl −Q (1.16)
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O
Ol
!x
!y
!z
!zl
!yl
!xl
G
Figure 1.4. Repère global (O,"x,"y ,"z) et repère local lié à l’objet (Ol ,"xl ,"yl ,"zl )
avec Fl les efforts dans le repère local etQ, les termes non-linéaires suivants :
Q=

m(ωyl wl −ωzl vl )
m(ωzl ul −ωxl wl )
m(ωxl vl −ωyl ul )
−Ixyωzlωxl + Ixzωxlωyl + (Izz − Iy y )ωylωzl + Iyz(ω2yl −ω2zl )
−Iyzωxlωyl + Ixyωylωzl + (Ixx − Izz)ωzlωxl + Ixz(ω2zl −ω2xl )
−Ixzωylωzl + Iyzωzlωxl + (Iy y − Ixx)ωxlωyl + Ixy (ω2xl −ω2yl )
 (1.17)
Ce système est obtenu en exprimant toutes les grandeurs dans le repère local. Afin que notre
système reste linéaire, les termes non-linéaires seront considérés au pas de temps précédent
lors de la discrétisation temporelle.
Pour résoudre notre système linéaire, nous avons choisi d’utiliser la méthode de dé-
composition LU . En algèbre linéaire, la décomposition LU est une méthode de décomposi-
tion d’unematrice comme produit d’unematrice triangulaire inférieure L (comme Low, bas en
anglais) et une matrice triangulaire supérieureU (comme Up, haut en anglais). Il s’agit d’une
méthode classique dont on rappelle ici le fonctionnement. Dans le cas de la résolution d’un
système linéaire et donc de l’inversion d’une matrice, cette méthode s’avère efficace et per-
met d’économiser le nombre de FLOPS 1. De plus, afin d’avoir l’unicité de la décomposition et
pour minimiser le nombre de calculs intermédiaires, la méthode de Doolittle est utilisée : les
éléments diagonaux de L sont pris égaux à l’unité (Bartels and Golub, 1969; Quarteroni et al.,
2000).
Ainsi la décomposition de Doolittle consiste à déterminer une matrice triangulaire infé-
rieure L à diagonale unité et une matrice triangulaire supérieureU telle que, si on considère
une matrice carrée A de taille n×n inversible, A = LU . Le but est donc ici de faciliter la résolu-
tion du système par la triangularisation des matrices.
1. FLOPS est un acronyme de FLoating point Operations Per Second. Le nombre de FLOPS est une mesure
commune de la vitesse d’un système informatique. Dans notre cas, la méthode nécessiteO(n3) FLOPS pour définir
la matrice inverse avec n la dimension du système.
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Pour la résolution du système linéaire du type Ax = b, le système devient :
L =

1
l21 1
...
...
. . .
ln1 ln2 · · · 1
 (1.18)
U =

u11 u12 · · · u1n
u22 · · · u2n
. . . un−1,n
unn
 (1.19)
LUx = b⇔
{
Ly = b (1),
Ux = y (2). (1.20)
On résout le système (1) pour trouver y puis le système (2) pour trouver x.
Ly = b⇔

y1 = b1/l11
yi = 1li i (bi −
i−1∑
j=1
li j y j ) ∀i = 2,3, . . . ,n. (1.21)
Ux = y⇔

xn = yn/unn
xi = 1uii (yi −
n∑
j=i+1
ui j x j ) ∀i = n−1,n−2, . . . ,1. (1.22)
L’inconnue dans notre cas est le vecteur généralisé des vitesses. Les équations d’Euler-
Newton exprimées dans le repère de l’objet sont discrétisées dans le temps. Pour choisir conve-
nablement le schéma de discrétisation temporelle, il est nécessaire d’en étudier la stabilité et la
convergence selon les valeurs des différents termes de l’équation. Ainsi, il est dans un premier
temps utile de s’attarder sur l’expression des efforts hydrodynamiques, termes prédominants
de nos équations, dans le but de choisir le schéma de discrétisation le plus adapté à notre cas.
1.3 Efforts hydrodynamiques
Pour obtenir les efforts auxquels l’objet est soumis, on utilise les équations de Navier-
Stokes pour un fluide newtonien incompressible. Ces équations regroupent l’équation de
conservation de la masse (1.23) — appelée également équation de continuité — et les équa-
tions de conservation de la quantité de mouvement (1.24) écrites ici de façon lagrangienne
c’est-à-dire en utilisant une dérivée particulaire.
div"v = 0 (1.23)
D"v
Dt
="g −
"∇P
ρ0
+ν∆"v (1.24)
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Figure 1.5. Solide S dans un domaine fluideD
De ces équations, on déduit les efforts de pression sur le corps appelés efforts hydrodyna-
miques. À haut nombre de Reynolds Re et tant que les couches limites considérées sont fines
par rapport aux dimensions du corps, on peut faire l’hypothèse d’un fluide non-visqueux ap-
pelé fluide parfait. Dans ce cas particulier, il est possible de développer les équations (1.23) et
(1.24) pour obtenir les efforts du fluide sur l’objet en utilisant la théorie potentielle. On consi-
dère le potentiel absoluΦ. On a les égalités suivantes :
"V = "∇Φ vitesse absolue dansR′ (1.25)
∆Φ= 0 dans le domaine (1.26)
"∇Φ."n = "V ."n = 0 sur le corps (1.27)
avecR′, le repère global. L’équation (1.26) est tirée de l’équation de continuité (1.23) et l’équa-
tion (1.27) représente la condition de glissement sur le corps. On en déduit l’équation de Ber-
noulli dansR′ :
ρ
∂Φ
∂t
∣∣∣∣
"r ′
+ 1
2
ρ"∇Φ."∇Φ+P +Z =C (t ) (1.28)
avec Z tel que "∇Z = "g , le potentiel gravité. "r ′ est représenté Figure 1.5. On a les expressions
suivantes pour les forces et les moments sans tenir compte de la gravité :
"F =
∫
S
p"ndS (1.29)
"MO′ =
∫
S
p"r ′ ∧"ndS (1.30)
On exprime ces quantités dansR, le repèremobile lié au corps (le détail du calcul est enAnnexe
B).
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"F =−ρ
∫
S
δΦ
δt
∣∣∣∣
"r
"ndS−ρ"ω∧
∫
S
Φ"ndS (1.31)
"MO =−ρ
∫
S
δΦ
δt
∣∣∣∣
"r
"r ′ ∧"ndS−ρ"V0∧
∫
S
Φ"ndS−ρ"ω∧
∫
S
Φ("r ∧"n)dS (1.32)
Ces efforts ne tiennent pas compte des efforts hydrostatiques.
Dans le cadre d’applications navales courantes, les efforts engendrés par le fluide sur
la carène sont modélisés par des coefficients. Le calcul de ces coefficients est réalisé selon les
modèles mathématiques de manœuvrabilité de Newman (1977) ou de Aucher (1981). Premiè-
rement, les efforts inertiels et les efforts visqueux sont supposés indépendants et étudiés sépa-
rément. Les efforts inertiels sont déduits de la théorie potentielle comme développée en (1.31)
et (1.32). Ces efforts sont décrits en termes de masse ajoutée du corps. En décomposant Φ en
potentiels élémentairesϕ dans les six degrés de liberté, on peut développer les équations (1.31)
et (1.32) (détails en Annexe 3.8). On définit alors la matrice de masse ajoutée [Ma] :
"F =−
3∑
p=1
6∑
q=1
[Ma]pq
dUq
dt
"ep −
6∑
q=1
3∑
p=1
"ω∧ [Ma]pqUq "ep (1.33)
"MO =−
3∑
p=1
6∑
q=1
[Ma]p+3q
dUq
dt
"ep −
6∑
q=1
3∑
p=1
("V0∧ [Ma]pq −"ω∧ [Ma]p+3qUq "ep ) (1.34)
Les termes de la matrice de masse ajoutée sont alors définis par :
[Ma]pq = ρ
∫
S
∂ϕp
∂n
ϕqdS (1.35)
Si l’objet a une forme peu hydrodynamique, ces efforts peuvent devenir prépondérants. Par
exemple, un cube chutant dans de l’eau avec ses faces parallèles à la surface libre a une masse
ajoutée valant 2.32 la masse d’eau déplacée. Selon la densité de l’objet, la masse ajoutée est
supérieure à la masse.
Deuxièmement, pour des objets profilés dans le sens de l’écoulement (bateaux, sous-
marins, animaux aquatiques), on peut appliquer la méthode des tranches (strip theory). Cette
méthode stipule que pour des objets tridimensionnels possédant une dimension prépondé-
rante, l’écoulement autour de chaque section est supposé bidimensionnel localement. Le cal-
cul est alors simplifié et les coefficients de masse ajoutée deviennent identifiables. Cette mé-
thode donne de très bons résultats en architecture navale. Cependant, lorsque l’objet se trouve
dans un milieu confiné, les coefficients de masse ajoutée varient au cours du temps. Si on sort
du cadre naval et que l’on étudie un objet de forme quelconque aux accélérations dans les six
degrés de liberté, les hypothèses de ces modèles ne sont plus valables et on est obligé de consi-
dérer les efforts réels du fluide incompressible visqueux sur l’objet. Dans ce cas, les termes
de masses ajoutées sont inclus dans le terme instationnaire de l’équation (1.24) et ne peuvent
être explicités simplement. Pour les calculer, des calculs de diffraction ou de recherche de fré-
quences propres sont nécessaires, généralement sous forme numériques (Deruntz and Geers,
1978; Jennings, 1985) et le problème se complique quand il s’agit d’objets à la surface libre
(Mciver and Evans, 1984).
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Or, les effets instationnaires devenant importants dans le cas d’un objet accéléré de den-
sité voisine ou inférieure à l’unité, les efforts demasse ajoutée deviennent prépondérants dans
le calcul. Ces derniers entraînent des instabilités numériques qui peuvent être, à tort, impu-
tées au remaillage ou à des erreurs de choix de pas de discrétisation. En potentiel, on a mon-
tré que les efforts de masse ajoutée sont en phase avec l’accélération (voir équations (1.33) et
(1.34)). Ces efforts sont également présents lorsqu’on considère des calculs instationnaires. Or,
lorsqu’on discrétise le Principe Fondamental de la Dynamique, Söding (2001) stipule que la
stabilité du schéma est soumise aux termes dépendant de l’accélération. Ainsi, il faut prendre
en compte les coefficients de masse ajoutée pour déterminer le critère de stabilité du schéma.
Dans la section suivante, deux exemples vont être traités : une sphère immergée et un cube à
la surface libre. Dans ces deux cas, le rôle de la masse ajoutée sur la stabilité du schéma est mis
en évidence.
1.4 Étudede schémasnumériquesmodélisant les équationsdumou-
vement dans le cas d’un objet immergé
Dans cette section, le problème de stabilité des schémas numériques résolvant les équa-
tions d’Euler-Newton dans le cas d’un objet dans un fluide newtonien incompressible est
abordé. D’après Söding (2001), les schémas d’intégration explicites tels que les schémas d’Eu-
ler nécessitent que les efforts considérés soient indépendants de l’accélération. Cette condition
n’est pas satisfaite dans notre cas du fait de la présence des efforts de masse ajoutée quand la
densité du fluide considéré n’est pas négligeable comparée à celle du corps. Plusieurs possibi-
lités s’offrent à nous pour remédier à ce problème : soit en réalisant un couplage forcé (Cau-
sin et al., 2005) soit en utilisant la méthode de masse ajoutée modifiée (Tezduyar, 2006), qui
consiste à introduire un terme additionnel diminuant la valeur des coefficients de masse ajou-
tée et augmentant la valeur de la masse structurelle, soit en couplant les deux (Leroyer, 2004).
La réalisation de nombreuses itérations est nécessaire en couplage forcé pour faire converger
un système non-linéaire comprenant les équations du mouvement et les équations hydrody-
namiques. Cette méthode est lourde en terme de temps de calcul. Jacquin (2007) propose de
rendre la solution implicite en utilisant des schémas de prédiction-correction. Forster et al.
(2007), quant à eux, proposent d’utiliser un couplage faible avec une méthode de masse ajou-
tée modifiée. Ce couplage consiste à résoudre les équations régissant l’écoulement puis à ré-
soudre les équations dumouvement à la suite, une fois par pas de temps. Si des itérations sont
nécessaires, elles se font soit pour le fluide soit pour le mouvement du solide et non entre les
deux. Un tel couplage conduit à un temps de calcul moins important qu’en couplage forcé. Un
couplage faible sera considéré dans la suite de ce manuscrit. Les schémas présents dans la lit-
térature sont exposés en 1.4.3 et 1.4.4 avec leurs avantages et inconvénients. Le calcul du critère
de stabilité d’un schéma explicite du premier ordre d’Euler est rappelé en 1.4.2. Ces différents
schémas sont appliqués au cas modèle unidimensionnel d’une sphère se déplaçant dans un
fluide sous l’influence de son poids, la poussée d’Archimède, sa traînée et sa masse ajoutée. Ce
cas est détaillé dans la section suivante.
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Figure 1.6. Forces s’appliquant sur une sphère
immergée dans un fluide
1.4.1 Casmodèle du déplacement d’une sphère dans l’eau
Afin de comparer les différents schémas numériques présents dans la littérature, ils se-
ront appliqués au cas unidimensionnel du déplacement d’une sphère dans l’eau. Les efforts
considérés sont le poids "P , la poussée d’Archimède"Π, la trainée "D et les efforts de masse ajou-
tée "F A comme définis dans un fluide parfait c’est-à-dire comme dépendant linéairement de
l’accélération avec un facteur appelé masse ajoutée ou hydrodynamique ma . Dans la suite
de ce chapitre, la valeur de ma est tirée du mémoire technique de Patton (1964). Ce manuel
rapporte dans son annexe des valeurs de coefficients hydrodynamiques tirées de différentes
sources expérimentales ou analytiques. Les données expérimentales peuvent être différentes
selon la source et le cas. L’expression analytique utilisée pour calculer ces coefficients est dé-
crite en (1.35). Considérant un cas modèle simple, l’expression analytique est connue comme
étantma = 12ρ0V . Le coefficient de trainée CD sera pris constant pour simplifier la résolution
et la comparaison analytique/numérique.
Le PFD projeté sur l’axe"x (voir Figure 1.6) s’écrit alors :
mu˙ =−mau˙−ρV g +ρ0V g −σu 12ρ0SCDu
2 (1.36)
avec σu , le signe de u. On pose d = ρ
ρ0
. Si on nomme R, le rayon de la sphère (en mètre) alors
l’Équation (1.36) s’écrit :
du˙ =−1
2
u˙+ (1−d)g −σu d2
3
4R
CDu
2 (1.37)
Afin de rendre notre problème adimensionnel, on détermine une vitesse de référence ure f et
un temps de référence tre f . On introduit ainsiU = uure f et T =
t
tre f
, des paramètres adimen-
sionnels.
Dans ce problème, au bout d’un certain temps, les efforts vont se compenser. La sphère
va atteindre une vitesse limite u∞ quand l’accélération sera nulle. On peut écrire :
(1−d)g −σu 3dCD8R u
2
∞ = 0 (1.38)
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u∞ =±
√
8|1−d |gR
3σudCD
(1.39)
On pose alors ure f = |u∞|. L’Équation (1.37) devient :
dU˙ =−1
2
U˙ + (1−d) g
ure f
−σu 3dCD8R ure f U
2 (1.40)
On pose pour alléger l’écriture tre f =
ure f
g
d +1/2
|1−d | . On multiplie par tre f l’Équation (1.37) :
d
dU
dT
=−1
2
dU
dT
+σd (d + 12)−σu(d +
1
2
)U2 (1.41)
avec σd , le signe de (1−d).
La résolution analytique de cette équation est reportée en Annexe C. On trouve différents
résultats pour la vitesseU selon la valeur de d et la valeur de la vitesse initialeU0. Ces résultats
sont reportés dans le Tableau 1.1.
Densité Condition Vitesse
Initiale T < T1 T > T1
U0 < 0 U = tan(T −T0+arctan(U0)) U = e
2(T−T1)−1
e2(T−T1)+1
d < 1 0<U0 <U∞ U = A0e
2(T−T0)−1
A0e2(T−T0)+1
U∞ <U0 U = A0e
2(T−T0)−1
A0e2(T−T0)+1
d = 1 U0 < 0 U = 11
U0
− (T −T0)
0<U0 U = 11
U0
+ (T −T0)
U0 > 0 U = tan(T0−T +arctan(U0)) U = e
2(T1−T )−1
e2(T1−T )+1
d > 1 U∞ <U0 < 0 U = A0e
2(T0−T )−1
A0e2(T0−T )+1
U0 <U∞ U = A0e
2(T0−T )+1
A0e2(T0−T )−1
Tableau 1.1. Vitesse analytique d’une sphère dans un fluide avec T1 = T0+arctan(|U0|) et A0 =
∣∣∣∣1−U01+U0
∣∣∣∣
1.4.2 Schéma d’Euler explicite du premier ordre
Pour commencer, nous allons étudier un schéma simple d’Euler explicite du premier
ordre — appelé aussi progressif — et déterminer son critère de stabilité. Ce schéma est cou-
ramment utilisé pour calculer la trajectoire d’objet (Fluent Inc., 2006; Ballard et al., 2006).
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On note F (u˙,u), les efforts totaux s’exerçant sur la structure immergée et −mau˙ les ef-
forts en phase avec l’accélération. On a alors F (u˙,u) = −mau˙ + f (u) avec f (u), les efforts ne
dépendant pas de l’accélération. L’équation de la dynamique s’écrit alors :
mu˙ = F (u˙,u)= f (u)−mau˙ (1.42)
De ce terme d’efforts de masse ajoutée va dépendre le critère de stabilité du schéma numé-
rique. On considère un schéma explicite classique d’Euler s’écrivant :
m
un+1−un
∆t
= f (un)−ma u
n −un−1
∆t
(1.43)
un+1 = (1−ma
m
)un + f (u
n)∆t
m
+ma
m
un−1 (1.44)
Connaissant la vitesse au pas de temps n+1 et la position au pas de temps n, on peut déduire
le déplacement vertical :
xn+1 = xn +∆tun+1 (1.45)
Cette expression servira à déterminer le déplacement vertical lors de l’application du schéma
au cas modèle.
On veut maintenant étudier la consistance et la stabilité du schéma d’Euler explicite dé-
crit en (1.43). Pour cela, on définit l’équation d’erreur sous la forme d’une formule de récur-
rence standard affine :
%n+1 = γ%n +εn (1.46)
avec %n , l’erreur totale et εn , l’erreur de troncature du schéma. Cette dernière correspond à la
différence entre la valeur analytique et la valeur déduite avec le schéma au pas de temps n+1
en considérant le pas de temps n comme exact. D’après Lax and Richtmyer (1956), le schéma
est consistant si |ε| tend vers 0 quand ∆t tend vers 0 ; le schéma est stable si |γ| ≤ 1. Si |γ| < 1,
on parle de stabilité stricte ou asymptotique ; si |γ| = 1, on parle de neutralité. Dans les cas
traités dans ce chapitre, on observe que la neutralité entraîne la divergence du schéma. Afin
de faciliter l’étude du critère de stabilité des schémas, l’erreur de troncature va être dans un
premier temps considérée comme nulle. Selon les cas, elle ne sera pas forcément explicitée.
Donc, pour calculer le critère de stabilité du schéma d’Euler exlicite du premier ordre, on
introduit l’erreur %n sur un :
un+1+%n+1 = (1−ma
m
)(un +%n)+ f (u
n +%n)∆t
m
+ma
m
(un−1+%n−1) (1.47)
On fait le développement de Taylor de la fonction f en un :
f (un +%n)= f (un)+ ∂ f
n
∂u
(un)%n +O(%n) (1.48)
En se plaçant au premier ordre en %n et en soustrayant 1.44 à 1.47, on obtient la relation sui-
vante :
%n+1 = (1−ma
m
)%n +ma
m
%n−1+ ∂ f
n
∂u
(un)
∆t
m
%n +O(%n) (1.49)
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Tout d’abord, si la masse ajoutée est nulle, le schéma peut être stable à la condition que :
−1≤ 1+ ∂ f
n
∂u
(un)
∆t
m
≤ 1 (1.50)
−2m
∆t
≤ ∂ f
n
∂u
(un)≤ 0 (1.51)
On applique à notre cas modèle du déplacement d’une sphère dans un fluide cette condition.
On a alors f (u)=−ρV g +ρ0V g −σu 12ρSCDu
2. Sa dérivée en fonction de u a pour expression :
∂ f n
∂u
(un)=−σuρSCDun (1.52)
Ce terme s’oppose toujours à la vitesse et est donc un terme d’amortissement. Pour que le
schéma soit stable sans la masse ajoutée, le pas de temps devra vérifier l’inéquation suivante :
∆t ≤ 2m
ρSCD |un | (1.53)
En se plaçant dans le cas adimensionnel comme défini dans le paragraphe précédent, on ob-
tient :
∆T ≤ d
(d + 12 )|Un |
(1.54)
Dans la suite, nous supposerons que ceci est vérifié et l’amortissement sera négligé. On calcule
alors γ en résolvant le polynôme du second degré suivant , déduit de l’équation (1.49) :
γ2− (1−ma
m
)γ−ma
m
= 0 (1.55)
Les solutions sont {1;−ma
m
}. L’erreur sera constituée d’une partie constante et d’une partiemul-
tipliée par −ma
m
. Le critère de stabilité se résume donc par :
∣∣∣ma
m
∣∣∣≤ 1 (1.56)
Cette condition n’est pas forcément respectée dans le cadre d’applications marines. En appli-
quant ce schéma à notre cas modèle, on obtient :
Un+1 =Un(1− 1
2d
)+Un−1 1
2d
+ ∆t
d
[
σd (d + 12)−σu(d +
1
2
)(Un)2
]
(1.57)
On nomme le dernier terme entre crochets F˜ n . Il apparait que le schéma est stable quel que
soit le pas de temps si et seulement si :
d > 1
2
(1.58)
Pour commencer à itérer, il est nécessaire de connaître un certain nombre de valeurs au
départ selon le nombre de pas de temps nécessaire pour calculer la valeur au pas de temps
suivant. Dans le cas du schéma d’Euler explicite du premier ordre, les valeurs aux deux pas de
temps précédents sont nécessaires. Cependant, à des fins de comparaison, lemêmenombre de
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valeurs doit être fixé pour chaque schéma. Pour pouvoir considérer un grand nombre de sché-
mas, il a été décidé de fixer les valeurs des quatre premiers pas de temps. Il existe différentes
méthodes pour fixer ces valeurs. En fixant la valeur initiale au premier pas de temps, soit on
déduit les suivants à l’aide d’un schéma d’intégration ne nécessitant qu’un pas de temps pour
déterminer le suivant, soit on les fixe toutes égaux à la valeur initiale. Dans ce dernier cas, au-
cune accélération déduite d’un autre schéma ne sera présente dans le calcul. Les tests réalisés
sur les schémas de prédiction-correction, présentés en 1.4.3, montrent que cette dernière solu-
tion permet d’obtenir une solution consistente pour un plus large éventail de valeur de d . Dans
la suite de ce chapitre, tous les schémas présentés sont initialisés en fixant les quatre premiers
pas de temps égaux à la valeur initiale.
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d = 0.55
Figure 1.7. Vitesse verticaleU en fonction de T pourU0 =−2 et ∆T = 0.01 discrétisée selon un schéma
d’Euler explicite
On observe sur la Figure 1.7 que les courbes de la solution analytique et de la solution
issue du schéma d’Euler explicite à d = 0.55 sont confondues. En revanche, pour d = 0.5, le
schéma diverge comme prévu. Ceci est vérifié quel que soit le pas de temps. Ce schéma n’est
donc pas stable dans des cas d’objets immergés ayant de forts coefficients de masse ajoutée
par rapport à la masse.
1.4.3 Schémas de prédiction-correction
D’autres schémas existent dans la littérature, tenant compte du problème de stabilité dû
aux termes de masse ajoutée en phase avec l’accélération. Ces schémas sont des schémas de
prédiction-correction. En effet, en rendant la solution implicite, on stabilise le schéma. Néan-
moins, il est nécessaire de réaliser une étape supplémentaire de calcul pour effectuer un retour
en arrière pour vérification. En résumé, un schéma de prédiction-correction a besoin de deux
pas de temps pour en définir un seul. Par exemple, dans Jacquin (2007), un schéma explicite
type Adams-Bashforth est utilisé en prédiction puis un schéma implicite type Adams-Moulton
pour la correction. Les méthodes de Adams-Bashforth et de Adams-Moulton sont des schémas
multipas interpolant la fonction à intégrer par un polynôme. Le nombre de pas va dépendre
du degré du polynôme. La méthode de Adams-Bashforth utilise les polynômes de Lagrange
correspondant à l’ordre souhaité (voir Tableau 1.2). La méthode de Adams-Moulton reprend
celle de Adams-Bashforth en considérant les efforts au pas de temps n+ 1 dans le polynôme
(voir Tableau 1.3). On constate qu’à l’ordre 1, la méthode de Adams-Bashforth correspond à
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un schéma d’Euler explicite et que la méthode de Adams-Moulton correspond à un schéma
d’Euler implicite — appelé aussi rétrograde— .
On applique à notre cas modèle un schéma de prédiction d’ordre 2 de Adams-Bashforth
et un schéma de correction d’ordre 2 de Adams-Moulton (Jacquin, 2007). On constate que le
schéma diverge quel que soit le pas de temps pour d ≤ 0.264 ce qui correspond en dimension-
nel à
ma
m
≥ 1.9. Il en est demême en prenant le schéma de prédiction à l’ordre 1. L’intervalle de
valeur de
ma
m
possible est plus important qu’avec un schéma d’Euler explicitemais le temps de
calcul est doublé (deux opérations à réaliser par pas de temps au lieu d’une).
Ordre Schémas Adams-Bashforth
1 vn+1 = vn +∆t f n
2 vn+1 = vn + ∆t
2
(3 f n − f n−1)
3 vn+1 = vn + ∆t
12
(23 f n −16 f n−1+5 f n−2)
4 vn+1 = vn + ∆t
24
(55 f n −59 f n−1+37 f n−2−9 f n−3)
Tableau 1.2.Méthodes Adams-Bashforth pour les 4 premiers ordres
Ordre Schémas Adams-Moulton
1 vn+1 = vn +∆t f n+1
2 vn+1 = vn + ∆t
2
( f n+1+ f n)
3 vn+1 = vn + ∆t
12
(5 f n+1+8 f n − f n−1)
4 vn+1 = vn + ∆t
24
(9 f n+1+19 f n −5 f n−1+ f n−2)
Tableau 1.3.Méthodes Adams-Moulton pour les 4 premiers ordres
1.4.4 Schéma d’Euler explicite du premier ordre avec un facteur stabilisateur
1.4.4.1 Stabilité et consistance
Pour s’affranchir de la limitation imposée par le critère de stabilité dépendant de la va-
leur de lamasse ajoutée, Söding (2001) préconise de rendre le schéma implicite en estimant les
coefficients demasse ajoutée. Cependant, il existe des cas où lamasse ajoutée varie au cours du
temps :milieu confiné, interactions avec le sillage d’un autre objet, variations importantes de la
surface mouillée. Ces variations ne sont pas prévisibles analytiquement. Puisque l’on cherche
à développer une méthode universelle, la proposition de Söding (2001), qui s’adressait surtout
à la tenue à la mer d’un navire, ne peut être retenue. Il est préférable de prévoir la trajectoire
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directement à partir des efforts hydrodynamiques calculés par les équations RANS. Dans la
thèse de Leroyer (2004), le couplage entre le code hydrodynamique et le code mouvement est
non-linéaire. Il considère dans son schéma d’intégration un paramètre supplémentaire visant
à diminuer l’effet de la masse ajoutée sur la stabilité du schéma en diminuant la valeur de
ses coefficients et en augmentant la valeur de la masse de la structure. Ce paramètre est ap-
pelé dans la littérature artificial added mass, masse ajoutée artificielle (Tezduyar, 2006; Forster
et al., 2007). Il a alors recours à un certain nombre d’itérations pour converger vers la solution.
Dans cette section, un schéma utilisant la mêmeméthode est présenté. Il va permettre d’avoir
un couplage faible exempt d’instabilités quelle que soit la densité de l’objet immergé. Dans un
premier temps, lamasse ajoutée est exprimée comme développée dans le cas d’un écoulement
potentiel. Puis un facteur stabilisant A est introduit dans les équations d’Euler-Newton (Floc’h
et al., 2008), représentant la masse ajoutée artificielle. Nous allons montrer que ce paramètre
va contribuer à stabiliser le schéma et à réduire l’erreur de troncature sans ajouter d’itérations
supplémentaires. La valeur de ce paramètre pouvant être très différente de la valeur de lamasse
ajoutée réelle, les termes de "facteur stabilisant" ou "paramètre stabilisateur" seront préférés
à "masse ajoutée artificielle" dans la suite pour éviter toute confusion avec la masse ajoutée
réelle.
On introduit dans les équations d’Euler-Newton une constante A telle qu’on obtient
dans notre cas unidimensionel :
(m+ A
2
+ma − A2 )u˙ = f (u) (1.59)
avec f (u), les forces indépendantes de l’accélération. Le terme
A
2
contribue à réduire l’effet
de la masse ajoutée en construisant une masse ajoutée modifiée m∗a =ma −
A
2
et une masse
modifiée m∗ = m + A
2
. En fait, cela revient à sous-relaxer la solution. Il est ainsi possible de
choisir la valeur du paramètre A telle que le critère de stabilité
∣∣∣∣m∗am∗
∣∣∣∣ < 1⇔ ∣∣∣∣2ma − A2m+ A
∣∣∣∣ < 1 soit
respecté.
On considère la fonction y(x)= 2ma −x
2m+x définie sur [−∞;+∞] pour x ∈ [0;+∞]. Cette
fonction admet le tableau de variation 1.4 dans le cas
ma
m
> 1.
La première conclusion est que si
∣∣∣ma
m
∣∣∣< 1 alors le schéma est stable quelle que soit la valeur de
x 0 ma −m +∞
y ′(x) + +
y(x)
−ma/m!
−1 !
1
Tableau 1.4. Tableau de variation de la fonction y(x)=
∣∣∣∣2ma −x2m+x
∣∣∣∣ pour x ≥ 0 et mam > 1
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A. Deuxièmement, la dérivée de y étant positive sur l’intervalle de définition, y est strictement
croissante. De ce fait, cette fonction décrit une bijection de [0;+∞] sur [−ma/m;1[. Si mam > 1,
y(x) a une seule abscisse x telle que y(x)=−1 qui vautma−m. Le critère de stabilité peut alors
se simplifier par :
A
ma −m ≥ 1 (1.60)
Il apparaît que le schéma est toujours stable quand on surestime A par rapport àma −m.
On estime maintenant l’erreur de troncature de notre schéma. On considère pour cela
que la valeur intégrée au pas de temps n est exacte (un = u(n∆t ) = u(t )) et on regarde ce qui
se passe aux autres pas de temps en faisant les développements de Taylor de un+1 et un−1.
De même que pour le schéma d’Euler explicite à la Section 1.4.2, on considère que la condi-
tion (1.51) est vérifiée.
un+1 = u(t +∆t )= u(t )+∆tu(1)(t )+ (∆t )
2
2
u(2)(t )+ (∆t )
3
6
u(3)(t )+o((∆t )4) (1.61)
avec t = n×∆t .
un−1 = u(t −∆t )= u(t )−∆tu(1)(t )+ (∆t )
2
2
u(2)(t )− (∆t )
3
6
u(3)(t )+o((∆t )4) (1.62)
A partir des développements (1.61) et (1.62), on déduit l’erreur de troncature sur chaque terme
puis l’erreur de troncature globale.
un+1−un
∆t
−u(1)(t )= ∆t
2
u(2)(t )+ (∆t )
2
6
u(3)(t )+o((∆t )3) (1.63)
un −un−1
∆t
−u(1)(t )=−∆t
2
u(2)(t )+ (∆t )
2
6
u(3)(t )+o((∆t )3) (1.64)
εg lob = (m−ma + A)∆t2 u
(2)(t )+ (m+ma) (∆t )
2
6
u(3)(t )+o((∆t )3) (1.65)
L’ordre de précision d’un schéma est la puissance la plus basse sur le pas de discrétisa-
tion dans l’erreur de troncature. Le schéma ainsi proposé est du premier ordre. Il est intéressant
de remarquer que si A tend vers ma −m, la composante du premier ordre de l’erreur est mi-
nimisée. En comparant l’expression de l’erreur au critère de stabilité (1.60), il apparaît que A
doit avoir une valeur proche dema −m tout en la surestimant. Ceci implique soit de connaître
approximativement la borne supérieure des coefficients de masse ajoutée soit de réaliser plu-
sieurs tests. En effet, en réalisant plusieurs simulations ayant des A décroissants, on trouve une
valeur rendant le schéma instable. La meilleure valeur de A est alors la valeur précédente. De
plus, un schéma est consistant si et seulement si l’erreur de troncature tend vers 0 quand ∆t
tend vers 0. Le schéma (1.68) est donc consistant. D’après le théorème de Lax (Lax and Richt-
myer, 1956) :
consistance + stabilité=⇒ convergence (1.66)
Si les conditions (1.51) et (1.60) sont respectées, alors le schéma proposé en (1.68) est
convergent.
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1.4.4.2 Application au casmodèle
Numériquement, les forces hydrodynamiques totales (F (u˙,u) = f (u)−mau˙) sont four-
nies au pas de temps n pour déduire la vitesse au pas de temps n+1. A est fixé par l’utilisateur.
En discrétisant (1.59) en schéma d’Euler explicite (1.43) avecm∗ etm∗a , on obtient :
m∗
un+1−un
∆t
= f (un)−m∗a
un −un−1
∆t
(1.67)
ce qui correspond dans le code à :
m
un+1−un
∆t
= F (u˙,u)− A
2
un+1−2un +un−1
∆t
(1.68)
On applique maintenant le schéma (1.68) au cas du déplacement d’une sphère dans un fluide.
En reprenant les notations utilisées dans le paragraphe 1.4.2, l’expression suivante est obtenue :
Un+1 = 1
d + A˜2
[
Un(d − 1
2
+ A˜)+Un−1 (1− A˜)
2
+ F˜ n∆t
]
(1.69)
avec A˜ = A
ρ0V
. Le critère de stabilité devient, en adimensionnel, dans le cas de la sphère im-
mergée :
A˜ > 1
2
−d (1.70)
avec d = ρ/ρ0. Par exemple, pour d = 0.0452, le schéma divergera pour A˜ = 10.2 d ou A = 10.2
m quel que soit le pas de temps. La divergence du schéma est observée pour A˜ = 10 d sur la
Figure 1.8. Si on augmente le paramètre A˜ à 15 d , la solution analytique est bien représentée
par la solution numérique comme on peut le voir sur la Figure 1.8 également. On peut donc
toujours trouver une valeur de A˜ quel que soit d pour stabiliser le schéma. De même, sur la Fi-
gure 1.9, le déplacement vertical déduit du schéma d’Euler modifié par (1.45) pour A˜ = 15 d est
confondu avec la solution analytique contrairement à celui pour A˜ = 10 d qui ne respecte pas
la condition de stabilité. Le schéma simple d’Euler explicite, correspondant au cas particulier
A = 0, divergerait immédiatement.
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Figure 1.8. Vitesse verticaleU en fonction de T pourU0 =−2, ∆T = 0.01 et d = 0.0452 discrétisée selon
un schéma d’Euler explicite du premier ordre avec un facteur stabilisateur
Cependant, il existe un léger décalage entre la solution analytique et le schéma d’Euler
modifié dû à une erreur de troncature résiduelle constante. Ce genre d’erreur est inévitable
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Figure 1.9.Déplacement vertical X en fonction de T pour X0 = 0, ∆T = 0.01 et d = 0.0452 discrétisée
selon un schéma d’Euler explicite du premier ordre avec un facteur stabilisateur
dans un schéma numérique. On constate que cette erreur est minimale quand A est proche de
la différence entre ma et m. Ceci s’explique par l’expression donnée en (1.65). En effet, cette
valeur de A contribue à minimiser le terme prépondérant de l’erreur de troncature globale. Il
faut donc s’approcher de la différence entrema et m tout en la surestimant pour respecter le
critère de stabilité (1.60). Dans notre cas adimensionnel de la sphère, on obtient le pourcentage
d’erreur reporté dans le Tableau 1.5 en fonction de la valeur de A˜. Ce pourcentage représente
le rapport entre l’erreur de troncature et la vitesse moyennée sur le temps de la simulation
tant que
∣∣uanal yti que ∣∣> 10 εg lob . En prenant A˜ valant 20 fois la différence 12 −d , représentante
adimensionnelle du critère de stabilité dans notre cas, on reste à 6% d’erreur seulement de la
solution analytique. Il n’est donc pas nécessaire de connaître précisément la valeur de lamasse
ajoutée pour choisir le terme stabilisateur A.
L’introduction d’un paramètre dans le schémad’Euler explicite commeproposé ici a per-
mis de réduire l’effet de la masse ajoutée sur la stabilité du schéma sans perturber la physique
du problème. Ainsi, il est possible d’obtenir quelle que soit la valeur de lamasse ajoutée une so-
lution convergente en choisissant correctement la valeur de A. Ce paramètre a un intervalle de
valeurs possibles très étendu. Il ne nécessite pas d’itérations supplémentaires contrairement
aux schémas de prédiction-correction. Il est donc le choix le plus judicieux dans le cas d’un
objet immergé si on considère la totalité des forces hydrodynamiques.
Par ailleurs, dans le cadre d’applications navales, le cas de la surface libre est souvent
abordé. Il est intéressant de vérifier la stabilité du schéma d’Euler modifié dans cette situation.
Les schémas de prédiction-correction décrits dans Jacquin (2007) sont d’ailleurs utilisés pour
ce genre d’applications. Dans la partie suivante, le cas modèle d’un cube oscillant à la surface
libre est décrit et appliqué à chaque schéma d’intégration à des fins de comparaison.
1.5 Étudede schémasnumériquesmodélisant les équationsdumou-
vement dans la cas d’un objet à la surface libre
Dans cette section, nous allons considérer une poussée d’Archimède variable, impli-
quant des efforts variant selon le déplacement vertical. Contrairement à la section précédente,
28
Section 1.5 Étude de schémas numériques modélisant les équations du mouvement dans la
cas d’un objet à la surface libre
A˜
%g lob
Uanal yti que
10.2d début de stabilité
11d 1.20 %
15d 1.25 %
20d 1.30 %
50d 2.00 %
100d 3.70 %
110d 4.20 %
130d 4.80 %
150d 5.20 %
200d 6.30 %
Tableau 1.5. Pourcentage d’erreur entre le
schéma d’Euler avec un facteur sta-
bilisateur et la solution analytique
dans le cas du déplacement d’une
sphère pour d = 0.045 impliquant
un schéma stable pour A˜ > 10.2 d
nous allons considérer les schémas numériques en déplacement et non en vitesse.
1.5.1 Casmodèle du cube oscillant à la surface libre
Dans cette partie, on va considérer une poussée d’Archimède dépendant de la position
verticale de l’objet. Pour notre modèle, un cube de côté h est considéré pour faciliter la réso-
lution (voir Figure 1.10). La trainée sera négligée, ainsi le mouvement ne sera pas amorti. Les
oscillations du cube seront constantes dans le temps. Le problème est unidimensionnel. En
reprenant les notations de la section précédente, le PFD s’écrit :
mx¨ =−max¨−ρV g +ρ0gS(h−x) (1.71)
À l’équilibre, on aura :
0=−(ρ−ρ0)V g +ρ0gSxequi (1.72)
xequi = (ρ−ρ0)h
ρ0
= h(d −1) (1.73)
avec h, la hauteur du cube. On effectue le changement de variable suivant :
X = x
xequi
−1 (1.74)
X˙ = x˙
xequi
(1.75)
X¨ = x¨
xequi
(1.76)
En première approximation, on va considérer la masse ajoutée constante. Ainsi, le cal-
cul analytique sera simple. Dans le cas d’une masse ajoutée variable, on ne peut pas résoudre
analytiquement le PFD. Les efforts doivent alors être intégrés par un solveur des équations
de Navier-Stokes. À la fin de cette section, la stabilité du schéma d’Euler modifié sera testée
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Figure 1.10. Forces s’appliquant sur un
cube oscillant en surface
numériquement en considérant ces efforts. On considère pour l’instant une masse ajoutée
constante qui, d’après le rapport de Patton (1964), dans le cas d’un cube à demi-immergé, vaut
ma = 3pi16 ρ0h
3. En posant T = t
tre f
avec tre f =
√
h
g
(d + 3pi
16
), on obtient l’équation suivante :
d
d2X
dT 2
=−3pi
16
d2X
dT 2
− (d + 3pi
16
)X (1.77)
On résout cette équation différentielle du second ordre en considérant les conditions initiales
suivantes :
X (0)= X0 (1.78)
dX
dT
(0)= 0 (1.79)
La solution analytique est alors :
X (T )= X0 cos(T ) (1.80)
1.5.2 Schéma d’Euler explicite du premier ordre
L’expression adimensionnelle du PFD dans le cas modèle (1.77) traduite en Euler expli-
cite devient :
Xn+1 = 1
d
[
Xn(2d − 3pi
16
− (d + 3pi
16
)(∆T )2)+Xn−1(3pi
16
−d)− 3pi
16
Xn−2
]
(1.81)
Le calcul de la propagation d’erreur passe par la résolution d’une équation du troisième degré.
Même à l’aide de la formule de Ferro-Cardan, la solution ne peut être déduite simplement. On
constate sur la Figure 1.11 que le schéma diverge pour d ≤ 0.587 ce qui correspond en dimen-
sionnel à
ma
m
≥ 1.0. Le critère de stabilité restant le même que dans le cas d’un objet immergé,
ce schéma n’est pas recommandé dans le cadre d’applications navales quand la masse ajoutée
n’est pas connue.
De plus, même si on se place dans un cas stable, l’amortissement est important. Ceci
est dû à une importante erreur de troncature quel que soit d . Cet amortissement est réduit
lorsqu’on diminue le pas de temps. En effet, en divisant le pas de temps par 10, l’amortissement
est de 5% au bout de 8 périodes au lieu de 50% (voir Figure 1.12). On atteint alors 1256 pas de
temps par période.
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Figure 1.11.Déplacement vertical X en fonction de T /2pi pour X0 = −0.1 et ∆T = 0.05 discrétisé selon
un schéma d’Euler explicite
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Figure 1.12.Déplacement vertical X en fonction de T /2pi pour X0 = −0.1 et d = 1.0 discrétisé selon un
schéma d’Euler explicite
1.5.3 Schéma de prédiction-correction
On interprète le cas modèle comme dans la thèse de Jacquin (2007) c’est-à-dire selon un
schéma d’Adams-Bashforth du second ordre en prédiction et un schéma d’Adams-Moulton du
second ordre en correction. On déduit le déplacement par un schéma d’Adams-Moulton du
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Figure 1.13.Déplacement vertical X en fonction de T /2pi pour X0 = −0.1 et ∆T = 0.05 discrétisé selon
la combinaison de schémas AB2-AM2
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Figure 1.14.Déplacement vertical X en fonction de T /2pi pour X0 = −0.1 et d = 0.3 discrétisé selon la
combinaison de schémas AB2-AM2
second ordre. Le schéma étape par étape est :
Up =Un + ∆T
2d
(3Fn −Fn−1) (1.82)
X p = Xn + ∆T
2
(Up +Un) (1.83)
Fp =−3pi
16
Up −Un
∆T
− (d + 3pi
16
)X p (1.84)
Un+1 =Un + ∆T
2d
(Fp +Fn) (1.85)
Xn+1 = Xn + ∆T
2
(Un+1+Un) (1.86)
Fn+1 =−3pi
16
Un+1−Un
∆T
− (d + 3pi
16
)Xn+1 (1.87)
On observe sur la Figure 1.13 un fort amortissement de la solution numérique comme
pour le schéma d’Euler explicite. Pour d = 0.3, l’erreur est de 5% après trois périodes et de 50%
après 12 périodes. On observe également un déphasage s’amplifiant quand d diminue. Pour
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d = 0.3, ce déphasage atteint pi
2
au bout de 17 périodes. Pour d = 0.8, le déphasage n’est que de
pi
5
après 140 périodes. Le nombre de périodes dépend du pas de temps : en diminuant le pas de
temps, on retarde l’amortissement et le déphasage (voir Figure 1.14). Le schéma diverge pour
d < 0.296 quel que soit le pas de temps ce qui correspond en dimensionnel à ma
m
≥ 1.9.
L’intervalle de valeurs de
ma
m
amenant à une convergence des schémas est plus grand
que pour le schéma d’Euler Explicite. L’inconvénient majeur de cette méthode reste le temps
de calcul doublé à cause des deux itérations nécessaires par pas de temps.
1.5.4 Schéma d’Euler explicite du premier ordre avec un facteur stabilisateur
L’expression (1.71) exprimée selon un schéma d’Euler explicite du premier ordre com-
prenant un facteur stabilisateur A devient :
xn+1 = 1
m+ A2
[
xn(2m+ 3A
2
−ma − (m− 3A2 +ma)(∆t )
2)
+xn−1(ma −m) (1.88)
+xn−2( A
2
−ma)
]
Le déplacement est exprimé grâce à un schéma d’Euler explicite par rapport à la vitesse.
De même que pour le schéma d’Euler explicite, le calcul de la propagation d’erreur est
lourd. A l’aide d’un logiciel de calcul formel, on résout numériquement la propagation d’erreur.
Onmontre qu’il existe un intervalle de valeurs de A pour stabiliser le schéma. Par ailleurs, il est
possible de calculer l’erreur de troncature du schéma. On procède de la même façon que dans
le cas d’un objet immergé. On obtient l’erreur globale suivante :
εg lob = (m+ma − A) (∆t )
2
12
x(4)(t )+ A
2
(−∆t
2
x(3)(t )+ (∆t )
2
3
x(4)(t ))+o((∆t )3) (1.89)
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Figure 1.15.Déplacement vertical X en fonction de T /2pi pour X0 =−0.1, d = 0.3 et∆T = 0.05 discrétisé
selon un schéma d’Euler explicite du premier ordre avec un facteur stabilisateur
33
Chapitre 1. Résolution des équations d’Euler-Newton
! " # $ % & ' ( )
!!*"
!!*!&
!
!*!&
!*"
!*"&
+,#!
-
.
.
analytique A˜ = 3.9 d A˜ = 9 d
Figure 1.16.Déplacement vertical X en fonction de T /2pi pour X0 =−0.1, d = 0.3 et ∆T = 0.005 discré-
tisé selon un schéma d’Euler explicite du premier ordre avec un facteur stabilisateur
Dans notre cas modèle, l’expression (1.77) exprimée selon un schéma d’Euler explicite
du premier ordre avec un facteur stabilisateur devient :
Xn+1 = 1
d + A˜2
[
Xn(2d + 3A˜
2
− 3pi
16
− (d − 3A˜
2
+ 3pi
16
)(∆T )2)
+Xn−1(3pi
16
−d) (1.90)
+Xn−2( A˜
2
− 3pi
16
)
]
Et en considérant la solution analytique adimensionnelle (1.80), on obtient pour l’erreur de
troncature globale :
ε˜g lob =
[
(d + 3pi
16
− A˜)X0 cos(T )
12
+ A˜
2
X0 cos(T )
3
]
(∆T )2
− A˜
2
X0 sin(T )
2
∆T +o((∆T )3) (1.91)
On veut que ε˜g lob→ 0 quel que soit∆T . On cherche une valeur de A˜ pour satisfaire cette condi-
tion.
A˜ =
3pi
16 +d
3tan(T )
∆T −1
+o((∆T )2) (1.92)
En pratique, on observe que quand A˜ < 3pi
16
+d ou en dimensionel, quand A <m+ma ,
le schéma diverge rapidement. Quand A >m+ma , la solution numérique est amortie ou am-
plifiée par rapport à la solution analytique. Cet amortissement peut être réduit en jouant sur la
valeur du paramètre A. Sur la Figure 1.15, la solution numérique atteint±10% d’erreur au bout
de 8 périodes pour une variation de ± 20% sur la valeur de A˜. Malgré la faible valeur de d (0.3),
aucun déphasage n’est observé. En changeant la valeur de d , les courbes se superposent. De
même que pour l’objet immergé, il existe des valeurs de A˜ pour lesquelles le schéma converge
quel que soit d . En divisant le pas de temps par 10, sur la Figure 1.16, la solution numérique
atteint ±10% d’erreur au bout de 8 périodes pour une variation de ± 130% sur la valeur de A˜.
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Section 1.5 Étude de schémas numériques modélisant les équations du mouvement dans la
cas d’un objet à la surface libre
En diminuant le pas de temps, le choix pour le paramètre A est plus grand. Ceci permet de ne
pas connaître à l’avance la valeur de la masse ajoutée. Le schéma d’Euler modifié est le schéma
le plus stable en fonction de la valeur de d .
1.5.5 Couplage avec un solveur RANSE
Figure 1.17.Maillage du domaine fluide : l’objet est à l’état initial sous l’eau ; la couche limite estmaillée
en structuré, le reste du domaine est maillé en non-structuré pour permettre le remaillage
(Fluent Inc., 2006)
Les non-linéarités sont souvent sources de divergence. Dans le cas d’un objet en surface,
les coefficients de la matrice de masse ajoutée changent en fonction du déplacement. La solu-
tion analytique n’est pas connue. Afin de vérifier tous les cas de figures, on couple le solveur des
équations du mouvement utilisant le schéma d’Euler modifié avec un solveur RANSE (détails
au Chapitre 2). Les vrais efforts hydrodynamiques sur le cube sont alors pris en compte dans
l’équation. Les mouvements d’oscillation de l’objet sont assurés par un remaillage à chaque
pas de temps du domaine de calcul. Pour modéliser un milieu diphasique air-eau, la méthode
Volume Of Fluid est utilisée. On se place dans un cas turbulent. La turbulence est modélisée en
k−%. Aucune tension de surface n’est imposée. L’intérêt ici n’est pas la réalité du résultatmais la
convergence du résultat malgré les non-linéarités présentes dans les efforts hydrodynamiques
considérés. Le domaine de calcul est représenté en Figure 1.17. Le cube y est représenté à la
surface libre entre l’eau et l’air en phase descendante de son oscillation. Le cube fait 1 m de
côté pour une densité de 0.2. On ignore les valeurs et l’évolution de la masse ajoutée au cours
du temps. Plusieurs simulations sont lancées pour différentes valeurs du paramètre A en fonc-
tion de la valeur de la masse m. Les résultats obtenus pour le déplacement vertical du centre
de gravité (Figure 1.18 et 1.19) et la vitesse verticale (Figure 1.20) sont comparés. Du fait du
remaillage, le pas de temps doit être très petit. Celui-ci est choisi de telle sorte que le déplace-
ment de l’objet en un pas de temps ne soit pas supérieur à la taille d’une facette du maillage.
Dans nos simulations, le pas de temps vaut 0.0007 s. Lemaillage du domaine est représenté sur
la Figure 1.17.
Il apparaît que la solution converge à partir de A = 5m. On obtient une solution identique
à 1% près pour A = 50m, et à 10% près pour A = 500m. Pour A = 1000m, la différence atteint
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oscillant entre de l’eau et de l’air pour ∆t = 0.0007, intégrée à l’aide d’un schéma d’Euler
modifié pour différentes valeur du paramètre A
20%. La solution est très différente pour A = 10000m (fort décalage). Si on considère le pseudo
critère de stabilité utilisé précédemment dans le même cas, A doit être supérieur à la somme
de la masse et de la masse ajoutée. Si on considère comme borne maximum de la valeur de la
masse ajoutée la masse équivalente du cube en eau, on obtient que A doit être supérieur àm+
1/0.2×m = 6m. Ceci peut expliquer l’ordre de grandeur de la limite de stabilité apparaissant
dans les simulations. Le grand intervalle de valeurs de A permettant d’avoir une solution qui
converge à moins de 10% d’erreur est dû au petit pas de temps considéré. Plus le pas de temps
est petit, plus cet intervalle est grand. Dans le cas d’un remaillage à chaque pas de temps, le
pas de temps doit être très petit par rapport au déplacement. Ainsi, le choix du paramètre A est
plus aisé.
1.6 Bilan du chapitre
Dans le cadre d’applications navales où les accélérations dans les six degrés de liberté
sont importantes, et où la masse volumique des objets considérés peut être inférieure à celle
de l’eau, les efforts de masse ajoutée ou masse hydrodynamique deviennent importants. En
ce qui concerne des objets de forme courante comme les sous-marins, les codes numériques
considèrent des coefficients hydrodynamiques, déterminés empiriquement, pour prédire leur
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oscillant entre de l’eau et de l’air pour ∆t = 0.0007, intégrée à l’aide d’un schéma d’Euler
modifié pour différentes valeurs de A
trajectoire. Lorsqu’on considère un objet quelconque tel que un AUV (Autonomous Underwa-
ter Vehicule) ou un leurre, ces coefficients ne sont pas connus et la prédiction de trajectoires
doit se faire en considérant les vrais efforts déduits des équations de Navier-Stokes. Dans ce
cas, on se retrouve rapidement en dehors des domaines de stabilité des schémas couramment
utilisés pour des objets connus, tel que le schéma d’Euler explicite du premier ordre ou des
schémas de prédiction-correction type Adams-Bashforth et Adams-Moulton. Le schéma pro-
posé est un schéma explicite d’Euler modifié du premier ordre, ne nécessitant pas plusieurs
itérations par pas de temps et ayant un domaine de stabilité s’adaptant au cas considéré par
le réglage d’un paramètre stabilisateur. Contrairement à ce que suggérait Söding (2001), il est
inutile de connaître la valeur de la masse ajoutée à l’avance. Ceci est un avantage considé-
rable quand on considère des cas ayant une masse ajoutée variable dans le temps comme par
exemple des objets mobiles subissant une forme quelconque de confinement.
Dans ce chapitre, des cas d’objets immergés ou à la surface libre ont été détaillés. Dans
tous les cas, le schéma d’Euler modifié s’adaptemieux que les autres schémas étudiés. En effet,
on a montré que le paramètre stabilisateur peut prendre un large éventail de valeurs pour que
le schéma converge avec unminimumd’erreur par rapport à la solution analytique. De plus, en
diminuant le pas de temps, le nombre de valeurs possibles augmente. Lors de l’utilisation d’un
codeRANSE, oùun remaillage temporel est nécessaire pour simuler lesmouvements d’un objet
quelconque, le pas de temps doit être pris extrêmement petit par rapport au déplacement. En
surestimant le paramètre stabilisateur, on a donc l’assurance de rester proche de la solution
exacte. Ce réglage est la seule contrainte de ce schéma.
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Chapitre 2
Couplage avec un solveur RANSE et essai de
validation expérimentale
“Ce que nous connaissons est peu de chose ;
ce que nous ignorons est immense.”
Pierre-Simon De Laplace (1749 - 1827)
Dans ce chapitre, la routine résolvant les équations d’Euler-Newton décrite au Chapitre 1 est
couplée avec un code résolvant les équations RANS. Le code modélisant l’écoulement est tout
d’abord décrit, ainsi que le couplage avec notre méthode. La difficulté de réalisation de simu-
lations 3D et de validation nous amène à concevoir des dispositifs 2D, en statique et en dy-
namique. La conception et les résultats obtenus avec ces deux montages sont présentés. Ces
résultats sont confrontés aux résultats numériques.
Sommaire
2.1 Modélisation de l’écoulement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.1.1 Équations RANS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.1.2 Modèles de turbulence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.2 Couplage avec le code résolvant les équations dumouvement . . . . . . . . . . . 41
2.3 Simulation 3D de sortie d’engin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.2 Paramètres de simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4 Veine statique bidimensionelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.4.1 Conception . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.4.2 Méthodologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.4.3 Faisabilité de trajectoires bidimensionnelles . . . . . . . . . . . . . . . . . . . . 49
2.4.4 Mise en évidence de l’aspect chaotique des trajectoires en fluide statique . . 50
2.5 Veine hydrodynamique bidimensionelle . . . . . . . . . . . . . . . . . . . . . . . . 54
2.5.1 Cahier des charges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.5.2 Dimensionnement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.5.3 Conception . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.5.4 Calibration et procédure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.5.5 Essais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.5.6 Comparaison des résultats expérimentaux aux résultats numériques . . . . . 74
2.6 Bilan du chapitre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.6.1 Bilan de la partie statique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.6.2 Bilan de la partie dynamique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
39
Chapitre 2. Couplage avec un solveur RANSE et essai de validation expérimentale
2.1 Modélisation de l’écoulement
Afin d’obtenir les efforts hydrodynamiques s’appliquant sur un objet le plus fidèlement
possible tout en minimisant le coût en temps de calcul et en CPU, l’écoulement est modélisé
par les équations RANS (de l’anglais Reynolds-averaged Navier–Stokes). Ces équations, appe-
lées aussi moyenne de Reynolds, sont basées sur les équations de Navier-Stokes (Éq. (1.23) et
(1.24)), décrivant lemouvement des fluides dans l’approximation desmilieux continus (cf. Sec-
tion 2.1.1). Le but de cette formulation, proposée en premier par Osborne Reynolds, est de dé-
composer une quantité définie à chaque instant en deux parties : une valeur moyennée dans le
temps et une valeur fluctuante. Cela se traduit par une simplification du problème en faisant
disparaître les fluctuations de périodes et d’amplitudes courtes. Un modèle de turbulence est
utilisé pour fermer le système d’équations et le résoudre. Les modèles à notre disposition sont
présentés brièvement Section 2.1.2. Ces équations sont ensuite discrétisées sur un domaine de
calcul selon le maillage imposé par l’utilisateur en suivant la méthode des volumes finis (Vers-
teeg andMalalasekera, 2007).
2.1.1 Équations RANS
Les équations RANS servent à décrire des écoulements turbulents. En y ajoutant desmo-
dèles de turbulence, analytiques ou empiriques, une solution moyennée dans le temps est ob-
tenue. En considérant un fluide newtonien incompressible en écoulement instationnaire, ces
équations s’écrivent à l’aide de la notation d’Einstein :
ρ0
∂u¯i
∂t
+ρ0
∂u¯ j u¯i
∂x j
= ρ0 f¯i + ∂
∂x j
[
−p¯δi j +µ
(
∂u¯i
∂x j
+ ∂u¯ j
∂xi
)
−ρ0u′i u′j
]
. (2.1)
Le terme de gauche représente la variation de la quantité de mouvement moyenne dans
le fluide, décomposée en un terme instationnaire et un terme convectif. Le terme de droite est
composé des forces de pression, des forces visqueuses, et d’une force
(
−ρ0u′i u′j
)
due au champ
de vitesses fluctuantes, généralement appelée tenseur de Reynolds. Ce dernier terme est non-
linéaire.
2.1.2 Modèles de turbulence
Pour modéliser ces tensions de Reynolds qui apparaissent dans les équations (2.1), on
peut utiliser divers modèles de turbulence. Ces derniers nécessitent l’ajout d’une ou plusieurs
équations pour fermer le système et pour pouvoir le résoudre. Ces modèles peuvent com-
prendre de zéro (modèle de longueur de mélange de Prandtl (Taylor, 1915; Prandtl, 1925)) à
cinq équations en 2D ou sept en 3D (Reynolds Stress Transport Model). Ce dernier modèle
ne prend pas en compte l’hypothèse de Boussinesq (Hinze, 1975). Les plus connus, tels que les
modèles de Sparlat-Allmaras (1 équation), k-% ou encore k-ω (2 équations), sont basés sur cette
hypothèse qui considère la turbulence comme une propriété isotrope. Dans la plupart des cas,
l’anisotropie de la turbulence n’est pas prépondérante et l’hypothèse de Boussinesq est valide.
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Cette hypothèse relie le tenseur de Reynolds aux gradients moyens de vitesses :
−ρ0u′i u′j =µt
(
∂ui
∂x j
+ ∂uj
∂xi
)
− 2
3
(
ρk+µt ∂uk
∂xk
)
δi j (2.2)
Le facteur µt est nommé viscosité turbulente car il a la même dimension que la viscosité mo-
léculaire µ = ρ0ν. Le but des modèles de turbulence est de prédire la valeur de µt à partir des
caractéristiques de l’écoulement. L’avantage de l’approche de Boussinesq est le coût relative-
ment bas en termes de temps de calcul ou CPU associé au calcul de µt . Dans le cas du modèle
de Spalart-Allmaras (Spalart and Allmaras, 1992), seule une équation de transport est ajoutée
(concernant la viscosité turbulente). Dans les modèles k- % (Launder and Spalding, 1974) et k-
ω (Menter, 1994; Wilcox, 1998), deux équations du transport sont ajoutées, une pour l’éner-
gie cinétique turbulente k et une pour le taux de dissipation turbulente % ou pour le taux de
dissipation spécifique ω ; puis µt est calculé comme une fonction de k et de % ou ω tel que
µt = ρ0Cµ k
2
%
ou µt = ρ0 k
ω
. Cµ est une constante empirique du modèle. L’inconvénient princi-
pal de cette hypothèse reste l’isotropie supposée deµt . Une approche alternative, qu’on trouve
dans le modèle Reynolds Stress Transport (Gibson and Launder, 1978; Launder et al., 1975;
Launder, 1989), est de résoudre l’équation de transport pour chaque terme du tenseur de Rey-
nolds. Une équation supplémentaire déterminant l’échelle de longueur (en général avec %) est
également nécessaire. Ceci implique cinq équations en 2D et sept équations en 3D à résoudre.
Dans la plupart des cas, les modèles basés sur l’hypothèse de Boussinesq donnent de bons
résultats, et la résolution d’un modèle lourd tel que le modèle du Reynolds Stress Transport
n’est pas justifiée. Cependant, dans le cas où l’anisotropie de la turbulence a un effet important
sur l’écoulement moyen, ce modèle est bien supérieur aux précédents. Ces modèles sont tous
implémentés dans le code RANSE que nous utilisons (Fluent Inc., 2006).
2.2 Couplage avec le code résolvant les équations dumouvement
Une routine résolvant les équations du mouvement est déjà disponible dans le code
RANSE. Elle utilise un schéma d’Euler explicite du 1er ordre et a déjà donné des résultats inté-
ressants dans le cas d’objets ayant un rapport de masse ajoutée sur la masse inférieur à l’unité
(Ballard et al., 2006). Cependant, des problèmes d’instabilité apparaissent lorsque les objets ne
respectent plus ce critère (voir Section 1.4.2). C’est ce qui nous a conduit à réécrire une rou-
tine comportant un schéma ayant un critère de stabilité adapté. Le code permet d’ajouter une
fonction supplémentaire, permettant d’étendre les capacités du code à nos propres besoins.
Grâce à cela, la routine résolvant le Principe Fondamental de la Dynamique, décrite au Cha-
pitre 1, a pu être ajoutée. Le mouvement libre d’un objet dans un écoulement est simulé. Le
code RANSE fournit les efforts hydrodynamiques et de gravité agissant sur l’objet, exprimés au
centre de gravité, dont la position initiale lui a été préalablement spécifiée ; et la routine fournit
au code RANSE la nouvelle position de l’objet au pas de temps suivant. Le fonctionnement du
couplage est détaillé dans un organigramme Figure 1.1. Les mouvements dont il est question
sont largement supérieurs à la taille d’unemaille. Les fonctions de lissage dumaillage commu-
nément présentes dans les codes numériques ne sont pas suffisantes ici. De ce fait, le maillage
doit être régénéré à chaque pas de temps. Le code RANSE que nous utilisons dispose d’unemé-
thode de maillage dynamique (Fluent Inc., 2006). Ainsi, le maillage est mis à jour à chaque pas
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de temps selon la nouvelle position des frontières. Il est simplement nécessaire de fournir un
maillage de départ et de donner les expressions des vitesses en fonction du temps ou d’utiliser
une méthode du type de la routine décrite Chapitre 1.
Dans un premier temps, les zones à déplacer sont spécifiées. Afin que le maillage puisse
être régénéré à chaque pas de temps, il ne doit pas être structuré. Ne pas avoir un maillage
structuré et constant autour de l’objet peut poser des problèmes de caractérisation de la
couche limite et peut donc amener à une mauvaise prédiction des efforts auxquels l’objet est
soumis. Pour remédier à ce problème, la zone contenant la couche limite autour de l’objet
est maillée de façon structurée et est déplacée en même temps que l’objet (voir Figure 2.1).
Le code hydrodynamique fait appel à la routine résolvant les équations du mouvement pour
chaque zone mobile. Lorsqu’une couche limite accompagne l’objet, deux zones mobiles sont
spécifiées au code. Une condition est alors insérée dans la routine afin que le PFD ne soit appli-
qué qu’aux zones correspondant aux objets rigides et que le même mouvement soit appliqué
aux zones fluides comportant le maillage de la couche limite.
Figure 2.1. Exemple de maillage dynamique dans le cas de la chute d’un cylindre : la couche limite se
déplace en même temps que l’objet
Afin de ne pas remailler inutilement la totalité du domaine à chaque pas de temps, ce qui
engendrerait des temps de calcul et CPU trop important, il est nécessaire de fixer des critères
permettant de choisir les mailles à remplacer. L’utilisateur doit choisir des valeurs seuils repré-
sentant le gauchissementmaximumdesmailles, leur taille minimum etmaximum et peut éga-
lement déterminer une fonction régissant la taille des nouvellesmailles selon leur éloignement
de la zonemobile appelée size function. Un exemple d’utilisation de cette dernière fonction est
représenté Figure 2.2. Les données du maillage initial sont utiles pour fixer les différents cri-
tères. Si un groupe de mailles ne respecte pas ces critères à un instant t , il est remplacé par
un groupe de mailles respectant au mieux ces critères. La géométrie des nouvelles mailles est
interpolée à partir des anciennes mailles et des mailles environnantes toujours présentes en
suivant la size function si elle a été spécifiée. Dans nos cas de calculs, où la couche limite est
bien décrite, l’utilisation d’une size function n’apporte pas de différences dans le calcul des
efforts hydrodynamiques, sans doute parce que les mailles concernées se trouvent assez éloi-
gnées de l’objet. Nous n’aurons donc pas recours à cette fonction dans les cas traités dans ce
manuscrit.
Commedécrit auChapitre 1, un couplage faible est utilisé entre le code hydrodynamique
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(a) sans size function (b) avec size function
Figure 2.2. Exemple d’utilisation d’une size function lors d’un remaillage dynamique : la valeur ajoutée
de cette fonction n’est pas importante lorsque le maillage autour de l’objet est correctement
défini
et la routine résolvant les équations du mouvement. Il est alors possible de simuler les cas qui
nous intéressent, comme par exemple la sortie d’engin d’une coque de sous-marin.
2.3 Simulation 3D de sortie d’engin
Afin de tester les capacités informatiques à notre disposition, nous nous intéressons au
cas de sortie d’une sonde flottante d’une coque de sous-marin perpendiculairement à l’écou-
lement. Ce cas est tridimensionnel et turbulent.
2.3.1 Contexte
Les sous-marins peuvent utiliser des leurres — appelés également contre-mesures —
pour tromper l’ennemi. Ces leurres sont des objets plus légers que l’eau. Les vaisseaux ennemis
vont détecter le leurre plus facilement que le sous-marin lui-même. Afin que l’ennemi suive
un route différente de celle du sous-marin, le leurre est propulsé hors du sous-marin, qui se
déplace à environ 15 noeuds. Le sous-marin peut également avoir besoin d’une sonde flottante.
Cette sonde est éjectée par le haut du sous-marin et, comme le leurre, a une flottabilité positive.
Sa vitesse d’éjection est de l’ordre de 10 m/s.
Il apparaît que dans certaines configurations, le leurre ou la sonde restent bloqués dans
leur emplacement. La simulation de différentes configurations (vitesses d’éjection, vitesses
d’écoulement, densité de l’engin et position) permettrait de connaître celles n’occasionnant
pas ce genre de désagrément. Un autre comportement qui peut avoir des conséquences dé-
sastreuses est le cas où le leurre ou la sonde entrent en collision avec l’hélice. Normalement,
l’engin ayant une flottabilité positive, ce cas ne devrait pas se présenter. Cependant, sous cer-
taines conditions, l’engin fait des tours sur lui-même proche de la coque du sous-marin et peut
se retrouver proche de l’hélice. L’étude d’éjections d’armes ou d’engins va donc nécessiter la si-
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mulation de nombreux cas pour tester le domaine opérationnel. Les essais expérimentaux, par
leur mise en oeuvre longue et difficile, sont moins adaptés que les simulations numériques
(meilleur temps de réactivité) dans ce cas. La solution est donc d’avoir recours au calcul numé-
rique (Ramamurti et al., 1995; Bolot et al., 2006). Cet exemple d’application est 3D, turbulent,
avec des risques de décollement de la couche limite aux extrémités du cylindre et concerne
un objet de densité inférieur à celle de l’eau ayant certains coefficients de sa matrice de masse
ajoutée supérieurs à sa masse. Le couplage décrit dans la section précédente est parfaitement
adapté à cette application.
2.3.2 Paramètres de simulation
Le domaine fluide est représenté par un rectangle de 4mde profondeur, 10mde hauteur
et 12 m de largeur (2 m en amont de la sonde et 10 m en aval). La sonde est représentée par un
cylindre de 1 m de haut pour un diamètre de 15 cm. En position initiale, la sonde sort de 30 cm
de la coque du sous-marin. La couche limite turbulente autour de la sonde a une épaisseur de
l’ordre de 1.5 cm. Une zone d’épaisseur 2.0 cm autour de l’objet est maillée en structuré. Cette
zone va suivre la sonde dans son déplacement comme cela est expliqué à la section précédente.
Le maillage compte 1.4 106 mailles. Il est représenté Figure 2.3.
Une condition d’adhérence est imposée sur la coque du sous-marin. Un profil de vitesse
respectant cette condition est imposé sur la face amont. Un profil de pression hydrostatique
est imposé sur la face aval. Une condition de glissement est imposée sur les autres faces du
domaine. La masse volumique de la sonde est 650 kg/m3. Sa vitesse initiale est 10 m/s. La vi-
tesse moyenne de l’écoulement est de 7.5 m/s. Selon les travaux de Bolot et al. (2006) sur la
sortie d’une torpille d’un sous-marin, le modèle de turbulence est un k-% "réalisable" (Shih
et al., 1995). Ce modèle est relativement récent et diffère des deux autres modèles k-% ("stan-
dard" (Launder and Spalding, 1974) et "RNG" (Choudhury., 1993)) par une nouvelle formula-
tion de la viscosité turbulente et par une nouvelle équation du transport du taux de dissipation
% découlant directement de l’équation exacte du transport de la moyenne quadratique de la
fluctuation de la vorticité. Ceci implique que ce modèle se rapproche plus de la physique des
écoulements turbulents, d’où son appellation. L’avantage principal de ce modèle est la préci-
sion de ses prédictions dans le cas de forts cisaillements, de décollements et de recirculations.
Ces situations apparaissent lors des mouvements libres d’un objet, tel qu’une sonde, immergé
dans un écoulement. La turbulence est supposée isotrope.
Le paramètre numérique A (cf. Section 1.4.4) est pris égal à 10 fois la masse de la sonde.
En considérant que le déplacement de l’objet ne doit pas excéder la taille d’une maille, le pas
de temps est pris égal à 5.0 10−6 s. Afin de fixer correctement les paramètres du remaillage, des
tests préliminaires ont été réalisés sur des cas 2D (voir Fig. 2.4), ces cas étant réalisables en
moins de temps qu’un calcul 3D. La trajectoire de la sonde est inchangée lorsque l’on utilise
une size function. Les valeurs seuils à utiliser sont de l’ordre des données du maillage :
– la valeur de taille minimale de la maille à remailler est prise égale à la taille de la plus
petite maille ;
– la valeur de taille maximale est prise égale au tiers de la plus grande maille ;
– le gauchissement maximal est pris égal au gauchissement maximal des mailles du
maillage initial.
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(a) Vue de côté (b) Vue de dessus
Figure 2.3.Maillage du domaine fluide dans le cas de la sortie de sonde de la coque d’un sous-marin 3D
(a) Domaine (b) Zoom sur la couche limite du leurre
Figure 2.4.Maillage du domaine fluide dans la cas de la sortie de sonde de la coque d’un sous-marin en
2D
Le nombre de mailles dépassant le million, et le remaillage étant nécessaire, le calcul est
parallélisé. Il est ensuite implémenté sur le calculateur de l’IFREMER : CAPARMOR1 (CAlcul
PARallèle Mutualisé pour l’Océanographie et la Recherche). Cette machine se composait au
moment des simulations d’un cluster de 256 noeuds de calcul, contenant chacun 2 processeurs
de 2,2 Ghz dual core. Quelques simulations identiques ont été lancées sur différents nombres
de slots. Un slot correspond au processeur vu par le logiciel. Sur un processeur dual core, le
logiciel voit deux processeurs ou slots. Ces calculs et leurs caractéristiques sont résumés dans
1. CAPARMOR est un calculateur Altix ICE 8200 EX, conçu par la société SGI. Cette machine se compose
actuellement d’un cluster de 256 noeuds de calcul, répartis en quatre racks, chacun de ces noeuds contenant 2
processeurs Intel XeonX5560 quad core 2,8 Ghz, soit un total de 2048 coeurs de calcul pour une puissance théorique
de 23 Teraflops. Les 256 noeuds sont interconnectés par un réseau 4xDDR Infiniband. Tous ces noeuds de calcul
disposent de 24 Go de mémoire, ce qui fait donc une mémoire globale de 6 To.
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le Tableau 2.1.
Tableau 2.1. Récapitulatif des simulations numériques de sortie de sonde en 3D réalisées en parallèle
n◦ Nombre de slots Durée Nombre de pas de temps réalisés
1 16 48 h 19190
2 16 24 h 15000
3 4 24 h 14690
4 8 24 h 15180
5 4 24 h 14700
6 8 24 h 15500
7 1 24 h 3500
Toutes les écritures intermédiaires ont été supprimées lors des simulations 5 et 6. On
constate que ce ne sont pas les écritures qui freinent les simulations. Le constat général est la
limite de rapidité atteinte pour quatre slots. Le calcul en parallèle sur quatre slots ou moins a
lieu sur un seul noeud i.e. une seule machine et fonctionne donc en SMP (de l’anglais Symme-
tric MultiProcessing). Lorsque le nombre de slots est supérieur à quatre, le calcul se fait entre
différentes machines, en MPI (de l’anglais Message Passing Interface) : les machines (noeuds)
intervenant pour le calcul communiquent entre elles parmessage ; c’est ce temps de communi-
cation qui bride le système. Afind’obtenir une simulation d’une seconde (2.0 105 pas de temps),
deux semaines ont été nécessaires sur quatre slots. La position du leurre dans l’écoulement à
différents pas de temps est représentée Figure 2.5.
Afin de valider notre couplage, ces résultats doivent être confrontés à des résultats ex-
périmentaux. Il est possible de réaliser ce genre d’essai dans un bassin balistique comme il
en existe au Bassin d’Essai des Carènes. Dans ce cas, la trajectographie se fait via des caméras
immergées. Cependant, le dispositif n’est pas encore suffisamment efficace : problème de visi-
bilité avec les caméras et problème de luminosité lors d’essais nécessitant une grande cadence.
Le constat actuel pour les applications industrielles montre que la réalisation d’essais expéri-
mentaux est complexe. La validation des méthodes numériques est un problème. De plus, la
validation nécessite de réaliser de nombreux cas de calcul ce qui n’est pas simple quand on
voit le temps de calcul d’un cas réaliste (Tableau 2.1). La solution est de se placer dans des cas
2D. Nous allons dans un premier temps vérifier la faisabilité de trajectoires bidimensionnelles
en fluide statique en étudiant le cas connu de la chute d’un cylindre. Ce dispositif servira de
prototype pour la conception d’une veine bidimensionnelle comportant un écoulement.
2.4 Veine statique bidimensionelle
Afin de valider nos résultats numériques, un dispositif expérimental est nécessaire. Tout
d’abord, nous nous plaçons en fluide statique. Les calculs numériques étant réalisés en 2D, le
dispositif expérimental doit également être bidimensionel. La conception d’une veine statique
bidimensionelle est décrite dans la suite.
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(a) t = 0.00s (b) t = 0.25s
(c) t = 0.50s (d) t = 0.75s
(e) t = 1.00s
Figure 2.5. Pression sur le leurre lors de son éjection à différents pas de temps
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Figure 2.6.Dispositif expérimental de la veine statique bidimensionnelle
2.4.1 Conception
Une cuve bidimensionelle a été construite afin de vérifier quelques résultats prélimi-
naires. Pour obtenir une trajectoire 2D, le corps doit se déplacer dans le fluide enmouvements
libres sans frottement solide contre la paroi. Les parois de la veine doivent être parfaitement
parallèles. Pour cela, une analyse par éléments finis a été réalisée pour calculer les déforma-
tions dues à la pression hydrostatique. Les plaques sont considérées comme encastrées sur
deux côtés opposés et sont soumises à un profil de pression hydrostatique. Les résultats de
cette analyse sont détaillés en Annexe C.6. En admettant une déformation inférieure à 0.1 mm
pour 1 m de hauteur d’eau, les parois devront être constituées soit de 4 cm de plexiglas, soit
de 1.7 cm de verre pour être transparentes. Cependant, il est dangereux de travailler avec du
verre de cette épaisseur, sans compter qu’il n’existe pas de verre securit de cette épaisseur. Le
matériau retenu pour les parois est donc le plexiglas. Le cadre de la veine statique est réalisé
en aluminium 5086 pour résister à la corrosion. Si les plaques sont boulonnées dessus, des dé-
formations additionnelles risquent d’apparaître. De plus, même en intercalant un joint plat,
l’étanchéité n’est pas assurée. Un moyen simple d’assurer l’étanchéité tout en conservant le
parallélisme des plaques est le collage. De la colle Araldite 420 est appliquée entre le plexiglas
et le cadre en aluminium. La veine est représentée Figure 2.6.
2.4.2 Méthodologie
Une méthodologie est mise en place pour réaliser des lâchers d’objets et observer leurs
trajectoires. Afin de ne pas avoir d’effets de la surface libre sur la trajectoire de l’objet, le lâcher
doit se produire à une certaine profondeur. Il est décidé d’utiliser une pince de chimiste pour
relâcher l’objet. Cet ustensile permet un lâcher à une petite dizaine de centimètres de profon-
deur. La taille caractéristique des objets est choisie inférieure à 5 cm pour éviter les interac-
tions avec la surface libre. La trajectoire est ensuite enregistrée à l’aide d’une caméra rapide
PHOTRON Fastcam pouvant capturer jusqu’à 120 000 images/s. La trajectoire et les vitesses
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de l’objet sont obtenues grâce à un logiciel de repérage de points comme ceux utilisés pour
étudier les essais de chocs automobiles (MAstudio de chez Alliance Vision). L’utilisateur spé-
cifie au logiciel la zone qui l’intéresse de suivre sur le premier cliché, appelée zone modèle. Le
logiciel repère l’intensité de gris des pixels qui composent cette zone et recherche sur les cli-
chés suivant une zone identique. La zone de recherche est également spécifiée pourminimiser
le temps de recherche et les erreurs de repérage. Afin de faciliter la recherche, il est préférable
d’avoir une zonemodèle comportant différentes intensités de gris : point noir entouré de blanc
ou l’inverse par exemple. Les points sur l’objet sont réalisés à l’aide de décalques noires ayant
une épaisseur très inférieure au dixième demillimètre. Deux repères sont nécessaires pour ob-
tenir l’évolution de l’angle au cours de l’expérience. La distance entre le centre des deux dé-
calques est 1 cm. L’intensité de lumière doit être suffisante pour distinguer correctement les
points sur les clichés. Le dispositif est éclairé par un projecteur de 400W. L’intensité de lumière
obtenue permet d’avoir une cadencemaximum de 250 images/s. Au-delà, l’intensité n’est plus
suffisante pour correctement distinguer l’objet sur les clichés. L’épaisseur des objets doit être
étudiée afin de vérifier la faisabilité de trajectoires 2D.
2.4.3 Faisabilité de trajectoires bidimensionnelles
L’épaisseur optimale de l’objet permettant une trajectoire bidimensionelle est à présent
étudiée. Afin que les conclusions de cette étude paramétrique servent également pour la veine
hydrodynamique, la distance entre les plaques est prise égale à 20 mm, suite au dimensione-
ment effectué en présence d’un écoulement (cf. Annexe C.7). Différentes valeurs de jeux entre
l’objet et la paroi sont testées pour des cylindres constitués de différents matériaux (Floc’h
et al., 2008). Ces objets sont représentés Figure 2.7. La vitesse de chute des cylindres est vérifiée
analytiquement et numériquement à l’aide du code RANSE, décrit dans la section précédente,
couplé avec notre routine, décrite au Chapitre 1. Les résultats sont présentés sur la Figure 2.8
pour le cylindre en aluminium avec un jeu entre l’objet et la paroi de 0.3 mm ± 0.01 mm. L’er-
reur est due à la précision de l’usinage des pièces. Cette valeur ne tient pas compte de l’erreur
sur le parallélisme des plaques qui est de 0.1 mm maximum. En effet, les plaques présentent
un galbe dû à la pression hydrostatique, situé entre le milieu et un tiers du bas de la veine. Ceci
implique à cet endroit un jeu supplémentaire entre l’objet et la plaque de 0.2 mm maximum.
Notre signal est parasité par un bruit haute fréquence dû aux erreurs de repérage du logiciel.
En effet, la position retenue par le logiciel est le centre de la zone modèle. Lors de la recherche
sur les différents clichés, on observe que le centre de la zone se déplace sur le point noir. Ceci
équivaut à une erreur sur la position de ± 3 mm. La vitesse expérimentale est alors filtrée par
un filtre passe-bas Butterworth. Ce type de filtre est un filtre linéaire, conçu pour posséder un
gain aussi constant que possible dans sa bande passante. Il a pour effet de lisser le signal (voir
Figure 2.8).
Si le jeu est inférieur à 0.2mm, la chute du cylindre est freinée par les frottements solides.
Si le jeu est entre 0.2 et 0.7 mm, la vitesse expérimentale concorde avec la vitesse analytique à
5 % près. Au-delà, des effets tridimensionels apparaissent dans la trajectoire (mouvement de
rotation dans la troisième dimension visible). On réalise les mêmes essais avec un cylindre en
PVC (PolyVinyl Chloride) et un cylindre en POM (PolyOxyMethylene) représentés Figure 2.7(b)
et 2.7(c). On observe que l’intervalle de jeux donnant une bonne trajectoire bidimensionelle
dépend de l’état de surface du corps. En effet, l’objet en POM, qui est en plastique et a un état de
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(a) Cylindre en Aluminium (b) Cylindre en PVC (PolyVinyl Chlo-
ride)
(c) Cylindre en POM (PolyOxyMe-
thylene)
Figure 2.7.Objets utilisés dans la veine statique pour l’étude du jeu entre l’objet et la paroi (un carreau
mesure 1 cm de côté)
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Figure 2.8. Comparaison de la vitesse analytique de chute d’un cylindre en aluminium à celle issue du
modèle numérique ou expérimental
surface très lisse, aura tendance à coller à la paroi en plexiglas par effet ventouse. Au contraire,
l’objet en PVC, qui, de part son usinage, aura un état de surface très rugueux, va glisser sans
problème pour des jeux plus petits avec la paroi.
2.4.4 Mise en évidence de l’aspect chaotique des trajectoires en fluide statique
On s’intéresse à simuler la trajectoire d’un parallélépipède rectangle. Quelques simula-
tions ont été lancées avec un parallélépipède plus lourd ou plus léger que l’eau avec un angle
initial non-nul. La première conclusion est que le schéma est stable dans toutes les situations.
La Figure 2.9 montre la trajectoire d’un parallélépipède de densité 0.8, de longueur 3.0 cm et
de hauteur 2.0 cm plongé dans de l’eau avec trois angles initiaux proches (30◦, 30.25◦ et 30.5◦).
Le paramètre numérique A (cf. Section 1.4.4) est pris égal à 10 fois la masse de l’objet. Il ap-
paraît qu’une légère variation de l’angle initial a pour conséquence des trajectoires différentes.
De plus, pour deux maillages différents mais de même taille de cellule, la trajectoire est diffé-
rente et cela même si les cellules sont prises de plus en plus petites. Un tel comportement est
caractéristique du chaos.
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Figure 2.9. Trajectoires d’un parallélépipède rectangle de densité 0.63, de hauteur 2.0 cm et de longueur
3.0 cm dans de l’eau avec des angles initiaux de 30◦, 30.25◦ et 30.5◦
Ce comportement est également observé expérimentalement. À la Figure 2.10 est repré-
sentée la chute d’un parallélépipède en POM (6 images par seconde) de densité 1.2, de hauteur
2.0 cm et de longueur 3.0 cm dans de l’eau. Pour obtenir cette figure, une série d’expériences a
été réalisée. Du fait de la difficulté à relâcher l’objet dans la veine de façon identique à chaque
fois i.e. sans angle initial ou de vitesse de rotation dans le plan qui nous intéresse, seulement
huit expériences sont retenues comme étant réalisées dans les mêmes conditions. Elles cor-
respondent aux expériences dont l’angle initial a été mesuré nul à un degré près et où aucune
vitesse de rotation initiale n’a été observée durant les 10 premières images suivant le lâcher.
Résultats : l’objet est allé tout droit deux fois, a dévié vers la droite quatre fois et vers la gauche
deux fois. Numériquement, le comportement chaotique des trajectoires est mis en évidence
dans les simulations par les grandes variations de trajectoires résultant de faibles variations de
maillage ou d’angle initial. Ceci signifie qu’une légère variation des efforts de pression à unmo-
ment de la trajectoire peut la modifier significativement. Dans notre dispositif expérimental, le
système de lâcher d’objet est rudimentaire et la tolérance sur notre mesure de l’angle initial
est autour du degré ce qui est supérieur à la variation utilisée dans les simulations numériques
qui valait 0.25 degré. De plus, la pince s’ouvre dans l’eau à une certaine profondeur (1 2 fois la
hauteur de l’objet) pour relâcher l’objet sans interaction avec la surface libre. Le mouvement
de la pince en amont perturbe le sillage de l’objet, qui joue un rôle important dans la trajectoire
que va emprunter l’objet. En effet, les forces hydrodynamiques qui s’appliquent sur l’objet sont
les forces de traînée, de portance, de masse ajoutée et d’histoire. La force de traînée dépend du
nombre de Reynolds et du sillage (Khan and Richardson, 1987; Magnaudet and Eames, 2000),
la force de portance dépend de la vorticité de l’écoulement et donc du sillage (Komori and Na-
gata, 1996), la force de masse ajoutée dépend de l’accélération et de la forme de l’objet et la
force d’histoire — appelée aussi force de Basset — est due au développement de la couche li-
mite lors de l’accélération (Crowe et al., 1998). En dehors de la force de masse ajoutée, toutes
les forces hydrodynamiques dépendent du sillage. Les instabilités de celui-ci conduisent aux
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Figure 2.10. Trajectoire d’un parallélépipède de densité 1.2, de hauteur 2.0 cm et de longueur 3.0 cm
dans de l’eau sans angle initial (6 images par seconde)
instabilités observées pour la trajectoire.
Dans l’article de Jenny et al. (2004), le même phénomène est observé pour une sphère.
La transition d’un régime laminaire (mouvement vertical) vers un comportement chaotique
est étudiée pour une sphère de flottabilité positive se déplaçant librement dans un fluide. Le
problème est décrit en termes de deux paramètres adimensionnels : la densité d = ρ/ρ0 et le
nombre de Galilée généralisé (Khan and Richardson, 1987) donné par l’expression suivante :
G =
√|1/d −1|gD3
ν
(2.3)
Ici,D est le diamètre de la sphère. Ce paramètre représente le rapport entre les forces de
gravité et les forces visqueuses. En se basant sur les travaux de Jenny (2003), on peut dire que,
en dehors d’un écoulement et pour un nombre d’Archimède assez grand, le mouvement d’un
corps immergé sera chaotique. Cette équipe de chercheurs a montré que pour une sphère,
la valeur minimale de G pour passer dans le domaine chaotique est de 225 quelle que soit
la densité de l’objet. En dessous de cette limite, ils obtinrent différents types de trajectoires
oscillantes pourG ∈ [175 - 225] et stationnaires pourG inférieur à 175.
Le nombre de Galilée est la racine carrée de Ar , le nombre d’Archimède. Ar est défini par
Karamanev et al. (1996) et est utilisé dans plusieurs articles scientifiques à la place du nombre
de Galilée. Dans le suite, seul le nombre d’Archimède sera utilisé. Fernandes et al. (2005) ob-
servent et étudient les différents types de trajectoires périodiques bidimensionelles d’un cy-
lindre de flottabilité positive. Le corps y est référencé avec un diamètre D et une hauteur h. À
partir de la définition donnée par Karamanev et al. (1996), Fernandes et al. (2005) écrivent :
Ar =
|1−d |gr 3eq
ν2
(2.4)
Cette définition est légèrement différente de celle donnée par Karamanev et al. (1996) qui
ne s’appliquait qu’à des sphères. Ici, req provient de
4
3
pir 3eq = V avec V le volume immergé de
l’objet. Pour un cylindre, la trajectoire est oscillante pour
√
Ar ∈ [70-150], en considérant que
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Figure 2.11. Trajectoires d’un parallélépipède rectangle de densité 0.63, de hauteur 2.0 cm et de lon-
gueur 3.0 cm dans de l’eau avec des angles initiaux de 30◦, 30.25◦ and 30.5◦ dans un écou-
lement de 0.5 m/s
1−d 1 10−2. Les trajectoires oscillantes apparaissent ainsi plus tôt pour un cylindre que pour
une sphère. Le domaine chaotique pour un cylindre commence vraisemblablement à
√
Ar =
150.
Le fait d’avoir un domaine chaotique plus grand pour un cylindre que pour une sphère
provient de la forme de l’objet. En effet, plus l’objet a d’arêtes vives, plus la couche limite a
de chances d’être décollée. Le décollement de la couche limite engendre de fortes instation-
narités dans le sillage ce qui entraîne des trajectoires chaotiques. En suivant le même raison-
nement, on peut supposer que le domaine chaotique pour un parallélépipède est plus grand
ou au moins égal à celui d’un cylindre i.e. pour
√
Ar supérieur à 150. Or les cas reportés aux
Figures 2.9 et 2.10, montrant un aspect chaotique, correspondent à
√
Ar 1 103. Il est fort pro-
bable que ces cas se situent dans le domaine chaotique. Néanmoins, pour en être certain, une
étude complète de la transition d’un régime stationnaire à un régime chaotique comme cela est
fait pour une sphère par Jenny (2003) devrait être réalisée en tenant compte de la forme de l’ob-
jet. Toutefois, elle ne sera pas réalisée ici, le but de cette thèse étant de montrer la fiabilité du
couplage en comparant les résultats numériques à des trajectoires non chaotiques. Cette étude
préliminaire aura permis demontrer qu’il est difficile d’obtenir des trajectoires non chaotiques
en statique.
Afin de s’affranchir de l’aspect chaotique des trajectoires, il faut mieux appréhender les
raisons de ce comportement. Les instabilités du sillage derrière le corps sont responsables de
son comportement chaotique. La forme de l’objet et les conditions initiales ont une forte in-
fluence sur le développement du sillage et donc sur la force d’histoire. Cette force est, de plus,
en lien avec l’accélération de l’objet qui est maximale aumoment du lâcher. Différentes condi-
tions initiales, même proches, peuvent conduire à différentes trajectoires. En revanche, en pré-
sence d’un écoulement, l’aspect chaotique de la trajectoire semble disparaître (Figure 2.11).
En effet, la vitesse d’écoulement augmentant, la force de trainée dans le sens de l’écoulement
devient prépondérante. Les effets des autres forces sont négligeables. La trajectoire est stabili-
sée. Les applications qui nous intéressent se placent toujours dans un écoulement. Cela peut
être un AUV ou un objet de flottabilité positive non-autopropulsé lancé à partir d’un sous-
marin dans un écoulement. Dans de tels cas, les trajectoires ne sont pas chaotiques. Cela est
illustré numériquement pour un parallélépipède rectangle de flottabilité positive avec trois
angles initiaux proches sur la Figure 2.11 dans un écoulement de 0.5 m/s. Des éléments de
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post-traitement sont donnés en Annexe D.12. Différents maillages initiaux, de taille de maille
identique mais ayant des positions de noeuds différentes, donnent également des trajectoires
identiques. Le maillage dynamique est donc fiable dans les cas présentant peu ou pas d’insta-
bilités. La trajectoire peut alors être prédite. En réalisant une veine hydrodynamique, il nous
sera possible de vérifier la fiabilité des résultats de notre couplage numérique.
Dans la suite, nous nous placerons donc toujours dans un fluide en mouvement.
2.5 Veine hydrodynamique bidimensionelle
2.5.1 Cahier des charges
Une veine hydrodynamique est nécessaire pour valider le couplage numérique en s’af-
franchissant des problèmes liés aux phénomènes chaotiques décrits dans la section précé-
dente. En effet, il a été vérifié à la fin de la section précédente qu’un écoulement stabilise les
trajectoires. Ainsi, pour valider notre méthode, et puisque notre capacité à réaliser des expé-
riences 2D a été vérifiée précédemment, un tunnel bidimensionel avec un écoulement uni-
forme est conçu puis construit.
Afin de valider notre couplage numérique, le montage expérimental doit répondre à cer-
taines exigences :
– l’écoulement doit être uniforme dans la zone d’essai ;
– l’objet doit se déplacer sans frottement dans un plan, ce qui implique un parallélisme
parfait entre les plaques (l’erreur ne doit pas dépasser l’erreur obtenue numérique-
ment i.e. 0.1 mm de galbe par plaque) ;
– l’objet doit être inséré dans la veine avec un angle initial connu, avec une tolérance de
0.5◦.
Premièrement, il faut considérer les différentes couches limites présentes dans la veine
pour délimiter la zone d’essai où l’écoulement doit être uniforme. Deuxièmement, le dispositif
est maillé dans un solveur RANSE pour trouver la configuration du circuit conduisant au profil
de vitesse le plus uniforme possible. En s’inspirant des tunnels hydrodynamiques existants (au
DGA-TH par exemple), différents éléments ont été ajoutés tels que un nid d’abeilles, des grilles
et un convergent. L’emplacement des entrées et sorties du fluide dans les cuves amont et aval
a également fait l’objet d’une série de tests. Le résultat de ce dimensionnement est présenté
dans la section suivante.
En reprenant les résultats présentés pour la veine statique (voir Annexe C.6), les plaques
de plexiglas font 4 cm d’épaisseur. L’erreur sur cette valeur devant être de 0.05 mm seulement,
les plaques sont réalisées à la pièce. Pour respecter la limite de déformations souhaitée, les
conditions dans lesquelles a été réalisé le calcul de dimensionnement doivent être vérifiées
expérimentalement. La liaison entre les plaques et leur support doit être un encastrement,
comme imposé par le dimensionnement. Les plaques sont alors collées avec de l’Araldite 420.
Ce produit polymérise les parties à coller et produit normalement une liaison encastrement.
Enfin, les solutions aux principales contraintes du dispositif seront présentées dans la Sec-
tion 2.5.3.
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2.5.2 Dimensionnement
Il est nécessaire de définir dans un premier temps la zone d’essai qui représente la zone
de la veine où la trajectoire des objets sera étudiée et donc la zone où l’on désire obtenir un
écoulement uniforme. Les limites de cette zone sont fixées en étudiant les couches limites pré-
sentes dans la veine. La façon d’uniformiser au maximum l’écoulement sera décrite dans un
second temps.
Pour avoir une trajectoire bidimensionelle, l’épaisseur de la veine est prise petite com-
parée à sa hauteur ou sa longueur. Le nombre de Reynolds dans la veine doit être important (∼
106) demême que dans des cas réalistes. Le but est donc de réaliser la veine la plus grande pos-
sible, en respectant l’encombrement imposé pour le dispositif entier par les locaux à notre dis-
position. La hauteur et la longueur sont alors prises de l’ordre du mètre et la distance entre les
plaques de l’ordre du centimètre. Avant d’étudier les différentes couches limites présentes dans
la veine, la vitesse d’écoulement dans la veine doit être définie. Le post-traitement des essais va
limiter la vitesse. En effet, la capture de la trajectoire se fait avec une caméra rapide PHOTRON
Fastcam et la trajectoire de l’objet est obtenue grâce à un logiciel de repérage de points comme
ceux utilisés pour étudier les essais de chocs automobiles (MAStudio de chez Alliance Vision).
Premièrement, pour avoir une luminosité suffisante sur les images, deux projecteurs de 400 W
sont utilisés. Un premier l’éclaire par le haut, un autre par le bas. Cependant, ils ne sont plus
suffisants lorsque la cadence de la caméra excède 500 images/s. Deuxièmement, le logiciel de
repérage de points ne tolère pas un grand déplacement de l’objet entre deux prises de vue.
Après plusieurs tests de post-traitement, il apparaît que l’erreur sur la position est minimisée
quand la distance parcourue par l’objet entre deux clichés n’excède pas la distance entre les
décalques servant de repère i.e. 1 cm. De plus, ces repères perdent en netteté quand la vitesse
est trop importante ou quand la cadence de la caméra est trop faible. Une bonne netteté de ces
points va permettre d’avoir peu d’erreur sur lamesure de l’angle de l’objet. La vitessemaximale
demandée dans la veine est de 1 m/s.
On représente Figure 2.12 l’évolution de la couche limite entre les plaques de plexi-
glas pour un écoulement laminaire et un écoulement turbulent. On constate que, après une
certaine distance que nous nommerons D0, la couche limite occupe tout l’espace entre les
plaques. Le calcul de D0 est détaillé en Annexe C.7. Les résultats sont reportés Tableau 2.2 en
fonction de l’épaisseur de la veine. La zone d’essai commencera à une distanceD0 du bord de
la plaque de plexiglas. Afin de ne pas perdre trop de longueur et pour garder le maximum d’es-
pace entre les deux plaques (pour éviter des effets 3D dus au galbe prédit numériquement de
1 mm par plaque), la largeur de la veine est fixée à 20 mm. Il en résulte que la zone d’essai ne
commencera que 30 cm après le début de la veine pour être dans la couche limite établie.
En ce qui concerne la couche limite sur les parois inférieure et supérieure, étant donné
que le nombre de Reynolds dans la veine est de l’ordre de 106, la couche limite aura une épais-
seur maximale de 5 cm pour une longueur de veine de 2 m maximum. L’objet devra donc être
introduit dans l’écoulement à plus de 5 cm du haut ou du bas de la veine. La zone d’essai ainsi
déduite est représentée Figure 2.13 avec les éléments nécessaires pour uniformiser l’écoule-
ment et décrits dans ce qui suit.
Pour obtenir un écoulement uniforme, différents éléments tels que des grilles", un nid
d’abeille #, un convergent et un divergent $ ont été ajoutés pour orienter l’écoulement dans
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Figure 2.12. Évolution du profil de vitesse laminaire ou turbulente dans la veine (vue de dessus)
Tableau 2.2. Longueur transitoire D0 (mm) pour un écoulement laminaire ou turbulent en fonction de
l’épaisseur de la veine pour une vitesse de 1 m.s−1
l (mm) D0 (mm) turbulent D0 (mm) laminaire
25 249.2 395.2
22.5 219.6 337.5
20 190.7 282.8
17.5 162.4 231.5
15 135.0 183.7
la bonne direction (voir Figure 2.13). Les grilles sont placées juste après l’entrée du fluide dans
la cuve amont pour casser les grosses structures tourbillonnaires dues au changement de dia-
mètre et au virage à 90◦. Le nid d’abeilles est placé en entrée du convergent pour empêcher de
petites structures tourbillonnaires d’entrer dans la veine. Le convergent va aligner les lignes de
courant. Il a également été nécessaire de symétriser ces éléments dans le sens vertical afin que
l’écoulement s’étale sur toute la hauteur de la veine. Ainsi, le dispositif comporte deux entrées
(une en haut et une en bas de la cuve amont) et deux sorties (sur la cuve aval). Pour contrer les
effets de la gravité, il pourra être nécessaire d’avoir un débit différent à chaque entrée. De ce
fait, deux circuits hydrauliques indépendants seront réalisés, afin de contrôler parfaitement le
débit à chaque entrée. La configuration retenue est celle qui donne le profil de vitesse le plus
uniforme possible dans la zone d’essai et qui contient des éléments existants sur le marché.
Les profils sont obtenus à l’aide du code RANSE décrit au début de ce chapitre. Les paramètres
des simulations sont détaillés en Annexe C.8. Au final, les grilles choisies ont 23% d’ouverture
et font 1 mm d’épaisseur ; le nid d’abeille fait 5 cm d’épaisseur et les hexagones le composant
font 9 mm de plat à plat ; le convergent et le divergent ont un rayon de courbure de 10 cm sur
70◦. Les profils de vitesses obtenus avec ces éléments en amont, au milieu et en aval de la zone
d’essai sont présentés Figure 2.14.
Pour définir le type de pompe dont nous avons besoin, le circuit hydraulique doit être
dimensionné. Ceci revient à calculer les pertes de charge présentes dans le circuit. Le calcul est
détaillé en Annexe C.9. Il en résulte que les pertes de charges du circuit sont comprises entre 0
et 0.75 m pour un débit volumiqueQv compris entre 0 et 0.01 m
3.s−1. La puissance requise de
la pompe s’exprime par :
P =HmtρgQv (2.5)
avec Hmt la hauteur manométrique totale qui correspond ici à la perte de charge totale du
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Figure 2.13.Définition de la zone d’essai déterminée par l’étude des couches limites et configuration de
la veine après dimensionement à l’aide du code RANSE : " grilles pour casser les grosses
structures tourbillonaires, # nid d’abeilles pour empêcher les petites structures tourbillo-
naires, $ convergent et divergent pour concentrer les lignes de courant dans la bonne di-
rection et empêcher des décollements et deux entrées et deux sorties symétriques pour
uniformiser l’écoulement sur toute la hauteur de la veine
0 0.1 0.2 0.3 0.4 0.5 0.6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
position verticale (m)
v
it
e
s
s
e
 (
m
/s
)
 
 
position 1 position 2 position 3
Figure 2.14. Profils de vitesse obtenus numériquement en différentes positions de la zone d’essai
comme définies Figure 2.13
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circuit et de la veine. L’application numérique donne une puissance maximale requise pour la
pompe de 75 W. Cette puissance est très faible. Les pompes courantes fonctionnant pour de
tels débits ont des pertes de charges beaucoup plus élevées. Dans notre cas, la pompe devra
fonctionner en sous régime : sa vitesse en tours par minute sera réduite grâce à un variateur.
C’est également par le réglage de ce variateur que la vitesse d’écoulement dans la veine pourra
être variée. Les caractéristiques des pompes et des variateurs sont données en Annexe C.9.
2.5.3 Conception
Les éléments en contact avec l’eau sont en inox ou en Aluminium 5086. Afin d’assurer
l’étanchéité, les éléments sont, autant que possible, soudés ou collés entre eux : les convergents
sont soudés sur les cuves, les plaques sont collées sur des pièces en forme de T (Figure 2.15).
Cependant, pour faciliter le transport de l’ensemble, le dispositif est démontable en quatre
parties : les cuves-convergents, le chassis et l’ensemble veine-support. Les cuves et le sup-
port de la veine sont boulonnés sur le chassis. La liaison entre les convergents et les plaques
doit être démontable et étanche. Pour cela, les bouts de la veine sont insérés et collés à une
pièce en aluminium représentée Figure 2.16(a). Une pièce rectangulaire en inox est soudée sur
chaque convergent (Figure 2.17(b)). Cette pièce est ensuite boulonnée sur le côté représenté
Figure 2.16(b) de la pièce collée à la veine. Un joint de silicone réalisé juste avant la fixation des
deux pièces assure l’étanchéité. Le montage expérimental est présenté Figure 2.18 sans le cir-
cuit hydraulique et Figure 2.19 au complet. Une figure de principe plus complète, comportant
les principales mesures est donné en Annexe C.11
(a) Application (b) Séchage
Figure 2.15. (a) Application de la colle Araldite 420 sur le bord du T en plexiglas et (b) mise en place de
serre-joints pour le temps de séchage
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(a) Côté veine (b) Côté convergent
Figure 2.16. Pièce raccord entre les convergents et la veine
(a) Convergent (b) Plaque rectangulaire
Figure 2.17. Photos du côté veine du convergent (a) et de la plaque rectangulaire qui va être soudée sur
le convergent (b)
(a) Vue de face (b) Vue de dos
Figure 2.18. Veine sur le logiciel de conception
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(a) Vue de face (b) Système d’insertion des objets
Figure 2.19.Dispositif expérimental
(a) Pièces détachées (b) Seringue
Figure 2.20. Système d’insertion et de lâcher des objets en pièces détachées (a) comprenant la partie
collée à la veine, la vanne quart de tour, le tube de guidage de la seringue et les éléments de
la seringue ; (b) seringue montée
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!! !
! !
Figure 2.21. Étape d’insertion et de lâcher d’objet directement dans l’écoulement : " seringue en po-
sition d’équilibre ; # éjection de l’air par compression du ressort et placement de l’objet ;
$ l’objet est retenu par aspiration en bout de seringue ; % la seringue et l’objet sont insé-
rés dans la première pièce creuse, la vanne est fermée (l’eau est représentée en bleue, les
plaques de plexiglas en gris et le sens de l’écoulement est indiqué par des flèches noires) ;
& la vanne est ouverte, l’étanchéité est assurée par un joint torique (représenté par deux
cercles), l’objet est relâché dans l’écoulement par pression sur la seringue
Une autre contrainte est de pouvoir insérer les objets directement dans l’écoulement.
Pour cela, un système de seringue et de vanne est conçu. La seringue ressemble beaucoup aux
seringues utilisées enmédecine. Elle est représentée Figure 2.21 à l’étape" au repos, le ressort
en position d’équilibre. La différence réside dans ce ressort qui maintient la seringue pleine
d’air. En faisant pression sur ce ressort (étape#), on vient chasser l’air présent dans la seringue
par un petit orifice à son extrémité. On place un objet sur cet orifice. L’objet va alors boucher
l’orifice. En relâchant la pression sur le ressort, l’objet va rester collé à la seringue par aspiration
(étape$). L’ensemble est alors introduit dans une pièce creuse, vissée sur une vanne quart de
tour, elle-même vissée sur une pièce creuse traversant la plaque de plexiglas et collée sur elle
(étape%). La première pièce creuse fait l’étanchéité quand on ouvre la vanne grâce à un joint
torique, représenté par deux cercles sur la Figure 2.21 aux étapes % et &. Le système réel est
présenté Figure 2.20. Le schéma de principe de la seringue avec ses dimensions est donné An-
nexe C.10. Les emplacements d’insertion de l’objet sont visibles sur la modélisation de la veine
Figure 2.18(b), réalisée sur un logiciel de conception. Un des systèmes d’insertion réel est vi-
sible à la Figure 2.19(b). Le fait d’avoir un emplacement en haut et un en bas permet l’insertion
d’objets de densité inférieure ou supérieure à l’unité. On ouvre la vanne et on insère la seringue
jusqu’à ce que l’objet soit entièrement dans la veine. En faisant pression sur la seringue, l’objet
est relâché (étape&).
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2.5.4 Calibration et procédure
2.5.4.1 Vitesse d’écoulement
La méthode PIV (de l’anglais Particle Image Velocimetry) est utilisée pour visualiser
l’écoulement. Ceci permet de s’assurer de l’uniformité de l’écoulement et de calibrer les va-
riateurs selon la vitesse demandée. Cette méthode permet d’obtenir des mesures de vitesses
instantanées, en produisant un champde vecteur 2D à chaque pas de temps. Le fluide est ense-
mencé avec des particules de même densité que l’eau, qui sont supposées suivre parfaitement
l’écoulement. C’est le mouvement de ces particules qui est utilisé pour obtenir la vitesse et la
direction de l’écoulement. Cette méthode est détaillée par Adrian (1991); Willert and Gharib
(1991); Raffel et al. (1998). Nous utilisons un code de PIV libre, développé par Mori and Chang
(2004), comportant un algorithme de corrélation croisée et un algorithme de différence qua-
dratique minimum. Ce sont les algorithmes les plus conventionnels pour estimer les vecteurs
de vitesse à partir d’images de fluide ensemencé. Leur fonctionnement est présenté en An-
nexe D.13. La précision de ces deux algorithmes est presque la même. Toutefois, la méthode
MQD peut être plus robuste que la corrélation dans certaines situations. Par exemple, dans le
cas où les particules ne sont pas très nettes. Le prix à payer est évidemment que la méthode
MQD est plus lente que la corrélation.
Étant donné la gamme de vitesses considérées et les échelles de grandeur des mouve-
ments, le diamètre des particules est pris le plus grand possible : 250 µm. L’avantage d’avoir de
grosses particules est qu’il n’est pas nécessaire de les éclairer avec un laser. Un projecteur de
400 W suffit à ce qu’elles réfléchissent la lumière. Le dispositif de mesure en est considérable-
ment simplifié.
L’écoulement est divisé en 9 parties carrées de 20 cmde côté, représentées Figure 2.22. La
méthode PIV est appliquée en chaque zone, afin d’obtenir des profils de vitesse comparables à
ceux obtenus avec le code RANSE Figure 2.14.
La résolution de la caméra pour une zone entière est 1024×1024 pixels. Pour appliquer
la méthode PIV, on divise la zone considérée en carrés de 32 pixels de côté. Chaque carré va
donner un vecteur vitesse. On obtient ainsi un champ de vitesse sur chaque zone de 32×32
vecteurs. Afin de s’assurer de la repétabilité de l’écoulement, desmesures sont effectuées régu-
lièrement sur une journée en laissant la puissance des variateurs constantes, puis en arrêtant
les pompes régulièrement. Des exemples de champs de vecteurs obtenus et des détails sur le
post-traitement sont donnés en Annexe D.14.
Il apparaît que, enmettant les deux pompes à lamême vitesse, le champde vitesse est re-
productible dans la durée et même en cas d’arrêt et de redémarrage des pompes. L’écoulement
est correctement établit au bout d’une dizaine de minutes après le démarrage des pompes, ce
qui correspond au temps nécessaire pour obtenir une densité uniforme de particules pour la
PIV sur toute la hauteur de la veine. Ensuite, si la vitesse de l’écoulement est modifiée, l’établis-
sement du nouvel écoulement est réalisé en quelques minutes. La reproductibilité de l’écoule-
ment est donc satisfaisante et sa mise en place est très rapide. De plus, l’écoulement est uni-
forme sur toute la hauteur quelle que soit la zone considérée à 10 % près (voir Figure 2.23 pour
une commande en vitesse de 0.5m/s, les autres vitesses sont présentées en Annexe FigureD.54
pour 0.25 m/s et Figure D.56 pour 0.75 m/s). Le code RANSE (Figure 2.14) donne un profil de
vitesse constant dans le temps après une demi-heure. On observe de plus que les couches li-
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Figure 2.22. Représentation des 9 zones de l’écoulement où la méthode PIV est appliquée.
mites ralentissent le fluide jusque dans la zone d’essai jusqu’à 10% de la valeur de la vitesse
demandée. Dans la réalité, l’erreur moyenne sur toute la hauteur de la zone d’essai est de 10%.
On n’observe pas de freinage dû aux couches limites sur les bords. De plus, l’écoulement est
stabilisé et uniforme en quelques minutes seulement.
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Figure 2.23. Profils expérimentaux de vitesse en différentes positions de la zone d’essai comme définies
Figure 2.22 pour une commande de 0.5 m/s. Un point sur la courbe de vitesse représente
la moyenne des vitesses sur une ligne du champs de vecteurs obtenus par la méthode PIV.
L’erreur est obtenue à partir de l’écart type sur ces 32 valeurs (cf. Annexe D.14).
L’erreur sur la vitesse d’écoulement étant de 10% expérimentalement, des calculs numé-
riques sont réalisés pour une vitesse d’écoulement de 0.45, 0.5 et 0.55 m/s avec un angle initial
de 0◦. La trajectoire et l’évolution temporelle de l’angle dans ces trois cas sont présentées Fi-
gure 2.24. L’objet est représenté aux mêmes pas de temps pour les trois simulations. L’erreur
sur la vitesse n’engendre, selon les calculs numériques, que 15% de déviation en fin de trajec-
toire et 5◦ de décalage en angle. La tendance est la même. La comparaison des résultats expé-
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(b) Évolution de l’angle au cours du temps
Figure 2.24. (a) Trajectoire et (b) évolution temporelle de l’angle obtenus numériquement pour un angle
initial de 0◦ et une vitesse d’écoulement de 0.45 m/s (courbes rouges), 0.50 m/s (noires) et
0.55 m/s (bleues)
rimentaux avec les simulations numériques ne sera que peu affectée par l’erreur sur la vitesse
d’écoulement.
2.5.4.2 Réglage de l’angle initial
Afin de réaliser un grand nombre de cas de calculs, l’angle initial est un paramètre im-
portant. Pour le régler le plus précisément possible, l’embout de la seringue servant à insérer
l’objet dans la veine est usiné en dodécagone (voir Figure 2.25). Un repère fin est réalisé sur
l’objet et sur le bout de la seringue pour faciliter son positionnement. Un objet est représenté
Figure 2.26. Différentes couleurs et types de points sur l’objet ont été testés : la couleur noire
avec des points blancs et noirs facilite le post-traitement et est donc retenue. L’objet est placé
dans le repère sur le bout de la seringue. Une fois l’objet en place dans l’écoulement, on tourne
la seringue selon la valeur de l’angle initial souhaitée. Le dodécagone permet de poser un ni-
veau pour vérifier l’horizontalité par pas de 30◦. L’angle initial est donc pris toujours multiple
de 30. La Figure 2.27 représente un cliché de l’objet en position initiale juste avant le lâcher. Le
post-traitement avec le logiciel de suivi de points donne un angle initial variant de 3◦ autour de
la valeur désirée.
Afin de vérifier l’influence de cette erreur sur la trajectographie, des calculs numériques
sont réalisés pour une vitesse d’écoulement de 0.5 m/s avec un angle initial de -3◦, 0◦ et +3◦.
La trajectoire et l’évolution temporelle de l’angle dans ces trois cas sont présentées Figure 2.28.
L’objet est représenté sur la trajectoire aux mêmes pas de temps pour les trois simulations.
L’erreur sur l’angle n’engendre, numériquement, que 15% de déviation en fin de trajectoire.
Pour l’évolution temporelle de l’angle, au contraire, le décalage est plus important (de l’ordre
de 15◦ pour un angle initial de -3◦ et jusqu’à 80◦ pour +3◦) et concerne également la période du
mouvement. La tendance globale est similaire pour un angle initial de -3◦ (oscillations pério-
diques) et visiblement différente pour +3◦.
Cette erreur est cependant principalement due au logiciel de post-traitement lui-même.
En effet, la position des repères est donnée au rayon de ce repère près. La taille des repères
a donc une grande influence sur la détermination de l’angle comme schématisé Figure 2.29.
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Figure 2.25. Embout de la seringue usinée en dodécagone pour faciliter la pose d’un niveau pour le
réglage de l’angle initial
L’erreur %θ, commise du fait de l’épaisseur du repère, est de l’ordre de 2.5
◦. Le repère ne peut
toutefois pas être plus petit car la zonemodèle recherchée par le logiciel serait alors trop petite
et ne permettrait pas au post-traitement d’aboutir. Seule une petite partie de l’erreur reste donc
imputée à unmauvais placement de l’objet dans le repère en bout de seringue. Un décalage de
l’ordre de 0.5◦ sur l’angle initial n’engendre a priori pas de différence de comportement dans
l’écoulement, comme vérifié numériquement Figure 2.11.
2.5.4.3 Parallélisme des plaques
Afin de vérifier le galbe des plaques après remplissage, des comparateurs sont placés
contre chaque plaque quand le dispositif est encore vide. Le calcul par laméthode des éléments
finis donne une déformation maximale de 0.1 mm à 1/3 du bas des plaques (cf. Annexe C.6).
Les comparateurs sont donc placés à cet endroit. Lorsque le dispositif est rempli, la déviation
est de 0.6 mm pour chaque plaque. Quelques essais de trajectographie ont montré notre in-
capacité à avoir une trajectoire bidimensionnelle propre avec une telle déformation : l’objet
freine par frottement à certains endroits et se déplace visiblement dans la troisième direction
à d’autres. Un serre-joint est ajouté à l’endroit supposé des déformations maximum comme le
montrent les photos Figures 2.30(a) et 2.30(b). La déviation mesurée n’est plus que de 0.2 mm.
La plupart des trajectoires mesurées ensuite ne montre pas de problème de frottements ou de
mouvement 3D. Le serre-joint est conservé pour toute la durée des essais. L’explication de cette
déformation très supérieure à la déformationmaximumobtenue lors du calcul de structure est
la modélisation de la liaison entre la plaque et les T en plexiglas. Une liaison encastrement
avait été modélisée. La colle utilisée pour réaliser cette liaison doit normalement polyméri-
ser les deux parties qui sont alors comme soudées. Cependant, après le séchage de la colle,
l’ensemble plaques-tés a été déplacé sur un marbre. Après quelques jours dans une nouvelle
position, nous avons constaté que le joint de colle avait visiblement bougé. Le joint de colle est
donc trop élastique par rapport à nos exigences. La distance entre les plaques a été mesurée à
19.5 mm avant l’assemblage.
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Figure 2.26.Objet utilisé pour les essais expérimentaux
Figure 2.27. Cliché de la position initiale d’un essai à 0.5m/s avec un angle initial de -30◦ (250 images/s).
Le serre-joint sert à atténuer le galbe des plaques de plexiglas (voir Section 2.5.4.3).
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(b) Évolution de l’angle au cours du temps
Figure 2.28. (a) Trajectoire et (b) évolution temporelle de l’angle obtenus numériquement pour une vi-
tesse d’écoulement de 0.5 m/s et un angle initial de -3◦ (courbes rouges), 0◦ (noires) et +3◦
(bleues)
Figure 2.29. Erreur %θ comise sur lamesure de l’angle par le logiciel de post-traitement du fait de l’épais-
seur des repères
(a) Comparateur placé au point
de déformation maximum
(b) Serre-joint mis en place pour
rattraper le galbe important
des plaques
Figure 2.30. Vérification du parallélisme des plaques
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2.5.4.4 Procédure d’essai générale
En faisant une moyenne sur une journée d’essais, le rendement horaire est de 10 essais.
Les étapes pour réaliser un essai sont les suivantes :
– S’assurer que les variateurs sont bien réglés pour obtenir la vitesse demandée ;
– Plonger la seringue dans l’eau et faire pression plusieurs fois sur le ressort pour enlever
toutes les bulles d’air (afin d’éviter que des bulles d’air perturbent la trajectoire) ;
– Maintenir la pression sur le ressort le temps de placer correctement l’objet sur le re-
père ;
– Relâcher la pression : l’objet reste collé sur la seringue ;
– Insérer l’ensemble objet-seringue dans le système d’insertion ;
– Ouvrir la vanne ;
– Insérer complètement la seringue ;
– Une fois l’objet correctement en butée, régler l’angle en tournant la seringue et en
vérifiant à l’aide du niveau ;
– Commencer l’enregistrement de la caméra et faire pression sur le ressort pour relâcher
l’objet dans l’écoulement ;
– Arrêter la caméra quand l’objet n’est plus visible et récupérer l’objet à la surface de la
cuve aval s’il est plus léger que l’eau ou en remontant un panier placé en fond de cuve
aval s’il est plus lourd.
Des mesures PIV sont réalisées régulièrement pour vérifier que le réglage des variateurs donne
toujours la même vitesse d’écoulement.
2.5.4.5 Vitesses limites analytiques
La trajectoire attendue est, après un court temps de transition, linéaire de pente
Vzlim/Vxlim . Vzlim et Vxlim sont les vitesses limites atteintes selon l’axe des ordonnées et des abs-
cisses respectivement. Selon l’axe des abscisses, autrement dit dans le sens de l’écoulement, la
vitesse limite correspond à la vitesse de l’écoulement. Selon l’axe des ordonnées, en première
approche, la vitesse limite est atteinte lorsque les forces de gravité et de traînée s’équilibrent.
On a le système suivant :
"0= "P +"Π+"D (2.6)
0=−ρV g +ρ0V g − 12ρ0SxCDV
2
zlim (2.7)
En appelant h la profondeur, l la largeur et L la longueur du rectangle, on obtient l’expression
suivante :
0= (ρ0−ρ)Llg − 12ρ0
Sx
h
CDV
2
zlim (2.8)
Vzlim =
√√√√ (ρ0−ρ)Llg
1
2ρ0
Sx
h CD
(2.9)
Sx correspond à la surface de l’objet projetée sur l’axe des abscisses. Sx va dépendre de l’angle
que réalise le rectangle par rapport à l’horizontale. L’évolution de l’angle au cours de la trajec-
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toire n’est pas prévisible par une méthode de première approche. Nous allons donc considé-
rer la valeur minimale et maximale de Sx pour avoir une estimation de Vzlim , qui sont Sxmin
= lh et Sxmax =
√
L2+ l2h. L’expression Éq.(2.9) ne dépend donc pas de la profondeur. Ceci
est important du fait que le code numérique considère, lors des calculs 2D, une profondeur
de 1 m. D’après Parkinson (1974), la valeur du coefficient de traînée d’un rectangle est quasi-
indépendante du nombre de Reynolds dès lors que l’on considère des angles vifs, imposant les
points de séparation de l’écoulement. Il donne alors le coefficient de traînée CD en fonction
de l’allongement du rectangle (voir Figure 2.31). Dans notre cas, le rectangle ne présente pas
toujours la même face à l’écoulement et fait un angle avec celui-ci. Nous allons considérer en
première approximation qu’il passe d’un angle de 0 à 90◦ avec l’écoulement, ce qui implique
un allongement passant de 0.6 à 1.5. On considère alorsCD compris entre 1.75 et 2.8.
Figure 2.31. Évolution du coefficient de traînée d’un rectangle en fonction de son allongement (Parkin-
son, 1974)
Vzlim , en première approximation, doit être comprise entre 0.21 m/s et 0.35 m/s. Cet in-
tervalle est relativement grand. La comparaison des résultats numériques avec ces valeurs ne
constitue pas une validation. Seule une légère vérification de l’ordre de grandeur est possible.
2.5.5 Essais
L’objet utilisé pour les essais expérimentaux est un parallélépipède rectangle de
20×30×19 mm3 en polyuréthane de densité 0.63±0.001. Cette erreur sur la densité n’engendre
pas numériquement de différence de trajectoire ou d’angle. Une différence notable de com-
portement apparait pour une différence de 0.01 sur la valeur 0.63 (voir Figure 2.32). L’erreur sur
la densité doit donc être de 1.0%maximum. Malheureusement, le cas d’un objet de flottabilité
négative ne pourra pas être traité du fait d’un problème d’alignement des pièces guidant l’in-
sertion de la seringue en position haute de la veine. Le Tableau 2.3 représente la grille d’essais
expérimentaux qui ont été réalisés avec l’objet plus léger que l’eau.
L’objet a trois repères utilisables par le logiciel de trajectographie : un en face du centre
de gravité et les deux autres alignés avec le centre à 1 cm (point 1) et -1 cm (point 2) de ce der-
nier (cf. Figure 2.26 et Figure 2.29). La trajectoire est obtenue en suivant la position du centre
de gravité à chaque pas de temps. L’angle à chaque pas de temps est calculé à partir du vec-
teur centre de gravité-point 1 et centre de gravité-point 2. Deux angles sont ainsi obtenus à
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Figure 2.32. Simulation numérique des mouvements libres d’un rectangle de densité 0.63 (noir) et 0.62
(rouge) pour un écoulement de 0.5 m/s et un angle initial de 0◦
Vitesse (m/s) Angle (◦) Nombre d’essais
-60 19
-30 7
0.50 0 15
+30 1
+60 1
90 5
0.75 -60 5
+60 1
0.25 0 2
Tableau 2.3.Grille d’essais
chaque pas de temps (un exemple est donné Figure 2.33 pour un écoulement de 0.5 m/s et un
angle initial de +60◦). L’angle retenu est la moyenne entre ces deux angles. L’erreur est la moitié
de la différence entre ces deux angles. Elle vaut 5◦ maximum. On obtient ainsi l’évolution de
l’angle pour un essai avec son erreur. L’erreur sur la position du centre gravité, qui permet de
déterminer la trajectoire, est inférieur à 10−3 m. Cette erreur est due à l’épaisseur du repère.
Afin de vérifier la repétabilité des essais, au moins cinq essais sont réalisés pour chaque
configuration.
2.5.5.1 Écoulement de 0.5m/s et angle initial de -60◦
On se place dans le cas d’un écoulement de 0.5m/s et d’un angle initial de -60◦. 23 essais
ont été réalisés. 19 essais sont ici considérés comme réussis. Les essais qui ne sont pas réussis
sont des essais où le système d’insertion a géné l’objet ou que le lâcher ne s’est pas déroulé cor-
rectement. Les résultats de trajectographie pour ces 19 essais sont regroupés Figure 2.34. Parmi
ces 19 essais, 15 sont validés comme étant similaires entre eux. Les quatre essais non-validés
ont une évolution de l’angle légèrement différente des autres. La tendance est cependant la
même pour tous les essais i.e. l’objet fait un tour sur lui-même pendant que son centre de
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Figure 2.33. Angles expérimentaux calculés à partir du point 1 et du point 2 pour un écoulement de 0.5
m/s et un angle initial de +60◦
gravité suit une trajectoire oblique . La répétabilité des essais est satisfaisante. La pente atten-
due pour la trajectoire du centre de gravité selon le calcul analytique réalisé Section 2.5.4.5 est
comprise pour un écoulement de 0.5 m/s entre 0.42 et 0.7 m/s. Les pentes réalisées pendant
les essais sont comprises entre 0.325 et 0.5. Les essais donnent une pente légèrement inférieure
au calcul réalisé en première approximation. Il se peut que le coefficient de traînée soit sous-
estimé dans le calcul.
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(b) Trajectoire
Figure 2.34. 15 essais considérés comme valides, quatre essais comme non valides pour un écoulement
de 0.5 m/s et un angle initial de -60◦
2.5.5.2 Écoulement de 0.5m/s et angle initial de -30◦
La répétabilité est très bonne dans ces conditions. Six essais sur sept présentent une évo-
lution temporelle de l’angle similaire pendant 0.8 s. Les trajectoires du centre de gravité sont
également similaires pour les sept essais. Elles tendent vers une droite asymptote ayant une
pente comprise entre 0.375 et 0.475. Cet intervalle est compris dans l’intervalle obtenu pour un
angle initial de -60◦.
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Figure 2.35. Six essais considérés comme valides, un essai comme non valide pour un écoulement de
0.5 m/s et un angle initial de -30◦
2.5.5.3 Écoulement de 0.5m/s et angle initial de 0◦
15 essais sont réalisés pour un écoulement de 0.5m/s et un angle initial de 0◦. Deux types
de comportement sont obtenus pour cette configuration : si l’angle oscille périodiquement —
on nommera ce type de comportement le type 1 dans la suite — ou si l’objet tourne sur lui-
même en continu — type 2— (fait des loopings). Six essais sont apparus être du type 1, huit
du type 2 et l’objet a emprunté une trajectoire atypique dans un essai. Dans ce dernier cas, des
frottements entre l’objet et la paroi semblent avoir perturbé la trajectoire. Les résultats de ces
expériences sont présentés Figures 2.36 et 2.37. La pente des trajectoires réalisées par le centre
de gravité pour le type 1 est comprise entre 0.325 et 0.5 ce qui correspond à l’intervalle obtenus
également pour un angle initial de -60◦. Les essais correspondant au type 2 ont une meilleure
répétabilité. La pente est comprise entre 0.4 et 0.425.
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Figure 2.36. Six essais considérés comme valides de type 1 pour un écoulement de 0.5 m/s et un angle
initial de 0◦
2.5.5.4 Écoulement de 0.5m/s et angle initial de 90◦
Dans quatre essais sur cinq, l’évolution de l’angle est du même type : l’objet commence
à tourner sur lui-même dans le sens inverse du sens trigonométrique. Dans un essai il tourne
dans le sens trigonométrique. La répétabilité est moins bonne que dans les configurations pré-
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Figure 2.37.Huit essais considérés comme valides de type 2 pour un écoulement de 0.5 m/s et un angle
initial de 0◦
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Figure 2.38.Quatre essais considérés comme valides, 1 essai comme non valide pour un écoulement de
0.5 m/s et un angle initial de 90◦
cédentes. Seuls deux essais ont une évolution de l’angle vraiment similaire. Les deux autres
sont décalées d’une cinquantaine de degrés. La pente de la droite asymptote, limite de la tra-
jectoire du centre de gravité de l’objet, est comprise pour les quatre essais valides entre 0.25 et
0.3. Ces valeurs sont inférieures aux valeurs obtenues pour les autres configurations.
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2.5.5.5 Écoulement de 0.75m/s et angle initial de -60◦
Cinq essais sont réalisés pour un écoulement de 0.75 m/s et un angle initial de -60◦.
La répétabilité est mauvaise. La pente des trajectoires du centre de gravité est différente pour
chaque essai et est comprise entre 0.15 et 0.4. Pour cette vitesse d’écoulement, le calcul de pre-
mière approche réalisé Section 2.5.4.5 donne une pente entre 0.28 et 0.47. L’ordre de grandeur
est le mêmemais, comme pour un écoulement de 0.5 m/s, les essais donnent un résultat légè-
rement inférieur au calcul.
! !"# !"$ !"% !"& !"' !"( !") !"* !"+
!$!!
!#'!
!#!!
!'!
!
'!
#!!
#'!
,
-
.
/0
12
3
0
.
"4
506781284
1
1
(a) Angle
!!"# ! !"# !"$ !"% !"& !"' !"(
!!"!'
!
!"!'
!"#
!"#'
!"$
)*+,-
.
*+
,
-
*
*
(b) Trajectoire
Figure 2.39. Cinq essais réalisés pour un écoulement de 0.75 m/s et un angle initial de -60◦
2.5.5.6 Écoulement de 0.25m/s et angle initial de 0◦
Pour les essais à 0.25m/s, l’objet a une trajectoire plus verticale et passe par des endroits
dans la veine où le critère de parallélisme des parois n’est pas respecté. L’objet semble frot-
ter voire même rester bloqué par endroits à chaque essai. Aucun essai n’est considéré comme
valide pour cette vitesse d’écoulement.
2.5.6 Comparaison des résultats expérimentaux aux résultats numériques
2.5.6.1 Écoulement de 0.5m/s et angle initial de -60◦
Le type de trajectoire observé pour un écoulement de 0.5 m/s et -60◦ d’angle initial est le
même numériquement et expérimentalement (voir Figure 2.40). Les résultats expérimentaux
sont basés sur une moyenne de 15 essais. Les essais validés montrent tous un objet réalisant
des loopings comme dans la simulation numérique, malgré un décalage d’une cinquantaine
de degré qui intervient dès le départ : durant les essais, l’objet met 0.1 s avant de commencer
à tourner sur lui-même a une vitesse de rotation constante, contrairement au modèle numé-
rique qui a dès le départ une vitesse de rotation importante. Après des départs qui diffèrent, les
angles numérique et expérimentaux évoluent avec une pente similaire. Les trajectoires, après
un départ qui différent, sont colinéaires également. Les vitesses de translationVx et Vz de cha-
cune sont présentées Figure 2.41 filtrées par un passe-bas de type Butterworth. Ce filtre a pour
effet de lisser le signal en enlevant les hautes fréquences. On filtre ici les fréquences aux envi-
rons de 125Hz qui correspondent aux erreurs dues au post-traitement du fait que la cadence de
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prise de vues est de 250 images/s. L’évolution de Vx est correctement prédite, la vitesse limite
verticale est similaire expérimentalement et numériquement.
!!"# ! !"# !"$ !"% !"& !"' !"( !") !"* !"+
!
!"!'
!"#
!"#'
!"$
!"$'
!"%
,-./0
1
-.
/
0
-
-
2,3245/26789
6:/245;:2
(a) Trajectoire
!!"# ! !"# !"$ !"% !"& !"' !"( !") !"* !"+
!&'!
!&!!
!%'!
!%!!
!$'!
!$!!
!#'!
!#!!
!'!
,-./01203
4
5
6
7-
12
8
-
6
"3
1
1
-9/-:;.-5<=7
5>.-:;?>-
(b) Angle en fonction du temps
Figure 2.40. Comparaison de lamoyenne des essais valides à la simulation numérique pour 0.5m/s -60◦
(l’erreur correspond à l’écart-type obtenu sur les essais valides)
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(b) Vitesse verticale Vz
Figure 2.41. Évolution temporelle des vitesses numériques et expérimentales filtrées pour 0.5 m/s et
-60◦
2.5.6.2 Écoulement de 0.5m/s et angle initial de -30◦
Le résultat numérique n’est pas du même type que les essais. Numériquement, l’objet
tourne sui lui-même dans le sens inverse du sens trigonométrique et expérimentalement, l’ob-
jet oscille autour de 0◦ environ. La prédiction est mauvaise dans ce cas qui montre pourtant un
écart-type faible sur les essais.
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Figure 2.42. Évolution temporelle de la vitesse de rotation (deg./s) numérique et expérimentale filtrée
pour 0.5 m/s et -60◦
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(b) Angle en fonction du temps
Figure 2.43. Comparaison de la moyenne des six essais valides à la simulation numérique pour 0.5 m/s
et -30◦ (l’erreur correspond à l’écart-type obtenu sur les essais valides)
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2.5.6.3 Écoulement de 0.5m/s et angle initial de 0◦
On considère à présent un angle initial de 0◦ dans un écoulement de 0.5 m/s. Quel que
soit le type de la trajectoire, la trajectoire du centre de gravité est la même pour les essais et
la simulation numérique : linéaire et de même pente. Cette pente vérifie le rapport entre les
vitesses limites verticale et horizontale atteintes analytiquement. Les évolutions temporelles
de Vx et Vz numériques et expérimentales sont présentées Figure 2.45. On constate qu’elles
atteignent rapidement les vitesses limites, les dépassent et oscillent autour de ces valeurs. Le
prédiction est satisfaisante concernant les vitesses.
En ce qui concerne l’angle, la simulation numérique est du type 1. Cependant, la pre-
mière oscillation a une amplitude plus importante numériquement qu’expérimentalement. La
vitesse de rotation n’est pas correctement prédite. La fréquence d’oscillation est de 1Hz.
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(b) Angle en fonction du temps
Figure 2.44. Comparaison de la moyenne des six essais valides à la simulation numérique pour 0.5 m/s
et 0◦ du type 1 (l’erreur correspond à l’écart-type obtenu sur les essais valides)
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(b) Vitesse verticale Vz
Figure 2.45. Évolution des vitesses numériques et expérimentales filtrées pour 0.5 m/s et 0◦ du type 1
2.5.6.4 Écoulement de 0.5m/s et angle initial de 90◦
La trajectoire observée pour un écoulement de 0.5 m/s et 90◦ d’angle initial est la même
numériquement et expérimentalement (voir Figure 2.47). Les résultats expérimentaux sont ba-
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Figure 2.46. Évolution temporelle de la vitesse de rotation (deg./s) numérique et expérimentale filtrée
pour 0.5 m/s et 0◦ du type 1
sés sur une moyenne de quatre essais. Le cinquième montrait un looping dans le sens inverse
des quatre autres. Cependant, tous les essais ont montré un comportement du type 2 contrai-
rement au numérique qui est du type 1 (oscillations périodiques) avec une fréquence de 1 Hz.
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Figure 2.47. Comparaison de la moyenne des six essais valides à la simulation numérique pour 0.5 m/s
et 90◦ (l’erreur correspond à l’écart-type obtenu sur les essais valides)
2.5.6.5 Écoulement de 0.75m/s et angle initial de -60◦
L’évolution de l’angle obtenue numériquement correspond à un objet tournant sur lui-
même rapidement dans le sens inverse du sens trigonométrique. Cette évolution ne corres-
pond à aucun des cinq essais réalisés dans un écoulement de 0.75 m/s pour un angle initial
de -60◦, qui montre pourtant des comportements différents les uns des autres. Aucun résultat
expérimental n’est comparable à la simulation numérique ni répétable. Il n’est pas possible de
conclure sur la qualité de la prédiction dans cette configuration.
2.5.6.6 Constat général
Une bonne prévision des translations avec un écart important pour l’angle est le constat
général au vue de la totalité des résultats. La translation est stabilisée par l’écoulement, ce qui
nous a amené à travailler avec une veine hydrodynamique. L’angle, quant à lui, semble subir les
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instabilités du sillage comme dans le cas du fluide statique (cf. Section 2.4.4). L’angle est induit
par le couple que subit l’objet. Ce couple est causé par la position du point d’application P de
la résultante des forces de pression "FP comme schématisé Figure 2.48 par rapport au centre
de gravité G . Le poids, s’appliquant en G , et la poussée d’Archimède, s’appliquant au centre
de volume qui, dans le cas présent, est confondu avec G , n’impliquent pas de moment. Ces
forces sont représentées sur le schéma Figure 2.48 par "FG . Ces forces s’expriment en leur point
d’application respectif par les torseurs suivants :
{"FG }=

0 0
0 0
∆ρV g 0

G
(2.10)
{"FP }=

FPx 0
0 0
FPy 0

P
(2.11)
On transporte le torseur des forces de pression au pointG . Cela donne :
{"FP }=

FPx 0
0 FPzdx−FPxd y
FPz 0

G
(2.12)
avec dx et dy , les coordonnées du vecteur
−→
PG . Le code hydrodynamique nous fournit les ef-
forts totaux Fx et Fz et le moment My au centre de gravité à chaque pas de temps. On a les
égalités suivantes :
Fx = FPx (2.13)
Fz = FPz +∆ρV g (2.14)
My = FPzdx−FPxd y = (Fz −∆ρV g )dx−Fxd y (2.15)
En connaissant le moment, Fx et Fz , on peut calculer la pente α = dx/dy telle que schémati-
sée Figure 2.48. On constate numériquement pour une vitesse d’écoulement de 0.5 m/s et un
angle initial de -30◦ Figure 2.49 que α oscille au cours du temps avec une grande amplitude et
une fréquence de 2 Hz, le point P se déplace de part et d’autre du pointG . Le champ de pres-
sion autour de l’objet est donc instationnaire. Ceci est dû aux décollements de la couche limite
apparaissant du fait des arêtes vives du rectangle.
Le choix de la forme de l’objet a été fait dans un souci de validation générale, tout en res-
tant proche des formes d’engins que l’on retrouvent dans les applications qui nous intéressent.
Le rectangle était alors le choix le plus adapté. On s’aperçoit à présent que cette forme n’est pas
adaptée à la prédiction de la trajectoire. Dans le cas d’un objet sans arête vive (ellipsoïde par
exemple), la couche limite risquerait moins de se décoller et le sillage présenterait moins d’in-
stabilités. Le couple sur l’objet devrait être plus stable ce qui permettrait de prédire l’évolution
de l’angle au cours de la trajectoire. La validation générale n’étant pas réalisable, une validation
plus ciblée selon les applications devra être effectuée.
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Figure 2.48. Points d’application des résultantes des forces de gravité "FG et des forces de pression "FP sur
le rectangle en mouvement dans un écoulement de vitesseU∞
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Figure 2.49. Pente α telle que schématisée Figure 2.48, obtenue numériquement et filtrée, en fonction
du temps pour un écoulement de 0.5 m/s et un angle initial de -30◦
2.6 Bilan du chapitre
2.6.1 Bilan de la partie statique
Le couplage entre le code résolvant le PFD et le code RANSE est décrit dans ce chapitre.
Afin de réaliser nos simulations, un remaillage est nécessaire à chaque pas de temps. Cette
méthode donne des résultats cohérents tant que la taille des mailles est petite par rapport au
déplacement de l’objet en un pas de temps, et tant que lemouvement n’est pas chaotique. Une
première étape expérimentale est réalisée : des essais sont entrepris avec une veine statique
bidimensionnelle. Le but est de vérifier la possibilité de forcer la trajectoire à être 2D, en pla-
çant les objets dans un espace ne leur permettant pas de se déplacer en 3D, en l’absence de
frottements sur les parois. La vitesse de chute d’un cylindre en acier dans de l’eau est vérifiée
expérimentalement. Les observations donnent un jeu nécessaire entre la paroi et l’objet entre
0.2 et 0.7 mm. Lorsque la densité de l’objet se rapproche de celle de l’eau, ou que la forme de
l’objet comporte des singularités (angle ou arête vive), la trajectoire peut rapidement devenir
chaotique si aucune vitesse n’est forcée. Une variation de 0.25◦ de l’angle initial est montrée
numériquement avoir des effets importants sur la trajectoire. Expérimentalement, l’évolution
temporelle de l’angle est très différente et ceci affecte les translations qui sont soumises aux
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seules forces de gravité. Des travaux précédents sur de telles trajectoires confirment que les
paramètres de nos essais ou simulations nous placent dans le domaine chaotique. Cependant,
une étude approfondie de la transition entre comportement stationnaire et chaotique (du type
de celle réalisée par Jenny et al. (2004)) devrait être réalisée en tenant compte de la forme de
l’objet.
2.6.2 Bilan de la partie dynamique
Les applications qui nous intéressent font toutes intervenir un écoulement. Les engins
concernés n’ont pas une trajectoire chaotique. Ainsi, pour valider notreméthode de prédiction
de trajectoires, et comme notre capacité à réaliser des trajectoires 2D propres à été montrée,
la deuxième phase expérimentale concerne un tunnel hydrodynamique 2D, conçu et construit
au sein de l’ENSTA-Bretagne.
Une étude préliminaire a permis de dimensionner le dispositif expérimental et ses divers
composants assurant l’uniformité de l’écoulement. On obtient ainsi un écoulement uniforme
à 10% près sur toute la hauteur de la veine. La réactivité du dispositif est importante : l’établis-
sement de l’écoulement est réalisé en quelques minutes. Aucun ralentissement n’apparaît en
bord de zone d’essai du fait de la couche limite. Le système d’insertion et de lâcher des objets
directement dans l’écoulement est relativement satisfaisant. Il est néanmoins possible que ce
système gêne le déplacement de l’objet au départ. Cependant, cet effet n’a pas pu être prouvé.
Le post-traitement ne permet de vérifier la valeur de l’angle initial qu’à trois degrés près. Pour
un écoulement de 0.5 m/s, les essais montrent une bonne répétabilité malgré le fait que plu-
sieurs types de trajectoires aient été observés. Certains essais ponctuels montrent des ralentis-
sement brutaux et donnent des résultats très éloignés de la moyenne. Ceci est caractéristique
de frottements sur la paroi. La répétabilité est mauvaise pour un écoulement de 0.75 m/s. Pour
0.25 m/s, l’objet frotte sur la paroi visiblement. En effet, le critère de parallélisme des plaques,
permettant d’avoir des trajectoires 2D sans frottements, n’est pas correctement respecté par-
tout dans la veine. Ce défaut pourrait être corrigé en remplaçant les plaques de plexiglas par
des plaques de plus petite taille intercalées avec des renforts. L’épaisseur des plaques pourra
de ce fait être moins importante. Une autre solution est de remplacer le collage par un système
de boulonnage. L’étanchéité est alors assurée par un joint plat. Cette solution, rejetée au dé-
part pour ses problèmes supposés d’étanchéité, pourrait assurer la liaison encastrement sur
laquelle reposait le dimensionnement des plaques.
Dans un souci de validation générale du couplage numérique, tout en restant proche
des formes rencontrées dans les applications qui nous intéressent, l’objet étudié est un rec-
tangle. Les résultats numériques montrent que l’écoulement stabilise la trajectoire et donne
une évolution identique de l’angle au cours du temps quand l’angle initial est varié de 0.25◦,
contrairement au cas statique. Les trajectoires obtenues avec les mêmes conditions initiales
mais avec des maillages différents donnent également des résultats identiques malgré le re-
maillage à chaque pas de temps. Les résultats ne semblent pas chaotiques. Les trajectoires ainsi
que l’évolution de l’angle au cours du temps restent proches lorsque l’écoulement varie de 10%.
Toutefois, lorsque l’angle initial est donné à 3◦ près, comme dans nos essais, le couplage nu-
mérique donne une évolution temporelle de l’angle très différente, avec des décalages de plus
de 40◦ ; la trajectoire reste quant à elle relativement similaire. Le premier constat est donc que
l’angle initial a toujours beaucoup d’influence sur l’évolution de l’angle au cours du temps.
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La bonne répétabilité de certaines configurations montre que le réglage de l’angle initial est
bon. L’angle initial a ici peu d’effet sur les translations comparé au cas statique. L’écoulement
stabilise les translations.
La comparaison entre les résultats numériques et expérimentaux donne des résultats si-
milaires en ce qui concerne les translations, ainsi que les vitesses horizontales et verticales. Ces
vitesses oscillent de plus autour de valeurs correspondant aux valeurs analytiques. En ce qui
concerne l’angle, l’évolution au cours du temps n’est pas la même dans la plupart des cas. En
observant l’évolution de la position du point d’application de la résultante des forces de pres-
sion, on constate qu’elle passe de part et d’autre du centre de gravité. Lemoment sur l’objet est
de ce fait instationnaire, passant d’une valeur positive à une valeur négative périodiquement.
Ceci conduit à un angle soumis aux instationnarités du sillage, importantes dans le cas d’un ob-
jet à arêtes vives (rectangle) du fait des décollements de la couche limite. Le rectangle est en fait
l’objet ayant le plus d’arêtes, que l’on peut rencontrer lors des applications sous-marines. Le
cylindre ou l’ellipsoïde sont plus fréquents. La validation générale du code numérique n’ayant
pas été réalisée, une validation cas par cas sera nécessaire.
82
Chapitre 3
Couplage avec un code potentiel
“Essentially, all models are wrong, but some are useful.”
George Edward Pelham Box (1987)
Dans ce chapitre, les équations d’Euler-Newton sont couplées avec une méthode potentielle.
La propulsion biomimétique est tout d’abord simulée en mouvement forcé. Une procédure de
comparaison de ses performances hydrodynamiques à celles d’une hélice est proposée. Une
aile en mouvement libre utilisant ce type de propulsion est ensuite simulée.
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3.1 Introduction
La routine résolvant les équations d’Euler-Newton estmaintenant couplée à un code po-
tentiel. Les grandes lignes de la théorie potentielle sont rappelées en début de chapitre. En res-
pectant les hypothèses de cette théorie, il nous est possible de simuler les mouvements libres
d’un planeur sous-marin du type de celui représenté Figure 3.1 (en anglais, glider). Ce type
d’engin se sert de la propulsion dite biomimétique (imitant lesmammifèresmarins) pour avan-
cer. Par un système de ballast et de déplacement de son centre de gravité, le planeur va osciller
sous l’eau comme la nageoire caudale d’animaux marins. Ces engins intéressent de plus en
plus les chercheurs pour la récolte de données océanographiques. En effet, les planeurs sous-
marins permettent à moindre coût de récolter des profils de température, de salinité ou des
taux de CO2 (Rudnick et al., 2004).
Figure 3.1.Glider STERNE développé par le laboratoire DTN de l’ENSIETA (Moitie and Seube, 2001)
Ainsi, depuis plusieurs années, la locomotion desmammifèresmarins par oscillations de
leur nageoire caudale a inspiré les chercheurs pour concevoir des systèmes similaires pour les
bateaux ou les véhicules sous-marins (Isshiki and Murakami, 1986; Jurgens, 2001; Love et al.,
2010). L’intérêt pour de tels mécanismes biomimétiques a réellement commencé dans les an-
nées 70. À cette époque, certaines équipes de chercheurs développaient une partie de la théorie
instationnaire des corps élancés (Lighthill, 1970) pendant que d’autres étudiaient la nage d’ani-
mauxmarins de forme élancée (carangue, thon, cétacé) en se basant sur des observations (Wu,
1971; Newman andWu, 1973; Bose et al., 1990). Dans les deux cas, unmouvement d’oscillation
combinant unmouvement de translation et de rotation permet de produire de la poussée plus
ou moins efficacement.
Les performances hydrodynamiques des ailerons oscillants ont depuis été étudiées de
toutes les façons : analytiquement (Katz andWeihs, 1979), numériquement (Liu andBose, 1993;
Bose, 1995; Liu and Bose, 1997; Pedro et al., 2003; Schouveiler et al., 2005) et experimentale-
ment (Anderson et al., 1998; Read et al., 2003). Ces études s’appliquent à faire varier différents
paramètres : le nombre de Strouhal représentant la fréquence réduite du système, l’amplitude
du mouvement de rotation θ0 — appelé tangage —, l’amplitude du mouvement de translation
h0 — appelé pilonnement —, combinés avec des paramètres décrivant la géométrie de l’aile-
ron.
Cependant, pour avancer, contrairement aux cétacés, les planeurs sous-marins doivent
effectuer de grandes amplitudes verticales (de l’ordre de 100m) comme lemontre la Figure 3.2.
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Le temps de déplacement entre deux endroits cibles (target sur la Figure 3.2) n’est absolument
pas optimisé. Une équipe américaine a mis au point un "nageur" sous-marin — appelé Li-
berdade XRay et présenté par D’Spain et al. (2005) (Fig. 3.3) — qui, au lieu de se déplacer es-
sentiellement verticalement (vitesse moyenne horizontale des planeurs en service : 0.3 m/s),
se déplacerait horizontalement avec une vitesse proche de 2 m/s. Cette équipe n’a pas encore
communiqué sur la trajectographie de l’engin.
Figure 3.2. Exemple de trajectoire d’un planeur sous-marin progressant à une vitesse de 0.5 noeuds,
effectuant des oscillations verticales de 200 m d’amplitude
Figure 3.3. Liberdade XRay développé en 2006 par le bureau de la Navy américaine chargé des re-
cherches navales
Ce type d’engin est intéressant car il allie l’économie d’énergie due à la propulsion bio-
mimétique avec une rapidité proche de celle d’un AUV propulsé par des hélices.
Le but est alors de déterminer le mouvement idéal pour avancer grâce à la propulsion
biomimétique. La littérature apporte quelques résultats significatifs selon les paramètres étu-
diés. Les observations de la nature (Bose et al., 1990; Fish, 1998; Taylor et al., 2003) rapportent
des nombres de Strouhal compris entre 0.2 et 0.4. Elles s’accordent également sur une ampli-
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tude de tangage entre 20◦ et 40◦. Seul Fish (1998) s’est intéressé à l’influence des paramètres du
mouvement sur les performances dans le cas des cétacés. Une de ses principales conclusions
est que l’amplitude de pilonnement a peu d’effet sur les performances propulsives. Même si
ces études regroupent beaucoup de géométries d’ailerons, elles n’apportent pas de conclusion
générale sur celle qui serait la plus efficace.
Les travaux expérimentaux et numériques réalisés par Anderson et al. (1998); Triantafyl-
lou et al. (2000); Read et al. (2003); Godoy-Diana et al. (2008); Politis and Tsarsitalidis (2009)
confirment qu’un nombre de Strouhal compris entre 0.2 et 0.4 conduit à un bon rendement
propulsif. L’intervalle d’amplitude de tangage recommandé par les études numériques de Pe-
dro et al. (2003); Read et al. (2003) est [30◦ ; 40◦], ce qui est également en accord avec les obser-
vations dans la nature. La modélisation du mouvement des nageoires caudales de dauphins et
de baleines en Quasi-Vortex-Lattice Method (QVLM) réalisée par Liu and Bose (1993) confirme
la conclusion de Fish (1998) : ils montrent que l’amplitude de pilonnement a peu d’influence
sur le mouvement pour des rapports amplitude/corde compris entre 1 et 2.5. D’autre part, une
étude expérimentale menée par Anderson et al. (1998) montre qu’un rapport amplitude/corde
trop petit (<1) réduirait les performances propulsives. Cette conclusion est cependant remise
en question par une étude numérique 2D en fluide visqueux de Pedro et al. (2003) qui donne
un rendement maximum pour un rapport amplitude/corde de 0.5.
Un paramètre additionnel intervient dans tous les travaux expérimentaux et numériques
précédemment cités : la différence de phase entre le mouvement de translation et celui de ro-
tation. Toutefois, il a été montré analytiquement, expérimentalement et numériquement (Katz
and Weihs, 1979; Barrett et al., 1999; Read et al., 2003; Pedro et al., 2003) que les performances
sont optimales pour une différence de phase aux alentours de pi/2. Triantafyllou et al. (2000)
considère ce paramètre comme directement lié à la génération d’une allée de von Karman in-
versée, qui serait responsable de la génération de poussée. Il apparaît en effet à travers la litté-
rature (Li et al., 2003; Guglielmini et al., 2004; Godoy-Diana et al., 2008; Politis and Tsarsitalidis,
2009) que la production de poussée est toujours accompagnée de la génération d’une allée de
von Karman inversée. Bergmann et al. (2006) ont montré que, en générant une allée de von
Karman inversée à l’aide d’un cylindre oscillant, de la poussée était produite. Au vu de ces ré-
sultats, les deux phénomènes semblent équivalents.
Une bibliographie plus détaillée a été realisée parMittal (2004) concernant les méthodes
numériques utilisées pour modéliser la propulsion biomimétique et par Triantafyllou et al.
(2004) sur les travaux expérimentaux dans ce domaine. Plus récemment, Neil Bose consacre
un chapitre dans son livre (Bose, 2008) aux propulseurs oscillants.
Malgré les nombreux travaux réalisés dans ce domaine, il est difficile de conclure caté-
goriquement sur le mouvement optimal. Les confrontations expérimentales/numériques sont
rares ou ne sont pas concluantes. Les mesures de trajectoires lors des essais sont en effet dif-
ficiles à réaliser. Une étude détaillée de l’influence des différents paramètres du mouvement
doit donc être réalisée en fixant quelques degrés de liberté avant de simuler des mouvements
libres (Section 3.6). Il est ensuite intéressant d’utiliser les résultats de cette étude paramétrique
pour comparer cemoyen de propulsion à unmoyen de propulsion conventionnel qui n’a plus à
faire ses preuves : l’hélice. Sur ce sujet, Yamaguchi and Bose (1994) présentent une étude expé-
rimentale qui vise à comparer deux ailerons oscillants à des amplitudes et fréquences précises
à une hélice de typeMAU5-55. Les efficacités trouvées sont dumême ordre de grandeur. Ce cas
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particulier ne donne absolument pas une réponse générale sur le moyen de propulsion le plus
efficace. L’étude paramétrique réalisée ici va permettre de comprendre l’influence de chaque
paramètre sur les performances hydrodynamiques et, ainsi, de pouvoir les mettre en parallèle
avec les paramètres de l’hélice. Une procédure de comparaison est décrite à la Section 3.6.
Enfin, la dernière section présente nos premiers résultats en mouvements libres, avec
des efforts de commande réaliste de ballast et de déplacement du centre de gravité.
3.2 Théorie de l’écoulement potentiel
Dans cette section, on présente la théorie de l’écoulement potentiel. Une partie de cette
description est fortement inspirée de Katz and Plotkin (2001), une référence incontournable du
domaine.
3.2.1 Équation principale
On considère un domaine de fluide V entouré par les surfaces S = SB +SW +S∞ où SB
désigne la surface d’un corps solide, SW la surface de sillage et S∞ la surface à l’infini. Cette
dernière représente la limite extérieure du domaine (voir la Figure 3.4). Les vecteurs normaux
"n sont définis de telle façon qu’ils pointent vers l’extérieur du domaine fluide. Si on suppose
Figure 3.4.Définition du problème potentiel
que le fluide est incompressible, l’équation de conservation de la masse, également appelée
équation de continuité, peut s’écrire comme suit :
div"v = 0 (3.1)
Si de plus on suppose que le fluide est non-visqueux et irrotationnel, les vitesses dérivent du
gradient d’une fonction scalaireΦ appelée potentiel des vitesses.
"v = "∇Φ (3.2)
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La substitution de l’Équation (3.2) dans l’Équation (3.1) amène à une équation aux déri-
vées partielles appelée équation de Laplace :
∇2Φ= 0 (3.3)
Cette équation est l’équation principale du problème. Les pressions sont ensuite calculées à
partir de la relation de Bernoulli (1.28) qui dérive des équations de conservation de la quantité
de mouvement en considérant les hypothèses précédentes.
3.2.2 Conditions aux limites
3.2.2.1 Condition de glissement
Sur la surface solide, puisque l’on néglige les effets visqueux, la condition d’adhérence
(vitesse relative nulle à la paroi) est remplacée par la condition de glissement :
"v ·"n = "∇Φ ·"n = 0 sur SB (3.4)
3.2.2.2 Condition à l’infini
De plus, la fonction Φ est composée de Φ∞ dû à la vitesse de l’écoulement amont et de
ϕ le potentiel de perturbation dû à la présence de l’obstacle. Les vitesses de perturbation "∇ϕ
induites par le corps doivent s’atténuer en s’éloignant du corps. Ainsi le gradient du potentiel
des vitesses se réduit à la vitesse de l’écoulement loin du corps :
lim
r→∞
"∇ϕ= 0 (3.5)
où r désigne la distance entre le point considéré et le corps. Cette condition est appelée la
condition de régularité (atténuation) à l’infini.
3.2.2.3 Condition de Kutta
Il est nécessaire d’ajouter une condition supplémentaire pour les simulations po-
tentielles des corps portants : la condition de Kutta. Elle impose une condition de non-
contournement du bord de fuite d’un corps portant et également que la vitesse doit être finie
au bord de fuite. Elle est traduite par le fait qu’au bord de fuite la différence de pression entre
les deux cotés, l’intrados et l’extrados, est nulle.
∆PTE = 0 (3.6)
En réalité, la portance est liée à l’effet visqueux. Pour les codes de calcul de type Navier-
Stokes, dans lesquels la viscosité est prise en compte, la condition de Kutta est naturellement
vérifiée pour des angles d’attaque inférieurs à l’angle de décrochement. On ne peut pas simu-
ler la portance avec un code de type Euler. La meilleure illustration du fait que la portance est
liée à la viscosité est le cas du cylindre tournant. Quand un cylindre est placé dans un écoule-
ment uniforme, l’écoulement autour du cylindre est symétrique (voir la Figure 3.5(a)). Lorsque
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le cylindre tourne, la rotation va modifier l’écoulement autour du cylindre par frottement et
crée ainsi une circulation. L’écoulement résultant est asymétrique. D’un côté, le fluide est ac-
céléré et la pression diminue. De l’autre côté le fluide est ralenti et la pression augmente. La
différence de pression génère la portance, l’effort perpendiculaire à la vitesse en amont (voir
Figure 3.5(b)). Cet effet est appelé l’effetMagnus. Sans l’effet de la viscosité, l’écoulement serait
identique à celui de la Figure 3.5(a) et la portance serait nulle. La théorie des profils portants
est basée sur l’étude du cylindre tournant. La relation de Kutta permet de forcer l’écoulement
non-visqueux extrados à longer le profil jusqu’au bord de fuite. Les écoulements intrados et
extrados se rejoignent alors au bord de fuite de la même manière que pour les écoulements
visqueux. Dans le cas du cylindre tournant, pour simuler l’effet visqueux on rajoute un tour-
billon centré qui force la rotation de l’écoulement en générant ainsi de la circulation et donc de
la portance. Par la transformation conforme de Joukovski, on met en évidence la nécessité de
placer un point d’arrêt au bord de fuite.
(a) Cylindre fixé (b) Cylindre tournant
Figure 3.5. Effet Magnus sur un cylindre tournant
En écoulement non-visqueux autour d’un profil, on doit donc ajouter cette condition
supplémentaire. Cette condition dite de Kutta permet de forcer un point d’arrêt au bord de
fuite simulant ainsi l’action de la viscosité sur les lignes de courant. Si on considère un foil placé
en incidence dans un écoulement non-visqueux, sans la condition de Kutta, le point d’arrêt en
aval ne coïnciderait pas avec le bord de fuite et la portance serait nulle (voir Figure 3.6(a)).
Avec la condition de Kutta, le point d’arrêt en aval coïncide avec le bord de fuite et la portance
estimée est alors très proche de la portance réelle (voir Figure 3.6(b)). Cette modélisation est
pertinente tant qu’il n’y a pas présence de décollement de la couche limite. A fort nombre de
Reynolds et pour de faibles angles d’attaque, comme dans le cas des sections de pale d’hélice
ou des ailerons de profil type NACA, le décollement de la couche limite ne se produit pas.
(a) Sans la condition de Kutta (b) Avec la condition de Kutta
Figure 3.6. Effet de la condition de Kutta sur l’écoulement de fluide parfait autour d’un aileron
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3.2.3 Solution intégrale
L’équation de Laplace (Éq. (3.3)) doit être déterminée pour le domaine fluide défini à la
Figure 3.4. On suppose que les fonctions scalaires Φ1 et Φ2 sont des solutions de l’équation
de Laplace. En appliquant le théorème de flux-divergence à la fonction Φ1"∇Φ2−Φ2"∇Φ1, on
obtient : ∫
S
(
Φ1"∇Φ2−Φ2"∇Φ1
) ·"ndS =∫
V
(
Φ1∇2Φ2−Φ2∇2Φ1
)
dV (3.7)
De plus, on définit Φ1 = G et Φ2 = Φ où G désigne la fonction de Green et Φ le potentiel des
vitesses. L’Équation (3.7) se réduit à :∫
S
(
G"∇Φ−Φ"∇G) ·"ndS = 0 (3.8)
En considèrant le domaine V et un domaine sphérique de rayon % autour du point X , on peut
écrire : ∫
S+S%
(
G"∇Φ−Φ"∇G) ·"ndS = 0 (3.9)
La fonction de GreenG est choisie de tellemanière que la condition d’atténuation à l’infini (Éq.
(3.5)) soit satisfaite. Dans le cas tridimensionnel, elle est choisie comme suit :
G = 1
r
(3.10)
L’Équation (3.9) devient : ∫
S+S%
(
1
r
"∇Φ−Φ"∇ 1
r
)
·"ndS = 0 (3.11)
Afin de déterminer la valeur de la fonctionΦ au point X , on utilise les coordonnées sphériques.
Le vecteur "n équivaut à −"er , ce qui implique "n ·"∇Φ=−∂Φ/∂r et "∇1/r =−(1/r 2)"er avec −"er =−"r
r
. On obtient :
−
∫
S%
(
1
r
∂Φ
∂r
+ Φ
r 2
)
dS+
∫
S
(
1
r
"∇Φ−Φ"∇ 1
r
)
·"ndS = 0 (3.12)
On suppose que la fonction Φ ne varie pas beaucoup dans la petite sphère (%→ 0), ∂Φ/∂r ≈ 0.
De plus,
∫
S%
dS = 4pi%2. Le terme intégral sur la surface sphérique % est donc
−
∫
S%
(
1
r
∂Φ
∂r
+ Φ
r 2
)
dS =−
∫
S%
(
Φ
r 2
)
dS =−4piΦ(X ) (3.13)
L’Équation (3.9) devient alors :
Φ(X )= 1
4pi
∫
S
(
1
r
"∇Φ−Φ"∇ 1
r
)
·"ndS (3.14)
On considère maintenant l’écoulement interne (à l’intérieur de la surface SB ). En introduisant
le potentielΦi intérieur à SB et en appliquant les Équations (3.8) et (3.10) àΦi , on obtient :
0= 1
4pi
∫
SB
(
1
r
"∇Φi −Φi"∇ 1r
)
·"ndS (3.15)
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En prenant l’influence du potentiel interne, l’Équation (3.14) devient
Φ(X )= 1
4pi
∫
SB
(
1
r
"∇ (Φ−Φi )− (Φ−Φi )"∇ 1r
)
·"ndS
+ 1
4pi
∫
SW+S∞
(
1
r
"∇Φ−Φ"∇ 1
r
)
·"ndS
(3.16)
L’intégrale sur la surface à l’infini peut être définie comme :
Φ∞(X )= 14pi
∫
S∞
(
1
r
"∇Φ−Φ"∇ 1
r
)
·"ndS (3.17)
Pour un écoulement uniforme :
"∇Φ∞ =U∞"x+V∞"y +W∞"z (3.18)
Dans le cas d’une hélice, il faut ajouter la vitesse due à la rotation de l’hélice.
"∇Φ∞ =U∞"x+V∞"y +W∞"z+"ω×"r (3.19)
De plus, la surface de sillage SW est supposée être fine, telle que le potentiel soit constant à
travers cette surface, ∂Φ/∂n = 0. L’Équation (3.16) devient :
Φ(X )= 1
4pi
∫
SB
(
1
r
"∇ (Φ−Φi )− (Φ−Φi )"∇ 1r
)
·"ndS (3.20)
− 1
4pi
∫
SW
Φ
∂
∂n
(
1
r
)dS+Φ∞ (3.21)
On définit alors :
−σ= ∂Φ
∂n
− ∂Φi
∂n
(3.22)
et :
−µ=Φ−Φi (3.23)
L’Équation (3.21) peut donc s’écrire :
Φ(X )=− 1
4pi
∫
SB
(
σ
1
r
−µ ∂
∂n
1
r
)
dS+ 1
4pi
∫
SW
µ
∂
∂n
1
r
dS+Φ∞(X ) (3.24)
Enfin, on peut déterminer le potentielΦ au point X dans le domaineV à partir de la valeur des
sources σ et doublets µ distribués sur les surfaces SB et SW . Par conséquent, le problème est
réduit à la détermination de ces quantités.
3.2.4 Méthode des singularités
La méthode des singularités est basée sur l’utilisation de solutions élémentaires de
l’équation de Laplace (3.24). Le principe est de remplacer le corps étudié par un ensemble de
sources σ et/ou de doublets µ. Ces éléments sont appelés des singularités car le coeur de ces
éléments est une fonction qui présente un point singulier (mathématiquement non-défini).
Ces singularités sont réparties à la surface des obstacles et les inconnues du problème sont
leurs intensités. Elles peuvent être distribuées de façon linéique ou surfacique demanière à re-
présenter les surfaces des obstacles solides ou les nappes tourbillonnaires. Les détails de cette
méthode se trouve dans le livre de Bousquet (2002). Dans la suite, un code potentiel tridimen-
sionnel tenant compte de la relation de Kutta est utilisé.
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3.3 Code potentiel tridimensionnel
Le code tridimensionnel utilisé pour ce développement appartient à la catégorie des
codes potentiels de deuxième génération dans le vocabulaire de Hoeijmakers (1992). La théo-
rie utilisée dans ce code a déjà été exposée auparavant par Laurens (2002). Une condition de
Dirichlet (Φ = 0) est utilisée pour l’intérieur du corps. Les deux problèmes (intérieur et exté-
rieur) sont raccordés à la frontière c’est-à-dire à la surface du corps. Les surfaces mouillées
sont discrétisées en facettes du premier ordre porteuses de distributions constantes de sources
et de doublets. Le sillage en aval du corps portant, aileron ou pale d’hélice, est représenté par
une nappe de facettes de premier ordre, porteuses de distributions constantes de doublets.
Cette nappe est générée demanière lagrangienne ce qui permet une simulation instationnaire.
Grâce à la condition de Dirichlet, les sources sont déterminées directement par la condition de
glissement (si l’on connaît la géométrie, on connaît la distribution des intensités des sources,
σ=−"U∞ ·"n). De cette manière, les inconnues du problème sont les intensités de doublets. On
recalcule à chaque pas de temps la position des sommets des facettes de la nappe de sillage
mais l’intensité des doublets, calculée quand la facette était au bord de fuite, reste inchangée.
Les corps non-portants, tels que le moyeu de l’hélice ou le corps du planeur, sont discré-
tisés avec des facettes de premier ordre porteuses de distribution de sources constantes. Même
si le corps peut être facilement représenté de cette manière, il n’a en général qu’une très faible
influence sur les coefficients hydrodynamiques globaux que sont les coefficients de poussée
et de couple et il n’est pas représenté lors des travaux de développement comme celui-ci. En-
fin, le frottement est pris en compte en utilisant la solution de Blasius en régime laminaire :
C f (s) = 0.664/
√
Re(s) avec Re(s) = V (s)(s − s0)/ν où s est l’abscisse curvilinéaire et s0 la po-
sition du bord d’attaque ; et en régime turbulent C f (s) = 0.027/ 7
√
Re(s). La transition d’un ré-
gime à l’autre est réalisée pour Re = 500 000. Ainsi le frottement ne dépend que du nombre
de Reynolds, c’est-à-dire de la vitesse locale à chaque pas de temps. Si le mouvement est ac-
céléré, la couche limite va passer d’un état à l’autre, sans temps de transition. Cette procédure
est usuelle pour les calculs instationnaires d’hélices. La considération d’un temps de transition
impliquerait la résolution d’unmodèle de turbulence instationnaire dans le cadre d’un solveur
Navier-Stokes, ce qui constitue une étude en dehors des objectifs de ces travaux. Plus de détails
sur le code, sa vérification et sa validation sont présentés par Laurens (1993).
Ce code est alors utilisé pour obtenir les forces hydrodynamiques sur un aileron oscillant
dans un fluide comme dans le cas d’un planeur sous-marin utilisant la propulsion biomimé-
tique pour avancer.
Figure 3.7. Exemple de maillage utilisé par le code potentiel
L’utilisation de ce code est possible car le nombre de Reynolds considéré est grand et
l’angle d’attaque entre l’aileron et l’écoulement incident reste petit, respectant ainsi les hypo-
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Figure 3.8. Comparaison entre les résultats analytiques et les résultats issus du couplage des codes pour
un décroissement naturel de la vitesse d’une aile dans un écoulement
thèses de la théorie potentielle.
3.4 Couplage faible avec la résolution des équations d’Euler-Newton
Le code potentiel instationnaire tridimensionnel est couplé avec notre routine résol-
vant les équations du mouvement décrite au Chapitre 1. Le couplage se fait de la même fa-
çon qu’avec le code RANSE (Chapitre 2). La position du centre de gravité et les angles dans les
trois directions ainsi que les vitesses de l’objet sont fournis par la routine au code potentiel.
Les facettes sont alors déplacées en conséquence et les vitesses sont incluses dans le calcul des
nouveaux potentiels sur chaque facette. Les forces et moments hydrodynamiques (pression et
frottement) sont alors intégrés en conséquence dans les trois directions du repère global. Ces
efforts sont considérés par notre routine en entrée du Principe Fondamental de la Dynamique
pour déterminer les nouvelles vitesses et positions de l’objet. Les efforts de commande sont ici
des variations de ballast et de position du centre de gravité. Lamatrice d’inertie peut également
être modifiée en cours de simulation.
3.5 Étude préliminaire
3.5.1 Vérification d’un cas simple 1D
Afin de vérifier notreméthode, une aile de section NACA 23012 présentant un angle d’at-
taque de 6◦, une corde de 1 m, une longueur de 3 m et une vitesse initiale de -4 m/s est placée
dans un écoulement de 2 m/s. A partir de cet état initial, un décroissement naturel de la vi-
tesse apparaît du fait de la traînée de l’aile. L’évolution de la vitesse en fonction du temps est
comparée à la vitesse analytique sur la figure 3.8 en vitesse relative.
La vitesse analytique est calculée en résolvant le PFD :
(m+ma)∂v
∂t
= 1
2
ρ0CDS(v(t )−U∞)2 (3.25)
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avec m, la masse de l’aile ; ma , sa masse ajoutée ; S, son aire projetée ; CD , son coefficient de
traînée et ρ0, la densité du fluide. La vitesse est alors :
v(t )= 1
(v0−U∞)−1−βt +U∞ (3.26)
avec β= ρ0CDS
2(m+ma) et v0 la vitesse initiale. Le coefficient de portance,Cl , est referencé par Ab-
bott andVonDoenhoff (1959) : pour unNACA23012 avec un angle d’attaque de 6◦ et unnombre
de Reynolds proche du million, Cl = 0.75. L’allongement du profil est Λ = 3. En considérant la
formule de Hembold :
CL =Cl × Λ4
Λ2+4+2
et considérant un problème 3D,CD est alors :
CD =
C2L
piΛ
= 0.04 (3.27)
Afin d’obtenir la valeur de la masse ajoutée, des simulations avec un écoulement potentiel
avaient été lancées en appliquant une accélération constante au corps. La masse ajoutée peut
ainsi être déduite des efforts. Les courbes des vitesses analytique et numérique, représentées
Figure 3.8, sont quasi-similaires.
3.5.2 Aileron oscillant avec un degré de liberté
(a) (b)
Figure 3.9. (a) Définition des angles : α(t ), angle d’attaque et θ(t ), angle de tangage ; et des vitesses :U ,
vitesse dans le sens d’avance, h˙(t ), vitesse de pilonnement et Uin , vitesse de l’écoulement
incident vu par l’aileron. (b) Representation d’une période du mouvement avec la longueur
d’ondeU/ f0, l’amplitude de pilonnement h0, l’amplitude de l’angle de tangage θ0 et la fré-
quence dumouvement f0
Comme annoncé dans l’introduction, les performances hydrodynamiques d’un aileron
oscillant sont étudiées. Le code permet de considérer six degrés de liberté mais, pour étudier
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séparément l’influence de chaque paramètre, certains degrés de liberté doivent être fixés. Ainsi,
le mouvement dans le sens vertical — appelé pilonnement — et le mouvement de rotation —
appelé tangage—vont être forcés commedes fonctions sinusoïdales déphasées depi/2 (voir Fi-
gure 3.9). Seule la vitesse d’avance est laissée libre. Tant que lemouvement imposé génère de la
poussée, l’aileron accélère jusqu’à atteindre une vitesse moyenne constante (voir Figure 3.10)
quand la poussée et la traînée engendrées par le mouvement se compensent sur une période.
La valeur de cette vitesse limite dépend des caractéristiques du mouvement imposé, qui sont
l’amplitude de pilonnement h0, l’amplitude d’angle de tangage θ0, la fréquence f0, la longueur
de l’aileron b et sa corde c. En considérant dans un premier temps le nombre de Strouhal
StA comme défini par Anderson et al. (1998) et rappelé Éq.(3.28), on constate que la vitesse
moyenne atteinte par l’aileron donne un nombre de Strouhal StA compris entre 0.2 et 0.4, ce
qui correspond aux observations réalisées sur les mammifères marins.
StA = 2h0 f0U (3.28)
Figure 3.10. Vitesse moyenne d’équilibre atteinte avec un aileron oscillant en laissant libre la vitesse
d’avance et en forçant le pilonnement et l’angle de tangage comme des fonctions sinusoï-
dales déphasées de pi/2
Cependant, il n’est pas évident de choisir la combinaison de paramètres permettant
à l’aileron d’avancer. Quand la poussée produite n’est pas suffisante, l’aileron est entraîné
par l’écoulement. Il faut noter que, afin d’avoir des facettes sur la nappe de sillage de taille
constante, le pas de temps estmodifié à chaque pas de temps en fonction de la vitesse d’avance.
Ceci pose problème lorsque l’aileron a une vitesse relative proche de zéro. La pas de temps est
alors excessivement grand et ne respecte plus le critère de stabilité du code ce qui conduit à
une solution divergente.
Ainsi, notreméconnaissance de l’influence des différents paramètres intervenant dans le
mouvement a pour conséquence la divergence de lamajorité des simulations. Pour y remédier,
la vitesse d’avance doit être fixée pour se placer à nombre de Strouhal constant dès le début de
la simulation. Tous les degrés de liberté sont alors fixés et les efforts en entrée et en sortie sont
calculés. Cette étude paramétrique nous permettra par la suite de simuler des mouvements
libres en considérant des paramètres optimaux selon le cas qui nous intéresse.
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3.6 Oscillations d’un aileron enmouvements forcés
Des séries de simulations de mouvements imposés ont été lancées afin d’étudier l’in-
fluence des différents paramètres du mouvement sur les performances hydrodynamiques. Le
but est ici de déterminer, selon le cas qui nous intéresse, la valeur des paramètres conduisant
à la meilleure efficacité possible. Dans cette section, la vitesse d’avanceU d’ailerons de type
NACA0012 est fixée. L’angle de tangage θ(t ) et le pilonnement h(t ) sont toujours forcés en fonc-
tions sinusoïdales déphasées de pi/2 (voir Figure 3.9). Ce déphasage correspond au déphasage
optimale déterminé dans la littérature (Guglielmini and Blondeaux, 2004). De même, le centre
de rotation est pris à 1/3 de corde. Aucun autre mouvement n’est autorisé.
3.6.1 Définitions
Le rendement propulsive du mouvement de marsouinage est définie, selon Anderson
et al. (1998), comme le rapport des puissances d’entrée et de sortie moyennées sur une période
(voir Figure 3.9). La force de pilonnement Y (t ) et le couple de tangageQ(t ) sont les forces d’en-
trée. La force hydrodynamique résultante est la poussée X (t ) dans la direction d’avance. Ainsi,
la puissance d’entrée moyenne est :
P = 1
T
∫T
0
(Y × h˙+Q× θ˙)dt (3.29)
où T = 1/ f0 est la période temporelle. La puissance de sortie moyenne est :
FU = U
T
∫T
0
Xdt (3.30)
avec F etU , la force moyenne et la vitesse dans la direction d’avance. Le rendement du mou-
vement de marsouinage est alors défini comme :
η= FU
P
(3.31)
On définit également le coefficient de pousséeCTh comme :
CTh = F1
2ρ0SU
2
(3.32)
où ρ0 est la masse volumique du fluide et S la surface à plat de l’aileron.
L’efficacité et le coefficient de poussée dépendent des caractéristiques du mouvement
telles que la vitesse d’avanceU , l’amplitude de pilonnement h0, l’amplitude de l’angle de tan-
gage θ0, la fréquence f0 (voir Figure 3.9), et la géométrie de l’aileron (longueur b et corde c). Le
théorème de Buckingham est appliqué à notre étude.
f (U ,h0,θ0, f0,b,c)= 0 (3.33)
Deux quantités physiques indépendantes, distance (mètre) et temps (seconde), sont présentes
dans les paramètres de notre étude. Considérant six variables, l’expression de f est équivalente
à l’équation suivante impliquant une combinaison de quatre paramètres adimensionnels :
F (
U
c f0
,
h0
c
,θ0,
b
c
)= 0 (3.34)
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On distingue deux nombre adimensionnels connus : le nombre de Strouhal St = c f0
U
et l’allon-
gementΛ= b/c. On définit h∗0 = h0/c comme l’amplitude relative. Il vient :
F (St−1,h∗0 ,θ0,Λ)= 0 (3.35)
Le problème est donc réduit à l’étude de l’influence de quatre paramètres. Des séries de
simulations ont alors été lancées pour comprendre l’influence des différents paramètres. Pre-
mièrement, nos résultats sont comparés à la théorie 2D de Theodorsen concernant les ailerons
oscillants. Puis les performances hydrodynamiques obtenues sont présentées et comparées au
moyen conventionnel de propulsion qu’est l’hélice.
3.6.2 Comparaison avec la théorie 2D de Theodorsen
Dans cette section, le coefficient de poussée d’un NACA0012 oscillant harmoniquement
est obtenu numériquement puis comparé à la théorie de Theodorsen. Cette théorie s’applique
à des ailerons fins type NACA 2D oscillant harmoniquement en angle et en pilonnement sans
frottement. Afin de respecter ses hypothèses, les frottements sont négligés et l’allongement Λ
est pris égal à 10 afin d’approcher une configuration 2D.
La théorie de Theodorsen est détaillée dans Faltinsen (2005) et un rapide aperçu est pré-
senté dans ce qui suit.
Tout d’abord, on se place dans le cas linéaire bidimensionnel d’un aileron dans un écou-
lement stationnaire enmilieu infini. La linéarité implique que la vitesse de fluide
∣∣∇ϕ∣∣ entrainé
par l’aileron est négligeable comparée à la vitesssemoyenneU et que seuls les termes enϕ res-
tent dans la formulation du problème aux valeurs finies. On suppose le problème non cavitant.
On commence par linéariser les conditions aux limites sur le corps. Les termes employés par la
suite sont illustrés sur la figure 3.11. La condition exacte sur y = yu(x) est :
∂ϕ
∂n
=−Unx (3.36)
avec nx , la composante en x du vecteur normal.
On peut écrire
∂ϕ
∂n
= nx ∂ϕ
∂x
+ny ∂ϕ
∂y
. Comme nx << ny sur la plupart de la surface du
foil, il en découle
∂ϕ
∂n
∼ ∂ϕ
∂y
sur y = yu(x). Puis on cacule les séries de Taylor de cette condition
autour de y = 0+, ce qui donne :
∂ϕ
∂y
= ∂ϕ
∂y
∣∣∣∣
y=0+
+ yu ∂
2ϕ
∂y2
∣∣∣∣
y=0+
+ ...
pour −c/2 < x < c/2 et comme yu est petit, on prend ∂ϕ
∂y
=Uy ′u sur y = y+0 (de même pour la
partie du dessous).
Maintenant, l’écoulement est séparé en deux parties qui sont respectivement symé-
triques et antisymétriques autour de l’axe x. On définit ensuite la ligne de cambrure moyenne
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Figure 3.11. Linéarisation des conditions aux limites d’un écoulement stationnaire autour d’un aileron
dans un milieu infini. (haut) Définition de la géométrie de l’aileron ; (bas) Illustration de la
linéarisation des conditions aux limites du corps sur un axe allant de x = −c/2 à x = c/2
avec c la corde.(Faltinsen, 2005)
de l’aileron : η = 0.5(yu(x)+ yl (x)) et yu(x) = η(x)+ a(x) et yl (x) = η(x)− a(x), donc ∂ϕ
∂y
=
U [η′(x)±a′(x)] sur y = 0±.
On introduit la décomposition ϕ = ϕ0 +ϕe , ce qui implique ∂ϕ0
∂n
=Uη′(x) sur y = 0 et
∂ϕe
∂n
=±Ua′ sur y = 0±. Cette solution est pour un aileron stationnaire. Pour le problème por-
tant instationnaire, les conditions aux limites linéarisées doivent être modifiées en prenant en
compte la vitesse verticale relative VR (x, t ). Sur y = 0 et pour −c/2< x < c/2,
∂ϕ
∂y
=VR (x, t )+Uη′(x, t ) (3.37)
Le potentiel des vitesses total est alorsUx+ϕ.
On considère maintenant un aileron fin réduit à un axe oscillant harmoniquement en
pilonnement et en tangage dans un écoulement uniformeU dans un domaine infini. Le mou-
vement vertical (pilonnement) de l’aileron est exprimé comme h(t ) = R{h0ei2pi f0t } et l’angle
de tangage est θ(t ) = R{iθ0ei2pi f0t }. Les fonctions sinus et cosinus sont ici exprimées dans
leur forme complexe par souci de simplification du développement mathématique suivant.
Le déplacement vertical ζ, qui est le résultat du mouvement de pilonnement et de tangage, est
ζ= h−θx. On obtient l’expression suivante :
∂ϕ
∂y
= ∂
∂t
(h−θx)−U ∂ζ
∂x
= h˙− θ˙x−Uθ ; −c/2< x < c/2 & y = 0 (3.38)
La condition de Joukovski (égalité de la pression au bord de fuite Éq. (3.6)) conduit à :
∂
∂t
(ϕ+−ϕ−)+U ∂
∂x
(ϕ+−ϕ−)= 0 ; c/2< x < c/2+Ut & y = 0 (3.39)
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Le saut de potentiel (ϕ+−ϕ−) peut êtremodélisé commeune distribution de tourbillons γ(x, t ).
La condition de Joukovski devient :
∂
∂t
γ+U ∂
∂x
γ= 0, ce qui mène à une équation de propaga-
tion de la forme γ(x, t ) = γ(x −Ut ). Ainsi la densité tourbillonnaire se propage comme une
onde sinusoïdale avec la vitesseU le long de l’axe des x et a la forme mathématique suivante :
γ=R{γ0ei (2pi f0t−
2pi f0x
U )}. Le nombre d’onde est 2pi f0/U ce qui correspond à une longueur d’onde
deU/ f0. La solution complète est détaillée dans Theodorsen (1935). Cette distribution de tour-
billons conduit à la portance suivante perpendiculairement à l’écoulement incident sur l’aile-
ron :
L =−pi
4
ρc2(h¨−U θ˙)−piρUcC (kf )(h˙−Uθ− cθ˙4 ) (3.40)
où kf = pi f0cU est la fréquence réduite.C (kf ) est la fonction de Theodorsen et vaut :
C (kf )=
H (2)1 (kf )
H (2)1 (kf )+ iH (2)0 (kf )
(3.41)
où H (2)n sont les fonctions de Hankel (Abramowitz, 1964) qui s’expriment en terme de fonctions
de Bessel de première et seconde espèce, H (2)n = Jn − iYn . Quand il n’y a pas de mouvement
oscillant f0 = 0, le problème devient stationnaire et on retrouve l’expression bien connue de la
portance dans ce cas : L = ρpicU2θ0.
Le coefficient de poussée 2D analytiqueCTh correspond à la force dans le sens d’avance
F (Éq. (3.30)) adimensionalisée . La force instantanée dans le sens d’avance X est calculée à
partir de la portance L (Éq. (3.40)) ce qui implique pourCTh :
CTh = F1
2ρcU
2
= 2
ρcU2
∫T
0
Xdt = 2
ρcU2
∫T
0
L sin(β)dt (3.42)
où β est l’angle entre l’écoulement uniforme de vitesseU et l’écoulement incident vu par l’ai-
leron i.e. β(t )=α(t )+θ(t ) comme défini Figure 3.9(a). β peut aussi s’exprimer en fonction des
différents paramètres du mouvement (Fig. 3.9(b)) :
β= tan−1( h˙
U
)= tan−1(−2pi f0h0 cos(2pi f0t )
U
) (3.43)
On définit α0 comme l’angle d’attaque quand l’angle de tangage est maximal (θ(t )= θ0).
α0 = tan−1(2pi f0h0U )−θ0 = tan
−1(2piSt h∗0 )−θ0 (3.44)
Dans la plupart des cas, α0 correspond à l’angle d’attaque maximum excepté quand le maxi-
mum de β est proche de θ0. Afin de respecter les hypothèses de l’écoulement potentiel, les
valeurs de α0 dans les simulations présentées dans ce mémoire seront comprises entre 0
◦ et
20◦. La comparaison entre le coefficient de poussée CTh obtenu analytiquement et numéri-
quement en fonction de St−1 pour une amplitude relative donnée h∗0 et trois différentes am-
plitudes d’angle de tangage θ0 est présentée Figure 3.12. A l’inverse Figure 3.13, trois valeurs
de h∗0 sont considérées pour une seule valeur de θ0. Même si un léger décalage est perceptible
entre les courbes numériques et analytiques, nos résultats sont bien vérifiés avec la théorie.
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Le fait que nos valeurs de CTh soient légèrement inférieures aux valeurs analytiques issues de
la théorie 2D de Theodorsen s’explique par le fait que nous considérons un aileron 3D. Mal-
gré un allongement Λ de 10, les effets 3D sont présents. Évidemment, plus l’allongement est
important, moins leurs effets sont perceptibles.
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Figure 3.12. Comparaison entre le coefficient de poussée CTh obtenu analytiquement (ana.) et numé-
riquement (num.) en fonction de St−1 pour une amplitude relative h∗0 = 0.75 et différentes
amplitudes d’angle de tangage θ0
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Figure 3.13. Comparaison entre le coefficient de poussée CTh obtenu analytiquement (ana.) et numé-
riquement (num.) en fonction de St−1 pour une amplitude d’angle de tangage θ0 = 15◦ et
différentes amplitudes relatives h∗0
3.6.3 Étude paramétrique
Après cette vérification avec la théorie de Theodorsen, on s’intéresse à faire varier chaque
paramètre pour en comprendre l’influence sur les performances. Seul l’allongement sera
considéré comme constant. On pourra alors dans un second temps proposer une procédure
de comparaison entre un aileron oscillant et une hélice.
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D
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Figure 3.14. (a) Définition de l’aire d’obstruction d’une hélice, plus communément appelée disque hé-
lice, et (b) d’un aileron oscillant
3.6.3.1 Paramètres
Afin de pouvoir comparer par la suite les performances d’un aileron oscillant à celles
d’une hélice, nous allons dès à présent définir des paramètres équivalents dans les deux cas.
Dans le cas d’une hélice, les performances hydrodynamiques sont adimensionnalisées puis
présentées comme des fonctions du paramètre d’avance J =U/nD avec n, la vitesse de rota-
tion de l’hélice en tours pas seconde etD , son diamètre. La longueur et l’aire de référence dans
le cas de l’hélice sont le diamètre et le disque hélice A0 =piD2/4. Cette aire représente l’encom-
brement engendré par l’hélice dans l’écoulement et est schématisée comme la partie grisée
Figure 3.14(a). Dans la suite, nous parlerons de l’aire d’obstruction. Dans le cas de l’aileron
oscillant, le produit de l’amplitude crête-à-crête de pilonnement par la longueur de l’aileron
représente l’aire d’obstruction. Cette dernière est schématisée Figure 3.14(b). Puisque la lon-
gueur de référence dans le cas de l’hélice est le diamètre, un diamètre équivalent est défini pour
l’aileron oscillant en gardant la même aire d’obstruction : Deq =
√
8h0b/pi. Ainsi, les perfor-
mances hydrodynamiques de l’aileron oscillant peuvent maintenant être présentées comme
des fonctions d’un paramètre d’avance équivalent : Jeq =U/( f0Deq ). Il est intéressant de noter
que ce paramètre n’est autre que l’inverse du nombre de Strouhal avec une longueur caracté-
ristique différente.
On rappelle que, dans le cas de l’hélice, le coefficient de pousséeCTh est défini comme :
CTh = T1
2ρ0A0U
2
(3.45)
où T est la poussée de l’hélice. On définit alors dans le cas de l’aileron oscillant un nouveau
coefficient de poussée, dont la surface de référence est à présent l’aire d’obstruction A = 2h0b,
comme définie précédemment Figure 3.14(b).
CTh = F1
2ρ0AU
2
(3.46)
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Figure 3.15. Courbes d’efficacité, de coefficient de poussée et de coefficient de couple données par Kui-
per (1992) pour une hélice
Si la poussée T et la force dans le sens d’avance F sont les mêmes, et comme par définition on
se place à aires d’obstructions égales pour les deux systèmes de propulsion, les valeurs deCTh
provenant de (3.45) et de (3.46) peuvent être comparées directement.
3.6.4 Influence des différents paramètres sur les performances hydrodynamiques
Nous allons faire varier les paramètres géométriques θ0 et h
∗
0 puis, pour un couple
donné, nous varierons la fréquence du mouvement i.e. le nombre de Strouhal St , ou encore
le paramètre d’avance J . Ceci correspond à ce qui est généralement fait pour une hélice (Kui-
per, 1992) i.e. le paramètre géométrique, représenté dans ce cas par le pas, est fixé et la vitesse
de rotation n varie i.e. le paramètre d’avance J (Fig. 3.15). Tout le reste est constant. L’aileron
intégré dans nos simulations est un NACA0012 rectangulaire de 5 m de long et 1 m de corde.
L’allongement est donc fixé.
Les courbes de rendement obtenues numériquement pour un aileron oscillant pour un
mouvement donné (h∗0 et θ0 constants sur une courbe) sont présentées aux Figures 3.16 et
3.17. Chaque courbe correspond à des mouvements dont la fréquence varie de 0.1 Hz à 1.0 Hz.
A partir de ces résultats, il apparaît que, à mesure que θ0 et/ou h
∗
0 changent, les courbes se
décalent en J . On observe également à la Figure 3.17 que h∗0 n’affecte pas la valeur maximale
du rendement quelle que soit la valeur de θ0 . De la Figure 3.16, à l’inverse, on constate que θ0
affecte la valeur maximale du rendement quelle que soit la valeur de h∗0 . En conclusion, alors
que h∗0 décale les courbes de rendement en J sans en changer la valeur, θ0 décale les courbes
et fait varier la valeur du rendement maximum. Ainsi, on trouve le meilleur rendement pour
θ0 compris entre 30
◦ et 60◦ quel que soit h∗0 . De plus, si on utilise la définition du nombre de
Strouhal StA de Anderson et al. (1998), rappelée précédemment Éq. (3.28), on constate que le
rendement estmaximumpour StA ∈ [0.2 ; 0.8] quel que soit h∗0 . Plus précisément, le rendement
maximum se trouve dans l’intervalle [0.2 ; 0.3] pour θ0 = 15
◦, [0.35 ; 0.5] pour θ0 = 45◦ et [0.55 ;
0.8] pour θ0 = 75
◦. Ces intervalles de valeur sont du même ordre de grandeur que l’intervalle
reporté pour les mammifères marins qui est [0.2 ; 0.4].
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(e) h∗0 = 4.0
Figure 3.16. Rendement de l’aileron oscillant pour une amplitude relative h∗0 et différentes amplitudes
d’angle de tangage
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Figure 3.17. Rendement de l’aileron oscillant pour une amplitude d’angle de tangage θ0 et différentes
amplitudes relatives
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3.6.5 Observations
On a montré dans la section précédente que le rendement propulsif d’une aile oscil-
lante est optimal quand le nombre de Strouhal StA ∈ [0.2 ; 0.8]. Les observations dans la na-
ture donnent un nombre de Strouhal ∈ [0.2 ; 0.4]. Il existe donc un intervalle de valeurs privilé-
giées. Triantafyllou et al. (2000); Li et al. (2003); Guglielmini et al. (2004); Bergmann et al. (2006)
constatent que l’apparition d’allées de von Karman inversées est liée à la production de pous-
sée dans le sens d’avance. Godoy-Diana et al. (2008) montrent que les allées de von Karman
inversées apparaissent pour des nombres de Strouhal StA entre 0.2 et 0.45. Politis and Tsarsita-
lidis (2009)montrent l’apparition d’allées de von Karman inversées à l’aide d’un code potentiel
en exagérant le mouvement i.e. en prenant des angles d’attaque bien supérieurs à ceux au-
torisés par l’hypothèse du fluide parfait. Plutôt que de nous autoriser à procéder de la même
manière avec notre code potentiel, nous avons préféré avoir recours au solveur Navier-Stokes
décrit au Chapitre 2.
DU
− −
−
++
(a)
DU − − −
+
+
(b)
Figure 3.18. (a) Visualisation de l’allée de von Karman se développant derrière un cylindre fixe dans un
écoulement uniforme à l’aide de colorant et le schéma correspondant avec les signes des
tourbillons générés ; (b) Allée de vonKarman inversée derrière un cylindre ayant une vitesse
de rotation sinusoïdale (Bergmann et al., 2006) et le schéma correspondant avec les signes
des tourbillons générés
Afin de vérifier nous aussi l’apparition d’une allée de von Karman inversée lorsque de la
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poussée est générée dans le sens d’avance, on impose dans la code RANSE deux mouvements
déjà simulés avec le code potentiel : un premier générant beaucoup de poussée et un second
ne produisant que de la trainée. La méthode de remaillage décrite Chapitre 2 est à nouveau
utilisée. Comme nousmontrent les schémas de la Figure 3.18, le signe de la vorticité au-dessus
et en dessous de la position moyenne de l’objet dans l’écoulement nous donne le caractère
droit ou inversé de l’allée de von Karman. Par exemple, l’allée de von Karman se développant
derrière un cylindre fixe dans un écoulement est droite (Figure 3.18(a)) mais si de la poussée
dans le sens d’avance est obtenue, en imposant une vitesse de rotation sinusoïdale au cylindre
comme dans les travaux de Bergmann et al. (2006), une allée de von Karman inversée apparaît
(Figure 3.18(b)).
Les résultats de nos simulations sont présentés à la Figure 3.19. La Figure 3.19(a) montre
que une allée de vonKarman inversée apparaît également dans nos cas d’expériences quandde
la poussée est générée dans le sens d’avance. Une allée de von Karman droite est bien observée
quand il n’y a pas de poussée (Figure 3.19(b)).
(a) StA = 0.34 : Présence de poussée et observation d’une
allée de von Karman inversée
(b) StA = 0.16 : Absence de poussée et observation d’une
allée de von Karman droite
Figure 3.19. Contours et signe du champs de vorticité (vorticité positive en jaune et négative en bleu) à
t = T /5,2T /5,3T /5 T , 4T /5, T et 6T /5 pour : (a) h∗0 = 1, θ0 = 45◦ etU = 1.5m/s avec T = 3.9 s
et (b) h∗0 = 0.5, θ0 = 5
◦ etU = 6 m/s avec T = 1 s
Toutefois, l’observation de l’allée de von Karman en aval du profil ne donne une indi-
cation que sur la production de poussée mais ne donne pas la raison de cet intervalle de fré-
quence réduite optimale. En effet, en dehors de cet intervalle, on se retrouve rapidement dans
des cas de non-production de poussée ce qui a pour conséquence de changer le type d’allée de
von Karman. Il faut cependant rappeler que nos simulations sont en 3D et qu’on ne considère
pas la viscosité. La présence d’allées de von Karman ne conditionne pas la propulsion. Ce sont
les causes de cette allée qui sont à l’origine de la propulsion. Les allées de vonKarman inversées
sont la manifestation de la création de portance. Cet intervalle de valeur prédispose donc à la
création de portance. Pour obtenir des indications sur la circulation autour du foil, en écoule-
ment potentiel, nous allons regarder l’évolution des doublets µ(t ) au cours du temps aumilieu
de la nappe de sillage. Cette évolution est représentée en fonction du temps avec l’angle de
tangage θ(t ) et l’angle d’attaqueα(t ) pour les deux cas dont les champs de vorticité ont été étu-
diés précédemment : Figure 3.20(a) et Figure 3.20(b). Le premier cas a un rendement de 0.82
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(b) StA = 0.16
Figure 3.20. Angle de tangage θ(t ), angle d’attaque α(t ) et doublet µ(t ) pris au milieu de la nappe de
sillage au bord de fuite en fonction du nombre de périodes pour un cas dans l’intervalle
optimal de fréquence réduite (a) et un cas en dehors (b)
et se trouve au milieu de l’intervalle de StA optimal contrairement au second qui ne produit
pas de poussée. Les évolutions de µ et de α sont clairement liées. On observe alors l’évolution
de l’angle d’attaque α sur une période pour trois amplitudes d’angle de tangage θ0 différentes
(voir Figure 3.21). Pour ces θ0 = 15
◦, 45◦ et 75◦ sont représentées les courbes pour StA allant de
0.1 à 0.9 tous les 0.1. Pour repère : pour t/T0 = 0.5, les courbes se trouvent au milieu de bas en
haut dans un ordre croissant de StA . L’expression de α en fonction de StA , de θ0 et du nombre
de période est :
α(t )= tan−1(−piStA cos(2pi tT0 ))−θ0 cos(2pi
t
T0
) (3.47)
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(b) θ0 = 45
◦
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(c) θ0 = 75
◦
Figure 3.21. Angle d’attaqueα(t ) pour StA allant de 0.1 à 0.9 tous les 0.1 : les courbes en rouge ont un StA
donnant les meilleurs rendements pour l’amplitude de l’angle de tangage θ0 considérée
Selon les résultats de la section précédente, les courbes amenant à un bon rendement
sont représentées en rouge. Pour un nombre de Strouhal StA petit (< 0.2), l’angle d’attaque α
est soit négatif soit proche de zéro, ce qui explique le peu de poussée générée. Le seul inconvé-
nient que l’on peut noter pour les grands nombre de Strouhal (StA> 0.8) est leur fort angle d’at-
taque (≥ 20◦). Dans la nature, lesmammifèresmarins tendent à semouvoir avec des amplitude
d’angle de tangage comprises entre 20◦ et 40◦ (Fish, 1998) ce qui correspond auxmeilleurs ren-
dements que nous avons pu observer pour un aileron de section NACA0012. Le fait d’observer
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des nombre de Strouhal StA entre 0.2 et 0.4 dans la nature signifie que ces animaux privilégient
des angles d’attaque inférieurs à 20◦, ceci sans doute pour éviter la perte de poussée possible
due au décollement de la couche limite lorsque l’angle d’attaque est trop élevé.
3.6.6 Comparaison avec une série d’hélices à pas fixes
Tableau 3.1.Géométrie de l’hélice définie par la distance aumoyeu sur le rayon r /R, la loi de corde c/D
et son devers
r /R c/D devers r /R c/D devers
0.2 0.2 -0.2 0.7 0.4618 -0.4618
0.25 0.24 -0.24 0.8 0.4494 -0.4494
0.3 0.28 -0.28 0.9 0.3838 -0.3838
0.35 0.32 -0.32 0.95 0.2924 -0.2924
0.4 0.36 -0.36 0.9725 0.2322 -0.2322
0.5 0.418 -0.418 1 0.15 -0.15
0.6 0.4494 -0.4494
Nous avonsmontré, Section 3.6.4, qu’un aileron oscillant pouvait s’avérer être unmoyen
de propulsion efficace selon le choix de ces paramètres géométriques h∗0 et θ0 et en se plaçant
à la bonne fréquence réduite StA ou au bon paramètre d’avance équivalent Jeq . Il est donc
capital, dans le cadre d’applications navales, de regarder s’il est possible de comparer l’aileron
oscillant au moyen plus conventionnel de propulsion qu’est l’hélice. Au lieu de se limiter à
l’étude d’une seule hélice, nous allons nous intéresser à toute une série d’hélices à pas fixes.
Ces hélices ont une distribution de pas constante, n’ont pas de courbure ni d’inclinaison et
la section de pale est un NACA0012. La géométrie précise d’une pale est donnée Table 3.1 et
représentée Figure 3.14(a).
Figure 3.22. Rendement d’une hélice pour des pas allant de 0.6 à 3.6 chaque 0.2
Des hélices de diamètre 2.5 m sont alors simulées. Leur rendement est reporté Fi-
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gure 3.22. On retrouve l’allure classique des courbes de rendement d’hélices comme pour les
Wageningen B-series (Kuiper, 1992) par exemple. La tendance dumaximum d’efficacité à aug-
menter avec le pas est déduite du théorème de quantité de mouvement.
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
J
!
 e
t 
C
T
h
 
 
aile oscillante
helice
Figure 3.23. Rendement η et coefficient de poussée CTh d’un aileron oscillant de section NACA0012
ayant θ0 = 45
◦ et h∗0 = 1.0, et de l’hélice décrite Table 3.1 avec P/D = 1.8
Revenons à la comparaison entre l’aileron oscillant et l’hélice. A partir de ces résultats,
il apparaît que θ0 et/ou h
∗
0 ont la même influence sur le rendement que le pas pour l’hélice :
à mesure que ces paramètres changent, les courbes se décalent en J . Cependant, on a vu Sec-
tion 3.6.4 que seul θ0 avait une influence sur le rendement. Ainsi, de la même façon qu’on doit
définir le pas pour l’hélice, il faut décider quel θ0 prendre pour l’aileron oscillant. Dans le cas de
l’hélice, quand la résistance à l’avancement du bateau est connue et que le diamètre de l’hélice
est imposé par le tirant d’eau, le coefficient de poussée CTh requis est utilisé pour définir quel
pas va donner le meilleur rendement. De là est déduit le paramètre d’avance J de fonctionne-
ment de l’hélice et donc sa vitesse de rotation n. Ainsi, dans le cas de l’aileron oscillant, quand
la résistance à l’avancement de l’engin est connue et l’aire d’obstruction imposée (i.e. h0 et b),
on utilise leCTh pour définir quel θ0 va donner lemeilleur rendement. On en déduit Jeq et donc
f0. Si on utilise cette procédure sur un graphique tel que celui présenté à la Figure 3.23, où η et
CTh sont tracés en fonction de J pour un aileron et une hélice, on s’aperçoit qu’il est possible de
trouver un pas et une amplitude de mouvement donnant des résultats comparables en termes
de performances hydrodynamiques.
Jusqu’ici, peu de comparaisons rigoureuses entre ces deuxmoyens de propulsion avaient
été réalisées. Le rendement d’un aileron oscillant est lié à sa géométrie (b, c, et sa forme) et ses
caractéristiques de mouvement (h0, θ0 et f0). La combinaison de valeurs qu’on choisit pour
ces paramètres va conditionner la poussée obtenue. Du fait du grand nombre de paramètres
influençant notre système, comme dans le cas de l’hélice, il est important de suivre une procé-
dure rigoureuse telle que celle proposée précédemment — pour comparer un aileron oscillant
à une hélice oumême pour comparer deux ailerons entre eux. Dans un cas pratique d’applica-
tion navale, la poussée et l’aire d’obstruction étant généralement imposées, le reste des para-
mètres se déduit en comparant le rendement de différentes géométries d’ailerons ou d’hélices.
Pour aller plus loin, nous considérons maintenant le cas où différents points de fonc-
tionnement sont requis. Une hélice à pas variable est alors la solution la plus efficace. Étant
donné que dans le cas d’un aileron oscillant, θ0 correspond au pas, on s’autorise à penser qu’un
changement de θ0 pourrait s’avérer la façon la plus efficace pour changer de point de fonction-
nement. Un cas simple de variation linéaire de θ0 entre deux points de fonctionnement est
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simulé dans le paragraphe suivant. Le rendement observé est présenté ainsi que celui d’une
hélice changeant de pas dans les mêmes conditions.
3.6.7 Comparaison avec une hélice à pas variable
Afin de simuler une hélice à pas variable, on utilise un maillage initial de l’hélice avec
un certain pas initial. Puis, la vitesse angulaire de la pale autour de son axe est implémentée
dans la routine et le maillage est modifié à chaque pas de temps pour représenter l’hélice avec
son nouveau pas. Pour cela, à chaque pas de temps, les distributions de sources et de doublets
doivent être recalculées. De ce fait, le temps de simulation est légèrement prolongé comparé
à une simulation d’hélice à pas fixe, qui se fait en régime stationnaire. Il reste néanmoins très
petit — environ 8 minutes pour 250 pas de temps sur un seul processeur — comparé à ce que
demanderait un calcul instationnaire 3D résolvant les équations RANS. Le sillage est généré de
façon lagrangienne, le résultat prend donc en compte le changement de position. De plus, on
change la vitesse d’avance en même temps que le pas afin de rester au maximum d’efficacité
à chaque pas de temps. C’est ainsi qu’on procède sur un bateau comportant une hélice à pas
variable : quand on change de vitesse, le pas s’adapte. A chaque pas de temps, le code nous
fournit J , KT , KQ et η. Ainsi pour une hélice, chaque pas de temps représente un point sur le
graphique présenté à la Figure 3.24. Comme prévu, le rendement d’une hélice à pas variable
est toujours maximal entre deux positions (différents pas, différents paramètres d’avance).
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Helice pas fixe, P/D = 0.8
Helice pas fixe, P/D = 1.6
Figure 3.24. Rendement d’une hélice à pas variable lors d’une transition linéaire de P/D = 0.8 à
P/D = 1.4 pendant que J évolue lui aussi linéairement entre 0.6 et 1.17
Afin d’utiliser lamêmeprocédure pour l’aileron, une variation linéaire de θ0 est effectuée
en même temps que la vitesse est augmentée. Contrairement à l’hélice, pour obtenir CTh , CQ
et η, une moyenne est faite sur une période. Du coup, le nombre de points dépend du nombre
de périodes nécessaires pour passer d’un mouvement à un autre. Plusieurs simulations sont
lancées pour un nombre de périodes de transition différent et pour chacune, une chute de
rendement est observée entre les deux états d’équilibre connus. Un exemple de transition est
donné Figure 3.25, le rendement y est représenté moyenné par période avec l’angle de tangage
à chaque pas de temps. De plus, il apparaît que moins il y a de périodes de transition, plus la
chute de rendement est importante. Pour rendre cette transition plus efficace, le mouvement
transitoire ne doit pas être linéaire entre l’état initial et l’état final. Par exemple, on observe
dans la nature que lorsqu’un changement de régime est requis, les mammifères marins ou les
poissons vont avoir pendant la transition des amplitudes demouvement beaucoupplus impor-
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Figure 3.25. (—) Variation de l’angle de tangage θ(t ) en fonction du nombre de période et (•) de l’effica-
cité moyennée par période η d’un aileron oscillant
tantes que pendant les phases d’avance constante. On l’expérimente d’ailleurs quand on effraie
un poisson en toquant à la vitre d’un aquarium lorsque ce dernier effectue une manoeuvre de
départ rapide (Kadunc, 2006).
Le but de cette étude préliminaire est d’obtenir des indications sur l’influence des diffé-
rents paramètres. L’angle de tangage est particulièrement important. Une attention particulière
lui sera portée lors de la simulation en mouvements libres dans la section suivante.
3.7 Mouvement libres : application aux planeurs sous-marins
3.7.1 Contexte
Les planeurs sous-marins sont des AUV utilisés pour l’exploration et l’observation de
l’océan. Par des changements de leur flottabilité, ils sont capables de plonger ou de revenir à la
surface de l’océan. Durant ce changement d’altitude, ils utilisent les forces hydrodynamiques
créées par leurs ailes pour avancer. L’orientation de leurs ailes est contrôlée par un changement
de position de leur centre de gravité. La simulation en mouvement libre d’un tel engin permet
de mieux appréhender son comportement hydrodynamique et d’avoir un meilleur contrôle.
Cela peut aussi servir à optimiser le dispositif. En effet, ce type d’AUV doit permettre de par-
courir de longues distances (∼ 1000 km) sur des longs temps de parcours (∼ quelques mois).
L’économie d’énergie est donc primordiale. Il existe de nos jours plusieurs types de planeurs
en service : le Seaglider, le Slocum et le Spray (Eriksen et al., 2001; Rudnick et al., 2004). Ce-
pendant, le développement se poursuit toujours (Alvarez et al., 2009). En France, par exemple,
l’ENSTA-Bretagne développe le Sterne.
Plusieurs équipes de chercheurs, dont celles de Bhatta and Leonard (2008), étudient le
contrôle automatique du vol du planeur. Cependant, la plupart utilisent un modèle hydrody-
namique empirique, qui nécessite une identification de ses paramètres (Geisbert, 2007; Kan
et al., 2008). Il est plus intéressant et aisé d’utiliser directement un couplage numérique tel que
le nôtre, qui permet de considérer les vrais efforts hydrodynamiques sur l’objet.
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3.7.2 Prise en compte du déplacement du centre de gravité et de la variation de la
matrice d’inertie dans les équations dumouvement
Les équations du mouvement utilisées ici diffèrent de celles utilisées précédemment du
fait du déplacement du centre de gravité dans l’objet, du changement de sa masse et de sa
matrice d’inertie au cours du temps. Ces équations deviennent au centre de gravité de l’objet :
"F =m[d
"U
dt
+"Ω∧ "U ]l
+m[−−−→OlG∧ ddt (
"Ω)g +"Ω∧ ("Ω∧−−→OlG)+ ddt (
"VG )l +2"Ω∧ "VG ]︸ ︷︷ ︸
Termes dus au déplacement deG
(3.48)
+m˙["U +"Ω∧−−→OlG+ "VG ]︸ ︷︷ ︸
Termes dus à la variation dem
avec Ol , le centre du repère local lié à l’objet et VG , la vitesse du centre de gravité. L’équation
d’Euler exprimée dans le repère local au centre de gravité de l’objet devient :
"MG =IOl "˙Ω+"Ω∧ IOl"Ω
+m[−−→OlG∧ ( ddt (
"U )l + ("Ω∧ "U ))]︸ ︷︷ ︸
Termes dus au déplacement deG
(3.49)
+I˙Ol"Ω+m˙
−−→
OlG∧ "U︸ ︷︷ ︸
Termes dus aux variations de IOl et dem
La matrice d’inertie est prise au point Ol . Tant que le déplacement du centre de gravité dans
le repère local et les variations de la matrice d’inertie peuvent être déterminés au préalable
selon les commandes imposées au planeur, les inconnues restent les vitesses de rotation et de
translation au pas de temps suivant.
3.7.3 Paramètres
Il nous est maintenant possible de simuler les mouvements libres d’un planeur sous-
marin. Pour montrer rapidement la capacité du code à simuler de tels mouvements, un design
simple est utilisé : une aile rectangulaire de profil NACA. Une étude préliminaire a permis de
dimensionner le dispositif de ballast. Le profil doit être assez épais pour le contenir. C’est pour
cela que nous avons choisi de simuler les mouvements d’un NACA0020 (voir Figure 3.26 pour
les dimensions). 20% du volume de l’aile est disponible pour servir de ballast. Ceci équivaut à
une variation de la densité ∆ρ = ± 100 kg/m3 maximum. Nous allons utiliser dans la suite la
variation maximale de la densité. L’aile est considérée homogène pour le calcul de la matrice
d’inertie. La vitesse d’avance est initialisée à 0.2 m/s et l’angle de tangage initial est nul. Le
centre de gravité est initialement enCG1 (cf. Figure 3.27(a)).
Le mouvement de pilonnement est obtenu par la variation de la flottabilité de l’engin
par un système de ballast. Au départ (t= 0), le planeur a une flottabilité nulle, son ballast est
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Figure 3.26.Dimensions de l’aile utilisée dans les simulations
à moitié rempli. Le ballast se remplit alors d’eau (0 < t < T /4) et sa flottabilité devient néga-
tive. Le planeur coule. Selon la période imposée, le ballast va commencer à se vider à T /4. À
T /2, la flottabilité est à nouveau nulle. À T /2 < t < T , le planeur a une flottabilité positive et
remonte vers la surface. À 3T /4, le ballast est vide et commence à se remplir à nouveau. La
flottabilité est à nouveau nulle (ballast à moitié rempli) au bout d’une période. La masse varie
sinusoïdalement.
Le mouvement de tangage est obtenu en déplaçant le centre de gravité. Le déplacement
du centre de gravité fait intervenir deux paramètres : ∆z qui représente la position du ballast
par rapport au centre de flottabilité et θ l’angle réalisé entre la verticale et la position d’équilibre
de l’aile. Le centre de gravité oscille entre CG1 et CG2. Le déplacement du centre de gravité,
comme la masse, est sinusoïdale. Plus la distance ∆z est importante, plus le couple induit à
l’aile est important. θ correspond à l’angle de tangage à l’équilibre de l’aile. Ces paramètres
sont schématisés Figures 3.27(a) et 3.27(b). On fait varier ces paramètres pour observer leur
influence sur la trajectoire et la vitesse d’avance de l’aile. Le but est ici d’obtenir unmouvement
oscillant en tangage et en pilonnement avec la vitesse d’avance la plus importante possible.
(a) Profil NACA0020 et la position de son centre de flottabilitéCB , de
son centre de gravité lors du mouvement descendant CG1 et en
mouvement ascendantCG2
(b) Paramètres étudiés pour le mouvement
libre d’un planeur sous-marin : ∆z posi-
tion du ballast par rapport au centre de
flottabilité et θ angle entre la verticale et la
position d’équilibre
Figure 3.27.Définition des paramètres
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3.7.4 Résultats
3.7.4.1 Influence de la période
On commence par fixer θ et ∆z, et on fait varier la période T du mouvement. Des ré-
sultats sont présentés à la Figure 3.28 pour θ = 20◦ et ∆z = -0.01 m. On constate que pour des
périodes comprises entre 5 et 40 s, la vitesse limite atteinte est la même et vaut environ 1.75
m/s. Dans la suite, la période vaut 20 s.
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Figure 3.28. Vitesses d’avance (m/s) obtenues pour θ = 20◦ et ∆z = -0.01 m et une période T = 5, 10, 20
et 40 s
3.7.4.2 Influence de θ et∆z
Selon l’étude paramétrique effectuée sur les mouvements forcés, un angle maximal de
tangage compris entre 30◦ et 60◦ donne un bon rendement. L’angle θ est alors varié entre 20◦
et 70◦. ∆z est pris égal à -0.01, -0.02 et -0.03 m afin de respecter les limites imposées par la
forme de l’aile. Les résultats sont présentés à la Figure 3.29 pour θ = 30◦, 35◦ et 40◦. On constate
que θ influence la trajectoire moyenne. ∆z influence l’amplitude de pilonnement : quand ∆z
croît, h croît. On trouve finalement une trajectoire moyenne horizontale pour θ = 35◦ (voir
Figure 3.29(b)). La vitesse d’avance obtenue pour θ = 35◦ est représentée à la Figure 3.30. La vi-
tessemoyenne atteinte est comprise entre 1.5m/s et 2m/s ce qui donneunnombre de Strouhal
de l’ordre de 0.2 pour les trois cas. Le planeur s’équilibre de lui-même à un nombre de Strou-
hal favorable, qui correspond au nombre de Strouhal obtenu pour de faibles angles d’attaque.
L’angle d’attaque maximal observé ici est en effet seulement de 3◦.
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Figure 3.29. Pilonnements (m) en fonction du temps (s) obtenus pour T = 20 s et ∆z = -0.01, -0.02 et
-0.03 m
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Figure 3.30. Vitesses d’avance (m/s) obtenues pour T = 20 s, θ = 35◦ et ∆z = -0.01, -0.02 et -0.03 m
3.7.4.3 Instabilités observées
Sur toutes les simulations, un mouvement additionnel oscillant en tangage est observé.
Celui-ci est mis en évidence à la Figure 3.31. Sa fréquence est de l’ordre de 1 Hz. Comme dans
le cas des essais en mouvements libres de rectangles présentés Section 2.5.5, ces oscillations
sont dues au couple subit par l’aile du fait de la position du point d’application de la résultante
des efforts de pression. Dans notre cas, ce point se situe à un quart de la corde, en avant du
centre de gravité qui se situe aux alentours de 1/3 de corde. Ceci correspond à une configu-
ration instable (Abzug and Larrabee, 2005; Anderson, 2007). En mécanique du vol, la stabilité
longitudinale est assurée en plaçant le centre de gravité en avant du centre des efforts hydro-
dynamiques, et en ajoutant des ailerons en aval (empennage horizontal), comme on peut le
voir sur le planeur présenté à la Figure 3.32. Ici, le centre de gravité est situé en amont des
ailes, grâce à un fuselage allongé. Les planeurs respectent les conditions de cette stabilité. Les
simulations suivantes devront tenir compte de cette condition.
Figure 3.31.Mise en évidence des oscillations parasites dans le mouvement
3.7.5 Poursuite des travaux
Cette étude rapide en mouvements libres a servi de base pour un post-doctorat financé
par le GIS Europôle Mer en collaboration avec Ifremer et l’Ecole Navale qui a démarré au der-
nier trimestre 2009 pour adapter notre chaîne de calcul à la simulation des mouvements libres
du planeur Sterne de l’ENSTA-Bretagne. Ces travaux donnent de bons résultats et ont fait l’ob-
jet d’une publication en conférence à comité de lecture (Phoemsapthawee et al., 2011). Une
validation en bassin devrait être réalisée sous peu.
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Figure 3.32. Éléments du planeur permettant d’assurer la stabilité longitudinale
3.8 Bilan du chapitre
Quand on a affaire à des objets portants profilés, un code potentiel instationnaire s’avère
tout à fait adéquat et beaucoup plus rapide et efficace qu’un code RANSE. En reprenant le cou-
plage avec les équations du mouvement décrit au Chapitre 1 Figure 1.1, nous simulons la pro-
pulsion biomimétique. Ce type de propulsion utilise des mouvements de tangage et de pilon-
nement déphasés, pour créer de la portance dans le sens d’avance. La première constatation
est que laméthode est robuste et rapide. Il fautmoins de 10min pour réaliser 250 pas de temps.
Le mouvement est très bien décrit si on réalise 50 pas de temps par période.
Le mouvement est dans un premier temps forcé afin d’étudier l’influence des diffé-
rents paramètres sur les performances hydrodynamiques. Le théorème de Buckingham donne
quatre paramètres adimensionnels pertinents : le nombre de Strouhal, l’amplitude de tangage,
le rapport de l’amplitude de pilonnement sur la corde appelé amplitude relative et l’allonge-
ment. Dans la littérature, le paramètre φ, correspondant au déphasage entre le mouvement de
pilonnement et celui de tangage, est également présent. Les différents travaux s’accordent sur
un déphasage aux alentours de pi/2. Nous fixons donc ce paramètre. En se plaçant dans une
configuration 2D, i.e. en prenant un allongement de l’aile important, on compare le coefficient
de poussée à la théorie de Theodorsen. Les résultats sont similaires. On fait ensuite varier l’am-
plitude de tangage et l’amplitude relative en fonction dunombre de Strouhal par analogie à une
hélice, pour laquelle on fait varier le pas en fonction du paramètre d’avance. L’allongement est
fixé.
Le rendement pour un même nombre de Strouhal croît quand l’amplitude relative h∗0
croît jusqu’à ce que h∗0 = 1. L’amplitude relative a ensuite peu d’influence sur la valeur maxi-
mum du rendement. L’amplitude de tangage amenant à de bonnes performances (aux alen-
tours de 80% de rendement) est comprise entre 30◦ et 60◦. Ces bonnes performances sont at-
teintes à condition de se placer à un nombre de Strouhal compris entre 0.2 et 0.8. Ces résultats
sont en accord avec les observations dans la nature. Le nombre de Strouhal a ici un intervalle
plus large que celui observé dans la nature. En fait, quand on se place à de grands nombres de
Strouhal, on observe un angle d’attaque entre l’écoulement incident et l’aile plus important.
Cela ne pose pas de problème avec un écoulement potentiel. Dans la réalité, quand l’angle
d’attaque est important, la couche limite se décolle conduisant à une chute des performances
hydrodynamiques.
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Ce moyen de propulsion est comparé à une hélice. Le même type de procédure que lors
de la comparaison de deux hélices est suivie. Au lieu du pas, on considère l’amplitude de tan-
gage et un paramètre d’avance équivalent est défini pour l’aile. Ce paramètre d’avance équi-
valent fait appel à un diamètre équivalent correspondant au diamètre de l’aire d’obstruction
occasionnée par le mouvement de l’aile dans l’eau. Il est alors possible de trouver, selon la ré-
sistance à l’avancement du bâtiment considéré, un mouvement de marsouinage conduisant
à un rendement comparable à celui d’une hélice. L’inconvénient majeur reste la conception
d’un tel système pour en équiper un navire. Cette étude à fait l’objet d’une publication dans
une conférence à comité de lecture (Floc’h et al., 2009) et d’un article actuellement soumis au
journalOcean Engineering. Une difficulté supplémentaire est d’adapter l’amplitude de tangage
selon la vitesse d’avance désirée, comme le font les hélices à pas variables. On amontré qu’une
simple variation linéaire de l’amplitude de tangage, comme cela est fait pour le pas, conduit à
une chute significative des performances hydrodynamiques. Par analogie aux poissons, la va-
riation d’amplitude entre deux mouvements devrait se faire de façon non-linéaire pour rester
efficace. Le mouvement transitoire optimal n’est donc pas simple et nécessite une étude com-
plémentaire. Cette méthode numérique permet également de simuler plusieurs corps à la fois.
Une de nos perspectives plus lointaines serait d’étudier les performances hydrodynamiques de
deux ailerons aux mouvements antisymétriques.
Les mouvements libres d’un corps de forme simple sont ensuite simulés. La méthode
reste robuste et aussi rapide que en mouvements forcés. La faisabilité de simuler six degrés de
liberté avec ce couplage est montrée. On cherche ensuite à obtenir une vitesse d’avance im-
portante en ne réalisant qu’une faible amplitude de pilonnement, contrairement aux planeurs
sous-marins en service qui avancent à 0.25 m/s pour une amplitude de 200 m. Une vitesse
d’avance de 2 m/s est atteinte en réalisant un pilonnement de 5 m environ pour un profil d’un
mètre d’envergure. Cette étude a servi de base pour un post-doctorat sur la simulation des
mouvements libres du planeur sous-marin Sterne de l’ENSTA-Bretagne. Une validation des ré-
sultats devrait être réalisée en bassin sous peu.
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Conclusions
La prédiction de trajectoires d’objets immergés est nécessaire dans de nombreuses ap-
plications militaires, mais aussi en recherche océanographique ou en exploitation offshore. Le
développement de modules préprogrammés se déplaçant en mouvements libres dans l’eau
est de plus en plus courant. À des fins de conception ou d’optimisation, la prédiction de leurs
trajectoires est nécessaire. Les codes de trajectographie basés sur des coefficients analytiques
et/ou empiriques ne sont pas adaptés aux nouvelles formes d’objets, possédant de nombreux
appendices et réalisant desmouvements importants dans les six degrés de liberté. Pour ce type
d’engin original, il est nécessaire de réaliser un calcul complet de résolution des équations de
l’écoulement couplées avec les équations d’Euler-Newton pour calculer la trajectoire. Certains
cas, qui considèrent un objet ayant des coefficients de masse ajoutée plus importants que la
masse de la structure, dévoilent les limites de stabilité des schémas numériques courants. Une
fois le problème de stabilité du schéma surmonté, il reste l’incontournable problème de la va-
lidation par confrontation avec des essais expérimentaux. Cette validation pose problème du
fait des temps de calcul et de la difficulté de mise en place d’essais expérimentaux reprodui-
sant la réalité. Rares sont les bassins capables de réaliser des essais réalistes 3D. On commence
seulement à avoir lesmoyens expérimentaux pour capturer la trajectoire de l’engin au cours de
l’essai.
Le but de cette thèse est demettre en place un outil numérique fonctionnel, stable quelle
que soit la valeur des coefficients de masse ajoutée, minimisant le nombre d’itérations ainsi
que le temps de calcul ; puis de le valider. Ainsi, un schéma numérique d’Euler explicite du pre-
mier ordre utilisant la méthode de la "masse ajoutée modifiée" est utilisé en couplage faible
avec le code résolvant les équations de l’écoulement. Cette méthode consiste à introduire un
paramètre supplémentaire ajouté à la masse et soustrait de la masse ajoutée. On obtient arti-
ficiellement une nouvelle masse de la structure et une nouvelle masse ajoutée, d’où l’appella-
tion de cette méthode. La stabilité du schéma est gouvernée par le rapport entre la nouvelle
masse ajoutée et la nouvelle masse. La consistence du schéma est démontrée dans les pré-
sents travaux quel que soit le rapport entre la masse ajoutée et la masse. Le schéma est égale-
ment consistant si la masse ajoutée change au cours du temps, par exemple dans le cas d’un
cube oscillant à la surface libre entre l’air et l’eau, ce qui prouve son applicabilité au problème
de tenue à la mer. Les résultats convergent pour une large gamme du paramètre stabilisateur.
Cette gamme est bien sûr d’autant plus grande que le pas de temps est petit. Dans le cas d’un
remaillage dynamique du domaine à chaque pas de temps, le pas de temps doit être extrême-
ment petit, ce qui facilite le choix du paramètre stabilisateur. Le couplage faible entre lemodèle
d’écoulement et le code résolvant les équations d’Euler-Newton ne pose pas de problème. Au
contraire, les temps de calculs sont minimisés par rapport à un couplage forcé. Ce couplage
permet en outre d’adapter rapidement le code résolvant les équations du mouvement au mo-
dèle d’écoulement. On peut s’en servir avec un code RANSE ou pour, par exemple, simuler
la propulsion biomimétique dans un écoulement potentiel utilisant la méthode des éléments
frontières.
Le couplage avec le code RANSE donne des temps de calcul importants du fait de la mé-
thode des volumes finis et du remaillage dynamique nécessaire à chaque pas de temps. Pour
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réaliser un grand nombre de cas de calculs, les simulations sont réalisées en 2D. On se rend
compte rapidement de l’aspect chaotique des trajectoires lors des simulations en l’absence
d’écoulement. Avec un écoulement, les effets des conditions initiales sur la trajectoire sont ré-
duits. Néanmoins, les simulations numériques donnent tout de même des effets notables sur
l’évolution temporelle de l’angle de l’objet rectangulaire pour des erreurs de 3◦ sur l’angle initial
et 1% sur la densité. Une erreur de 10% sur la vitesse d’écoulement ne donne pas de différence
significative.
Cependant, pour pouvoir conclure quant à la fiabilité des prédictions numériques, une
validation expérimentale est nécessaire. À cet effet, un dispositif expérimental a été développé
dans le cadre de cette thèse. Les conditions des simulations numériques doivent être recréées
et la précision des réglages doit tenir compte des résultats numériques. L’objet est pesé à 1%!.
Le dispositif expérimental donne une vitesse d’écoulement uniforme de 10% à 15% près se-
lon la vitesse, mesurée par PIV. Les essais montrent un réglage fiable de l’angle initial, estimé
être inférieur au degré. Le parallélisme des plaques sur toute leur surface n’est toutefois par
parfaitement assuré. Pour les essais non perturbés par le problème de bidimensionnalité, la
trajectoire du centre de gravité ainsi que les vitesses de translation au cours de l’essai sont bien
prédites. L’évolution temporelle de l’angle est une variable plus difficile à déterminer. Le couple
que subit l’objet est très variable au cours de la simulation ou de l’essai, ce qui engendre des
angles différents au cours du temps. L’objet choisi pour réaliser ces essais est un parallélépi-
pède rectangle. Le choix de cette forme géométrique a été motivé par la nécessité de valider
les calcul dans le cadre le plus général possible. La difficulté liée à cette géométrie est la pré-
sence de plusieurs arêtes vives, tenant lieu d’autant de points de séparation du fluide. Les dé-
collements en découlant créent de nombreuses instabilités du sillage qui se répercutent sur le
couple que subit l’objet. Il faut donc, pour palier ce problème, utiliser des objets plus lisses telle
que des ellipsoïdes. À des fins d’utilisation en bureau d’études, la validation du code devra se
faire pour chaque forme d’objet, selon les applications visées.
Certaines applications permettent l’utilisation d’un code potentiel. C’est le cas du pla-
neur sous-marin. La possibilité de simuler un tel engin a également été développée dans ces
travaux de thèse. Ce type d’engin utilise une propulsion biomimétique. Cemode de propulsion
fait appel à la portance. Ainsi un code potentiel utilisant la méthode des éléments frontières
est couplé avec le code résolvant les équations dumouvement. Ce type de code a des temps de
calculs réduits comparé à laméthode des volumes finis comme lors du couplage avec les équa-
tions RANS. Il est alors possible d’effectuer des simulations 3D de longue durée avec un temps
de calcul raisonnable. Le modèle potentiel, muni de la condition de Joukovsky, est cependant
soumis à des hypothèses restrictives. Il ne permet de simuler que des ailes portantes profilées
à faible angle d’attaque. Afin de respecter ces conditions dans les simulations 6DOF, une étude
préliminaire est réalisée enmouvements forcés. Les performances hydrodynamiques obtenues
numériquement sont en accord avec la théorie de Theodorsen. Les paramètres principaux et
leurs influences sont décrits dans ce qui suit.
– Le nombre de Strouhal caractérise le comportement de l’écoulement autour de l’aile-
ron. S’il est compris entre 0.2 et 0.4, les performances hydrodynamiques de la propul-
sion sont importantes (∼ 60% - 85% pour un profil NACA0012). Cet intervalle est lié à
l’évolution de l’angle d’attaque au cours du mouvement. Un parallèle est établi entre
le nombre de Strouhal et le paramètre d’avance dans le cas d’une hélice.
– L’amplitude relative n’influence pas le rendementmaximumsi elle est prise supérieure
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à l’unité. Si ce type de propulsion est utilisé derrière un bâtiment, la largeur de ce der-
nier fixe l’amplitude de déplacement maximum.
– L’amplitude de l’angle de marsouinage influence les performances hydrodynamiques
comme le pas pour une hélice. Pour des applications navales, ce paramètre peut ser-
vir à déterminer le mouvement idéal à adopter pour obtenir le meilleur rendement
propulsif, de même que le pas pour une hélice.
Ces conclusions permettent de lancer des simulations en mouvements libres d’un profil
simple pour tester la robustesse du couplage. Une comparaison est réalisée sur un cas simple
dont la solution analytique est connue. On retrouve numériquement le résultat analytique. On
se place ensuite en 6DOF. Le déplacement du centre de gravité et le changement de flottabilité
de l’appareil permettent de simuler le mouvement d’oscillation nécessaire pour se propulser.
En reprenant les angles de marsouinage donnant de bons rendement propulsifs, on obtient,
pour une aile de un mètre d’envergure, une vitesse d’avance de presque 2 m/s pour un batte-
ment de 5 m environ. Le dispositif se stabilise de lui-même avec un angle d’attaque très faible,
donnant un nombre de Strouhal similaire à ce qui est observé pour les cétacés.
Perspectives
Lors des essais expérimentaux dans la veine hydrodynamique 2D, la bidimensionnalité
de la trajectoire n’est pas toujours correctement assurée. Selon la vitesse d’écoulement, l’objet
peut passer par des endroits plus étroits où il vient frotter contre les parois. Du fait de ce pro-
blème, la validation du code de calcul n’a pu être que partielle. Sans une validation complète,
aucun calcul numérique 3D ne peut être entrepris. La conception de la veine est donc tout
d’abord à revoir. En plaçant régulièrement des renforts, la déformation des plaques pourrait
être évitée. Il serait également intéressant de permettre l’ouverture de la veine, comme on peut
le faire dans les veines bidimensionnelles aérodynamiques.
Le couplage avec le code potentiel va, quant à lui, faire l’objet d’une campagne de vali-
dation dans le cadre d’un post-doctorat en collaboration avec le GIS europôle Mer sur la simu-
lation des mouvements du planeur sous-marin STERNE de l’ENSTA-Bretagne.
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Annexe A - Calcul de lamasse ajoutée
A.1 Calcul du torseur résultant des contraintes de pression
Dans cette section sont calculés les efforts et moments s’appliquant sur le solide à partir
des contraintes de pression. Les calculs sont inspirés du livre de Newman (1977).
Nous nous plaçons dans un référentiel galiléen R′ fixe. Dans le domaine fluide D , un
solide S est en mouvement à une vitesse "V = "V0+"ω∧"r . Les notations utilisées dans le calcul
qui va suivre sont schématisées sur la Figure A.33. On note"n la normale extérieure au domaine
fluide etR le référentiel lié au solide S. La limite Σ du domaine est rejetée à l’infini.
On se place dans le cas d’unfluide parfait, dans un écoulement irrotationel. On considère
le potentiel absoluΦ. On a les égalités suivantes :
"V = "∇Φ vitesse absolu dansR′ (A.50)
∆Φ= 0 dansD (A.51)
"∇Φ."n = "V ."n = 0 sur S (A.52)
L’équation (A.51) est tirée de l’équation de continuité et l’équation (A.52) représente la condi-
tion de glissement sur S. On applique Bernoulli dansR′ :
ρ
∂Φ
∂t
∣∣∣∣
"r ′
+ 1
2
ρ"∇Φ."∇Φ+P +Z =C (t ) (A.53)
avec Z le potentiel de la gravité. On a les expressions suivantes pour les forces et les moments :
"F =
∫
S
p"ndS (A.54)
"MO′ =
∫
S
p"r ′ ∧"ndS (A.55)
En négligeant la gravité, on obtient :
"F =−ρ
∫
S
(
∂Φ
∂t
∣∣∣∣
"r ′
+ 1
2
"∇Φ."∇Φ)"ndS (A.56)
"MO′ =−ρ
∫
S
(
∂Φ
∂t
∣∣∣∣
"r ′
+ 1
2
"∇Φ."∇Φ)"r ′ ∧"ndS (A.57)
On écrit le théorème du transport dansR′ :
δ
δt
∫
D
"∇ΦdV =
∫
D
∂"∇Φ
∂t
∣∣∣∣∣
"r ′
dV +
∫
S+Σ
"∇Φ("w ."n)dS (A.58)
Étant donné que "r ′ et t sont indépendants, on peut écrire :
δ
δt
∫
D
"∇ΦdV =
∫
D
"∇ ( ∂Φ
∂t
∣∣∣∣
"r ′
)dV +
∫
S+Σ
"∇Φ("w ."n)dS (A.59)
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Σ
!n
!n
O′
O
S
D
!V0
!ω!r
!r′
!r′0
Figure A.33. Solide S dans un domaine fluideD
On considère la formule du gradient :∫
S+Σ
Φ"ndS =
∫
D
"∇ΦdV (A.60)
On en déduit pour (A.59) :
δ
δt
∫
S+Σ
Φ"ndS =
∫
S+Σ
[
∂Φ
∂t
∣∣∣∣
"r ′
"n+"∇Φ("w ."n)
]
dS (A.61)
En considérant Σ fixe dansR′ et "w ="0 sur Σ, on peut réduire l’intégration de l’équation précé-
dente sur S seulement. On a au final :
δ
δt
∫
S
Φ"ndS =
∫
S
[
∂Φ
∂t
∣∣∣∣
"r ′
"n+"∇Φ("∇Φ."n)
]
dS (A.62)
En reprenant l’expression de la force dans l’équation (A.56), il découle :
−
"F
ρ
= δ
δt
∫
S
Φ"ndS+
∫
S
((
1
2
"∇Φ."∇Φ)"n−"∇Φ("∇Φ."n))dS (A.63)
Or, d’après le théorème de Green-Ostrogradski :∫
S+Σ
(
1
2
("∇Φ."∇Φ)"n−"∇Φ("∇Φ."n))dS
=
∫
D
(
1
2
"∇ ("∇Φ."∇Φ)− div("∇Φ∧"∇Φ))dV (A.64)
En utilisant les relations suivantes :
div("A∧"B)= "Adiv"B +∇"A."B (A.65)
"∇ ("A."B)=∇"A."B +"A∧ "rot"B +"B ∧ "rot"A, (A.66)
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on obtient que les deux termes s’annulent. Dans l’équation (A.67), l’intégration se fait sur S
seulement. Il est évident ici que
∫
S
=
∫
S+Σ
−
∫
Σ
. On peut donc écrire :
−
"F
ρ
= δ
δt
∫
S
Φ"ndS+
∫
Σ
((
1
2
"∇Φ."∇Φ)"n−"∇Φ("∇Φ."n))dS (A.67)
Étant donné que Σ est rejeté à l’infini, le second terme est nul. Il ne reste que le premier terme.
On procède de la même façon pour le moment. On obtient les expressions suivantes pour les
vecteurs force et moment :
"F =−ρ δ
δt
∫
S
Φ"ndS (A.68)
"MO′ =−ρ δ
δt
∫
S
Φ"r ′ ∧"ndS (A.69)
On exprime maintenant ces quantités dansR, le repère mobile lié au solide S. Dans ce repère,
"w ="0.
"F =−ρ
∫
S
δΦ"n
δt
∣∣∣∣
"r
dS (A.70)
"MO′ =−ρ
∫
S
δΦ"r ′ ∧"n
δt
∣∣∣∣∣
"r
dS (A.71)
Sachant que :
δ"n
δt
∣∣∣∣
"r
="ω∧"n (A.72)
δ"r ′
δt
∣∣∣∣∣
"r
= "V0+"ω∧"r (A.73)
MO′ =MO +"r ′0∧"F (A.74)
On développe (A.70) et (A.71) :
"F =−ρ
∫
S
δΦ
δt
∣∣∣∣
"r
"ndS−ρ"ω∧
∫
S
Φ"ndS (A.75)
"MO =−ρ
∫
S
δΦ
δt
∣∣∣∣
"r
"r ′ ∧"ndS−ρ"V0∧
∫
S
Φ"ndS−ρ"ω∧
∫
S
Φ("r ∧"n)dS (A.76)
Pour avoir une expression des forces et moments totaux s’appliquant sur le solide, il faut ajou-
ter à (A.75) et (A.76), qui représentent les efforts hydrodynamiques, les efforts hydrostatiques
suivants :
"Fg =−ρV"g (A.77)
"MgO ="r ∧ "Fg (A.78)
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A.2 Expression des coefficients demasse ajoutée
La solution du problème peut se décomposer en :
Φ= "V0."r +"ω."Ω (A.79)
avec "Ω solution de ∆"Ω="0 et ∂
"Ω
∂n
="r ∧"n. On note U, le vecteur vitesse généralisé :
U=
3∑
q=1
(uq "eq +uq+3("eq ∧ "OM)) (A.80)
Soient ϕq , les potentiels correspondant à chacun des six mouvements élémentaires.
"r =
3∑
q=1
ϕq "eq →
 ϕq ="r ."eq = xq∂ϕq
∂n
= nq
(A.81)
"Ω=
3∑
q=1
ϕq+3"eq →
 ϕq =
"Ω."eq =Ωq
∂ϕq+3
∂n
="r .("n∧ "eq )
(A.82)
On peut ainsi écrire :
Φ=U.ϕ=
6∑
q=1
uq (t )ϕq ("r ) (A.83)
On souhaite développer les efforts hydrodynamiques (A.75) et (A.76) en fonction des po-
tentiels élémentaires. On constate qu’une partie de ces efforts dépend de Φ et une autre de
∂Φ
∂t
∣∣∣∣
"r
. On s’intéresse aux efforts de masse ajoutée qui sont en phase avec l’accélération. On
développe d’abord les contraintes dépendant de
∂Φ
∂t
∣∣∣∣
"r
. On les nomme "F A et "M AO .
"F A =−ρ
∫
S
δΦ
δt
∣∣∣∣
"r
"ndS (A.84)
"M AO =−ρ
∫
S
δΦ
δt
∣∣∣∣
"r
"r ′ ∧"ndS (A.85)
Ces expressions deviennent en fonction des potentiels élémentaires :
"F A =−ρ
6∑
q=1
3∑
p=1
∫
S
duq
dt
ϕq
∂ϕp
∂n
"epdS (A.86)
"M AO =−ρ
6∑
q=1
3∑
p=1
∫
S
duq
dt
ϕq
∂ϕp+3
∂n
"epdS (A.87)
duq
dt
et "ep ne dépendent pas de"r , on peut les sortir de l’intégrale. On note alors :
"F A =
3∑
p=1
RAp "ep (A.88)
"M AO =
3∑
p=1
RAp+3"ep (A.89)
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avec RA, le vecteur force généralisé. Les coefficients de masse ajoutée sont alors définis par
[Ma] :
RAp =−
6∑
q=1
[Ma]pq
dUq
dt
(A.90)
avec
[Ma]pq = ρ
∫
S
∂ϕp
∂n
ϕqdS (A.91)
On développe à présent les termes dépendant deΦ. On les nomme "FV et "MVO .
"FV =−ρ"ω∧
∫
S
Φ"ndS (A.92)
"MVO =−ρ"V0∧
∫
S
Φ"ndS−ρ"ω∧
∫
S
Φ("r ∧"n)dS (A.93)
De la même façon , en exprimant les différents termes en fonction des potentiels élémentaires,
on retrouve les coefficients de masse ajoutée définis en (A.91) :
"FV =−
6∑
q=1
3∑
p=1
"ω∧ [Ma]pqUq "ep (A.94)
"MO
V =−
6∑
q=1
3∑
p=1
("V0∧ [Ma]pq −"ω∧ [Ma]p+3qUq "ep ) (A.95)
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Annexe B - Calcul analytique détaillé du
déplacement d’une sphère dans un fluide
Dans cette annexe, on souhaite résoudre l’équation 1.41 reportée ci-dessous :
d
dU
dT
=−1
2
dU
dT
+σd (d + 12)−σu(d +
1
2
)U2 (B.96)
avecσd , le signe de (1−d) etσu , le signe deU . Cette équation adimensionnelle peut être divisée
par (d + 1
2
). On obtient l’équation suivante :
dU
dT
=−σuU2+σd (B.97)
La résolution de cette équation va dépendre du cas que l’on considère i.e. selon la valeur du
couple (σu ;σd ).
B.3 Objet flottant
Dans le cas d’un objet flottant, d < 1 donc σd = 1 et U∞ = 1. Il faut aussi considérer le
signe de la vitesse initiale de la sphère.
B.3.1 U0 < 0
SiU0 < 0, alors au départ σu =−1. On résoud l’équation B.97.
dU
dt
=U2+1 (B.98)
dU
U2+1 = dT (B.99)∫U
U0
dU
U2+1 = T −T0 (B.100)
arctan(U )−arctan(U0)= T −T0 (B.101)
U = tan(T −T0+arctan(U0)) (B.102)
137
Annexe B - Calcul analytique détaillé du déplacement d’une sphère dans un fluide
Cette expression est valable tant que U < 0 i.e. tant que T < T0 + arctan(|U0|). On pose T1 =
T0+arctan(|U0|). Quand T > T1, alorsU > 0 et σu = 1. On résoud l’équation suivante :
dU
dt
= 1−U2 (B.103)
dU
1−U2 = dT (B.104)∫U
0
dU
U2+1 = T −T1 (B.105)
ln
(∣∣∣∣1+U1−U
∣∣∣∣)= 2(T −T1) (B.106)
U = e
2(T−T1)−1
e2(T−T1)+1 (B.107)
B.3.2 0<U0 <U∞
U sera croissant quel que soit T jusqu’à atteindreU∞.
dU
dt
= 1−U2 (B.108)
dU
1−U2 = dT (B.109)∫U
U0
dU
U2+1 = T −T0 (B.110)
ln
(∣∣∣∣1+U1−U
∣∣∣∣ ∣∣∣∣1−U01+U0
∣∣∣∣)= 2(T −T0) (B.111)
(B.112)
On pose A0 =
∣∣∣∣1−U01+U0
∣∣∣∣ et commeU < 1, on obtient :
1+U
1−U = A0e
2(T−T0) (B.113)
U = A0e
2(T−T0)−1
A0e2(T−T0)+1
(B.114)
B.3.3 U∞ <U0
De la même façon que dans le paragraphe précédent, on déduit queU sera décroissant
quel que soit T jusqu’à atteindreU∞ et :
U +1
U −1 = A0e
2(T−T0) (B.115)
U = A0e
2(T−T0)+1
A0e2(T−T0)−1
(B.116)
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B.4 Objet demême densité que l’eau
Dans ce cas, d = 1 donc σd = 0 etU∞ = 0. Il faut considérer le signe de la vitesse initiale
de la sphère. Dans tous les cas, la sphère va ralentir puis s’arrêter.
B.4.1 U0 < 0
SiU0 < 0, alors σu =−1. On résoud l’équation B.97.
dU
dt
=U2 (B.117)
dU
U2
= dT (B.118)
− 1
U
+ 1
U0
= T −T0 (B.119)
U = 11
U0
− (T −T0)
(B.120)
B.4.2 0<U0
Si 0<U0, alors σu = 1 etU = 11
U0
+ (T −T0)
.
B.5 Objet plus dense que l’eau
Dans le cas d’un objet non flottant, d > 1 donc σd = −1 etU∞ = −1. De la même façon
que dans la section précédente, il faut considérer la valeur de la vitesse initiale de la sphère.
B.5.1 U0 > 0
SiU0 > 0, alors au départ σu = 1. On résoud l’équation (B.97).
dU
dt
=−(U2+1) (B.121)
dU
U2+1 =−dT (B.122)
U = tan(T0−T +arctan(U0)) (B.123)
Cette expression est valable tant queU > 0 i.e. tant que T < T1. Quand T > T1, alorsU < 0 et
σu =−1. On résoud l’équation suivante :
dU
dt
=−(1−U2) (B.124)
U = e
2(T1−T )−1
e2(T1−T )+1 (B.125)
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B.5.2 U∞ <U0 < 0
U sera décroissant quel que soit T jusqu’à atteindreU∞.
dU
dt
=−(1−U2) (B.126)
dU
1−U2 =−dT (B.127)
U = A0e
2(T0−T )−1
A0e2(T0−T )+1
(B.128)
B.5.3 U0 <U∞
De la même façon que dans le paragraphe précédent, on déduit que U sera croissant
quel que soit T jusqu’à atteindreU∞ et :
U = A0e
2(T0−T )+1
A0e2(T0−T )−1
(B.129)
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Annexe C - Dossier technique de la veine
hydrodynamique bidimensionnelle
Cette annexe comporte les détails du dimensonnement des différentes parties de la veine hy-
drodynamique bidimensionnelle ainsi que les plans et références nécessaires à la mise en
oeuvre d’un tel dispositif.
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C.6 Dimensionnement des plaques
Les contraintes sur les plaques qui vont constituer la veine sont :
– La transparence pour la visualisation ;
– Une déformation maximum de 0.2 mm pour la bidimensionnalité ;
Afin de respecter la transparence, le plexiglas ou le verre sont des bons choix. Cependant, dans
les tunnels hydrodynamiques existants, le plexiglas est préféré au verre car il est moins cassant
et plus usinable. Une étude sur le logiciel de résistance des matériaux SAMCEF/Boss Quattro
permet d’obtenir la déformationmaximumdes plaques sous la pression hydrostatique de l’eau
en fonction du module d’Young, de l’épaisseur de la plaque et de la hauteur d’eau. Le module
d’Young du plexiglas est 2.38 GPa. La hauteur d’eauminimum au dessus de la veine est 0.71 m.
Si on considère une veine de 1 m de haut, on obtient la déformation tracée Figure C.34. Pour
respecter la tolérance que nous nous sommes imposées, l’épaisseur des plaques de plexiglas
devraient être supérieure à 7 cm. Ceci est évidemment trop important. On étudie alors la va-
riation de la déformation en fonction de la hauteur de la plaque. Le résultat obtenu pour une
plaque de plexiglas de 4 cm d’épaisseur est donné Figure C.35. On constate que la tolérance est
respectée pour une plaque de 0.8 m de haut et 4 cm d’épaisseur. On fait le même calcul pour
une plaque en verre de 0.8m de haut et on regarde l’épaisseur de la plaque nécessaire pour res-
pecter notre critère. Le module d’Young du verre est 69 GPa. L’épaisseur de la plaque de verre
doit être 1.7 cm. Du verre de cette épaisseur peut être très dangereux à utiliser, d’autant plus
qu’il n’existe pas de verre securit de ce type.
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Figure C.34.Déformation d’une plaque de plexiglas de 1 m de haut sous la pression hydrostatique en
fonction de son épaisseur
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Figure C.35.Déformation d’une plaque de plexiglas de 4 cm d’épaisseur sous la pression hydrostatique
en fonction de sa hauteur
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Figure C.36.Déformation d’une plaque de verre de 0.8 m de haut sous la pression hydrostatique en
fonction de son épaisseur
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C.7 Dimensionnement de la zone d’essai
Les limites de la zone d’essai sont fixées en étudiant les couches limites présentes dans
la veine. On différencie les couches limites rattachées aux parois verticales (voir Figure C.37
représentant la veine vue de dessus) et celles rattachées aux parois horizontales. Dans le cas
d’une plaque plane, la couche limite laminaire est connue et son épaisseur vaut :
δ= 5 x
Re1/2
(C.130)
avec x, la position sur la plaque, le sens positif étant le sens de l’écoulement. L’épaisseur de la
couche limite turbulente s’écrit :
δ= 0.38 x
Re1/5
(C.131)
Le nombre de Reynolds Re dans la veine est défini de la façon suivante :
Re = V l
ν
(C.132)
avec l , l’épaisseur de la veine.
Pour avoir une trajectoire bidimensionelle, l’épaisseur de la veine est prise petite compa-
rée à sa hauteur ou sa longueur. Par commodité, la hauteur et la longueur sont prises de l’ordre
du mètre et l’épaisseur de l’ordre du centimètre. L’épaisseur de la couche limite est de l’ordre
du centimètre également comme représenté Figure C.37. En fait, après une certaine longueur
transitoire D0, la couche limite occupe toute l’épaisseur de la veine. Si l’écoulement est tur-
bulent, la couche limite forme un écoulement à peu près uniforme. Les longueurs transitoires
D0 d’installation de la couche limite dans le cas d’un écoulement laminaire ou turbulent sont
reportées Tableau C.2 en fonction de l’épaisseur de la veine. D0 correspond à la distance x né-
cessaire pour que 2δ = l , comme défini plus tôt, pour un écoulement laminaire ou turbulent.
Cette distance augmente avec la vitesse du fluide. Pour notre calcul, la vitesse prise en compte
est 1 m.s−1.
Figure C.37. Evolution du profil de vitesse laminaire ou turbulente dans la veine (vue de dessus)
Du fait des résultats exposés Tableau C.2, l’épaisseur de la veine est fixée à 20 mm. Il en
résulte que la zone d’essai ne commencera que 30 cm après le début de la veine pour être dans
la couche limite établie. Sur les parois inférieure et supérieure, étant donné que le nombre de
Reynolds dans la veine est de l’ordre de 106, la couche limite aura une épaisseurmaximumde 5
cm si la longueur de la veine fait 2m. L’objet devra donc être introduit dans l’écoulement à plus
de 5 cmdu haut ou du bas de la veine. La zone d’essai ainsi déduite est représentée Figure C.38.
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Tableau C.2. Longueur transitoire D0 (mm) pour un écoulement laminaire ou turbulent en fonction de
l’épaisseur de la veine pour une vitesse de 1 m.s−1
l (mm) D0 (mm) turbulent D0 (mm) laminaire
25 249.2955 395.2847
22.5 219.6875 337.5000
20 190.7315 282.8427
17.5 162.4920 231.5032
15 135.0504 183.7117
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Figure C.38. Configuration de la veine après dimensionement par le solveur RANSE et définition de la
zone d’essai définie par l’étude des couches limites
C.8 Obtention d’un écoulement uniforme
Afin de trouver la configuration de notre dispositif expérimental quimènera à un écoule-
ment uniforme dans la veine, des simulations 2D instationnaires turbulentes sont lancées sur
le code RANSE décrit au Chapitre 2. Le type de maillage utilisé est présenté Figure C.39. C’est
un maillage quadratique, structuré quand la géométrie le permet, avec des couches limites
maillées plus finement sur les parois de la veine. Ce maillage est modifié selon les configu-
rations. Les conditions aux limites sont des conditions de non-glissement aux parois, et des
conditions de pression atmosphérique sur le haut des cuves. Les vitesses sont fixées en entrée
et en sortie.
Au départ, l’entrée est placée en haut à droite de la cuve amont et la sortie sous la cuve
aval. Dans nos premiers calculs, de grosses structures tourbillonaires se forment en entrée du
fait du virage à 90◦ et du changement de diamètre entre l’entrée et la cuve. L’ajout d’une grille
en entrée" permet de casser ces grosses structures. Cependant de petites structures tourbillo-
naires atteignent toujours l’intérieur de la veine. Une grille en entrée de veine ne suffit pas
145
Annexe C - Dossier technique de la veine hydrodynamique bidimensionnelle
Figure C.39.Maillage utilisé par le code RANSE pour déterminer l’écoulement présent dans la veine
à aligner l’écoulement. Les nids d’abeilles sont en général plus épais, de l’ordre de quelques
centimètres. En considérant un nid d’abeilles en entrée de veine # avec des hexagones assez
larges pour ne pas inclure trop de pertes de charge, l’écoulement est amélioré. Toutefois, des
singularités apparaissent au coin de la veine. L’ajout de convergent/divergent$ permet d’évi-
ter les décollements. Les données de ces éléments sont ensuite fonction de ce qui existe chez
les fournisseurs ou de ce qu’il est possible de réaliser nous-même.
Les grilles font couramment 1 mm d’épaisseur. Il en existe avec différents pourcentage
d’ouverture (23%, 27%, 32%). L’écoulement est vraiment amélioré avec une grille. Toutefois,
une variation si petite du pourcentage d’ouverture ne semble pas avoir d’effet. Il est plus facile
de se fournir en grille de 23% d’ouverture. Afin de ne pas inclure trop de pertes de charge dans
le circuit, la distance de plat à plat des hexagones doit être supérieure à 5mm. Il existe peu d’en-
treprises vendant des nids d’abeilles. Du coup, nous avons du faire notre choix en fonction de
ce qui existe i.e. 5 cm d’épaisseur avec 9mmde plat à plat. Ces éléments sontmodélisés dans le
code RANSE comme desmilieux poreux (appelés porous jump). A l’inverse d’unemodélisation
complète de la forme du nid d’abeilles ou de la grille, cette solution simplifie les calculs et amé-
liore la convergence. Le milieu est alors représenté par un élément 1D (une ligne) sur lequel
on spécifie l’épaisseur du composant réel ∆h, sa perméabilité α et son coefficient de perte de
charge par unité de longueurC2. Ces paramètres sont reliés entre eux par la relation suivante :
∆p =−
(
µ
α
v +C2 12ρ0v
2
)
∆h (C.133)
avec µ la viscosité du fluide et v la vitesse normale au milieu poreux. Pour une grille ou un nid
d’abeilles, le premier terme a peu d’influence, α est pris suffisamment grand pour pouvoir le
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Figure C.40. Vecteur vitesse (m/s) dans la veine, après avoir atteint le régime stationnaire, pour diffé-
rentes positions de la sortie
Figure C.41. Vecteur vitesse (m/s) dans la veine, après avoir atteint le régime stationnaire, pour deux
sorties, deux entrées ou les deux
négliger. Le deuxième terme correspond aux pertes de charges.
Dans le cas de la grille,∆h = 1mmet son ouverture est de 23%. Tout d’abord, le coefficient
de perte de charge ζ de cette grille est donné par le Mémento des perte de charges (Idelcik,
1986) égal à 0.5. Ceci équivaut à écrire :
∆p = 0.5(1
2
ρ0v
2) (C.134)
La vitesse v considérée ici correspond à la vitesse à travers les 23% d’ouverture. Le code RANSE
considère unmilieu poreux ouvert à 100%. Pour respecter le débit à travers le milieu poreux, la
vitesse considérée par le code vaut donc v100% = v/4.3. On en déduit un nouveau coefficient de
perte de charge ζ′ tel que :
∆p = ζ′(1
2
ρ0v
2
100%)= 0.5(
1
2
ρ0v
2) (C.135)
Il vient ζ′ = 8.6. Étant donné que ∆h = 1 mm, C2 = 8600 m−1. Dans le cas du nid d’abeilles,
d’après les travaux deWen et al. (2006), on déduitC2 = 0.01 m
−1 pour une épaisseur de 0.05 m.
En ce qui concerne les convergent/divergent, il fut décidé après quelques simulations
d’avoir 10 cm de rayon sur 70◦. Cependant, malgré tous ces éléments qui règlent certains pro-
blèmes, l’uniformité de l’écoulement n’est pas atteinte. La position de l’entrée et de la sortie
n’est pas fixée. D’après les résultats Figure C.40, il est également nécessaire de symétriser ses
éléments dans le sens vertical afin que l’écoulement s’étale sur toute la hauteur de la veine.
Ainsi, le dispositif amenant à l’écoulement le plus uniforme comporte deux entrées (une
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Figure C.42. Profil de vitesse horizontale en différentes positions de la zone d’essai comme définies Fi-
gure C.38
en haut et une en bas de la cuve amont) et deux sorties (sur la cuve aval). Les simulations
lancées pour les entrées à droite de la cuve amont et les sorties à gauche de la cuve aval donnent
des résultats moins bons que la solution présentée Figure C.41 à droite. Lorsqu’on applique
des vitesses différentes en haut et en bas, la symétrie haut/bas de l’écoulement dans la veine
est meilleure. Pour contrer les effets de la gravité, il pourra être nécessaire d’avoir un débit
différent à chaque entrée. De ce fait, deux circuits hydrauliques indépendants seront réalisés.
Les profils de vitesses ainsi obtenus en amont, aumilieu et en aval de la zone d’essai après 1300
secondes simulées sont présentés Figure C.42.
C.9 Dimensionnement du circuit hydraulique
Pour définir la type de pompe dont nous avons besoin, le circuit hydraulique doit être
dimensionné. Ceci revient à calculer les pertes de charge présentes dans le circuit. La perte
de charge correspond à l’évolution de la charge calculée par l’équation de Bernoulli. On l’ex-
prime couramment sous la forme d’une pression, bien qu’elle soit en fait représentative d’une
dissipassion d’énergie et qu’elle apparaît dans l’équation de Bernouilli comme une hauteur de
colonne d’eau. Elle se divise en deux catégories : les pertes de charges régulières et les pertes de
charges singulières. Les premières représentent la dissipation d’énergie par frottement le long
des conduites. Elles se calculent à l’aide de la formule de Darcy :
∆Hr =λ lD
U2m
2g
(C.136)
avec 
λ= 64
Re
Laminaire (formule de Poiseuille)
14
λ
=−2log10(
2.51
Re
4
λ
+ ε/D
3.71
) Turbulent (formule de Colebrook)
(C.137)
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et D , le diamètre hydraulique qui vaut quatre fois la section mouillée de la conduite sur le pé-
rimètre de la section. La rugosité ε est donnée par le constructeur. Les pertes de charge singu-
lières correspondent à la dissipation d’énergie causée par des accidents du circuits type coude,
vanne, rétrécissement ou agrandissement brusque... Elles se calculent par analogie à la formule
de Darcy :
∆Hs = ζU
2
m
2g
(C.138)
ζ, le coefficient de perte de charge singulière, est le plus souvent déduit d’abaques. Nous avons
choisi de nous référer au Memento des pertes de charges (Idelcik, 1986) pour estimer les diffé-
rents coefficients de pertes de charge du circuit et de la veine. Les notations de ce manuel sont
utilisées.
C.9.1 Présentation du circuit hydraulique
Le circuit est schématisé Figure C.43. Les différents éléments du circuit impliquant une
dissipation d’énergie sont :
" 4 coudes" 80 mm
# 1 agrandissement brusque en entrée de cuve et 1 rétrécissement brusque en sortie
$ 1 grille d’épaisseur 1 mm de 23 % d’ouverture
% 1 nid d’abeilles de 5 cm d’épaisseur aux hexagones faisant 9 mm de plat à plat
& 1 convergent de rayon de courbure 10 cm et faisant 70◦ avec la verticale puis 1 di-
vergent de mêmes caractéristiques
' 1 veine de 20 mm d’épaisseur sur 1200 mm de hauteur
( 1 rétrécissement brusque en entrée de pompe et un agrandissement brusque en sor-
tie
! Conduites" 80 mm d’une longueur totale de 6600 mm
Les éléments du circuit entraînant une perte de charge singulière sont répertoriés de" à& et
(. La veine et les conduites, répertoriées sous les numéros' et! respectivement, entraînent
des pertes de charge régulières.
Nous désirons avoir une vitesse variant entre 0.25 et 1 m/s dans la veine ce qui équivaut
à un débit volumique variant de 0.0043 à 0.0172 m3.s−1 soit de 258 à 1032 l.min−1 dans le cir-
cuit. La veine sera alimentée par deux réseaux identiques en accord avec les conclusions du
dimensionnement pour obtenir un écoulement uniforme. Ainsi chaque réseau verra un débit
volumique de 0.0086 m3.s−1 soit 516 l.min−1. Il est conseillé d’avoir une vitesse inférieure à 2.5
m.s−1 dans les conduites ce qui nous donne un diamètre de conduite de 66 mmminimum. Le
diamètre des conduites est fixé à 80 mm pour une vitesse maximum dans ces dernières de 1.7
m.s−1. Notre écoulement est turbulent. Afin de définir le type de pompe dont nous avons be-
soin, nous allons appliquer Bernoulli généralisé à notre circuit qui se traduit dans le cas d’un
circuit fermé comme le notre de la façon suivante :
∆Hres =∆Hr +∆Hs (C.139)
La résistance du circuit∆Hres est égal à la somme des pertes de charge régulières∆Hr et singu-
lières ∆Hs . Le point de fonctionnement de la pompe correspond à ∆Hm =∆Hres avec ∆Hm la
caractéristique de la pompe donnée par le constructeur en fonction du débit volumique pour
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Figure C.43. Schéma du circuit hydraulique (circuit secondaire en gris)
une certain nombre de tours par minute de la pompe. Nous allons dans la suite déterminer
∆Hres en fonction deQv .
C.9.2 Coefficient de pertes de charges régulières dans les conduites!
D’après la formule de Colebrook (eq.(C.137)), pourD = 0.08m pour un tuyau lisse à Re =
105 on obtient
λ= 0.018 (C.140)
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C.9.3 Coefficient de pertes de charges singulières
C.9.3.1 Coude"
δ(◦)
R0
D
Dans notre cas, avec les notations du schéma ci-
contre, on a une section circulaire avec D = 80 mm,
R0/D 1 1 et δ= 90◦. D’après le Memento des pertes
de charges p. 192 - 193 (Idelcik (1986)), le coefficient
de perte de charge singulière pour un coude est :
ζcoude = A1B1C1+0.0175λR0D δ(
◦) (C.141)
avec A1 = 1 pour δ = 90◦, B1 = 0.21 pour R0/D = 1
et C1 = 1 pour les coudes de section circulaire. On
obtient alors :
ζcoude = 0.24 (C.142)
C.9.3.2 Entrée et sortie de cuve#
Les entrées et les sorties de cuve correspondent à des entrées et sorties latérales dans
un tube droit de section circulaire en terme de pertes de charges. On considère f¯ comme le
rapport entre la surface de l’entrée ou la sortie et la section de la cuve ce qui donne dans notre
cas f¯ = 0.0256. Ainsi d’après le Memento des pertes de charges p.99 pour l’entrée et p.398 pour
la sortie :
ζE/S = 270 (C.143)
C.9.3.3 Grille$
Le Memento des pertes de charges p.301 donne :
ζgr i l le = 1
f¯ 2
(
0.707
√
1− f¯ +1− f¯
)2
(C.144)
pour une grille dans un tube droit avec f¯ = Fouv/F0. Fouv représente la section libre et F0 repré-
sente la section totale de la grille. Notre grille a 23% d’ouverture ce qui donne f¯ = 0.23. Ainsi :
ζgr i l le = 64.7 (C.145)
C.9.3.4 Nid d’abeille%
Pour le calcul de pertes de charges, un nid d’abeilles correspond à une grille épaisse for-
mée de lattes. On trouve dans le Mémento des pertes de charge p.304 la formule suivante :
ζnid = 1
f¯ 2
[(
0.5+τ
√
1− f¯
)
(1− f¯ )+ (1− f¯ )2+λ l
dH
]
(C.146)
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avec l , l’épaisseur du nid d’abeilles ; dH = 4 f0/Π0, le diamètre hydraulique ; f0 est le périmètre
d’une ouverture et Π0 est le périmètre de l’ensemble. τ est une fonction de l/dH . Dans notre
cas, l =50mm, la longueur de plat à plat d’un hexagone vaut 9mmce qui équivaut à une surface
de 70 mm2 et Π0 = 2.56 m. Ainsi dH vaut 0.1 mm et l/dH = 625. τ est donné égale à 0 pour de
tel rapport l/dH . On obtient comme coefficient de pertes de charge pour le nid d’abeilles étant
donné que le pourcentage d’ouvertue f¯ tend vers 1 :
ζnid 1 9.4 (C.147)
C.9.3.5 Convergent et divergent&
Le rayon du convergent et du divergent est 10 cm. L’écart avec la paroi frontale est 50 cm.
Que l’on considère le sens vertical ou horizontal on trouve le même résultat pour les pertes de
charges p.91 pour le convergent et p.394 pour le divergent duMemento des pertes de charges :
ζconver gent = 0.03 (C.148)
ζdiver gent = 0.8 (C.149)
C.9.3.6 Veine'
Dans le cas de la veine, on considère une section rectangulaire. De ce fait, le paramètre
λ est remplacé par λrect qui est proportionnel à λ. Le facteur de proportionnalité dépend du
rapport de la largeur par la hauteur de la section. Dans notre cas, ce rapport vaut 0.023. Le
Memento des pertes de charges p.67 donne un facteur de proportionnalité de 1.46. Ainsi, dans
la veine, le coefficient de perte de charge régulière est λrect . On obtient :
λrect = 0.026 (C.150)
C.9.3.7 Entrée et sortie de pompe(
En entrée et en sortie de pompe, on a un rétrécissement brusque et un élargissement
brusque du fait de la différence de diamètre entre nos conduites et le circuit de la pompe.
C.9.3.8 Pertes de charges résistantes d’un circuit
Pour obtenir les pertes de charges totales du circuit hydraulique représenté Figure C.43,
on somme toutes les pertes de charges en série :
∆Hres = λLtD
Q2v
2gS2t
+4ζcoude
Q2v
2gS2t
+2ζE/S Q
2
v
2gS2cuve
+ζgr i l le
Q2v
2gS2cuve
+ζnid
Q2v
2gSnid
+ζconver gent Q
2
v
2gSveine
+ λrect Lveine
Dh
Q2v
2gS2veine
+ζdiver gent
Q2v
2gSveine
+ζpompe Q
2
v
2gSpompe
(C.151)
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Ceci équivaut avec les données numériques du circuit :
∆Hres = 6012.4Q2v (C.152)
Les pertes de charges du circuit sont comprises entre 0 et 0.75 m pour Qv compris entre 0 et
0.01 m3.s−1. Les pompes courantes fonctionnant pour de tels débits ont des pertes de charges
beaucoup plus élevées. Dans notre cas, la pompe devra fonctionner en sous régime : sa vitesse
en tour par minute sera réduite grâce à un variateur. Les caractéristiques des pompes et des
variateurs sont données dans les pages suivantes.
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C.10 Plan du système d’introduction et de lâcher des objets
(a) Représentation de la seringue sur le logiciel de conception
Vue de face
Echelle :  1:2
259
9
0
1
0
126
(b) Plan de la seringue
La seringue est présentée Figure C.44(a) en position comprimée. Sur le plan Fi-
gure C.44(b), le ressort est visible. Quand il se détend vers sa position d’équilibre, le bloc bou-
chant le petit orifice de 10mmde diamètre se déplace en arrière, ce qui crée l’aspiration néces-
saire pour retenir l’objet en bout de seringue.
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C.11 Plan général de la veine
Vue de face
Echelle :  1:25
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Vue de dessous
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D.12 Code hydrodynamique RANSE
Un exemple de post-traitement est donné ici pour un écoulement de 0.5 m/s et un angle
initial de -30◦
(c) Maillage initial (d) Zoom sur le maillage de la couche limite
Figure D.44
Figure D.45. Trajectoire associée aux contours de vitesses Figure D.46
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(a) t = 0.2 s (b) t = 0.4 s
(c) t = 0.6 s (d) t = 0.8 s
(e) t = 1.0 s (f) t = 1.2 s
(g) t = 1.4 s
Figure D.46. Amplitude de la vitesse (m/s) à différents pas de temps pour un écoulement de 0.5 m/s et
un angle initial de -30◦
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D.13 Particule Image Velocimetry
Il est important d’avoir un moyen de vérifier le profil de vitesse dans la veine. Pour cela,
la méthode de PIV (de l’anglais Particle Image Velocimetry) est utilisée. Plus de détails sur cette
méthode sont donnés par Adrian (1991); Willert and Gharib (1991); Raffel et al. (1998). Un code
de PIV libre comportant un algorithme de corrélation croisée et un algorithme MQD (de l’an-
glais Minimum Quadratic Differences) est utilisé pour obtenir le champ de vitesse. Ce code a
été développé par Mori and Chang (2004). Ces deux algorithmes sont les méthodes les plus
conventionnelles pour estimer les vecteurs de vitesse.
L’expression en 2D de la corrélation croisée des images I et I ′, clichés du même fluide
ensemencé à deux instants, est :
c(x, y)= C (x, y)√
σI (x, y)
√
σI ′(x, y)
(D.153)
C (x, y)=
N∑
i=0
N∑
j=0
[I (i , j )−µI ][I ′(i +x, j + y)−µI ′(x, y)] (D.154)
σI (x, y)=
N∑
i=0
N∑
j=0
[I (i , j )−µI ]2 (D.155)
σI ′(x, y)=
N∑
i=1
N∑
j=1
[I ′(i , j )−µI ′(x, y)]2 (D.156)
où N×N est la taille de la fenêtre, µI est la moyenne de l’intensité optique de I et µi ′(x, y) est la
moyenne de l’intensité de I ′ superposée à I à la position (x, y). Quand le décalage permettant
de faire coïncider les deux images est atteint, la somme des intensités des pixels est beaucoup
plus grande qu’ailleurs. Ainsi, la position du maximum de la fonction c est interprétée comme
le déplacement moyen des particules de la fenêtre. Dans le code, le déplacement calculé est
retenu seulement si le rapport entre le maximum de la fonction c et son second maximum
est supérieur à une valeur seuil prédéfinie, et si le rapport entre le maximum et une valeur
moyenne du bruit excède une valeur seuil.
L’algorithme MQD permet de calculer simplement les différences entre les valeurs des
pixels des deux images.
C (x, y)=
N∑
i=0
N∑
j=0
∣∣I (i , j )− I ′(i +x, j + y)∣∣ (D.157)
L’emplacement de la valeur minimum de C est utilisé comme le déplacement de la par-
ticule. On appelle aussi cet algorithme "la différence de niveau de gris moyen". Le critère pour
considérer le vecteur déplacement comme valide est le même que pour l’algorithme de corré-
lation croisée. La précision de ces deux algorithmes est presque lamême. Toutefois, laméthode
MQD peut être plus robuste que la corrélation dans certaines situations. Par exemple, dans le
cas où les particules ne sont pas très nettes. Le prix à payer est évidemment que la méthode
MQD est plus lente que la corrélation.
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Figure D.47. Champ de vitesse obtenu avec le code de PIV libre utilisant un algorithme de corrélation
croisée
Le code PIV que nous utilisons comprend aussi uneméthode de résolution récursive qui
consiste à commencer le calcul avec des fenêtres relativement grandes (par exemple 128×128
ou 64×64 pixels) et par terminer par des fenêtres plus petites (32×32 ou 16×16 pixels). La ré-
solution spatiale est améliorée au cours du calcul et la corrélation est meilleure du fait que les
résultats des grandes fenêtres pour le déplacement sont utilisés pour le calcul avec les fenêtres
plus petites. La convergence du calcul est améliorée et aboutit a une meilleure précision.
Pour tester les performances et limites du code de PIV, un mouvement est donné au
fluide dans la veine statique à l’aide d’une plaque. La vitesse maximum de la plaque est 2
m.s−1. Le fluide est déplacé uniformément sur 40 cm de hauteur. Des particules fluorescentes
d’un diamètre de 250 µm sont disséminées uniformément dans le fluide. Etant donné l’ordre
de grandeur de la vitesse et de la longueur caractéristique du mouvement qu’on considère, un
LASER n’est pas nécessaire. Les effets 3D, causés par exemple par les faibles vitesses dans les
couches limites, ont une échelle caractéristique trop petite comparée à l’échelle de longueur
que l’on veut observer. c’est également la raison pour laquelle nous utilisons des particules
d’un tel diamètre. La seule entreprise fournissant des particules de cette taille est la firme Opti-
mage Ltd. d’Édimbourg en Écosse. De ce fait, un dispositif de visualisation rudimentaire consti-
tué d’un projecteur et d’une caméra rapide est suffisant. On utilise un projecteur de 400 W et
une caméra rapide PHOTRON Fastcam pouvant capturer de 60 images/s à 120000 images/s.
Le champ de vitesse est bien décrit par l’algorithme de corrélation croisée pour un cas simple
commemontré Figure D.47. La taille de l’image est 40 cm × 40 cm.
D.14 Traitement des données obtenues par laméthode de PIV
L’écoulement est divisé en 9 parties carrées de 20 cm de côté, représentées Figure D.48.
Laméthode PIV est appliquée en chaque zone, afin d’obtenir des profils de vitesse comparables
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Figure D.48. Représentation des 9 zones de l’écoulement où la méthode PIV est appliquée.
à ceux obtenus avec le code RANSE Figure C.42. L’emplacement de chaque zone est repérée
grâce à une grille de calibration représentée Figure D.49(a). Chaque carré de la grille fait 5 cm
de côté.
La résolution du cliché d’une zone entière est 1024×1024 pixels. Pour appliquer la mé-
thode PIV, on divise la zone considérée en carrés de 64 pixels de côté. Puis on applique l’al-
gorithme MQD. Celui-ci donne ici de meilleurs résultats du fait du problème de netteté des
particules à cause de rayures ou de saletés présentes sur la plaque. On applique également la
méthode récursive deux fois, ce qui revient à diviser par deux la taille du côté des fenêtres.
Chaque fenêtre va donner un vecteur vitesse (voir Figure D.49). On obtient ainsi un champ de
vitesse sur chaque zone de 32×32 vecteurs. Ceci permet de vérifier la direction de l’écoulement
en chaque point à un instant donné. Il arrive que le calcul PIV échoue, quand le calcul n’ar-
rive pas à trouver la même distribution de particules dans le second cliché décalée par rapport
au premier cliché. Ceci se produit lorsque la concentration de particules n’est pas assez im-
portante ou quand des saletés ou rayures sont présentes. Les plaques de plexiglas, de part leur
manutention lors du montage, présentent quelques rayures qui gênent le calcul. Quelques sa-
letés ou bulles d’air plus grosses que les particules passent aussi parfois dans l’écoulement. On
vérifie ensuite la valeur de la vitesse en chaque point pour s’assurer de l’uniformité. Les champs
de vitesse obtenus pour les zones",# et$ pour une commande de 0.5 m/s sont représentés
Figure D.50 ; pour les zones %, & et ' Figure D.51 ; et pour les zones (, ! et ) Figure D.52.
Les carrés bleus sont les zones où le calcul PIV à échoué. La vitesse est alors considérée comme
nulle en ces points. L’erreur due à la calibration est de 0.5 mm/s.
Le profil de vitesse est ensuite calculé en faisant la moyenne sur les 32 valeurs de chaque
ordonnée. L’erreur est calculée à partir de l’écart-type sur ces valeurs. Les valeurs de vitesses
nulles sont retirées du calcul. Afin de calibrer les variateurs des pompes pour obtenir une com-
mande en vitesse, plusieurs calculs de PIV ont été réalisés sur les zones (, ! et ) pour diffé-
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(a) Visualisation de la grille de calibration sur la zone" (b) Exemple de photo utilisée pour la PIV (cliché de la
zone" pour une cadence de 500 images/s)
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Figure D.49. Exemple de calcul des vecteurs vitesse à partir de deux clichés consécutifs avecdt = 0.002 s.
Les zones dépourvues de vecteur correspondent aux zones où le calcul PIV a échoué.
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Figure D.50. Champs de vitesses obtenus en amont de la zone d’essai (m/s)
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Figure D.51. Champs de vitesses obtenus au milieu de la zone d’essai (m/s)
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Figure D.52. Champs de vitesses obtenus à la fin de la zone d’essai (m/s)
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rents réglages des variateurs. La vitessemoyenne résultante est donnée FigureD.53 en fonction
du pourcentage de fonctionnement des pompes (les deux pompes fonctionnant au même ré-
gime). Les vitesses qui nous intéressent sont 0.25, 0.5 et 0.75 m/s. Les résultats pour une com-
mande de 9% (0.25 m/s) sont représentés Figure D.54, pour 18% (0.5 m/s) Figure D.55 et pour
27% (0.75 m/s) Figure D.56.
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Figure D.53. Vitesses obtenues pour différents régimes de fonctionnement des pompes
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(a) Vitesse d’écoulement (m/s)
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(b) Erreur sur la vitesse d’écoulement
Figure D.54. Profils expérimentaux de vitesse en différentes positions de la zone d’essai comme définies
Figure 2.22 pour une commande de 0.25 m/s. Un point sur la courbe de vitesse représente
la moyenne des vitesses sur une ligne du champs de vecteurs obtenus par la méthode PIV
(voir Figure D.50 par exemple). L’erreur est obtenue à partir de l’écart type sur ces 32 va-
leurs.
166
Section D.14 Traitement des données obtenues par la méthode de PIV
0 10 20 30 40 50 60 70
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Position verticale (cm)
V
it
e
s
s
e
 (
m
/s
)
 
 
zone 1-2-3 zone 4-5-6 zone 7-8-9
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Figure D.55. Profils expérimentaux de vitesse en différentes positions de la zone d’essai comme définies
Figure 2.22 pour une commande de 0.5 m/s. Un point sur la courbe de vitesse représente
la moyenne des vitesses sur une ligne du champs de vecteurs obtenus par la méthode PIV
(voir Figure D.50 par exemple). L’erreur est obtenue à partir de l’écart type sur ces 32 va-
leurs.
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(b) Erreur sur la vitesse d’écoulement
Figure D.56. Profils expérimentaux de vitesse en différentes positions de la zone d’essai comme définies
Figure 2.22 pour une commande de 0.75 m/s. Un point sur la courbe de vitesse représente
la moyenne des vitesses sur une ligne du champs de vecteurs obtenus par la méthode PIV
(voir Figure D.50 par exemple). L’erreur est obtenue à partir de l’écart type sur ces 32 va-
leurs.
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Prédiction de trajectoires d’objets immergés par couplage entremodèles d’écoulement et équations
d’Euler-Newton
France Floc’h
Résumé
Des instabilités numériques dues à l’inertie du fluide apparaissent lorsque l’on résout les équations dumou-
vement pour un solide immergé dans un fluide dense tel que l’eau. Dans cette thèse, un schéma numérique stable
dans ce cas est proposé. Les simulations tridimensionnelles demouvements libres d’un objet couplé avec les équa-
tions résolvant l’écoulement utilisent trop de ressources informatiques pour étudier un grand nombre de cas. Il
fut donc décidé de concevoir et de construire une veine hydrodynamique 2D pour valider le code numérique. Un
dispositif en fluide statique est premièrement mis en place pour vérifier la faisabilité de trajectoires 2D correctes.
L’aspect chaotique de certaines trajectoires est mis en évidence. Ce comportement est dû aux fortes instabilités du
sillage. On observe dans la veine hydrodynamique que l’écoulement stabilise les translations, qui sont correcte-
ment prédites. La rotation est, quant à elle, toujours soumises aux instabilités du sillage. D’autant plus que l’objet
utilisé est un rectangle qui, de par ses arêtes vives, présente des décollements de sa couche limite au cours de sa
trajectoire. Ceci implique de fortes instabilités empêchant une prédiction correcte de l’angle au cours des essais.
Cette méthode est également utilisée pour simuler la propulsion biomimétique grâce à un aileron oscillant.
Le code hydrodynamique est alors un code potentiel utilisant la méthode des éléments frontières. Afin de com-
prendre l’influence des différents paramètres sur les performances du mouvement, tous les degrés de liberté sont
fixés. Nos résultats pour le coefficient de poussée sont en accord avec la théorie de Theodorsen. L’étude paramé-
trique confirme que le nombre de Strouhal joue le même rôle pour l’aileron oscillant que le paramètre d’avance
joue pour l’hélice. Les rendements propulsifs obtenus pour ces deuxmoyens de propulsion sont comparables. Une
procédure de comparaison générale entre les moyens de propulsion est développée. Cependant, lorsqu’un chan-
gement de rythme est nécessaire, une hélice à pas variable donne une meilleure efficacité qu’un aileron changeant
d’amplitude de tangage, même si l’amplitude de tangage a le même effet que le pas. Les résultats en mouvements
libres mettent en évidence la rapidité du couplage et sa robustesse.
Mots clés : prédiction de trajectoires, méthode de la masse ajoutée modifiée, veine hydrodynamique bidimension-
nelle
Trajectories prediction of submerged bodies by coupling flowmodels and Euler-Newton equations
Abstract
Numerical instabilities due to fluid inertia appear when solving the free motion of a solid submerged wi-
thin a heavy fluid such as water. In the present thesis, a numerical scheme is proposed to overcome this problem.
Three-dimensional simulations using Computational Fluid Dynamics and Euler-Newton equations use too much
computing resources for a reasonable investigation of the general case. It was therefore decided to design and build
a two-dimensional hydrodynamic tunnel in order to validate the numerical tool. First, a static two-dimensional
tank has been built to verify the feasibility of such an apparatus. It reveals the chaotic aspect of the trajectories of
light objects when viscous forces are highly unsteady. It is observed in the hydrodynamic tunnel that an income flow
stabilizes the translations. The evolution of the angle is still controlled by the wake. In the case of a parallelepipedic
object, presenting sharp corners, boundary layer separations occur and induce instabilities. The prediction of the
angle is then difficult.
This method is then used to simulate biomimetic propulsion using a porpoising foil. The hydrodynamic
solver is a potential flow code. To understand the influence of each parameter on the performances, all degrees of
freedom are fixed. Our results for the thrust loading coefficient are in conformity with the Theodorsen theory over
the whole range of parameters. The parametric study confirms that the Strouhal number is playing the same role
for the oscillating wing, the advance parameter is playing for the propeller. The two propulsion devices are found
to be comparable and a general guidance for comparison between the two propulsion systems is developed. When
a change of pace is required, the variable pitch propeller is more efficient than a variation of the pitch amplitude
during the foil motion. Results in free motion demonstrate the robustness of the method.
Keywords : Trajectories prediction, modified added mass method, 2D hydrodynamic tunnel
