Abstract The finite horizon H2/H∞ control problem of mean-field type for discrete-time systems is considered in this paper. Firstly, we derive a mean-field stochastic bounded real lemma (SBRL). Secondly, a sufficient condition for the solvability of discrete-time mean-field stochastic linear-quadratic (LQ) optimal control is presented. Thirdly, based on SBRL and LQ results, this paper establishes a sufficient condition for the existence of discrete-time stochastic H2/H∞ control of mean-field type via the solvability of coupled matrix-valued equations.
Introduction
In this paper, we investigate a class of stochastic (1) Different from the classical stochastic H 2 /H ∞ control problem, both the expectation Ex(k) of the system state x(k) and the expectation Eν(k) of the disturbance signal ν(k) appear in the state equation (1) . Such an equation is a discrete-time stochastic difference equation of McKean-Vlasov type and is called a mean-field stochastic difference equation. In particular, the corresponding H 2 /H ∞ control problem is referred to as a mean-field stochastic H 2 /H ∞ control, which is a combination of stochastic H 2 /H ∞ control problem and mean-field theory.
where {ω
,...,M, are independent of each other and have identical statistics law. Letting M → ∞, we obtain the following equation by the law of large numbers:
which is a special case of the state equation of (1) . The continuous-time case of (1) is a meanfield stochastic differential equation (MFSDE), which is of great importance in applications and was introduced as a stochastic toy model for the Vlasov kinetic equation of plasma in [16] . Since about 1956, MFSDEs and their applications attracted many authors' attention; see [17] [18] [19] for mean-field backward stochastic differential equations (BSDEs) and stochastic partial differential equations (SPDEs), [20] [21] [22] [23] for stochastic maximal principle and [24, 25] for LQG control of mean-field type stochastic systems. Specifically, continuous-time and discrete-time mean-field LQ problems were studied in [26] and [15] , respectively. However, up to date, we know few about H ∞ or H 2 /H ∞ control results for system (1) . To this end, we will discuss the mean-field stochastic H 2 /H ∞ control of (1) in this note. Compared with the pure H ∞ control, mixed H 2 /H ∞ control takes the robustness and optimality into account, and therefore appears more attractive in practice [27] . Especially, infinite horizon H 2 /H ∞ control for discrete-time time-varying Markov jump systems with multiplicative noise has been applied to multiplieraccelerator macroeconomic system [28] .
In this paper, we will deal with the finite horizon stochastic H 2 /H ∞ control, which extends the results of [11] to discrete-time time-varying mean-field systems with (x, ν)-dependent noise. In consideration of the appearances of Ex(k) and Eν(k) in system dynamics, we are not able to solve mean-field stochastic H 2 /H ∞ control by the same methods used in classical stochastic H 2 /H ∞ control. Hence, this paper is by no means a trivial extension of [11] . In virtue of the representations x(k) − Ex(k), Ex(k); ν(k) − Eν(k), Eν(k), we may derive a SBRL for a class of discrete-time mean-field time-varying systems with (x, ν)-dependent noise. Roughly speaking, the SBRL is a fundamental tool to handle the H ∞ control and estimation problems for stochastic systems. A sufficient condition for the existence of discrete-time stochastic H 2 /H ∞ control of mean-field type via the solvability of coupled matrix-valued equations is provided as our main results. In this paper, the system coefficients are time-varying, so the corresponding results of time-invariant systems are our special cases. In addition, a recursive algorithm is provided to solve the coupled matrix-valued equations.
The contribution of this paper is as follows: Section 2 gives a mean-field SBRL. A sufficient condition for the solvability of discrete-time mean-field stochastic LQ optimal control problem is established in Section 3. Section 4 contains our main theorems. A recursive algorithm is provided to solve the coupled matrix-valued equations accurately in Section 5. Finally, we end this paper in Section 6 with a brief conclusion.
For convenience, throughout the paper, we adopt the following notations: X T : the transpose of the matrix X or vector X. X ≥ 0 (X > 0): X is positive semi-definite (positive definite) symmetric matrix. R m : the m-dimensional real vector space with the usual inner product.
R m×n : all m × n-dimensional matrices space with entries in R.
the set of all real symmetric matrices.
Stochastic Bounded Real Lemma
In this section, our main purpose is to obtain a mean-field SBRL, which is the footstone in the study of stochastic H ∞ control and estimation. Consider the following discrete-time stochastic difference equation with k ∈ N K :
where x(k) ∈ R n , ν(k) ∈ R l , and z(k) ∈ R m are respectively the system state, disturbance signal and controlled output.
and Φ(k) ∈ R m×n are given matrix-valued functions. The initial value x 0 is assumed to be a deterministic vector. E is the expectation operator. {ω(k), k ∈ N K } is a sequence of real random variables defined on a complete probability space {Ω , F , µ}, which is a wide sense stationary, second order process with E(ω(s)) = 0 and E(ω(s)ω(t)) = δ st , where δ st is a Kronecker function. Suppose ω(k) and ν(k) are uncorrelated. Denote F k the σ-algebra generated by {ω(t), t = 0, 1, · · · , k}. Let L 2 (Ω , R p ) be the space of R p -valued square integrable random vectors, and
, the unique solution of (4) with initial value x 0 is described as x(k; x 0 , ν).
Definition 2.1
The perturbed operator of system (4) is defined by
with its norm
In this paper, we discuss the mean-field H 2 /H ∞ control, which is a combination of mean-field theory and mixed H 2 /H ∞ control problem. In consideration of the appearance of Ex(k) and Eν(k) in the system (4), we may solve mean-field stochastic H 2 /H ∞ control problem by using the representation x(k) − Ex(k), Ex(k); ν(k) − Eν(k), Eν(k), which is different from classical H 2 /H ∞ control problem. Taking expectations in system (4), we have the system equations on Ex(k) and
Here and hereafter,
Next, based on the above equations, we may arrive at a SBRL step by step.
Lemma 2.2
In system (4), suppose K ∈ N is given,
are arbitrary families of matrices in H n (R), then for any x 0 ∈ R n , we have
where in the above and what follows, when we write
So equations (5) and (6) lead to
and
Taking summation on both sides of (7) and (8) over k = 0, 1, 2, · · · , K, respectively, we draw the conclusion of this lemma.
Lemma 2.3
are arbitrary families of matrices in H n (R), then for any
where
From Lemma 2.2, we have
which ends the proof. For convenience, we adopt the following notations:
Theorem 2.4 (SBRL) For mean-field type stochastic system (4), we have L K < γ for some γ > 0 and Q 1 (k) ≤ 0 if the following constrained backward difference equation
has a unique solution (P 1 (k), Q 1 (k)) .
Proof From Lemma 2.3 and P (K + 1) = Q(K + 1) = 0, for x 0 = 0 we obtain
By completing squares method, we obtain for any
In addition,
where Similarly to above process, we have from Lemma 2.3 that
So we have J
Remark 2.5 Theorem 2.4 is only a sufficient but not a necessary condition for L K < γ, which is different from classical discrete-time stochastic systems [11] . For the constrained backward difference equation (9), due to P (K + 1) = Q(K + 1) = 0, H(P (K + 1)) > 0 and H(P (K + 1), Q(K + 1)) > 0, we can get a unique solution (P (K), Q(K)). Similarly, we can compute (P (K − 1), Q(K − 1)) if H(P (K)) > 0 and H(P (K), Q(K)) > 0. The equation (9) can be solved backwardly for ever if and only if H(P (t + 1)) > 0, H(P (t + 1), Q(t + 1)) > 0 for t = k − 2, k − 3, ..., 0. However, L K < γ does not necessarily imply H(P (t + 1)) > 0 and H(P (t + 1), Q(t + 1)) > 0 simultaneously, so Theorem 2.4 is only a sufficient condition, the solvability of (9) merits further study.
Consider the following discrete-time stochastic difference equation
is the control input. The associated cost function is
Similarly to the proof of Theorem 2.4, it is easy to obtain Theorem 3.1 (LQ control) For the mean-field type stochastic system (10), there exists
has a unique solution ( P 1 (k), Q 1 (k)) with k ∈ N K , where
Main Results
We first define the finite-time H 2 /H ∞ control as follows:
Definition 4.1 Consider the controlled stochastic system (1) with k ∈ N K , where
is the control input. Given 0 < K < ∞ and the disturbance attenuation level γ > 0, if existing, a state feedback control u
the following
exists, we also say that the finite horizon H 2 /H ∞ control of mean-field type is solvable. Before presenting the main result, we introduce four coupled matrix-valued equations as
Our main result in this section is given by the following theorem:
Theorem 4.2 For a given disturbance attenuation lever γ > 0, the finite horizon H 2 /H ∞ control of mean-field type system has the solution (u
So, we see that ν (14) is the worse case disturbance, where
Similarly, Theorem 3.1 and (15) yield Q 1 (k) ≥ 0 and
Therefore, (u * , ν * ) solve the mean-field H 2 /H ∞ control problem of system (1), and the proof is complete.
Remark 4.3 For the matrix-valued equations (13)- (16), from P 1 (K + 1) = Q 1 (K + 1) = 0, P 1 (K + 1) = Q 1 (K + 1) = 0, we know H(P 1 (K + 1)) > 0, H(P 1 (K + 1),
can be computed by the matrix equations (14) and (16), then (P 1 (K), Q 1 (K) ≤ 0) and ( P 1 (K), Q 1 (K) ≥ 0) can be obtained by (13) and (15) . The backward recursion can proceed if and only if H(
, the solvability of the finite horizon H 2 /H ∞ control is equivalent to that of the matrix-valued equations (13)- (16); see [11] . However, for (1), the solvability condition of (13)- (16) remains unsolved at present stage.
Remark 4.4
In this paper, the disturbance attenuation level γ > 0 is given in advance, the definition of our mixed H 2 /H ∞ control arises from the classical work [2] . If γ > 0 is not predetermined or in other words, we have to select γ > 0 to ensure a good trade off between the two contradictory objectives H 2 optimization and the H ∞ optimal disturbance level, this is another issue called multi-objective H 2 /H ∞ control; see [29, 30] .
Remark 4.5 Mean-field stochastic systems have been used to mean-variance portfolio selection [31] , Social optima [25] and large population systems [24] , where in these works, the external disturbance is not considered in mathematical modeling. Generally speaking, in a real world, the exogenous influence always exists. For example, in a financial market, the stock price is subject to unexpected disaster and political strategy, which can be represented by ω(·). So, it is expected that what we have obtained may be useful in mathematical finance and other practical fields, which motivates us to do this research.
Algorithm and Numerical Example
If the matrix-valued equations (13)- (16) are solvable, they can be solved recursively as follows:
i) Let k = K, then H(P 1 (K + 1)), H(P 1 (K + 1), Q 1 (K + 1)), H 1 ( P 1 (K + 1)), H 1 ( P 1 (K + 1), Q 1 (K +1)), can be computed by P 1 (K +1) = Q 1 (K +1) = 0, P 1 (K +1) = Q 1 (K +1) = 0.
ii) If H(P 1 (K + 1)) > 0, H(P 1 (K + 1), Q 1 (K + 1)) > 0, H 1 ( P 1 (K + 1)) > 0, H 1 ( P 1 (K + 1), Q 1 (K + 1)) > 0,, calculate H(P 1 (K + 1)) −1 , H(P 1 (K + 1), Q 1 (K + 1)) −1 , H 1 ( P 1 (K + 1)) −1 , H 1 ( P 1 (K + 1), Q 1 (K + 1)) −1 .
iii) Solving the matrix equations (14) and (16) to obtain (U (K), U (K), V (K), V (K)).
iv) Substitute the obtained (U (K), U (K)) into the matrix equation (13) and (V (K), V (K)) into (15), then (P 1 (K), Q 1 (K) ≤ 0, P 1 (K), Q 1 (K) ≥ 0) are available.
v) Repeat the above procedures, (U (k), U (k), V (k), V (k)) and (P 1 (k), Q 1 (k), P 1 (k), Q 1 (k)) can be computed recursively for k = K − 1, K − 2, K − 3, · · · , 0.
Next, we present a two-step numerical example to show the detail and efficiency of the above algorithm.
Example 5.1 In system (1), set K = 2, γ = 0.8. the parameters of system (1) is given in Table 1 . According to the above algorithm, we can check the existence of the solutions of the coupled matrix-valued equations (13)- (16) and obtain them backward. Table 2 illustrates the solutions. 
