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ABSTRACT 
 Two different, two-aperture coaxial waveguide configurations are modeled.  
Integral equations are formulated and then solved by means of the Method of Moments.  
The results of the analyses are used to formulate a microwave network representation for 
each structure.  Commercial electromagnetic modeling software, along with data acquired 
through the building and testing of one of the structures, is used to prove the validity of 
the solution technique developed within the text.
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CHAPTER I. 
INTRODUCTION 
Microwave analysis principles can be used to characterize the fields within 
various types of transmission lines and to simplify their analyses.  The initial 
determination of fields within coaxial lines is often accomplished by solving Helmholtz’s 
equation if certain conditions exist: the line is filled with a homogeneous material and all 
excitations are known.  Forms of coaxial excitation can range from impinging incident 
waves from a source, to fields impressed in apertures.   If the tangential electric field is 
not known in such apertures, one must resort to other methods to obtain the electric and 
magnetic fields inside the structure.  One effective procedure for finding the fields in a 
coaxial structure of this type without a priori knowledge of the aperture tangential 
field(s) involves the derivation of appropriate integral equations and the subsequent 
solving of these equations.  Usually such integral equations can be derived by analytical 
means but must be solved numerically.  Due to the ease with which microwave networks 
can be utilized, once the aperture fields have been solved initially, it is useful to compute 
their characteristics in terms of S-Parameters and then use the data in future analyses by 
way of multiple port network representations.  This process reduces the numerical 
complexity of the analysis by eliminating the need to recalculate the aperture fields.   
When apertures are placed far enough away from one another to ensure that 
evanescent modes do not couple from aperture to aperture, it is possible to represent each 
propagating mode as a transmission line within a microwave network and relate the 
interactions between them with transmission line theory
Figure 1.1 N
useful in that there are no simple techniques for measuring actual aperture fields, while 
methods for measuring the effects of propagating modes are well known.
Figure 1.2 Example showing how multiple 2
The purpose of this paper is to analyze and characterize two structures of real 
world relevance.  In the first case, an arbitrary length of coaxial line has a finite portion 
2 
.   In addition, this analysis is 
-Port microwave network representation. 
 
 
-port networks can be cascaded tog
 
 
 
 
 
 
ether. 
of its center conductor removed, thereby creating a Coax
pair of coupled integral equations is derived and solved in order to determine the electric 
field within each aperture.
Figure 1.3 Generic Coax
Once the integral equations have been solved, microwave network analysis is 
conducted in order to characterize the two
structure is excited with a source operating below the cutoff frequency of the first higher 
order mode within the coax, (the ty
electromagnetic (TEM) mode is the primary mode of concern in the S
analysis.  With a single excitation mode and only one entry and exit path, the junction 
may be modeled as a two port network.  If higher order coax modes were to be included 
in the analysis, then the network would expand to one with N ports.  The expectation is 
that, due to the nature of the circular waveguide created by removing the center 
conductor, energy coupling via below cutoff modes is significant only when the apertures 
are very close together. 
3 
-Waveguide-Coax junction.  A 
-Waveguide-Coax structure. 
 
-aperture region as a network.  Since the 
pical operation of a coax) the transverse 
-Parameter 
 
 
 
The second structure of interest consists of an arbitrarily long piece of coaxial line 
with a finite section of its length changed to a coax of different dimensions.  Numerous 
cases are analyzed in which the dimensions of both the inner and o
center section coax are changed.
Figure 1.4 Generic Coax
 The method for deriving coupled integral equations for the fields within the 
apertures of each structure consists of determining which fields can exist 
section, enforcing the necessary boundary conditions, and then ensuring continuity of the 
fields between adjacent sections.  The principle of orthogonality is also used in the 
solution process. 
Some of the potential pitfalls involved in the ana
Due to the tendency of the apertures to excite an infinite number of higher order modes, 
the effects of the modes need to be accounted for when calculating the aperture fields.  
Obviously, it is impossible to sum an infinite
techniques are used to determine the sums of the infinite series.  In addition, all series are 
4 
uter conductors of the 
-Coax-Coax structure. 
 
within each 
lysis are numerical in nature.  
 number of anything, so series acceleration 
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tested for convergence in order to make sure that an accurate final result is reached.  
Physical data are collected and analyzed in order to verify that the theory presented leads 
to accurate results. “False resonances” may occur in the analysis but shouldn’t show up in 
any measured data.  In addition to verifying predicted results, the determination of what 
occurs at these resonances is one of the reasons physical measurements are performed. 
Extensive analysis of coaxial and circular waveguides has been done in the works 
of authors such as Butler, Harrison [1] and Young [2].  Microwave network analysis of 
this type has been conducted in papers by Bopp and Butler [3], while an abundance of 
material on S-Parameters is widely available.  A method that invokes the equivalence 
principle by use of magnetic current is developed in [4] and is employed as a verification 
check.    
The paper is essentially divided into four sections.  First, the coupled integral 
equations for both structures are formulated in Chapter II.  In Chapter III, one finds 
described the numerical analysis methods used to solve the previously derived equations.  
Chapter IV details the principles used for microwave analysis and how they make use of 
the integral equation analysis.  In the final chapter, the results for different variations of 
the apparatuses are calculated and compared to previous works, along with measured 
data, to test the validity of the method.  Numerous appendices are included to provide 
additional details concerning the analysis.  
 
INTEGRAL EQUATION FORMULATION
In this chapter, two different structures that both contain coupled 
sections of coaxial line are analyzed.  Basic field continuity relationships, along with the 
principle of orthogonality, are used to derive coupled integral equations that can be 
solved in order to determine the unknown aperture field comp
Coax-Waveguide-Coax 
Figure 2.1 
Shown in the figure above is an infinite
Azz = to Bzz = , has no inner conductor, leaving effectively a 
cylindrical waveguide between
which for the outer coaxial sections are located at radius 
inner radius b for the outer conductor, and for the middle waveguide section are located 
at radius c , bound a region filled with a homogeneous material
6 
CHAPTER II. 
 
apertures within 
onents.    
Generic Coax-Waveguide-Coax structure. 
 
-length coaxial waveguide, which from 
section of circular 
Az and Bz .  The perfectly conducting walls of the structure, 
a  for the center conductor a
( )gg µε , .  Coaxial lines are 
 
 
 
nd 
 7 
 
used frequently in industry as interconnects because when operating below the cutoff 
frequency of the lowest higher order mode, onlyφ -invariant, transverse electromagnetic 
modes (TEM) propagate.  For this project, coaxial lines are used to carry signals into and 
out of the coupled aperture regions, in both the analysis and testing stages.  The φ -
symmetric nature of the structure and subsequent excitations causes all resulting currents 
and fields to beφ -invariant as well.  The field is TMz, including that resulting from an 
impinging TEM field propagating in the z-direction, which for a wave traveling to the 
right for Azz < , takes the form 
( )
( )A
A
zzjki
zzjki
e
E
H
e
E
E
−−
+
−−
+
=
=
ηρ
ρ
φ
ρ
0
0
, 
while that for a TEM wave traveling to the left for Bzz > is 
( )
( )B
B
zzjki
zzjki
e
E
H
e
E
E
−
−
−
−
−=
=
ηρ
ρ
φ
ρ
0
0
. 
In the excitations shown above, η is the intrinsic wave impedance of the medium, and +0E
and −0E are the coefficients in front of known excitations.  In order to determine the 
unknown aperture fields, coupled integral equations are formed and solved numerically.  
 Enforcement of the boundary condition on the PEC walls of the guide requires 
that the component of the electric field tangential to the conductors be zero.  In addition, 
 8 
 
the components of the field in the two apertures must be continuous from one region to 
another.  If one utilizes these two principles, the combination of the incident and reflected 
waves within the outermost coaxes can be determined.  
 From Appendix B, we see that the transverse field components in the leftmost 
coaxial region are 
( ) ( ) ( ) ( )ρ
ρρ
ρρ
c
tqq
q
zjk
q
zjk
q
jkzjkzL k
d
d
eAeAeAeAzE
c
zq
c
zq Φ+++= ∑
∞
=
−−+−−+
1
00
1
,           (2.1) 
and 
( ) ( ) ( ) ( )ρ
ρηηρ
ρφ
c
tqq
q
zjk
q
zjk
qc
zq
jkzjkzL k
d
d
eAeA
k
k
eAeAzH
c
zq
c
zq Φ−+−= ∑
∞
=
−−+−−+
1
00
11
, ,     (2.2) 
while those for the rightmost coaxial region are 
( ) ( ) ( ) ( )ρ
ρρ
ρρ
c
tqq
q
zjk
q
zjk
q
jkzjkzR k
d
d
eCeCeCeCzE
c
zq
c
zq Φ+++= ∑
∞
=
−−+−−+
1
00
1
,           (2.3) 
and 
( ) ( ) ( ) ( )ρ
ρηηρ
ρφ
c
tqq
q
zjk
q
zjk
qc
zq
jkzjkzR k
d
d
eCeC
k
k
eCeCzH
c
zq
c
zq Φ−+−= ∑
∞
=
−−+−−+
1
00
11
, ,     (2.4) 
where 
( ) ( ) ( ) ( ) ( )ρρρ ctqctqctqctqctqq kakJkJakk 0000 −=Φ ,                        (2.5) 
and 
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( ) ( ) ( ) ( ) ( )[ ]ρρρ
ρ
c
tq
c
tq
c
tq
c
tq
c
tq
c
tqq kakJkJakkk
d
d
1010 −−=Φ .                  (2.6) 
In the equations above, 
`c
tqk is the infinite set of eigenvalues that cause the following to be 
true, 
( ) ( ) ( ) ( )[ ] 00000 =− bkakJbkJak ctqctqctqctq ,                                 (2.7) 
and is related to the wavenumber k through the following relationship:  
( ) ( ) ( ) ( )
( ) ( )



<−−
>−
=⇒−=
2222
2222
222
,
,
c
tq
c
tq
c
tq
c
tqc
zq
c
zq
c
tq
kkkkj
kkkk
kkkk .           (2.8) 
Likewise, from Appendix A we have the transverse field components in the circular 
waveguide region: 
( ) ( )∑
∞
=
−−+ +−=
1
1
q
w
tq
zjk
q
zjk
q
w
tq
w kJeBeBkE
w
zq
w
zq ρρ ,                                    (2.9) 
and  
( ) ( )∑
∞
=
−−+ −−=
1
1
q
w
tq
zjk
q
zjk
qw
zq
w
tqw kJeBeB
k
kk
H
w
zq
w
zq ρ
ηφ
,                              (2.10) 
where
w
tqk is the set of eigenvalues defined by 
...3,2,1== q
c
k
qw
tq
χ
,                                             (2.11)  
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with 
( )0Jofzerosq =χ ,                                             (2.12) 
and 
( ) ( )
( ) ( )



<−−
>−
=
2222
2222
,
,
w
tq
w
tq
w
tq
w
tqw
zq
kkkkj
kkkk
k .                                     (2.13) 
In order to determine the unknown coefficients for each region, it is necessary to enforce 
the continuity of the fields within the apertures.  The unknown electric field in the 
leftmost aperture is defined as  
( ) ( )
( )
( )
( )



∈
∈
∈
=
cb
ba
a
EzE AA
,
,
,0
,
,
,
0
0
,
ρ
ρ
ρ
ρρ ρρ ,                                  (2.14) 
where ( )ρρAE is the electric field between the center and outer conductor surfaces at the 
aperture, and is due to the fact that 0=ρE on the flat end disk of the cut off center 
conductor, as well the “radial wall” that connects the waveguide to both coaxial sections.  
From (2.1) and (2.9), we arrive at the following relationships: 
( ) ( ) ( ) ( )ρ
ρρ
ρρ
c
tqq
q
zjk
q
zjk
q
jkzjkzA k
d
d
eAeAeAeAE A
c
zqA
c
zqAA Φ+++= ∑
∞
=
−−+−−+
1
00
1
,       (2.15) 
and 
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( ) ( ) ( )∑
∞
=
−−+ +−=
1
1
q
w
tq
zjk
q
zjk
q
w
tq
A kJeBeBkE A
w
zqA
w
zq ρρρ .                              (2.16) 
The principle of orthogonality is used to determine the unknown coefficients for each 
region.  If we integrate both sides of equation (2.15) with respect to ρ over the range [ ]b,0
, where because the electric field within the aperture is non-zero only for values of
[ ]ba,∈ρ , becomes 
( )
( ) ( ) ( )∫ ∑
∫






Φ+++=
∞
=
−−+−−+
b
a q
c
tqq
zjk
q
zjk
q
jkzjkz
b
a
A
dk
d
d
eAeAeAeA
dE
A
c
zqA
c
zqAA ρρ
ρρ
ρρρ
1
00
1
.       (2.17) 
The second part of the right hand side of (2.17) integrates to zero due to the definition of
( )ρctqq kΦ , leaving 
( ) ( ) 




+= −−+∫ a
b
eAeAdE AA
jkzjkz
b
a
A ln00ρρρ , 
or 
A
A
kzj
b
a
A
jkz
eAdE
a
b
e
A 200
ln
−+
−
− −






= ∫ ρρ .                                 (2.18) 
Multiplying (2.15) by ( )ρ
ρ
ρ ctmm k
d
d
Φ  and integrating with respect to ρ over the same 
range gives 
 12 
 
( ) ( )
( ) ( )
( ) ( ) ( ) ρρ
ρ
ρ
ρ
ρ
ρ
ρ
ρρ
ρ
ρρρ
dk
d
d
k
d
d
eAeA
k
d
d
eAeA
dk
d
d
E
q
c
tqq
c
tmm
zjk
q
zjk
q
b
a
c
tmm
jkzjkz
b
a
c
tmm
A
A
c
zqA
c
zq
AA



ΦΦ++



Φ+
=Φ
∑
∫
∫
∞
=
−−+
−−+
1
00
.       (2.19) 
The first part of (2.19) integrates to zero, leaving 
( ) ( )
( ) ( ) ( )∫∑
∫
∞
=
−−+ ΦΦ+
=Φ
b
a q
c
tqq
c
tmm
zjk
q
zjk
q
b
a
c
tmm
A
dk
d
d
k
d
d
eAeA
dk
d
d
E
A
c
zqA
c
zq ρρ
ρ
ρ
ρ
ρ
ρρ
ρ
ρρρ
1
.     (2.20) 
From [13], 
( ) ( )
( ) ( ) ( ) ( ) ( )[ ]



=
≠
−−
=ΦΦ∫
qm
qm
bkakJbkJak
bk
dk
d
d
k
d
d
c
tq
c
tq
c
tq
c
tq
c
tq
b
a
c
tqq
c
tmm
,
,
2
2
0
2
2
1010
2
π
ρρ
ρ
ρ
ρ
ρ
,       (2.21) 
which reduces (2.20) to 
( ) ( ) Aczq
A
c
zq
zkj
q
b
a
c
tqq
A
q
zjk
q eAdk
d
d
E
M
e
A
2−+
−
− −Φ= ∫ ρρρρρρ ,                    (2.22) 
where qM is defined as the qm =  case of (2.21).  In order to solve for the unknown 
coefficients in (2.16), orthogonality is again utilized: both sides of (2.16) are multiplied 
by ( )ρρ wtmkJ1  and integrated with respect to ρ over the range [ ]c,0 , yielding  
 13 
 
( ) ( ) ( ) ( ) ( )∫∑∫
∞
=
−−+ +−=
c
q
w
tq
w
tm
zjk
q
zjk
q
w
tq
c
w
tm
A dkJkJeBeBkdpkJE A
w
zqA
w
zq
0 1
11
0
1 ρρρρρρρρ , 
where because the electric field within the aperture is non-zero only for values of
[ ]ba,∈ρ , becomes 
( ) ( ) ( ) ( ) ( )∫∑∫
∞
=
−−+ +−=
c
q
w
tq
w
tm
zjk
q
zjk
q
w
tq
b
a
w
tm
A dkJkJeBeBkdpkJE A
w
zqA
w
zq
0 1
111 ρρρρρρρρ .           (2.23) 
Orthogonality shows [13] 
( ) ( ) ( )[ ]



=
≠
=∫ qm
qm
ckJ
cdkJkJ w
tq
c
w
tq
w
tm
,
,
2
0
2
1
2
0
11 ρρρρ ,                       (2.24) 
which when substituted into (2.23), yields 
( ) ( )∫
−
=+ −+
b
a
w
tq
A
q
w
tq
zjk
zkj
qq dpkJE
k
e
eBB
A
w
zq
A
w
zq ρρρρ 1
2
,                       (2.25) 
where q is equal to the qm =  case of (2.24).   
In a manner similar to the aperture at Azz = , the unknown electric field in the 
aperture at Bzz =  is defined as  
( ) ( )
( )
( )
( )



∈
∈
∈
=
cb
ba
a
EzE BB
,
,
,0
,
,
,
0
0
,
ρ
ρ
ρ
ρρ ρρ ,                               (2.26) 
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where ( )ρρBE is the electric field between the outer and center conductor surfaces at the 
aperture, and is due to the fact that 0=ρE on the flat end disk of the cut off center 
conductor, as well the “radial wall” that connects the waveguide to both coaxial sections.  
The following relationships can be shown from (2.3)  
( ) ( ) ( ) ( )ρ
ρρ
ρρ
c
tqq
q
zjk
q
zjk
q
jkzjkzB k
d
d
eCeCeCeCE B
c
zqB
c
zqBB Φ+++= ∑
∞
=
−−+−−+
1
00
1
,          (2.27) 
and (2.9) 
( ) ( ) ( )∑
∞
=
−−+ +−=
1
1
q
w
tq
zjk
q
zjk
q
w
tq
B kJeBeBkE B
w
zqB
w
zq ρρρ .                                    (2.28) 
Utilizing the methods leading to (2.18), (2.22) and (2.25), one can show that  
( ) B
B
kzj
b
a
B
jkz
eCdE
a
b
e
C 200
ln
−+ −






= ∫ ρρρ ,                                 (2.29) 
( ) ( ) Bczq
B
c
zq
zkj
q
b
a
c
tqq
B
q
zjk
q eCdk
d
d
E
M
e
C
2
1
−+ −Φ= ∫ ρρρρρρ ,                    (2.30) 
and 
( ) ( )∫
−
−+− −=+
b
a
w
tq
B
q
w
tq
zjk
zkj
qq dkJE
k
e
eBB
B
w
zq
B
w
zq ρρρρρ 1
2
.                    (2.31) 
+
qB and
−
qB  can be arrived at by simultaneous solution of (2.25) and (2.31): 
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( ) ( ) ( ) ( )
( )Lkjk
dkJEedkJEe
B
w
zqq
w
tq
b
a
w
tq
Azjk
b
a
w
tq
Bzjk
q
B
w
zqA
w
zq
sin2
11 ∫∫
±±
±
−
±=
ρρρρρρρρ ρρ
          (2.32) 
in which 
AB zzL −= .                                                    (2.33) 
AEρ is common to the regions Azz < and ( )BA zzz ,∈ , while BEρ  to Bzz > and
( )BA zzz ,∈ , which causes the ρ -component to be continuous in z , and requires φH to be 
continuous as well.  Setting expressions (2.2) and (2.10) equal to one another at Azz = , 
yields 
( ) ( ) ( )
( ) ( )∑
∑
∞
=
−−+
∞
=
−−+−−+
−−
=Φ−+−
1
1
1
00
11
q
w
tq
zjk
q
zjk
qw
zq
w
tq
c
tqq
q
zjk
q
zjk
qc
zq
jkzjkz
kJeBeB
k
kk
k
d
d
eAeA
k
k
eAeA
A
w
zqA
w
zq
A
c
zqA
c
zqAA
ρ
η
ρ
ρηηρ
,        (2.34) 
while doing the same for (2.3) and (2.10) at Bzz = , 
( ) ( ) ( )
( ) ( )∑
∑
∞
=
−−+
∞
=
−−+−−+
−−
=Φ−+−
1
1
1
00
11
q
w
tq
zjk
q
zjk
qw
zq
w
tq
c
tqq
q
zjk
q
zjk
qc
zq
jkzjkz
kJeBeB
k
kk
k
d
d
eCeC
k
k
eCeC
B
w
zqB
w
zq
B
c
zqB
c
zqBB
ρ
η
ρ
ρηηρ
.        (2.35) 
Substituting (2.18), (2.22), and (2.32) into (2.34), gives 
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( )
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( )∑
∫∫
∑ ∫
∫
∞
=
−
∞
=
−+
−+








+−
−
=Φ







Φ−+


















−
1
111
1
1
0
sin2
2
1
1
2
1
1
ln
1
2
q
w
zqq
w
tq
b
a
w
tq
ALjkLjk
b
a
w
tq
B
w
zq
q
c
tqq
b
a
c
tqq
A
q
zjk
qc
zq
b
a
Ajkz
Lkj
kJdpkJEeedpkJE
k
k
k
d
d
dk
d
d
E
M
eA
k
k
dE
a
b
eA
w
zq
w
zq
A
c
zq
A
ρρρρρρρ
η
ρ
ρ
ρρ
ρ
ρρ
η
ηρ
ρρ
ρρ
ρ
ρ
.  
(2.36) 
In (2.36), there are only 2 unknown coefficients: +0A and
+
qA .   Both are coefficients of 
exponentials that indicate z+ direction propagation within the leftmost coaxial section.  
The term containing the +0A coefficient is of similar form to the excitations introduced at 
the beginning of this chapter.  For this reason, +0A is assumed to be some known excitation 
coefficient, and is treated as such.  Since the structure won’t be excited by any higher 
order modes, it is safe to set the collection of all coefficients
+
qA equal to zero.  Once this 
is done, we see 
( )
( )
( ) ( ) ( )( ) ( )
( )
( )
( ) ( ) ηρρρ
ρρ
η
ρ
ρρ
ρρ
ρ
ρ
ρ
ρ
ρ
η
ηρ
ρ
ρ
ρ
Ajkzb
a q
w
tqw
zqq
w
zq
w
tqB
q
w
tqw
zqq
w
zq
w
tq
w
zqc
tqq
q
c
zq
c
tqq
b
a
A
eA
dkJ
Lkjk
kJk
E
dkJ
Lkjk
kJLk
k
d
d
Mk
k
d
d
k
a
b
E
−+∞
=
∞
=
=







−






+Φ
Φ
+












∫ ∑
∑
∫
0
1
1
1
1
1
1
2
'
sin
''
'
'
sin
''cos
'
'
'
ln
1
'
  ,       (2.37) 
 17 
 
where the variable of integration has been changed to 'ρ to distinguish which terms are 
directly involved in the integrations.  Substituting (2.29), (2.30), and (2.32) into (2.35) 
yields 
( )
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( )∑
∫∫
∑ ∫
∫
∞
=
−
∞
=
−
−






−+
−
=Φ







−Φ+












−






1
111
1
1
0
sin2
2
1
2
11
1
2
ln
1
q
w
zqq
w
tq
b
a
w
tq
A
b
a
w
tq
BLjkLjk
w
zq
q
c
tqq
zjk
q
b
a
c
tqq
B
q
c
zq
jkz
b
a
B
Lkj
kJdpkJEdpkJEee
k
k
k
d
d
eCdk
d
d
E
Mk
k
eCdE
a
b
w
zq
w
zq
B
c
zq
B
ρρρρρρρ
η
ρ
ρ
ρρ
ρ
ρρ
η
ηρ
ρρ
ρρ
ρ
ρ
,     (2.38) 
with −0C and 
−
qC being the only remaining unknowns.  These coefficients represent modes 
traveling in the z− direction within the rightmost coax, or excitations from the right side.  
During the solution process to be described in the following chapter, the only defined 
excitation is a z+  traveling, incident TEM wave in the leftmost coax, which causes −0C
and 
−
qC to be set to zero, and reduces (2.38) to the following: 
( ) ( )( ) ( )
( )
( )
( ) ( ) ( )( ) ( ) 0'sin
''cos
'
'
'
ln
1
'
'
sin
''
'
1
1
1
1
1
1
=






+Φ
Φ
+












−








∑
∫
∫ ∑
∞
=
∞
=
ρρ
ρρ
ρ
ρ
ρ
ρ
ρ
η
ηρ
ρ
ρρ
ρρ
η
ρ
ρ
ρ
dkJ
Lkjk
kJLk
k
d
d
Mk
k
d
d
k
a
b
E
dkJ
Lkjk
kJk
E
q
w
tqw
zqq
w
zq
w
tq
w
zqc
tqq
q
c
zq
c
tqq
b
a
B
b
a q
w
tqw
zqq
w
zq
w
tqA
(2.39) 
Equations (2.37) and (2.39) form a pair of coupled integral equations that are used to 
solve for the unknown fields 
the structure, the two equations are reciprocal in nature, except of course for the 
excitation term included in (2.37).
Coax-Coax-Coax 
Figure 2.2
The Coax-Coax-Coax structure is very similar to that of the Coax
Coax, except rather than having a circular waveguide section between the two apertures, 
a larger diameter, perfectly conducting coaxial line of inner radius
occupies the space.  The middle section is
currents and fields areφ -invariant as well.  The field components that can exist in the 
middle section are similar to the outer coax sections, and are described as follows: 
( ) (ρρ jkzM eBzE = −+0,
18 
within the two apertures.  Due to the “symmetric” nature of 
 
 Generic Coax-Coax-Coax structure. 
 
-Waveguide
c and outer radius
φ -symmetric, so like the C-W-C, all resulting 
) ( ) ( )ρ
ρρ
m
tq
m
q
q
zjk
q
zjk
q
jkz k
d
d
eBeBeB
m
zq
m
zq Φ+++ ∑
∞
=
−−+−
1
0
1
 
 
 
-
d , 
 
          (2.40) 
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and 
( ) ( ) ( ) ( )ρ
ρηηρ
ρφ
m
tq
m
q
q
zjk
q
zjk
qm
zq
jkzjkzM k
d
d
eBeB
k
k
eBeBzH
m
zq
m
zq Φ−+−= ∑
∞
=
−−+−−+
1
00
11
, .     (2.41) 
where 
( ) ( ) ( ) ( ) ( )ρρρ mtqmtqmtqmtqmtqmq kckJkJckk 0000 −=Φ ,                        (2.42) 
and 
( ) ( ) ( ) ( ) ( )[ ]ρρρ
ρ
m
tq
m
tq
m
tq
m
tq
m
tq
m
tq
m
q kckJkJckkk
d
d
1010 −−=Φ .                    (2.43) 
Similar to the case of the outer coaxes, 
m
tqk is the set of eigenvalues that cause the 
following to be true, 
( ) ( ) ( ) ( )[ ] 00000 =− dkckJdkJck mtqmtqmtqmtq                                  (2.44) 
and is related to the wavenumber k through the following relationship:  
( ) ( )
( ) ( )



<−−
>−
=
2222
2222
,
,
m
tq
m
tq
m
tq
m
tqm
zq
kkkkj
kkkk
k .                                     (2.45) 
The procedure used in the previous section of forcing the field component values in an 
aperture to be the same when approached from either side of the aperture, is again 
implemented to formulate a set of coupled integral equations to solve for the unknown 
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fields.  Due to the different geometry of the structure, the aperture electric field 
components are defined as 
( ) ( )
( )
( )
( )



∈
∈
∈
=
db
bc
c
EzE AA
,
,
,0
,
,
,
0
0
,
ρ
ρ
ρ
ρρ ρρ                                (2.46) 
at Azz = , and 
( ) ( )
( )
( )
( )



∈
∈
∈
=
db
bc
c
EzE BB
,
,
,0
,
,
,
0
0
,
ρ
ρ
ρ
ρρ ρρ                                (2.47) 
for Bzz = .  Using the procedure in the previous section as a blueprint, we arrive at 
( )
( )
( )
( )
( ) ( )
( ) ( )
( )
( )
( ) ( ) ηρρρρ
ρ
ρ
ρ
ρ
ρρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
bjkz
q
m
tq
m
qm
tq
m
q
m
tq
m
tq
m
qb
c
B
q
m
tq
m
qm
zq
m
q
m
zq
m
tq
m
q
m
zq
c
tqq
q
c
zq
c
tqq
b
c
A
eA
dk
d
d
LkMk
k
d
d
j
kL
c
d
k
j
E
dk
d
d
LkMk
k
d
d
Lkj
k
d
d
Mk
k
d
d
kL
c
d
kLj
a
bk
E
−+∞
=
∞
=
=






Φ
Φ
+












+






Φ
Φ
−Φ
Φ
+
























−






∑∫
∑
∫
0
1
1
2
'
sin
'
'
'
sinln
'
sin
'
'
'cos'
'
'
sinln
cos
ln
11
  (2.48) 
and 
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( )
( )
( ) ( )
( )
( )
( )
( )
( ) ( )
( ) ( ) 0'sin
'
'
'cos'
'
'
sinln
cos
ln
11
'
sin
'
'
'
sinln
1
1
=






Φ
Φ
−Φ
Φ
+
























−






+






Φ
Φ
+












∑
∫
∑∫
∞
=
∞
=
ρρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
dk
d
d
LkMk
k
d
d
Lkj
k
d
d
Mk
k
d
d
kL
c
d
kLj
a
bk
E
dk
d
d
LkMk
k
d
d
j
kL
c
d
k
j
E
q
m
tq
m
qm
zq
m
q
c
zq
m
tq
m
q
m
zq
c
tqq
q
c
zq
c
tqq
b
c
A
q
m
tq
m
qm
zq
m
q
m
zq
m
tq
m
qb
c
A
, (2.49) 
where 
( ) ( ) ( ) ( ) ( )[ ]
2
2
1010
2
2
2 π
−−= dkckJdkJck
dk
M ctq
c
tq
c
tq
c
tq
c
tqm
q
.                        (2.50) 
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CHAPTER III. 
SOLUTION TECHNIQUES 
In this chapter, techniques are presented for solving the coupled integral equations 
derived in the previous chapter.  Due to the fact that these equations are not solvable 
analytically, a numerical solution technique is employed.  Moment method techniques 
with pulse expansion and point matching are utilized.   
A single, uncoupled integral equation, similar to each of (2.38), (2.40), (2.48) and 
(2.49) is of the basic form 
[ ] ( )ρρ fuL =; ,                                                     (3.1) 
where L is a linear operator, f is some known forcing function, andu is the unknown 
response function.  The linearity of the operator L makes a numerical solution practicable, 
even though an analytic one is not.  For the following solution technique, the unknown 
function acted upon by the linear operator, is expanded as a linear combination of N 
known terms, written as [5] 
 ( ) ( ) ( ) ( ) ( )∑
=
=+++≈

n
nn uVuVuVuVu
1
2211 ... ρρρρρ ,                     (3.2) 
where each nV is an unknown constant and each ( )ρnu is some known basis function.  
Substituting (3.2) into (3.1) yields 
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( ) ( )ρρ∑
=
=

n
nn fuLV
1
; .                                                    (3.3) 
Basis functions are normally chosen so that (3.2) representsu adequately, and each 
( )ρ;nuL can be evaluated readily [5].  With N unknown constants nV , N linearly 
independent equations are needed to solve for them.  These equations are generated by 
multiplying the operator equation (3.3) by the testing functions 
( ) ( )mmT ρρδρ −= ,                                                 (3.4) 
where 
Mmmim ,,2,1
2
1
K=




 −∆+= ρρ ,                               (3.5) 
and integrating over the range of the operator equation.  This process is referred to as 
point-matching and reduces (3.3) to  
( ) ( )∑
=
==

n
mmnn mfuLV
1
...,,2,1,; ρρ ,                              (3.6) 
or in matrix form 
[ ][ ] [ ]mnmn IVY = ,                                                        (3.7) 
where 
( )mnmn uLY ρ;= ,                                                     (3.8) 
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and 
( )mm fI ρ= .                                                       (3.9) 
The unknown coefficients [ ]nV can be found by solving  
[ ] [ ] [ ]mmnn IYV 1−= .                                                       (3.10) 
This solution technique also applies to coupled integral equations as well.  The system of 
equations 
[ ] [ ] ( )
[ ] [ ] ( )ρρρ
ρρρ
22221
11211
;;
;;
fuLuL
fuLuL
ba
ba
=+
=+
,                                         (3.11) 
can be transformed into 
[ ] [ ]
[ ] [ ]
[ ]
[ ]
[ ]
[ ]




=











2
1
2221
1211
m
m
B
n
A
n
mnmn
mnmn
I
I
V
V
YY
YY
,                                      (3.12) 
where each ijmnY and 
i
mI is of similar form to (3.8), and (3.9), respectively, and the unknown 
coefficients [ ]AnV and [ ]BnV  are to be determined.  Inspection of both sets of integral 
equations from Chapter 2 shows that representation of
AEρρ ' and
BEρρ ' as in (3.2) allows 
the integrals to be evaluated analytically.  The series for each are 
( ) ( )∑
=
Π=

n
n
A
n
A EE
1
ρρρ ρ                                            (3.13) 
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and 
( ) ( )∑
=
Π=

n
n
B
n
B EE
1
ρρρ ρ ,                                        (3.14) 
where 
( )









 ∆+
∆
−∈
=Π
Otherwise
nn
n
0
2
,
2
1
ρ
ρ
ρ
ρρρ ,                               (3.15) 
and the pulse center nρ is defined by 





 −∆+=
2
1
nin ρρ ,                                                   (3.16) 
with 

io ρρ −=∆ ,                                                       (3.17) 
where oρ and iρ are the outer and inner edges of the aperture, respectively .  A graphical 
illustration of the expansions is one the next page.   
Figure 3 Graphical representation 
For the Coax-Waveguide
functions into (2.37) and (2.39), performs the integrations and implements the point 
matching procedure, the results are  
([
n q
w
tq
B

n m
A
n
k
Jj
E
a
b
k
E
ρ
ρ
=
∞
=
=




−












∑ ∑
∑
1 1
0
1
2
1
ln
1
and 
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of pulses in an aperture 
 
-Coax (C-W-C) case, if one substitutes the pulse basis 
 
( ) ( )[ ] ( )
( ) ( ) ( )[ ]
( ) (
) ( )]
( ) ( ) m
jkz
m
w
tqw
zqq
w
zq
n
w
tqn
w
tq
w
tqw
zqq
w
zq
w
tq
n
w
tqn
w
tq
w
zq
q
m
c
tqq
q
c
zq
n
c
tqqn
c
tqq
n
n
beA
kJ
Lkk
kJk
kJ
Lkkk
kJkJLkj
k
d
d
Mk
kk
ηρ
ρ
ρρ
ρ
ρρ
ρ
ρ
ρρ
ρ
ρ
−+−+
−+
∞
=
−+
−
+
=


−
−
+
Φ
Φ−Φ
+





∑
0
1
0
1
00
1
2
sin
sin
cos2
ln
 
 
)m 

     (3.18) 
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( ) ( )[ ]
( ) ( )
( ) ( )[ ] ( )
( ) ( ) ( )[ ]
( ) ( ) 0sin
cos2
ln
1
ln
1
sin
2
1
00
1 1
1 1
1
00
=


−
+






Φ
Φ−Φ
+







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where ( )ρctqq kΦ , ( )ρρ
c
tqq k
d
d
Φ , qM and q are defined in (2.5), (2.6), (2.21) and (2.24), 
respectively, and the notation changes 
2
∆
+=+ nn ρρ ,                                                    (3.20) 
and 
2
∆
−=− nn ρρ ,                                                     (3.21) 
are adopted for convenience.   Application of the same procedure to the Coax-Coax-Coax 
(C-C-C) case equations (2.48) and (2.49), results in 
 28 
 
( )
( )
( ) ( )[ ] ( )
( ) ( ) ( )[ ]
( ) ( )
( )
( ) ( )[ ]
( ) ( ) m
jkz
n q
m
m
tq
m
qm
zq
m
q
m
zq
n
m
tq
m
qn
m
tq
m
q
n
n
m
B
n
m
m
tq
m
qm
zq
m
q
m
zq
n
m
tq
m
qn
m
tq
m
q
m
zq

n q
m
c
tqq
q
c
zq
n
c
tqqn
c
tqq
n
n
m
A
n
beA
k
d
d
LkMk
kkj
kL
c
d
k
j
E
k
d
d
LkMk
kkLkj
k
d
d
Mk
kk
kL
c
d
kLj
a
bk
E
ηρ
ρ
ρ
ρρ
ρ
ρ
ρ
ρ
ρ
ρρ
ρ
ρ
ρρ
ρ
ρ
ρ
−+
=
∞
=
−+
−
+
−+
=
∞
=
−+
−
+
=












Φ
Φ−Φ
+











+




Φ
Φ−Φ
−






Φ
Φ−Φ
+


















−












∑ ∑
∑ ∑
0
1 1
1 1
2
sin
ln
sinln
sin
cos
sinln
cos
ln
1
ln
1
 
(3.22) 
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with ( )ρmtqmq kΦ , ( )ρρ
m
tq
m
q k
d
d
Φ , and mqM defined in (2.42), (2.43) and (2.50).            
For these analyses, one must ensure that the pulse centers and match points don’t 
fall on the edges of the apertures, which for the C-W-C case occurs when a=ρ , and for 
the C-C-C case when c=ρ , since at these points the field becomes unbounded.  By 
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placing the match points 
2
∆
± away from the pulse edges, they do not fall on the aperture 
boundaries.   
In addition to the aperture edge singularities, it is observed in (3.18), (3.19), 
(3.22) and (3.23), that sine functions, which can be zero, appear in the denominators.  For 
certain frequencies and aperture separation distances L , the product kL , which appears in 
the sine terms of the TEM components of (3.22) and (3.23), takes on values that are equal 
to multiples of π , thereby causing a numerical singularity.  For the higher order modes, 
the products Lk
w
zq and Lk
m
zq can be multiples ofπ when the operating frequency is above 
cutoff for a given mode, causing the sine terms in the denominators to be zero.  Below 
cutoff, the eigenvalues
w
zqk and
m
zqk become purely imaginary, which causes the sine terms 
to become sinh functions, which are zero only when their argument is zero.  These 
numerical singularities are to be avoided during the numerical analysis, but are of no 
consequence in actual measurements since they are “false resonances.” 
Solution accuracy can only be achieved if an infinite number of higher order 
mode terms are summed, but due to computer resource limits, this is obviously 
impossible.  Without knowing exactly how many terms it takes to achieve “close enough” 
convergence, it becomes necessary to perform two tasks: conduct convergence tests to 
determine if convergence has been reached, and employ series acceleration techniques to 
force the series to achieve convergence in the fewest number of terms.    In addition, the 
number of pulses used to represent the field within the aperture is also an important 
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consideration.  Therefore, another convergence test is necessary to determine the number 
of pulses needed to accurately represent the aperture field.  The acceleration processes for 
the two different series are detailed in Appendix C, while the convergence tests are 
described in Appendix E. 
 
The purpose of this thesis is to introduce a method by which the complexity of 
solving coupled integral equations can be avoided by using microwave 
representations.  Up until now, techniques for setting up and solving integral equations 
for two specific structures have been presented.  This goal of this chapter is to develop a 
method by which to generate S
previous chapters. 
For both structures presented, the TEM modes that exist within the outer coax 
sections are the primary conduits of energy transportation into and out of the coupled 
aperture regions.  Since higher order modes are below
structure, these higher order modes are evanescent and decay rapidly with displacement 
measured from each aperture.  In essence, a 2
model the structure.   
Figure 4. Graphical repr
The S-parameter matrix for this network is
31 
CHAPTER IV. 
MICROWAVE EQUIVALENCY 
circuit 
-matrices for the set of integral equations generated in 
 cutoff in the outer coaxes of each 
-port microwave network can be used to 
 
esentation of a two port network.
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where each element in [ ]S can be determined by 
jkforVj
i
ij
k
V
V
S
≠=
+
−
+
=
0
.                                                (4.2) 
Simply put, (4.2) states that ijS is found by determining the ratio of the “reflected” 
voltage at port i to the excitation voltage applied at port j  and the others matched.  
Voltage is determined from electric field by using the equation ∫ ⋅−=
2
1
21
P
P
ldEV , with 1P
and 2P being the two points between which the voltage is defined, and ld is a vector 
differential distance between them.  By using the inner and outer conductor locations as 
the reference points for the transverse voltage determination, (4.2) becomes 
( )
( )
jkforE
b
a j
b
a i
ij
k
dzE
dzE
S
≠=
+
−
−∫
∫−=
0
,
,
ρ
ρρ
ρρ
ρ
ρ
.                                    (4.3) 
Equation (4.3) demonstrates a way to calculate S-Parameters at a point in a coaxial line 
by using the known transverse electric field at that point.  Since the C-C-C and C-W-C 
setups are symmetric in nature, 2211 SS = and 2112 SS = .  Therefore, by exciting one side of 
the each structure and determining what reflects off the aperture, and what goes through 
to the other coax, we can determine the S-Parameter characterization for the structure. 
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Once numerical techniques have been used to determine the approximate values 
of 
AEρ  and
BEρ , this information is then used to determine the field components within the 
coaxial lines leading into the apertures.  For both the left and right outer coax sections, 
the following fields can exist: 
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c
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The transverse electric field in the leftmost aperture, which is shown in Chapter 2 to be 
located at Azz = , is found by setting Azz = in (4.5) and is given by 
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c
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By integrating both sides of (4.6) with respect to ρ over the range [ ]ba, , the infinite series 
terms integrate to zero due to the definition of ( )ρctqq kΦ , and we are left with 
( ) [ ]
a
b
eAeAdpE AA
jkzjkz
b
a
A ln00
−−+ +=∫ ρρ .                                (4.7) 
In equation (4.7), +0A is the coefficient of some known incident excitation whose phase is 
defined to be zero at Azz = , which leaves
−
0A as the sole unknown in the equation.  
Rearranging (4.7) gives 
( ) A
A
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b
a
A
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b
e
A 200
ln
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− −= ∫ ρρ .                                (4.8) 
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Substituting (4.8) into (4.5) and evaluating the result at 1zz = , which is sufficiently far to 
the left of the leftmost aperture that higher order modes have decayed, leads to the 
following: 
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Applying the principle illustrated in (4.3) to (4.9) gives 
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At Bzz = , the location of the aperture in the rightmost coaxial line, (4.5) changes to  
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where the notation of the coefficients has been changed to avoid confusion with the 
leftmost coaxial line.  Since there is no excitation from the right side and since the only 
source of electric field is that which has been coupled from the leftmost coaxial line, the 
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constant −0C is zero.  After performing steps on (4.11) similar to those that lead to (4.8), 
we see that 
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At some position 2zz =  to the right of the second aperture, the tangential component of 
the electric field is 
( )
( )
( )
ρ
ρ
ρ
ρ
ρ
dpE
a
b
e
zE
b
a
B
zzjk
R
B
∫
−
=
ln
,
2
1 .                                  (4.13) 
In analogous manner to (4.10)  
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Therefore, the S-parameter matrix for either the C-C-C or C-W-C problem is determined 
to be 
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For the outer coax sections, if one wanted to include higher order modes in the 
investigation, more ports would be added to the model.  A similar process would have to 
be carried out to determine the coupling terms between the TEM modes and the resulting 
higher order modes, and the structure would also have to be excited with higher order 
modes as well.  In order to keep this analysis simple, this approach is not discussed in this 
paper.  It should be noted that higher order modes are utilized within the middle section 
between the apertures, but their existence will be reflected in the aperture electric field 
values, and will not be involved in the outer coax analysis. 
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CHAPTER V. 
RESULTS AND CONCLUSIONS 
This chapter compares the results of the theoretical analysis of the structures 
presented in previous chapters with the data acquired from testing them. The results of 
the Integral Equation (IE) analyses for both the Coax-Coax-Coax (C-C-C) and Coax-
Waveguide-Coax (C-W-C) apparatuses are compared to the results obtained by modeling 
the same structures using commercially available Electrical Computer Aided Design 
(ECAD) programs High Frequency Structure Simulator (HFSS) and Computer Science 
Technology (CST).  Both programs are full 3-D solvers, where HFSS utilizes the Finite 
Element Method (FEM) and CST is an Integral Equation Time Domain (FIT) solver.   
For the C-C-C case, measured data was taken and compared alongside the predicted 
performance output by the codes listed above.  A few cases are presented that illustrate 
the singularities discussed in Chapter 3 and how they manifest themselves in the S-
parameter analysis. 
Coax-Coax-Coax 
 Figures 5.1 – 5.6 show the results obtained when analyzing a few CCC structures 
with different dimensions.  The outer coaxes were General Radio 874 (inner diameter 
(ID) of the outer conductor = 1.42 cm; diameter of the center conductor (OD) = 0.632 
cm) and were of fixed length 9.88 cm for the analyses.  The middle section was of fixed 
length 35.27 cm and was analyzed using the dimensions listed below: 
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Table 5.1. List of CCC combinations to be analyzed and tested. 
 
 Each combination listed in Table 5.1 was analyzed over the frequency range 0.05-
6 GHz.  This band was chosen because it is well below cutoff of any higher order modes 
for the tested coaxial section sizes (outer or middle) and General Radio coaxial lines are 
rarely used in industry above this range.  The convergence data presented in Appendix E 
shows the minimum number of infinite series terms required to achieve sufficient 
convergence, and the minimum number of pulses required to characterize the fields in 
each aperture.  The middle section orientation that required the largest number of series 
terms to adequately converge had an ID of 1.76 cm and an OD of 0.95 cm, and needed at 
least 11 series terms to do so.  For this reason, all structures were analyzed with 15 terms 
to provide a measure “of better than required” convergence.  While the stated goal of 
pulse number convergence was 01.=ε  (see Appendix E) the actual level targeted was 
001.≈ε and was generally achieved when using 30 pulses in each aperture.   
Shown below are some sample plots with some explanation of their components: 
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Figures 5.1 (a) Sample field plot and (b) S-parameter plot. 
Frequency range being analyzed 
S-Parameter being measured 
Overlays of all predicted and 
measured performance curves 
Frequencies at which field 
components are displayed 
Magnitude of imaginary part of 
electric field in aperture 
Pulse location in aperture 
relative to center axis of the 
structure 
Magnitude of real part of electric 
field in aperture 
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For each of the cases tested, the predicted and measured 11S curves generally have 
the same peak and null locations, but occasionally differ in magnitude.  The CST and 
HFSS cases line up almost exactly with only minimal deviations observed.  The IE 
analysis curves differ from the ECAD results when the ID = 2.40 cm and the OD = 0.632 
cm and 0.95 cm.  The reasons for this deviation are unclear, since both increasing and 
decreasing the number of series terms involved in the acceleration process, along with the 
number of pulses in the aperture, has little to no effect.  The measured data generally 
lines up well with the predicted curves, but sometimes exhibits erratic behavior: this can 
be attributed to tighter tolerance being needed in the manufacture of the testing apparatus.  
The 21S curves tend to vary more than the 11S cures.  For one of the cases (ID = 
1.76 cm, OD = 0.632 cm) the “lobing” is the same, but once again the magnitudes vary at 
some frequencies.  When ID = 2.4 cm and OD = 0.632 cm and 0.95 cm, the IE curves 
don’t sync with the ECAD curves at all.  The reason for this is unclear and will need to be 
investigated in future analyses. 
Coax-Waveguide-Coax 
Figures 5.7– 5.11 show the IE analysis results to agree well with the ECAD 
outputs for the C-W-C structure.  When the “gap” between the center conductor sections 
is large, the IE data tends to deviate slightly in level from the ECAD predicted results, but 
not at an unacceptable level.  As the gap narrows, the three curves tend to approach one 
another, resulting in a uniform predicted performance.  Further analysis is needed to 
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determine why any deviation exists when the gap is wider.  No physical measurements 
were taken for this case.   
Higher Order Mode Effects 
 The table below shows that higher order modes appear in the CCC structure for 
ID = 2.4 cm and OD = 0.632 cm, when the 67.16>f  GHz.  Figures 5.13 shows the 
effects these modes have on S-Parameter performance.  Since higher order modes were 
not included in the IE analysis or the ECAD evaluation, this paper does not have a way to 
determine what actually occurs when the frequency rises above cutoff. 
 
Table 5.2. Eigenvalues and cutoff frequencies for a coax with ID = 2.4 cm and  
OD = 0.632 cm 
 
Singularity Analysis 
 As mentioned in Chapter 3, certain conditions can exist that cause numerical 
singularities in the data.  For the C-C-C case, the sin function in the denominator of the 
coupling TEM term can become unbounded when  
,...3,2,1== qforqkL π  ,                                      (5.1) 
where .AB zzL −=   This scenario occurs when 
Calculated A & S Markuvitz Calculated A & S Markuvitz Calculated A & S Markuvitz
Eigenvalue (1/m) 349.23 348.62 349.24 708.67 708.37 708.62 1066.4 1065.6 1066.4
Cutoff Frequency (GHz) 16.67 16.64 16.67 33.82 33.8 33.82 50.89 50.85 50.89
ThirdFirst Second
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,...3,2,1
2
== qfor
f
q
L
µε
 ,                                   (5.2) 
where f is the frequency of operation, or at frequencies where 
,...3,2,1
2
== qfor
L
q
f
µε
.                               (5.3) 
It should be noted that for both the C-C-C and C-W-C, the coupling higher order mode 
terms have ( )Lk zqsin  terms in their denominators that can cause these singularities, but 
this analysis shall focus only on the C-C-C coupling TEM cases.   
Sweeping over the frequency range 0.01-1 GHz, the first L that would cause a 
singularity for each frequency point was computed.  Next, from the set of lengths 
determined, the one closest to the length actually being tested (34.87 cm) was set to be 
the new length of the middle section.  The sweep was re-run, and the data is displayed in 
Figures 5.14.  As one can see, the singularity is evident and occurs at multiples of 430 
MHz, thus demonstrating the breakdown of the IE method when the separation between 
the two apertures is of a certain length.   
For the middle length tested on all the other CCC trials, the calculated first 
frequency that would cause this unbounded behavior is 425.06 MHz.  A frequency scan 
was built around this frequency, and an analysis was conducted.  The results for this trial 
are displayed in Figure 5.15.  As predicted, a deep null is shown to exist at the center 
frequency, thereby representing the point at which the IE method breaks down.   
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Conclusion 
 The intent of this project was to determine the fields within various coaxial 
structures using Integral Equation techniques and then characterize the results using 
microwave analysis principles.  This method allows complex coupled integral equations 
to be represented in a simpler form, which aids in large analyses by reducing 
computational requirements.  Measured and predicted data generated by three separate 
methods (two of which were from commercial products) generally agree, thereby 
showing the techniques presented in this paper to be a success.  Further study is needed to 
develop a method that calculates the fields at frequencies and apertures separation 
distances that cause the IE method to break down.  Also, more analysis is required to 
determine why results predicted from IE sometimes differ from those predicted by the 
ECAD programs.      
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Figures 5.2 (a) Real and imaginary components of aperture fields AE and (b) BE .      
(c) 11S and (d) 21S . 
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Figures 5.3 (a) Real and imaginary components of aperture fields AE and (b) BE .      
(c) 11S and (d) 21S . 
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Figures 5.4 (a) Real and imaginary components of aperture fields AE and (b) BE .      
(c) 11S and (d) 21S . 
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Figures 5.5 (a) Real and imaginary components of aperture fields AE and (b) BE .      
(c) 11S and (d) 21S . 
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Figures 5.6 (a) Real and imaginary components of aperture fields AE and (b) BE .      
(c) 11S and (d) 21S . 
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Figures 5.7 (a) Real and imaginary components of aperture fields AE and (b) BE .      
(c) 11S and (d) 21S . 
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Figures 5.8 (a) Real and imaginary components of aperture fields AE and (b) BE .      
(c) 11S and (d) 21S . 
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Figures 5.9 (a) Real and imaginary components of aperture fields AE and (b) BE .      
(c) 11S and (d) 21S . 
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Figures 5.10 (a) Real and imaginary components of aperture fields AE and (b) BE .      
(c) 11S and (d) 21S . 
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Figures 5.11 (a) Real and imaginary components of aperture fields AE and (b) BE .      
(c) 11S and (d) 21S . 
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Figures 5.12 (a) Real and imaginary components of aperture fields AE and (b) BE .      
(c) 11S and (d) 21S . 
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Figures 5.13 (a) 11S  and (b) 21S  plots demonstrating cutoff effects.  
 (c) Calculated eignevalue table 
 
 
 
Calculated A & S Markuvitz Calculated A & S Markuvitz Calculated A & S Markuvitz
Eigenvalue (1/m) 349.23 348.62 349.24 708.67 708.37 708.62 1066.4 1065.6 1066.4
Cutoff Frequency (GHz) 16.67 16.64 16.67 33.82 33.8 33.82 50.89 50.85 50.89
ThirdFirst Second
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Figures 5.14 (a) Real and imaginary components of aperture fields AE and (b) BE .      
(c) 11S and (d) 21S . 
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Figures 5.15 (a) Real and imaginary components of aperture fields AE and (b) BE .      
(c) 11S and (d) 21S . 
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APPENDICES 
 
CIRCULAR WAVEGUIDE THEORY
Figure A.1
In this appendix, we derive a 
within an infinitely long cylindrical tube can be determined.  The tube, of radius 
filled with material characterized by
tube, located at oρρ = , is perfectly conducting and therefore the boundary condition 
( ) 0, =zE oz ρ must be enforced.  Since 
directed magnetic vector potential
Helmholtz’s equation, 
 (∇ + = ≠ ≠
or 
59 
APPENDIX A 
 
 Generic circular waveguide 
 
φ -independent vector potential from which the field 
( )εµ, , is illustrated in Figure A.1.  The wall of the 
the field is TMz, it can be determined from a z
( )zzAA z ˆ,ρ= , whose component zA  is a solution of 
)2 2 0 ' 'z zk A z zρ ρ ρ , 
 
 
 
oρ and 
-
(A.1) 
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2
2
2
1
0z z zA A k A
z
ρ
ρ ρ ρ
 ∂ ∂ ∂
+ + = ∂ ∂ ∂ 
. (A.2) 
The components of a φ -independent TMz field can be determined from 
 zA
zk
jE
∂∂
∂
−=
ρ
ω
ρ
2
2
, (A.3) 
 zz A
z
k
k
jE 





∂
∂
+−=
2
2
2
2
ω
, (A.4) 
and 
 zAH ρµφ ∂
∂
−=
1
. (A.5) 
We propose a solution of the form 
 ( ) ( ) ( )zZRzAz ρρ =, , (A.6) 
which we substitute into (A.2) and divide by ( ) ( )zZR ρ , to obtain 
 
( )
( )
( )
( ) 0111 2
2
2
=++





kzZ
dz
d
zZ
R
d
d
d
d
R
ρ
ρ
ρ
ρρρ
. (A.7) 
We observe that the first two terms of (A.7) must individually be constants in order for 
the equation to be true for all ρ and z .  Thus, it is necessary that 
( )
( ) 2
2
21
zkzZ
dz
d
zZ
−= , 
or 
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 ( ) ( ) 02
2
2
=+ zZkzZ
dz
d
z , (A.8) 
in which zk is a constant to be determined.  Consequently, from (A.7) 
 
( )
( ) 011 22 =−+





zkkR
d
d
d
d
R
ρ
ρ
ρ
ρρρ
. (A.9) 
For notational convenience, 2tk  is defined 
 222 zt kkk −= , (A.10) 
which in (A.9) leads to 
 ( ) ( ) ( ) 022
2
2
2 =++ ρρρ
ρ
ρρ
ρ
ρ RkR
d
d
R
d
d
t . (A.11) 
The solution of (A.8) is   
 ( ) zjkzjk zz BeAezZ +− += , (A.12) 
or a linear combination of ( )zkzcos  and ( )zkzsin , and that of (A.11) is  
 ( ) ( ) ( )0 0t tR CJ k D kρ ρ ρ= + , (A.13) 
in which ( )ρtkJ 0 and ( )ρtk0  are the first kind Bessel function and Neumann function 
of zero order, and A,B, C, and D are arbitrary constants.  From (A.6), (A.12), and (A.13), 
( )zAz ,ρ  can be written as  
 ( ) ( ) ( )( )( )zjkzjkttz zz BeAekDkCJzA ++= −ρρρ 00, . (A.14) 
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Since the Neumann function is unbounded at 0=ρ , D must be zero in order that field 
components not be unbounded at 0=ρ .  This leaves 
 ( ) ( )( )zjkzjktz zz eaeakJzA −−+ += ρρ 0, , (A.15) 
with the constants +a and −a replacing CA and CB, respectively.  Application of (A.4) to 
(A.15), gives 
 ( ) ( )( )zjkzjktzz zz eaeakJ
k
kk
jzE −
−+ +
−
−= ρωρ 02
22
, , (A.16) 
the component of the electric field tangential to the tube wall.  The boundary conditions 
at the tube walls requires ( )zE oz ,ρ  to be zero for all z, which, when 2 2zk k≠ , is achieved 
by enforcing ( ) 00 =otkJ ρ .  Proper selection of the constant tk forces the Bessel function 
to have a value of zero at oρρ = .  The arguments of the Bessel function that force it’s 
value to zero are labeled as 
 ( )0Jofzerosq =χ ,  
which result in the eigenvalues,  
 ...3,2,1== qk
o
q
tq ρ
χ
. (A.17) 
From (A.16) one sees that ( , )zE zρ is also identically zero when
2 2
zk k= , i.e., when 0=tk
.  In this case, (A.11) becomes 
( ) ( ) 0
2
2
2 =+ ρ
ρ
ρρ
ρ
ρ R
d
d
R
d
d
,                                     (A.18) 
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which is a second order ordinary differential equation that can be solved by standard 
techniques to obtain 
 ( ) FER += ρρ ln . (A.19) 
For this special case, equation (A.8) becomes 
 ( ) ( ) 02
2
2
=+ zZkzZ
dz
d
, (A.20) 
which has the solution 
( ) ( )jkzjkz eAeAzZ −−+ += 00 ,                                       (A.21) 
and causes the magnetic vector potential (for 22 kkz = ) to be 
( ) ( )( )jkzjkzz eAeAFEzA −−+ ++= 000 ln, ρρ .                        (A.22) 
(A.3) and (A.5) show that both ρE and φH result from partial differentiation of (A.22) 
with respect to ρ : 
    ( ) ( )jkzjkzz eAeAEzA −−+ +=∂
∂
000 , ρ
ρ
ρ
,                                  (A.23) 
demonstrates that the unknown constant E must be equal to 0, since ρE and φH are 
undefined at 0=ρ .  Subsequently, the special case is shown to be trivial and is no longer 
considered in this analysis.  The most general solution for the magnetic vector potential is 
the summation of all the possible solutions 
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 ( ) ( )( ) ...3,2,1, 0 =+= −−+ qeaeakJzA zjkqzjkqtqz zqzqρρ .  
Thus 
 ( ) ( )( )0
1
, zq zq
jk z jk z
Z tq q q
q
A z J k a e a eρ ρ
∞
−+ −
=
= +∑ , (A.24) 
where 
 
222
zqtq kkk −= . (A.25) 
Listed below are the field components, 
( ) ( )( )∑
∞
=
−−+ +−=
1
1,
q
zjk
q
zjk
qtqtq
zqzq eAeAkJkzE ρρρ ,                       (A.26) 
( ) ( ) ( )( )∑
∞
=
−−+ −=
1
0
2
,
q
zjk
q
zjk
qtq
zq
tq
z
zqzq eAeAkJ
k
k
jzE ρρ ,                       (A.27) 
and 
( ) ( )( )∑
∞
=
−−+ −−=
1
1,
q
zjk
q
zjk
qtq
zq
tq zqzq eAeAkJ
k
kk
zH ρ
η
ρφ ,                       (A.28) 
where the substitution 
2k
ka
A
zqq
q
ω±± = m .                                                 (A.29) 
has been made for notational convenience. 
 
COAXIAL WAVEGUIDE THEORY
Figure 
In a manner similar to the last appendix, we derive the 
magnetic vector potential from which the field within an infinitely long coaxial cavity 
can be determined.  The walls of the cavity, located at 
filled with material characterized by
of the cavity are perfectly conducting, the field only exists in the region
the boundary conditions (Ez ρ
similar to that of the circular waveguide case of the previous appendix.  The z
of the magnetic vector potential
found, is a solution of Helmholt
 (∇ + = ≠ ≠
If we propose a solution of the form
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APPENDIX B 
 
B.1 Generic coaxial waveguide 
 
φ -independent, z
iρρ = and oρρ = , bound a region 
( )εµ, , and is depicted in Figure B.1. Since the walls 
i ρρ <
) 0, =zi and ( ) 0, =zE oz ρ  must be enforced.  The analysis is 
( )zzAA z ˆ,ρ= , from which the field components can be 
z’s equation, 
)2 2 0 ' 'z zk A z zρ ρ ρ . 
 
 
 
 
-directed 
oρ< , and 
-component 
(B.1) 
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 ( ) ( ) ( )zZRzAz ρρ =, , (B.2) 
and utilize the method used to determine (A.7) through (A.11) of the previous appendix, 
we arrive at the differential equations 
 ( ) ( ) 02
2
2
=+ zZkzZ
dz
d
z , (B.3) 
and 
 ( ) ( ) ( )
2
2 2 2
2
0tR R k Rρ ρ ρ ρ ρ ρρ ρ
∂ ∂
+ + =
∂ ∂
, (B.4) 
where 
 222 zt kkk −= . (B.5) 
Equations (B.2) through (B.5) are the same as those derived for the circular waveguide, 
but their solutions differ due to the boundary conditions imposed.  The general solution 
of (B.3) is 
 ( ) zjkzjk zz BeAezZ +− += , (B.6) 
which when substituted into (B.2), gives 
 ( ) ( )( )zjkzjkz zz BeAeRzA += −ρρ, . (B.7) 
Application of equation (A.4) to (B.7) results in 
 ( ) ( )( )zjkzjkzz zz BeAeR
k
kk
jzE +
−
−= −ρωρ
2
22
, . (B.8) 
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The boundary conditions at the coax walls require ( )zE iz ,ρ and ( )zE oz ,ρ  to be zero for all 
z, which when 2 2zk k≠ , is achieved by enforcing ( ) 0=iR ρ and ( ) 0=oR ρ .   As in the 
circular waveguide derivation, from (B.8) one sees that ( , )zE zρ is identically zero when
2 2
zk k= , which implies that no condition is to be imposed upon ( )R ρ in this special case, 
which is addressed below.  The general solution of (B.4) is 
 ( ) ( ) ( )ρρρ tt kDkCJR 00 += . (B.9) 
Unlike in the previous section, equation (B.9) includes a second solution because the 
region of interest is for ( )oi ρρρ ,∈ , excluding 0=ρ , at which ( ) 00 =ρtk .  Enforcing 
the boundary condition at iρρ = , we have 
( ) ( ) 000 =+ itit kDkCJ ρρ , 
which, after one solves for the unknown constant D in terms of the constantC , causes 
(B.9) to become 
 ( )
( )
( ) ( ) ( ) ( )[ ]ρρρρ
ρ
ρ toittit
it
kkJkJk
k
C
R 000
0
−= . (B.10) 
The requirement that ( ) 0, =zE oz ρ  imposes the condition 
 
( )
( ) ( ) ( ) ( )[ ] 00000
0
=− otitotit
it
kkJkJk
k
C
ρρρρ
ρ
. (B.11) 
Equation (B.11) holds for an infinite number of values of tk , called eigenvalues.  If we 
append a subscript “q” to denote each solution, we arrive at  
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 ( )
( )
( ) ( ) ( ) ( )[ ]ρρρρ
ρ
ρ tqitqtqitq
it
kkJkJk
k
C
R 0000
0
−= , ,...2,1=q . (B.12) 
zA is the summation of all possible solutions, resulting in 
 ( ) ( )∑
∞
=
−−+ Φ+=
1q
tqq
zjk
q
zjk
qz keaeaA
zqzq ρ , (B.13) 
where 
 ( ) ( ) ( ) ( ) ( )[ ]ρρρρρ tqitqtqitqtqq kkJkJkk 0000 −=Φ , (B.14) 
and 
 




<−−
>−
=⇒−=⇒−=
2222
2222
222222
,
,
tqtq
tqtq
zqtqzqzqtq
kkkkj
kkkk
kkkkkkk , (B.15) 
 
with
+
qa and 
−
qa  replacing ( )itk
AC
ρ0
and
( )itk
BC
ρ0
, respectively. 
As mentioned before, when 2 2zk k= , which results in 0
2 =tk , ( )zEz ,ρ  at the coax walls is 
zero for all z.  In this situation, (B.4) and (B.3) become 
 ( ) ( ) 0
2
2
2 =
∂
∂
+
∂
∂
ρ
ρ
ρρ
ρ
ρ RR , (B.16) 
and 
 ( ) ( ) 02
2
2
=+ zZkzZ
dz
d
, (B.17) 
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which have solutions 
 ( ) FER += ρρ ln , (B.18) 
and 
 ( ) ( )jkzTEMjkzTEM eaeazZ −−+ += , (B.19) 
respectively.  The subscript of the constants of (B.19) is in reference to the fact that field 
components resulting from (B.18) and (B.19) constitute a transverse electromagnetic 
mode (TEM), which is one that is entirely transverse to the direction of wave 
propagation.  The total solution is the sum of the special case and (B.13), or 
    ( ) ( )( ) ( ) ( )∑
∞
=
−−+−−+ Φ++++=
1
ln,
q
tqq
zjk
q
zjk
q
jkz
TEM
jkz
TEMz keaeaFEeaeazA
zqzq ρρρ . (B.20) 
The expressions for the field components are found from (A.3) – (A.5):  
    ( ) ( ) ( ) ( )ρ
ρρ
ρρ tqq
q
zjk
q
zjk
q
jkzjkz k
d
d
eAeAeAeAzE zqzq Φ+++= ∑
∞
=
−−+−−+
1
00
1
, ,       (B.21) 
    ( ) ( ) ( ) ( )ρρ tqq
q
zjk
q
zjk
q
zq
tq
z keAeA
k
k
jzE zqzq Φ−= ∑
∞
=
−−+
1
2
, ,                     (B.22) 
and 
    ( ) ( ) ( ) ( )ρ
ρηηρ
ρφ tqq
q
zjk
q
zjk
q
zq
jkzjkz k
d
d
eAeA
k
k
eAeAzH zqzq Φ−+−= ∑
∞
=
−−+−−+
1
00
11
, ,     (B.23) 
where Ea
k
A TEM
±± =
ω
m0 ,and
±± = zqzqq ak
k
A
2
ω
m .  
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APPENDIX C 
EIGENVALUE DETERMINATION 
In Appendices A and B, there exists the need to determine a set of eigenvalues which are 
zeros of a transcendental equation.  For each of the equations to be solved, the solution set is of 
infinite extent and has to be determined numerically.  In this section, Newton’s method is used to 
determine the solution sets for each equation. 
Waveguide Function    
 Introduced in Appendix A is the set of eigenvalues
w
tqk  that causes the following to be 
true, 
( ) 000 =ρwtqkJ .                                                           (C.1) 
While the simplest method of solving (C.1) would be to divide the well known zeroes of the first 
kind Bessel function of order zero by the radial value 0ρ , it is useful to employ a numerical 
solution routine to generate a set of solutions for comparison.  The routine chosen for this purpose 
is Newton’s Method and consists of the following: 
( )
( )n
n
nn
xf
xf
xx
'
1 −=+ ,                                                  (C.2) 
where ( )nxf is continuous, ( ) 0' ≠nxf , nx is an approximate solution of ( ) 0=nxf ,and 1+nx is 
the next iterative solution.  With this method, an approximate initial solution 0x is required for 
initializing the routine.  From [6], we know the large argument approximation for a first kind 
Bessel function is 
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( ) TermErrorvz
z
zJ v +




 −−= ππ
π 4
1
2
1
cos
2
,                        (C.3) 
where v is the integer order of the function.  By substituting in 0ρ
w
tqk for z in (C.3) and 
disregarding the error term, we find 
( ) 




 −=
∞→ 4
cos
2
lim 0
0
00
π
ρ
ρπ
ρ wtqw
tq
w
tq
q
k
k
kJ ,                                 (C.4) 
for large q , hence large argument, which when set equal to zero, shows the large argument 
values of tqk to be 
,...3,2,1
4
1
lim =




 −=
∞→
qqk
o
w
tq
q ρ
π
.                                (C.5) 
If (C.1) and its derivative are substituted into (C.2), with the values determined by (C.5) 
employed as initial guesses, the following emerges as an equation to accurately determine the 
roots of (C.1): 
( )
( ) ,...3,2,1010
00
1
=+=
+
q
kJ
kJ
kk
w
tq
w
tqw
tq
w
tq nn ρρ
ρ
.                           (C.6) 
The results of (C.6), coupled with the relationship found in (A.25), 
222
zqtq kkk −=                                                           (C.7) 
yield the set of values
w
zqk  at any specific frequency. 
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Coax Function 
 In Appendix B, the following transcendental equation is introduced, 
( ) ( ) ( ) ( ) ( )ρρρρρ ctqictqctqictqctqq kkJkJkk 0000 −=Φ ,                          (C.8) 
with eigenvalues c
tqk  that cause the following to be true: 
( ) ( ) ( ) ( ) ( ) 00000 =−=Φ octqictqoctqictqoctqq kkJkJkk ρρρρρ ,                       (C.9) 
where iρ and oρ are the outer radius of the inner conductor and inner radius of the outer 
conductor, respectively.  The large argument approximation of the first kind Neumann function of 
integer order is [6]  
( ) TermErrorvz
z
z v +




 −−= ππ
π 4
1
2
1
sin
2
,                       (C.10) 
which after disregarding the error term, making the appropriate variable changes and substituting 
into (C.9), along with (C.3) , gives 
0
4
1
sin
2
4
1
cos
2
4
1
cos
2
4
1
sin
2
=




 −




 −−





 −




 −
πρ
ρπ
πρ
ρπ
πρ
ρπ
πρ
ρπ
o
c
tq
o
c
tq
i
c
tq
i
c
tq
o
c
tq
o
c
tq
i
c
tq
i
c
tq
k
k
k
k
k
k
k
k
. (C.11) 
Equation (C.11) reduces to 
( )( ) 0sin1
 
2
=− oi
c
tq
oi
c
tq
k
k
ρρ
ρρπ
,                                      (C.12) 
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for which the solution is 
...,3,2,1=
−
= q
q
k
io
c
tq ρρ
π
.                                         (C.13) 
The form of (C.2) for the coax case is 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
,...3,2,1
10001001000100
000000
1
=
−−+
−
+
=
+
q
kkJkJkkJkkkJ
kkJkJk
k
k
i
c
tqi
c
tq
c
tqi
c
tqi
c
tqi
c
tq
c
tqi
c
tq
c
tqi
c
tq
c
tqi
c
tqc
tq
c
tq
n
n
ρρρρρρρρρρρρ
ρρρρ
.     (C.14) 
Equation (C.7) is also valid for the solutions of (C.14) as well. 
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APPENDIX D 
SERIES ACCELERATION 
Series acceleration bestows two big benefits in the present analysis: improved 
computational resource utilization and assurance of series convergence.  Often times it is 
difficult to determine when convergence has been reached in a series.  In this appendix, 
Kumner’s Method of series acceleration is presented and applied to both infinite series 
encountered in the main body of this thesis. 
Kumner’s Method 
Kumner’s Method employs term wise subtraction of a series with a known sum 
from a series of interest, where the subtracted series’ higher order terms approach, and 
eventually become equal to the higher order terms of the original series.  The known sum 
of the subtracted series is added back to the “difference” series in order to maintain 
equality and, hence, obtain the value of the original series.  Stated mathematically, this is  
( ) GgfF
q
qq +−=∑
∞
=1
,                                               (D.1) 
where 
∑
∞
=
=
1q
qfF                                                          (D.2) 
is the original series to be summed, and  
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∑
∞
=
=
1q
qgG                                                        (D.3) 
 is the series with known sumG .  The needed relationship between the terms of series 
(D.2) and (D.3) is 
( ) 0lim =−
∞→ qqq
gf .                                              (D.4) 
The method works because if the two series are both convergent, and their larger order 
terms become the same in the limit (D.4), then the difference series of (D.1) should 
converge more rapidly than either (D.2) or (D.3).  The difference series convergence 
doesn’t rely on how quickly (D.2) converges, but on how quickly the difference between 
qf and qg approaches 0 [1]. 
Coax Series 
For the coaxial lines analyzed in Chapter 2, the infinite series 
( )
( ) ( )[ ]∑
∞
=
−+ Φ−Φ
Φ
1
2
q
n
c
tqqn
c
tqq
q
c
zq
m
c
tqq
kk
Mk
k
d
d
ρρ
ρ
ρ
                              (D.5) 
is considered for acceleration.  The initial step in the procedure is the determination of 
forms of the series terms to be utilized in Kumner’s Method.  The building block of (D.5) 
is the transcendental equation, 
( ) ( ) ( ) ( ) ( )ρρρρρ ctqictqctqictqctqq kkJkJkk 0000 −=Φ                           (D.6) 
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with eigenvalues c
tqk  that cause the following to be true, 
( ) ( ) ( ) ( ) ( ) 00000 =−=Φ octqictqoctqictqoctqq kkJkJkk ρρρρρ ,                       (D.7) 
where iρ and oρ are the outer radius of the inner conductor and inner radius of the outer 
conductor, respectively.  The large argument approximations of Bessel and Neumann 
functions of integer order are [6] 
( ) TermErrorvz
z
zJ v +




 −−= ππ
π 4
1
2
1
cos
2
,                          (D.8) 
and 
( ) TermErrorvz
z
z v +




 −−= ππ
π 4
1
2
1
sin
2
.                       (D.9) 
By inserting (D.8) and (D.9) into (D.6), we determine the large argument approximation 
of the transcendental equation to be 
( )





 −




 −−





 −




 −=Φ
∞→
πρ
ρπ
πρ
ρπ
πρ
ρπ
πρ
ρπ
ρ
4
1
sin
2
4
1
cos
2
4
1
cos
2
4
1
sin
2
lim
c
tqc
tq
i
c
tq
i
c
tq
c
tqc
tq
i
c
tq
i
c
tq
c
tqq
q
k
k
k
k
k
k
k
k
k
,   (D.10) 
which after substitution of (C.13) and application of select trig identities, reduces to  
( ) ( ) ( )





−
−
−
→Φ
∞→
ρρ
ρρ
π
ρρπ
ρρ
ρ i
ioi
io
q
c
tqq
q
q
k sin
12
2
.                          (D.11) 
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The terms  
( ) ( ) ( ) ( ) ( )[ ]ρρρρρ
ρ
c
tqi
c
tq
c
tqi
c
tq
c
tq
c
tqq kkJkJkkk
d
d
1010 −−=Φ ,              (D.12) 
and 
( ) ( ) ( ) ( ) ( )[ ]
2
2
1010
2
2 2
2 π
ρρρρ
ρ
−−= o
c
tqi
c
tqo
c
tqi
c
tq
c
tqo
q kkJkJk
k
M ,             (D.13) 
of (D.5), reduce to 
( ) ( )





−
−
−
→Φ
∞→
i
ioi
q
c
tqq
q
k
d
d
ρρ
ρρ
π
ρρπ
ρ
ρ
cos
12
,                           (D.14) 
and 
( )
i
io
q
qM ρπ
ρρ
2
2 2 −→
∞→
,                                                            (D.15) 
by use of methods similar to those used to determine (D.11).  The large argument values 
of 
c
tqk dwarf the k values shown in the equation below   




>−−
>−
=
2222
2222
kkkkj
kkkk
k
tqtq
tqtq
zq ,                                                   (D.16) 
resulting in the relationship 
...,3,2,1=−= qjkk ctq
c
zq .                                    (D.17) 
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In order to avoid unnecessary detail, we focus our attention on the term 
( )
( )++ Φ
Φ
= n
c
tqq
q
c
zq
m
c
tqq
q k
Mk
k
d
d
U ρ
ρ
ρ
2
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with the terms relevant to ( )−Φ nctqq k ρ  in (D.5) to be determined by simple substitution of 
+
nρ by 
−
nρ , once the manipulation of (D.18) is complete.  Substituting (D.11), (D.14), 
(D.15), (C.13), and (D.17) into (D.18) gives 
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or simply put, 
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Use of the trig identity 
( ) ( )[ ]vuvuvu −−+= sinsin
2
1
sincos                                      (D.21) 
in equation (D.20) changes its form to 
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In order to apply Kumner’s method, we need to utilize a series with a known sum whose 
thq term approaches a limit equal to the limit approached by the thq term of (D.22).  One 
such series is [7] 
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with the main difference between (D.22) and (D.23) being the 12 −q  term.  Since (D.22) 
is the large argument approximation of (D.5), for large q , the difference between 2q and 
12 −q  is negligible.  Therefore, we can make the following alteration to equation (D.22) 
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and introduce the term 
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which is simply the large argument approximation of the portion of (D.5) relevant to 
( )−Φ ntqq k ρ .  For notational ease, the arguments of the sine functions in (D.24) and (D.25) 
are represented as 
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Utilization of the relationship in (D.23) on (D.24) and (D.25) leads to 
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and 
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The absolute value terms in (D.30) and (D.31) are needed in order to ensure the 
arguments 2α and 4α are always positive.  Finally, Kumner’s Method is used to cast 
equation (D.5) into the following accelerated form: 
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Waveguide Series 
In addition to (D.5), also present in Chapter 2 is the infinite series 
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in which the 
w
tqk are solutions of the following equation: 
( ) 00 =owtqkJ ρ .                                                           (D.34) 
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Equation (C.5) shows the large argument approximation of 
w
tqk to be 
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where the relationship in (D.17) is similarly true for this series as well.  By applying the 
method developed in the previous section, we determine the following: 
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Further analysis is focused on the ( )+nwtqkJ ρ0 related terms of (D.33), with the ones 
relative to ( )−nwtqkJ ρ0 determined by simple substitution of +nρ by −nρ .  We define 
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which after substituting in (D.35), (D.17), (D.36) and (D.37), and taking the large 
argument approximations of ( )mwtqkJ ρ1 and ( )+nwtqkJ ρ0 , gives 
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where the substitutions  
( )++= nm
o
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and 
        ( )+−= nm
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are made for notational convenience.  The trig identities 
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For the same reason that (D.22) can be approximated by (D.24), (D.44) can be changed to 
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The convergent series (D.26) and [7] 
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are employed to obtain 
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To account for the ( )−ntqkJ ρ0  term in (D.33), we substitute −nρ for +nρ in (D.45), (D.47), 
(D.40) and (D.41), thereby giving 
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and 
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where 
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Finally, implementation of Kumner’s Method gives 
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Coefficients 
The sine and cosine terms in equations (2.38), (2.40), (2.47) and (2.48) are not included 
in the series acceleration for two reasons: they are not always present, and, when they are, 
they are easily treated due to the properties of hyperbolic functions.  For large arguments, 
the behavior of zqk  described in (D.17) causes 
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Inspection of the equations in which (D.53) occurs, shows that it is normally 
accompanied by a 
j
1
term.  Since the product of (D.53) and
j
1
is unity, these trigonometric 
terms do not enter into the asymptotic form of the overall series.  Also, because the terms 
of (D.54) approach zero very rapidly, there is no reason for the acceleration process to be 
applied to them. 
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APPENDIX E 
UNABRIDGED DATA 
Shown on the following pages are the results of the analyses used to determine the 
number of pulses required in the apertures and the number of higher order mode terms 
needed for the infinite series’ to converge “numerically.”  A series convergence test was 
employed in order to determine if the proper number of terms was utilized in the infinite 
series determination.  A similar procedure was used to ascertain if enough pulses were 
implemented in the aperture to ensure accurate field characterziation. 
The series  
∑
∞
=
=
1n
nzs                                                             (E.1) 
is deemed to be converged if the following is true: 
S
M
M
ss
ss
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2
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where  
∑
=
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
n
n zs
1
                                                        (E.3) 
and 
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with 0>Sε .  Simply put, if the “normalized” magnitude of the difference between the 
sum of the series with  terms and the sum of the series with M + terms is less than 
some chosen Sε , the series is considered to be converged.  In a similar manner, the 
minimum number of pulses required for each aperture was found by determining when 
the following relationship was true: 
S
M
M
EE
EE
ε<
+
−
+
+
2
                                                 (E.5) 
where E is the electrc field value in the middle of an aperture for N pulses, and ME + is 
the electric field value at the same point for M + pulses.  For both the pulse number 
and required higher order mode tests, ε was chosen to be .01.  Testing was done at the 
frequencies 0.05 GHz, 3 GHz and 6 GHz so as to make sure adequate convergence was 
reached over a wide portion of the bandwidth.  
Shown on the next page are example plots of the results of the analysis for a given 
structural case.  The first plot shows the result of a series convergence test, where the 
case shown is the “worst” of the three frequencies listed above, and the miminum number 
of terms requred to achieve sufficient convergence for each aperture is displayed.  The 
second plot shows how increasing the number of pulses changes the field value at the 
middle point of the aperture.   
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Figures E.1 (a) Sample series convergence and (b) pulse number check plots 
Results displayed are for a 
given frequency.  Number 
of pulses in an aperture is 
constant and convergence 
is checked at the same 
location within the aperture 
Ex. Results of pulse number 
convergence check using 5 pulses 
in the aperture and 9 pulses in the 
aperture 
Ex. Results of pulse number 
convergence check using 9 pulses 
in the aperture and 13 pulses in 
the aperture 
Curves at right are for a given 
frequency.  Number of sample 
points in an aperture is constant 
Pulse location in aperture 
relative to center axis of the 
structure 
Ex. Results of series terms 
convergence check using a 4-term 
sum and a 7-term sum 
Ex. Results of series terms 
convergence check using a 7-term 
sum and an 8-term sum 
Ex. Results of series terms 
convergence check using a 8-term 
sum and a 9-term sum 
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For added reference, a table like the one shown below is included on each page to 
show the first three eigenvalues calculated for the infinite series, along with the resulting 
cutoff frequency.  Calculated results were compared to tabulated data from Handbook of 
Mathematical Functions [6], along with  Waveguide Handbook [9] to show accuracy.  
The table below gives the dimensions and the eigenvalues of the General Radio 
waveguide used on the outer sections of both appratuses; the outer conductor has an inner 
diameter of 1.42 cm, and the center conductor has a diameter of 0.632 cm. 
 
 
Calculated A & S Marcuvitz Calculated A & S Marcuvitz Calculated A & S Marcuvitz
Eigenvalue (1/m) 794.2 792.5 794.2 1597.7 1600.2 1597.7 2399.4 2394.6 2399.5
Cutoff Frequency (GHz) 37.9 37.82 37.9 76.25 76.37 76.25 114.5 114.27 114.51
ThirdFirst Second
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Figure E.2 (a) Series convergence check results for AE  and (b) BE at 6 GHz.   
(c) Increasing pulse number check of AE  and (d) BE  at 3 GHz. (e) Eigenvalue table for 
these parameters  
Calculated A & S Marcuvitz Calculated A & S Marcuvitz Calculated A & S Marcuvitz
Eigenvalue (1/m) 552.72 552.9 552.74 1115.5 1114.7 1558.8 1676.4 1676.8 1676.4
Cutoff Frequency (GHz) 26.38 26.39 26.38 53.23 53.19 74.39 80 80.02 80
ThirdFirst Second
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Figure E.3 (a) Series convergence check results for AE  and (b) BE at .05 GHz.   
(c) Increasing pulse number check of AE  and (d) BE  at .05 GHz. (e) Eigenvalue table for 
these parameters 
Calculated A & S Marcuvitz Calculated A & S Marcuvitz Calculated A & S Marcuvitz
Eigenvalue (1/m) 776.7 774.9 776.7 1558.8 1555.3 1558.8 2339.8 2334.6 2339.9
Cutoff Frequency (GHz) 37.07 36.98 37.07 74.39 74.22 74.39 111.66 111.41 111.66
First Second Third
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Figure E.4 (a) Series convergence check results for AE  and (b) BE at 6 GHz.   
(c) Increasing pulse number check of AE  and (d) BE  at .05 GHz. (e) Eigenvalue table for 
these parameters 
Calculated A & S Marcuvitz Calculated A & S Marcuvitz Calculated A & S Marcuvitz
Eigenvalue (1/m) 1293.4 1225.7 1293.4 2589.4 2557.6 2589.4 3884.8 3804.5 3884.9
Cutoff Frequency (GHz) 61.72 58.49 61.73 123.57 122.05 123.58 185.39 181.55 185.39
First Second Third
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Figure E.5 (a) Series convergence check results for AE  and (b) BE at .05 GHz.   
(c) Increasing pulse number check of AE  and (d) BE  at 3 GHz. (e) Eigenvalue table for 
these parameters 
Calculated A & S Marcuvitz Calculated A & S Marcuvitz Calculated A & S Marcuvitz
Eigenvalue (1/m) 349.23 348.62 349.24 708.67 708.37 708.62 1066.4 1065.6 1066.4
Cutoff Frequency (GHz) 16.67 16.64 16.67 33.82 33.8 33.82 50.89 50.85 50.89
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Figure E.6 (a) Series convergence check results for AE  and (b) BE at .05 GHz.   
(c) Increasing pulse number check of AE  and (d) BE  at .05 GHz. (e) Eigenvalue table for 
these parameters 
Calculated A & S Marcuvitz Calculated A & S Marcuvitz Calculated A & S Marcuvitz
Eigenvalue (1/m) 430.27 430.28 430.28 867.06 867.06 867.04 1302.6 1302.6 1302.6
Cutoff Frequency (GHz) 20.53 20.53 20.53 41.38 41.38 41.38 62.16 62.16 62.16
First Second Third
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Figure E.7 (a) Series convergence check results for AE  and (b) BE at .05 GHz.   
(c) Increasing pulse number check of AE  and (d) BE  at .05 GHz. (e) Eigenvalue table for 
these parameters 
Calculated A & S Marcuvitz Calculated A & S Marcuvitz Calculated A & S Marcuvitz
Eigenvalue (1/m) 555.62 554.07 555.62 1115.3 1112.3 1115.3 1674.2 1669.8 1674.3
Cutoff Frequency (GHz) 26.52 26.44 26.52 53.22 53.08 53.23 79.9 79.68 19.9
First Second Third
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Figure E.8 (a) Series convergence check results for AE  and (b) BE at .05 GHz.   
(c) Increasing pulse number check of AE  and (d) BE  at .05 GHz. (e) Eigenvalue table for 
these parameters 
Calculated A & S Marcuvitz Calculated A & S Marcuvitz Calculated A & S Marcuvitz
Eigenvalue (1/m) 339.35 339.35 339.38 778.95 778.95 778.93 1221.1 1221.1 1221.2
Cutoff Frequency (GHz) 16.19 16.19 16.2 37.17 37.17 37.17 58.27 58.27 58.28
First Second Third
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Figure E.9 (a) Series convergence check results for AE  and (b) BE at .05 GHz.   
(c) Increasing pulse number check of AE  and (d) BE  at .05 GHz. (e) Eigenvalue table for 
these parameters 
Calculated A & S Marcuvitz Calculated A & S Marcuvitz Calculated A & S Marcuvitz
Eigenvalue (1/m) 339.35 339.35 339.38 778.95 778.95 778.93 1221.1 1221.1 1221.2
Cutoff Frequency (GHz) 16.19 16.19 16.2 37.17 37.17 37.17 58.27 58.27 58.28
First Second Third
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Figure E.10 (a) Series convergence check results for AE  and (b) BE at 6 GHz.   
(c) Increasing pulse number check of AE  and (d) BE  at .05 GHz. (e) Eigenvalue table for 
these parameters 
Calculated A & S Marcuvitz Calculated A & S Marcuvitz Calculated A & S Marcuvitz
Eigenvalue (1/m) 339.35 339.35 339.38 778.95 778.95 778.93 1221.1 1221.1 1221.2
Cutoff Frequency (GHz) 16.19 16.19 16.2 37.17 37.17 37.17 58.27 58.27 58.28
First Second Third
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Figure E.11 (a) Series convergence check results for AE  and (b) BE at 3 GHz.   
(c) Increasing pulse number check of AE  and (d) BE  at .05 GHz. (e) Eigenvalue table for 
these parameters 
Calculated A & S Marcuvitz Calculated A & S Marcuvitz Calculated A & S Marcuvitz
Eigenvalue (1/m) 339.35 339.35 339.38 778.95 778.95 778.93 1221.1 1221.1 1221.2
Cutoff Frequency (GHz) 16.19 16.19 16.2 37.17 37.17 37.17 58.27 58.27 58.28
First Second Third
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Figure E.11. (a) Series convergence check results for AE  and (b) BE at 3 GHz.   
(c) Increasing pulse number check of AE  and (d) BE  at .05 GHz. (e) Eigenvalue table for 
these parameters  
Calculated A & S Marcuvitz Calculated A & S Marcuvitz Calculated A & S Marcuvitz
Eigenvalue (1/m) 339.35 339.35 339.38 778.95 778.95 778.93 1221.1 1221.1 1221.2
Cutoff Frequency (GHz) 16.19 16.19 16.2 37.17 37.17 37.17 58.27 58.27 58.28
First Second Third
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