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Abstract: Vermicompost, created by earthworms after eating and digesting organic waste, plays an important role as an
organic fertiliser in sustainable agriculture. In this study, a deep learning-based smart system was developed to separate
earthworm cocoons used in the production of vermicompost from the compost and return it to production. In the first
stage of the study, a dataset containing 1000 images of cocoons was created. The cocoons in each image were labeled and
training was performed using a deep learning architecture, one-stage and two-stage models. The models were trained
over 2000 epochs with a learning rate of 0.01. From the experimental results, faster R-CNN with ResNet50-FPN model
detected the earthworm cocoons better compared to other models. The best performance was obtained by this model
with an average precision (AP) of 0.89. In the other stage of the study, the cocoons detected by the software were
separated from the compost using a specially designed conveyor belt system. In this process, the detected cocoons are
separated from the compost using 10 pneumatic valves that spray air at the separation point. The study is the first of
its kind that enables earthworm cocoons to be returned to production with the use of a real-time intelligent system. It
also contributes to the literature on small object detection using deep learning.
Key words: Object detection, vermicompost, earthworm cocoon, agriculture

1. Introduction
In recent years, interest in small object detection has increased thanks to the success of deep learning models.
Small object detection problems are more diﬀicult than other object detection problems in terms of distinguishing
from background and other classes. Another diﬀiculty is that there are more possibilities for the localization of
small objects [1].
Small object detection applications in agriculture differ for living and nonliving objects. In studies on
living objects, it is seen that the deep learning approach is widely used on the visual detection and classification
of agricultural pests. In a study, Yang [2] developed a convolutional neural networks (CNN) model based insect
recognition system. They achieved an accuracy of 91.5% for 7706 images obtained from the tea garden. In
another study [3], a dataset called Pest24 with 25378 labeled pest images was created. The dataset with 24
different pest categories was trained using faster R-CNN, single shot multibox detector (SSD), YOLOv3 and
Cascade R-CNN architectures. In the study, the highest mean average precision (mAP) value was obtained with
the YOLOv3 model at 63.5%. In another study on pest detection, Karar et al. [4] developed a prediction model
for five different pest groups using SSD, backpropagation neural networks, faster R-CNN architectures. The
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result showed that the faster R-CNN was the most successful model with 55%. Moreover, Jiao et al. [5] achieved
an mAP score of 56.4% using the proposed model (AF-RCNN) based on R-CNN architecture for classification
and recognition of 24 different pests.
There are also studies for buds on trees in agricultural applications for small object detection. Xia et al.
[6] obtained a 56.4% mAP score with the proposed the new CNN model based ResNet architecture for apple
bud categorization. In another study, Xu et. Al. [7] achieved an accuracy of 95.7% with the proposed two-level
fusion network approach, using a dataset with tea buds from different angles. The study carried out by Kokehi
et al. [8] on the detection of Pacific oyster larval differs from previous studies in terms of subject. The dataset
created by labeling 1515 larval images was trained using the ResNeXt architecture. The study presented a
model for larval shell heights using the least squares method.
In recent years, it is an important requirement to have fertilizers containing macro- and micronutrients
in the soil for the realization of sustainable agriculture, which aims to develop new agricultural practices that
are safe and harmless to the environment [9, 10]. Chemical fertilizers, widely used in modern agriculture,
have contributed significantly to increasing yields and controlling agricultural diseases and pests. However, in
addition to these benefits, their use has also led to significant problems in terms of food security, human and
environmental health, protection of the ecological balance, and soil biodiversity [11]. Therefore, the demand for
sustainable agriculture has increased day by day [12].
Vermicompost, an important application of sustainable agriculture, is a natural fertilizer rich in nutrients
and ionic substances, with a high water-holding capacity. It is produced after the worms have eaten and digested
organic waste [13, 14]. If there are not enough worms in vermicompost, fertilizer production will not reach the
desired level. Vermicompost producers want a minimum number of cocoons in the solid fertilizer they sell. This
is because it is important to use the cocoons for the production of new worms and not for the fertilizer that
is applied to the field. Separating the cocoons from the vermicompost is very diﬀicult and costly because of
their small size. However, it is important that these cocoons remain in the production of new vermicompost
and that they are returned to worm production. Solving this problem will provide an advantage to earthworm
production facilities in terms of labor, cost and time.
The aim of this study is to develop a real-time system to separate earthworm cocoons used in vermicompost production to be separated from compost and return them to production using deep learning techniques.
The main contributions of this paper are as follows: (1) This is the first study to describe the return
of earthworm cocoons to production through the use of an intelligent real-time system. (2) When examining
the literature on the separation of agricultural products using computer vision techniques, it can be said that
the identified studies mostly refer to objects larger than the cocoons used in our study. For this reason, the
contribution of such studies to small object detection by deep learning is limited. (3) By using different stateof-the-art object detection models on a conveyor belt system cocoons were detected and the best AP value of
89% in prediction success was obtained.
The workflow of the paper is as follows. Section 2 presents the materials and methods for earthworm
cocoons detection using one-stage and two-stage CNN models. In this section, the preparation of the dataset,
the training models and the developed hardware system was examined. The experimental results are discussed
in Section 3. Finally, conclusions are drawn in Section 4.
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2. Materials and methods
The processes of the Cocoon Detection and Sorting System (CoDeSS) which enable earthworm cocoons to be
returned to production using a real-time intelligent system are as shown in Figure 1. As can be seen in the
first stage of the process, 1000 images of compost were obtained, and the cocoons in each image were labeled as
cocoon class. After obtaining the dataset, the different CNN models were used for training in terms of cocoon
identification and classification. In this study, cocoon images were trained using one-stage and two-stage object
detection CNN models. Average precision (AP) and average recall (AR) metrics were used to evaluate model
performances. At the end of the training process, the model with the highest performance was selected for the
sorting process. Nvidia Jetson TX2 embedded AI computing device is preferred to run the selected model.
The software was developed for the selected model, and the cocoons detected by this software could be
monitored in real-time. One of the tasks of the GUI software was to calculate the time required for the detected
cocoons to reach the separation point from the region where they were detected and to transmit this information
to an Nvidia Jetson TX2. In the final stage of the study, a real-time system was developed on the conveyor
belt to separate the detected cocoons from the compost. The light box on the conveyor contains an industrial
camera, lens and lighting unit. The Nvidia Jetson activates the pneumatic valves for 200 ms at the separation
point to separate the detected cocoons from the compost. These steps of the general scheme are explained in
detail in the following subsections.
2.1. Image dataset
The dataset created in this study consists of compost prepared under controlled conditions and earthworm
cocoon images. To the best of our knowledge, no cocoon dataset was found during the literature search. The
images for the dataset were obtained from an earthworm production facility in Turkey. These images were taken
in high resolution (4000 × 3000 pixels) using a Panasonic DMC-FZ100 digital camera and converted to RGB
format and 800 × 600 pixels. The dataset included a total of 1000 compost images. Each image contained an
average of four cocoons and a total of 3809 cocoons.
The coordinates of the cocoons in the images were individually labeled using LabelImage software1 and
after all the images were labeled, they were divided into 80% training and 20% testing sets.
In this work we used several methods of data augmentation. The original training images were augmented
by ±15° rotation, 0°–20° cropping, ±15° horizontal and vertical shear, 3 boxes of 10% size cutout for each image.
Figure 2 shows randomly selected original and augmented images.
2.2. Implementation details of CNN models
The experiments on two-stage models in this study were conducted using the Detectron22 , a state-of-the-art
PyTorch-based modular object detection library released by Facebook AI Research. Detectron2 Model Zoo offers
a variety of pretrained base models. Three proficient backbone architectures, i.e. ResNet50-FPN, ResNet101FPN, and ResNeXt101-FPN, were selected and used with faster R-CNN. Another base model used is RPN and
fast R-CNN. This model was used with the RPN-R50-C4 and RPN-R50-FPN backbone architectures.
Three one-stage models YOLOv5s, YOLOv5m and SSD, were used in the study. While CSPDarknet is
used as the backbone for the YOLO models, VGG16 is used as the backbone for SSD.
1 LabelImg

(2017), Website https://github.com/tzutalin/labelImg [accessed 07 March 2022]
(2019), Website https://github.com/facebookresearch/detectron2 [accessed 07 March 2022]

2 Detectron2
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Figure 1. General operation scheme for CoDeSS.

All models were configured to use the base models, and the training hyperparameters (Table 1) were
predefined and remained static for all experiments. The PyTorch framework was used for the developed software.
For the GUI software of the CoDeSS, the Qt Designer and various Python libraries were used. The training and
testing processes for the detection of cocoons in this work is performed on a workstation with the configurations
of Intel Xeon CPU, 16GB Nvidia Quadro RTX5000 GPU with 16GB RAM.

Table 1. Main hyperparameters used the train the object detection models.

Hyperparameters
Learning rate (LR)
Batch size
Epochs

Value
BaseLR=0,001; 100 warmup epochs then 0,12x /baseLR, 0,5x
BaseLR, 1x BaseLR at 100, 500, 1000–2000 epochs respectively
4
2000
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Figure 2. Comparison of original image and augmented image.

2.3. Performance evaluation
In ImageNet large scale visual recognition challenge (ILSVRC) [15] known as ImageNet challenge, objects
with various class labels were classified by training millions of images. ImageNet, Microsoft Common Objects
in Context (MS-COCO) [16], Pascal VOC [17], etc., datasets were used to identify successful models. The
performance evaluations of the successful models in the competitions were conducted using different metrics. In
this study, the performance evaluation metrics AP and AR were used for faster R-CNN, RPN & fast R-CNN,
YOLOv5s, YOLOv5m, and SSD architectures. For the performance evaluation of CoDeSS, AP and AR were
preferred, which are commonly used in the literature [18–20] for object detection problems in agriculture. The
evaluation metrics chosen in this work are similar to those of MS-COCO dataset [18], namely mean average
precision (mAP) and mean average recall (mAR). mAP is the mean value of APs under 10 intersection over
union (IoU) threshold values and AP represents mAP in the evaluation system of MS-COCO, so AP is defined
as Equation 1
AP =

1
(AP50 + AP55 + AP60 + ... + AP95 ).
10

(1)

In the evaluation system of MS-COCO, we refer to AR as mAR. There are different subindices depending on
the number of detections. Three numbers, 1, 10 and 100, are selected in the evaluation system of MS-COCO,
and the corresponding subindices are AR1, AR10 and AR100 [21].
2.4. User interface
The GUI software developed for CoDeSS can be seen in Figure 3.
The cocoons detected in the image can be seen on the screen of the software in real-time. The pneumatic
valve used to separate the cocoons can be seen using ten progress bars in the software. The distances of the
cocoons to the separation point can be monitored in real-time from these progress bars. In addition, results
such as the number of processed images, the processing time, the number of cocoons detected, and the total
number of cocoons detected can be viewed in the software in real-time.
The software uses the coordinates on the image to calculate how quickly the cocoon will reach the
1984
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Figure 3. GUI developed for CoDeSS.

separation point. The air spraying time of each pneumatic valve controlled by the Nvidia Jetson TX2 was
determined as 200ms. If this time is extended, more compost will fall into the separation chamber along with
the cocoons because more air is blown through the valves.
2.5. The CoDeSS hardware system
The hardware units of CoDeSS that enable earthworm cocoons to be returned to production using an intelligent
real-time system are shown in Figure 4. The embedded AI computing device in CoDeSS and the industrial
camera in the light box are the basic units used for cocoon detection. The industrial camera used in this study
has area scan, rolling shutter, USB 3.1, and 143 fps. A 6mm lens is preferred. With this lens, a field of view of
1360 mm × 858 mm can be captured. This value is quite suﬀicient for this study. The interior of the light box
used is illuminated with 2 light strips.
Another unit is the feeder unit where compost is added. There is a mechanism inside the feeder unit
to spread the compost on the conveyor belt. The mechanism is connected to a motor with adjustable speed.
Thus, homogeneous spread of compost on the conveyor belt is ensured. Through the LCD screen connected to
Nvidia Jetson, the GUI can be both controlled and monitored in real-time. The compost that passes through
the light box enters the separation unit. Pneumatic valves located just below the conveyor separate the cocoons
in the falling compost by spraying air. The compressed air required is provided by an air compressor.Another
important step regarding CoDeSS is that the cocoons arrive at the separation point, where the ten pneumatic
valves are located, and are separated from the compost. At this stage, calculating the time between the location
where the cocoons are detected and the separation point is a problem that was solved in this study.
The CoDeSS images of the solution developed for this problem can be seen in Figures 5a and 5b. The
distance traveled by a detected cocoon up to the separation point is expressed by the x shown in Figure 5b.
This distance consists of two parts. The first is the distance x1 from the point where a cocoon is detected to
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Figure 4. CoDeSS hardware system. 1. Separation unit, 2. Light box, 3. Software GUI, 4. Compost feeder unit,
5. Conveyor belt and compost, 6. Air compressor, 7. NVIDIA Jetson TX2, 8. Pneumatic valves, 9. Compost, 10.
Separated cocoons, 11. Front view of separation unit.

the end of the conveyor belt while the second is the distance x2 between the point where the conveyor belt
ends and the separation point.
The x1 distance (Equation 2) is obtained by adding the distance between the point where the image
ends and the point where the belt ends rcl to the difference between the height of the detected image ih and
the position of the cocoon on the image cp .
x1 =

(ih − cp)
+ rcl
res

(2)

The time spent by cocoons on the belt along the x1 distance is calculated as in Equation 3. Here,
the difference between ih and cp is given in pixels. This value is divided by the resolution of the image and
converted to centimeters.
t1 =

x1
=
cs

(ih−cp)
res

+ rcl

cs

,

(3)

where ih (pixel) is the height of the detected image, cp (pixel) the center point of the detected cocoon, and res
the resolution of the detected image (pixels/cm), rcl (cm) is the distance between the point where the image
ends and the point where the conveyor belt ends, and cs (cm/sec) represents the speed of the conveyor belt.
The time spent by the cocoons on the x2 distance is calculated as in Equation 4. In this study, the x2
distance is 8.5cm. When this value is written in Equations 4 and 5, a time of 0.132sec is obtained. Therefore,
t2 = 0.132sec was determined for the study.
x2 = 8.5cm =
√
t2 =

1 2
gt
2 2

2x2
,
g

(4)

(5)

where x2 refers to the distance between the point where the cocoons leave the conveyor belt and the
separation point, and g is the gravity acceleration 9.8m/sn2 .
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CoDeSS top view.

CoDeSS side view.

Figure 5. View of the CoDeSS from different angles

The time it takes a cocoon to travel this distance can be calculated as the sum of the times from
Equations 3 and 5 and given as t in Equation 6.
x1
+
t = t1 + t2 ⇒
cs

√

2x2
g

(6)

3. Results and discussion
Deep learning-based object detection architectures are divided into two groups: one- and two-stage detection.
The faster R-CNN [22] is a typical two-stage detection network that is executed depending on the region
proposal. The high computational cost associated with the region proposal process leads to unsatisfactory
results in terms of time, especially for object detection with real-time applications. YOLO [23] series are typical
one-stage detection networks and produces more successful results in terms of time compared to faster R-CNN
and similar architectures, especially in real-time applications.
To verify the effectiveness of the proposed method for earthworm cocoon detection, five object detection
algorithms were compared in this study, including faster R-CNN, RPN & Fast R-CNN, YOLO v5s, YOLO v5m
and SSD [24].
3.1. Comparison of state-of-the-art-models
Rapid and accurate detection of earthworm cocoons is not only helpful in sorting out more cocoons from
compost, but also ensures more compost processing. Three backbones, ResNet50-FPN, ResNet101-FPN and
ResNeXt101-FPN, were used for faster R-CNN. RPN-R50-C4 and RPN-R50-FPN were preferred as backbones
for the RPN and fast R-CNN model. While CSPDarknet is used for one-stage models such as YOLOv5s and
YOLOv5m, VGG16 is preferred for SSD model.
In this section, we compare the state-of-the-art models with different backbone networks as shown in
Table 2. The AP50 value is 89.0 when ResNet50-FPN is used as the backbone for the faster R-CNN model.
This AP50 value is the best result obtained from the experiments using the three backbones. The lowest
inference time for the faster R-CNN model was obtained in the experiments with the ResNet50-FPN backbone
at 0.26.
Apart from AP, which directly measures the performance of a detector, AR is also an important metric.
Just like AP, a high AR value is expected for a good model. The AR values obtained in the experiments for
1987
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RPN and fast R-CNN, another state-of-the-art model, are shown in Table 2. It can be seen that both backbone
models are quite close. The lowest inference time for the RPN and fast R-CNN model was found to be 0.13 in
the experiments with the RPN-R50-C4 backbone. It can be said that one-stage models have better inference
time performance than two-stage models. From the experimental results, faster R-CNN with ResNet50-FPN
model detected the earthworm cocoons appropriately compared with RPN and fast R-CNN, SSD and YOLOv5
models.
The speed of object detection is a very important factor in real-time studies. Since our study has an
industrial application area, the speed parameter must be considered to separate more cocoons. Although the
faster R-CNN model is slightly better in terms of AP, the YOLO models are more effective in terms of speed.
Table 2. Performance comparison of state-of-the-art models.

State-of-the-art
models

Backbone

ResNet50-FPN
ResNet101-FPN
ResNeXt101-FPN
RPN and fast R-CNN RPN-R50-C4
(two-stage)
RPN-R50-FPN
YOLOv5s (one-stage) CSPDarknet
YOLOv5m (one-stage) CSPDarknet
SSD (one-stage)
VGG16
Faster R-CNN
(two-stage)

AP(50..95)
(%)
36.0
33.5
38.5
45.5
45.0
30.2

AP50
(%)
89.0
87.4
88.2
87.0
88.7
84.9

AP75
(%)
14.7
11.4
16.7
17.1
18.2
10.6

AP100
(%)
54.0
54.6
85.6
86.0
-

Inference
time (s/im)
0.26
0.36
0.58
0.13
0.21
0.09
0.08
0.11

The training loss curves of one-stage models converged, as shown in Figure 6, where the coordinates
represent the iterations and the values of the loss functions. It is seen that loss values have dropped down to
0.80 and 0.90 respectively in Figures 6a and 6b. The loss curve of the faster R-CNN model (with ResNeXt101FPN as backbone) is shown in Figure 6c. The loss value for this model has decreased to 0.70. The loss curves
of the RPN Fast R-CNN models are shown in Figures 6d and 6e. The loss curve of theYOLOv5s is shown in
Figure 6f and the loss value for the this model has decreased to 0.75. In Figure 6g, it can be seen that the loss
value for the YOLOv5m model has decreased to 0.80. The loss curve of the SSD model is shown in Figure 6h.
It can be said that the loss values of these models are the lowest among all models.
As the number of training iterations continually increased, the loss values of all models decreased suddenly
at first and then decreased slowly. The loss curve of faster R-CNN model (almost all backbone models) gradually
converged toward 0.8 after about 300 iterations, while that of RPN and fast R-CNN model varied depending
on the backbone type. Accordingly, the loss curve of the RPN and fast R-CNN model (with RPN-R50-C4
as backbone) with gradually converged toward 0.2 after about 300 iterations, while that of RPN-R50-FPN
converged toward 0.35 after about 300 iterations. The convergence of the loss curves indicated that the predicted
results were credible and that the trained models had learned the features of the earthworm cocoons for their
detection.
For two-stage models, just like in one-stage models, it can be said that the loss curve starts to become
stagnant after about 300 iterations. For the YOLO models, the values of the loss function decreased to the
value of 0.80.
Example results for each model when CoDeSS is run are shown in Figure 7. Cocoon detection is a diﬀicult
object detection problem. This is because the detected cocoons are small and close to the color of the compost.
1988
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The loss curve of faster R-CNN model (with
ResNet50-FPN as backbone).

The loss curve of faster R-CNN model (with
ResNet101-FPN as backbone).

The loss curve of faster R-CNN model (with
ResNeXt101-FPN as backbone).

The loss curve of RPN and fast R-CNN model (with
RPN-R50-C4 as backbone).

The loss curve of RPN and fast R-CNN model (with
RPN-R50-FPN as backbone).

The loss curve model of YOLOv5m.

The loss curve model of YOLOv5s.

The loss curve model of SSD.

Figure 6. The loss curves for all models.
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Some models detected all cocoons in the compost, while other models such as that faster R-CNN model (with
ResNeXt101-FPN as backbone) and YOLOv5s were insuﬀicient.
When the studies related to the field of agriculture using object detection models are examined, performance comparisons can be made in terms of the AP or mAP values obtained. Since our study was concerned
with small object detection, a performance comparison can be made with studies on topics such as plant disease
detection. Bhatt et al. [25] achieved an mAP of 86% with the YOLO-based models they developed for disease
and pest detection on tea plants. In another study [26], the VGG16-based SSD system, developed to prevent
damage to paddy seedlings during mechanical weed removal in paddy fields, achieved a mAP value of 89.6%,
while the MobileNet-based SSD system achieved a mAP value of 92.8%. Jiang et al. [27] obtained a mAP
score of 78.8% using the INAR-SSD (SSD with Inception module and Rainbow concatenation) developed to
detect five different apple leaf diseases. Fuentes et al. [28] achieved a mAP score between 76% and 88% in
their studies on disease and pest detection in tomato plants using SSD architecture. In another study [29], a
dataset with 47696 labeled pest images was created. The dataset with 140 different categories of weed seeds
was trained with the five CNN architectures. In the study, the highest accuracy value was obtained with the
GoogLeNet model with 93.11%. Another small object detection application in agriculture, AgriPest21, created
a pest dataset collected by an automatic pest image acquisition device. The dataset includes 24,412 images with
21 categories. The proposed method achieved an average recall of 89.0% and a mAP of 78.7%, outperforming
other state-of-the-art methods, including SSD, RetinaNet, Free-Anchor, PISA, Grid RCNN and Cascade RCNN
detectors [30]. Li et al. [31] set traps to catch the pest in the greenhouses. The pests attached to the traps
are classified into 3 classes. The obtained dataset is trained with faster R-CNN and the recommended model.
Their proposed model was more successful with a value of 95.2% mAP.
Table 3 shows the comparison between our study and some other studies. The only study on earthworm
cocoon detection in the literature is our study. Therefore, the studies on insect and pest detection with physical
features close to the cocoon were considered. These studies only performed object detection. No sorting system
was developed in any study. Only our work proposed both an object detection and a sorting system. Our
study was conducted with different CNN models and the data were augmented to better train the models.
The proposed CNN-based approach was validated by experimental evaluation. The fact that our study was
conducted in real time was an important contribution.
4. Conclusion
In this study, the Cocoon Detect and Sorting System (CoDeSS) was developed to detect earthworm cocoons
using state-of-the-art deep learning architectures and to separate the detected cocoons from the compost and
return them to production. The training, performed with a total of 1000 images of cocoons, was completed
after 2000 epochs, and a AP result of 89% was obtained for the faster R-CNN with the ResNet-50-FPN model
with the lowest loss value. Cocoons detected by the cocoon separation mechanism developed in the study were
separated from the compost using an air spray system. The study is the first example in the literature of
returning earthworm cocoons to production using an intelligent real-time system.
The small size of the detected cocoons and their similarity to the color of the compost is one of the factors
that could reduce the success rate of object detection. On the other hand, a binary classification problem offers
an advantage over multiclass problems because there is only one-class the cocoon class.
In similar studies, different CNN models can be tried and the effects of the different models on the AP
value can be compared. Different background images can be included in images containing objects detected as
1990
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Example of faster R-CNN model (with
ResNet50-FPN as backbone).

Example of faster R-CNN model (with
ResNet101-FPN as backbone).

Example of faster R-CNN model (with ResNeXt101
-FPN as backbone).

Example of RPN and fast R-CNN model (with
RPN-R50-C4 as backbone).

Example of RPN and fast R-CNN model (with
RPN-R50-FPN as backbone).

Example of YOLOv5m model.

Example of YOLOv5s model.

Example of SSD model.

Figure 7. Sample results of earthworm cocoons images detected by models.

1991

ÇELİK and UĞUZ/Turk J Elec Eng & Comp Sci

Table 3. Results from previous studies on small object detection in agriculture.

Ref

Task type

CNN networks

Backbone

[2]

Image
number
7706

Insect
recognition

[3]

25378

Pest
detection

[4]

500

Pest
detection

Proposed CNN
Model
Faster R-CNN,
SSD, YOLOv3,
Cascade R-CNN
SSD, faster R-CNN

[25]

250

Pest
detection

YOLOv2, YOLOv3

[26]

-

[30]

24412

[31]

17579

Weed
detection
Pest
detection
Pest
detection

Faster R-CNN,
SSD
SSD, RetinaNet,
Cascade R-CNN
Faster R-CNN,
Proposed Model
Faster R-CNN,
RPN and fast R-CNN,
SSD, YOLOv5s,
YOLOv5m

Our
2000
method

Cocoon
detection

Performance

-

Sorting
system
No

-

No

63.5% mAP

MobileNet

No

55% mAP

No

86% mAP

No

89.6% mAP

ResNet-50

No

78.7% mAP

VGG-16

No

95.2% mAP

ResNet50-FPN,
ResNet101-FPN,
ResNeXt101-FPN,
RPN-R50-C4, VGG16

Yes

89% AP

DarkNet-19,
MobileNet,
Inception v2,
ResNet-101,
DarkNet-53
-

91.5% accuracy

part of an object detection exercises. Since only compost is included in the background in this study, 1000 images
were considered suﬀicient for training purposes. In similar studies, a change in performance can be observed
when the data are augmented with the use of different agricultural products used in compost production. In
such a case, the compost images can be displayed in different colors and textures.
In this study, images obtained from a single earthworm facility were used. Images of composts created
with different nutrient contents could be used for similar studies. Another factor that can affect performance is
training with images taken with higher image quality cameras. Since cocoons are alive, experiments could be
conducted with images taken with thermal imaging cameras. Another important issue when using cameras is
the speed of the conveyor belt. In this study, a fixed belt speed was used. If CoDeSS is to run at higher belt
speeds, cameras with higher fps and transmission rates should be used. In this study, we considered not only
object detection, but also cocoon separation with the developed CoDeSS. This provided a new and different
contribution to deep learning studies in agriculture.
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