Abstract-This paper presents an efficient fuzzy classifier with the ability of feature selection based on a fuzzy entropy measure. Fuzzy entropy is employed to evaluate the information of pattern distribution in the pattern space. With this information, we can partition the pattern space into nonoverlapping decision regions for pattern classification. Since the decision regions do not overlap, both the complexity and computational load of the classifier are reduced and thus the training time and classification time are extremely short. Although the decision regions are partitioned into nonoverlapping subspaces, we can achieve good classification performance since the decision regions can be correctly determined via our proposed fuzzy entropy measure. In addition, we also investigate the use of fuzzy entropy to select relevant features. The feature selection procedure not only reduces the dimensionality of a problem but also discards noise-corrupted, redundant and unimportant features. Finally, we apply the proposed classifier to the Iris database and Wisconsin breast cancer database to evaluate the classification performance. Both of the results show that the proposed classifier can work well for the pattern classification application.
I. INTRODUCTION
The objective of this paper is to propose an efficient fuzzy classifier with feature selection capability. A fuzzy entropy measure is employed to partition the input feature space into decision regions and to select relevant features with good separability for the classification task. For a classification problem, the methods of enclosing the decision regions and the dimensionality of the problem have profound effects on classification speed and performance. In this paper, nonoverlapping fuzzy decision regions are generated. Although the decision regions do not overlap, we can still obtain correct boundaries from fuzzy decision regions to achieve good classification performance. Furthermore, since the decision regions do not overlap, both the computational load and complexity of the classifier are reduced and the classification speed would be extremely fast. In addition, the proposed feature selection method based on the fuzzy entropy increases the classification rate by discarding noise-corrupted, redundant, and unimportant features.
Two important issues in developing a classifier are reducing the time consumed and increasing the classification rate [1] . Various methods have been proposed to develop fuzzy classifiers [1] - [3] . Employing neural networks to construct a classifier is an easy method. However, it takes much time to train the neural network [1] . Also, the results are hard to analyze and thus it is difficult to improve the performance of the trained network. To solve these problems, researchers have proposed many methods based on fuzzy region analysis to construct fuzzy Manuscript received January 24, 1999 ; revised January 9, 2001 . This work was supported in part by the National Science Council of Taiwan under Grant NSC-89-2213-E-003-005. This paper was recommended by Associate Editor T. Publisher Item Identifier S 1083-4419(01)04860-9.
classifiers [1] , [2] , [4] - [8] . Generally, the "shapes" of the fuzzy regions can be classified into the following types: 1) hyperbox regions [2] , [4] , [6] , whose boundaries are parallel to the input axes; 2) ellipsoidal regions [1] and [9] ; 3) polyhedron regions [5] whose boundaries are expressed by a linear combination of input variables. A classifier using hyperbox regions is easier and less time consuming than those using ellipsoidal regions or polyhedron regions [1] .
Our proposed method is based on hyperbox regions, but the fuzzy regions do not overlap as those in [2] . We use a fuzzy entropy measure instead of fuzzy rules to reflect the actual distribution of classification patterns by computing the fuzzy entropy of each feature dimension. The decision region can be tuned automatically according to the fuzzy entropy measure. Also, due to the ability to detect the actual distribution of patterns, the generated decision regions can be effectively reduced.
Since recent classification systems aim to deal with larger and more complex tasks, the problem of feature selection is becoming increasingly important [10] , [11] . Generally, there are two types of feature selection: 1) selecting a relevant feature subset from the original feature set and 2) transforming or combining the original features into new features, which is referred to as feature extraction [12] , [13] .
Feature extraction increases the ability to find new features to describe the pattern space [13] . It is especially useful when the original features do not adequately separate the classes, i.e., we cannot select an optimal feature subset directly from the given feature set. However, the feature extraction method requires extra effort and the transformed features may lose the physical meaning of the original features. In contrast, the feature selection approach keeps the physical meaning of the selected features. For some rule-based systems, retaining the physical meaning of features is important and indispensable [13] .
Feature selection has been studied for years and many approaches have been proposed [10] , [11] , [14] , [15] . Many of the proposed methods are based on neural network systems [16] - [20] . However, feature selection based on neural networks is time-consuming. Moreover, the selected features may not be interpretable and may not be suitable for other classification systems. Similarly, the genetic algorithm-based approach to feature selection also has the time-consuming problem [21] - [24] . In order to avoid this problem, we propose an efficient method for selecting relevant features based on fuzzy entropy. Various definitions of fuzzy entropy have been proposed [25] , [26] . Basically, a well-defined fuzzy entropy measure must satisfy the four Luca-Termini axioms [25] , which will be described in Section II. Our proposed fuzzy entropy is derived from Shannon's entropy [27] and satisfies these four axioms.
The paper is organized as follows. Section II recalls the Shannon's entropy and presents our proposed fuzzy entropy. Section III describes the operation of the fuzzy classifier, including the determination of the number of intervals, the center and width of each interval, and the decision region partition. Section IV presents the feature selection process, and some experimental results are illustrated in Section V. The discussion and the conclusion are given in Section VI.
II. ENTROPY MEASURE
Entropy is a measure of the amount of uncertainty in the outcome of a random experiment, or equivalently, a measure of the information obtained when the outcome is observed. This concept has been defined in various ways [25] - [30] [25] that a well-defined fuzzy entropy measure must satisfy. Finally, we will propose a fuzzy entropy measure which is an extension of Shannon's definition.
A. Shannon's Entropy
Entropy can be considered as a measure of the uncertainty of a random variable X. Let X be a discrete random variable with a finite alphabet set containing N symbols given by fx 0 ; x 1 ; . . . ; x N01 g.
If an output xj occurs with probability p(xj), then the amount of information associated with the known occurrence of output xj is defined as I(x j ) = 0 log z p(x j ):
(1)
That is, for a discrete source, the information generated in selecting symbol x j is d0 log 2 p(x j )e bits. On average, the symbol x j will be selected n1p(xj) times in a total of N selections, so the average amount of information obtained from n source outputs is
Dividing (2) by n, we obtain the average amount of information per source output symbol. This is known as the average information, the uncertainty, or the entropy, and is defined as follows.
Definition 1:
The entropy H(X) of a discrete random variable X is defined as [27] H(X) = 0 N01 j=0 p(xj) log 2 p(xj)
or
where pj denotes p(xj).
Note that entropy is a function of the distribution of X. It does not depend on the actual values taken by the random variable X, but only on the probabilities. Hence, entropy is also written as H(p).
B. Luca-Termini Axioms for Fuzzy Entropy
Kosko [25] proposed that a well-defined fuzzy entropy measure must satisfy the four Luca-Termini axioms. They include the following:
1) E(A) = 0 iff A 2 2 X , where A is a nonfuzzy set and 2 X indicates the power set of set A.
2) E(Ã) = 1 iff m A (x i ) = 0:5 for all i, where mÃ(x i ) indicates the membership degree of the element x i to fuzzy setÃ.
3) E(Ã) E(B) ifÃ is less fuzzy thanB, i.e., if mÃ(x) mB(x) when mB(x) 0:5 and mÃ(x) mB(x) when mB(x) 0:5, whereÃ andB are fuzzy sets.
4) E(A) = E(A C ).

C. Fuzzy Entropy
Our proposed fuzzy entropy is based on Shannon's entropy and is defined as follows:
Definition 2: Fuzzy Entropy of an Interval for Each Feature Dimension:
1) Let X = fr 1 ; r 2 ; . . . ; r n g be a universal set with elements r i distributed in a pattern space, where i = 1; 2; . . . ; n.
2) LetÃ be a fuzzy set defined on an interval of pattern space which contains k elements (k < n). The mapped membership degree of the element r i with the fuzzy setÃ is denoted by Ã(r i ).
3) Let C1; C2; . . . ; Cm represent m classes into which the n elements are divided. 4) Let S C (r n ) denote a set of elements of class j on the universal set X. It is a subset of the universal set X. 5) The match degree D j with the fuzzy setÃ for the elements of class j in an interval, where j = 1; 2; . . . ; m, is defined as
6) The fuzzy entropy F E C (Ã) of the elements of class j in an interval is defined as F EC (Ã) = 0Dj log 2 Dj:
7) The fuzzy entropy F E(Ã) on the universal set X for the elements within an interval is defined as
In (6), the fuzzy entropy F EC (Ã) is a nonprobabilistic entropy. Therefore, we coin the new term "match degree" for Dj. The basic property of proposed fuzzy entropy is similar to that of Shannon's entropy and it satisfies these four Luca-Termini axioms; however, their ways of measuring information are not the same. The probability p j of Shannon's entropy is measured via the number of occurring elements.
In contrast, the match degree Dj in fuzzy entropy is measured via the membership values of occurring elements. Furthermore, the fuzzy entropy of decision regions can be obtained via summation of the fuzzy entropy of individual intervals in each feature dimension. Finally, we illustrate the difference between Shannon's entropy and proposed fuzzy entropy by measuring the information of two distributions as shown in Fig. 1 .
Since the probabilities of these two distributions within any interval of the pattern space [0,1] in Fig. 1 The probability of "?" is: pstar = 5=6, the probability of "" is Finally, we can obtain the whole fuzzy entropy via summation of all corresponding fuzzy entropies as follows: As shown above, the fuzzy entropy of distribution (a) is lower than that of distribution (b). This result means that the "?" distribution in (a) has more order than that in (b). Looking at the actual distributions, this result makes sense. In contrast, using Shannon's entropy, the values for these two distributions are identical in the interval [i 1 ; i 2 ].
From the above illustration, we can see that proposed the fuzzy entropy is able to discriminate the actual distribution of patterns better. By employing membership functions for measuring match degrees, the value of entropy not only considers the number of patterns but also takes the actual distribution of patterns into account.
III. OPERATIONS OF THE FUZZY CLASSIFIER FEBFC
For a classification system, the most important procedure is partitioning the pattern space into decision regions. Once the decision regions are decided, we can apply these partitioned decision regions to classify the unknown patterns. The partition of decision regions is part of the learning procedure or training procedure since the decision regions are decided by the training patterns.
In the proposed fuzzy entropy-based fuzzy classifier (FEBFC), decision regions are enclosed by the surfaces produced from each dimension. The surfaces are determined by the distribution of input patterns. For a two-class, two-dimension (2-D) pattern recognition example, the decision regions are the partitioned fuzzy subspaces as shown in Fig. 3 .
These subspaces divide the pattern space into a light gray area for "" class and a dark gray area for "?" class, respectively. The surfaces of each subspace are parallel to each dimension, i.e., the surfaces are extended from the boundaries of membership functions (named intervals) on each dimension.
To produce the intervals on each dimension, or equivalently, to generate several triangular membership functions for each real-value attribute (a process also referred as the discretization of attributes [33] - [35] ), some points need to be considered. First, the number of intervals on each dimension needs to be determined. Second, the center and the width of each interval have to be computed. For the first consideration, we employ the fuzzy entropy to determine the appropriate number of intervals. For the second consideration, we employ the K-means clustering algorithm [36] , [37] to find the interval centers. After the interval centers are determined, it is easy to decide on the width of each interval.
From the above description, we can summarize the proposed FEBFC with the following four steps:
1)
Determination of the number of intervals on each dimension.
2)
Determination of the interval locations, i.e., determining the center and width of each interval.
3)
Membership function assignment for each interval.
4)
Class label assignment for each decision region.
A. Determination of the Number of Intervals
As pointed out in [33] and [38] , the number of intervals on each dimension has a profound effect on learning efficiency and classification accuracy. If the number of intervals is too large, i.e., the partition is too fine, it will take too long to finish the training and classification process, and overfitting may result. On the other hand, if the number of intervals is too small, the size of each decision region may be too big to fit the distribution of input patterns, and classification performance may suffer.
However, the selection of the optimal number of intervals is seldom addressed in the existing literature. In most cases, it is determined arbitrarily or heuristically [33] , [36] , [38] . In this subsection, we will investigate a systematic method to select the appropriate number of intervals. The proposed criterion is based on fuzzy entropy measure as described in Section II-C, since it has the ability to reflect the actual distribution of pattern space. The steps involved in selecting the interval number for each dimension is described as follows:
Step 1) Set the initial number of intervals I = 2.
Step 2) Locate the centers of intervals.
A clustering algorithm will be used to locate the center of each interval for determining the interval boundaries and the width of intervals. The details of this step will be discussed in Section III-B.
Step 3) Assign membership function for each interval.
In order to apply the fuzzy entropy to measure the distribution information of patterns in an interval, we have to assign a membership function to each interval. The details will be described in Section III-C.
Step 4) Compute the total fuzzy entropy of all intervals for I and I 0 1 intervals.
We compute the fuzzy entropy of all intervals on each dimension to obtain the distribution information of patterns projecting on this dimension. The fuzzy entropy function used is that described in Section II-C.
Step 5) Does the total fuzzy entropy decrease?
If the total fuzzy entropy of I intervals is less than that of I 0 1 intervals, (i.e., partitioning this dimension into I intervals will be more "order" than into I 0 1 intervals), then partition again (I := I + 1) and go to Step 2; else go to Step 6.
Step 6) I 0 1 is the number of intervals on specified dimension.
Since the fuzzy entropy does not decrease, we stop further partitioning on this dimension and I 01 is the number of intervals on this dimension.
B. Determination of the Interval Locations
The process of determining the interval locations begins with finding the center points of intervals. Once the center of an interval is determined, the width and boundaries of an interval can be easily decided. The method of determining the width and boundaries of an interval is described in Section III-C. To find the centers, the K-means clustering algorithm [36] , [37] is applied. This is a useful, unsupervised learning method and it is based on the Euclidean distance measure. Step 1) Set the initial number of clusters, I. This is the procedure for determining the number I of intervals described in Section III-A.
Step 2) Set initial centers of clusters.
The initial cluster centers c1; c2 ; . . . ; cI can be randomly selected from x (j) i ; i = 1; 2; . . . ; N . In the proposed system, the cluster center c q of an arbitrary cluster q is assigned as follows: Step 3) Assign cluster label to each element.
After determining the cluster centers, we assign each element a cluster label according to which cluster center is the "closest." That is the center with the smallest Euclidean distance from the element. Thus, the closest center satisfies the following distance measure: Step 4) Recompute the cluster centers.
Since the initial centers are selected randomly, we have to re-evaluate each center by computing the following estimate:
Nq (10) where N q is the total number of patterns within the same cluster q.
Step 5) Does any center change?
If each cluster center is determined appropriately, the recomputed center in Step 4 would not change. If so, stop the determination of interval centers, otherwise go to Step 3.
C. Membership Function Assignment
Membership function assignment is a procedure for assigning a membership function to each interval. In order to apply the fuzzy entropy to evaluate the information of pattern distribution in an interval, we have to assign a corresponding membership function to each interval to indicate the membership degrees of the elements. The membership value of an element within an interval can be viewed as the degree of this element belonging to this interval. Intuitively, the center of an interval has the highest membership value, and the membership value of an element decreases as the distance between this element and the corresponding interval center increases. Hence, we assign the highest membership value "1.0" to the center of an interval, and the lowest value "0.0" to the centers of this interval's neighbors. In this paper, we use triangular fuzzy sets to implement this system. Fig. 4 shows an example of the intervals with corresponding membership functions on one dimension. In this figure, assume c1; c2; c3; and c4 are the interval centers. Note that the values of all the elements have been normalized to fit the interval [0,1] for simplicity.
When assigning a membership function to an interval, we have to consider the following three cases:
In this case, as shown in Fig. 4 , the first interval center c 1 on this dimension is bounded by only one interval center c2. The highest membership value "1.0" of this interval is located at c 1 , and the lowest membership value "0.0" is located at c 2 . When x = 0, the membership value is set to be 0.5, as shown in Fig. 4 . That is, the membership function i1 of the left-most interval on dimension i is defined as follows: 
where c 1 is the center of the left-most interval, and c 2 is the center of the first interval center to the right of c 1 .
Case II) The right-most interval. In this case, as shown in Fig. 4 , the membership function i4 of the right-most interval on dimension i is de- 
D. Class Label Assignment
In order to assign a class label to each decision region, we must use the similar evaluation method of fuzzy entropy described in Section II-C to set the class of each decision region. Differing from the previous example of measuring fuzzy entropy of an interval, the fuzzy entropy of decision regions for the patterns of each class is computed to determine the class of each decision region. In fact, the fuzzy entropy of decision regions can be obtained via summation of the fuzzy entropy of individual intervals in each feature dimension. We assign the decision region to the class with the lowestfuzzy entropy in this region. Once each decision region is given a class label, the training process is completed.
IV. FEATURE SELECTION
In this section, we give a new feature selection approach based on our proposed fuzzy entropy measure. As illustrated in Section II, the fuzzy entropy reflects more information in the actual distribution of patterns in the pattern space. Since the fuzzy entropy is able to discriminate pattern distribution better, we employ it to evaluate the separability of each feature. Intuitively, the lower the fuzzy entropy of a feature is, the higher the feature's discriminating ability is. The procedure for computing the fuzzy entropy of each feature is described as follows.
Step 1) Determine the number of intervals. See Section III-A.
Step 2) Determine the locations of intervals.
See Section III-B.
Step 3) Assign a membership function for each interval. See Section III-C. Step 4) Compute the fuzzy entropy of each feature via summation of the fuzzy entropy of all intervals in this feature dimension. See the example of Section II-C. After the fuzzy entropy of each feature has been determined, we can select the features by forward selection or backward elimination. The forward selection method is to select the relevant features beginning with an empty set and iteratively add features until the termination criterion is met. In contrast, the backward elimination method starts with the full feature set and removes features until the termination criterion is met. In our feature selection process, we use the backward elimination to select the relevant features and the termination criterion in our method is based on the classification rate of the classifier. Since features with higher fuzzy entropy are less relevant to our classification goal, we remove the feature which has the highest fuzzy entropy if doing so does not decrease the classification rate. Then we repeat the above step until all "irrelevant" features are removed. Finally, the left features are served as features for classification.
With this feature selection procedure, we can reduce the dimensionality of the problem to speed up the classification process. In some cases, we can also achieve better classification results by discarding redundant, noise-corrupted, or unimportant features.
V. EXPERIMENTS
In this section, we evaluate the performance of the proposed FEBFC by applying it to the Iris data set [39] and Wisconsin Breast Cancer data set [40] . These two data sets are well-known benchmark data for evaluating the performance of classifiers. We also compare the performance of the FEBFC using these databases with the performance of other classifiers.
A. Iris Database
The Iris database [39] created by Fisher includes three classes: Virginica, Setosa, and Versicolor. This database has four continuous features (sepal length, sepal width, petal length, and petal width) and consists of 150 instances: 50 for each class. The Setosa class is linearly separable from the other two, but the other two overlap each other. One half of the 150 instances are randomly selected as the training set, and the remaining patterns are used as the testing set. Table I shows results using the FMMC [2] classifier, our previous classifier [41] , [42] , and the FEBFC. The experimental results of the proposed FEBFC are evaluated under two different circumstances: without feature selection (using the four original features) and with feature selection (using two selected features). The testing recognition rate of our proposed FEBFC without feature selection is 96.7%. After the proposed feature selection approach is included, two redundant features are removed from four candidate features. The experimental results show that the testing recognition rate is effectively accelerated from 96.7% to 97.12%.
B. Wisconsin Breast Cancer Diagnostic Database
The Wisconsin Breast Cancer Diagnostic Database (WBCDD) [40] was obtained form the University of Wisconsin Hospitals, Madison from Dr. W. H. Wolberg. This data set contains 699 patterns in two classes; 458 patterns belong to the "benign" class, the other 241 patterns are the "malignant" class. Each pattern is described by nine features. Since 16 of the data set have missing values, we use 683 patterns to evaluate the proposed classifier. Half of the 683 patterns are used as the training set, and the remaining patterns are used as the testing set. Table II shows results from the various traditional, fuzzy, and neural network classifiers. Besides the FEBFC, only the NNFS has the ability to perform the feature selection. The experimental results of the NNFS and the proposed classifier FEBFC are evaluated under two different circumstances: without feature selection and with feature selection. The proposed feature selection approach selects six features whereas the NNFS selects 2.73 features on average. Although the number of features selected by the NNFS is less, the classification result shows that the proposed classifier FEBFC performs better.
As the results show, feature selection in the Iris and Wisconsin Breast Databases not only reduces the dimensions of problem, but also improves classification performance by discarding redundant, noise-corrupted, or unimportant features.
VI. DISCUSSION AND CONCLUSION
The goal of traditional pattern classification is to partition the pattern space into decision regions, one region for each class [37] . In many classification systems, the decision regions are partitioned into overlapping areas. Although a classifier with overlapping decision regions may achieve better classification performance, it takes much time to enclose the decision regions. Many approaches [1] - [3] , [41] - [45] have been proposed to solve this problem.
In this paper, we presented an efficient classifier with feature selection based on fuzzy entropy for pattern classification. The pattern space is partitioned into nonoverlapping fuzzy decision regions. Since the decision regions are fuzzy subspaces, we can obtain smooth boundaries to achieve better classification performance even though the decision regions are nonoverlapping. Furthermore, since the decision regions do not overlap, the computational load and complexity of the classifier are both reduced.
Also we use the fuzzy entropy to select the relevant features. Applying feature selection not only reduces the dimensions of the problem, but also improves classification performance by discarding redundant, noise-corrupted, or unimportant features. Also, the K-means clustering algorithm was used to determine the membership functions of each feature. The combination of the approaches mentioned above yield an efficient fuzzy classifier.
