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Abstract
A natural process in examining properties of Banach spaces is to see if a Banach
space can be decomposed into simpler Banach spaces; in other words, to see if a
Banach space has complemented subspaces.
This thesis concentrates on three main aspects of this problem: norm of projec-
tions of a Banach space onto its finite dimensional subspaces; a class of Banach
spaces, each of which has a large number of infinite dimensional complemented
subspaces; and methods of finding Banach spaces which have uncomplemented
subspaces, where the subspaces and the quotient spaces are chosen as well-known
classical sequence spaces (finding non-trivial twisted sums).
The Hahn-Banach Theorem guarantees the existence of a projection from a Ba-
nach space onto each of its finite dimensional subspace; and the Kadets-Snobar
Theorem states that the projection constant onto an n-dimensional subspace can-
not exceed
√
n. We present an alternative proof (due to Jameson) to the original
proof of the Kadets-Snobar Theorem which employs the notion of summing norm
and Pietsch’s Theorem.
The class of Banach spaces generated by weakly compact sets (WCG spaces) pro-
vides examples of Banach spaces with many infinite dimensional complemented
subspaces. We study a relatively simple method given by Valvidia to show that
complemented subspaces of a WCG space form a nice increasing chain. At the
other extreme, there is a Banach space that does not admit any non-trivial com-
plemented subspace.
By definition, non-trivial twisted sums of Banach spaces admit uncomplemented
subspaces. We study the Kalton and Peck theory which clearly established that
non-trivial twisted sums arise from– and give rise to– quasi-linear maps. We
also examine a classical algebraic approach to twisted sum using pull-back and
push-out techniques, and a number of applications.
Statement of authorship
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contains no material published elsewhere or extracted in whole or in part from a
thesis by which I have qualified for or been awarded another degree or diploma.
No other person’s work has been relied upon or used without due acknowledge-
ment in the main text and bibliography of the thesis.
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Chapter 1
Preliminary
This chapter presents basic definitions and results in functional analysis that will
be used in the thesis. Readers may omit this chapter and refer back whenever
necessary.
Definition 1.0.1 Let X be a vector space. A subset A of X is called convex if
αA + βA ⊆ A for 0 ≤ α, β ≤ 1, α + β = 1, balanced if tA ⊆ A for |t| ≤ 1, and
absorbing if, for every x ∈ X, there exists an  > 0 such that tx ∈ A for |t| ≤ .
A set which is balanced and convex is called absolutely convex.
Definition 1.0.2 [75, page 18] The gauge of an absolutely convex absorbing set
A in a vector space X is defined as the seminorm P such that P (x) = inf{t ≥ 0 :
x ∈ tA} for each x ∈ X.
Definition 1.0.3 [35, p227] Let X be a normed space. The polar of a subset A
of X, written A0, is the set of all f ∈ X∗ such that |f(a)| ≤ 1 for all a ∈ A.
If A is a subspace of X, then this definition implies that
A0 = {f ∈ X∗ : f(a) = 0 for all a ∈ A}.
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Definition 1.0.4 An isomorphism T from a Banach space X to a Banach space
Y is called a C-isomorphism if ‖T‖ ≤ C and ‖T−1‖ ≤ C.
Definition 1.0.5 If Y is a closed subspace of a Banach space X, Y is said to be
C-complemented in X if there exist a projection from X onto Y whose norm
does not exceed C.
Theorem 1.0.6 [Banach-Alaoglu] If X is a Banach space then the unit ball
of X∗ is compact in the weak∗ topology.
Theorem 1.0.7 [Goldstine] Let X be a Banach space. The weak∗-closure of
UX in X
∗∗ is UX∗∗.
Lemma 1.0.8 [24, Proposition 3.32] A Banach space is reflexive if and only if
its unit ball is weakly compact.
Proof. Let X be a reflexive Banach space. Then X = X∗∗ and thus the
weak∗-topology and the weak-topology on X∗ coincide. Therefore,by the Banach-
Alaoglu theorem, UX = UX∗∗ is weak
∗ compact in X∗∗, so it is weakly compact
in X.
If UX is weakly compact, then it is also weak
∗ compact, hence weak∗-closed inX∗∗.
Since weak∗-closure of UX in X∗∗ is UX∗∗ by the Goldstine theorem, UX = UX∗∗
and the space X is reflexive. 
Theorem 1.0.9 Every linear mapping defined on a finite-dimensional normed
linear space is continuous. Consequently, all n-dimensional normed linear spaces
over the same field are isomorphic.
Corollary 1.0.10 If X is finite dimensional, then UX is compact.
2
Definition 1.0.11 Let X be a linear space. Linear subspaces A,B of X are said
to be algebraic complements in X if A+B = X and A ∩B = {0}.
The first condition means that every element of X is expressible in the form a+ b
where a ∈ A and b ∈ B. The second condition implies that this expression is
unique. X is then called a direct sum of A and B and is written as A⊕B.
Definition 1.0.12 Let A and B be algebraic complements in linear space X.
The projection onto A along B is defined by: P (a+ b) = a where a ∈ A, b ∈ B.
The mapping P is clearly well-defined, linear and P 2 = P . Conversely, if P is a
projection from X onto its subspace, then X = P (X)⊕ ker(P ).
Definition 1.0.13 (i) Algebraic complements A and B in a normed space X
are said to be topological complements if the projection P onto A is
continuous.
(ii) A subspace of X which equals P (X) for some projection P : X → X is
called complemented, otherwise, it is said to be uncomplemented.
Topological complements must be closed, since A and B are the kernel of I − P
and P respectively. In Banach spaces, continuity of P automatically follows from
the completeness and the closed graph theorem.
Theorem 1.0.14 Every finite-dimensional subspace is complemented, and thus
every closed subspace of finite codimension is complemented.
Note that we do not need to assume that finite dimensional subspaces are closed
as this follows from completeness. These will be referred to as the trivial examples
of complemented subspaces.
3
Theorem 1.0.15 [35, Proposition 32.5] In a Hilbert space, every closed subspace
is complemented.
Theorem 1.0.16 [35, Theorem 29.10] Let A, B be topological complements in
a Banach space X, and let P be the projection onto A along B. Then P ∗ is
the projection onto B0 along A0. Thus, if A is complemented in X, then A0 is
complemented in X∗.
Theorem 1.0.17 [35, Proposition 29.11] Let A, B be closed linear subspaces of
a Banach space X. If A0 and B0 are topological complements in X∗, then A and
B are topological complements in X.
We denote by `∞(S) the set of all bounded functions (real or complex) on a set
S, with norm defined by : ||x|| = sup{|x(s)| : s ∈ S}. We write `∞ for `∞(N),
and `n∞ for `∞(S) when S = {1, 2, ..., n}. By regarding elements of Rn,Cn as
functions on {1, 2, ..., n}, we can see that `n∞ is simply Rn or Cn with the above
norm.
Proposition 1.0.18 [24, Proposition 5.13] Let Y be a subspace of a Banach
space X. If Y is isomorphic to `∞, then Y is complemented in X.
If Y is isometric to `∞, then there is a norm-one projection of X onto Y .
Proof. Let T be an isomorphism of Y onto `∞, T (x) =
(
T (xi)
)
for x ∈ Y . For
i ∈ N, define fi ∈ Y ∗ by fi(x) = T (x)(i); note that ‖fi‖ ≤ ‖T‖. We extend fi to
functionals on X of equal norm. Define Q : X → `∞ by Q(x) =
(
fi(x)
)
and P :
X → Y by P (x) = T−1(Q(x)). Then ‖Q‖ ≤ ‖T‖ and hence ‖P‖ ≤ ‖T−1‖ · ‖T‖.
We assert that P is a projection onto Y .
Let y ∈ Y . Note that Q(y) = T (y); hence we have P (y) = T−1Q(y) = T−1T (y) =
y. 
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Theorem 1.0.19 (Auerbach’s Lemma) [35, prop. 20.12] Let X be an n-
dimensional normed space. Then there exist elements b1, b2, ..., bn of X and f1, f2, ..., fn
of X∗ such that ||bi|| = ||fi|| = 1 for all i and fi(bj) = δij.
Proof. Take a base {a1, a2, ..., an} of X, and let T be the corresponding iso-
morphism of X onto Kn. Given elements x1, x2, ..., xn of X, let D(x1, x2, ..., xn)
be the determinant of the matrix with columns Tx1, Tx2, ..., Txn. Then D is a
mapping of Xn into Kn. It is continuous since it is a linear combinations. Now
the unit ball UX is compact, so U
n is compact, and thus D attains its maximum
absolute values on Un at a certain n-tuple (b1, b2, ..., bn). Let µ = D(b1, b2, ..., bn),
and define
fi(x) =
1
µ
D(b1, ..., bi−1, x, bi+1, ..., bn)
i.e. replacing bi by x.
By the elementary properties of determinants, fi is linear and fi(xj) = 0 for
i 6= j. By construction, fi(xi) = 1 and |fi(x)| ≤ 1 for x ∈ U . 
Theorem 1.0.20 [35, Theorem 29.14] If Y is an n-dimensional subspace of a
normed space X, then there is a projection of X onto Y with norm not greater
than n.
Proof. By Theorem 1.0.18, there exist elements yi of Y and fi of Y
∗ with
‖yi‖ = ‖fi‖ = 1 and fi(yj) = δij. Then y =
∑
fi(y)yi for y ∈ Y . By the Hahn-
Banach theorem, the fi can be extended to elements f˜i of X
∗ with norm one.
Let
Px =
n∑
i=1
f˜i(x)yi
for x ∈ X. Then P is clearly a projection onto Y , and ‖Px‖ ≤ n‖x‖. 
Proposition 1.0.21 Every normed linear space is isometric to a subspace of
`∞(S) for some set S, and to subspace of C(K) for some compact space K.
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Proof. Given a normed linear space X. Let S = UX∗ . For each x ∈ X, define
Tx ∈ `∞(S) by : Tx(f) = f(x). Then ||Tx|| = ||x||. Thus X is isometric to a
subspace of `∞(S).
The same construction proves the second statement since UX∗ is compact in the
weak∗ topology (by Lemma 1.0.8), and Tx is continuous with respect to this
topology.
Definition 1.0.22 A topological space (T, τ) is called sequentially compact
if every sequence in T has a subsequence convergent in (T, τ). A subset C of
a Banach space X is called weakly sequentially compact if it is sequentially
compact in its relative weak topology.
Theorem 1.0.23 (Eberlein-S˘mulian) [24, Theorem 3.59] Let C be a weakly
closed subset of a separable Banach space X. C is weakly compact if and only if
C is weakly sequentially compact.
Lemma 1.0.24 (Schur’s lemma) [24, Theorem 5.19] Let {xn} be a sequence
in `1. If {xn} is weakly Cauchy, then {xn} is norm-convergent in `1.
Definition 1.0.25 [24, page 146] A Banach space X is said to have the Schur
property if every weakly convergent sequence in X is norm convergent.
Equivalently, X has the Schur property if weakly compact subsets of X are norm
compact.
Definition 1.0.26 A linear space X is said to have the strong Schur property
if there is a constant c > 0 so that for any normalised sequence (xn) with ‖xm −
xn‖ ≥ δ > 0 for any m 6= n, there exists a subsequence (xn)n∈I such that∥∥∥∥∥∑
k∈I
αkxk
∥∥∥∥∥ ≥ cδ∑
k∈I
|αk|
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for any sequence of scalars (αk)
Thus, strong Schur property implies Schur property.
Definition 1.0.27 (i) The Banach-Mazur distance between two isomor-
phic normed spaces X, Y is defined to be
d(X, Y ) = inf{ ‖T‖.‖T−1‖ : T is an isomorphism of X onto Y }.
(ii) A norming subset of UX∗ is a subset F such that ‖x‖ = sup{ |f(x)| :
f ∈ F} for all x ∈ X.
Strictly speaking, the Banach-Mazur distance is not a metric, even if we identify
isomorphic Banach spaces. However, it is easy to check that its logarithm is a
metric.
Definition 1.0.28 (i) Given X a closed linear subspace of a Banach space Z.
The relative projection constant of X is defined by
λ(X,Z) = inf {‖P‖ : P is a linear projection of Z onto X} .
(ii) Given a Banach space X. The (absolute) projection constant of X is
given by
λ(X) = sup {λ(X, Y ) : Y is a Banach space containing X as a subspace.}
Theorem 1.0.29 (Kadets-Snobar Theorem) The projection constant of an
n-dimensional Banach space is less or equal than
√
n.
The proof of the Kadets-Snobar Theorem will be discussed in Chapter 3.
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Definition 1.0.30 Let X be a linear space.
(i) X is said to be decomposable if it can be written as a direct sum of two
infinite dimensional subspaces; in other words, X admits a non-trivial pro-
jection.
(ii) X is said to be indecomposable if it admits only trivial projections.
(iii) X is said to be hereditarily indecomposable if no subspace of X is de-
composable.
It is surprising and significant that such spaces do exist [27].
Definition 1.0.31 A quasi-norm on a real linear space X is a function ‖.‖ :
X → R satisfying:
(i) ‖x‖ ≥ 0, for x ∈ X, x 6= 0,
(ii) ‖tx‖ = |t|.‖x‖, for x ∈ X, t ∈ R, and
(iii) there is a scalar C ≥ 1 such that ‖x+y‖ ≤ C(‖x‖+‖y‖), for every x, y ∈ X.
The smallest possible constant C in (iii) is called the modulus of concavity of
‖.‖ and (X, ‖.‖) is called a quasi-normed space.
A complete quasi-normed space X is called a quasi-Banach space .
Definition 1.0.32 A short exact sequence of spaces X, Y and Z is given by
two maps j : X → Y and q : Y → Z where j is injective and q is surjective, and
is written as
0 // X
j // Y
q // Z // 0.
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In other words, the image of each arrow in the sequence coincides with the kernel
of the following one.
Lemma 1.0.33 (The Three-lemma) Given a commutative diagram
0 // A //
α

B //
β

C //
γ

0
0 // D // E // F // 0
with exact rows, if α and γ are injective, then β is injective; also, if α and γ are
surjective, then β is surjective. Consequently, if α and γ are isomorphisms, then
β is an isomorphism.
Definition 1.0.34 A compact Hausdorff space is called Stonean if the closure
of each open set is also open.
The Stone-Cˇech compactification βN of N is an example of a Stonean space.
Definition 1.0.35 [24, page 141] A Banach space X is said to have the lifting
property if for all Banach space Y , Z such that there is a continuous linear
operator S from Y onto Z and for all continuous linear operator T from X to Z,
there is a continuous linear operator T˜ from X to Y such that T = S ◦ T˜ .
In particular, if a Banach space X has the lifting property and is isomorphic to
a quotient of Y , then it is isomorphic to a complemented subspace of Y .
Theorem 1.0.36 [24, Proposition 5.10] The space `1 has the lifting property.
Proof. Let xi = T (ei) for i ∈ N, where ei denote the standard unit vectors
of `1. By the open mapping theorem, there is a constant C such that for every
i where yi ∈ Y with S(yi) = xi and ‖yi‖ ≤ C. We define T˜ (ei) = yi. Then
S
(
T˜ (ei)
)
= S(yi) = T (ei), and by linearity, S ◦ T˜ = T . Since U`1 is the closure
of co{ei}, ‖T˜‖ ≤ C. 
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Proposition 1.0.37 [24, Proposition 5.11] Every separable Banach space is iso-
metric to a subspace of `∞.
Proposition 1.0.38 [24, Proposition 5.12] Every separable Banach space is iso-
metric to a subspace of `∞/c0.
Theorem 1.0.39 (Sobczyk) ([72] or [24, Theorem 5.14]) Let Y be a closed
subspace of a separable Banach space X. If Y is isomorphic to c0, then Y is
complemented in X.
Theorem 1.0.40 (Phillips’ Theorem) ([61] or [35, Theorem 29.19])
The space c0 is uncomplemented in `∞.
Proof. It is possible to choose, for each real number λ, a corresponding infinite
subset Nλ of N in such a way that Nλ ∩Nµ is finite whenever λ 6= µ [35, lemma
29.18]. Now, let χλ be the characteristic function of Nλ. Then χλ is in `∞, but
not in c0 since Nλ is infinite.
Let X be the closure of the linear span of c0 ∪{χγ : γ ∈ Γ} in `∞ with respect to
the usual norm on `∞.
We first show that X/c0 is isometric to c0(Γ).
Let (en) and (eγ) be the standard bases of c0 and c0(Γ), respectively. Almost
element (i.e. those in a dense subset) of X/c0 can be written in the form∑n
i=1 aiχNγi + c0, which has norm∥∥∥∥∥
n∑
i=1
aγiχγi + c0
∥∥∥∥∥ = infx∈ linsp(en)
∥∥∥∑ aγiχγi + x∥∥∥
≥ sup |aγi| since x ∈ linsp(en).
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Now for such an element, let I be the set of k such that k belongs to two or more
sets Nγi , then I is finite. Define y =
(
y(k)
)
, y ∈ linsp(en), by
y(k) =
 −
∑
aγiχγi if k ∈ I,
0 otherwise.
Then
inf
x∈ linsp(en)
∥∥∥∑ aiχγi + x∥∥∥ ≤ ∥∥∥∑ aγiχγi + y∥∥∥
= sup |aγi|
=
∥∥∥∑ aγieγi∥∥∥ .
Thus, the dense subspace of X which is the linear span of c0 ∪ {χγ : γ ∈ Γ} in
`∞ is isometric to a dense subspace of c0(Γ). Thus, X/c0 is isometric to c0(Γ).
We assert that the space X cannot be isomorphic to c0 ⊕ c0(Γ). Since c0(Γ)∗ =
`1(Γ) which is not weak
∗-separable, c0(Γ) is not isomorphic to any subspace of
`∞. Thus c0 is uncomplemented in X and hence c0 is also uncomplemented in
`∞. 
The idea of this proof is closely related to Namakura and Kakutani’s [58] proof
of c0 is uncomplemented in `∞.
Definition 1.0.41 [24, page 161] Let X be an infinite dimensional normed linear
space. A sequence {en}∞n=1 in X is called a Schauder basis of X if for every
x ∈ X, there is a unique sequence of scalars (ai)∞i=1 such that x =
∑∞
i=1 aiei.
Definition 1.0.42 [75, page 7] A sequence {xn} in a Banach space X which is
a Schauder basis of its closed linear span being called a basic sequence.
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Definition 1.0.43 [55, page 18]
(i) A series
∑
xi in a Banach space is said to converge unconditionally if
every arrangement of the series converges.
This is equivalent to
∑
xkn converges for each subsequence (xkn) of (xn)
∞
n=1,
and also to
∑
εixi converges for all choices of signs εi = ±1.
(ii) A basis (xn)
∞
n=1 is said to be an unconditional basis if the convergence
of each of the expansions
∑
αixi is unconditional.
Definition 1.0.44 [55, page 47]
(i) A sequence {Xn}∞n=1 of closed subspaces of a Banach space X is said to be
a Schauder decomposition of X if every x ∈ X has a unique represen-
tation of the form x =
∑∞
n=1 xn, with xn ∈ Xn for every n.
(ii) A linear space X admits a finite dimensional Schauder
decomposition if there exists a sequence of finite dimensional subspaces
of X, {Xn}∞n=1, such that every x ∈ X has a unique representation of the
form x =
∑∞
n=1 xn, with xn ∈ Xn for every n.
(iii) A finite dimensional Schauder decomposition is said to be
unconditional if, for every x ∈ X, the series x = ∑∞n=1 xn, which repre-
sents x, converges unconditionally.
Definition 1.0.45 [20, page 10] The Rademacher functions rn : [0, 1] → R,
n ∈ N are defined by setting
rn(t) = sign(sin 2
npit).
The most important feature of the Rademacher functions is that they have nice
orthogonality properties. If 0 < n1 < n2 < ... < nk, and p1, p2, ..., pk ≥ 0 are
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integers, then∫ 1
0
rp1n1(t) · rp2n2(t) · ... · rpknk(t) =
 1 if each pj is even,0 otherwise.
This can be easily be seen from their graphs which have the same shape as the
graph of a square wave with different frequencies. An immediate consequence
is that the functions rn form an orthonormal sequence in L2[0, 1] (the norm on
Lp[0, 1] is defined by ‖x‖p =
(∫ 1
0
|x(t)|pdt
) 1
p
), and so∫ 1
0
∣∣∣∑ anrn(t)∣∣∣2 dt = ∑ |an|2
for all (an) ∈ `2.
Definition 1.0.46 [76, page 94] Denote by {ri(t)} the Rademacher functions on
[0, 1].
(i) A Banach space X is said to have type p if there is a constant C such that(∫ 1
0
∥∥∥∑ ri(t)xi∥∥∥p dt) 1p ≤ C (∑ ‖xi‖p) 1p
for every choice of finitely many vectors {xi} in X. It is trivial that every
Banach space has type 1: the type of X is then defined as the largest value
of p for which it has type p.
(ii) A Banach space X is said to have cotype p if there is a constant C such
that
C
(∫ 1
0
∥∥∥∑ ri(t)xi∥∥∥p dt) 1p ≥ (∑ ‖xi‖p) 1p
for every choice of finitely many vectors {xi} in X. The cotype of X is
then defined as the smallest such value of p. If no such p exists, we say that
X has cotype ∞.
It turns out [76] that the type of a Banach space cannot exceed 2, and its cotype
must be at least 2. The type and cotype are known for many Banach spaces. For
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example, Lp(µ) has type p and cotype 2 for 1 ≤ p ≤ 2, and type 2 and cotype p
for 2 ≤ p <∞.
Definition 1.0.47 Let X and Y be quasi-Banach spaces, a linear space Z is
called a twisted sum of X and Y if Z has a closed subspace X1 isomorphic to
X and the quotient space Z/X1 isomorphic to Y .
Z is also called an extension of X by Y .
The twisted sum is trivial if X1 is complemented in Z; otherwise, Z is non-
trivial . Thus, the easiest example of twisted sum, the space of direct sum X⊕Y ,
is actually a trivial twisted sum.
Definition 1.0.48 (i) Let 1 ≤ p ≤ ∞ and λ ≥ 1. A Banach space X is called
an Lp,λ-space if for every finite dimensional subspace Y of X, there is a
finite-dimensional subspace Z of X containing Y such that d(Z, `mp ) ≤ λ
(where m is the dimension of Z).
(ii) A Banach space X is an Lp-space if it is an Lp,λ-space for some λ.
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Chapter 2
Introduction
Functional Analysis was born in the first two decades of the twentieth century
when it was realized that some problems in differential and integral equations
have analogues in the linear algebra of finite dimensional spaces. Some particular
function spaces were originally studied as the solution spaces to certain differential
and integral equations. Functional analysis has a close relationship with, and
is supported by, other branches of mathematics such as Algebra, Analysis and
Geometry. It has also grown and branched, with current applications not only to
large parts of the originating subjects but also to approximation theory, harmonic
analysis, mathematical economics, optimization theory, topology and quantum
physics.
Banach spaces, named after Stefan Banach, who studied them extensively, are
one of the central objects of study in functional analysis.
A natural process in examining properties of Banach spaces is to see if a Banach
space can be decomposed into simpler Banach spaces. In other words, to see if
a Banach space can be written as a direct sum of a pair of proper non-trivial
Banach subspaces. The notion of complemented subspaces of a Banach space is
introduced consequently.
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A closed subspace Y of a Banach space X is said to be complemented if there is
another closed subspace Z of X with X = Y +Z and Y ∩Z = {0}, or equivalently,
if Y is the range of a continuous linear projection. It is a simple result of linear
algebra that every finite dimensional normed linear space of dimension two or
more can be written as a direct sum of two proper non-trivial subspaces. In
fact, every proper non-trivial finite dimensional subspace of a finite dimensional
normed space is complemented. However, for infinite dimensional spaces, there
can be a non-trivial Banach subspace of infinite dimensions for which there is no
Banach space which complements it.
Every finite dimensional subspace of a Banach space is complemented as an im-
mediate consequence from the Hahn-Banach theorem. Also, in infinite dimen-
sional Banach spaces, if the subspace is not closed, the linear projection will be
discontinuous. So from now on we consider only closed subspaces.
This thesis focuses on certain techniques to determine the existence and proper-
ties of complemented and uncomplemented subspaces of Banach spaces. It also
examines a number of major results obtained in the last 60 years, including con-
temporary work. This chapter describes the structure of this thesis. It also gives
a brief account of the developments in this area of research.
When a Banach space has a complemented subspace, it is of great interest to find
an estimation for the norm of the projection onto that subspace. It follows from
Auerbach’s lemma (1.0.19) that every n-dimensional subspace of a given Banach
space is the range of a projection with norm at most n. This upper bound was
improved significantly to
√
n, by Kadets and Snobar ([41] or [36, Chapter 5]).
Later on, Pisier ([65, Corollary 10.8] or [64]) constructed a Banach space for which
there is a constant C such that every projection onto an n-dimensional subspace
has norm at least C
√
n. It shows that Kadets-Snobar’s estimate is almost the
best possible. A slight improvement of Kadets-Snobar’s estimates was given by
Ko¨nig and Tomczak-Jaegermann [48].
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The third chapter of this thesis is devoted to the Kadets-Snobar theorem and
Jameson’s approach to prove the theorem. The first half of the chapter gives a
number of technical lemmas that lead to the proof of Pietsch’s theorem. The later
half presents Pietsch’s theorem and how it leads to a beautifully simple proof of
the Kadets-Snobar theorem.
We now consider the problem of whether or not infinite dimensional subspaces
are complemented. It is well known that every closed subspace of a Hilbert space
is complemented [35, Proposition 32.5]. It is not hard to show that a subspace
isomorphic to `∞ is complemented (Proposition 1.0.18). Another interesting ex-
ample is that X∗ is always complemented in X∗∗∗ [24, page 148]. On the other
hand, there are many examples of uncomplemented subspaces. In the next sec-
tion, we will give a timeline for the search for uncomplemented subspaces of
Banach spaces, going back to 1932 with an example given by Mazur [2, Pre´face].
The fact that complemented and uncomplemented subspaces exist in abundance
means that it makes sense to introduce the notion of decomposability (previous
chapter). The fourth chapter is concerned with decomposable Banach spaces,
and Banach spaces with separable complementation property (that is, every sep-
arable subspace is contained in a complemented separable subspace). The most
interesting result for spaces with separable complementation property is the class
of weakly compactly generated (WCG) Banach spaces ([1, Lemma 4]). A sub-
stantial part of this chapter discusses WCG Banach spaces, which happen to
admit many linear projections, in other words, containing many complemented
subspaces. In fact, every WCG Banach space has an increasing “long sequence”
of norm one projections. This property of a WCG Banach space provides a
very useful tool for proving other properties of a Banach space [1]. At the other
extreme, there are Banach spaces which have no non-trivial complemented sub-
spaces. Such spaces are called indecomposable. Gowers and Maurey [27] give an
example of a Banach space in which no closed subspace is decomposable.
Chapter five considers another useful technique in examining properties of a Ba-
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nach space, namely to start with the properties of its subspaces. It is interesting
to consider whether given Banach spaces X and Y , does there exist a Banach
space Z, containing X with Z/X ∼= Y , other than the direct sum of X and Y .
In other words, whether there is a “non-trivial twisted sum” of X and Y . The
application of quasi-linear maps to this topic by Kalton, Peck and Ribe ([43] and
[67]) was a big step forward in the study of such twisted sums. The establish-
ment that quasi-linear maps give rise to twisted sums of Banach spaces enabled
these authors to give properties of a numerous examples. Castillo et al [8] then
showed that a homological approach, in particular, the push-out and pull-back
constructions, was a useful tool to find non-trivial examples of twisted sums.
Chapter five of this thesis concentrates on quasi-linear maps and twisted sums of
Banach spaces. It starts with Kalton and Peck’s theory of quasi-linear maps and
its equivalent relations to twisted sums, and concludes with some of the main
results for classical sequence spaces by Castillo and Cabello.
2.1 Uncomplemented subspaces of Banach spaces
The following historical account of the most famous uncomplemented subspace
was done by Plichko and Yost [66].
1932 The first example seems to be that the sequence space `1 and hence L1(0, 1)
contain uncomplemented subspaces [2, Remarques au Chapitre XII]. It was
also known that every separable Banach space is a quotient of `1 and that
every infinite-dimensional closed subspace of `1 contains an isomorphic copy
of `1.
Since `2 is reflexive, it cannot contain any copy of `1, whence it cannot be
isomorphic to a subspace of `1. This could also be deduced from Schur’s
lemma (Lemma 1.0.24). Hence, if q : `1 → `2 is a quotient map, then kerq
must be uncomplemented in `1.
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1933 The second example is due to Banach and Mazur [3, page 107] who showed
that any subspace of C[0, 1] isomorphic to `1 must be uncomplemented.
This follows from the fact that C[0, 1]∗ is weakly sequentially complete but
`∗1 is not; thus `
∗
1 cannot be isomorphic to any subspace of C[0, 1]
∗.
1934 Fichtenholz and Kantorovitch [26, page 92] developed a representation the-
ory for operators on the function space L∞[a, b] and used it to show that
there is no projection from L∞[0, 1] onto C[0, 1] .
1937 Murray [57] showed that for each p such that 1 < p < 2 or 2 < p < ∞,
there is a sequence of constants Cn, with Cn →∞, such that for infinitely
many n, `np contains a subspace onto which any projection must have norm
at least Cn. Whence, the space `p and Lp(0, 1) contain uncomplemented
closed subspaces. He thus isolated the finite-dimensional nature of this
problem and his paper might be considered to be the first in the local theory
of Banach spaces. These were the first reflexive examples and they caused
a big surprise back then [7, page 301]. It indicated that the development
of a spectral theory for operators on Lp spaces would require much more
effort than the established theory for normal operators on Hilbert spaces.
1940 Unaware of the work of Banach and Mazur, Komatuzaki [47] independently
proved that C[0, 1] contains uncomplemented closed subspaces . His argu-
ment was that L1(0, 1) contains uncomplemented closed subspaces and is
contained isometrically in C[0, 1]. Applying the techniques of Murray, he
was the first to show that c0 contains an uncomplemented closed subspace.
In fact, he essentially proved that any Banach space containing `n∞ for all
n ∈ N must contain an uncomplemented closed subspace. In particular, he
noted that L∞(0, 1), `∞ and the spaces of differentiable functions C(k)[0, 1]
have uncomplemented subspaces.
1940 Phillips [61] used his now famous lemma to show that c0 is uncomplemented
in `∞. He also noted that `∞ is complemented in every superspace. The
proof of Phillips’ theorem given in the preliminary chapter (Theorem 1.0.40)
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was closely related to Namakura and Kakutani’s [58] proof.
1941 Sobczyk [72] examined Murray’s arguments carefully and presented cleaner
proofs, which are also valid in the cases p = 1,∞. In particular, he estab-
lished the asymptotically optimal bound |Cn − 12n|
1
p
− 1
2
|| ≤ 1
2
, valid for the
space `np whenever n is a power of 2. Using the same construction, he showed
that many spaces with “reasonable” bases (e.g. various Orlicz spaces) con-
tains uncomplemented closed subspaces; this led him to conjecture [72, page
79] that only Banach spaces isomorphic to a Hilbert space have the prop-
erty that every closed subspaces is complemented. This problem was solved
affirmatively in 1971 by Lindenstrauss and Tzafriri [54].
1941 Although it does not exactly belong to this class of results, it is appropriate
to mention Sobczyk’s theorem [72] which states that c0 is complemented in
every separable superspace. For a survey of other proofs see [12].
1943 Namakura and Kakutani [58] gave a simple proof of Phillip’s result that
c0 is uncomplemented in `∞. Other simple proofs of this, and a few com-
plicated ones, have been found over the years.
We refer the readers to [40] and [56] for more detail survey of this topic.
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Chapter 3
The Kadets-Snobar Theorem
An immediate consequence of the Hahn-Banach theorem is, every finite dimen-
sional subspace of a Banach space is the range of a continuous linear projection.
For an n-dimensional subspace of a Banach space, Auerbach’s lemma can be used
to establish the existence of a projection onto that subspace whose norm does
not exceed n. Hence the projection constant of any n-dimensional space does
not exceed n. The projection constants were calculated for certain n-dimensional
spaces such as `n1 (see [30, 17]), `
n
2 [30, 17, 71] and `
n
∞ [18]. However, Kadets
and Snobar [41] reduced the upper bound of the projection constant for every
n-dimensional space to
√
n. This bound was later shown as the best possible
estimate [65]. The proof given by Kadets and Snobar depends on an important
technical lemma due to John [37] and is unconstructive. This chapter presents
an alternative approach to the proof of the Kadets-Snobar result by Jameson [36]
employing the notion of summing norm and Pietch’s theorem.
The chapter starts with the notion of `p norm on a product of linear spaces and
its properties in a number of technical lemmas. The second section introduces
the notion of summing norm and uses it together with the lemmas from the first
section to prove Pietsch’s theorem. The last part presents a simple proof of the
Kadets and Snobar theorem using Pietsch’s theorem.
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3.1 Definitions and lemmas
The following notion of `p norm on a product of linear spaces is used in defining
the summing norm. The lemmas in this sections are not deep, but they will be
used in later deliberation on this norm.
Let p ≥ 1, and let (x1, x2, ..., xk) be a finite sequence of elements of a normed
linear space X (real or complex). We define
µp(x1, x2, ..., xk) = sup
{ (∑
|f(xi)|p
) 1
p
: f ∈ UX∗
}
.
It is easy to show that µp is a norm on X
k.
Clearly, the ordering of the finite sequence makes no difference, and µp(x) = ‖x‖
for a sequence consisting of only one element x. By the Hahn-Banach theorem,
if the x′is belong to a subspace E of X, then µp(x1, x2, ..., xk) is the same when
evaluated in E and in X. Furthermore, µ∞ would be simply max‖xi‖. Some
immediate properties of µp are
(i) µp(α1x, α2x, ..., αkx) = (
∑ |αi|p) 1p ‖x‖.
(ii) max‖xi‖ ≤ µp(x1, x2, ..., xk) ≤ (
∑ ‖xi‖p) 1p .
(iii) If p ≤ q, then µp(x1, x2, ..., xk) ≥ µq(x1, x2, ..., xk) for any finite sequence
(x1, x2, ..., xk).
(iv) If T is an operator on X, then
µp(Tx1, Tx2, ..., Txk) ≤ ‖T‖µp(x1, x2, ..., xk).
(v) µp(x1, x2, ..., xn)
p ≤ µp(x1, x2, ..., xk)p + µp(xk+1, xk+2, ..., xn)p
In Lemma 3.1.1 and Proposition 3.1.3, we state and prove slightly more general
versions of Theorem 2.3 and Theorem 2.5 of [36], respectively. To be precise, we
prove these results for general value sof p; in [36] they are formulated only for
the values p = 1, 2,∞.
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Lemma 3.1.1 Let x1, x2, ..., xk be elements of X, and let F be a norming subset
of UX∗. Let
A = sup
{ (∑
|f(xi)|p
) 1
p
: f ∈ F
}
, and
B = sup
{ ∥∥∥∑λixi∥∥∥ : ∑ |λi|q ≤ 1, where 1
p
+
1
q
= 1
}
Then A = B = µp(x1, x2, ..., xk).
Proof. Let C = µp(x1, x2, ..., xk). Clearly, A ≤ C.
We show that C ≤ B ≤ A.
Let λ1, λ2, ..., λk be scalars such that
∑ |λi|q ≤ 1 and ε > 0. Since F is a norming
subset of UX∗ , there exists a functional f in F such that
(1− ε)
∥∥∥∑λixi∥∥∥ ≤ ∣∣∣f(∑λixi)∣∣∣
But∣∣∣f(∑λixi)∣∣∣ = ∣∣∣∑λif(xi)∣∣∣
≤
∑
|λi|.|f(xi)|
≤
(∑
|f(xi)|p
) 1
p
.
(∑
|λi|q
) 1
q
(by Ho¨lder′s inequality)
≤
(∑
|f(xi)|p
) 1
p
.
Hence, (1− ε)B ≤ A for all ε > 0, so B ≤ A.
Now for each functional f in the unit ball of X∗, there exist scalars λi with∑ |λi|q = 1 and(∑
|f(xi)|p
) 1
p
=
∑
λif(xi) ≤
∥∥∥∑λixi∥∥∥ ≤ B.
Therefore C ≤ B.
Hence, we have A = B = µp(x1, x2, ..., xk).
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Corollary 3.1.2 [36, Theorem 2.6] In `∞(S) or C(K),
µp(x1, x2, ..., xk)
p =
∥∥∥∑ |xi|p∥∥∥ for p ≥ 1.
Proof. Let X denote either the space `∞(S) or C(K), Y denotes either S or K,
and F be the set of point-evaluation functionals δt(x) = x(t), t ∈ Y . Then for
each x ∈ X
‖x‖ = sup{|x(t)| : t ∈ Y } = sup{δt(x) : δt ∈ F}.
Thus F is a norming subset of UX∗ and the statement follows by Lemma 3.1.1.

Proposition 3.1.3 Let p, q be numbers such that p ≥ 1, 1
p
+ 1
q
= 1, and let
{e1, e2, ..., ek} be the standard basis in `kq . Given a normed space X, for each
operator S in L(`kq , X)
‖S‖ = µp(Se1, Se2, ..., Sek).
Proof. For each operator S in L(`kq , X), we have
‖S‖ = sup{‖Sx‖ : ‖x‖q ≤ 1}
= sup
{∥∥∥S (∑λiei)∥∥∥ : ∥∥∥∑λiei∥∥∥
p
≤ 1
}
= sup
{∥∥∥∑λi(Sei)∥∥∥ : ∑ |λi|q ≤ 1}
= µp(Se1, Se2, ..., Sek) by Lemma 3.1.1. 
3.2 Summing norms and the Kadets-Snobar the-
orem
The notion of 1-summing norm operators other than the identity seems to have
originated in Grothendieck [29, 28], under the name “applications semi-integrales
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a droite”. The development of the theory of 1-summing operators and norms in
their own right was eventually taken up by Pe lczynski [60] and Pietsch [62]. The
study of p-summing operators for other value of p was then initiated by Pietsch
[63].
Definition 3.2.1 Let T be an operator from normed linear space X to normed
linear space Y. For 1 ≤ p <∞, the p-summing norm pip is defined by
pip(T ) = sup

(
k∑
i=1
‖Txi‖p
) 1
p
: µp(x1, x2, ..., xk) ≤ 1
 ,
the supremum is taken over all finite sequence (x1, x2, ..., xk) of elements of X.
There is no restriction on the length k.
Clearly, for any elements xi, we have
k∑
i=1
‖Txi‖ ≤ pi1(T )µ1(x1, x2, ..., xk).
Definition 3.2.2 Let T be an operator from normed linear space X to normed
linear space Y. Then T is called p-summing if pip(T ) is finite.
In other words, T is a p-summing operator if there is a constant C so that for all
choice of finite sequence {x1, x2, ..., xk} of elements of X(
k∑
i=1
‖Txi‖p
) 1
p
≤ C sup

(
k∑
i=1
|f(xi)|p
) 1
p
: f ∈ UX∗
 .
We denote Pp(X, Y ) the set of all absolutely p-summing operators from X to Y .
Note also that pi∞ would be ordinary operator norm.
Some properties of the p-summing norm are:
(i) Pp(X, Y ) is a linear subspace of L(X, Y ), and pip is a norm on it.
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(ii) pip(T ) ≥ ‖T‖.
(iii) pip(BT ) ≤ ‖B‖pip(T ).
(iv) pip(TA) ≤ pip(T )‖A‖.
(v) For p ≤ q, piq(T ) ≤ pip(T ).
In (iii), B is any operator whose domain contains Y , and in (iv), A is any operator
whose range is contained in X. When X = Y , it follows that the p-summing
operators form an ideal.
Proposition 3.2.3 [36, Proposition 3.2] Given a normed linear space X. Let
p ≥ 1. Suppose that there are functionals f1, f2, ... (a finite or infinite sequence)
such that ‖Tx‖p ≤∑j |fj(x)|p for all x in X. Then
pip(T )
p ≤
∑
‖fj‖p
Proof. Let x1, x2, ..., xk be elements of X such that µp(x1, x2, ...xk) ≤ 1. Then
for each j ∑
i
|fj(xi)|p ≤
∣∣∣fj∑
i
xi
∣∣∣p ≤ ‖fj‖p∣∣∣∑
i
xi
∣∣∣p ≤ ‖fj‖p.
Thus∑
i
‖Txi‖p ≤
∑
i
(∑
j
|fj(xi)|p
)
=
∑
j
(∑
i
|fj(xi)|p
)
≤
∑
j
‖fj‖p. 
Now, consider diagonal operators inRn. A diagonal operator T , diag(λ1, λ2, ..., λn),
in Rn is one that satisfies for each element x =
(
x(1), x(2), ..., x(n)
)
of Rn,
Tx(n) = λnx(n). In the following proposition, I
(n) denotes the identity map-
ping in Rn, and if S is an operator from Rn to Rm, then Sp,q denotes S regarded
as a mapping from `np to `
m
q .
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Proposition 3.2.4 [36, Theorem 3.5] Let T be the diagonal operator diag(λ1, λ2, ..., λn)
in Rn and Tp,q be the same mapping from `
n
p to `
n
q . If p, q ∈ {2,∞}, then
pi2(Tp,q) =
(∑
λ2i
) 1
2
.
In particular, pi2(I
(n)
p,q ) =
√
n.
Proof. In `n2 and `
n
∞, we have µ2(e1, e2, ..., en) = 1. Hence,
pi2(Tp,q)
2 ≥
∑
‖Tei‖2 =
∑
λ2i .
For x ∈ Rn,
‖Tx‖2∞ ≤ ‖Tx‖22 =
∑
λ2ix(i)
2.
This is of the form
∑
fi(x)
2, where ‖fi‖ = λi. By Proposition 3.2.3, it follows
that pi2(Tp,q)
2 ≤ ∑λ2i . Hence, pi2(Tp,q)2 = ∑λ2i 
A similar argument to the previous proof, using the fact that µq(e1, e2, ..., en) = 1
in `nr , yields a slightly more general result.
Proposition 3.2.5 Let p, q be numbers such that p ≥ 1 and 1
p
+ 1
q
= 1. Let T
be the diagonal operator diag(λ1, λ2, ..., λn) in R
n and Tr,s be the same mapping
from `nr to `
n
s , where r ≥ p and s ≥ q. Then
piq(Tr,s)
q =
∑
λqi .
Proof. If p and q satisfy 1
p
+ 1
q
= 1 and r ≥ p, then in `nr we have
µq(e1, e2, ..., en) = sup
{∥∥∥∑λiei∥∥∥ : ∑ |λi|p ≤ 1}
= sup
{(∑
|λi|r
) 1
r
:
(∑
|λi|p
)
≤ 1
}
≤ 1
It is also obvious that µq(e1, e2, ..., en) ≥ 1. Thus, in `nr , µq(e1, e2, ..., en) = 1. We
then have
piq(Tr,s)
q ≥
∑
‖Tei‖q =
∑
λqi .
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For x ∈ Rn,
‖Tx‖qs =
(∑
λsix(i)
s
) q
s ≤
∑
λqix(i)
q.
This is of the form
∑
fi(x)
q, where ‖fi‖ = λi. By Proposition 3.2.3, it follows
that piq(Tr,s)
q ≤ ∑λqi . Hence, piq(Tr,s)q = ∑λqi 
Proposition 3.2.6 [36, Theorem 3.6] Let T be in Pp(X, Y ) and ε > 0. Then
there exist k and an operator A in L(`kq , X),where
1
p
+ 1
q
= 1, such that ‖A‖ = 1
and pip(TA) ≥ (1 − ε)pip(T ). Further, if p = 2 and T has finite rank, we may
take k ≤ rank(T ).
Proof. There exist elements x1, x2, ..., xk of X with µp(x1, x2, ..., xk) = 1 and∑ ‖Txi‖p ≥ (1− ε)pip(T )p. Define A : `kq → X by Aei = xi for each i.
Then ‖A‖ = 1 by Proposition 3.1.3 and ∑ ‖TAei‖ ≥ (1− ε)pip(T ).
Since µp(e1, e2, ..., ek) = 1 in `
k
q , we have pip(TA) ≥ (1− ε)pip(T ).
Now, suppose that rank(T ) = n. Let N = ker(TA), H = N⊥ and let P be
the orthogonal projection onto H. Write A1 = A|H . Then TA1 is one-to-one,
so dim H ≤ n. Also, TA(x − Px) = 0 for all x ∈ `k∞, so TA = TA1P . Hence
pi2(TA) ≤ pi2(TA1), and A1 is the required mapping. 
Proposition 3.2.7 [36, Proposition 3.8] Let X be any n-dimensional normed
linear space. Then pi2(IX) ≤
√
n.
Proof. By Proposition 3.2.6(ii), there exist a Hilbert space H with dimH ≤ n
and an operator A : H → X with ‖A‖ = 1 and pi2(A) ≥ (1 − ε)pi2(IX). By
Proposition 3.2.4, pi2(IH) ≤
√
n. Since A = AIH , we have
pi2(A) ≤ ‖A‖
√
n =
√
n. 
It follows from this proposition that: if rank T = n, then pi2(T ) ≤
√
n ‖T‖. In
fact, pi2(IX) =
√
n for any n-dimensional space X.
28
Pietsch’s theorem on the existence of a dominating functional for p-summing
operators, particularly in the case p = 2, combines with the nice properties of
Hilbert spaces to show that:
(1) every 2-summing operator can be factorised through a Hilbert space, i.e.
if T : X → Y is 2-summing, then there are operators A : X → H and
B : H → Y , where H is a Hilbert space, so that T = BA; and
(2) every 2-summing operator can be extended with the value of pi2 preserved.
(pi2 is the notion that delivers a Hahn-Banach theorem for operators.)
(These results are only listed for references. We shall not need them in further
sections.)
Pietsch’s theorem also provides a beautifully simple proof of the Kadets-Snobar
theorem that the projection constant of any n-dimensional Banach space is bounded
by
√
n.
Lemma 3.2.8 [36, Lemma 5.1] Let Q be a cone in a (real) linear space X.
Suppose that p : X → R is sublinear and q : Q → R is superlinear, with q(y) ≤
p(y) for all y ∈ Q. Then there is a linear functional f on X such that
(i) f(x) ≤ p(x) for all x ∈ X, and
(ii) f(y) ≥ q(y) for all y ∈ Q.
Proof. For x ∈ X, define
r(x) = inf{ p(x+ y)− q(y) : y ∈ Q }.
Since p(x+ y) + p(−x) ≥ p(y) ≥ q(y), we have r(x) ≥ −p(−x).
It is elementary that r is sublinear, and clearly r(x) ≤ p(x) for x ∈ X, while
r(−y) ≤ −q(y) for y ∈ Q.
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By the Hahn-Banach theorem, there is a linear functional f on X with f(x) ≤
r(x) for all x. Then f has the required properties. 
Theorem 3.2.9 (Pietsch’s theorem) [36, Theorem 5.2]
Let X be a linear subspace of `∞(S). Let T be a p-summing operator defined on
X (for some p ≥ 1). Then there is a positive linear functional φ on `∞(S) such
that
‖φ‖ = pip(T )p and ‖Tx‖p ≤ φ(|x|p) for x ∈ X.
Proof. Consider the case of real scalars first. Let Q be the set of non-negative
functions in `∞(S).
For each y ∈ Q, let V (y) be the set of finite sequences (x1, x2, ..., xk) in X with∑ |xi|p ≤ y.
Let q(y) = sup{∑ ‖Txi‖p : (x1, x2, ..., xk) ∈ V (y)}.
For (x1, x2, ..., xk) ∈ V (y), we have by Corollary 3.1.2,
µp(x1, x2, ..., xk)
p = ‖
∑
i
|xi|p‖ ≤ ‖y‖,
and hence ∑
i
‖Txi‖p ≤ ρ‖y‖ where ρ = pip(T )p.
Therefore q(y) ≤ ρ‖y‖. It is not hard to verify that q is superlinear, and that for
x ∈ X, we have ‖Tx‖p ≤ q(|x|p).
By Lemma 3.2.8, there is a functional φ on `∞(S) such that φ(z) ≤ ρ‖z‖ for all
z ∈ `∞(S) (so ‖φ‖ ≤ ρ) and φ(y) ≥ q(y) (≥ 0) for y ∈ Q.
In particular, φ(|x|p) ≥ ‖Tx‖p for x ∈ X.
In complex case, let `∞(S), `C∞(S) denote the spaces of bounded real and complex
functions on S respectively. The above proof gives a positive real functional φ on
`∞(S) satisfying the stated conditions (it does not matter that X is not contained
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in `∞(S)). There is an obvious way to extend φ to give a complex linear functional
on `C∞(S): let φ(x+iy) = φ(x)+iφ(y). It is elementary that this does not increase
‖φ‖. 
The author of this thesis attempted to rewrite the proof of Pietsch’s theorem
using a separation argument instead of Lemma 3.2.8; however, the technicalities
were just as complicated if not more so.
Theorem 3.2.10 [36, Theorem 5.6] Let (X, ‖.‖) be an n-dimensional normed
linear space (real or complex). Then there is an inner product on X giving a
norm | . | such that:
‖x‖ ≤ |x| ≤ √n ‖x‖ for all x ∈ X;
hence
d(X, `n2 ) ≤
√
n.
Proof. We give the details for the real case. The complex case requires routine
minor modifications.
Embed X in a space `∞(S). By Proposition 3.2.7, pi2(IX) ≤
√
n. So by Pietsch’s
theorem, there is a positive linear functional φ on `∞(S) such that ‖φ‖ ≤ n and
‖x‖2 ≤ φ(x2) for all x ∈ X.
Define a semi-inner-product on `∞(S) by putting 〈x, y〉 = φ(xy).
The corresponding seminorm | . | = | . |φ,(defined by : |y|φ = 〈y, y〉 12 =
(
φ(y2)
) 1
2
for each y in `∞(S)) satisfies
|y|2φ = φ(y2) ≤ n‖y2‖ = n‖y‖2 for all y ∈ `∞(S).
Also, ‖x‖2 ≤ φ(x2) = |x|2φ for all x ∈ X (so | . |φ is a norm, not just a
seminorm, on X).
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Theorem 3.2.11 (Kadets-Snobar Theorem) Let (X, ‖.‖) be an n-dimensional
normed linear space (real or complex). Then the projection constant λ(X) satis-
fies:
λ(X) ≤ √n.
Proof. Any separable Banach space X can be embedded isometrically into `∞.
For any such embedding, λ(X) = λ(X, `∞) and `∞ is the natural superspace.
Thus we can assume that projecting from `∞ is the worst case. Let P be the
orthogonal projection of `∞(S) onto X with respect to | . |φ (the fact that
| . |φ is a seminorm on `∞(S) does not matter; Py =
∑〈y, bi〉bi, where (bi) is an
orthonormal base of X). Then
‖Py‖ ≤ |Py|φ ≤ |y|φ ≤
√
n ‖y‖,
so ‖P‖ ≤ √n. (In fact, the inequality ‖Py‖2 ≤ φ(y2) shows that pi2(P ) ≤
√
n.)

Lewis [50] showed that for an n-dimensional subspace E of Lp(µ), 1 ≤ p < ∞,
there is a projection of Lp(µ) onto E with norm less than or equal to n
| 12− 1p |.
For p = 1 or ∞, this bound coincides with the Kadets-Snobar bound. It was
later shown by Chalmers [16] that for any n-dimensional subspace E of a Banach
space X, there is a “naturally constructed” projection of X onto E with norm
satisfying the Kadets-Snobar bound.
A slight improvement of the Kadets-Snobar bound given by Ko¨nig and Tomczak-
Jaegermann [48] is:
Theorem 3.2.12 The projection constant of any n-dimensional normed linear
space X is bounded by:
λ(X) ≤

(
2 + (n− 1)√n+ 2 )/(n+ 1) in the real case,(
1 + (n− 1)√n+ 1 )/n in the complex case.
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In the case of symmetric spaces, a better upper bound holds. We refer the readers
to the paper of Koldobsky and Ko¨nig [46] for more details. For the classical spaces
`np , some good asymptotic estimates for their projection constants appear in [32].
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Chapter 4
Weakly Compactly Generated
Banach spaces
The weakly compactly generated (WCG) Banach spaces provide a class of Banach
spaces, each of which has a large number of complemented subspaces. Moreover,
these complemented subspaces form a nice increasing chain of subspaces. In other
words, the space admits a non-trivial long increasing sequence of norm one pro-
jections: this term is made precise in Definition 4.3.6 below. The first non trivial
long sequences of norm one projections were constructed by Lindenstrauss [52]
for reflexive Banach spaces and by Amir and Lindenstrauss [1] for WCG spaces.
The results were then applied to the topological and geometrical structure of
weakly compact sets of Banach spaces, which are now called Eberlein compact.
In certain dual spaces, Tacon [73] found a long sequence of projections by using a
similar method to Lindenstrauss’s. Another method of obtaining long sequences
of projections, using a topological approach was given by Gul’ko [31]. The con-
struction by Amir and Lindenstrauss [1] relied heavily on calculations involving
functional analysis and linear algebra, whereas the construction by Gul’ko [31]
was mainly based on the idea of working between two compact topological spaces,
typically the unit ball of the dual, then transfering results to results of Banach
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spaces. In the scope of this chapter, we examine a unified and simple method
given by Valvidia [74], which can be applied to more general Banach spaces. The
key of this simplification lies in the notion of norming pair of subspaces.
The first part of this chapter gives the definition of norming pair of subspaces
and a fundamental lemma on how to build up non-trivial norming pairs in a
given Banach space X. This lemma is then used extensively in the construction
of decomposable spaces with big cardinality (part two of the chapter), as well as
in the construction of long increasing sequence of norm one projections on WCG
spaces (part three of the chapter).
4.1 Definitions and Fundamental lemma
The following notions of norming subspaces and orthogonality in a linear space
generalise the ideas of norm and orthogonality in general product spaces.
Definition 4.1.1 Given a normed linear space X.
(i) A (not necessarily closed) subspace F of X∗ is said to norm a subspace
E of X if for all x ∈ E, ||x|| = sup{f(x) : f ∈ F, ||f || = 1}.
(ii) A (not necessarily closed) subspace E of X is said to norm a subspace
F of X∗ if for all f ∈ F , ||f || = sup{f(x) : x ∈ E, ||x|| = 1}.
(iii) For subspaces E and F of X and X∗, respectively, (E,F ) is called a norm-
ing pair if E norms F and F norms E.
(iv) A vector x ∈ X is said to be Birkhoff orthogonal, or simply orthogonal
to y ∈ X if ||x|| ≤ ||x+ λy|| for all scalars λ.
We write x⊥y in this case.
For subsets A and B of X, A⊥B means that a⊥b for all a ∈ A and b ∈ B.
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If X is a Hilbert space, then the Birkhoff orthogonality is just the orthogonality
in the sense that x ⊥ y is equivalent to 〈x, y〉 = 0.
The notion of “norm a subspace” is similar but somewhat stronger than the
notion of “norming subset” mentioned in chapter two. Indeed, with G and Y
from the above definition, the unit ball of G is a norming subset for Y .
The following lemma shows how to build up non-trivial norming pairs in a given
Banach space X. The first two parts of the lemma are special cases of a result
of Valdivia [59, Proposition 2] when the initial norming pair is (X,X∗). The
proposition, which follows an earlier argument of Valdivia [74], describes the
construction in the structure provided by Banach spaces.
Definition 4.1.2 The density character of a Banach space X, denoted dens(X),
is the smallest cardinal d for which X has a dense subset of cardinality d.
Lemma 4.1.3 [59, Proposition 2] Let X be a normed linear space.
(i) If E is any subspace of X, then there is a subspace F of X∗, with the same
density character as E, which norms E.
(ii) If F is any subspace of X∗, then there is a subspace E of X, with the same
(or smaller) density character as F, which norms F.
(iii) If F ⊆ X∗ norms E ⊆ X, then E⊥F 0. Likewise, if E ⊆ X norms F ⊆ X∗,
then F⊥E0.
(iv) If A and B are closed subspaces of a Banach space X, and A⊥B, then
A ∩B = {0}, A+B is closed , and the natural projection A⊕B → A has
norm one.
Proof.
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(i) Take a dense subset of E of minimum cardinality, namely G.
By the Hahn-Banach theorem, for each x ∈ G, there is a support functional
fx such that ||fx|| = 1 and fx(x) = ||x||. Let F be the closed linear span
of the set of all these supporting functionals fx for x ∈ G. Then obviously,
dens(F ) = card(G) = dens(E). Moreover, for each x ∈ E:
||x|| = fx(x)
≤ sup{|f(x)| : ||f || = 1, f ∈ F}
≤ ||x||.
Thus, F norms E.
(ii) Let G be dense subset of F with minimum cardinality. For each f ∈ G,
there is a norming vector xf ∈ X so that f(xf ) = ||f ||. Let E be the closed
linear span of all these norming vectors. We have dens(E) =card(G) =
dens(F ) and, for each f ∈ F
||f || = f(xf )
≤ sup{|f(x)| : ||x|| = 1, x ∈ X}
≤ ||f ||.
Thus, E norms F .
(iii) For x ∈ E, and y ∈ F 0, we have
||x|| = sup{f(x) : f ∈ F, ||f || = 1}
= sup{f(x+ λy) : f ∈ F, ||f || = 1, λ ∈ K}
≤ ||x+ λy||.
Similar argument also holds for the second statement.
(iv) If x ∈ A ∩ B, then the inequality ||x|| ≤ ||x + (−1)x|| implies that x = 0.
Clearly the projection A ⊕ B → A has norm one. The completeness of X
and the fact that A⊥B imply that A + B is also complete. Hence, A + B
is closed.
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It is easy to see that if E is normed by F , then E is normed by any superspace
of F .
4.2 Decomposable Banach spaces
There exist Banach spaces for which the only projections are trivial ones, i.e either
the range or the kernel is finite dimensional. The construction of such spaces is a
relatively recent result of Gowers and Maurey [27]. Gowers and Maurey reported
in their paper that after reading their original preprints, W. B. Johnson pointed
out that their proof for the first example could be modified to give a much
stronger property of the space. His observation was that the space given is not
only indecomposable, but does not even have a decomposable subspace, that is,
the space is hereditarily indecomposable. The following results of Plichko and
Yost [66] for Banach space with big cardinality result in a conclusion about the
cardinality of a hereditarily indecomposable Banach space.
Proposition 4.2.1 [66, Proposition 3.2] If X does not admit an injective op-
erator into `∞, in particular if its density character exceeds the continuum, then
X has a decomposable subspace.
Proof. Clearly X is infinite dimensional. Choose a separable infinite dimensional
subspace E of X. Using Lemma 4.1.3(i), we can construct a subspace F of
X∗ with the same density character as E, which norms E. Then F is a norm
separable subspace of X∗. Moreover, F
w∗
= F 00 ∼= (X/F 0)∗; thus, (X/F 0)∗
is weak∗-separable. Let {f1, f2, ...} be a countable weak∗-dense subset of the
unit ball of (X/F 0)∗. Define a linear operator T : X/F 0 → `∞ by T (x˜) =
(f1(x˜), f2(x˜), ...), x˜ ∈ X/F 0. Then T is injective.
Now if F 0 is finite dimensional, then F 0 admits an injective operator into `∞
and X ∼= F 0 ⊕ X/F 0. These imply that X admits an injective operator into
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`∞, a contradiction. Hence, F 0 is infinite dimensional. The subspace E ⊕ F 0
(well-defined as a result of 4.1.3(iii) and 4.1.3(iv)) of X is decomposable. 
Proposition 4.2.2 [66, Proposition 3.3] If X has cardinality which exceeds the
continuum, then X has a decomposable quotient.
Proof. Choose a weak∗-separable, weak∗-closed and infinite dimensional sub-
space G of X∗. Then G is the polar of some infinite dimensional subspace E
of X, i.e. G = E0. Using Lemma 4.1.3(ii), we can construct a subspace F
of X which norms E0 and has the same density as E0. By Lemma 4.1.3(iii),
E0⊥F 0. Moreover, F 0 is weak∗-closed. Consider the direct sum E0 ⊕ F 0.
Then as E0 ⊕ F 0 = (E ∩ F )0 [35, p.390] and (X/(E ∩ F ))∗ ∼= (E ∩ F )0, so(
X/(E ∩ F ))∗ ∼= E0 ⊕ F 0 ∼= (X/E)∗ ⊕ (X/F )∗. The isomorphism between(
X/(E∩F ))∗ and (X/E)∗⊕(X/F )∗ is a weak∗-isomorphism. The spaces (X/E)∗
and (X/F )∗ are weak∗-closed in the direct sum. Apply Proposition 29.11 [35] (or
Theorem 1.0.17 from Chapter 1), we get X/E ⊕ X/F ∼= X/(E ∩ F ). Thus,
X/(E ∩ F ) is a decomposable quotient of X. 
From Propositions 4.2.1, we conclude that
Theorem 4.2.3 Every hereditarily indecomposable Banach space has cardinality
equal to the continuum.
Another result which arises from the same reasoning of the proof of Proposition
4.2.1 is that “If X is not separable, then X∗ has a decomposable subspace”. A
more interesting result of Heinrich and Makiewicz [33] shows that “ if dens(X∗) >
c, then X∗ admits uncountably many non-trivial projections”. The proof of that
yields the following statement, which is more relevant to the topic we discuss in
this section.
Theorem 4.2.4 [33, Corollary 3.8] If X is a non-separable Banach space, then
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X∗ is decomposable.
Now as every hereditarily indecomposable Banach space has cardinality contin-
uum, it is of great interest to answer a question posed by Johnson and Linden-
strauss [38], which asked if every Banach space with cardinality greater than
the continumm is decomposable. But recent results by Koszmider show that
this is not necessarily the case. By concentrating on the density of non-trivial
complemented subspaces of a Banach space and using method of forcing (as-
suming extra set theoretic axioms), Koszmider [49] has shown that there is a
Banach space (of continuous functions on a totally disconnected compact Haus-
dorff space) of density character κ bigger than the continuum where all operators
are multiplications by a continuous function plus a weakly compact operator, and
which has no infinite-dimensional complemented subspaces of density continuum
or smaller. In other words, all complemented subspaces of this Banach space
must have density bigger than the continuum.
4.3 Weakly Compactly Generated Banach spaces
This section introduces the notion of weakly compactly generated Banach space
and its properties. The first part contains definitions and examples of WCG
Banach spaces. Then we consider the case of reflexive Banach spaces, and the use
of a norming pair of subspaces to get a norm one projection onto their subspaces.
From that, we move on to building an increasing sequence of norm one projections
of a reflexive Banach space. By a similar construction technique, we derive a
result for the general WCG Banach spaces, that is, every WCG Banach space
admits an increasing sequence of norm one projections [1].
Definition 4.3.1 A Banach space X is said to be weakly compactly gener-
ated (WCG) if there exists a weakly compact set K ⊆ X such that the linear
span of K is dense in X.
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Examples of WCG Banach spaces
(i) Every reflexive Banach space is weakly compactly generated by its unit
ball since in a reflexive Banach space, the unit ball is compact in the weak
topology.
(ii) Every separable Banach space is weakly compactly generated. If X is a
separable Banach space and {xn} is a countable dense set in UX , then
K = {xn
n
} ∪ {0} is a compact set in the norm topology, hence weakly
compact and generates X.
(iii) If Γ is a set, {eγ} is the family of standard unit vectors in c0(Γ), and {en}
is a sequence in {eγ} formed by distinct elements, then en → 0 pointwise
and thus en
w // 0 in c0(Γ). Hence, by the Eberlein-S˘mulian theorem,
{eγ}∪{0} is weakly compact set in c0(Γ) and c0(Γ) is thus weakly compactly
generated
(iv) The space L1(µ) is WCG whenever µ is a finite measure. If µ is a finite
measure, Ho¨lder’s inequality implies that the identity mapping T : L2(µ) →
L1(µ) is a bounded linear mapping. From the theory of the Lebesgue inte-
gral, T maps L2(µ) onto a dense set in L1(µ). Therefore, L1(µ) is generated
by the image of the unit ball of L2(µ). More generally, L1(µ) is weakly com-
pactly generated if µ is σ-finite.
Of course, not all Banach spaces are WCG. For example `∞ is not, because every
weakly compact set therein is separable.
Going back to the questions of how many projections a Banach space can admit,
we start with the construction of a norm one projection of a Banach space by
using a norming pair of subspaces. After that, we describe the construction of a
norm one projection of a reflexive Banach space, which by repeated application,
leads to a long sequence of projections.
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Lemma 4.3.2 (a) Let P : X → X be a norm one projection on a Banach
space X and put E = P (X) and F = P ∗(X∗). Then
(i) F norms E, and
(ii) E
0 ∩ F = {0}.
(b) Conversely, suppose there exist two sets E ⊆ X and F ⊆ X∗ such that E
and F are subspaces of X and X∗, respectively and
(i’) F norms E, and
(ii’) E
0 ∩ Fw∗ = {0}.
Then there exists a norm one linear projection P of X onto E along F
0
and P ∗(X∗) = F
w∗
Proof.
(a) If x ∈ P (X), then
||x|| = ||Px|| = sup{f(Px) : f ∈ UX∗}
= sup{f ◦ P (x) : f ∈ UX∗}
= sup{(P ∗f)(x) : f ∈ UX∗}
= sup{g(x) : g ∈ P ∗(X∗) ∩ UX∗}
= sup{g(x) : g ∈ F ∩ UX∗}
Thus, F norms E.
Now, if g ∈ E0 ∩ F , then for every x ∈ X,
g(x) = (P ∗g)(x) = g(Px) = 0
Thus, E
0 ∩ F = {0}
(b) Let E and F be as in the part (b) of the lemma. Apply Lemma 4.1.3 (iii)
we have E ⊥ F 0 and thus E ⊥ F 0. Part (iv) of the same lemma tells us
that E ∩ F 0 = {0} and E + F 0 is closed.
42
If E + F 0 6= X, then by separation theorem, there is 0 6= g ∈ X∗ which
annihilate E + F 0. Therefore g ∈ (E + F 0)0 ⊆ E0 ∩ Fw∗ . However, (ii’)
implies that g = 0, a contradiction. Thus, X is a direct sum of E and F 0.
Finally, P ∗(X∗) = im(P ∗) = (kerP )0 = F 00 = F
w∗
. 
4.3.1 Projections of Reflexive Banach space
As previously pointed out, for a reflexive Banach space, the space is weakly
compactly generated by its unit ball. For the sake of simplicity, we shall present
an argument and a procedure for the construction of a long sequence of norm one
projections of a reflexive Banach space. Then based on that, we present a similar
procedure for the general WCG spaces. The following corollary is an immediate
consequence of Lemma 4.3.2.
Corollary 4.3.3 Let X be a reflexive Banach space. Then for every norming
pair of norm closed subspaces (E,F ) of X and X∗, respectively, there is a norm
one linear projection of X onto E along F 0, and P ∗(X∗) = F .
Proof. Since X is a reflexive Banach space, the weak∗ topology on X∗ coincides
with the norm topology, we have:
E0 ∩ Fw∗ = E0 ∩ F = E0 ∩ F = {0}.
By Lemma 4.3.2(b), there is a norm one linear projection P of X onto E along
F 0, and P ∗(X∗) = F
w∗
= F . 
The statement of the following result can obviously be simplified if we replace
E by its closure in the proof. We prefer this clumsier formulation for technical
reasons.
Theorem 4.3.4 Suppose that X is a reflexive Banach space. Let Y be a separable
subspace of X and G be a separable subspace of X∗. Then there exist separable
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subspaces E and F of X and X∗ containing Y and G respectively so that the
projection from X onto E with kernel F 0 is well defined and has norm one.
Proof. We will construct increasing sequences of separable subspaces En ⊆ X
and Fn ⊆ X∗, containing Y and G respectively, so that Fn norms En and En+1
norms Fn for n ≥ 1.
Put E1 = Y , F0 = G, by Lemma 4.1.3(i), we can choose a separable subspace H0
in X∗ which norms E1. Put F1 = H0 + F0, then F1 is separable and F1 norms
E1.
Now by Lemma 4.1.3(ii), we can find a separable subspace Z1 in X which norms
F1. Put E2 = Z1 + E1, then E2 is separable and norms F1.
Now for the inductive step: Suppose that the first n− 1 pairs of subspaces have
been constructed. Since X = X∗∗, we may choose a separable subspace Zn−1 in
X which norms Fn−1. Then En = Zn−1 + En−1 is separable and norms Fn−1.
Similarly, there is a separable subspace H of X∗ which norms En, and then
Fn = Hn−1 + Fn−1 is separable.
Put E =
⋃∞
n=1En and F =
⋃∞
n=1 Fn. It is easy to check that (E,F ) is a norming
pair of subspaces of X and X∗. Corollary 4.3.3 tells us that the projection of X
onto E along F 0 is well-defined and has norm one. 
Corollary 4.3.5 [52] If X is a reflexive Banach space and G is a closed subspace
of X, then there is a closed subspace E containing G with dens(E) = dens(G)
and a norm one projection from X onto E.
Proof. Obvious from Corollary 4.3.3 and theorem 4.3.4.
Remark: Denote the projection given in Theorem 4.3.4 as P0. Applying the
theorem again with Y = P0(X) and G = P
∗
0 (X
∗), gives us another projection
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P1, whose range is separable and strictly contains P0(X), and so that P
∗
1 (X
∗)
strictly contains P ∗0 (X
∗). Repeat this process again we obtain another projection
P2, whose range is separable and strictly contains P1(X), and so that P
∗
2 (X
∗)
strictly contains P ∗1 (X
∗). By repeating this process, we get an increasing sequence
of projections onto separable subspaces of X. These projections all commute and
have norm one.
For the next step, we put Eω =
⋃∞
n=0En and Fω =
⋃∞
n=0 Fn , and let Pω be the
natural projection onto Eω with kernel F
0
ω . We repeat the above process again
to get projections Pω+1, Pω+2, Pω+3, .... Applying this trick at limit ordinals and
the theorem at successor ordinals gives a long sequence of projections Pα , for
0 ≤ α ≤ ω1, all but the last having separable range.
The projection Pω1 might not have separable range, and Theorem 4.3.4 might not
be applicable. However, in the proof of this theorem, the separability of the two
subspaces Y and G were not used at its full-strength and thus, it is possible to
replace the word “ separable” by “of density character at most d” for any infinite
cardinal d. The proof remains essentially unchanged.
A precise definition of the “long sequence of projection” described above is
Definition 4.3.6 [24, p.359] Let X be a non-separable Banach space, let µ be
the cardinal of dens(X), and let ω denote the first infinite ordinal. Then a pro-
jectional resolution of the identity ( PRI) on X is a “long sequence”, that
is, a family {Pα : ω ≤ α ≤ µ} of linear projections on X such that
(i) ||Pα|| = 1 for all α,
(ii) Pµ = Id and PαPβ = PβPα = Pα if α < β,
(iii) dens
(
Pα(X)
) ≤ card(α) for all α ≥ ω,
(iv)
⋃
α<β Pα(X) = Pβ(X) if β is a limit ordinal.
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Thus, every reflexive Banach space admits a PRI.
4.3.2 Projections of WCG spaces
Let X be a normed space generated by a weakly compact absolutely convex set
K. Assume without loss of generality that K is contained in the unit ball of X.
A gauge functional of K and a new norm are introduced.
Denote by X1 the linear span of K and by || · ||1 the gauge functional of K,
and equip X1 with the norm || · ||1. Denote also by || · ||1 the dual functional
on X∗, i.e. for each f ∈ X∗: ||f ||1 = sup{f(x) : x ∈ K}. Then the usual
norm || · || is stronger than || · ||1 on X∗; the open mapping theorem ensures that
the normed space (X∗, || · ||1) is not complete except when X is reflexive. The
following result was first proved by Dixmier[21] in order to characterise the dual
space with respect to the ||.||1-norm.
Lemma 4.3.7 (Dixmier) [21] With the notation at the beginning of this sec-
tion, the dual of (X∗, || · ||1) is (X1, || · ||1), in the natural duality. In particular
(X1, || · ||1) is a Banach space.
The next theorem generalises the result for a reflexive Banach space in Theorem
4.3.4 to a WCG Banach space.
Theorem 4.3.8 [66, Theorem 4.3] Suppose that X is a WCG Banach space and,
let Y be a || · ||-separable subspace of X1 and G be a || · ||1-separable subspace of
X∗. Then there exist separable subspaces E and F of (X, || · ||) and (X∗, || · ||1)
containing Y and G respectively so that the projection from X onto E with kernel
F 0 is well defined and has norm one.
Proof. Very similar to the proof of theorem 4.3.4 with the use of Lemma 4.3.7
and extensive use of Lemma 4.1.3. Suppose that X is generated by a weakly
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compact set K. Let X1 be the linear span of K, ||.||1 be the gauge functional of
K, and equip X1 with the norm ||.||. As previously used, ||.||1 denotes the dual
functional on X∗. Since the usual norm on X∗ is stronger than the ||.||1 norm, G
is ||.||1 separable.
We will construct increasing sequences of separable subspaces En ⊆ X and Fn ⊆
X∗, containing Y and G respectively, so that Fn ||.||-norms En and En+1 ||.||1-
norms Fn for n ≥ 1.
Put E1 = Y , F0 = G, by Lemma 4.1.3(i), we can choose a ||.||-separable subspace
H0 in X
∗ which norms E1. Put F1 = H0 + F0, then F1 is ||.||1-separable and F1
||.||-norms E1.
Now by Lemma 4.1.3(ii) and Lemma 4.3.7, we can find a ||.||1-separable subspace
Z1 in X1 which ||.||-norms F1. Put E2 = Z1 +E1, then E2 is separable and norms
F1.
Now for the inductive step: Suppose that the first n− 1 pairs of subspaces have
been constructed. By Lemma 4.3.7 (X1, ||.||1) = (X∗, ||.||1)∗, we may choose
a ||.||1-separable subspace Zn−1 in X1 which ||.||1-norms Fn−1. Since ||.||1 is
stronger than ||.|| on X1, En = Zn−1 + En−1 is ||.||-separable and ||.||1-norms
Fn−1. Similarly, there is a ||.||-separable subspace Hn−1 of X∗ which ||.||-norms
En, and then Fn = Hn−1 + Fn−1 is ||.||1-separable.
Put E =
⋃∞
n=1En and F =
⋃∞
n=1 Fn. It is easy to check that E ||.||1-norms F
and that F ||.||-norms E.
Apply Lemma 4.1.3 (iii) we have E ⊥ F 0 and thus E ⊥ F 0. Part (iv) of the
same lemma tells us that E ∩F 0 = {0} and E +F 0 is closed, and the projection
E + F
0 → E has norm one. Finally, we show that E + F 0 = X.
If E+F 0 6= X, then by separation theorem, there is 0 6= f ∈ X∗ which annihilate
E+F 0. Therefore f ∈ (E+F 0)0 ⊆ E0∩Fw∗ . However, (ii’) implies that f = 0, a
contradiction. Thus, X is a direct sum of E and F 0. Now, the weak∗ topology on
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X∗ is the weak topology for the normed space (X∗, ||.||1), f is in the ||.||1-closure
of F . But E ||.||1-norms F , thus, f = 0, a contradiction. Hence, X is the direct
sum of E and F 0.
Theorem 4.3.9 [66, Theorem 4.4] Suppose that X is a WCG Banach space, that
Y is a separable subspace of X and that G is a separable subspace of X∗. Then
there is a norm one projection P from X onto a separable subspace containing Y
with P ∗(X∗) ⊇ G.
Proof. Suppose that X is generated by a weakly compact absolutely convex set
K. Let {yn} be a symmetric sequence which is dense in the unit ball of Y .
Let Y0 = linsp{y1, y2, ...}, and in Theorem 4.3.8 replace Y by Y0, K by K +
co{y1, 12y2, ..., 12nyn+1, ...} we have Y0 ⊆ linsp(K). We define || · ||1 with respect
to this new K. Then, G will be || · ||1 separable. Apply Theorem 4.3.8 and note
that Y0 ⊆ E and so Y ⊆ P (X). Finally, P ∗(X∗) = F 00 ⊇ G. 
The process of constructing a long sequence of projections described in the Re-
mark after Corollary 4.3.9 can be applied again to a WCG Banach space. This
time we start with P0 being the linear projection given in Theorem 4.3.8. The
result is summarised by the following theorem of Amir and Lindenstrauss [1].
Theorem 4.3.10 [1] Every WCG space has a PRI.
Next we discuss some applications of the existence of a PRI.
Suppose that a non-separable Banach space X has a PRI, {Pα : ω ≤ α ≤ µ},
where µ is the cardinal of dens(X). Then
X = linsp
( ⋃
ω≤α<µ
(
Pα+1 − Pα
)
(X)
)
, [25, p.110],
and for each α, ω ≤ α < µ, dens(Pα+1 − Pα)(X) ≤ dens(X).
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The above formula of X essentially means that
X =
⊕
ω≤α<µ
(
Pα+1 − Pα
)
(X)
although we will not define the infinite direct sum
⊕
ω≤α<µ precisely.
This fact enables us to use transfinite induction arguments in proving that X
possesses certain properties by proving it first for
(
Pα+1 − Pα
)
(X), ω ≤ α < µ.
To prove that every non-separable Banach space X with PRI has some property
P , we start with the base case showing that a separable Banach space (i.e. density
character κ = ω) has property P . The inductive statement is then to assume that
every Banach space with density character less than or equal to κ has property
P and show that it is true for Banach space with density character equal to κ+.
Given such Banach space X, since dens
(
Pα+1 − Pα
)
(X) ≤ κ, (Pα+1 − Pα)(X)
has property P for each ω ≤ α < µ, and thus by some technical arguments using
X =
⊕
ω≤α<µ
(
Pα+1 − Pα
)
(X), one shows that X has property P .
Property P here can be one of: having a Markusˇevicˇ basis, having a shrinking
Markusˇevicˇ basis, being WCG, admitting an equivalent rotund norm, and having
a separable projectional resolution of the identity. We refer the readers to Chapter
6 of [25] for definitions of these terminologies and for more details on the results.
A norm ‖.‖ on a Banach space X is said to be rotund (or strictly convex) if
the unit sphere {x ∈ X : ‖x‖ = 1} does not contain nontrivial line segments.
A norm ‖.‖ on a Banach space X called locally uniformly rotund (LUR) if
‖xn − x‖ → 0 whenever x, xn ∈ X, ‖x‖ ≤ 1, ‖xn‖ ≤ 1 and∥∥∥∥xn + x2
∥∥∥∥→ 1.
It is clear that locally uniformly rotund implies rotund.
A further important consequence of the existence of a PRI on a Banach space
was given by Zizler [78]: If a Banach space X has a PRI {(Pα+1 − Pα)(X),
ω ≤ α < µ} and, if for each α ∈ [ω, µ), the subspace (Pα+1 − Pα)(X) admits an
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equivalent LUR norm, then there exists an equivalent LUR norm on the whole
space X.
Thus, every WCG space: admits a PRI, has Markusˇevicˇ basis, has a shrinking
Markusˇevicˇ basis, has a separable projectional resolution of the identity, and
admits an equivalent LUR norm.
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Chapter 5
Twisted Sums of Banach Spaces
The serious study of twisted sums was motivated by a problem posed by Palais,
the so-called 3-space problem for Hibert spaces, whether there are non-trivial
twisted sums of `2 and itself. The first example of such non-trivial twisted sum
was given by Enflo, Lindenstrauss and Pisier [23]. The notion of quasi-linear map
and its relation to twisted sums established by Ribe [67] was a big step forward
in the study of quasi-Banach spaces and twisted sums of quasi-Banach spaces in
particular. Ribe used the relation to construct a non-trivial twisted sum of R and
`1, thereby establishing the natural and essential role of quasi-Banach spaces in
this subject. Independently and at about the same time, similar examples were
given by Kalton [42] and Roberts [68]. A detailed study of quasi-linear maps
and their connection to twisted sums was then done by Kalton and Peck [43].
Later exploration of twisted sums using classical algebraic approaches such as
pull-back and push-out squares have been done by a number of mathematicians
[8, 14, 9, 15, 13, 11, 10].
This chapter is divided into three sections. In the first section we study the
Kalton and Peck theory, which clearly establishes that non-trivial twisted sums
arise from and give rise to quasi-linear maps. In the second section, we consider
the classical algebraic approach to twisted sum using pull-back and push-out
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techniques, and a number of applications of the pull-back and push-out squares.
The last part of the chapter proposes some questions for further research.
5.1 The Kalton and Peck theory
The Kalton and Peck theory of twisted sums [43] gives a general method of
constructing non-trivial twisted sums of sequence spaces, based on a modification
of a construction first describe by Ribe [67]. The first part of this section is
devoted to establishing the mutual relationship between quasi-linear maps and
non-trivial twisted sums; how one gives rise to the other and vice versa. In the
second part, we discuss two simplifications that can be made in the construction
of quasi-linear maps. In the last part, we apply the results from the second part
to a class of sequences spaces with unconditional basis, with particular attention
to a class of twisted sums of `p (1 < p <∞).
5.1.1 Quasi-linear maps and Twisted sums
Let X and Y be quasi-Banach spaces, we recall from chapter one that a linear
space Z is called a twisted sum of X and Y if Z has a closed subspace X1
isomorphic to X and the quotient space Z/X1 isomorphic to Y . Then Z is also
called an extension of X by Y .
Definition 5.1.1 A function f from a quasi-Banach space Y to a quasi-Banach
space X is called quasi-linear if there is a constant M such that
(i) f(ty) = tf(y) for all t ∈ R and y ∈ Y , and
(ii) ‖f(y1 + y2)− f(y1)− f(y2)‖ ≤M
(‖y1‖+ ‖y2‖) for all y1, y2 ∈ Y .
The smallest possible constant M is called the quasi-linearity constant of f.
52
The following theorem and its proof will be discussed later in the section. We
shall concentrate on its significance in initiating the study of twisted sums of
quasi-Banach spaces. Its formulation is somewhat imprecise, so perhaps it should
not be called a theorem at this stage. Still, we think it is useful to present the
material this way now, to give an indication of where we are going.
Theorem 5.1.2 If Z is a twisted sum of two Banach space X and Y , and if X1
is a closed subspace of Z such that X1 isomorphic to X, Z/X1 isomorphic to Y .
Then there is a natural quasi-linear map from Y to X, from which the twisted
sum can be reconstructed in a certain sense.
The proof of this theorem relies on the two mappings from the quotient space
Z/X1 to Z, both of which are selections of the quotient mappings (i.e. each
coset z + X1 is sent to an element of itself). One of these maps is linear, and
the other is bounded. A linear map L : Z/X1 → Z exists by elementary linear
algebra, using Hamel basis in Z/X. A bounded map B can be constructed by
first defining it on the unit sphere of Z/X1 (using the axiom of choice) and then
extending homogeneously to the whole space. The map B can be defined such
that for each y in Z/X1 with norm one: ‖By‖ ≤ 2‖y‖. Then for each scalar λ,
define B(λy) = λB(y). Thus, B is homogeneous and bounded. Take Q = B−L,
then Q is a quasi-linear map from Z/X1 to X1. By composing Q with the two
obvious isomorphisms, we get the required quasi-linear map from Y to X.
As stated by the theorem, given a twisted sum of two Banach spaces, it is possible
to construct a quasi-linear map between them. Now given a quasi-linear map f
from a Banach space Y to a Banach space X, we can construct a twisted sum of
X and Y with respect to f . This twisted sum, denoted by X ⊕f Y , is the space
X ⊕ Y equipped with the quasi norm
‖(x, y)‖ = ‖x− f(y)‖+ ‖y‖. (5.0)
This is where a new problem arises. Formula 5.1.1 defines a quasi-norm (details
will be checked later), but not necessarily a norm. Thus, the twisted sum of two
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Banach spaces with respect to a quasi-linear map between them is not necessarily
a Banach space. However, as we shall show later, the twisted sum X ⊕f Y is
complete in the quasi-norm defined by Formula 5.1.1, even when the Banach
condition on X and Y is relaxed to quasi-Banach. Hence, it is natural to work
with the class of quasi-Banach spaces and their twisted sums.
Given two quasi-Banach spaces X and Y , and any quasi-linear map f from Y to
X, the twisted sum of X and Y with respect to f , denoted byX⊕fY is constructed
as the space X ⊕ Y , equipped with the quasi-norm defined by Formula 5.1.1.
We now check that Formula 5.1.1 defines a quasi-norm: let k be the quasi-linear
constant of f , and let C1 and C2 be the concavity constants of X and Y respec-
tively. Then for (x1, y1) and (x2, y2) ∈ X ⊕f Y
‖(x1 + x2, y1 + y2)‖ = ‖x1 + x2 − f(y1 + y2)‖+ ‖y1 + y2‖
≤ C1‖x1 − f(y1) + x2 − f(y2)‖
+ C1‖f(y1) + f(y2)− f(y1 + y2)‖+ C2
(‖y1‖+ ‖y2‖)
≤ C21
(‖x1 − f(y1)‖+ ‖x2 − f(y2)‖)
+ C1k
(‖y1‖+ ‖y2‖)+ C2(‖Y1‖+ ‖y2‖)
≤ C21
(‖x1 − f(y1)‖+ ‖x2 − f(y2)‖)
+ (C1k + C2)
(‖y1‖+ ‖y2‖)
≤ C(‖(x1, y1)‖+ ‖(x2, y2)‖)
where C = max(C21 , C1k + C2).
Moreover, the maps j : X → X⊕f Y, jx = (x, 0) and q : X⊕f Y → Y, q(x, y) = y
define, respectively, an embedding ofX intoX⊕fY , and a quotient map ofX⊕fY
onto Y . Hence, X ⊕f Y is a twisted sum of X and Y .
We now check that X ⊕f Y is complete with respect to the quasi-norm defined
on it. Let (zn) be a Cauchy sequence in X ⊕f Y , and j : X → X ⊕f Y and
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q : X ⊕f Y → Y are the maps defined in the previous paragraph. Then
(
q(zn)
)
is a Cauchy sequence in Y and is therefore convergent. Assume that it converges
to q(z) for some z ∈ X ⊕f Y . Since d(zn − z, j(X) = ‖q(zn − z)‖, we can pick
xn ∈ X so that ‖j(xn) − (zn − z)‖ ≤ 1/n, then (xn) is a Cauchy sequence in X
and therefore convergent to some x ∈ X. This forces (zn) to be convergent and
limzn = z − j(x).
In general, Formula 5.1.1 does not define a norm. It defines a norm if and only
if X and Y are normed and f also satisfies the inequality
‖f(x) + f(y)− f(x+ y)‖ ≤ ‖x‖+ ‖y‖ − ‖x+ y‖
according to [9, Theorem 2]. The next theorem is the equivalent version of The-
orem 5.1.2 [43, Proposition 3.3] for quasi-Banach spaces, which was established
by Kalton and Peck.
Definition 5.1.3 Let X and Y be quasi-Banach spaces and let Z1 and Z2 be two
twisted sums of X and Y.
(i) The twisted sums Z1 and Z2 are equivalent if there exists a continuous
linear operator T : Z1 → Z2 such that the following diagram commutes:
0 // X
j1 //
iX

Z1
q1 //
T

Y //
iY

0
0 // X
j2 // Z2
q2 // Y // 0
(ii) The twisted sums Z1 and Z2 are projectively equivalent if there exists a
continuous linear operator T : Z1 → Z2, and nonzero scalars α and β so
that the following diagram commutes:
0 // X
j1 //
βiX

Z1
q1 //
T

Y //
αiY

0
0 // X
j2 // Z2
q2 // Y // 0
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In both case, T is necessarily one-to-one and onto, and by the Three-lemma [34,
lemma 1.1] and the open mapping theorem, T is an isomorphism.
Given two quasi-Banach spaces X and Y , we denote by Ext(Y, X) the set of
short exact sequences 0 → X → Z → Y → 0 modulo equivalence. This set
admits a natural vector space structure [10], but we do not need the details of
this here. If it is a singleton, i.e. Ext(Y,X) = {0}, this means that every twisted
sum of X and Y is trivial. In this case, it is also said that the pair (X, Y ) splits.
Theorem 5.1.4 [43, Theorem 2.4] If Z is a twisted sum of X and Y, then there
is a quasi-linear map f : Y → X such that Z is equivalent to X ⊕f Y .
Proof.
Let C be a modulus of concavity for the quasi-norms on X, Y , and Z. Let
0 // X
j // Z
q // Y // 0 .
denote the short exact sequence associate with the twisted sum. Then there is
a linear map θ : Y → Z such that qθ = iY . Since the Open Mapping Theorem
works for quasi-normed spaces, and since q is open, there are a constant K and
a map φ : Y → Z such that ‖φy‖ ≤ K‖y‖ and qφ(y) = y for all y ∈ Y . We may
supposed that φ(ty) = tφ(y) for each scalar t.
Then the map f : Y → X, defined by f(y) = j−1(φ(y) − θ(y)) is well defined
because φ(y)− θ(y) is in the kernel of q. Let L = ‖j−1‖, for y1, y2 ∈ Y ,
‖f(y1 + y2)− f(y1)− f(y2)‖ =
∥∥j−1(φ(y1 + y2)− φ(y1)− φ(y2))∥∥
≤ L C ( ‖φ(y1 + y2)‖+ ‖φ(y1) + φ(y2)‖ )
≤ L C [‖φ(y1 + y2)‖+ C(‖φ(y1)‖+ ‖φ(y2)‖)]
≤ L C [K‖y1 + y2‖+ CK(‖y1‖+ ‖y2‖)]
≤ 2 L C2K (‖y1‖+ ‖y2‖).
Hence, f is quasi-linear.
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Now consider the linear map T : Z → X ⊕f Y defined by Tz = (j−1(z −
φq(z)), q(z)). We have
‖Tz‖ = ‖j−1(z − φq(z)), q(z)‖ ≤ L‖z − φq(z)‖+ ‖q(z)‖
≤ CL (‖z‖+ ‖φq(z)‖)+ ‖q(z)‖
≤ (CL+ CLK‖q‖+ ‖q‖) ‖z‖.
Hence, T is continuous. It is easy to check that T is onto and the relevant diagram
commutes. Thus T induces an equivalence between Z and X ⊕f Y . 
Definition 5.1.5 Let X and Y be two quasi-Banach spaces. Two quasi-linear
maps f, g : Y → X are (projectively) equivalent if X ⊕f Y and X ⊕g Y are
(projectively) equivalent twisted sums.
Theorem 5.1.6 (i) The maps f and g are equivalent if and only if there exist
a constant M and a linear map T : Y → X such that
‖f(y)− g(y)− T (y)‖ ≤M‖y‖, y ∈ Y ; (5.-17)
(ii) f and g are projectively equivalent if and only if there exist constants M and
α, α 6= 0, such that
‖f(y)− g(αy)− T (y)‖ ≤M‖y‖, y ∈ Y.
Proof.
(i) If f and g are equivalent, there is a continuous linear map L : X ⊕f Y →
X⊕g Y of the form L(x, y) = (x−Ty, y), where T : Y → X is linear. Then
L
(
f(y), y
)
=
(
f(y)−Ty, y) and hence ‖f(y)−g(y)−Ty‖ ≤ ‖L‖.‖y‖. Take
M = ‖L‖ gives 5.1.6.
Conversely, if f, g and T satisfy Inequality 5.1.6, define L : X⊕fY → X⊕gY
by L(x, y) = (x − Ty, y). Routine elementary argument shows that T is
continuous and hence, induces an equivalence between X⊕f Y and X⊕g Y .
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(ii) The proof is similar. 
Hence, the correspondence f ↔ Y ⊕f X is a one-to-one correspondence between
the equivalence classes of quasi-linear maps from Y to X and the equivalence
classes of twisted sums of X and Y . In particular, X ⊕f Y is trivial if and only
if f is equivalent to a linear function.
5.1.2 Simplifications
There are two important simplifications of the construction of twisted sums by
mean of quasi-linear maps. The first attempt is to define a quasi-linear map
explicitly only on a dense subspace of Y so that for some particular class of
sequences spaces, we only have to define quasi-linear maps on finitely supported
sequence spaces. The next theorem ensures that every quasi-linear map on a
dense subspace has a unique extension (up to equivalence) to a quasi-linear map
on the whole space. The second is to relax the homogeneity condition of quasi-
linear map, and introduce the notion of quasi-additive maps; the purpose of this
will be clearer in the next section.
Theorem 5.1.7 [4, Proposition 16.3] Let X and Y be quasi-Banach spaces, and
let Y0 be a dense linear subspace of Y . Let f0 : Y0 → X be a quasi-linear map.
Then f0 can be extended to a quasi-linear map f : Y → X, and the function f is
uniquely determined up to equivalence.
Proof. Consider the space X ⊕f0 Y0 with the quasi-norm
‖(x, y)‖ = ‖x− f0(y)‖+ ‖y‖.
Let Z be the completion of this space; we claim that Z is a twisted sum of X
and Y .
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Define j : X → X ⊕f0 Y0 by j(x) = (x, 0) and q˜ : X ⊕f0 Y0 → Y0 by q˜(x, y) = y.
Then q˜ extends to quotient map q from Z onto Y . We have to check that the
kernel q is precisely j(X).
First we notice that j(X) ⊂ ker(q). Now, fix a z ∈ Z with q(z) = 0. Then
z = lim(xn, yn) with (xn, yn) ∈ X ⊕ Y0 and q(z) = lim yn, so (yn) converges to
0. Since
∥∥(f0(yn), yn)∥∥ = ‖yn‖ → 0, it follows that lim (xn − f0(yn), 0) = z.
Thus
(
xn − f0(yn)
)
converges to some x ∈ X, and z = j(x) ∈ j(X). Hence,
ker(q) = j(X) and Z is a twisted sum of X and Y .
Now, by Theorem 5.1.4, Z is equivalent to X ⊕g Y for some quasi-linear map g,
that is, there exists a linear mapping T : Z → X ⊕g Y such that the following
diagram commutes
0 // X
j //
iX

Z
q //
T

Y //
iY

0
0 // X // X ⊕g Y // Y // 0
Then the restriction of T on X ⊕f0 Y0 must have the form T (x, y) = (x+ Ay, y)
where A : Y0 → X is some linear map. From this
‖f0(y) + A(y)− g(y)‖ ≤ ‖t‖ · ‖y‖, y ∈ Y0.
If we define f : Y → X by
f(y) =
 g(y)− A(y) if y /∈ Y0,f0(y) if y ∈ Y0.
then f is a quasi-linear extension of f0 to all of Y . The uniqueness of f up to
equivalence is guaranteed by the uniqueness of the completion Z of X ⊕f0 Y0. 
The most interesting aspect of this theorem is that the initial function f0 is not
necessarily continuous. The lack of continuity is overcome by using the structure
and property of twisted sums.
An application of Theorem 5.1.7 is to construct a nontrivial quasi-linear map f
from `1 to the real line to show that even when X and Y are Banach spaces, the
quasi-norm in X ⊕f Y may fail to even be equivalent to a norm.
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Lemma 5.1.8 [67, Lemma 2] For all real numbers s and t,∣∣∣slog|s|+ tlog|t| − (s+ t) log|s+ t| ∣∣∣ ≤ |s|+ |t|
Proof.
Case 1. s and t have the same sign. In this case we may assume that t ≥ s > 0.
Then the left-hand side of the above inequality is∣∣∣∣s log(s+ ts
)
+ t log
(
s+ t
t
)∣∣∣∣ = −(s+ t)( ss+ t log ss+ t + ts+ t log ts+ t
)
≤ 2
e
(s+ t) (since |x log x| ≤ 1
e
when 0 < x < 1),
≤ s+ t
Case 2. When s and t have different signs. Assume that s + t > 0, t > 0 and
s < 0. Replace s by −s and t by s+ t. Then∣∣∣− s log |s| − t log |t|+ (s+ t) log |s+ t|∣∣∣ ≤ |s|+ |s+ t| ≤ |s|+ |t|. 
The following result, due to Ribe [67], is an important example for the nonlocally
convex three space problem. Examples of this type were constructed indepen-
dently and at about the same time by Kalton [42] and Roberts [68]. The method
[43] that we discuss below is based on a modification of the construction first
described by Ribe [67].
Theorem 5.1.9 There exists a non-trivial short exact sequence 0 → R→ E →
`1 → 0.
Proof. In the view of Theorem 5.1.7, it is sufficient enough to define a map f0
on the subspace Y0 of finitely supported sequences in `1. Put
f0(x) =
∑
xnlog|xn| −
(∑
xn
)
log
∣∣∣∑ xn∣∣∣ , x = (x1, x2, ...) ∈ Y0
where 0log0 is taken as 0. Then follows from Lemma 5.1.8, f0 is quasi-linear.
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By Theorem 5.1.7, f0 can be extended to f : `1 → R. Take E as the twisted sum
R⊕ `1.
The function f is not trivial. Indeed, f(en) = 0 for all n, where en denotes the n
th
unit vector in `1. Thus, any linear function φ on `1 which satisfies |f(x)−φ(x)| ≤
M‖x‖ has to be bounded on the unit ball of Y0, but f
(
n−1
∑n
i=1 ei
)
= − log n,
so it is impossible to have such a function φ.
It follows that the twisted sum R⊕f `1 is not trivial. 
Definition 5.1.10 Suppose that X and Y are quasi-Banach spaces, and that Y0
is a dense subspace of Y. A map f : Y0 → X is quasi-additive if it satisfies
(i) ‖f(y1 + y2)− f(y1)− f(y2)‖ ≤ K (‖y1‖+ ‖y2‖), y1, y2 ∈ Y0;
(ii) limt→0f(ty) = 0, y ∈ Y0;
(iii) f(−y) = −f(y), y ∈ Y0.
The constant K in (i) is called the order of f.
Given a quasi-additive map on a dense subspace Y0 of Y , it is possible to construct
a quasi-linear map from Y0 to X. Combining this with Theorem 5.1.7, we get a
quasi-linear map from Y to X and hence can define a twisted sum of X and Y
corresponding to this quasi-linear map.
Lemma 5.1.11 [43, lemma 3.3] Suppose X and Y are quasi-Banach spaces.
Then there exist positive constants r and L such that whenever Y0 is a dense
subspace of Y and f : Y0 → X is quasi-additive of order K,∥∥∥∥∥f(
n∑
i=1
yi)−
n∑
i=1
f(yi)
∥∥∥∥∥ ≤ KL
(
n∑
i=1
‖yi‖r
) 1
r
for any y1, y2, ..., yn ∈ Y0. If X = Y = R, then L can be taken to equal 1 and r
can be taken to be 1
2
.
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Lemma 5.1.12 [43, lemma 3.4] Suppose X is a quasi-Banach space. Then there
is a constant BX (depending on X) such that whenever f : R → X is quasi-
additive of order K, then
‖f(t)− tf(1)‖ ≤ BXK, 0 ≤ t ≤ 1.
Theorem 5.1.13 [43, theorem 2.5] Suppose X is a quasi-Banach spaces and Y is
a quasi-normed space. Then if f0 : Y → X is quasi-additive, the map f : Y → X
defined by
f(x) =
 ‖x‖f(x/‖x‖) if x 6= 0,0 if x = 0
is quasi-linear.
Proof. It is clear that the map f is homogenous.
If ‖x‖ ≤ 1 and f0 is quasi-additive of order K, then
‖f(x)− f0(x)‖ ≤ BXK by Lemma 5.1.12
Let C denote a modulus of concavity for X. Then if ‖x‖ + ‖y‖ ≤ 1/C, we have
‖x+ y‖ ≤ 1 and so
‖f(x+ y)− f0(x+ y)‖ ≤ BXK.
Now,
‖f(x+ y)− f(x)− f(y)‖ ≤ C(‖f0(x+ y)− f0(x)− f0(y)‖+ 3C2BXK).
Hence,
‖f(x+ y)− f(x)− f(y)‖ ≤ C(K + 3C2BXK).
Thus, f is quasi-linear on the unit ball. By homogeneity, f is quasi-linear, and
the proof is complete. 
The relaxation of homogeneous condition allows us to work with function of one
variable on the real numbers and Lipschitz functions on the reals in particular.
The following theorem, stated for Lipschitz functions, enables us to construct a
natural quasi-linear maps between sequences spaces in later sections.
62
Theorem 5.1.14 [43, Theorem 3.7(a)] If θ : R → R is a Lipschitz function,
then the map
f(t) =
 tθ
(
log(1/|t|)) if t 6= 0,
0 if t = 0
is quasi-additive, of order L log2 where L is the Lipschitz constant of θ.
Proof. For t1, t2 > 0, ∣∣∣∣f(t1 + t2)− f(t1)− f(t2)t1 + t2
∣∣∣∣
=
∣∣∣∣θ(log 1t1 + t2
)
− t1
t1 + t2
θ
(
log
1
t1
)
− t2
t1 + t2
θ
(
log
1
t2
)∣∣∣∣
≤ L
(
t1
t1 + t2
log
t1 + t2
t1
+
t2
t1 + t2
log
t1 + t2
t2
)
Since
t log
1
t
+ (1− t) log 1
1− t ≤ log 2, 0 < t < 1,
we conclude that
|f(t1 + t2)− f(t1)− f(t2)| ≤ L log 2(t1 + t2).
Thus, F is quasi-additive.
5.1.3 Twisted sum of sequences spaces
In this subsection, the results of the previous subsection are applied to construct
quasi-linear maps on sequences spaces. The main result is that under very general
conditions on a sequence space E, there is a non-trivial twisted sum of E and
itself.
If E is a sequence space with an unconditional basis (en) (definition in chapter 1),
the linear span R∞ of (en) is a dense subspace of E. Given any Lipschitz functions
on positive real numbers, using the technique described previously, we can define
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a quasi-additive map and then a quasi-linear map f on the real numbers that
depends on some initial Lipschitz function. For each element x =
(
x(k)
)
of R∞,
apply this quasi-linear map to each coordinate x(k); naturally, we can define a
quasi-linear map from R∞ to R∞ which maps x =
(
x(k)
)
to
(
f
(
x(k)
))
. An
extension to a quasi-linear map on the whole space E then follows from Theorem
5.1.7. Thus, in a sense, the problem is reduced to finding suitable functions of
one variable.
Let L denote the class of Lipschitz functions φ : R → R such that φ(t) = 0 for
t ≤ 0.
For φ ∈ L we define a quasi-additive map f0 : R∞ → R∞ by
f0(x)(k) =
 x(k)φ
(− log |x(k)| ) if x(k) 6= 0, k ∈ N,
0 if x(k) = 0
Then by Theorem 5.1.13 and Theorem 5.1.7, f0 induces a quasi-linear map f1 :
R∞ → R∞:
f1(x) =
 ‖x‖f0(x/‖x‖) if x 6= 0,0 if x(k) = 0
and f1 may be extended to a quasi-linear map f : E → E. Next we summarise
some of the major properties of the twisted sum E ⊕f E.
Notation: For φ ∈ L, let E(φ) denote the twisted sum E ⊕f E with f arising
through the construction described above.
Theorem 5.1.15 [43, Theorem 4.2] Let E be a quasi-Banach space with an un-
conditional basis (en)such that no subsequence of (en) is equivalent to the unit
vector basis of c0. Let φ and ψ be in L. Then
(i) the two twisted sums E(φ) and E(ψ) are equivalent if and only if
sup
0<t<∞
|φ(t)− ψ(t)| <∞;
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(ii) the two twisted sums E(φ) and E(ψ) are projectively equivalent if and only
if for some α 6= 0,
sup
0<t<∞
|φ(t)− αψ(t)| <∞;
(iii) E(φ) is trivial if φ is bounded.
Sobczyk’s theorem (Theorem 1.0.39) shows that the assumption about en is nec-
essary in the preceeding theorem.
Since the class L has many unbounded functions, an immediate consequence of
Theorem 5.1.15 is
Corollary 5.1.16 [43, Corollary 4.4] Let E be a quasi-Banach space with an
unconditional basis (en) such that no subsequence of (en) is equivalent to the
usual basis of c0. Then (E,E) fails to split.
The space `p, 0 < p < ∞ has an unconditional basis which has no subsequence
equivalent to a basis of c0, thus, `p is isomorphic to a space satisfying the as-
sumption of Corollary 5.1.16 and hence:
Corollary 5.1.17 [43, Corollary 4.5] For 0 < p < ∞, the pair (`p, `p) fails to
split.
In the scope of this thesis we discuss mostly quasi-Banach spaces, however, most
of the results presented here are valid for quasi-normed F -spaces and B-convex
Banach spaces. The following result arose from the study of these spaces by
Kalton and Peck [43] and is very much relevant to the previous discussion of
sequences spaces in this section.
Theorem 5.1.18 [43, Theorem 4.7] If 1 < p < ∞ and φ ∈ L, then `p(φ) is
isomorphic to a Banach space. In particular, `p(φ) may be renormed so that it is
projectively equivalent to an isometric twisted sum of `p and `p.
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Corollary for p = 2 and the above theorem give a solution to the Palais theorem.
Corollary 5.1.19 [43, Corollary 4.8] There is an isometric twisted sum of Ba-
nach spaces
0 // `2 // Z2 // `2 // 0
which does not split.
The Banach space Zp, 1 < p < ∞. For a fixed p, the spaces `p(φ) obtained
by taking φ(t) = ct, c 6= 0, are projectively equivalent twisted sums and hence
isomorphic as Banach spaces. Let Zp denote any element of the isomorphism
class of the Banach space `p(φ), φ(t) = ct, c 6= 0.
The next theorem summarises some properties of Zp.
Theorem 5.1.20 [43, Theorem 6.1] For 1 < p <∞
(i) Zp is a reflexive Banach space with a basis.
(ii) Zp may be normed in such a way that it has a closed subspace M isometric
to `p with Zp/M also isometric to `p.
(iii) Further, Z∗p is isometric to Zq, where
1
p
+ 1
q
= 1. However, Zp is not
isomorphic to `p.
Partial Proof.
(i) The fact that `p is a reflexive Banach space implies that `p(φ) is a reflex-
ive Banach space for every φ ∈ L. Thus Zp is a reflexive Banach space. By
Theorem[43, 4.10], Zp has a basis.
(ii) [43, Theorem 4.7].
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(iii) For 1 < p ≤ 2, by Theorem 6.2(a)[43], Zp has type p −  for some  > 0
but not type p. Thus, Zp cannot be isomorphic to `p.
For p > 2, the conclusion follows by duality. 
The following concepts are useful in further exploration of properties of Zp.
Definition 5.1.21 If X and Y are Banach spaces, and S is an operator from X
to Y
(i) S is said to be strictly singular if for any infinite-dimensional Banach
space M and any operator A : M → X, the composition SA fails to be an
into isomorphism.
(ii) S is said to be strictly co-singular if for any infinite-dimensional Banach
space N and any operator B : Y → N , the composition BS fails to be an
open map.
An example [43] of a short exact sequence such that the injective map is strictly
co-singular and the quotient map is singular is 0 // `p // Zp // `p // 0 .
No other example of this was known to the authors of [43] at the time. After
a brief literature research, the author of this thesis has not found any other
published example of this type.
Details of further studies of strictly singular operators on Zp can be found in
Section 6 of [43]. A summary of the main results follows.
Theorem 5.1.22 If T : Zp → Zp is not strictly singular, there is a subspace W
of Zp which is isomorphic to Zp such that T is an isomorphism on W .
Corollary 5.1.23 Every infinite-dimensional complemented subspace of Zp con-
tains a subspace isomorphic to Zp.
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Corollary 5.1.24 Zp has no complemented subspace isomorphic to `p.
Corollary 5.1.25 Z2 cannot be embedded in any Lp (1 ≤ p <∞).
Corollary 5.1.26 Zp has no complemented infinite-dimensional subspace with
an unconditional basis.
5.2 Classical Algebraic Approach: Pull-back and
Push-out squares
In this section, we study an algebraic approach (homological algebra) to the
construction of twisted sums. The fundamental tools being used are the push-
out and pull-back squares.
The first part of the section gives definitions of the pull-back and push-out square,
and some simple applications of the pull-back square. In the second part, we study
the idea of “uniform boundedness principles” for twisted sums of quasi-Banach
spaces [10] and examples of twisted sums of classical Banach spaces, in particular,
the non-trivial twisted sum of `1 and c0.
5.2.1 Definitions and simple applications
This section gives definitions of the pull-back and push-out squares, the idea of
using zero-linear maps to quantify the fact that a short exact sequence is trivial
without making any reference to the middle space.
Definition 5.2.1 Let S : Z → Y and T : V → Y be two operators. The pull-
back of {S, T} is the space PB{S, T} = {(z, v) : Sz = Tv} ⊂ Z × V endowed
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with the relative product topology, together with the restrictions of the canonical
projections of Z × V onto, respectively, Z and V.
If 0 // X // Z
q // Y // 0 is a short exact sequence, and T : V → Y is
an operator and PB denotes the pull-back of {q, T}, then the diagram:
0 // X // Z
q // Y // 0
0 // X //
iX
OO
PB //
OO
V //
T
OO
0
commutes with exact rows. The three-lemma implies that the operator from PB
to Z is onto if and only if T is.
The pull-back sequence splits if and only if the operator T can be lifted to Z, i.e.
there exist an operator τ : V → Z such that q ◦ τ = T and the diagram
0 // X // Z
q // Y // 0
0 // X //
iX
OO
PB //
OO
V //
τ
aaCCCCCCCC
T
OO
0
commutes.
Definition 5.2.2 Let S : X → Z and T : X → V be two operators. The push-
out of {S, T} is the space PO = (V ⊕ Z)/4, where 4 is the closure of the
set {(Tx, Sx) : x ∈ X} endowed with the quotient topology, together with the
restrictions of the quotient map to, respectively, V and Z.
If 0 // X
j // Z // Y // 0 is a short exact sequence, and T : X → V is
an operator and PO denotes the push-out of {j, T}, then the diagram
0 // X
j //
T

Z //

Y //
iY

0
0 // V // PO // Y // 0
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commutes with exact rows. The operator from X into PO is an isomorphic
embedding if and only if T is. The push-out sequence splits if and only if the
operator T can be extended to Z, i.e. there exists an operator τ : Z → V such
that τ ◦ j = T and the following diagram commutes
0 // X
j //
T

Z //

τ
}}zz
zz
zz
zz
Y //
iY

0
0 // V // PO // Y // 0
The Johnson-Lindenstrauss spaces [38]
The Johnson-Lindenstrauss space, which we shall denote by JL2, provides an
example of a non-trivial twisted sum of c0 and a Hilbert space. From the twisted
sum point of view, this is its most interesting property, but it is also a counter-
example to several other problems in Banach spaces. In 1974, Johnson and
Lindenstrauss [38] proved that a subspace X of a weakly compactly generated
(WCG) Banach space is WCG provided that X∗ is so. The space JL2 was
also shown in the paper to be an example of a non WCG space whose dual is a
weak∗-separable WCG space with an unconditional basis. Also, no non-separable
subspace of JL2 embeds in `∞.
The details of the construction of the Johnson-Lindenstrauss space JL2 can be
found in the original paper [38, Example 1]. We shall discuss an alternative
method of constructing this space through application of the pull-back technique
which involves three spaces JL∞ (defined below), c0(Γ) and `2(Γ). It will then
be clear that JL2 arises naturally from the construction of the pull-back.
An inspection of the proof of Theorem 1.0.40 shows that the space X constructed
there is a non-trivial twisted sum of c0 and c0(Γ). For consistency of notation,
we call this space JL∞ instead of X; it is [38, Example 2].
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Now, consider the pull-back diagram
0 // c0 // JL∞ // c0(Γ) // 0
0 // c0 //
ic0
OO
JL2 //
OO
`2(Γ) //
i
OO
0
(5.-23)
where i : `2(Γ) → c0(Γ) is the identity mapping that maps each vector x in `2(Γ)
to the same vector in c0(Γ).
Some properties of the Johnson-Lindenstrauss space JL2 are as follows.
(i) It is clear from the pull-back construction that JL2/c0 is isometric to `2(Γ).
(ii) To see that JL2 is a non-trivial twisted sum of c0 and `2(Γ): The obvious
mapping from JL2 to `∞ is one to one, thus JL∗2 is weak
∗-separable, so every
weakly compact subset of JL2 is separable. Moreover, JL2 is nonseparable,
therefore JL2 is not WCG. Since c0 ⊕ `2(Γ) is WCG, this implies that JL2
is a non-trivial twisted sum.
(iii) JL∗2 is isomorphic to `1 ⊕ `2(Γ) and thus is a WCG space with an uncon-
ditional basis. (The lifting property of `1 implies that the dual space JL
∗
2
is isomorphic to the direct sum of `1 and a Hilbert space, and thus, JL
∗
2 is
WCG).
(iv) JL2 is not isomorphic to a subspace of `∞, and the same is true for every
non-separable subspace of JL2 [38, Example 1].
We also note that the pull-back diagram 5.2.1 works for p 6= 2 if we replace JL2
and `2 by JLp and `p, respectively.
Non-trivial twisted sums of c0 and `∞
We recall from the preliminary chapter that a compact Hausdorff space is called
Stonean if the closure of each open set is also open. The following theorem of
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Rosenthal’s is needed in order to show that a certain twisted sum of c0 and `∞
is non-trivial.
Theorem 5.2.3 (Rosenthal’s Theorem) [70, Theorem 3.7] If X contains no
copy of `∞ and Ω is Stonean, then every bounded linear operator T : C(Ω) → X
is weakly compact.
Consider a nontrivial sequence 0 → c0 → JL2 → `2(Γ) → 0, where Γ has the
cardinality of continuum as described previously([38]). The pull-back diagram
0 // c0 // JL2 // `2(Γ) // 0
0 // c0 //
ic0
OO
PB //
OO
`∞ //
q
OO
0
where q : `∞ → `2(Γ) is a quotient map gives a nontrivial exact sequence.
Proof.
We first note that the existence of q was shown by Rosenthal [69, Proposition 3.4].
It is enough to show that the space JL2 cannot be a quotient of c0⊕`∞ → JL2. If
Q : c0⊕`∞ → JL2 is a quotient map, then as no subspace of JL2 is isomorphic to
`∞([38]), by applying Rosenthal’s theorem, the restriction Q|`∞ is weakly compact
and so has separable range. Thus, Q(c0 ⊕ `∞) is separable, but JL2 is not. It
follows that Q is not onto and the PB sequence is non-trivial. 
Non-trivial twisted sum of c0 and L1(µ)
Sobczyk’s theorem [72] shows that every twisted sum of c0 with a separable
Banach space is trivial. It is interesting to expose a non-trivial twisted sum of c0
and L1(µ) for some particular measure µ.
Consider a nontrivial exact sequence 0 → c0 → JL∞ → c0(Γ) → 0, and for some
finite measure µ there exists a dense range map from L1(µ) to c0(Γ) (see [15,
Example 3.5]). Recall from Section 4.3 that the space L1(µ) is WCG whenever
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µ is a finite measure. Moreover, JL∞ is not WCG. Thus the pull-back diagram
0 // c0 // JL∞ // c0(Γ) // 0
0 // c0 //
ic0
OO
PB //
OO
L1(µ) //
q
OO
0
gives a non WCG space PB that cannot therefore be isomorphic to c0 ⊕ L1(µ).
5.3 Local Techniques and applications
Kalton [42, Proposition 3.3] asserts that if every twisted sum of two given Banach
spaces is trivial, then there is a uniform bound on the distance to linearity for all
quasi-linear maps between them. This can be regarded as a quasi-linear version
of Uniform Boundedness Principle. Since many results in this area depend on the
local structure space, it was of great interest to search for a finite dimensional
version of this principle. Cabello Sa´nchez and Castillo[10] introduced a concept
of locality (locally E) and then used it to achieve the finite dimensional versions
of the Uniform Boundedness Principle [10, Theorem 3,4]. They then applied
these theorems to determine the existence of non-trivial twisted sums of certain
Banach spaces, in particular of `1 and c0.
This section starts with the notion of zero-linearity, and the Uniform Boundedness
Principle by Kalton[42]. It then gives the definition of locally E , definitions related
to this concept, and theorems by Cabello Sa´nchez and Castillo[10]. The last part
of this sections is devoted to applications of the pull-back and push-out squares
and these theorems to find non-trivial twisted sum of some classical sequences
spaces.
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5.3.1 Theorems
Definition 5.3.1 Let X and Y be two Banach spaces. A map f : Y → X is said
to be zero-linear if it is homogenous and there is a constant K such that for all
points xi ∈ X, ∥∥∥∥∥f
(
n∑
i=1
xi
)
−
n∑
i=1
f(xi)
∥∥∥∥∥ ≤ K
(
n∑
i=1
||xi||
)
The infimum of the constants K is denoted by Z(f), and is called the zero-
linearity constant of f.
From the definition, we can easily see that every zero-linear map is a quasi-linear
map. Therefore, zero-linear maps give rise to twisted-sums, and the construction
of a twisted sum of two Banach spaces whose zero-linear map acts on is essentially
the same as in the quasi-linear map case. All the results for quasi-linear maps
are applicable for zero-linear maps.
The most interesting fact about zero-linear map is “every twisted sum of X and
Y is isomorphic to a Banach space if and only if every quasi-linear map from Y
to X is zero-linear” [9, Theorem 2].
It is also interesting to see the relationship between the zero-linearity constant of
the map f : Y → X and the distance from f to the space of linear maps from Y
to X. The most important result was given by Kalton [42, Proposition 3.3]. In
the following theorem of Kalton, the distance between two homogenous maps S
and T from Banach space Y to Banach space X is given by
d(S, T ) = inf{C : ||S(y)− T (y)|| ≤ C||y|| for all y ∈ Y }.
Theorem 5.3.2 [42] Let X and Y be Banach spaces such that Ext(Y,X) = {0}.
Then there exists a constant C such that, for every zero-linear map f : Y → X,
one has d(f, T ) ≤ CZ(f) for some linear map T : Y → X.
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Definition 5.3.3 [10] Let E be a family of finite dimensional Banach spaces.
(i) A Banach space X is said to be locally E if there is a constant C so that:
for every finite dimensional subspace of X is contained in another finite
dimensional subspace F of X, such that for some E ∈ E, d(F,E) ≤ C.
(ii) X is said to contain E uniformly complemented if there is a constant
C such that, every element of E is C-isomorphic to some C-complemented
subspace of X.
The class of all Banach spaces that are locally E is denoted by Λ(E)
The class of all Banach spaces containing E uniformly complemented is denoted
by Π(E) .
If E is a family of `np spaces, then being locally E (i.e. Λ(E)) means that X is a
Lp space.
Theorem 5.3.4 [10, Theorem 2] Let X be a Banach space complemented in its
bidual and let E be a family of finite dimensional Banach spaces. If for some
W ∈ Π(E), Ext(W,X) = {0}, then for every Y ∈ Λ(E), Ext(Y,X) = {0}.
Proof. By Theorem 5.3.2, there is a constant C such that, for every E ∈ E and
every zero-linear map f : E → X, there exists a linear map g : E → X such that
d(f, g) ≤ CZ(f).
Now let f : Y → X be a zero-linear map. Since Y is locally E , there is a cofinal
subnet G of the net of all finite dimensional subspaces of Z such that, for every
G ∈ G, there is E ∈ E with d(G,E) ≤ M . For each G ∈ G, let fG denote the
restriction of f to G. Clearly, fG is zero-linear, with Z(fG) ≤ Z(f). Thus, we
can choose a linear map gG : G→ X so that d(fg, gG) ≤ CMZ(f) for all G ∈ G.
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Let U be a non-trivial ultrafilter on G. We can define a linear map g : Y → X∗∗
by taking
g(y) = weak∗ lim
U(G)
gG(y).
This definition of G makes sense since, for every y ∈ Y , the net gG(y) is well-
defined for G large enough and bounded: ||gG(y)|| ≤ ||f(y)||+MCZ(f)||z||.
Finally, let pi be a bounded linear projection ofX∗∗ ontoX. Then the composition
pi ◦ g is a linear map from Y to X, with
d(f, pi ◦ g) ≤MCZ(f)||pi||.
Hence, Ext(Y,X) = {0}. 
Given families E and F of finite dimensional Banach spaces, we say that Ext(E ,F) =
{0} uniformly if there is a constant C such that, for every pair of spaces A ∈ E
and B ∈ F , one has that for every zero-linear map f : B → A, there is a linear
map T : B → A so that dist(f, T ) ≤ CZ(f) [10].
The proof of Theorem 5.3.4 contains the following finite dimensional versions
Theorem 5.3.5 [10, Theorem 3] Let E and F be families of finite-dimensional
Banach spaces such that Ext(F , E) = {0} uniformly. Suppose X ∈ Λ(E) and
Y ∈ Λ(F). If X is complemented in its bidual, then Ext(Y,X) = {0}.
Theorem 5.3.6 [10, Theorem 4] Let E and F be families of finite-dimensional
Banach spaces. Let X and Y be Banach spaces such that X ∈ Π(E) and
Y ∈ Π(F). Then Ext(Y,X) = {0} implies that Ext(F , E) = {0} uniformly.
It is important that the role of Λ(E) and Π(E) cannot be reversed. For instance,
Ext(`1, `2) = {0} while Ext(`2, `1) 6= {0}. Also, the hypothesis that X is comple-
mented in its bidual is essential: Ext(`1, c0) = {0} and Ext(c0, c0) = {0} while
for some measure µ, Ext
(
L1(µ), c0
) 6= 0 and Ext(`∞, c0) 6= 0 (see Subsection
5.2.1).
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5.3.2 Applications
Non-trivial twisted sums of `1 and `2
Let 0 → `2 → Z2 → `2 → 0 be Kalton and Peck’s solution to Palais problem
([43, Corollary 4.8]).
Let j : `2 → L1 [36, Theorem 7.4] be an isomorphic embedding and consider the
push-out diagram
0 // `2 //
j

Z2 //

`2 //
i`2

0
0 // L1 // PO // `2 // 0.
The space L1 ⊕ `2 has cotype 2 but Z2 does not [43]. Thus, Z2 cannot be a
subspace of L1 ⊕ `2. Hence, the space PO is not isomorphic to L1 ⊕ `2, i.e. the
short exact sequence is nontrivial. By Theorem 5.3.4, there is a nontrivial twisted
sum of `1 and `2.
Non-trivial twisted sums of `2 and c0
The construction of non-trivial twisted sums of `2 and c0 is dual of the construc-
tion of non-trivial twisted sums of `1 and `2. We note that if X is both a quotient
of a C(K) space and a subspace of an L1 space, then it is isomorphic to a Hilbert
space [28, Section 4.4, Proposition 5]. If Z2 were a quotient of a C(K) space,
then its dual would be a subspace of an L1 space. Since Z2 is isomorphic to its
own dual, it would then be a Hilbert space. This contradiction shows that Z2
cannot be a quotient of a C(K) space. Hence, considering the pull-back diagram
0 // `2 // Z2 // `2 // 0
0 // `2 //
i`2
OO
PB //
OO
L∞ //
j∗
OO
0.
we see that Ext(L∞, `2) 6= 0. The conclusion Ext(c0, `2) 6= 0 is a consequence of
Theorem 5.3.4.
A different way of obtaining a non-trivial twisted sum of `2 and c0 by D. Yost
(see [9, page 15])by first noting that in previous example, we have a non-trivial
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sequence 0 // `1 // Z // `2 // 0 . Since `1 = c
∗
0 and `2 is reflexive, [19]
shows that this sequence is the transpose of a non-trivial sequence
0 // `2 // Z∗ // c0 // 0 , where Z∗ is the predual of Z.
Non-trivial twisted sums of `1 and c0
It is enough to show that there is a non-trivial sequence
0 // L1 // X // L∞ // 0 , and then Theorem 5.3.4 implies that Ext(c0, `1) 6=
0. We start with the sequence 0 // `2 // Z2 // `2 // 0 and construct
the push-out and pull-back diagram
0 // `2 //
j

Z2 //

`2 //
i`2

0
0 // L1 // PO // `2 // 0
0 // L1 //
iL1
OO
PB //
OO
L∞ //
q
OO
0.
where q is a quotient map (for instance, q can be taken as the transpose of the
isomorphic embedding j : `2 → L1).
The proof that the lowest sequence does not split, or equivalently, that q cannot
be lifted to an operator Q : L∞ → PO is technical, we refer readers to [10] for
more details.
The possibility that the Banach space constructed above is isomorphic to the
product `1 ⊕ c0 cannot be excluded at this stage, although it seems unlikely.
Proposition 5.3.7 [10, Corollary 1] Let Y be a cotype space containing `2. Then
Ext(`2, Y ) 6= 0 and Ext(`∞, Y ) 6= 0. If moreover, Y is complemented in its
bidual, then Ext(c0, Y ) 6= 0.
Further applications of Theorems 5.3.2 and 5.3.4 yields the following results,
which can also be regarded as another “uniform boundedness” theorem.
Theorem 5.3.8 [10, Theorem 5] Let X and Y be Banach spaces such that Ext(Y,X) =
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{0}. Then there is a function f : R4 → R such that, for every short exact se-
quence
0 // X
j // Z
q // Y // 0
in which Z is a Banach space (with convex norm), one has
d(Z,X ⊕1 Y ) ≤ f
(‖j‖, ‖j−1‖, ‖q‖, ‖(q∗)−1‖).
Corollary 5.3.9 [10, Corollary 2] Let X be an infinite dimensional space with
cotype 2. Then Ext(`2, X) 6= 0.
Proof. Suppose, on the contrary, that Ext(`2, X) = {0}. By Dvoretzky’s the-
orem [22], for each n ≥ 1, there is an operator T : `n2 → X with ‖T‖ · ‖T−1‖ ≤
1 + 1/n. Let P : `2 → `n2 be the obvious projection and let R = P ◦ T . The
push-out diagram
0 // `2 //
R

Z2 //

`2 //
i`2

0
0 // X // POn // `2 // 0.
and the fact that d(POn, X⊕1 `2) is bounded by a constant which is independent
of n would imply that Z2 is finitely representable in X ⊕1 `2. Since X ⊕1 `2 has
cotype 2, this is a contradiction.
Corollary 5.3.10 [44, Theorem 4.1] Let Y be an infinite dimensional space such
that Y ∗ has cotype 2. Then Ext(Y, `2) 6= 0.
Proof. We know that there is a non-trivial exact sequence
0 // Y ∗ // Z // `2 // 0 .
By [19] again, this sequence is the adjoint on a non-trivial sequence
0 // `2 // Z∗ // Y // 0 
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A further application of the uniform boundedness technique provides some im-
provement for a classical charaterisation of L1-spaces. Every twisted sum of a
Banach space which is complemented in its bidual and an L1 splits [51]. The
converse is also true: If Ext(Y,X) = {0} for all Banach spaces X which is com-
plemented in its bidual then Y is an L1-space. This result was further improved
in [10]
Proposition 5.3.11 [10, Proposition 2] A Banach space Y is a L1-space if and
only if for each reflexive space R, one has Ext(Y,R) = {0}.
5.4 Further Research Questions
There are two types of questions that one naturally asks. They are: “Which
pair of (quasi–) Banach spaces (X,Y ) satisfies Ext(Y,X) = {0}?”, and “If two
(quasi–) Banach spaces X and Y satisfy Ext(Y,X) 6= {0}, then what is the
dimension of the vector space Ext(Y,X)?”.
A well-known consequence of the Hahn-Banach Theorem is that `∞ is comple-
mented in every superspace; therefore, every twisted sum of `∞ with another
Banach space is trivial. For every Banach space Y , Ext(Y, `∞) = {0}. We also
know that for every Banach space Y , Ext(Y, L∞) = {0}. So if X is either `∞ or
L∞, Ext(Y,X) = {0} for every Banach space Y .
Now, if X is c0, Sobczyk’s theorem shows that Ext(Y,X) = 0 if Y is separa-
ble. We observe from these results that when X has less properties (being c0
is less stronger that being `∞), Y must possess more properties (in this case,
separability) in order to induce Ext(Y,X) = 0.
At the other extreme, when Y is `1, the lifting property of `1 guarantees that
Ext(Y,X) = {0} for every Banach space X. Thus, we anticipate that there is a
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balance between properties of X and properties of Y that induces Ext(Y,X) = 0,
and we focus on the search for some intermediate conditions on X and Y . First,
we list some known results in decreasing order on properties of X.
Result 1.(Consequence of the Hahn-Banach Theorem) If X = `∞, then Ext(Y,X) =
0 for every Banach space Y .
Result 2. If X = L∞(µ) for a measure µ, then Ext(Y,X) = 0 for every Banach
space Y .
We recall that if E be a family of finite dimensional Banach spaces, a Banach
space X is said to be locally E if there is a constant C such that every finite
dimensional subspace of X is contained in another finite dimensional subspace F
of X, such that d(F,E) ≤ C for some E ∈ E . A consequence of Theorem III [53]
is
Result 3. If X is L∞ and complemented in its bidual, then Ext(Y,X) = 0 for
every Banach space Y .
The space c0 is locally {`n∞}n but uncomplemented in its bidual, thus if X = c0,
there should be some other conditions on Y to induce Ext(Y,X) = 0. In fact,
Sobczyk’s theorem confirms this assertion as pointed out before. However, for
the completeness of the list, we list this result again.
Result 4.(Sobczyk’s Theorem)[72] If X = c0, then Ext(Y,X) = 0 for every
separable Banach space Y .
For every ordinal number α, which is less than ωω, a result of Bessaga and
Pe lczynski’s [5] asserts that C(α) is isomorphic to c0. Thus, the next intermediate
result that fits in the pattern should be one that considers the case X = C(ωω).
Theorem 4.4 of Cabello-San´chez et. al.[11] gives the answer to this case. However,
we need the following definition of a Banach space that admits a summable Szlenk
index.
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Suppose that X is an infinite-dimensional Banach space and K is a weak∗-
compact subset of X∗. For  > 0, let V be the set of all weak∗-open sub-
sets V of X∗ such that diam(V ∩ K) < . We define the -interior of K,
ιK = K \ ∪{V : V ∈ V}. X is said to admits a summable Szlenk index
if there is a constant C so that
∑n
i=1 i ≤ C whenever ι1ι2 · · · ιnUX∗ 6= ∅. This
idea was introduced in [45] but under a different name.
Every subspace of c0 admits a summable Szlenk index and so does certain reflexive
Banach space [45].
Result 5. [11, Theorem 4.4] If Y has unconditional finite dimensional decom-
position, then Ext
(
Y,C(ωω)
)
= 0 if and only if Y is isomorphic to the dual of a
space with summable Szlenk index.
What if we take X = C(K) for some arbitrary space K? A theorem of Johnson
and Zippin[39], which was established before the result by Cabello-San´chez et.
al., asserts that
Result 6. If X = C(K) for an arbitrary compact space K, then Ext
(
Y,C(K)
)
=
0 when Y is the dual of a subspace of c0.
At the other end of the table, we have the following results
Result 7. If Y = L1(µ), then Ext(Y,X) = 0 for every reflexive Banach space
X.
As we mentioned before, the lifting property of `1 guarantees
Result 8. If Y = `1 or `1(Γ), then Ext(Y,X) = 0 for every Banach space X.
It would be interesting to fill in the intermediate results between Result 6 and
Result 7. There are two particular problems of interest.
Problem 1. Given a fixed compact space K, characterise subspace X of `1 so
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that all operators T : X → C(K) extends to `1.
Problem 2. If Ext
(
Y,C(K)
)
= 0 for every compact space K, does Ext(Y,L∞) =
0 for all L∞-spaces?
Now, if Ext(Y,X) 6= {0} then what is the dimension of Ext(Y,X)?
When X = c0 and Y = `2(Γ), we assert that dimExt(Y,X) ≥ 2.
The Johnson-Lindenstrauss JL2 [38, Example 1] provides an example of a non-
trivial twisted sum of c0 and `2(Γ).
Another example of of a non-trivial twisted sum of c0 and `2(Γ) is due to Yost
[77]. Let K be the unit ball of the space `2(Γ)
∗ = `2(Γ). Parovicˇenko’s theorem
[6] implies that there is a continuous mapping T from βN\N onto K. Then T ∗ :
C(K) → C(βN\N) is an isometric embedding. Since C(βN\N) is isometric to
`∞/c0, this implies that `∞ contain a twisted sum of c0 and C(K). Moreover, since
K is non-separable, `∞ cannot contain a copy of C(K) and thus, the twisted sum
of c0 and C(K) is non-trivial. Since C(K) ⊇ `2(Γ), we have another non-trivial
twisted sum of c0 and `2(Γ), which is different from the Johnson-Lindenstrauss
example.
Hence, dim
(
Ext(`2(Γ), c0)
) ≥ 2.
We also assert that Ext(`p, `p) has infinite dimension, to see this, we need the
following result of Kalton and Peck [43].
Proposition 5.4.1 [43, Corollary 5.5] If we take
φr(t) =
 t if 0 ≤ t ≤ 1,tr if 1 < t <∞,
then the spaces `p(φr), (0 < r ≤ 1) are mutually non-isomorphic.
We notice from definition, X⊕fY and X⊕cfY , where f is a quasi-linear map from
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Y to X and c is a non-zero constant, are projectively equivalent. By the above
proposition, `p(φr)  `p(φs) if r 6= s, and `p(φr) ∈ Ext(`p, `p), thus Ext(`p, `p) is
infinite dimensional.
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Notation
N natural numbers.
R real numbers.
C complex numbers.
K scalar field - either R or C.
Lp(µ) space of µ-measurable function f for which ||f ||p = (
∫ |f |pdµ)1/p <∞,
0 < p <∞.
UX closed unit ball of the Banach space X.
X∗ topological dual space of a space X.
X∗∗ second topological dual of a space X.
‖.‖ norm
d(X, Y ) Banach-Mazur distance between two normed spaces X and Y .
µp(x1, x2, ..., xk) Refer to the beginning of chapter 2.
pip p-summing norm of an operator T between Banach spaces.
P(X, Y ) set of all p-summing operators from X to Y .
`∞ space of bounded sequences
`p space of summable sequences
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`1 space of summable sequences
`n∞ n-dimensional space of bounded sequences
`np n-dimensional space of summable sequences
c0 space of null sequences
`∞(Γ) space of all bounded scalar-valued functions defined on Γ
`∞(S) space of bounded functions from S to K
ker kernel
L(X, Y ) space of continuous linear mappings from X to Y
∼= isomorphic
≡ isometric
co convex cover
δij 1 if i = j, 0 otherwise
T |Y restriction of an operator T on a subspace Y .
x⊥y x is orthogonal to y.
Y 0 polar of a subspace Y .
A+B set of all elements a+ b where a ∈ A and b ∈ B.
A⊕B direct sum of subspaces A and B.
C(K) space of continuous functions on a Compact Hausdorff space K
linsp(K) linear span of a set K.
Y 00 polar of Y 0.
T ∗ adjoint operator of an operator T .
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E closure of a set/subspace E
V
w
closure of a set/subspace V with respect to the weak topology.
V
w∗
closure of a set/subspace V with respect to the weak∗ topology.
Q(f) quasi-linearity constant of f .
X ⊕f Y twisted sum of X and Y arises from a quasi-linear map f : X → Y .
Ext(X, Y ) Extension of X by Y
ABBREVIATIONS
WCG Weakly Compactly Generated.
PRI Projectional Resolution of the Identity.
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