LOCAL MONODROMY IN NON-ARCHIMEDEAN ANALYTIC GEOMETRY LORENZO RAMERO second release CONTENTS Tr S/R : S ⊗ R S → R a ⊗ b → tr S/R (ab).
The present work can be seen either as a sequel to R.Huber's article [28] , or as a prequel to my own earlier 1 [35] . Let (K, |·|) be an algebraically closed valued field of mixed characteristic (0, p), complete for its rank one valuation | · |; one of the main themes of [35] is the study of the (étale) fundamental group of the punctured disc D(r) * := {x ∈ K | 0 < |x| ≤ r} (for any r > 0). More specifically, my motivation is the analysis of the local monodromy (i.e. the behaviour in a neighborhood of the origin 0 ∈ D(r)) of locally constant sheaves of Λmodules defined on theétale site D(r) * et (here Λ is any filtered union of finite rings in which p is invertible); hence, I am really interested in classifying the germs of coverings -that is, I do not distinguish two coverings f : X → D(r) * and f ′ : X ′ → D(r ′ ) * if they agree over some punctured disc D(r ′′ ) * with r ′′ ≤ r, r ′ .
The distinction is an important one; indeed, despite its apparent simplicity, the analytic space D(r) * remains a rather mysterious object, and all the available information about its topology is fragmentary, with few hard won general results. On the other hand, the germs of finite coverings of D(r) * are completely classified by the so-called p-adic Riemann existence theorem, proved by O. Gabber around 1982 (unpublished) and by W.Lütkebohmert about ten years later ( [33] ). Explicitly, every such finite germ is of Kummer type. Though no such description is known for generalétale coverings of D(1) * (i.e. for those of infinite degree), this provides some evidence for the thesis that, by shifting the focus to germs of coverings, one should expect to reach a new, but substantially tamer mathematical territory -one in which some general geographical features are discernible and can be used as worthwhile reference points.
Some partial confirmation of our thesis is already presented in [35] : I may mention the complete classification of the germs of Galois coverings whose Galois group is torsion and abelian. As a corollary, the local monodromy of locally constant sheaves of free rank one Λ-modules on D(1) * et is now fully understood. More generally, [35] also proposes a wellbehaved class of meromorphically ramified sheaves of Λ-modules of arbitrary rank on D(1) * et , for which one can define a Swan conductor, measuring the ramification around the missing origin 0 ∈ D(1). However, meromorphic ramification is too much of an ad hoc notion, and much more work remains to be done before we understand the local monodromy of higher rank Λ-modules on D(1) * et . After my initial attempts, the main advancement in this direction has been accomplished in [28] . In it, Huber extends usual ramification theory to a certain class of rank two henselian valuation rings, that contains in particular all the rank two continuous valuations of one-dimensional affinoid algebras (see (2.4.8) for an explicit descriptions of these valuations, which are points in the adic spectrum of such algebras). Armed with this new ramification theory, he then defines a Swan conductor that measures the ramification of a constructible sheaf F of Λ-modules at the border of a p-adic annulus D(a, 1) := {x ∈ K | a ≤ |x| ≤ 1} (for a ≤ 1). This invariant is an integer, which we denote provisionally by sw(F, a). Suppose now that F is a locally constant Λ-module on D(1) * et ; we deduce a family of integers sw(F, a) for every 0 < a ≤ 1. If F is meromorphically ramified at the origin, the resulting function a → sw(F, a) converges for a → 0, and the limit is precisely the Swan conductor of F defined in [35] .
To make further progress, it is necessary to understand how this invariant of Huber evolves when the radius of the annulus shrinks to zero, and F is an arbitrary constructible locally constant Λ-module on D(1) * . This is the problem that we solve in this article. I was aware for a long time that the key to solving this problem was a deeper understanding of the p-adic Riemann existence theorem, but I found Lütkebohmert's paper [33] quite impenetrable, due to its reliance on advanced geometric 1 The fact that the former article mentions the latter as a source of inspiration should be construed neither as a logic fallacy nor as a violation of causality. tools (such as semi-stable reduction for algebraic curves over K) and a very tricky (or so it seems to me) combinatorial analysis of the special fibre of an integral model.
Happily, recently I learned from Gabber that his own original approach is far more elementary, and -as it will be seen -more amenable to further investigations. Gabber's method is based on the following purely algebraic statement. Let f : X → D(a, b) be a finiteétale covering; for every r ∈ [a, b] ∩ |K × | one can consider the preimage X(r) ⊂ X of the annulus D(r, r) ⊂ D(a, b). The ring of analytic functions O + X (r) on X(r) whose sup-norm is ≤ 1 is a finite free module over the analogous ring O + D (r) of bounded functions on D(r, r). Hence the discriminant d(r) of this ring extension is well-defined, and it is an invertible function on D(r, r), since f isétale. Hence its sup-norm |d(r)| is a real number in ]0, 1]. Then the claim is that the function :
is piecewise linear, convex and uniformly continuous ("uniformity" is there to ensure that the function extends to a continuous function on the whole of [− log b, − log a]). Moreover its left and right derivatives are integers.
In chapter 2, I present a new, significantly simpler proof of this theorem; this proof exploits crucially the adic space associated by Huber to the affinoid varieties X and D(a, b), especially certain points that correspond to valuations of rank two (precisely the points η(r) "localized at the border" of an annulus D(r, r), that intervene in Huber's ramification theory). The few rather elementary facts that we need from the formalism of adic spaces are summarized in (2.4.8) .
This proof is certainly not just a translation of Gabber's argument into a new language; on the contrary, I believe 2 it is a convincing demonstration of the new possibilities opened up by the theory of adic spaces : as a consequence, the solution of the p-adic Riemann existence problem now requires only a little valuation theory and some simple tools from p-adic analysis borrowed from [5] and the first chapter of [21] .
In chapter 3, the discriminant function δ f is exploited as a powerful tool for the study of conductors. Indeed, suppose that f is a Galois covering of group G; then by the above-mentioned work of Huber, to each point x ∈ f −1 (η(r)) one attaches a Swan character sw x ; this is the character of a virtual representation of the stabilizer St x ⊂ G of the point x, which as usual can be realized as a difference of projective Z ℓ [G]-modules (ℓ = p). Then the character sw G (r) := Ind G Stx sw x depends only on f and r (and not on the choice of x). We show that the right derivative of the function δ f at the radius r is given by the formula : δ ′ f (− log r + ) = sw G (r), reg G where reg G is the regular representation of G and ·, · is the standard scalar product in the Grothendieck group K 0 (Z ℓ [G]). (A similar identity holds for the left derivative δ ′ f (− log r − ).) This is analogous to Hasse's Fürherdiskriminantenproduktformel from classical number theory, except that in the latter one has the Artin, rather than Swan, representation.
Furthermore, the standard decomposition of reg G as a direct sum of irreducible characters χ induces a decomposition of the right derivative of δ f at r as a sum of Swan conductors sw G (χ, r) := sw G (r), χ (with multiplicities χ(1)), and we show that sw(χ, r) is the right derivative at the point − log r of a function δ χ : [− log b, − log a] → [0, +∞[ which is again continuous, piecewise linear and -crucially -convex. More generally, we may define for every representation ρ : G → GL n (Λ) a function δ ρ with the same convexity and piecewise linearity properties, whose right derivative 2 Of course, the reader will have to take my word for it, since Gabber never published his proof.
at the point r is the Swan conductor sw G (ρ, r) := sw G (r), ρ of ρ. Such a representation ρ corresponds to a free rank n locally constant Λ-module F on D(a, b)é t , and the integer sw G (ρ, r) is none else than the Swan conductor previously denoted sw(F, r). Thus, sw(F, r) depends only on the derivative of δ ρ (but in order to compute the slope decomposition of the stalk F η(r) , as defined in [28, §8] , the full knowledge of δ ρ is required).
In a future release of this work, the results described above shall be applied to the study of germs of locally agebraic coverings of D(1) * , i.e. thoseétale maps X → D(a) * (for some a > 0) that split as disjoint unions of finite coverings over every affinoid subdomain of D(a) * . (It is not difficult to show that every locally constant constructible Λ-module on D(a) * is trivialized by some locally algebraic covering, whence the interest of this class ofétale maps. ) We may anticipate here that the invariants defined for finite coverings still make senseafter suitable renormalization -for any Galois locally algebraic covering f : X → D(a) * ; e.g. the discriminant function gives rise to a real-valued function δ f defined on the whole of I := [log a, +∞[∩|K × |, with the same piecewise linearity and convexity properties. Likewise, if G is the Galois group of f and ρ : G → GL n (Λ) is any character, the function δ ρ is defined on the whole of I, and enjoys the same properties as in the case where f is finite. Furthermore, let F be the locally constant constructible sheaf of Λ-modules on D(a) * et corresponding to ρ; then F has finite cohomology if and only if δ ρ is eventually linear (i.e. linear on a half-line of the form [x, +∞[∩|K × |). It will be shown that, if Λ is a field, the class of locally constant Λmodules fulfilling this last condition is a Tannakian category containing all the meromorphically ramified sheaves. More generally, we shall show that the local behaviour of sheaves within this category can be completely classified. In contrast with the attempts of [35] , that only succeded in producing a nice class of examples, we have now at hand a truly intrinsic local monodromy theory for sheaves on K-analytic curves.
Acknowledgements: I am hugely indebted with Ofer Gabber for explaining me the proof of his unpublished theorem and for many discussions, through which I have learned many of the techniques that play an essential role in this work. Especially, he has directed me to Isabelle Vidal's thesis [39] , where she uses de Jong's method of alterations to deduce consequences for theétale cohomology of schemes; this argument is applied here to the study of vanishing cycles (theorem 3.2.19). Also from Gabber I have learned an idea, due originally to Deligne ([31] ), that allows to calculate the rank of vanishing cycles; the same idea is recycled in the proof of proposition 3.2.30. This paper was stimulated and inpired by Roland Huber's work [28] . . . , f r ∈ C of the B-module C; clearly the system (e i f j | i ≤ d, j ≤ r) is a basis for the free A-module C of rank dr. We let T ∈ M r (M d (A)) be the element whose (j, j ′ )-entry is the matrix T jj ′ such that
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In the notation of (2.1.1), we have d C/A = det(α r (T )). Moreover, let M ∈ M r (B) (resp. N ∈ M d (A)) be the matrix such that M jj ′ := tr C/B (f j f j ′ ) (resp. such that N ii ′ := tr B/A (e i e i ′ )); by the transitivity of the trace, we can write
Let µ : B → M d (A) be the unique ring homomorphism such that
Especially: e i ′ M jj ′ = d k=1 µ(M jj ′ ) ki ′ e k and consequenly:
Taking into account (2.1.5) and (2.1.6) we see that
whence, an application of lemma 2.1.2 delivers the sought identity.
2.1.7. In the situation of (2.1) we let τ S/R : S → S * := Hom R (S, R)
be the map such that
Notice that S * is an S-module with the natural scalar multiplication defined by the rule:
Thus, we can define the different ideal
In this generality, not much can be said about the ideal D S/R . However, suppose furthermore that there is an isomorphism of S-modules ω : S * ∼ → S; it follows easily that D S/R is the principal ideal generated by d := ω • τ (1). Denote by Nm S/R (D S/R ) ⊂ R the principal ideal generated by Nm S/R (d). Lemma 2.1.8. Under the assumptions of (2.1.7) we have the identity:
Proof. Indeed, let r := rk R S; directly from the definition we deduce that
. which implies straightforwardly the assertion. Example 2.1.9. Suppose that R is a henselian valuation ring and S is the integral closure of R in a finite extension of the field of fractions of R; moreover suppose that S is a finitely presented R-module. Then actually S is a free R-module of finite rank. Notice that S is a valuation ring and an S-module is S-torsion-free if and only if it is R-torsion-free; in particular we see that S * is a finitely presented S-torsion-free S-module, hence it is free over S (see e.g. [22, lemma 6.1.14]) and clearly rk S S * = 1, so lemma 2.1.8 applies to the extension R ⊂ S. Moreover : Lemma 2.1.10. Keep the assumptions of example 2.1.9 and suppose moreover that the valuation | · | R of R has rank one; let d := rk R S. Then:
Proof. Obviously tr S/R (d −1 ) = 1 in either case. If the valuation of R is discrete, we can write
where π S is a uniformizer for S). The bound then follows easily from lemma 2.1.8. In case the valuation is non-discrete, the same argument yields the weaker estimate:
for every x with |x| R < 1, whence the sought inequality, again by lemma 2.1.8. Lemma 2.1.11. Let R be a valuation ring and S 1 ⊂ S 2 two R-algebras that are both free of the same finite rank as R-modules. Then we have:
Proof. (Here F 0 denotes the Fitting ideal of the torsion R-module S 1 /S 2 .) This is a special case of [22, Lemma 7.5.4 ].
The following example will play a key role in later sections. Example 2.1.12. Let K + be a rank one valuation ring, m the maximal ideal of K + , π ∈ m some element. As usual, one sets K + T 1 , . . . , T n := lim
We consider the (continuous) ring homomorphism
Notice that K + S, T /(ST − π 2 ) is generated over K + ξ by the class of S, which satisfies the integral equation S 2 − Sξ + π 2 = 0. The matrix of the trace form for the morphism ψ, relative to the basis (1, S) is:
Finally, the discriminant of ψ is d ψ := ξ 2 − 4π 2 .
Power-multiplicative seminorms.
Real-valued valuations on fields and topological algebras have been standard tools in p-adic analytic geometry since the earliest infancy of the subject; by contrast, the role played by higher rank valuations in several fundamental questions has been recognized only in recent times.
In non-archimedean analysis one encounters more generally certain ultrametric real-valued norms (or seminorms) that are not multiplicative, but only power-multiplicative. We shall see that higher rank power-multiplicative seminorms appear just as naturally, and are just as useful.
2.2.1.
In this section we let (Γ, <) be a totally ordered abelian group, whose neutral element is denoted by 1 and whose composition law we write multiplicatively. As customary, we shall extend the ordering and the composition law of Γ to the set Γ ∪ {0}, in such a way that γ > 0 for every γ ∈ Γ, and γ · 0 = 0 · γ = 0 for every γ ∈ Γ ∪ {0}. Notice also that the ordering of Γ extends uniquely to Γ Q := Γ ⊗ Z Q. Finally we let
satisfying the following conditions:
(a) |0| = 0 and |1| = 1.
(c) |x · y| ≤ |x| · |y| for all x, y ∈ A. (d) |x n | = |x| n for every x ∈ A and every n ∈ N. One says also that (A, | · |) is a Γ-seminormed ring. If |x| = 0 whenever x = 0, one says that | · | is a Γ-valued norm and correspondingly one talks of Γ-normed rings. If in (c) we have equality for every x, y ∈ A, then we say that (A, | · |) is a Γ-valued ring and that | · | is a Γ-valued valuation. A morphism φ : (A, | · |) → (A ′ , | · | ′ ) of Γ-seminormed rings is a ring homomorphism φ : A → A ′ such that |φ(a)| ′ = |a| for every a ∈ A. Notice that the subset
If | · | is a valuation, supp(| · |) is a prime ideal. 
Proof of the claim. We can write Γ Q = i∈I Γ i , the filtered union of all the finitely generated subgroups Γ i ⊂ Γ Q . Then A ′ = i∈I A[Γ i ], and it suffices to show the claim for the subalgebras ♦ We define a map | · | : A ′ → Γ Q by the rule:
Proof of the claim. All conditions of definition 2.2.2 are clearly fulfilled, except possibly for (d). However, for given x = γ a γ · [γ], let δ ∈ Γ be the minimal element such that |a δ | · δ = |x|.
If now γ 1 · . . . ·γ n = δ n and the γ i are not all equal to δ, then necessarily γ i < δ for some i ≤ n. By the choice of δ it follows that Proof of the claim. To show that A + is normal, it suffices to prove that A + is integrally closed in A. Hence, suppose that x ∈ A satisfies an equation of the form x n + a 1 x n−1 + · · · + a n = 0, where |a i | ≤ 1 for i = 1, . . . , n. It follows that |x| n ≤ max(|x| n−i | i = 1, . . . , n), which is possible only when |x| ≤ 1, as required. Next, let b ∈ B + ; by definition this means that 
which is (c). Finally, suppose that |x n | = ε < δ n ; by (2.2.14) the value group Γ is divisible, hence we can consider the element z := x · [ε −1/n ] and in fact |z n | ≤ 1, hence z n is integral over A + , so the same holds for z, and again |z| ≤ 1, therefore |x| ≤ ε 1/n < δ, a contradiction that shows (d). (ii) In the situations encountered in later sections, it is not too hard to verify directly that the spectral norm is power-multiplicative (the same can already be said for most applications of [5, §3.2.2, Th.2]). However, it seems desirable to have a general statement such as proposition 2.2.11. 
is a valuation on A, then we have |ab| sp = |a| · |b| sp for every a ∈ A and b ∈ B. (ii) Suppose that B = B 1 ×· · ·×B r , where each B i is an A-algebra fulfilling the conditions of (2.2.7), and for i = 1, . . . , r, denote by | · | sp,i the spectral norm of B i . Then, for every b := (b 1 , . . . , b r ) ∈ B we have:
and if the norm of A is a valuation, the inequality is actually an equality.
Proof. (i.a) boils down to the invariance of the minimal polynomial under base field extensions. (i.b): If µ b (T ) = T n + a 1 T n−1 + a 2 T n−2 + · · · + a n , then µ ab (T ) = T n + a · a 1 T n−1 + a 2 · a 2 T n−2 + · · · + a n · a n , from which the assertion follows easily.
(ii): the minimal polynomial of b divides the product µ 1 (T )· . . . ·µ r (T ) of the minimal polynomials of b 1 , . . . , b r ; hence the claim follows from lemma 2.2.6.
2.3. Normed modules. Throughout this section (A, | · |) denotes a Γ-normed ring (for some ordered abelian group Γ). Following ([5, §2.1.1, Def.1]), we shall say that a faithfully Γseminormed A-module is a pair (V, | · | V ) consisting of an A-module V and a map | · | V : V → Γ ∪ {0} such that:
(ii) |ax| = |a| · |x| V for every a ∈ A and x ∈ V . If moreover | · | V satisfies also the axiom:
(iii) |x| V = 0 if and only if x = 0 then we say that (V, | · | V ) is a faithfully Γ-normed A-module. In the following we will suppose that all the Γ-seminormed A-modules under consideration are faithfully seminormed, so we shall refer to them simply as "seminormed A-modules" (or "normed A-modules" if (iii) holds).
2.3.1. Suppose that V := (V, | · | V ) = 0 and W := (W, | · | W ) are two normed A-modules; let ψ : V → W be an A-linear homomorphism. We say that ψ is bounded if there exists γ ∈ Γ such that 
for all a 1 , . . . , a n ∈ A. A basis with this property is called A-orthogonal (or just orthogonal).
Suppose that (A, | · |)
is a valuation ring. Recall that an immediate extension of A is a flat morphism of valuation rings (A, | · |) → (A ′ , | · | ′ ) inducing an isomorphism of value groups Γ ∼ → Γ ′ and residue fields A ∼ ∼ → A ′∼ . For instance, the henselization (A h , | · | h ) of (A, | · |) is an immediate extension; if Γ has rank one, then also the completion (A ∧ , | · | ∧ ) is an immediate extension. Lemma 2.3.4. Suppose that (A, | · |) is a valuation ring and (A ′ , | · | ′ ) an immediate extension of A. Let B be a finite, flat A-algebra and set B ′ := A ′ ⊗ A B. We endow B (resp. B ′ ) with the spectral seminorm | · | sp (resp. | · | ′ sp ) relative to the valuation of A (resp. of A ′ ). Suppose furthermore that both B and B ′ are reduced. Then:
(i): in view of (ii), we can assume that B ′ is A ′ -cartesian, and it remains to show that B is A-cartesian. Choose an orthogonal basis e ′ 1 , . . . , e ′ d for B ′ ; we can find e 1 , . . . , e n ∈ B such that
It follows that |e i | sp = |e ′ i | ′ sp and (e i | i = 1, . . . , d) is a basis of B (by Nakayama's lemma); furthermore, for every a 1 , . . . , a d ∈ A we have:
Hence:
. In other words, the basis (e i | i = 1, . . . , d) is orthogonal. Lemma 2.3.5. Let V := (V, | · | V ) and W := (W, | · | W ) be two free A-cartesian normed A-modules of finite rank. Then:
. . , n and j = 1, . . . , m.
For given b := (b 1 , . . . , b n ), in order for the expression on the right-hand side to be non-zero, it is necessary that b i = 0; in that case the denominator of the right-hand side cannot be made lower than |b i | · |v i | V , so the claim follows. ♦ Taking into account claim 2.3.6, the lemma boils down to the following Claim 2.3.7. For every n × m matrix (α ij ) with coefficients in A we have:
Proof of the claim. The inequality ≥ can be shown by choosing, for every r ≤ n, the vector b r := (b 1r , . . . , b nr ) such that b ir = 0 for i = r and b rr = 1. For the inequality ≤ one remarks that max 
After dualizing (and applying again lemma 2.3.5) we deduce that V ⊗ A W carries a natural structure of Acartesian normed A-module. Furthermore, let (v i | i = 1, . . . , n) and (w j | j = 1, . . . , m) be orthogonal bases for V and respectively W ; using repeatedly lemma 2.3.5(ii) one sees easily that (v i ⊗ w j | i = 1, . . . , n; j = 1, . . . , m) is an orthogonal basis for V ⊗ A W and moreover
for every i = 1, . . . , n and j = 1, . . . , m. 
Hence the norm of V ⊗k restricts to a natural norm on Λ k A V . Let {v 1 , . . . , v n } be an orthogonal basis for V . For every subset I ⊂ {1, . . . , n} of cardinality |I| = k we set v I :
2.3.11. In the situation of (2.3.10), consider a free
Pick any generator e of Λ n A + V + ; one sees easily that the value |V + | := |e| is independent of the choice of e. Especially, if A is an integral domain and I ⊂ A + is any principal ideal, then |I| is well defined.
Lemma 2.3.12. Suppose that A is an integral domain and let
Then we have:
Here F 0 denotes the Fitting ideal (see [30, Ch .XIX] for generalities on Fitting ideals). Let n be the rank of V ; more or less by definition we have F 0 (V
, from which the assertion follows easily.
2.4.
Finite ramified coverings of annuli. Let (K, | · |) be a complete and algebraically closed valued field of height one, m the maximal ideal of the valuation ring K + of K and K ∼ := K + /m the residue field. We shall use rather freely the language of adic spaces of [26] and [27] . For a quick review of the main definitions, we refer also to [22, §7.2.15-27].
2.4.1. Following R.Huber ([26] , [27] ), we will call a K-affinoid algebra a pair A := (A ⊲ , A + ), where A ⊲ is a K-algebra of topologically finite type and A + is a subring of the ring A • of all power-bounded elements of A ⊲ . We shall consider exclusively affinoid rings A of topologically finite type over K; for such A one has always A + = A • . The subring A • is characterized by a topological -rather than metric -condition. Hence in principle the notation of this section may conflict with (2.2.3). However, when A ⊲ is reduced, one knows that the supremum seminorm | · | sup on A ⊲ is a power-multiplicative norm ([5, §6.2.4, Th.1]), and furthermore in this case
. For any such A we shall also write A ∼ := A • /mA • .
2.4.2.
Another possible source of confusion is the following situation. Let A be a normal domain of topologically finite type over K, and endow A with its supremum norm | · | sup ; let also A → B be an injective finite ring homomorphism. According to proposition 2.2.11, B is endowed with its spectral seminorm | · | sp ; on the other hand, B can also be endowed with its supremum seminorm and the problem arises whether these two seminorms coincide. In general this is probably not the case, however we have the following:
In the situation of (2.4.2), suppose moreover that B is torsion-free as an Amodule. Then the supremum norm on B agrees with the the spectral norm.
Proof. It is a special case of [5, §3.8.1, Prop.7].
Lemma 2.4.4. Let
A be a reduced affinoid K-algebra of topologically finite type. Let U ⊂ X := Spa A be an affinoid subdomain. Then O X (U) is reduced.
Proof. It suffices to show that, for every maximal ideal q ⊂ B := O X (U), the localization B q is reduced. However, by a theorem of Kiehl, B q is excellent (see [9, Th.1.1.3] for a proof), hence it suffices to show that the q-adic completion B ∧ q of B q is reduced. Let p := q ∩ A; since U is a subdomain in X, the natural map A → B induces an isomorphism of complete local rings A ∧ p ≃ B ∧ q , so we are reduced to showing that A ∧ p is reduced, which holds because A q is reduced and excellent (again by Kiehl's theorem).
For future reference we point out the following:
. . , T n ]/I for some finitely generated ideal I.
Proof of the claim. By assumption Tor K + 1 (A, K + /π n K + ) = 0; hence I/π n I = Ker(K + [T 1 , . . . , T n ]/π n K + [T 1 , . . . , T n ] → A/π n A).
The claim follows easily. ♦ By [34, Th.8.4] we have A ∧ ≃ K + T 1 , . . . , T n /I ∧ , where I ∧ is the completion of I for the subspace topology as a submodule of K + [T 1 , . . . , T n ]; by claim 2.4.6 the subspace topology is nothing else than the π-adic topology. It then follows from [22, Prop.7 
..,Tn] A K , hence we are reduced to the case where A K = K[T 1 , . . . , T n ]. Let n ⊂ A ∧ K be any maximal ideal, and set q := n ∩ A K ; it suffices to show that A ∧ K,n is flat over A K,q . However, it is well known that E := A ∧ K /n is a finite extension of K, hence the same holds for
. . , T n lying over n and let q E the preimage of
Hence we can replace K by E and assume from start that A/n ≃ K, in which case n = (T 1 − a 1 , . . . , T n − a n ) for some a 1 , . . . , a n ∈ K + . Clearly the n-adic completions of A K and A ∧ K are both isomorphic to K[[T 1 −a 1 , . . . , T n −a n ]], and by [34, Th.8.8] this latter ring is faithfully flat over both A K,q and A ∧ K,n . The claim follows easily. where A(a, b) (resp. A(a)) is the affinoid K-algebra of topologically finite type such that
2.4.8. D(a) and D(a, b) can be viewed as open subdomains of the adic space (A 1 K ) ad , analytification of the affine line. The topological space underlying (A 1 K ) ad consists of the equivalence classes of continuous valuations v : K[ξ] → Γ v extending the valuation of K. These valuations are described in [28, §5] : briefly, it turns out that they fall into three distinct classes, according to whether: (I) they admit neither a proper generalization nor a proper specialization, or (II) they admit a proper specialization, or else (III) they have a proper generalization. To the class (I) belong e.g. the height one valuations of the form
is any element (these are the K-rational points of (A 1 K ) ad ). The valuations of classes (II) and (III) are all of height respectively one and two. The elements of these classes admit a uniform description, that we wish to explain. To this aim we consider an imbedding of ordered fields
is a purely transcendental extension of R, generated by an element ε such that 0 < ε < r for every real number r > 0. One can view R(ε) as a subfield of the ordered field of hyperreal numbers * R (see [24] ). For every x ∈ K, every real number r > 0 and every
If ω = 0, this is the usual Gauss (sup) norm attached to the disc of radius r centered at the point x; this is a valuation of height one. For ω = ±ε we get a valuation which should be thought of as the sup norm on a disc of radius r(1 + ω), again centered at x; this new kind of valuation is a specialization of | · | r , and indeed all the specializations of the latter occur in this manner. If r / ∈ |K × |, then |·| r belongs to the class (I); in this case the valuations |·| r(1+ω) are all equivalent, regardless of ω, and therefore they induce the same point of (A 1 K ) ad . If r ∈ |K × | then | · | r is in the class (II); in this case the | · | r(1+ω) for ω = 0 are two inequivalent valuations of height two, hence of class (III), and indeed all valuations of class (III) arise in this way.
) by continuity; if moreover r > a, then the point of (A 1 K ) ad corresponding to this valuation lies in the open subdomain D(a, b). This point shall be denoted henceforth by η(r), and to lighten notation we shall write O η(r) (resp. O + η(r) ) for the stalk of the structure sheaf O D(a,b) (resp. of the subsheaf O + D(a,b) ) over the point η(r). We also denote by | · | η(r) the natural valuation on O η(r) , and (O η(r) , | · | η(r) ) is a valued field whose valuation ring is O + η(r) . is a reduced finite O η(r) -algebra, in view of lemma 2.4.4. We endow B(r) with the spectral norm | · | sp,η(r) relative to the valuation | · | η(r) ; it follows that
X,x is its valuation ring. We can realize the value group of | · | x inside the multiplicative group of the field R((1 − ε) 1/d! ), which is an algebraic extension of R(ε) of degree d!, admitting a unique ordering extending the ordering of R(ε) (again, one can think of all this as taking place inside the hyperreal numbers; of course, there is no real need to introduce this auxiliary field: it is nothing more than a suggestive notational device). Lemma 2.4.11. In the situation of (2.4.9), let y ∈ D(a, b) any point. Then f −1 (y) is the set of all the valuations on (f * O X ) y that extend the valuation | · | y corresponding to y.
similarly B y has a welldefined O y -module topology and the fibre f −1 (y) consists of the continuous valuations | · | ′ on B y extending the valuation | · | y , and such that
Let | · | ′ be any valuation on B y extending | · | y , and let p ⊂ B y be the support of | · | ′ ; the quotient topology on E := B y /p is the κ(y)-module topology, where κ(y) is the residue field of y. However, let Γ y and Γ E be the value groups of | · | y and respectively | · | E ; since [Γ E : Γ y ] is finite, it is easy to see that | · | ′ is continuous. Hence, continuity holds for all | · | ′ extending | · | y , and since anyway B • is the integral closure of A(a, b) • in B ⊲ , the same goes for condition (2.4.12).
2.4.13. In the situation of (2.4.10), suppose furthermore that the morphism f is genericallý
>0 is the maximal divisible subgroup contained in Γ x , and γ 0 ≃ Z is the subgroup generated by the element γ 0 uniquely characterized as the largest element of the subset Γ + x \ {1} (notation of (2.2.1)). We shall consider the two projections:
where γ ♮ is characterized by the identity
is a continuous rank one valuation of B and determines a point 
is not henselian, hence it may occur that F + j is not a valuation ring, but only a normed O + η(r) -algebra; that happens precisely when there are distinct points x, y ∈ f −1 (η(r)) such that x ♭ = y ♭ (see example 2.5.13). Lemma 2.4.15. In the situation of (2.4.13), for every r ∈ (a, b] ∩ |K × | we have:
(iii) Let us view B(r) + as a submodule of the normed cartesian module (B(r), | · | sp,η(r) ), so that the value |B(r) + | sp,η(r) is defined (notation of (2.3.11)). Then:
is a reduced normal ring ([17, Ch.IV, Prop.6.14.1]), henselian along its radical ideal ([36, Ch.XI, §2, Prop.2]), hence it splits as a product of henselian valuation rings, and using lemma 2.4.11 and some standard valuation theory one deduces easily that 
for every x ∈ f −1 (η(r)); then the assertion follows easily.
(iv): Suppose first that R/mR is reduced. According to (i), R is a finitely generated submodule of a free O + η(r) -module of finite rank; since O + η(r) is a coherent ring, it follows that R is finitely presented, hence free as an O + η(r) -module. Hence every x ∈ R can be written in the form x = ay for some a ∈ K + and an element y ∈ R whose image in R/mR does not vanish. It follows that every x ∈ B(r) can be written in the form x = ay for some a ∈ K and some y ∈ R \ mR. Let now x ∈ B(r) + , and suppose that x = ay for some y ∈ R \ mR and a ∈ K with |a| > 1; clearly x is integral over R, so we can write
In other words, y n ∈ mR, whence y ∈ mR, since R/mR is reduced; the contradiction shows that R = B(r) + . Conversely, suppose that R = B(r) + and let x ∈ R whose image in R/mR is nilpotent; then x n ∈ mR for n ∈ N large enough, say x n = ay for some a ∈ m and y ∈ R. We can write a = b n c for b, c ∈ m, so (x/b) n = cy ∈ R, so x/b ∈ R, since the latter is integrally closed in R ⊗ K + K. Finally, x ∈ mR, as claimed.
In view of lemma 2.4.15(ii) we can define the values |s| ♮ sp,η(r) and |s| ♭ sp,η(r) for every s ∈ B(r). Lemma 2.4.17. In the situation of (2.4.10),
Then there exists r ′ ∈ (a, r) such that:
is obvious. In order to prove (ii), consider an integral equation D(a,b) ) for every i ≤ n. It is easy to see that the assertion for s will follow once the same assertion is known for the sections g 1 , . . . , g n . Hence, we are reduced to the case X = D(a, b). We can also assume that there exists a 1 , . . . , a m ∈ K such that |a i | = r for every i ≤ m and 
for coefficients a n , b n , c i,n ∈ K subject to the conditions: Recalling the standard power series identity:
and
and hence it suffices to prove assertion (ii) separately for s 1 and s 0 + m i=1 h i . The coefficients d k enjoy the following property. There exists a smallest k 0 ∈ N such that
Namely, k 0 is the unique integer such that
Thus, when evaluating |s 0 + m i=1 h i | η(t) for t < r, we can disregard all the terms d k ξ k for k > k 0 , since their norms decrease faster than that of the leading term d k 0 ξ k 0 . There remain to consider the finitely many monomials d 0 , d 1 ξ, . . . , d k 0 −1 ξ k 0 −1 ; however, it is clear from the definition of k 0 that the norms of these terms are still strictly smaller than the norm of the leading term d k 0 ξ k 0 , as long as t is sufficiently close to r. Thus, we can replace the section s 0 + m i=1 h i by its leading monomial, for which the sought assertion trivially holds; an analogous, though easier argument also works for s 1 : we leave the details to the reader.
Convexity and piecewise linearity of the discriminant function.
We resume the notation of (2.4). The statements proven so far make use of only a few relatively simple local properties of the sheaf f * O + X ; nevertheless, they would already suffice to prove most of the forthcoming proposition 2.5.17. However, in order to show theorem 2.5.35, it will be necessary to cast a closer look at the ring of global sections of f * O + X ; the following lemmata 2.5.1, 2.5.2 and proposition 2.5.5 will provide us with everything we need. Proof. By [5, §6.4.1, Cor.5] we know that B • is a finite A • -module; moreover, applying loc.cit. to an epimorphism K T 1 , . . . , T n → A we deduce that A • is finite over K + T 1 , . . . , T n . By [22, Prop.7.1.1(i)] we deduce that A • is finitely presented as a K + T 1 , . . . , T n -module, and also that B • is finitely presented over A • . Proof. (Notice that the assertion is a global version of lemma 2.4.15(iv), and indeed its proof is analogous to that of the former.) Proposition 2.5.5. Let (F, | · | F ) be a complete algebraically closed valued field extension of K, such that | · | F is a valuation of rank one. Let A be a normal domain of topologically finite type over K, such that A ∼ is a principal ideal domain, B a finite, reduced and flat A-algebra and g ∈ A an element such that |g| sup = 1. Set A F := A ⊗ K F . Then: 
where v ranges over the finitely many extensions of the supremum valuation of A to B Proof of the claim. From (i) we deduce that the natural map
is injective. Hence it suffices to show that B g −1 is reduced, which holds by lemma 2.4.4. ♦ In view of claim 2.5.8 and lemma 2.5.2, assertion (ii) will follow once we know that C/m k C is reduced. However, the latter is isomorphic to
(iii) is similar: one sees easily that the natural map A → A F is regular, so
F is a subalgebra of B F , so it is reduced as well. Hence in order to prove (iii) it suffices, by lemma 2.5.2, to show that D/m F D is reduced (where m F is the maximal ideal of F + ). However, D/m F D ≃ B • ⊗ K ∼ F ∼ and the map K ∼ → F ∼ is regular, so everything is clear. (Notation of (2.4.13).) 2.5.11. The apparent asymmetry between the values a and b can be easily resolved. Indeed, let us consider the isomorphism
and let g := q −1 •f . For every r ∈ (1/b, 1/a], the image q(η(r)) is the point η ′ (1/r) corresponding to the valuation | · | (1+ε)/r on K[ξ] (notation of (2.4.8)). Especially, g * :
with a structure of O + η(1/a) -algebra, and since η ′ (a) ♭ = η(a) ♭ , we deduce that an identity analogous to (2.5.10) holds also for r = a, provided we replace η(a) by η ′ (a). (respectively:
Notation of (2.1).) Since d ♭ f (r) is well defined up to the square of an invertible element of O ♭ η(r) , the real-valued function:
well defined independently of all choices. Unless we have to deal with more than one morphism, we shall usually drop the subscript, and write δ, d ♭ instead of δ f , d ♭ f . We call δ the discriminant function of the morphism f . Example 2.5.13. Let f : X → D(a, a −1 ) be a finite, flat and genericallyétale morphism, where a := |π| for some π ∈ m. Using the Mittag-Leffler decomposition [21, Prop.2.8] one verifies easily that A(a, a −1 ) • = K + π/ξ, ξ/π ≃ K + S, T /(ST − π 2 ) (alternatively, one sees this via lemma 2.5.2). We set h := Spa(ψ K ) • f : X → D(1), where ψ K := ψ ⊗ K + K, with ψ defined as in example 2.1.12. A direct computation shows that h −1 (D(r, 1)) = f −1 (D(a, a/r)) ∪ f −1 (D(r/a, a −1 )) for every r ∈ (a, 1] ∩ |K × |.
Consequently:
Incidentally, let η ′ (a) ∈ D(1) be defined as in (2.5.11); it is easy to check that the preimage of η ′ (a) in D(a, a −1 ) under Spa ψ K is the subset {η(1), η ′ (1)}. 
for every ρ ∈ (log 1/b, log 1/a] ∩ log |K × |.
Proposition 2.5.17. With the notation of (2.5.12), the function δ is piecewise linear; moreover:
for every r ∈ (a, b] ∩ |K × |.
(Notation of (2.3.11).)
Proof. By lemma 2.4.15(i) we can find an orthogonal basis c 1 , . . . , c d of (B(r) + , | · | sp,η(r) ) over (O + η(r) , | · | η(r) ). Obviously we have |c i | ♭ sp,η(r) = 1 for every i = 1, . . . , d; we set
For every i, j ≤ d we can find uniquely determined m ij1 , . . . , m ijd ∈ O + η(r) such that
For every i, j, k ≤ d we set
so that x ijk ∈ [0, 1] and µ ijk ∈ N. Since the c i are orthogonal, it follows easily that
whenever a ∈ K + is an element with s := |a| sufficiently close to 1. Clearly we have 
where β ijk is determined as follows. If either x ijk < 1 or µ ijk > γ i + γ j − γ k , then β ijk = 0 and otherwise β ijk is the class of m ijk in gr µ ijk O ∼ η(r) . Claim 2.5.24. C (sr)/mC (sr) ≃ gr • B(r) ∼ for every s ∈ (0, 1) sufficiently close to 1.
Proof of the claim. With the notation of (2.5.23) we have
We define an isomorphism
by the rule: g → g/a n (mod mO + η(sr) ) for every g ∈ gr n O ∼ η(r) . Via (2.5.25), C (sr)/mC (sr) becomes a free gr • O ∼ η(r) -module, whose rank d is the same as the rank of gr • B(r) ∼ . Obviously, we would like to extend the isomorphism (2.5.25) by setting (2.5.26) c i → c i /a γ i for every i = 1, . . . , d.
In view of (2.5.22), in order to prove that (2.5.26) yields a well-defined ring homomorphism, it suffices to show that the class of m ijk /a γ i +γ j −γ k in O ∼ η(sr) agrees with the image of β ijk under (2.5.25), whenever s is sufficiently close to 1. This can be checked easily by inspecting the definitions; we leave the details to the reader. 
r) whenever s := |a| is sufficiently close to 1. However, one deduces easily from (2.5.10) that |d + (t)| ♭ η(t) = |d ♭ (t)| η(t) ♭ for every t ∈ (a, b]. Since we have as well:
the contention follows from lemma 2.4.17(ii).
2.5.29. Proposition 2.5.17 expresses the slope of the discriminant function at a given radius r as a local invariant depending only on the behaviour of the morphism f over the point η(r).
We wish now to consider a special situation, where the slope can also be obtained as a global invariant of the ring Γ(X, O + X ). Namely, suppose that g : X → D(1) is a finite, flat and genericallyétale morphism; proceeding as in the foregoing we attach to g a discriminant function δ g , which clearly shall be defined over the set ([0, +∞) ∩ log |K × | = − log |K + \ {0}|. However, our present aim is to compute the right slope of δ g (ρ) in a small neighborhood of ρ = 0. (1) . Notice that the left-hand side of this identity calculates the right slope of δ g at the point ρ = 0, hence the right-hand side is the sought global formula for this slope. 
After henselization and localization at q i , the map (2.5.30) yields injective ring homomorphisms
O h+ X,x (notation of (2.4.16)). More precisely, let κ(q i ) (resp. κ(x)) be the residue field of B •h q i (resp. of O h+ X,x ); the maps (2.5.33) induce isomorphisms κ(q i )
for every i = 1, . . . , k.
Lemma 2.5.34. With the notation of (2.5.32), we have:
Proof. (Here ♯F(q i ) denotes the cardinality of the finite set F(q i ).) First of all, we remark that κ(q i ) ≃ κ(η(1)) ≃ O + η(1) /ξO + η(1) , hence |F 0 (κ(q i ))| ♮ η(1) = 1; it follows easily that Proof. Let (F, | · | F ) be an algebraically closed valued field extension of K with |F | F = R ≥0 , and denote by f F : X × Spa K Spa F → D(a, b) × Spa K Spa F the morphism deduced by base change of f ; using proposition 2.5.5(iii) one sees that δ f F agrees with δ f wherever the latter is defined. Hence we can and do assume from start that |K| = R ≥0 . Now, for the proof of (i) it suffices to show that δ f is piecewise linear in the neghborhood of every real number ρ := log 1/r ∈ [log 1/b, log 1/a]. Using a morphism g as in example 2.5.16, one reduces to consider the case where r > a, and study the function δ f in a small interval [ρ, ρ + x]. In such situation, the more precise proposition 2.5.17 shows that the assertion holds.
Suppose next that f isétale. In order to show (ii), we need to study the function δ in any small neighborhood of the form [log 1/r − x, log 1/r + x] ⊂ [log 1/b, log 1/a]. Assertion (ii) then means that the function ρ → δ(log 1/r − ρ) + δ(log 1/r + ρ) has positive derivative in a neighborhood of 0. We can assume that r = 1 and x = − log |π| for some π ∈ m, so we reduce to consider anétale morphism f : X → D(a, a −1 ) (for a := |π|). In view of (2.5.14) we can further reduce to studying the morphism h := Spa(ψ K ) • f : X → D(1), defined as in example 2.5.13, and then we have to show that the left slope of δ h is negative in a small neighborhood (x, 0]. Say that X = Spa B; in the notation of (2.5.31) we have
= deg(g) by example 2.1.12 and proposition 2.1.4. Finally, in view of (2.5.31), (2.5.36), proposition 2.5.17 and lemma 2.5.34, the sought assertion is implied by the following: Claim 2.5.37. Resume the notation of (2.5.32). Then ♯F(q i ) ≥ 2 for every i = 1, . . . , k.
Proof of the claim. Recall that q 1 , . . . , q k are by definition the prime ideals of B •h lying over the maximal ideal of O h+ η (1) , or what is the same, the prime ideals of B • lying over the maximal ideal p := mA(1) • + ξA(1) • of A(1) • . Now, we have already observed (example 2.5.13) that A(a, a −1 ) • ≃ K + S, T /(ST −π 2 ), and ψ is the map K + ξ → K + S, T /(ST −π 2 ) such that ξ → S + T . Hence A(a, a −1 ) • /pA(a, a −1 ) • ≃ K ∼ [S, T ]/(ST, S + T ) ≃ K ∼ [S]/(S 2 ). Thus, there is exactly one prime ideal P ⊂ A(a, a −1 ) • lying over p and necessarily q i ∩ A(a, a −1 ) • = P for every i = 1, . . . , k. On the other hand, the fibre ψ −1 (η(1)) ⊂ D(a, a −1 ) consists of the two valuations η(a), η(1/a), and clearly both of them dominate the local ring A(a, a −1 ) • P . It is now a standard fact that, for each prime ideal q i , there are valuations η 1 , η 2 on B which extend respectively η(a) and η(1/a), and which dominate the local ring B • q i . By lemma 2.4.11 we have η 1 , η 2 ∈ Spa B, whence the claim.
STUDY OF THE CONDUCTORS
3.1. Algebraization. Throughout this section we let V be a henselian local ring. We denote by s the closed point of Spec V and by κ(s) its residue field. For every affine V -scheme X we let 
Proof. We begin with the following: ♦ We can write as usual V as the colimit of a filtered family (V λ | λ ∈ Λ) of noetherian local subrings of V , essentially of finite type over an excellent discrete valuation ring, and such that the inclusion maps j λ : V λ → V are local ring homomorphisms. For some λ ∈ Λ we can find an affine finitely presented V λ -scheme X λ and an isomorphism of V -schemes:
For every λ ∈ Λ, let k λ be the residue field of V λ ; we can even choose λ in such a way that the scheme Y 0 provided by claim 3.1.5 descends to a projective k λ -scheme Y 0,λ , so that
we can furthermore assume that Y 0,λ is smooth over Spec k λ outside Σ λ , and that there exists an open imbedding of k λ -schemes . At the cost of trading the residue field κ(s) with a non-perfect field, we can then replace the given ring V by one such V λ , the scheme X by X λ and Σ by Σ λ ; hence we can assume that V is the strict henselization of a ring of essentially finite type over an excellent discrete valuation ring, and additionally, that there exists a projective κ(s)-scheme Y 0 as in claim 3.1.5. Let n ⊂ V be the maximal ideal; denote by V -Alg the category of V -algebras, by Set the category of sets. We define a functor F : V -Alg → Set as follows. For a V -algebra A, F (A) is the set of equivalence classes of data of the form
is an isomorphism. 2] X h /Xs is the projective limit of a cofiltered family of morphisms of V -schemes (f α : X α → X | α ∈ I) such that every X α is affine and finitely presented over Spec V , the induced morphisms X α,s → X s are isomorphisms, and for every x ∈ X α the induced map O X,fα(x) → O Xα,x is local ind-étale. By [18, Ch.IV, Th.11.1.1] we deduce that there is an open subset Z α of X α containing X α,s such that the restriction of f α to Z α is flat; then, up to shrinking Z α , we can achieve that the morphism Z α → X is anétale neighborhood of X s , and X is still the projective limit of the V -schemes Z α . We can then find α ∈ I such that g factors through a morphism g α : Z α → U; after further shrinking Z α , the morphism g α becomesétale. Hence, the datum (Z α , Y, f α , g α ) represents an element of F (V ). ♦ Next, in view of [18, Ch.IV, Th.8.10 .5] and [19, Ch.IV, Prop.17.7.8(ii) ] one sees easily that F is a functor of finite presentation. Let V ∧ be the n-adic completion of V ; according to Artin's approximation theorem [1, Th.I.12] , every element of F (V ∧ ) can be approximated arbitrarily closely in the n-adic topology by elements of F (V ), especially:
So finally, in view of (3.1.9) and claim 3.1.8, we can replace V by V ∧ and suppose from start that V is a complete noetherian local ring. Let V n := V /n n+1 and X n := Spec V n × Spec V X for every n ∈ N. We endow V with its n-adic topology; the family (X n | n ∈ N) defines a unique affine formal Spf V -scheme X. 
To this aim, one lets Y ′ 0 := Y 0 \ Σ 0 ; since Y ′ 0 is smooth and affine over Spec V 0 , one can then lift it to a compatible system of schemes (Y ′ n | n ∈ N) satisfying a condition as the foregoing (i), and such that furthermore, Y ′ n is smooth over Spec V n for every n ∈ N. Again some basic deformation theory shows that the imbedding X 0 \ Σ 0 ⊂ Y ′ 0 lifts to a compatible system of open imbeddings X n \ Σ 0 ⊂ Y ′ n for every n ∈ N. Therefore one can glue X n and Y ′ n along their common open subscheme X n \ Σ 0 ; the resulting schemes Y n will do. ♦ Next we are going to construct an invertible O Y -module on Y. To this aim we proceed as follows. Let {y 1 , . . . , y n } := Y 0 \ X 0 . By construction Y is formally smooth over Spf V at the point y i , for every i = 1, . . . , n. For every i ≤ n, the maximal ideal of O Y 0 ,y i is principal, say generated by the regular element 
So, the global sections of L ∧ i are identified naturally with the pairs
notice that, since X is affine, every irreducible component of X 0 meets {y 1 , . . . , y n }; it then follows from [32, §7.5, Prop.5] that L ∧ /nL ∧ is ample on Y 0 , and then [15, Ch.III, Th.5.4.5] shows that Y is algebraizable to a projective scheme Y over Spec V , and L ∧ is the formal completion of an ample invertible O Y -module that we shall denote by L . Especially, L /nL is the ample sheaf O Y 0 (y 1 + · · · + y n ) on Y 0 . By inspecting the construction, we see that L ≃ O Y (D), where D is an ample divisor on Y whose support Supp(D) ⊂ Y intersects Y 0 in precisely the closed subset Y 0 \ X 0 . Therefore the open subset U := Y \ Supp(D) is affine and clearly U ∩ Y 0 = X 0 . Let U ⊂ Y be the formal completion of U along its closed subscheme X 0 ; it follows that the imbedding X ⊂ Y induces an isomorphism of affine formal Spf V -schemes: Proof of the claim. First of all, since the morphism Y → Spec V is proper (especially, universally closed), the closure of any point of Y meets the closed fibre Y 0 . It follows easily that the dimension of Y sing is the maximum of the dimension of the local rings O Y sing ,y , where y ranges over all the points of Y sing ∩ Y 0 . However, Y sing ∩ Y 0 is precisely the set of points y ∈ Y 0 with the property that Y 0 is not smooth over Spec V 0 at y; in other words, Y sing ∩ Y 0 ⊂ Σ 0 , which consists of finitely many closed points, whence:
On the other hand, quite generally we have the inequality:
for every y ∈ Y sing ∩Y 0 (see [34, Th.15 .1]), therefore we conclude that the relative dimension of Y sing over Spec V equals zero, hence Y sing is finite over Spec V , as claimed. Since U contains Y sing ∩ Y 0 by construction, and since every point of Y sing admits a specialization to a point of Y 0 , it is clear that Y sing is contained in U. ♦ For any V -algebra A denote by A ∧ n the n-adic completion of A. Next, let J ⊂ S be an ideal with V (J) = Y sing . In view of claim 3.1.14, the quotient S/J n is finite over V for every n ∈ N; especially, it is complete for the n-adic topology. We deduce from lemma 3.1.1(ii) that the natural map S ∧ J → S ∧ nS+J is an isomorphism (notation of (3.1)), and then lemma 3.1.1(i) implies that the natural map S ∧ nJ → S ∧ n is an isomorphism as well, whence, by composing φ ∧ with the natural map X ∧ → X, a morphism of V -schemes ψ : Spec S ∧ nJ → X. The latter can be seen as a section σ ∧ : Spec S ∧ nJ → U × Spec V X of the U-scheme U × Spec V X (namely, σ ∧ is the unique section such that π • σ ∧ = ψ, where π : U × Spec V X → X is the natural projection). It follows from claim 3.1.16 that the section σ ∧ fulfills the assumptions of [20, Ch.II, Th.2 bis], so that there exists a section σ : Spec S h nJ → U × Spec V X. such that σ and σ ∧ agree on the closed subscheme Spec S/nJ. Let S h n be the henselization of S along the ideal nS; finally we define a morphism of V -schemes
where ω is the natural morphism.
Proof of the claim. By construction, β and φ ∧ agree on the closed subscheme Spec S/nS. Let β ∧ : U ∧ → X ∧ be the morphism induced by β and denote by gr • n R and gr • n S the graded rings associated to the n-preadic filtrations of R and respectively S; we deduce that the morphisms β and φ ∧ induce the same homomorphism gr • n R → gr • n S of graded rings. Since φ ∧ is an isomorphism, it then follows that β ∧ is an isomorphism as well ([7, Ch.III, §2, n.8, Cor.3]). Next, according to [36, Ch.XI, §2, Th.2], the ring S h n is the filtered colimit of a family ofétale S-algebras (S λ | λ ∈ Λ) such that S λ /nS λ is S-isomorphic to S/nS for every λ ∈ Λ. Especially, the n-adic completion S ∧ λ,n is S-isomorphic to S ∧ n , and we can find λ ∈ Λ such that β descends to a morphism β λ : Spec S λ → X. Consequently, the map R → S ∧ λ,n is formallyétale for the n-adic topology, therefore the same holds for the map R → S λ induced by β λ . Finally, let p ∈ Spec S λ /nS λ , and set q := p ∩ R ∈ X 0 ; a fortiori we see that S λ,q is formallyétale over R q for the q-preadic and p-preadic topologies; by [19, Ch.IV, Prop.17.5.3] we deduce that S λ iś etale over R at all the points of Spec S λ /nS λ . Since S h n ≃ S h λ,n , the claim follows. ♦ The theorem is a straightforward consequence of claim 3.1.17.
3.1.18. Suppose that V is a valuation ring whose field of fractions is algebraically closed, and let S := Spec V . We conclude this section with a result stating the existence of semi-stable models for curves over the generic point of S. The proof consists in reducing to the case where V is noetherian and excellent, in which case one can apply de Jong's method of alterations [10] . Recall that a semi-stable S-curve is a flat and proper morphism g : Y → S such that all the geometric fibres of g are connected curves having at most ordinary double points as singularities. Denote by η the generic point of S. We consider a projective finitely presented morphism f : X → S such that f −1 (η) is irreducible of dimension one. We also assume that X is an integral scheme, and G is a given finite group of S-automorphisms of X. Proposition 3.1.19. In the situation of (3.1.18), there exists a projective and birational morphism φ : X ′ → X of S-schemes such that :
(a) The structure morphism f ′ : X ′ → S is a semi-stable S-curve whose generic fibre f ′−1 (η) is irreducible and smooth over Spec K. (b) G acts on X ′ as a group of S-automorphisms, and φ is G-equivariant.
Proof. Let us write V as the colimit of the filtered family (V i | i ∈ I) of its excellent noetherian subrings. By [18, Ch.IV, Th.8.8.2(i),(ii)], we may find i ∈ I such that both f and the action of G descend to, respectively, a finitely presented morphism f i : X i → S i := Spec V i and a finite group of S i -automorphisms of X i . By [18, Ch.IV, Th.8.10.5] we may even suppose that f i is projective, and -up to replacing I by a cofinal subset -we may suppose that the latter property holds for all i ∈ I. For every i ∈ I, let η i be the generic point of S i ; we apply [18, Ch.IV, Prop.8.7.2 and Cor.8.7 .3] to the projective system of schemes
, so it coincides with X, since the latter is an integral scheme. Moreover, since f i is a closed morphism and η i ∈ f i (Z i ), we have f i (Z i ) = S i . Furthermore, the G-action on X i restricts to a finite group of S i -automorphisms of Z i . The restriction Z i → S i of f i fulfills the conditions of [10, Th.2.4 ], hence we may find a commutative diagram :
i and S ′ i are integral and excellent, φ i and ψ i are projective, dominant and generically finite, f ′ i is a semi-stable projective S ′ i -curve and moreover a finite group G ′ acts by
is birational (condition of [10, Th.2.4(vii)(b) and Rem.2.3(v)]). After taking the base change S → S i we arrive at the commutative diagram :
where again ψ i,S is generically finite and projective. Since κ(η) is algebraically closed, it follows that the induced map κ(η) → κ(η ′ ) is bijective for every η ′ ∈ ψ −1 i,S (η); by the valuative criterion for properness ([14, Ch.II, Th.7.3.8(b)]) we deduce that ψ i,S admits a section σ : S → S ′ . We set X ′ := Z ′ × S ′ S (the base change along the morphism σ) and denote by φ : X ′ → X the restriction of φ i,S . By construction, f ′ : X ′ → S is a semi-stable S-curve. From (3.1.20) we deduce easily that the induced morphism f ′−1 (η) → f −1 (η) is birational, and then, since f ′ is flat, it follows that X ′ is integral and φ is birational. Moreover, the action of G ′ is completely determined by its restriction to the generic fibre f ′−1 (η), and since φ is equivariant, it follows that this action factors through G.
3.2.
Vanishing cycles. We resume that notation of (2.4). Let S := Spec K + ; according to [27, §4.2] , to every S-scheme X and every abelian sheaf F on Xé t one attaches a complex of abelian sheaves
where D(X s,ét , Z) denotes the derived category of the category of abelian sheaves on X s,ét . Its stalk at a point x ∈ X s can be computed as follows. Denote by X h /{x} the spectrum of the henselization of the local ring O X,x ; then there is a natural isomorphism in the derived category of complexes of abelian groups:
There is a natural map RΓ(X K , F ) → RΓ(X s , RΨ X/S (F )) which is an isomorphism when X is proper over S. On the other hand, one has a natural morphism in D(X s,ét , Z)
and the cone of (3.2.2) is a complex on X s called the complex of vanishing cycles of the sheaf F , and denoted by RΦ X/S (F ). Any S-morphism φ : X → Y induces a natural map of complexes
for every abelian sheaf F on Yé t .
3.2.4.
Let π be any non-zero element in the maximal ideal m of K + . Let A be a K-algebra of topologically finite type. By lemma 2.5.1, the K + -algebra A • is of topologically finite presentation. Let A be a finitely presented K + -algebra whose π-adic completion A ∧ is isomorphic to A • . Let also A h be the henselization of A along its ideal πA. Recall that the natural map A h → A ∧ induces an isomorphism between the π-adic completion of A h and A ∧ (indeed, A h /π n A h is the henselization of A/π n A along its ideal πA/π n A, for every n ∈ N [36, Ch.XI, §2, Prop.2]; therefore the natural map A/π n A → A h /π n A h is an isomorphism for every n ∈ N, which implies the claim).
3.2.5.
For instance, we can consider the affinoid ring A := A(a, a −1 ) where a := |π|. In this case we can choose A := K + [S, T ]/(ST − π 2 ) (cp. example 2.1.12). For any K + -algebra R, denote by R-Alg fpét/K the category of R-algebras B that are finitely presented as R-modules and such that B ⊗ K + K isétale over R ⊗ K + K. According to [20, Ch.III, §3, Th.5 and §4, Rem.2, p.587], the base change functor
induces an equivalence : Moreover, let C be any object of B-Alg fpét/K and C • the corresponding B • -algebra; then Similarly, the finitely many prime ideals q 1 , . . . , q n ⊂ B • lying over P can be viewed as elements of Spec B/mB. We also obtain a natural action of G on the set {q 1 , . . . , q n }. We fix one of these prime ideals, which we shall denote simply by q; we let:
• St(q) ⊂ G be the stabilizer of q, • A h P (resp. B h q ) the henselization of the local ring A P (resp. B q ),
• Λ a finite local ring such that ℓ n Λ = 0, for a prime number ℓ = char K ∼ and some integer n > 0. With this notation we define:
for every sheaf of Λ-modules F on theétale site of X h K . Moreover, if C • is a bounded complex of Λ-modules and H • C • is a finite Λ-module, we shall denote by χ(C • ) the Euler-Poincaré characteristic of C • , which is defined by the rule :
In case C • is a complex of free Λ-modules (especially, C • is perfect), we have also the identity:
As usual ([29, Exp.X, §1]) one can view the constant sheaf Λ X h K on (X h K )é t as a sheaf of Gmodules with trivial G-action, and then by functoriality, ∆(X, q, Λ) is a complex of Λ[St(q)]modules in a natural way. Furthermore, ∆(X, Λ) is a complex of Λ[G]-modules, whose structure can be analyzed as follows. Let O 1 , ∪ · · · ∪ O k = {q 1 , . . . , q n } be the decomposition into orbits under the G-action, and for every i ≤ k let us pick a representative q i ∈ O i ; then :
The proof is left to the reader. Lemma 3.2.10. With the notation of (3.2.8), the following holds: (i) ∆(X, q, F ) is a perfect complex of Λ-modules of amplitude [0, 1] for every constructible sheaf F of free Λ-modules on (X h K )é t . (ii) For every n ∈ N, there is a natural isomorphism in D + (Z/ℓ n Z-Mod) :
(iii) For every locally constant sheaf F of Λ-modules on (T h K )é t we have : χ(∆(D(a, a −1 ), P, F )) ≤ 0.
Proof. To start out, notice that the scheme Spec B h q,K is a cofiltered limit of one-dimensional affine K-schemes of finite type; then (ii) is an easy consequence of [11, Th. finitude, Cor.1.11]. We also deduce that the cohomological dimension of Spec B h q,K is ≤ 1; furthermore, it follows from (3.2.1) and [27, Prop.4.2.5 ] that H n ∆(X, q, F ) has finite length for every n ∈ N and every constructible sheaf F of Λ-modules, hence assertion (i) follows from : . ♦ (ii): It follows from (i) that the Euler-Poincaré characteristic of ∆(D(a, a −1 ), P, F ) is well defined when Λ is a finite field of characteristic ℓ. For the general case, let m Λ ⊂ Λ be the maximal ideal; we consider the descending filtration F ⊃ m Λ F ⊃ m 2 Λ F ⊃ · · · ⊃ m r Λ F = 0, whose graded subquotients are sheaves of modules over the residue field κ(Λ) of Λ; since the expression that we have to evaluate is obviously additive in F , we are then reduced to the case where F is an irreducible locally constant sheaf of κ(Λ)-modules. In such case, if F is not constant the assertion is clear, so we can further suppose that F is the constant sheaf with stalks isomorphic to κ(Λ). However, A h P is a normal domain, therefore T h K is still connected, so H 0 ∆(D(a, a −1 ), P, κ(Λ)) = κ(Λ). Finally, from [12, Exp.XV, §2.2.5] we derive H 1 ∆(D(a, a −1 ), P, κ(Λ)) = κ(Λ). (loc.cit. considers the vanishing cycle functor relative to a family defined over a strictly henselian discrete valuation ring, but by inspecting the proofs it is easy to see that the same argument works verbatim in our setting as well.) 3.2.12. Let R be a (not necessarily commutative) ring. We denote by K 0 (R) (resp. K 0 (R)) the Grothendieck group of finitely generated projective (resp. finitely presented) left R-modules. Any perfect complex C • of R-modules determines a class [C • ] ∈ K 0 (R). Namely, one chooses a quasi-isomorphism P • ∼ → C • from a bounded complex of finitely generated projective left R-modules, and sets [C • ] := i∈Z (−1) i · [P i ]; a standard verification shows that the definition does not depend on the chosen projective resolution. Proposition 3.2.13. In the situation of (3.2.8) we have:
Proof. (i): This is well known: let f K : X h K → T h K be the natural morphism; one shows as in the proof of [29, Exp.X, Prop.2.2] that f K * Λ is a flat sheaf of Λ[St(q)]-modules, and then claim 3.2.11(iii) implies that the complex of Λ[St(q)]-modules ∆(X, q, Λ) ≃ ∆(D(a, a −1 ), P, f K * Λ) is of finite Tor-dimension. It then follows from claim 3.2.11(i),(ii) and lemma 3.2.10(i) that ∆(X, q, Λ) is a perfect complex of Λ[St(q)]-modules of amplitude [0, 1].
(ii): Let us choose a complex ∆ • :
]-module of finite length, we deduce a quasi-isomorphism (cp. the proof of lemma 3.2.10(ii))
We have a natural isomorphism (iii) is an easy consequence of (ii) and (3.2.9).
3.2.14.
Keep the assumptions of proposition 3.2.13. For every n ∈ N we set Λ n := Z/ℓ n Z; in view of lemma 3.2.10(ii) we derive natural isomorphisms in D + (Λ n [St(q)]-Mod) :
Then, according to [29, Exp.XIV, §3, n.3, Lemme 1] we may find :
is a complex of projective Λ n [St(q)]-modules of finite rank, concentrated in degrees 0 and 1, and the transition maps are isomorphisms of complexes of Λ n [St(q)]-modules :
for every n ∈ N. (Actually, loc.cit. includes the assumption that the coefficient rings are commutative. This assumption is not verified by our system of rings Λ n [St(q)]; however, by inspecting the proof, one sees easily that the commutativity is not needed.)
We let ∆ • ∞ (X, q) be the inverse limit of the system (∆ • n (X, q) | n ∈ N); this is a complex of projective Z ℓ [St(q)]-modules of finite rank, concentrated in degrees 0 and 1, and we have isomorphisms of complexes of Λ n [St(q)]-modules :
Likewise, we set
and the analogue of (3.2.9) holds for ∆ • n (X), especially the latter is a complex of finitely generated projective Λ n [G]-modules and the inverse limit ∆ • ∞ (X) of the system (∆ • n (X) | n ∈ N) is a complex of finitely generated projective Z ℓ [G]-modules. Lemma 3.2.17. In the situation of (3.2.14) : 
is the class of a finite-dimensional ℓ-adic representation of H. For such representations ρ, it makes sense to ask whether the associated character takes only rational values, i.e. whether the class [ρ] lies in the subgroup R Q (St(q)) ⊂ K 0 (Q ℓ [St(q)]) (notation of [38, §12.1]), and a complete charaterization of Q ⊗ Z R Q (St(q) ) is provided by the criterion of [38, §13.1]. The availability of that criterion is the main reason why we are interested in ℓ-adic representations (rather than just ℓ-torsion ones). Theorem 3.2.19. With the notation of (3.2.18) :
. Proof. Of course it suffices to show (i). We begin with the following : Claim 3.2.20. There exist :
• a projective birational morphism φ : Y → X of integral projective S-schemes, where Y → S is a semistable S-curve with smooth connected generic fibre Y K → Spec K;
Proof of the claim. To start out, B h q is the colimit of a filtered family (B j | j ∈ J) ofétale Balgebras, and since since B h q is a normal domain, we may assume that the same holds for every B j . Then we may find j ∈ J such that the action of St(q) on B h q descends to an action by K +automorphisms on B j ([18, Ch.IV, Th.8.8.2(i)]). If x ∈ U := Spec B j denotes the contraction of the ideal q ⊂ B, we have an
We choose a locally closed and finitely presented immersion U → P n S into a projective space, and denote by X the Zariski closure of the image of U (with reduced structure). Then the action of St(q) extends to X and f : X → S is a projective finitely presented morphism; moreover, since U is a normal scheme, the generic fibre f −1 (η) is irreducible. To conclude, it suffices to invoke proposition 3.1.19.
♦ Hence, let φ : Y → X and x ∈ X s be as in claim 3.2.20, and φ s : Proof of the claim. Notice that (iii) is an immediate consequence of (i) and (ii). In order to show (i) we may assume that T is affine. In this case, let a ∈ Γ(Y, O Y ) be any global section; a is the same as a section σ a : Y → A 1 Y for the natural projection A 1 Y → Y , and after composition with g × T 1 A 1 
is an isomorphism. Since π is an affine morphism, we deduce easily that g ′ * O Y = O T ′ . It remains to show that, for every geometric point t → T ′ , the fibre g ′−1 (t) is connected; to this aim, let i t : g ′−1 (t) → Y be the natural morphism and denote by O Y,ét (resp. O T ′ ,ét ) the structure sheaves on the smallétale site of Y (resp. of T ′ ). By [2, Exp.VII, Prop.4.3] we have g ′ * O Y,ét = O T ′ ,ét , and then the proper base change theorem implies that the natural map O h T ′ ,t → Γ(g ′−1 (t)é t , i * t O Y,ét ) is an isomorphism ([3, Exp.XII, Cor.5.2(i)]); especially, it establishes a bijection between the set of idempotents of the two rings, so the assertion follows. ♦ Now, claim 3.2.22(iii) shows that Z is connected, hence it is either a K ∼ -rational point, or a union of irreducible components of Y s , in which case Z is a semi-stable projective curve over Spec K ∼ . In case Z is a point, St(q) acts trivially on Z, hence on ∆ • ∞ (X, q) ⊗ Z Q, and the theorem follows. Thus, we shall assume thereafter that Z is pure of dimension one over Spec K ∼ . Morever, since by assumption B h q,K isétale over A h P,K , there is an open neighborhood U ⊂ X of x such that U × S Spec K is smooth over Spec K, hence φ η is an isomorphism in a neighborhood of x. Hence, taking the stalk over x of the map (3.2.21) yields an St(q)equivariant isomorphism :
On the other hand, [12, Exp.XV, §2.2] yields natural isomorphisms :
where i : Z sing → Z is the closed immersion of the singular locus of Z (which consists of finitely many Spec K ∼ -rational points) and (−1) denotes the Tate twist. (Actually, loc.cit. consider the case where S is a henselian discrete valuation ring, but by inspecting the proof one sees easily that the same argument works in our situation as well.) Since Z is proper over Spec K ∼ , one may apply [3, Exp.XVII, Th.5.4.3] to deduce that (3.2.23) still holds after we replace Λ by Q ℓ . Set U := Z \ Z sing and let Z ′ → Z be the normalization morphism; clearly U, Z sing and Z ′ are stable under the action of St(q). Then, since Z is a proper scheme, a standard dévissage reduces to showing that the classes : (with their natural St(q)-action) lie in R Q (St(q) ). This is clear for R 1 and R 2 , since these are the same permutation representation. The assertion for R 3 follows by applying the Lefschetz fixed point formula [11, Rapport, Th.5.3] to the endomorphism h : Z ′ → Z ′ (for all h ∈ St(q)).
3.2.24. Keep the notation of (3.2.8) and let H ⊂ G be any subgroup; since A is a Japanese 3.2.29. In the situation of (3.2.8), let δ : [log a, − log a] ∩ log |K × | → R ≥0 be the discriminant function of the morphism f . We saw in the course of the proof of theorem 2.5.35 how one can calculate the variation of the slope of δ at the point ρ = 0 -that is, the slope around ρ = 0 of the function ρ → δ(−ρ) + δ(ρ). The expression is a sum of contributions indexed by the prime ideals q 1 , . . . , q n . Proposition 3.2.30 explains how these localized contributions can be read off from the complexes ∆(X, q i , F ℓ ) (where F ℓ is the finite field with ℓ elements).
Proposition 3.2.30. Resume the notation of (2.5.32) and (3.2.8). Then :
(3.2.31) 2α(q i ) + F(q i ) − 2 = χ(∆(X, q i , F ℓ ) [1] ). for every i = 1, . . . , n.
Proof. We shall give a global argument: first, according to [19, Ch.IV, Prop.17.7.8] and [36, Ch.XI, §2, Th.2], we can find :
• anétale map A → A ′ of K + -algebras of finite presentation such that the induced map A ⊗ K + K ∼ → A ′ ⊗ K + K ∼ is an isomorphism; • a finitely presented A ′ -algebra B with an isomorphism A h ⊗ A ′ B ′ ∼ → B. Especially, the induced morphism A ′ ⊗ K + K → B ′ ⊗ K + K is stillétale. Set T := Spec A ′ and X := Spec B ′ . Using (3.2.1) one deduces natural isomorphisms in the derived category of complexes of F ℓ -vector spaces:
(3.2.32) ∆(X, q i , F ℓ ) ≃ RΨ X/S (F ℓ,X ) q i for every i = 1, . . . , n (and similarly for T). In view of lemma 2.5.2, the special fibre X s := Spec B ′ /mB ′ of the S-scheme X is reduced and of pure relative dimension one, hence generically smooth over Spec K ∼ ; denote by X ν s and X n s respectively the seminormalization and normalization of X s (cp. α(q i ) = dim K ∼ Q 2,q i for every i = 1, . . . , n.
Similarly, using [34, Th.10.1] and lemma 2.4.11 one finds a natural bijection between the points of F(q i ) and the points of X n s lying over the point q i ∈ X s (cp. the proof of [28, Th.6.3] ). This leads to the identity:
(3.2.34) ♯F(q i ) = 1 + dim K ∼ Q 1,q i for every i = 1, . . . , n.
Now, let us fix one point q := q i and choose an affine open neighborhood V ⊂ X of q such that X \ V contains X sing s \ {q}; by further restricting V we can even achieve that the special fibre V s is connected. One can then apply theorem 3.1.3 to produce a projective S-scheme Y of pure relative dimension one containing an open subscheme U such that Y s is connected, Y is smooth over S at the points of Y s \ U s , and furthermore U h /Us ≃ V h /Vs . By construction, the generic fibre Y K is a smooth projective curve over Spec K, and Y sing s ⊂ {q}. It is also clear that the morphism Y → S is flat, whence an equality of Euler-Poincaré characteristics:
On the other hand, let c be the number of irreducible components of Y s ; [32, §7.5, Cor.33] yields the identity
where Y n s π → Y ν s is the natural morphism from the normalization to the seminormalization of Y s . Since dim F ℓ H 0 (Y n s,ét , F ℓ ) = c, we deduce χé t (Y s , F ℓ ) = χé t (Y n s , F ℓ ) − F(q) + 1. Furthermore, in light of (3. Putting everything together we end up with the identity:
Now, the complex RΦ Y/S (F ℓ ) is concentrated at Y sing s ⊂ {q}; it follows that RΦ Y/S (F ℓ ) ≃ j ! RΦ U/S (F ℓ ), where j : U s → Y s is the open imbedding. Since furthermore the henselizations of U and V are isomorphic, we have a natural identification RΦ U/S (F ℓ ) q ≃ RΦ V/S (F ℓ ) q ≃ RΦ X/S (F ℓ ) q . Consequently
Clearly χ(RΨ X/S (F ℓ ) q ) = 1 + χ(RΦ X/S (F ℓ ) q ), whence the contention.
Conductors.
We consider now a finite Galoisétale covering f : X → D(a, a −1 ) of Galois group G. For given r ∈ (a, a −1 ], pick any x ∈ f −1 (η(r)); G acts transitively on the set f −1 (η(r)) and the stabilizer subgroup St x ⊂ G of x is naturally isomorphic to the Galois group of the extension of henselian valued fields O h η(r) ⊂ O h X,x (see [28, §5.5] x/η(r) of the ring extension O h+ η(r) ⊂ O h+ X,x is well-defined and, by arguing as in (2.1.7) one sees that it is principal. Moreover, it is shown in [28, Lemma 2.1(iii)] that for every σ ∈ St x there is a value i x (σ) ∈ Γ x ∪ {0} such that |t − σ(t)| h x = i x (σ) for all t ∈ O h X,x such that |t| h x = γ 0 (notation of (2.4.13)). The same argument as in the case of discrete valuations shows the identity Moreover, one has Artin and Swan characters; to explain this, let us introduce the total Artin conductor:
It is convenient to decompose this total conductor into two (normalized) factors: and as usual the Swan character is sw ♮ x := a ♮ x − u Stx , where u Stx := reg Stx − 1 Stx is the augmentation character, i.e. the regular character reg Stx minus the constant function 1 Stx (σ) := 1 for every σ ∈ St x . Huber shows that a ♮ x (resp. sw ♮ x ) is the character of an element of K 0 (Q ℓ [St x ]) (resp. of K 0 (Z ℓ [St x ]) : see [28, Th.4.1]); these are respectively the Artin and Swan representations. In general, these elements are however only virtual representations (whereas it is well known that in the case of discrete valuation rings one obtains actual representations).
