This article considers estimation of constant and time-varying coefficients in nonlinear ordinary differential equation (ODE) models where analytic closed-form solutions are not available. The numerical solution-based nonlinear least squares (NLS) estimator is investigated in this study. A numerical algorithm such as the Runge-Kutta method is used to approximate the ODE solution. The asymptotic properties are established for the proposed estimators considering both numerical error and measurement error. The B-spline is used to approximate the time-varying coefficients, and the corresponding asymptotic theories in this case are investigated under the framework of the sieve approach. Our results show that if the maximum step size of the p-order numerical algorithm goes to zero at a rate faster than n −1/(p∧4) , the numerical error is negligible compared to the measurement error. This result provides a theoretical guidance in selection of the step size for numerical evaluations of ODEs. Moreover, we have shown that the numerical solution-based NLS estimator and the sieve NLS estimator are strongly consistent. The sieve estimator of constant parameters is asymptotically normal with the same asymptotic co-variance as that of the case where the true ODE solution is exactly known, while the estimator of the time-varying parameter has the optimal convergence rate under some regularity conditions. The theoretical results are also developed for the case when the step size of the ODE numerical solver does not go to zero fast enough or the numerical error is comparable to the measurement error. We illustrate our approach with both simulation studies and clinical data on HIV viral dynamics. 1. Introduction. Ordinary differential equations (ODE) are widely used to model dynamic processes in many scientific fields such as engineering, physics, econometrics and biomedical sciences. In particular, new biotechnologies allow scientists to use ODE models to more accurately describe biological processes such as genetic regulatory networks, tumor cell kinetics, epidemics and viral dynamics of infectious diseases [Chen, He and Church (1999) , Jansson and Revesz (1975) , Michelson and Leith (1997) , Daley and Gani (1999) , May (1991), Brookmeyer and Gail (1994) , Nowak and May (2000)]. The mathematical modeling approach has made a great impact on these scientific fields over the past decades. For instance, ODE models have been used to quantify HIV viral dynamics which resulted in important scientific findings [Ho et al. (1995) , Wei et al. (1995) , Perelson et al. (1996 Perelson et al. ( , 1997 ]. Comprehensive reviews of the application of ODE models in HIV dynamics can be found in Perelson and Nelson (1999) , Nowak and May (2000) , Tan and Wu (2005) and Wu (2005) .
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1. Introduction. Ordinary differential equations (ODE) are widely used to model dynamic processes in many scientific fields such as engineering, physics, econometrics and biomedical sciences. In particular, new biotechnologies allow scientists to use ODE models to more accurately describe biological processes such as genetic regulatory networks, tumor cell kinetics, epidemics and viral dynamics of infectious diseases [Chen, He and Church (1999) , Jansson and Revesz (1975) , Michelson and Leith (1997) , Daley and Gani (1999) , Anderson and May (1991) , Brookmeyer and Gail (1994) , Nowak and May (2000) ]. The mathematical modeling approach has made a great impact on these scientific fields over the past decades. For instance, ODE models have been used to quantify HIV viral dynamics which resulted in important scientific findings [Ho et al. (1995) , Wei et al. (1995) , Perelson et al. (1996 Perelson et al. ( , 1997 ]. Comprehensive reviews of the application of ODE models in HIV dynamics can be found in Perelson and Nelson (1999) , Nowak and May (2000) , Tan and Wu (2005) and Wu (2005) .
Although differential equation models have been widely used in scientific research, very little statistical research has been dedicated to parameter estimation and inference for differential equation models. The existing statistical methods for ODE models include the nonlinear least squares method [Bard (1974) , van Domselaar and Hemker (1975) , Benson (1979) , Li, Osborne and Pravan (2005) ], the smoothing-based techniques [Swartz and Bremermann (1975) , Varah (1982) , Chen and Wu (2008) , Liang and Wu (2008) , Brunel (2008) ], the principal differential analysis (PDA) [Ramsay (1996) , Heckman and Ramsay (2000) , Poyton et al. (2006) , Ramsay et al. (2007) , Varziri et al. (2008) ] and the Bayesian approaches [Putter et al. (2002) , Huang, Liu and Wu (2006) , Donnet and Samson (2007) ]. However, very few of these publications rigorously address the theoretical issues and study the asymptotic properties of the proposed estimators when both measurement error and numerical error are significant. In this paper, we intend to investigate statistical estimation methods for both constant and time-varying parameters in ODE models and study the asymptotic properties of the proposed estimators under the framework of the sieve approach.
Denote a general set of ODE models containing only constant parameters as    dX(t) dt = F{t, X(t), β}, ∀t ∈ [t 0 , T ],
and denote a general set of ODE models with both constant and time-varying parameters as    dX(t) dt = F{t, X(t), β, η(t)}, ∀t ∈ [t 0 , T ], where X(t) = {X 1 (t), . . . , X K (t)} T is a K-dimensional state variable vector, β is a d-dimensional vector of unknown constant parameters with true value β 0 , η(t) is an unknown time-varying parameter with true value η 0 (t) (here we only consider a single time-varying parameter, the proposed methodology can be extended to include multiple time-varying parameters although it is tedious and cumbersome in notation), F(·) = {F 1 (·), . . . , F K (·)} T is a vector of differentiable functions whose forms are known and X(t 0 ) = X 0 is the initial value. Equations (1.1) and (1.2) are called state equations. Obviously, equation (1.1) is a special case of (1.2). The function F(t, X, β) in (1.1) or F(t, X, β, η) in (1.2) is assumed to fulfil the Lipschitz assumption to X [with the Lipschitz constant independent of the unknown parameters β and η(·)] ensuring existence and uniqueness of the solutions to (1.1) and (1.2) [see Hairer, Nørsett and Wanner (1993) and Mattheij and Molenaar (2002) ]. Let X(t, β) and X(t, β, η(t)) denote the true solutions to (1.1) and (1.2) for given β and η(·), respectively. We usually use notation X(t) to denote X(t, β 0 ) or X(t, β 0 , η 0 (t)) in this article. Our objective is to estimate the unknown parameters β and η(·) based on the measurements of the state variables, X(t) or their functions. If a closed-form solution to (1.1) or (1.2) is available, the standard statistical approaches for nonlinear regression or time-varying coefficient regression models can be used to estimate unknown parameters. In practice, (1.1) and (1.2) usually do not have closed-form solutions for a nonlinear F. In this case, numerical methods such as the Runge-Kutta algorithm [Runge (1895) , Kutta (1901) ] have to be used to approximate the solution of the ODEs for a given set of parameter values and initial conditions. Consequently, the nonlinear least squares (NLS) principle (minimizing the residual sum of squares of the differences between the experimental observations and numerical solutions) can be used to obtain the estimates of the unknown parameters. The NLS method for (1.1) was first described by mathematicians in 1970s [Bard (1974) , van Domselaar and Hemker (1975) , Benson (1979) ]. The NLS method was also widely used to estimate the unknown parameters in ODE models in the fields of mathematics, computer science and control engineering. In the 1990s, the NLS method was extended to estimate time-varying parameters in (1.2). For example, the NLS method with spline approximation to time-varying parameters has been successfully applied to pharmacokinetic [Li et al. (2002) ], physiologic [Thomaseth et al. (1996) ] and HIV studies [Adams (2005) ].
Though the NLS was the earliest and the most popular method developed for estimating the parameters in ODE models, so far the proposed NLS estimators and their asymptotic properties for ODE models have not been systematically studied, in particular, for time-varying parameter estimates. The influence of the numerical approximation error of ODEs on the asymptotic properties has not been analyzed. All existing studies took the numerical solution as the true solution and did not consider the difference between them. The difficulty is due to the co-existence of both measurement error and numerical error, and the standard theories of the NLS method [Jennerich (1969) , Malinvaud (1970) , Wu (1981) , Delgado (1992) ] cannot be directly applied. In this article, we intend to fill this gap.
The rest of the article is organized as follows. In Section 2, we discuss the identifiability problem of ODE models. Then we introduce the numerical solution-based NLS estimators for (1.1) and (1.2), and study their asymptotic properties in Sections 3 and 4, respectively. The asymptotic properties of the proposed estimators, including strong consistency, rate of convergence and asymptotic normalities, are established using the tools of empirical processes [Pollard (1984 [Pollard ( , 1990 , Pakes and Pollard (1989) , van der Vaart and Wellner (1996) , Ma and Kosorok (2005) , Wellner and Zhang (2007) ] and the sieve methods [Grenander (1981) , Shen and Wong (1994) , Huang (1996) and Shen (1997) ]. We perform simulation studies to investigate the finite-sample performance of the proposed estimation methods in Section 5. In this section, we also apply the proposed approaches to a set of ODE models for HIV dynamics. We provide a summary and discussion for the proposed methods in Section 6. Finally, the proofs of all the theoretical results are given in the Appendix.
2. Identifiability of ODE models. Identifiability of ODE models is a critical question to answer before parameter estimation. To verify the uniqueness of parameter estimates for given system inputs and outputs, both analytical and numerical techniques have been developed for ODE models since 1950s. Before jumping into technical details, two commonly used definitions of identifiability are given as follows [Bellman andÅström (1970) , Cobelli, Lepschy and Jacur (1979) , Walter (1987) , Ljung and Glad (1994) , Audoly et al. (2001) , Jeffrey and Xia (2005) ]. Definition 1. Globally identifiable: a system structure is said to be globally identifiable if for any two parameter vectors β 1 and β 2 in the parameter space B, X(t, β 1 ) = X(t, β 2 ) can be satisfied for all t if and only if
However, global identifiability is a strong condition to satisfy and usually difficult to verify in practice. Therefore, the definition of at-a-point identifiability was introduced by Ljung and Glad (1994) and Quaiser and Mönnigmann (2009) as follows.
Definition 2. At-a-point identifiable: a system structure is said to be locally (or globally) identifiable at a point β * if for any β within an open neighborhood of β * (or within the entire parameter space), X(t, β) = X(t, β * ) can be satisfied for all t if and only if β = β * .
A number of methods have been proposed for identifiability analysis of ODE models, including structural [Bellman andÅström (1970) , Ljung and Glad (1994) , Xia and Moog (2003) ], practical [e.g., Rodriguez-Fernandez, Egea and Banga (2006) , Miao et al. (2008) ] and sensitivity-based [e.g., Jolliffe (1972) , Quaiser and Mönnigmann (2009)] approaches. Due to the limited space, we may not be able to provide an exhaustive list of publications on identifiability of ODE models. In this article, the structural identifiability analysis techniques are of particular interest mainly due to the theoretical completeness.
Various structural identifiability approaches have been proposed, such as power series expansion [Pohjanpalo (1978) ], similarity transformation [Vajda et al. (1989) , Chappel and Godfrey (1992) ] and implicit function theorem method [Xia (2003) , Xia and Moog (2003) , Miao et al. (2008) , ]. Particularly, Ollivier (1990) and Ljung and Glad (1994) introduced another approach in the framework of differential algebra [Ritt (1950) , Kolchin (1973) ]. The differential algebra approach is suitable to general nonlinear dynamic systems, and it has been successfully applied to nonlinear differential equation models, including models with time-varying parameters [Audoly et al. (2001) ]. In this article, the differential algebra approach is employed to verify the identifiability of ODE models with both constant and time-varying parameters.
For most structural identifiability analysis techniques such as the implicit function theorem method and the differential algebra approach, a key step is the elimination of latent variables via taking derivatives and algebraic operations, which makes such techniques suitable for multivariate ODE models with partially observed state variables. After all unobserved state variables are eliminated, equations involving only given inputs, measured outputs and unknown parameters can be obtained. If we consider the parameters as unknowns, it is easy to verify that the identifiability of unknown parameters is determined by the number of roots of these equations.
For illustration purposes, we consider a classical HIV dynamic model with both constant and time-varying parameters [Nowak and May (2000) , Huang, Rosenkranz and Wu (2003) , Wu et al. (2005) ] as an example:
where T U is the concentration of uninfected target CD4+ T cells, T I the concentration of infected CD4+ T cells, V (t) the viral load, λ the proliferation rate of uninfected CD4+ T cells, ρ the death rate of uninfected CD4+ T cells, η(t) the time-varying infection rate depending on antiviral drug efficacy, δ the death rate of infected cells, c the clearance rate of free virions, N the number of virions produced by a single infected cell on average. This model will also be used in our numerical studies in Section 5. For notational simplicity, let x 1 , x 2 and x 3 denote T U , T I and V , and let y 1 = T U + T I = x 1 + x 2 and y 2 = V = x 3 denote the measurable outputs, respectively. Then (2.1) can be re-written as
2) where x ′ 1 , x ′ 2 and x ′ 3 denote the derivatives of x 1 , x 2 and x 3 , respectively. We adopt the following ranking for variable elimination [Ljung and Glad (1994) 
where β = (λ, ρ, N, δ, c) T is the vector of constant unknown parameters. By taking the higher order derivatives on both sides of (2.2) and using some algebra elimination techniques, we can eliminate x 1 , x 2 and x 3 from (2.2) using the ranking (2.3) to obtain
where y denote the second-order derivative of y 1 (t) and y 2 (t), respectively. Therefore, η(t) can be expressed in terms of measurable system outputs and other constant unknown parameters either from (2.4) as
or from (2.5) as
Thus, η(t) is identifiable if all the constant unknown parameters are identifiable. To verify the identifiability of all unknown parameters θ = (β T , η) T , equations (2.6) and (2.7) can be combined to obtain
The equation above only involves measurable system outputs [(T U + T I ), V and their derivatives] and constant unknown parameters. We assume that the derivatives of (T U + T I ) and V exist and are continuous up to order 2. Although the derivatives of (T U + T I ) and V are usually not directly measured in experiments, for theoretical identifiability analysis, they are known once (T U + T I ) and V are measured (e.g., via numerical evaluation). Finally, it can be verified that (2.8) is of order 0 and of degree > 1 in θ, so (2.8) satisfies the sufficient conditions given in Ljung and Glad (1994) and β = (λ, ρ, N, δ, c) T is thus at-a-point identifiable at the true parameter point. Therefore, η(t) is also at-a-point identifiable at the true parameter point. For more detailed techniques for identifiability analysis of ODE models, we refer readers to the references listed above.
3. ODE models with constant parameters. Throughout this article, we let a be the Euclidean norm (or L 2 norm) of a vector (or a matrix) a; A ∞ = max 1≤i≤m n j=1 |a ij | be the supremum norm of an m × n matrix A, where a ij is the (i, j)th element of A; A ⊗2 = AA T for a matrix A; C r [a, b] be the class of functions with r-order continuous derivative on the interval [a, b] ; f ∞ = sup t |f (t)| be the supremum norm of a function f ; and x ∧ y denotes min(x, y). Moreover, for a random vector Z ∼ P , where P is a probability measure, we let f (Z) 2 = f P,2 = ( f 2 dP ) 1/2 be the L 2 (P )-norm of a function f .
3.1. Measurement model and estimator. In this section, we consider ODE models with constant parameters, that is, equation (1.1), over the time range of interest I = [t 0 , T ] (−∞ < t 0 < T < +∞), where the initial value X 0 = X(t 0 ) is assumed to be known in this article. In reality, X(t) cannot be measured exactly and directly; instead, its surrogate Y(t) can be measured. For simplicity, here we assume an additive measurement error model to describe the relationship between X(t i ) and the surrogate Y(t i ),
at random or fixed design time points t 1 , . . . , t n , where the measurement errors (ε(t 1 ), . . . , ε(t n )) are independent with mean zero and a diagonal variance-covariance matrix Σ. Moreover, in the case of random design, assume that the measurement errors are independent of X(t). Equation (3.1) is called the observation or measurement equation.
If (1.1) does not have a closed-form solution, we need to resort to numerical techniques to obtain numerical solutions at discrete time points. In this article, we consider a general one-step numerical method. Let t 0 = s 0 < s 1 < · · · < s m−1 = T be grid points on the interval I, h j = s j − s j−1 be the step size and h = max 1≤j≤m−1 h j be the maximum step size, and X h j and X h j+1 be the numerical approximations to the true solutions X(s j ) and X(s j+1 ), respectively, which can be typically written as
where the specific form of Φ depends on the numerical method. The common numerical methods include the Euler backward method, the trapezoidal rule, the r-stage Runge-Kutta algorithm (r is usually between 2 and 5), and so on. Among these algorithms, the 4-stage Runge-Kutta algorithm [Mattheij and Molenaar (2002) , page 53, Hairer, Nørsett and Wanner (1993) , page 134] has been well developed and widely used in practice. Therefore, we employ the 4-stage Runge-Kutta algorithm as an example in our numerical studies.
Define e h = max 0≤j≤m−1 X(s j )− X h j , which is called the numerical error or the global discretization error [Hairer, Nørsett and Wanner (1993) , page 159, Mattheij and Molenaar (2002), page 57] . If e h = O(h p ), p is called the order of the numerical method. It is necessary to establish a relationship between the number of grid points m (or the maximum step size h) and the sample size of measurements n since the asymptotic properties of the proposed estimators are related to both numerical error and measurement error. To our best knowledge, this is the first attempt to establish such as a relationship.
Following Mattheij and Molenaar [(2002) , page 58] the interpolation technique is commonly used if the measurement points (t i , i = 1, 2, . . . , n) are not coincident with the grid points (s j , j = 1, 2, . . . , m − 1) of the numerical method, and the cubic Hermite interpolation is often adopted. LetX(t, β) denote the interpolated numerical solution of X(t, β) obtained from the numerical method for given β, and then (3.1) can be approximately rewritten as Y(t) ≈X(t, β 0 ) + ε(t). The simple numerical solution-based NLS estimatorβ n of β 0 minimizes
Note that if the data are correlated or the measurement variances are heterogeneous, the weighted NLS can be used. The theoretical results can be extended to the weighted NLS. Also note that we can easily obtain the estimatorX(t) =X(t,β n ) for X(t).
To minimize the NLS objective function (3.3), the standard gradient optimization methods may fail due to the complicated nonlinear ODE model and the NLS objective function may have multiple local minima or may be ill-behaved [Englezos and Kalogerakis (2001) ]. Fortunately, various global optimization methods are available to more reliably solve the parameter estimation problem for ODE models, although the global optimization methods are very computationally intensive. Moles, Banga and Keller (2004) compared the performance and computational cost of seven global optimization methods, including the differential evolution method [Storn and Price (1997) ]. Their results suggest that the differential evolution method outperforms the other six methods with a reasonable computational cost. Improved performance can be achieved using a hybrid method combining gradient methods and global optimization methods. A hybrid method based on the scatter search and sequential quadratic programming (SQP) has been proposed by Rodriguez-Fernandez, Egea and Banga (2006) , who showed that the hybrid scatter search method is much faster than the differential evolution method for a simple HIV ODE model. In addition, Miao et al. (2008) also suggested that global optimization methods should be used for general nonlinear ODE models. Here we combine the differential evolution, the scatter search method and the SQP local optimization technique to implement our NLS minimization.
Asymptotic properties.
In this section, we study the asymptotic properties of the proposed numerical solution-based NLS estimator when both measurement error and numerical error are considered. First we make the following assumptions:
A1. β ∈ B, where B is a compact subset of R d with a finite diameter R β . A2. Ω = {X(t, β) : t ∈ I, β ∈ B} is a closed and bounded convex subset of R K . A3. There exist two constants −∞ < c 1 < c 2 < +∞ such that c 1 ≤ Y(t) ≤ c 2 for all t ∈ I. A4. All partial derivatives of F(t, X, β) up to order p with respect to t and X exist and are continuous. A5. The numerical method for solving ODEs is of order p. A6. For any β ∈ B, E t [X(t, β) − X(t, β 0 )] 2 = 0 if and only if β = β 0 . A7. The first and second partial derivatives,
T , exist and are continuous and uniformly bounded for all t ∈ I and β ∈ B. A8. For the ODE numerical solutionX(t, β), the first and second partial derivatives,
T , exist and are continuous and uniformly bounded for all t ∈ I and β ∈ B. A9. Let 0 < c 3 < c 4 < ∞ be two constants. For random design points,
A11.β is an interior point of B, whereβ = arg
] and E 0 is the expectation with respect to P β 0 , the joint probability distribution of (t, Y(t)) at true value β 0 . A12.
] is expectation of function g(t) with respect to t.
Assumptions A1-A4 are general requirements for existence of numerical solutions of ODE models. Assumption A5 from Mattheij and Molenaar (2002, pages 55 and 56) defines the precision of the numerical algorithm. For example, the Euler backward method, the trapezoidal rule, the 4-stage and 5-stage Runge-Kutta are of order 1, 2, 4 and 5, respectively. Theorem 2.13 in Hairer, Nørsett and Wanner [(1993) , page 153] provides sufficient and necessary conditions for the numerical method to be of order p. Theorems 3.1 and 3.4 in Hairer, Nørsett and Wanner [(1993), pages 157 and 160] give the magnitude of the numerical error of the numerical algorithms. Assumption A6 is required for identifiability and imposed for consistency. From Section 2, we know that the HIV model (2.1) is at-a-point identifiable at the true value β 0 . This result and assumption A9 are sufficient conditions for assumption A6 to be satisfied. Assumptions A7-A9 are needed for consistency. Assumptions A10-A13 are needed for the proof of asymptotic normality in Theorem 3.2.
Theorem 3.1. Assume that there exists a λ > 0 such that h = O(n −λ ), then under assumptions A1-A10, we haveβ n − β 0 → 0, almost surely under
where p is the order of the numerical method (3.2), under assumptions A1-A10 and A12,
The detailed proofs of Theorems 3.1 and 3.2 are provided in the Appendix. The basic idea for the proofs is motivated by Pakes and Pollard (1989) in which a general central limit theorem is proved for a broad class of simulation estimators, that is, the objective function of the estimator is too complicated to evaluate directly, and instead the Monte Carlo simulation is used to approximate the objective function to obtain the estimator. The asymptotic properties of the simulation-based estimator are established using a general central limit theorem under nonstandard conditions given in Huber (1967) and Pollard (1985) , which are often called the Huber-Pollard Z-theorem [see Theorem 3.3.1 in van der Vaart and Wellner (1996) ]. In this article, we use the same theorem to prove the asymptotic normality of the numerical solution-based NLS estimator for ODEs. Similarly, our objective function Ξ 1 (β) in (3.3) cannot be directly evaluated; instead we have to approximate it by solving (1.1) numerically. Thus, similar ideas in Pakes and Pollard (1989) can be borrowed to establish the asymptotic results of our estimator in Theorems 3.1 and 3.2.
Remark 1. Theorems 3.1 and 3.2 can be extended to fixed design points t i ∈ [t 0 , T ] (i = 1, . . . , n). Assume that there exists a distribution function Q(t) with corresponding density ϕ(t) such that, with Q n (t), the empirical distribution of (t 1 , . . . ,
is bounded away from zero and has continuous second-order derivative on
. Similarly we can prove Theorems 3.1 and 3.2 for the fixed design if we replace assumption A9 by above assumption.
Remark 2. From the proof of Theorem 3.2 in the Appendix, we still have β − β 0 = O(h (p∧4)/2 ) and Ṽ 1 − V 1 = O(h (p∧4)/2 ) for a fixed constant h, which is independent of the sample size n. This suggests that, if the maximum step size h of the numerical algorithm for solving ODEs is a fixed constant, the numerical solution-based NLS estimator is not consistent. Instead the asymptotic bias is in the order of h (p∧4)/2 . Notice that our asymptotic results provide a theoretical foundation for the relationship between the numerical step size and sample size, that control numerical error and measurement error, respectively, for the widely-used NLS estimator based on the numerical solutions of the ODEs. Intuitively, the smaller the numerical step size is, better the estimator is. However, a smaller step size will increase the computational cost and this may become a serious problem when the ODE system is large and the computational cost is high. It is important to study the trade-off between the numerical error and measurement error when the computational cost needs to be taken into consideration. Our theoretical results show that, only when the numerical step size, which controls the numerical error and computational cost, goes to zero with a rate faster than a particular rate n −1/(p∧4) , the numerical solution-based NLS estimator converges to the true value of the parameters with the rate of root-n. In addition, the asymptotic variance of the NLS estimator is the one as if the true solution X(t) is exactly known.
The asymptotic variance-covariance matrix needs to be estimated in order to perform statistical inference for unknown parameters β. There are some standard methods that can be used. The first approach is to use the observed pseudo-information matrix based on the NLS objective function (3.3). The observed pseudo-information matrix is defined as
The standard error ofβ n can then be approximated by I −1/2 1 (β n )/ √ n. In practice, we have noted that the inverse of the observed pseudo-information matrix provides a reasonable approximation to the asymptotic variancecovariance matrix V 1 . Rodriguez-Fernandez, Egea and Banga (2006) also proposed this approach for parameter inference in ODE models. The second approach is the weighted bootstrap method [Ma and Kosorok (2005) ]. Let W i , i = 1, . . . , n, denote n i.i.d. positive random weights with mean one [E(W ) = 1] and variance one [Var(W ) = 1]. The weights, W i are independent of {β, t, Y(t)}. For (1.1), the weighted M-estimatorβ 0 n satisfieŝ
From Corollary 2 and Theorem 2 in Ma and Kosorok (2005) , given {t i , Y(t i )}, √ n(β 0 n −β n ) and √ n(β n − β 0 ) have the same limiting distribution, then the weighted M-estimatorβ 0 n can be used for inference onβ n . Note that the empirical bootstrap has been used for statistical inference for ODE models [Joshi, Seidel-Morgenstern and Kremling (2006) ]. However, the asymptotic properties of the empirical bootstrap estimators are quite difficult to derive. This is why we propose to use the weighted bootstrap method instead of the empirical bootstrap approach.
4. ODE models with both constant and time-varying parameters.
4.1. Measurement model and estimator. In this section, we consider (1.2) with both constant and time-varying parameters, where the initial value X 0 = X(t 0 ) is assumed to be known. Again, X(t) is not observed directly in practice; instead, we observe its surrogate Y(t) through (3.1).
Let A be the following class of functions,
where µ is a nonnegative integer, γ ∈ (0, 1], ̺ = µ + γ > 0.5, and L an unknown constant. The smoothness assumption is often used in nonparametric curve estimation. Usually, either ̺ = 1 (i.e., µ = 0 and γ = 1) or ̺ = 2 (i.e., µ = 1 and γ = 1) should be satisfied in various situations. Denote θ = (β T , η) T . Then the parameter space is denoted by Θ = {θ : β ∈ B, η ∈ A} = B × A.
SIEVE ESTIMATION IN ORDINARY DIFFERENTIAL EQUATION MODELS 13
In this article, we use the method of sieves to approximate η 0 (t) on the support interval [t 0 , T ] of t. The basic idea of the sieve approach is to approximate an infinite-dimensional parameter space Θ by a series of finitedimensional parameter spaces Θ n , which depend on the sample size n, and then to estimate the parameter on the finite-dimensional spaces Θ n instead of Θ. The concept of sieve was first proposed by Grenander (1981) . Since then, the sieve method has been a powerful tool in the area of nonparametric and semiparametric statistics [Shen and Wong (1994) , Huang (1996) , van der Vaart and Wellner (1996) , Section 3.4, Shen (1997) , Huang and Rossini (1997) , Huang (1999) , He, Fung and Zhu (2002) , Xue, Lam and Li (2004) and Huang, Zhang and Zhou (2007) ].
Here we apply the sieve estimation method to (1.2) with a time-varying parameter. First, we approximate η(t) by B-spline functions on the support interval I of t. Let t 0 = u 0 < u 1 < · · · < u q = T be a partition of the interval I, where q = O(n v ) (0 < v < 0.5) is a positive integer such that max 1≤j≤q |u j − u j−1 | = O(n −v ). Then we have N = q + l normalized B-spline basis functions of order l + 1 ≥ ̺ [see Huang (2003) , page 1618] that form a basis for the linear spline space. We denote these basis functions in the forms of a vector π(t) = (B 1 (t), . . . , B N (t)) T with which η(t) can be approximated by π(t) T α, where α = (α 1 , . . . , α N ) T ∈ R N is the spline coefficient vector with α 0 corresponding to η 0 (t). Such approximation is extensively used in nonparametric and semiparametric problems [Stone (1985) , Shen and Wong (1994) , Shen (1997) , Huang (1999) and Huang (2003) ]. The readers are referred to Schumaker [(1981) , page 118] for more details about the construction of the basis functions. Regression spline approximation to a nonparametric function can always be expressed as a linear function of basis functions so that the problem of time-varying coefficients can be transformed into an estimation problem for a number of constant parameters. Thus the estimation methods and computational algorithms developed for (1.1) with constant coefficients in Section 3 can be employed for (1.2) with both constant and time-varying parameters.
For any θ i ∈ B × A (i = 1, 2), we define a distance
Denote set
where ℓ n ≤ n (2l−1)/[2l ′ (2l+1)] with a constant l ′ arbitrarily close to l [see Shen (1997 Shen ( ), page 2560 , then Θ n = {θ : β ∈ B, η ∈ A n } = B × A n can be used as a sieve of Θ. In fact, for any θ = (β T , η) T ∈ Θ, by Corollary 6.21 in Schumaker (1981) , there exists η n ∈ A n such that η n − η ∞ = O p (n −v̺ ).
For this approximation model, letX(t, β, π(t) T α) be the numerical approximation of X(t, β, η(t)) that can be obtained from the same numerical algorithm as described in Section 3. Equation (3.1) can be approximated by Y(t) ≈X(t, β, π(t) T α 0 ) + ε(t). The numerical solution-based sieve NLS estimatorθ n = (β T n ,η n ) T is defined aŝ
When we substitute the sieve NLS estimatorsθ n into the numerical approximation, we can obtain the estimatorX(t) =X(t,β n ,η n (t)).
Asymptotic properties.
The empirical objective function for the sieve NLS method proposed in Section 4.1 is a second-order loss function which is not a likelihood function. We cannot use the standard information calculation of the maximum likelihood estimator (MLE) based on orthogonal projections in semiparametric models [Bickel et al. (1993) ], and the asymptotic normality theory for semiparametric MLEs obtained by Huang (1996, Theorem 6.1) does not apply to our case. Fortunately, Ma and Kosorok (2005) and Wellner and Zhang (2007) extended the Huang's asymptotic normality results to more general semiparametric M-estimators by using a so-called pseudo-information calculation. We are able to employ these new asymptotic results to asymptotic properties of the proposed sieve NLS estimator, and the following additional assumptions are needed:
B1. The true time-varying parameter η 0 (·) ∈ A, where A is denoted in (4.1). B2. All partial derivatives of F up to order p with respect to t, X, and η, respectively, exist and are continuous. B3. For any β ∈ B and η ∈ A, E t [X(t, β, η(t)) − X(t, β 0 , η 0 (t))] 2 = 0 if and only if β = β 0 and P {t : η(t) = η 0 (t)} = 1. B4. The first and second partial Fréchet-derivatives [van der Vaart and Wellner (1996) , page 373] in the norm d defined in (4.2),
and ∂ 2 X(t,β,η) ∂η 2 exist and are continuous and uniformly bounded for all t ∈ I, β ∈ B and η ∈ A. B5. For the ODE numerical solutionX(t, β, η), the first and second partial Fréchet-derivatives in the norm d,
exist and are continuous and uniformly bounded for all t ∈ I, β ∈ B and η ∈ A. 
From Theorem 4.2, we know that β
, the rate of convergence ofη n is n −̺/(1+2̺) , which is the same as the optimal rate of the standard nonparametric function estimation [Stone (1982) ]. Theorem 4.3 below states that the rate of weak convergence ofβ n achieves n −1/2 under some additional assumptions. Theorem 4.3. For the maximum step size h = O(n −λ ) with λ > 1/(p ∧ 4), under assumptions A1-A4, A9, A10 and B1-B7, and K ≥ 2, we have
Remark 3. For the case h = O(n −λ ) with 1/[2(p ∧ 4)] < λ ≤ 1/(p ∧ 4), similar results to case (ii) in Theorem 3.2 can be obtained.
For K = 1, Theorem 4.3 does not hold, since in this case the special perturbation direction a * (t) given in (A.4) is
, which leads to both S 1 in (A.5) and S 2 in (A.6) to be zero (see the proof of Theorem 4.3 in the Appendix). In this article, we consider one special case that we assume there exists an additive relationship between β and η(·) as follows:
which is a special case of (1.2), then the function X(t) has the form of X(t, β + η(t)). In this case, we are able to establish similar asymptotic normality results under the identifiability constraint E t η(t) = 0. Note that Schick (1986) studied a similar problem under a semiparametric regression model and used the same identifiability constraint for the unknown function η(t) to establish the asymptotic normality for the constant parameters. We follow a similar idea and use B-spline approximation for η(t). We center the B-spline estimator of η(t) as follows:
which is subject to the constraints n i=1η n (t i ) = 0. Under similar assumptions, the strong consistency and the rate of weak convergence of the estimators, similar to those of Theorems 4.1 and 4.2, can be obtained. In particular, the asymptotic normality can be established as follows: Proposition 1. For (4.4) with K = 1, when the maximum step size h = O(n −λ ) with λ > 1/(p ∧ 4), under assumptions A1-A4, A9, A10, B1-B5, B7 and in addition
The proof of this proposition is different from that of Theorem 4.3 and is given in the Appendix.
Remark 4. By combining Theorem 4.3 and Proposition 1, we can see that the proposed sieve NLS estimator is asymptotically normal with a convergence rate of √ n for K ≥ 2 under assumption B6, but we are only able to prove the result for a special ODE model (4.4) for K = 1. This is because the asymptotic covariance V 2 defined in B6 is always singular in the case of K = 1, and is only possibly nonsingular in the case of K ≥ 2. Since V 2 is always singular for K = 1, we derive the asymptotic distribution for the special ODE model (4.4) using a different approach which results in Proposition 1.
Similar approaches proposed in Section 3 can be used to estimate the asymptotic variance-covariance matrix for (β n ,η n (t)). For the first approach, the observed pseudo-information matrix can be evaluated by replacing η(t) with the spline approximation π T (t)α, that is, to rewrite the objective function Ξ 2 (θ) in the expression (4.3) as Ξ 2 (β, α). Then the observed pseudoinformation matrix I 2 (β, α) can be defined as
The standard error of (β n ,α n ) is approximately I −1/2 2 (β n ,α n )/ √ n from which the standard error ofβ n can be obtained. We also find that the
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inverse of the observed pseudo-information matrix provides a reasonable approximation to V 2 via our simulation studies in the next section. Similarly the weighted bootstrap method can also be used. For (1.2), the weighted M-estimators (β 0 n ,α 0 n ) satisfy
Based on Corollary 2 and Theorem 2 in Ma and Kosorok (2005) , given {t i , Y(t i )}, √ n(β 0 n −β n ) and √ n(β n − β 0 ) have the same limiting distribution which can be used to justify the weighted bootstrap for inference onβ n andη n (t).
5. Numerical studies. In this section, we consider the HIV dynamic model described in Section 2. Recall that in this system, T U (t), T I (t) and V (t) are state variables and (λ, ρ, δ, N, c, η(t)) T are kinetic parameters. By introducing the time-varying infection rate η(t) in this HIV dynamic model, the model can flexibly describe the long-term viral dynamics. In clinical studies, only viral load, V (t) and total CD4+ T cell count, T (t) = T U (t) + T I (t), are closely monitored and measured over time. For easy illustration and computational simplicity, we fix the parameters ρ and δ in our numerical studies, and our objective is to estimate three constant parameters and one time-varying parameter, (λ, N, c, η(t)) T based on measurements of viral load and total CD4+ T cell count. 5.1. Monte Carlo simulation study. The following parameter values and initial conditions were used to simulate observation data for (2.1): T U (0) = 600, T I (0) = 30, V (0) = 10 5 , λ = 36, ρ = 0.108, N = 1000, δ = 0.5, c = 3. For comparison purpose, we generated the measurement data of V (t) and T (t) for four scenarios in our simulation studies: (i) η(t) = η is a small constant, η = 9.5 × 10 −6 ; (ii) η(t) is time-varying but with a smaller (10%) variation, η(t) = 9 × 10 −5 × {1 − 0.9 cos(πt/400)}; (iii) η(t) = η is a larger constant, η = 3.84 × 10 −5 ; and (iv) η(t) is time-varying but with a large (10-fold) variation, η(t) = 9 × 10 −5 × {1 − 0.9 cos(πt/40)}. Note that for cases (i) and (iii), the values of constant η were chosen to be approximately the average of η(t) over the period of time interval for cases (ii) and (iv), respectively.
Let y 1 = T = T U + T I denote the total number of infected and uninfected CD4+ T cells and y 2 = V denote the viral load, the measurement models are given as follows:
where ε 1i and ε 2i are independent and follow normal distributions with mean zero and variances σ 2 1i and σ 2 2i , respectively. The HIV dynamic model was numerically solved within the time range [0, 20] to generate the simulated data at each time interval of 0.5 using the 4-stage Runge-Kutta algorithm. Consequently, the corresponding sample size is 40. The 20% measurement errors were added to the numerical results of the ODE model according to the observation equations above. We applied the proposed estimation methods in Sections 3 and 4 to the simulated data for the 4 cases to evaluate the performance of the proposed estimators and the effect of the model misspecification. To stabilize the computational algorithm, we log-transformed the data. We also fixed parameters ρ and δ as their true values.
For evaluating the performance of the estimation methods, we define the average relative estimation error (ARE) as
whereθ j is the estimate of the parameter vector θ from the jth simulation data set, and M = 500 is the total number of simulation runs. In Table 1 , the AREs of the constant parameters (λ, N, c) are listed. In addition, we also report σ 2 ODE as the average of the estimated variance by the observed pseudo-information matrix and σ 2 emp as the empirical variance based on simulation runs. Based on these results, we can see that, when the change of η(t) is small as a function of time t or η is a small constant, the estimation of parameters is always good by fitting a constant η model as observed by the low ARE values. However, when the change of η(t) is large or η is a large constant, misspecification of η(t) may produce large AREs for all parameter estimates. In particular, when η(t) is time-varying with a large variation, using a constant η model may result in very poor estimates for all constant parameters. The variance estimates based on the pseudo-information agree well with the empirical estimates based on simulations, which shows that the pseudo-information-based variance estimate is reasonably good. The evaluation of the bootstrap variance estimation is prohibited in our simulation study due to high computational cost.
In Figure 1 , the average trajectories of estimated η(t) are compared to the true trajectories of η(t) for four different scenarios. From this figure, we observed a similar trend as the constant parameter estimates. The misspecification of η(t) produces estimation error, in particular for the cases with a large variation of η(t) or a large constant η. When the model of η(t) is correctly specified, the estimates based on the proposed methods are reasonably good. In order to evaluate the robustness of the proposed approach, we also performed further simulation studies for a complex function η(t) = 9.0 × 10 −6 + 9.0 × 10 −7 × t × {1 − 0.5 sin(πt/5.8)} under the same Table 1 Simulation results for constant η and the time-varying η(t) models. The ARE is calculated based on 500 simulation runs for the HIV dynamic model. In addition, σ 2 ODE is the average of the estimated variance by the observed pseudo-information, and σ 2 emp is the empirical variance based on simulations. The sample size is n = 40 and the noise level is about 20% simulation settings (i.e., 40 time points, 20% error, 500 simulation runs). The results suggest that the sieve estimator can still capture the essential pattern of the complex η(t) reasonably well (plots not shown).
Application to AIDS clinical data.
To illustrate applicability and feasibility of our proposed methods and theories, we also applied the proposed estimation methods to fit the HIV dynamic model to a clinical data set obtained from an HIV-1 infected patient who was treated with an antiretroviral therapy. Very frequent viral load measurements were collected from this patient after initiating the antiretroviral regimen: 13 measurements during the first day, 14 measurements from day 2 to week 2, and then one measurement at weeks 4, 8, 12, 14, 20, 24, 28, 32, 36, 40, 44, 48, 52, 56, 64, 74 and 76, respectively . In addition, the measurements of total CD4+ T cell counts were also taken at Day 1, weeks 2 and 4, and monthly thereafter. Equation (2.1) was used to estimate HIV kinetic parameters using the viral load and total CD4+ T cell data.
For simplicity of illustration and computation, we fixed the initial conditions of the state variables in (2.1) as T U (0) = 1, T I (0) = 551, V (0) = 6.38 × 10 4 , which were derived from the baseline measurements. We also fixed two parameters, as in the simulation study, ρ = 0.10 and δ = 0.434, which were taken from the estimates in literature. Our objective is to estimate the three constant parameters (λ, N, c) and the time-varying parameter η(t) as in the simulation study. As we proposed in Section 4, we employed B-splines to approximate η(t). We positioned the spline knots at equallyspaced time points (the log-time scale was used since the distribution of observation time points is highly-skewed). We selected the order of splines and the number of spline knots using the model selection criterion AICc given by
where RSS is the residual of the sum of squares obtained from the NLS model fitting, n is the total number of observations and k is the number of unknown parameters [including the coefficients in the spline representation of η(t)]. Note that as a practical guideline, if the number of unknown parameters exceeds n/40 (where n is the sample size), the AICc instead of AIC should be used. For our clinical data, the sample size n is equal to 65, and the number of unknown parameters varies between 6 and 13 for different scenarios, which is much larger than n/40 = 65/40 = 1.6. Thus the AICc is more appropriate for our applications. In general, the AICc converges to the AIC as the sample size gets larger, thus the AICc is often suggested to be employed regardless of the sample size [Burnham and Anderson (2004) ]. For our application, we used AICc and compared the models with the splines of order 3 and 4, and the number of knots from 3 to 10. In Table 2 , the AICc values for these different models are reported, from which the best model was selected as the spline with order 3 and 5 knots for η(t) approximation. We used the weighted bootstrap method to calculate both the confidence intervals for the constant parameters and the confidence bands for the timevarying parameter. The basic idea of the weighted bootstrap method is provided in Sections 3.2 and 4.2. For the computational implementation, we first generated a positive random weight for each data point in the raw data set from the exponential distribution with mean one and variance one. By repeating this step, a large number of (say, 1000) sets of weights can be generated. Second, for each set of weights, the ODE model is fitted to the data to obtain parameter estimates by minimizing the weighted residual sum of squares (see Sections 3 and 4). Recall that the time-varying parameter in the model has been approximated by B-splines, then both the constant parameters and the constant B-spline coefficients are actually estimated. Once the estimates of the B-spline coefficients are obtained, we construct the Bsplines which approximate the time-varying parameter. Thus, we eventually obtain 1000 estimates for each constant parameter and 1000 B-splines for each time-varying parameter. Third, for each constant parameter, we select the 2.5% and 97.5% quantiles of the 1000 estimates to form the 95% confidence intervals for this parameter. For the time-varying parameter, at a single time point, the 1000 B-splines have 1000 values. We also select the 2.5% and 97.5% quantiles of the 1000 values at this time point to eventually form the 95% pointwise confidence bands for the time-varying parameter.
Model fitting results are given in Figure 2 and Table 3 . From Figures 2(a) and (b), we can see that the fitting is reasonably good for both CD4+ T cell counts and viral load data. The estimates of constant parameters (λ, N, c) are listed in Table 3 , and the 95% bootstrap confidence intervals of the estimates are also provided. The uninfected cell proliferation rate (λ) was estimated as 46.52 cells per day, the average number of virions produced by one infected cell (N ) was estimated as 1300 per day and the clearance rate of free virions was 4.35 per day which corresponds to a half-life of 3.8 hours. All these estimates are in the ballpark of similar estimates from other methods [Perelson et al. (1996 [Perelson et al. ( , 1997 ]. In Figure 2 (c), the estimated trajectory of the time-varying parameter η(t) (the viral infection rate), is plotted with 95% bootstrap quantile confidence intervals, which shows an initial fluctuation but converges to a constant after 2 to 3 months.
6. Discussion. In this paper, we have systematically studied numerical solution-based NLS estimators for general nonlinear ODE models which the closed-form solutions are not available. Both constant and time-varying pa-rameters are considered. For the model involved time-varying parameters, we formulated the estimator under the framework of sieve approach. Our main contribution is the establishment of the asymptotic properties for the proposed numerical solution-based NLS estimators (including the sieve NLS estimator for the time-varying parameter) with consideration of both numerical error and measurement error. Our results show that if the maximum step size of the p-order numerical algorithm goes to zero at a rate faster than n −1/(p∧4) , the numerical error is negligible compared with the measurement error. This provides guidance in selecting the step size for numerical evaluations of ODEs. Moreover, we have shown that the numerical solution-based NLS estimator and the sieve NLS estimator for the model with a timevarying parameter are strongly consistent. The sieve estimator of constant parameters is asymptotically normal with the same asymptotic co-variance as that of the case where the true solution is exactly known, while the estimator of the time-varying parameter has an optimal convergence rate under some regularity conditions. We also obtained the theoretical results for the case when the step size of the ODE numerical solver does not go to zero fast enough or the numerical error is comparable to the measurement error [see case (ii) of Theorem 3.2 and Remark 3]. To our best knowledge, this is the first time that the sieve method has been extended to the case of ODE models which have no closed-form solutions, and the sieve-based theories were used to establish the asymptotic results and construct confidence intervals (bands) for both constant and time-varying parameters. Note that we only considered a single time-varying parameter in the model, but the methodologies can be extended to multiple time-varying parameters although it is more tedious to implement.
Note that the NLS estimators have good properties under some assumptions and are more accurate compared to other estimates such as those proposed in Ramsay et al. (2007) , Chen and Wu (2008) and Liang and Wu (2008) . But the price that we have to pay is the high computational cost to obtain the NLS estimates. To reduce the computational burden, we may use the rough estimates from other methods [Ramsay et al. (2007) , Chen and Wu (2008) , Liang and Wu (2008) ] to narrow down the search range for the NLS optimization algorithm. More efficient optimization algorithms may also be employed to speed up the computation. We are also considering to parallel our global optimization algorithms on high-performance computers. Hopefully these efforts can help us to handle a reasonable size of ODE models.
This article only considered the initial value problem (IVP), that is, the initial conditions are assumed to be given. In practice, the initial conditions can be estimated from the data. However, the generalizations of the theoretical results to the cases of estimated initial conditions and other boundary value problems as well as constraints on parameters are not trivial. Also note that, if there is more than one time-varying parameter in the model, similar identifiability techniques in Section 2 may be applied to these parameters one by one, sequentially. Spline approximation to these multiple time-varying parameters can be used for estimation. But the computation and theoretical results are more complicated in this case. However, these generalizations are worth further investigations in future.
APPENDIX: PROOFS Lemma 1. Under conditions A1-A5, sup t∈I X (t, β) − X(t, β) ∞ = O(h p∧4 ) for any given β ∈ B in (1.1).
Proof. By Theorem 3.4 in Hairer, Nørsett and Wanner [(1993) , page 160] under conditions A1-A5, for the pth order numerical algorithm (3.2) for (1.1), its global discretization error satisfies
When t is not coincident with the grid points of the numerical algorithm, the cubic Hermite interpolation [de Boor (1978) , page 51] will be used to obtain the solution at time t. In this case,
Then it follows that
In general, h is less than 1,
, which completes the proof.
Moreover, Lemma 1 can be extended to the ODE model (1.2) with both constant and time-varying parameters, since for this model, it can be verified that the result of Theorem 3.1 in Hairer, Nørsett and Wanner [(1993) , page 157] is still valid for any given β ∈ B and η ∈ A under condition B2 (it can be derived using the Taylor expansion and the Chain rule), which leads to the same conclusion as Theorem 3.4 in Hairer, Nørsett and Wanner [(1993), page 160] . For Theorems 3.1 and 3.2, the proofs for the univariate and multivariate cases are the same. For presentation and notation simplicity, we only outline the proof for the univariate case below.
Proof of Theorem 3.1.
where the third equality holds because the intersection term equals zero according to the following calculation:
] 2 = 0 if and only if β = β 0 from assumption A6. Thus the above claim holds. Under assumption A10, it follows that the first-order derivative
equals to zero and the second-order derivative (β) ] at β 0 is positive definite. By assumptions A7 and A9, the second-order derivative of E 0 [M (β)] in a small neighborhood of β 0 is bounded away from 0 and ∞. Then the second-order Taylor expansion of E 0 [M (β)] gives that there exists a constant 0 < C < ∞ such that
Thus it is sufficient to prove
Let N 1 (ε, Q, F) be the covering number of the class F in the probability measure Q, as given in Pollard (1984, page 25) . From Lemma 4.1 in Pollard (1990) , we have that N 1 (ε, L 2 , B) ≤ ( 3R β ε ) d . Let F n be the set {M n (β) : β ∈ B}. With the Taylor expansion, for any β 1 , β 2 ∈ B, we can easily obtain
where C is some constant. Then for any probability measure Q, we have
Then by Theorem II.37 in Pollard (1984) 
Since β 0 is the unique minimum point for E 0 [M (β)],β n is almost surely consistent with respect to P β 0 .
Proof of Theorem 3.2. For the proof of part (i), it suffices to verify conditions of Theorem 2 in Pollard (1985) .
First, we verify the following result:
. For fixed t, according to the multivariate inequality of Kolmogorov type for L 2 -norms of derivatives [Babenko, Kofanov and Pichugov (1996) , page 9], we have ∂X(t,β) ∂β
∞ for two constants C and C ′ , where the second inequality holds because of the uniform boundedness of both
T under conditions A7 and A8. Based on sup t∈I X (t, β)−X(t, β) ∞ = O(n −λ(p∧4) ) from Lemma 1, it follows that
Considering that Y (t i ) − X(t i , β 0 ) and
Based on the general central limit theorem,
with
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In fact, from the first step above, for any β ∈ B, we have that
From Lemma 4.1 in Pollard (1990) , we have that
. Let Λ n be the set {G n (β) : β ∈ B} for any X ∈ X . Using a Taylor series expansion, for any β 1 , β 2 ∈ B, we can easily obtain
and thus
Since 1 0 log(1/ε) dε < ∞, Λ n is a P-Donsker class by Theorem 2.5.2 in van der Vaart and Wellner (1996) . Hence
Third, with some simple calculations, we have
Then by using the Taylor series expansion again, the function G(β) is Fréchet-differentiable at β 0 with nonsingular derivative H 2 .
Thus all conditions of Theorem 2 in Pollard (1985) are satisfied, then Theorem 3.2(i) holds with
. For the proof of case (ii) of Theorem 3.2, it is easy to verify the conditions of Theorem 2 in Pollard (1985) for the asymptotic normality. Now we just need to showβ
∂β . Since E 0 [M (β)] reaches its minimum at β =β, then the first-order derivative of E 0 [M (β)] atβ equals 0, that is,G(β) = 0. Then similar to the proof of case (i) above, we havẽ Some definitions and notation are necessary in order to prove Theorems 4.1-4.3. DenoteM n (θ) =
We define a semidistance ρ on Θ as
whereṀ 1 is the score function of M for β, andṀ 2 is the score operator of M for η, both evaluated at the true parameter value θ 0 . Similarly to the proof in Huang and Rossini [(1997) , page 966] when V 2 (θ 0 ), defined in assumption B6, is positive definite, andṀ 1 andṀ 2 are bounded away from +∞ and −∞, if ρ(θ n , θ 0 ) = O p (r n ), then d(θ n , θ 0 ) = O p (r n ); and if ρ(θ n , θ 0 ) → 0 almost surely under P θ 0 , then d(θ n , θ 0 ) → 0 almost surely under P θ 0 .
Proof of Theorem 4.1. Similarly to the proof of Theorem 3.1, we have that E 0 [M (θ 0 )] reaches its unique minimum at θ = θ 0 . It follows that
where C is some constant. Thus if E 0 [M (θ 0 )] − E 0 [M (θ n )] → 0, almost surely under P θ 0 , then d(θ n , θ 0 ) → 0, almost surely under P θ 0 . Let A δ n be the set {η ∈ A n , η − η n0 2 ≤ δ} and N 2 (ε, L ∞ , A δ n ) be its bracketing number with respect to L ∞ [see Definition 2.1.6, van der Vaart and Wellner (1996) ], where η n0 is the map point of η 0 in the sieve A n . By the calculation of Shen and Wong [(1994) , page 597] for any ε ≤ δ, we have
where N = q + l is the number of B-splines basis functions. Let F n be the set {M n (θ) : β − β 0 ≤ δ, η ∈ A n , η − η n0 2 ≤ δ}. For any θ 1 , θ 2 ∈ Θ n , we can easily obtain 
Note that, since N 2 (ε, L ∞ , F n ) depends on n in the above expression, we cannot directly use Theorem II.37 in Pollard (1984) to obtain sup Fn |M n (θ)− E 0 [M (θ)]| → 0, a.s., under P θ 0 . Fortunately, we can still get this result based on (A.2) in Xue, Lam and Li (2004) . Thus we have M n (θ n ) − E 0 [M (θ n )] → 0 and M n (θ n0 ) − E 0 [M (θ n0 )] → 0, a.s., where θ n0 is the map point of θ 0 in the sieve Θ n . From the extension of Lemma 1 for any given β ∈ B and η(t) ∈ A in (1.2), similarly to (A.1), we havẽ
Then the remaining steps are similar to those in the proof of Theorem 3.1.
Proof of Theorem 4.2. We apply Theorem 3.4.1 in van der Vaart and Wellner (1996) to obtain the rate of convergence.
For θ n0 in the proof of Theorem 4.1, define θ n0 → ρ 1 (θ, θ n0 ) be a map from Θ n to [0, ∞) as ρ 2 1 (θ, θ n0 ) = E 0 [M (θ)] − E 0 [M (θ n0 )]. Choose δ n = ρ(θ 0 , θ n0 ). For δ n < δ < ∞, denote Ω = {θ : θ ∈ Θ n , δ/2 < ρ(θ, θ n0 ) ≤ δ}. 4 . Let Ξ n be the set {M n (θ) − M (θ n0 ) : θ ∈ Θ n } andJ(δ, L 2 (P ), Ξ n ) be the L 2 (P )-norm bracketing integral of the sieve Θ n . From the proof of Theorem 4.1, we haveJ (δ, L 2 (P ), Ξ n ) = δ 0 1 + log N 2 (ε, L 2 (P ), Ξ n ) dε
Obviously, φ n (δ)/δ 1+τ is a decreasing function in δ for 0 < τ < 1. Then by Lemma 3.4.2 in van der Vaart and Wellner (1996) , we have Xue, Lam and Li (2004) , respectively. Condition A6 of smoothness of the model can be easily verified using a straightforward Taylor expansion where n −c 1 is just the rate of convergence in Theorem 4.2 and faster than n −1/4 , and c 2 = 2, which completes the proof.
Proof of Proposition 1. Let G be the set of a real valued functions g on [a, b] which are absolutely continuous and satisfy b a g 2 (t) dt < ∞ and E t g(t) = 0. Similarly to the proof of Theorem 4.3, for any fixed η ∈ A, let A 0 = {η ω (·) : ω in a neighborhood of 0 ∈ R} be a smooth curve in A running through η 0 at ω = 0, that is, η ω=0 (t) = η 0 (t). Denote with ξ = β 0 + η 0 (t). LetṖ be the linear span ofṀ 2 [a] . Since E 0 {Ṁ 1Ṁ2 [a]} = 0 for any a(t) ∈ Υ, it follows thatṀ 1 is orthogonal toṖ . Thus the efficient score function of β is justṀ 1 . Then the pseudo-information is E 0 [Ṁ 2 1 ]. The rest of the proof is similar to that of Theorem 4.3, where the efficient score function and the pseudo-information are updated as discussed before, and the least favorable direction can be selected by any a ∈ Υ.
