ABSTRACT Modeling of pattern formation in hydra has revealed basic mechanisms that underlie the reproducible generation of complex and self-regulating patterns. Organizing regions can be generated by a local self-enhancing reaction that is coupled with an inhibitory effect of longer range. Such reactions enable pattern formation even in an initially almost homogeneous assembly of cells. 
Introduction
Central in developmental biology is the question how different structures can form at different positions although the genetic information is the same in all cells. Several features make the freshwater polyp hydra and its relatives to most convenient model organisms. Hydra is famous for it's almost unlimited capability to regenerate, a feature already discovered more then 250 years ago (Trembley, 1744) , (reviewed by Gierer, 1977; Bode, 2003; Holstein et al., 2003 , Bosch, 2007 Galliot and Ghila, 2010) . Even after dissociation into individual cells and re-aggregation, clumps of hydra cells can re-form viable organisms see Fig. 1 in Gierer, 2012) , testifying that pattern formation can be a self-organizing process that does not require initial asymmetries or localized determinants.
Pattern formation in hydra is most interesting for several reasons. With its single axis the pattern is relatively simple, but complex enough to study basic problems of animal development. The oral opening of the gastric column, the so-called hypostome, is an organizing region and historically the first organizing region discovered (Browne, 1909; Lenhoff 1991; Bode, 2012) . Small tissue fragments from the hypostome, when transplanted into the body column of another animal, can induce a second axis with a new head. Hydra reproduces mostly by budding, a process that requires the generation of new organizing regions along the body column. Tentacle formation near the hypostome allows to study of how structures are formed close to an organizer, maintaining nevertheless a certain distance. In contrast, hypostome and foot formation at antipodal positions -called oral and aboral poles -offers an inroad to study how structures are generated at largest-possible distance over a remarkable range of size. While in many other systems pattern regulation is restricted to early phases of development, in coelenterates this capability is maintained permanently.
Pattern regulation indicates that a communication exists between different parts, such that the removal of some parts is detected in the remaining organism and the missing structures become replaced. What types of communication allow pattern formation and regeneration to occur? In addition to the classical perturbation and transplantation experiments, recent molecular approaches provided substantial new information. However, the mechanism of pattern formation can be inferred directly neither from observed regulatory features nor from the detection of local gene activations. Earlier or later one has to make hypotheses about how the underlying mechanisms work. Since pattern formation is expected to depend of several interlinked positive and negative feedback loops, it is impossible to deduce the crucial interactions by intuition. By formulating the hypothesis in a mathematical way and simulate the expected patterning processes on a computer, it is possible to check whether a hypothesis is able to account for the observations. Mathematically-based models will be discussed that describe the regeneration and transplantation experiments in detail. These minimum models provide an answer of what is at least required to perform a particular task. The basic mechanism was proposed before signalling molecules were known (Gierer and Meinhardt, 1972) , using the classical experiments of axial grafts and regeneration as a first test. It turned out that these models are also able to account for many of the more recent observations made on the molecular level.
Coelenterates are at the base of the metazoan evolutionary tree. Essential for their axial organization is the Wnt pathway Broun et al., 2005; Kusserow et al., 2005; Bosch 2007 ; Lengfeld et al., 2009; Plickert et al., 2006; Gee et al., 2010; Duffy et al., 2010) . A comparison of the expression patterns of Wnt, Brachyury and several other genes in hydra and higher organisms suggests that the head of the hydra, in contrast to its usual naming, represents the most posterior and the foot the most anterior structure (Meinhardt, 2002) . At the end of this paper I will briefly discuss models for axes formation in higher organisms that were inspired by hydra. They shed light, for instance, on the transition from radial-symmetric to bilateral-symmetric body plans including the deep split between protostomia and deuterostomia.
The driving force in pattern formation: local self-enhancement and long-range inhibition
Pattern formation is possible if and only if a short-ranging selfenhancing reaction is antagonized by an inhibitory reaction of longer range Meinhardt, 1972, Gierer, 1977; Meinhardt, 1982; 2008) ; (see also Gierer, this volume) . These two components together allow for a situation in which a homogeneous distribution of both substances is instable. A straightforward realization of our general scheme consists of an activator whose autocatalytic activation is antagonized by a long-ranging inhibitor that is produced under activator control. Even random fluctuations are sufficient to initiate pattern formation (Fig. 1) . A minute increase of the activator will increase further due to the self-enhancement. The concomitantly elevated inhibitor production cannot compensate this increase due to its rapid diffusion, causing a de-activation in the surroundings of the incipient maximum. A patterned stable steady state will be reached when the activation in an emerging maximum is balanced by the surrounding cloud of inhibition (Fig. 1) . The mechanism is compatible with that proposed by Alan Turing in his pioneering paper, which demonstrated that reaction-diffusion systems are capable of generating concentration patterns (Turing, 1952) . However, the crucial conditions mentioned above, local self-enhancement and long-range inhibition, are not inherent in his paper. By knowing this condition we were able to recognize pattern-forming capabilities in more complex interactions and to introduce non-linear interactions that are indispensable to formulate molecularly realistic interactions leading to stable, reproducible patterns. As discussed elsewhere (Meinhardt, 1982) , pattern formation in the inorganic world such as formation of sand dunes, patterns of erosion, lightning and many pattern in social interactions are based on the same principle.
Pattern regulation and regeneration
Long before the advent of molecular developmental genetics, insights into rules on which pattern formation is based have been derived from perturbation of the normal steady state pattern, for instance by transplantation of tissue to ectopic positions or by tissue removal. It was a first test of our general theory that it was able account for the observed pattern regulations.
Upon removal of the organizing region, i.e., the region in which both the activator and the inhibitor is produced, the remnant inhibitor decays in the remaining tissue and a new activator maximum can be triggered; the organizing region becomes restored (Fig. 1) . In simple patterning systems, the polarity needs not to be maintained during regeneration. The stolons of colonial marine hydroids are an interesting model system (Fig. 2) . In contrast, regeneration in hydra or planarians occurs always by maintaining the polarity. The reason will be discussed further below.
Classical experiments have revealed that the probability for a head-derived tissue to induce a new axis upon transplantation into the body column increases with increasing distance from the existing head, suggesting that a long-ranging inhibition spreads from the head. The tissue is, however not uniform. Tissue from the hypostome has the highest chance to induce a new head. The probability declines if the tissue is derived from regions more remote from the head (Wilby and Webster, 1970a,b; Wolpert et al., 1971; Hicklin et al., 1973; (reviewed in Shostak, 1973; Shimizu, 2012; this issue) . Some basic observations and their explanation in terms of the early model are given in Fig. 3 .
In an ingenious experiment using cell aggregates, the parameters of the hypostomal pattern-forming reaction were determined (Technau et al., 2000) . By head removal, a hydra was forced to regenerate. Aggregates were prepared from labeled cells derived from the regenerating tip and mixed with unlabelled cells obtained from untreated body columns. Expected was that the pre-activated cells have a higher chance to form newly activated regions in the aggregate. Observed was that clusters of 5-15 cells were necessary for an elevated probability to trigger. In terms of our model, this provides a measure for the range of the activator diffusion. Smaller clusters loose too rapidly the activator excess. To determine the range of inhibition, they used differently-stained pre-activated clusters and observed the minimum distance that two clusters must have without repressing each other. They found a distance of 800 to 900mm whereby a larger cluster has a much higher chance to repress a smaller one. These findings are in full agreement with our model. The differences in the ranges of the activation and the inhibition observed in this experiment are fully compatible with the 15-fold difference in the diffusion rates we assumed in our first simulation of hydra patterning (Gierer and Meinhardt, 1972; Fig. 3 ).
Known components involved in pattern-forming reactions
At the time this mechanism was proposed, possible molecular realizations where virtually unknown. Meanwhile several interactions were discovered that exhibits the basic function of autocatalytic activation and long range inhibition (Meinhardt, 2008 ). An example is the Nodal/Lefty2 interaction. In vertebrates it is involved in mesoderm and midline formation; at later stages in the left/right patterning (Bisgrove et al., 1999; Chen and Schier, 2002; Nakamura et al., 2006) . In sea urchins Nodal/Lefty2 is involved Müller and Plickert, 1982; Plickert, 1980; simulations from Meinhardt, 1982 (Hörstadius and Wolsky, 1936 (Duboc et al., 2004) . Nodal is a secreted factor that positively feeds back on its own production. For signaling, Nodal has to form dimers, in agreement with the theoretically expected non-linearity of the autocatalysis. Lefty2 is under the same control as Nodal and acts as an inhibitor. In agreement with the theoretical expectation for an inhibitor, Lefty2 diffuses much faster than Nodal (Sakuma et al., 2002; Marjoram and Wright, 2011) . The activation of FGF at the aboral pole of the planula larva of the sea anemone Nematostella is another example (Rentzsch et al., 2008) . NvFGFa1 activates its own expression and that of the antagonist NvFGFa2; both using the same receptor. Most remarkably, the receptor itself seems to be part of the feedback loops and become locally upregulated.
The self-enhancement needs not to be direct. For instance, much of the pattern regulation observed in the famous Spemann organizer can be explained under the assumption that the mutual inhibition of the two key components, Chordin and Bmp, provide as a system the necessary self-enhancement. For instance, an elevation of Chordin leads to a decline of BMP, causing a further increase in Chordin, as if Chordin would be autocatalytic. The Anti-Dorsalizing-Morphogenetic-Protein, ADMP, acts as the longer-ranging inhibitor by antagonizing the inhibitory action of Chordin on BMP (reviewed in De Robertis 2009, Niehrs, 2004;  for modeling see Meinhardt, 2006 Meinhardt, , 2008 . As discussed at the end of the paper, the ancestral Wnt-based hydra-type organizer is the precondition to form the Chordin-based Spemann organizer on the opening of the gastric cavity, the blastopore.
Most remarkable is that in all these systems the inhibitor interrupts the self-enhancement by blocking the receptor that is required for activation. Thus, the inhibitory action occurs outside of the cell. Transmission of an inhibitory signal into the cell would require time and this may render the system susceptible for becoming oscillating (Lee et al., 2010) . With blocking the self-activation in the extracellular space, nature found an elegant way to keep the pattern-forming system stable.
Wnt molecules: both activators and inhibitors?
As mentioned, essential for the axial organization of coelenterates is the Wnt pathway. Despite the fact that so much is known about this pathway, there is still a substantial gap in our understanding how pattern formation is accomplished by the known components. The predicted autoregulatory component has been recently confirmed. The regulatory part of the HyWnt3a gene contains an element that employs b-catenin and Tcf for the autoregulatory feedback (Nakamura et al., 2011) .
In contrast, the molecular nature of the long-ranging inhibition (Gierer and Meinhardt, 1972 Wilby and Webster, 1970a,b; Wolpert et al., 1971; Hicklin et al., 1973) .
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is still elusive. Dickkopf (Dkk) is a diffusible Wnt antagonist. In hydra, Dkk1/2/4 has a graded distribution over the body column, excluding, however, the region where b-catenin is expressed (Augustin et al., 2006; Guder et al., 2006b; Fig. 4 ). This rules out that Dkk is the inhibitor in terms of our theory since then a high Dkk expression in the head region would be expected. Likewise, the general downregulation of Dkk upon ectopic b-catenin activation is also incompatible with a role of Dkk as the inhibitor. Wnt molecules are known to be packed into different types of vesicles that can have different ranges (reviewed in Lorenowicz and Korswagen, 2009; Port and Basler, 2010) . Based on several observations in different systems a two-gradient model has been proposed (Bartscherer and Boutros, 2008) , according to which Wnt molecules are first secreted on the apical side of an epithelial layer. Due to the tethering with lipids, their spread is of short range. Transcytosis of Wnt molecules leads to association with lipoprotein particles making these processed Wnt molecules more mobile. Secretion may be restricted to basolateral cell surfaces. In hydra, the formation and action of the two types of Wnt's may involve an interplay between the two cell sheets. So far it is unclear whether the two varieties have different functions. In terms of the model we expect that the short-ranging lipid-anchored Wnt molecules acts in the autoregulatory loop. In contrast, Wnt3 molecules that have a long range due to their association with lipoprotein particles are expected to be involved in the inhibition. Since no separate genes are expected that code for long-ranging Wnt-inhibitors, the model provides an explanation why such genes were notoriously untraceable, also, e.g., in planarians (Gurley et al., 2010) . In such a "conversion" mechanism the activator and the inhibitor are naturally produced at the same position, as predicted.
The long-ranging Wnt3 component may trigger Dkk production. By binding to the Wnt-receptor complex, Dkk can block the reception of the Wnt signal at the cell surface (Bafico et al., 2001; Mao et al., 2001; Niehrs, 2006) . Thus, Dkk triggered by the long-ranging Wnt, may interrupt the short-ranging autoregulatory Wnt-loop. The graded expression of Dkk that extends up to the budding region would be an indicator for long-ranging Wnt gradient that is not directly measurable thus far. In agreement, shortly after bud initiation, Dkk expression is up-regulated in the vicinity of the new bud (Augustin et al., 2006;  Fig. 4G ), thought to be caused by the long-ranging inhibitory Wnt molecules that spreads from the emerging bud. However, the Dkk pathway cannot be the only mode of the inhibitory action since Dkk is absent in the head region where the self-enhancement also has to be antagonized.
b-catenin has a graded distribution. Since b-catenin is not secreted, the graded distribution cannot result from diffusion. According to the model, since both b-catenin and the slowly-diffusing Wnt-molecules act in the same positive loop, the graded b-catenin distribution is an indictor for the distribution of the slowly diffusing activating Wnt molecules. The mutual exclusion of Dkk and (Bartscherer and Boutros, 2008 Hobmayer et al., 2000) ; and images (F,G) by Thomas Bosch and René Augustin (see Augustin et al., 2006) , with permission of "Nature" and "Dev. Biol. " The proposed double function of a Wnt gene is not as unusual as it may appear at a first glance. The corresponding gene in Drosophila, wingless, has a similar double function. For the non-local inhibitory function, wingless is transported in vesicles to the posterior-adjacent cells where it is required to maintain the engrailed activity. engrailed expression, however, excludes locally wingless expression. Thus, wingless contributes to the restriction of its expression by activation engrailed (reviewed by Ingham and Hidalgo, 1993) . Involved in the local positive feedback loop of wingless is the forkhead domain transcription factor sloppy paired (Lee and Frasch, 2000) . This component also has a counterpart in hydra that shows an expression pattern similar to b-catenin (Martinez et al., 1997) , suggesting that the activation-inhibition double function of Wnt-molecules is an evolutionary conserved feature.
In addition to the standard loop that employs Wnt3 and b-catenin (blue, loop 1) a second cell-local loop is assumed that is based on Wnt3 and possibly Brachyury transcription (green; loop 2). The long-ranging inhibition required for both loops is assumed to result from Wnt3 molecules that diffuse much faster (red) due to association with lipid particles
The Wnt code
In hydra and Nematostella, different Wnt genes have been found to be expressed at early stages in displaced but partially overlapping regions, a pattern proposed to represent a Wntcode for supplying positional information (Guder et al., 2006a; Kusserow et al., 2005) . Similar observations have been made in Nematodes (Harterink et al., 2011) and planarians (Gurley et al., 2010) . In terms of the model, due to the double function of Wnt, any gene duplication establishes a new and complete pattern-forming system, each with an activator and an inhibitor. If, due to subsequent modifications, the different activators interfere, maxima will preferentially appear at non-overlapping positions. In contrast, if the inhibitor of one system undermines the inhibition of a second system, the first system has in fact an activating influence on the second. Both effects together leads to an expression pattern in a controlled neighborhood, as observed. A theoretical framework for the generation of a positional code by mutual long-range activation and local exclusion of several feedback loops has been predicted long time ago (Meinhardt and Gierer, 1980; Meinhardt, 1982 , Meinhardt, 2008 . Individual cells can move through these zones while the zones maintain their position, a feature of obvious importance for hydra patterning. The initiation of tentacles in relation to the hypostome will be discussed further below as an example.
Two positive feedback loops in the generation of the primary organizer
b-catenin and Wnt3 are usually assumed to be part of a single positive feedback loop (Holstein et al., 2003; Nakamura et al., 2011) , and yet, the expression patterns of both genes are remarkably different (Figs. 4, 5) . In aggregates, b-catenin and Tcf are first expressed in a more cloudy pattern that sharpen subsequently into distinct but smooth peaks. They mark the regions where later new hypostomes are formed . This pattern corresponds to the theoretically expected dynamics. In contrast, Wnt3 (and Brachyury) appears directly as sharp peaks. Likewise during regeneration and budding b-catenin has initially a broader distribution that sharpens in the course of time while Wnt and Brachyury appear as sharp spots that enlarge (Technau and Bode, 1999; Hobmayer et al., 2000) .
These different expression patterns suggest that two positive feedback loops are at work that differ in the range of the molecules involved. The following still hypothetical network of interactions displays many of the observed patterns and their regulation (Fig. 4A) . A first loop employs the conventional ingredients: local Wnt3 transcription leads to the secretion of short-ranging Wnt3 molecules into the intracellular space. Their signaling via Wnt receptors leads to b-catenin -stabilization that stimulates Wnt3 transcription. In this way, b-catenin, although it is not secreted, assumes a graded distribution since it is in a loop with the secreted Wnt. The extension of b-catenin expression, in turn, is restricted by the antagonistic effect of the more diffusible Wnt3 molecules that results from processing into a more rapidly diffusing variant, e.g., by tethering to lipid particles as discussed above.
The second feedback loop is assumed to be cell-local and also employs Wnt3 as one of its components, but only a non-secreted part of the pathway. A loop of Wnt3 and Brachyury is a possible (Meinhardt, 2012 (Gee et al., 2010) . A Wnt-Brachyury loop is also known to be involved in posterior elongation in higher organisms (Martin and Kimelman, 2009 ). This cell-local Wnt-loop is assumed to require a relatively high activity of the first b-catenin-containing loop for triggering. Thus, the trigger of the second loop occurs only after b-catenin of first loop has reached a certain level. This accounts for somewhat delayed trigger of the sharp Wnt-peaks in aggregates (Fig. 5) . The antagonistic reaction can work via the very same putative longranging Wnt molecules already inferred for antagonizing the first loop. Different intermediates such as Goosecoid are conceivable. An important feature is that Wnt3 participates in both loops, a cross-activation that is crucial for the correct description of certain transplantation experiments. In particular, the very tip of the hypostome is most efficient in inducing a second axis (Browne, 1909; Broun and Bode, 2002 ) (see Bode, this volume) . In terms of the model, after transplantation of hypostomal tissue into the body column, the few cells with high Wnt3 expression initiate via the cross-activation the smoother b-catenin -based loop, generating in this way all the prerequisites to form a complete head. The tight coupling of two patterning systems, one that leads to a relatively broad maximum and another that generates a very sharp peak, is an effective strategy to achieve reliable and reproducible pattern formation. The long-ranging system is appropriate to integrate information over a larger part of the tissue to find the best place for activation, including that peak formation takes place preferentially at a marginal position. In contrast, the local peak allows, for instance, the formation of Gierer and Meinhardt, 1972 (Gee et al., 2010; see also Fig. 7E Gee et al., 2010, Dev. Biol. (with permission) . the spatially very restricted oral opening of the gastric column. The strong coupling keeps the two patterns in register. If a system that leads to sharp local maxima would be employed in the first place, more than one maximum would form initially. Some of them would disappear due to the emerging competition, more than one could survive and the position of the surviving peak(s) could not be corrected or optimized.
Why Wnt3-Brachyury peaks expand in the course of time
The sharpening of the b-catenin peaks (Fig.  5 A-C) is a straightforward consequence of the lateral inhibition mechanism: a local elevation causes the inhibition of the surrounding cell, which leads to the confinement. In contrast, the initially very sharp Wnt3/Bra maxima that become broader in the course of time require an explanation. As mentioned, the second loop is assumed to be cell-local. If no diffusion and no limitation of the maximum activator concentration would be involved, the maximum would eventually consist of a single activated cell. With saturation in the self-enhancement, however, also the inhibitor production of a cell has an upper limit. Consequently, the lateral inhibition is less effective and an activated cell has to tolerate other activated cells in its vicinity. Without diffusion of a component of the self-enhancing reaction, there would be no "community"-effect; activation would occur in a scattered manner and not in coherent peaks. However, since the b-catenin is the precondition to activate the cell-local loop, the first cells that trigger are those exposed to the highest b-catenin level. Nearby cells, exposed to a somewhat lower b-catenin level will follow. In other words, the expression domain of the Wnt3 peak (and of Brachyury) starts with a few cells and enlarges. The final size will depend on the b-catenin -level and the extension of the non-activated tissue into which the inhibitor can escape, i.e., saturation leads to a size regulation (Gierer and Meinhardt, 1972) .
Important for the maintenance of axial organization: suppression of supernumerary organizer formation during growth
In the course of growth, a standard pattern forming system can maintain a graded distribution only over a range of about a factor two or three. During further growth, cells can escape from the inhibitory influence of the primary organizer, which could lead to the trigger supernumerary organizers (Fig. 6) . The insertion of new maxima during growth is a frequent event in many developmental systems. Examples are the insertion of new leaves at a growing shoot, of new trichomes in growing leaves (reviewed in Balkunde et al., 2010) and of new heterocysts in Anabaena (Huang et al., 2004, Risser and Callahan, 2009 ). Thus, to maintain a polar body axis in a substantially growing animal, special mechanisms are required to suppress the formation of additional organizing regions. One possibility is the employment of maternally-supplied determinants. Since only a small region becomes competent, organizer formation at other positions is impossible. In the amphibian egg, for example, local determinants make sure that only one Spemann-organizer region can be formed although the egg is huge. This has a price. After removal of the competent region, regeneration is no longer possible, as demonstrated by the inability of ventral halves of amphibian embryos to regenerate dorsal structures.
The role of a graded competence in the maintenance of a polar body pattern
Both hydra and planarians maintain both the capability to regenerate and their polar body pattern in spite of substantial growth. Obviously both systems escape to some degree from the constraints mentioned above. Two mechanisms are involved. One consists in the formation a second and locally exclusive organizing region, the foot, at the antipodal position -the position that would be most vulnerable for the trigger of a supernumerary organizer. The other mechanism consists in a dynamically-regulated graded competence; cells distant to the organizer loose the ability to form a second one. Both mechanisms are crucial for hydra patterning and will be discussed below in more detail.
The polarity reversal as observed during regeneration of simpler systems (Fig. 2C) shows that the maintenance of polarity during regeneration in hydra and planarians is not trivial.
In many insect tissues the global polarity results from a polarity of the individual cells whose polarities are all aligned, generating in this way the so-called planar cell polarity, PCP (reviewed in Bayly and Axelrod, 2011) . Experiments have shown, however, that this mechanism does not play a decisive role in the generation of the overall polarity in hydra. If aggregates are prepared from near-head and from near-foot tissue and these aggregates are combined, the near-head-derived cells will form the new head and most of the tentacles . This indicates that the cell (Müller, 1989) Werner Müller, see Müller, 1989 ).
. Model for the head-foot patterning in hydra. (A) Primary head (green) and foot activation (pink) appear at opposite ends of the field due to a coupling via the head competence (light blue) and foot competence (gray). Both the head and the foot signal have a positive feedback on the corresponding competences. Head and foot competences mutually down-regulate each other; foot competence may correspond to the expression of NK-2 in hydra. Tentacle activation (red) appears close to the hypostome since it requires a high head competence but it is locally suppressed by head signal (see also Fig. 10). (B,C) Any fragment of sufficient size regenerates all missing structures. In the course of time also the competences are restored. In a small fragment that contains the head (C), foot regeneration is nevertheless possible since there is no direct inhibition of the head onto a foot. (D) After ubiquitous elevation of the head competence, ectopic heads and supernumerary tentacles are formed. (E) Such patterns are observed in animals treated with GSK-3b inhibitors, i.e., with drugs that block b-catenin degradation
. (F) Foot removal of treated animals (at the dotted line in (D))can lead to the regeneration of a head instead due to the low foot-forming and high head-forming competence. (G) After removal of the drug, in such symmetrical animals a new food can appear in the center. In this simulation only a single loop is assumed for head activation (Fig. E kindly supplied by
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composition of the tissue, not the original polarity and alignment of the cells is decisive.
As determined by transplantation experiments in hydra, the ability to form the oral organizer is graded over almost the entire body length (reviewed in this issue by Shimizu, 2012) . The long-range inhibition involved in pattern formation is likely to establish a relatively more stable property graded across the tissue. Presumably, this is manifested by a graded concentration of enzymes, receptors etc. that are involved in the production of activators and inhibitors and, in this sense, act as their sources (our original term). They endow the tissue with "competence" to generate signals to form certain structures. In the hydra literature this property is frequently called head activation gradient. This term, however, is ambivalent; source is not activation; the head activation gradient and the head activation would have a completely different extension and function. Therefore, I will use in the following the term "competence".
The idea is that from the organizer a long-ranging signal spreads that causes an increase of the competence, i.e., an increase of the ability of the cells to perform the pattern-forming reaction (Meinhardt, 1993) . With increasing distance to an existing maximum, not only the inhibitor concentration but also the competence decreases (Fig.  6 ). The cells become less and less able to establish a new centre, especially as long as the primary organizer is present. Thus, the graded competence has a very important function; it enhances dramatically the dominance of the primary organizing region. An embryo can grow to much larger sizes and maintain, nevertheless, its polarity. Regeneration remains possible, in contrast to systems where localized competence is achieved by maternal determinants.
In such a scheme the organizer has two apparently contradictory impacts on the surrounding tissue. On the one hand, via the inhibitor, it suppresses the formation other organizing regions. On the other hand, it enhances the competence of the tissue to enable, e.g., the regeneration of an organizer. Why both features do not cancel each other? Both effects are expected to have about the same range, but completely different time constants. The inhibitor (or the system that mediates the long-range inhibition) must have a high turnover to allow rapid regeneration after organizer removal. In contrast, the competence is a relatively stable tissue property that remains almost unchanged during the time required to form the new head signal during regeneration. This expected long time constant of the competence agrees with classical transplantation experiments according to which polarity reversal takes several days (Wilby and Webster, 1970a,b; Shimizu, 2012) .
In a fragment, the graded competence is decisive for the orientation of the regenerating pattern, whereas the pattern itself is newly generated in a self-regulating manner (Figs. 6, 7) . The new organizer will always appear at a marginal position. The model describes correctly that the same tissue can regenerate a head, a foot or remains a part of the body column, depending on its relative position in the fragment. A further effect of the graded competence is that regeneration of an organizer occurs much faster since the time required until one side becomes dominating is much shorter. Also the risk of forming two organizers upon regeneration is reduced.
The predicted different time constants have been impressively demonstrated in a recent experiment. After application of Alsterpaullone, a drug that stabilizes b-catenin (Bain et al., 2003) , all cells obtain a high competence (Gee et al., 2010) . After removal of Alsterpaullone, the tissue maintains a high competence for several days as examined by transplantation experiments while b-catenin returns much faster to normal. Thus, the competence must be a long-lasting tissue property downstream of b-catenin. From their distribution, the long-ranging Wnt3 molecules would be an appropriate mediator. However, the molecular realization of the competence is not yet known.
Keeping maximum distance: head-foot patterning
Since the graded head competence accounts for the formation of the head signal at the one terminal end, it was suggestive that a similar system localizes foot formation at the opposite position. In an earlier model, it was assumed that the competence for the foot was just the inverse of the competence for head formation: what is good for the head is bad for the foot and other way round. In addition, the foot system was assumed to reduce the head competence even further, contributing in this way to the overall (Figs. (E, F) from Hobmayer et al., 2000) ; (G) from Lengfeld et al., 2009;  figures kindly provided by Thomas Holstein, with permission of "Nature" and Dev. Biol.) .
polarity of the animal. This model was able to account for the correct terminal regeneration of the head and the foot in any fragment (Meinhardt, 1993) .
Meanwhile several gene expression data became available that allow to make the model more specific. Competence for foot formation seems to be given not just by a low competence for head formation. The expression of the gene Nk-2 has a graded distribution, precedes foot formation in all situations and turned out to be a measure for foot competence (Grens et al., 1996) . The basal disk, the most aboral structure in hydra, is formed in a region much smaller than the region of the Nk-2-expression. Thus, the head and the foot systems show many parallels. Localized signals form at the terminal ends. The preconditions to form these signals are more graded competences that are in a delicate equilibrium. An elevation of one of these competences leads to a reciprocal shrinkage of the other (Grens et al., 1996; Reinhardt et al., 2004; Philipp et al., 2009) .
These manipulations opened an inroad to investigate the relation between the competences on the one hand and the signal proper on the other. After increase of the head competence, supernumerary head structures are formed while basal structures can disappear (Müller, 1989; Fig. 7) . Other way round, after Lithium treatmentknown to reduce the head competence -several basal disks can show up (Hassel and Berking, 1990) . In full agreement with the model that we proposed, the competence is decisive whether and, to some extend, how close particular signals can emerge. In contrast, if the signal is generated, its extension is essentially independent of the competence. The simulation in Fig. 7 shows that these features are reproduced by the model. As a first approximation, it is assumed that both the head and foot system are based on very similar types of interactions. The model accounts for the maintenance of the polar pattern during substantial growth and for the regeneration of small fragments with preserved polarity.
During regeneration a balanced ratio of the competences becomes restored in the course of time. Supernumerary structures appear after manipulation of the competence (Fig. 7D) . The model reconciles the coexistence of a head and a foot in small animals and the localization of both signals at the largest-possible distance during growth and regeneration. Thus, the model describes foot regeneration close to an existing head since one system determines only the preferred position of the other without a direct long-ranging inhibition (Fig. 7C) . Not yet incorporated is that an existing head has a helping influence on foot regeneration (Müller 1995) . Also it is unclear why especially in more aboral fragments apoptosis is required to release sufficient Wnt3 to initiate head regeneration (Chera et al., 2009; Galliot, this volume) .
Budding
From the modeling point of view, the generation of a new head signal at a particular position of the body column is straightforward. The interactions can be tailored such that a new head signal can emerge whenever a certain minimum distance from the head and from the foot is exceeded. The model was predicting that the signal for the first bud appears as a ring that surrounds the body column . Due to the lateral inhibition within this ring, a single peak eventually emerges (Fig. 8) . This ring is especially noticeable in the initiation of the first bud since in subsequent buds the asymmetry generated by the preceding bud leads to a more rapid confinement of the peak to the opposite position.
A challenging problem in modeling bud formation is the initiation of the bud-foot, a prerequisite for the separation of the bud from the parental animal. This foot has to be initiated relatively close to the signal that leads to head formation of the emerging bud. Thus, if the signal that initiates the normal head and the head of the bud would be identical at all stages, an inductive signal from the bud-head to form an adjacent bud-foot would also induce a new foot close to the normal head, which is obviously not the case. This problem disappears if the initial signal for bud formation is not identical with the initial signal, e.g., in head regeneration. A candidate is Wnt2 that is only transiently expressed during early stages of bud formation (Fig. 8) . It is assumed that the purpose of the transient signal is to induce the preparatory steps for bud formation including the bud-foot. Shortly thereafter, the bud-specific signal is replaced by the normal head signal, e.g., Wnt3. On the basis of such a model it is expected that the foot-preparing signals can be activated only during a short time window at early bud stages. Indeed, the Delta-Notch system is required for bud-foot formation (Münder et al., 2010) . Blocking Delta-Notch during a crucial time interval abolishes permanently foot formation and the detachment of this particular bud. The result is the formation of a second axis. Subsequently formed buds separate normally also in the non-detached branch. During early bud stages, foot-preparing signals such as Dishevelled surround the bud initiation side in a circular manner (Fig. 9) . These signals are involved to accomplish the necessary shape change of the cells as they pass from the body column into the bud (Philipp et al., 2009) . Thus, although the foot-ring is induced by a signal from the incipient bud tip, the foot ring must remain stationary at the border between the body column and the bud while the tip of the bud obtains an increasing distance from the body column. The situation is, therefore, very different from the hypostome-tentacle relation where the center-surround -pattern is maintained. This is presumably a second reason why the bud-initiating signal has to disappear. Otherwise, the ring would move with tip of the bud due to its inducing influence, as it is the case for the tentacle signal. In Fig. 9 a model is shown where (i) a pre-head signal of the bud induces the pre-foot ring, (ii) the prehead -signal induces the final head signal and, (iii), the final head signal down-regulates the pre-head signal, making the induced pre-foot ring free to enlarge and become independent of the tip of the bud. It is worth to note that the pre-foot ring should not decay into patches as it is the case during tentacle formation (see below). As shown in the simulation, this indicates that a saturation of the self-enhancement plays a decisive role. Such a saturation has also the effect that the cells can move through this zone -they become activated as they enter and de-activated as they leave the zonea behavior that is obviously required for cells that move from the body column into the bud.
Tentacle formation: how to form different structures close to each other
Tentacles appear close to each other in a sub-hypostomal ring. The periodic nature of the tentacle pattern indicates that they are formed by a separate pattern forming system. The close spacing around the circumference on the one hand and the absence of additional tentacles further down the body column on the other can be explained by assuming that the graded competence for the head-forming system represents also the competence for tentacle formation, while, locally, the hypostome system inhibits the tentacle system. Thus, tentacle formation is restricted to the sub-hypostomal region since there both conditions are satisfied: the hypostomecontrolled competence is high and the inhibitory influence of the hypostome is sufficiently low (Meinhardt, 1993) (Fig. 10) .
After head removal a tentacle-specific signal appears first as a patch at the oral end of the fragment. Only later the signal shifts from the tip towards the final position, forming first a nearhypostomal ring that disintegrates into individual patches at which the tentacles will eventually emerge (Bode et al., 1988; Smith et (Smith et al., 2000) . (Meinhardt, 1993) . There the head signal is formed first and the tentacle signal is formed directly at the final position (see Fig. 7B ). This prediction turned out to be correct (Technau and Holstein, 1995; Smith et al., 2000) . Meinhardt al., 2000; Reinhardt, et al., 2004) (Fig. 10) . In terms of the model, in a near-head region the competence can be high enough that tentacle formation is triggered directly at the position with the highest competence. With the regeneration of the hypostome system, the tentacle signal is sifted to a sub-hypostomal position (Fig. 10) .
The shift of the tentacle signal is non-trivial. Usually, peaks generated by an activator-inhibitor system are hardily movable since the surrounding of a maximum is strongly inhibited. However, shifting becomes possible if the self-enhancing reaction saturates at high levels. Then, the activator concentration has an upper bound. Therefore, also the maximum inhibitor production per cell is reduced. More cells become activated although at a lower level. The peaks obtain a more plateau-like profile. By an inhibitory influence from the hypostomal region, the activation may decrease on one side, which is compensated by an increase at the other side of the plateau. Fig. 10 illustrates this theoretically expected shift and the observed expression pattern of the Aristaless gene.
According to the model, the saturation of the self-enhancement as deduced from the shift of the tentacle signal also contributes to the possible dense spacing of the tentacles. Since the maximum inhibitor production in a cell is limited, maxima can emerge much closer together without mutual downregulation. Nevertheless, together sufficient tentacle-inhibitor is produced in these densely packed tentacles to suppress additional tentacles along the body column. If the saturation would be even stronger, the tentacle activation would remain a ring without disintegration into spots (compare with Fig. 9 B,C). As explained above for hypostome formation, the graded competence for tentacle formation leads to a substantial increase of the "apical dominance" of tentacle formation. In contrast to the hypostome, the tentacle signal is assumed to have no feedback on the competence.
As mentioned, recently it became possible to manipulate the competence by treatment with the b-catenin -stabilizing drug Alsterpaullone (Broun et al., 2005) . As expected from the model, with the overall increase of the competence, the restriction of the tentacles to the sub-hypostomal region breaks down. Fig. 11 shows the generation of tentacles all over the body column and the reproduction of this effect in the simulation. Supernumerary tentacles in the body column and in the tentacle ring have been also observed after other treatments that elevates the head competence ( Fig.  7E ; Müller, 1989) . The dense spacing in the absence of a graded reviles the natural short range of tentacle inhibition. Remarkably, this overall tentacle formation does not occur in germlinetransformed animals with elevated b-catenin levels ( Fig. 6B ; Gee et al., 2010) . Presumably there is still a residual gradient in the competence that is sufficient for tentacle localization. (Broun et al., 2005) . (C-E) Model: tentacle formation is normally restricted to a region where the head-forming competence (blue) is high but the local inhibition of from the hypostome is low (see Fig. 10 (Philipp et al., 2009) . Since the tip separates from the base during tentacle outgrowth, both activations have to be complete pattering systems. Since both activations are under Wnt3 control, tentacle formation is another example of the Wnt code mentioned above. According to the model this became possible by the activator-inhibitor double function of each family member.
With a Wnt-signal at the tentacle tip and BMP5-8b at their base (Philipp et al., 2009; Reinhardt et al., 2004) , the expression patterns along a tentacle and along the body axis shows remarkable parallels. Tentacles were certainly a later addition during evolution. At the time the basic axial structure of the hydra ancestor evolved there was no prey for capturing with tentacles. This suggests that tentacle formation evolved as the prey became available by a cooption of a budding-like process in which the detachment of the buds became suppressed. In this view, tentacles are "domesticated" buds.
Models for the bilaterian body plan inspired by the models for hydra patterning
Hydra and its relatives are at the base of the metazoan evolutionary tree. The axial organization of hydra is therefore expected to provide hints for ancestral axial organization including the preconditions for the evolution of the bilateral body plan. Many genes expressed in hydra are found in the brain of higher organisms (Galliot, 2000; Galliot and Miller, 2000) , suggesting that the evolutionary invention of the head is very old. The expressions of Wnt and Brachyury in the hypostome suggested that the so-called head corresponds to the most posterior structure, the blastopore. In contrast, the gene characteristic for the hydra foot, Nkx-2, is anteriorly expressed in many higher organisms (Tonissen et al., 1994) . Nkx2.5 is a gene characteristic for vertebrate heart formation. Based on this gene expression, on the response to drugs and on the pulsating pumping activity, the hydra foot and the vertebrate heart were proposed to have a common ancestry (Shimizu and Fujisawa, 2003) . Otx, a gene characteristic for the fore-and midbrain in higher organisms, is expressed in hydra all over in the body column except of the extreme ends. Together, these expression patterns suggested that ancestral bag-like organisms with a single opening evolved in the most anterior (and most important) part of higher organisms, the brain and the heart (Meinhardt, 2002) . Thus, unexpectedly, it is the foot-to-head extension in hydra that corresponds to the anterior-posterior axis in higher organism.
The Otx expression provides further information for the relation of ancestral and actual axial patterning. The hydra organizer is located posterior to Otx border (blue -yellow border in Fig. 12 ; the Otx -Gsc/Bracchyury border). This region is also in vertebrates an organizing region, the midbrain-hindbrain border (Wurst and BallyCuif, 2001 ). The absence of the trunk-typical HOX-gene clusters in hydra (Gauchat et al., 2000; Kamm et al., 2006) indicates that the trunk was an evolutionary later invention. With the insertion of the trunk, the hydra-type organizer became displaced to more posterior positions, suggesting that the midbrain-hindbrain organizer was a secondary organizer left in place as the primary organizer became displaced. Most remarkable, during ontogenetic development of most organisms, the initiation of brain development usually precedes that of the trunk, recapitulating in this way the sequence of evolutionary innovations.
Usually, organizing regions are envisioned as a patch of cells with special signalling properties. However, to generate the body plan for a bilateral-symmetric and long extended animal it was required to form a line of reference for the dorsoventral (or mediolateral) patterning. The formation single straight stripe-shaped organizer is an intricate patterning process that requires several coupled pattern-forming reactions. Different solutions have been found for this important step during evolution (Meinhardt, 2004 (Meinhardt, , 2006 . In vertebrates, starting with the Spemann organizer (which is located on the blastopore, the ancestral-hydra-type organizer), the midline is generated by an elongation towards anterior (prechordal plate) and towards posterior by the moving node (Fig. 12) . The moving node gives rise to the most dorsal structures, floor plate and notochord during trunk formation. Thus, for the DV patterning, not the distance to the Spemann organizer but the distance to the midline, which is initiated by the organizer, is measured. In contrast, in insects, a dorsal organizing region inhibits midline formation. Thus, the midline and the central nervous system appear at a most ventral position. While in vertebrates the midline is elongated along the AP axis, in insects the midline has from the beginning the full AP extension but becomes compressed and sharpened along the DV axis to be eventually confined to a most ventral position (Meinhardt, 2004) . This model-prediction (Meinhardt, 1989) found full support by recent observations (Chen et al., 2000 , da Fonseca et al., 2009 . Well-known is DV-VD polarity reversal between vertebrates and insects (Arendt and Nübler-Jung, 1994 ). The models for midline formation provide a new explanation. In vertebrates, the dorsal organizer initiates the midline dorsally and the CNS will be dorsal. In contrast, in insects the dorsal organizer repels the midline to a ventral position. The CNS is, therefore, ventral.
Conclusion
As in other branches of science, theories are an indispensable tool to understand complex systems. Some decades ago the generation of a reliable patterned organism from an almost structureless initial situation was almost a mystery. Our theory has shown that relative simple mechanisms can account for essential steps of pattern formation during development as long as our condition (Kiecker and Niehrs, 2001 (Wacker et al., 2004; see also Duboule, 2007) . In a ring-to-rod conversion, the cells near the marginal zone move towards the Spemann-organizer and the incipient midline, forming in this way the AP pattern of the trunk (after Meinhardt, 2006; 2008) .
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460 H. Meinhardt of local self-enhancement and long range inhibition is satisfied. In a toolbox-like manner, several such reactions can be linked to each to assure a reliable spatial relation of the emerging structures. The inherent self-regulatory features of these mechanisms allow in many cases a faithful restoration of the normal pattern, even after heavy perturbations or after separation of body parts during asexual reproduction. Since these reactions require communication between cells by diffusion or related processes, it is to be expected that these regeneration processes are restricted to small systems such as hydra and planarians. It is to be expected that in larger systems the capability to perform primary pattern-forming processes is switched off to avoid aberrant patterning.
Meanwhile several of the predicted components have been directly demonstrated on the molecular level. Nevertheless, the particular role of the components of the Wnt pathway in pattern formation was unclear. The hypothesis that secreted Wnt molecules have a double function -acting as activators and, after processing, as inhibitors -bridges a major gap in the understanding of the Wnt-pathway. Refined modeling together with new observations will certainly provide further insights into this most fascinating field.
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