Abstract. We study the porous medium equation on manifolds with conical singularities. Given strictly positive initial values, we show that the solution exists in the maximal L q -regularity space for all times and is instantaneously smooth in space and time, where the maximal L q -regularity is obtained in the sense of Mellin-Sobolev spaces. Moreover, we obtain precise information concerning the asymptotic behavior of the solution close to the singularity. Finally, we show the existence of generalized solutions for non-negative initial data.
Introduction
The porous medium equation (PME) is the parabolic diffusion equation u ′ (t) − ∆(u m (t)) = 0, t > 0, (1.1)
where m > 0. It describes the flow of a gas in a porous medium; u is the density distribution and ∆ is the (negative) Laplacian.
In this article, we consider the PME on a manifold with conical singularities, which we model by a smooth compact (n + 1)-dimensional, n ≥ 1, manifold B with possibly disconnected boundary ∂B, endowed with a Riemannian metric g which in a collar neighborhood [0, 1) × ∂B of the boundary is of the degenerate form g = dx 2 + x 2 h(x), (1.3) where x ∈ [0, 1) denotes the distance from ∂B and h(x), x ∈ [0, 1), is a smooth (up to x = 0) family of non-degenerate Riemannian metrics on the cross section. Here ∂B corresponds to the conical tips. We speak of straight conical singularities, if h is constant in x, else of warped conical singularities. The associated Laplacian on (0, 1) × ∂B has the conically degenerate form:
where ∆ h(x) is the Laplacian on the cross-section induced by the metric h(x). We regard ∆ here as an element in the class of cone differential operators, which act naturally on scales of weighted Mellin-Sobolev spaces H s,γ p (B), s, γ ∈ R, p ∈ (1, ∞), see Section 2 for details. The problem (1.1)-(1.2) has been studied in various domains and under many aspects. In the above setting we show existence of long time solutions as well as smoothing in space and time. Furthermore, we obtain information on the asymptotic behavior of the solution close to the singularity and show its dependence on the local geometry of the tip. As a first step in the above direction we established in [22] existence, uniqueness and maximal L q -regularity for the short time solution on Mellin-Sobolev spaces of arbitrarily high order. This result will be one of the basic tools for our analysis.
The main difficulty compared to the case of classical domains is the lack of basic machinery. In order to overcome this problem we proceed by using mostly abstract maximal L q -regularity theory for linear The authors were supported by Deutsche Forschungsgemeinschaft, grant SCHR 319/9-1.
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and quasilinear parabolic problems. The methods we develop are general and can be applied to different problems. For instance, we do not have the usual gradient estimates for the short time solution as e.g. in the case of complete manifolds with Ricci curvature bounded from below, see [15] . Instead, we show a functional analytic analog, i.e. we show interpolation space estimates, see Theorem 4.6, based on uniform maximal L q -regularity estimates. In the same spirit, we show a general smoothing result for the abstract quasilinear equation, see Section 3, via maximal L q -regularity theory on Banach scales. We prove existence for long time by controlling uniformly all the parameters of a Banach fixed point argument due to H. Amann. The main result of this article concerning the porous medium equation is the following: Theorem 1.1. Denote by λ 1 the greatest nonzero eigenvalue of ∆ h(0) and choose γ ∈ n − 3 2 + 2 q , min − 1 + n − 1 2 2 − λ 1 , n + 1 2 , n + 1 p + 2 q < 1, p, q ∈ (1, ∞), and
Then, for any T > 0 and any for all k ∈ N\{0}, s > 0, ε > 0 and
It also satisfies c 0 ≤ u ≤ c 1 on [0, T ] × B.
In the above theorem, by C, we also denote the space of smooth functions in B that are constant close to the boundary ∂B. The asymptotic behavior of the solution u close to the conical singularity, is immediately obtained from (1.5) and the properties of the Mellin-Sobolev spaces: e.g. u can be written as u = u C ⊕ u H with u C ∈ C((0, T ]; C) and u H ∈ C((0, T ]; H , t ∈ (0, T ), for some constant c > 0 depending on B and p. Therefore, the asymptotic behavior depends on u 0 and on λ 1 .
Preliminary Results

Sectoriality and maximal
֒→ X 0 be a continuously and densely injected complex Banach couple. Definition 2.1. By P(θ), 0 ≤ θ < π we denote the class of all closed densely defined linear operators A in X 0 such that
for some constant K θ ≥ 1 that is called sectorial bound of A. The elements in P(θ) are called (invertible) sectorial operators of angle θ.
Focusing on sectorial operators of angle greater than π 2 we recall the following basic property for the abstract linear first order Cauchy problem. Namely, let T > 0, q ∈ (1, ∞), f ∈ L q (0, T ; X 0 ) and consider the equation
where −A : X 1 → X 0 is the infinitesimal generator of an analytic semigroup on X 0 . We say that A has maximal
2). In this case, u also depends continuously on f . Furthermore, the above property is independent of q.
All the Banach spaces we will consider in the sequel belong to the class UMD (unconditionality of martingale differences property). Therefore we recall the following boundedness condition for the resolvent.
be the sequence of the Rademacher functions and θ ∈ [0, π). An operator A ∈ P(θ) is called R-sectorial of angle θ if there exists a constant R θ ≥ 1, called R-sectorial bound of A, such that for any choice of λ 1 , ..., λ N ∈ S θ \{0} and x 1 , ..., x N ∈ X 0 , N ∈ N\{0}, we have that
.
Then, the following classical result holds. If A ∈ P(θ), θ ∈ [0, π), is a sectorial operator and z ∈ C with Re(z) < 0, then the complex powers A z of A are defined by the Dunford integral
for an appropriate path Γ (see [2, Theorem III.4.6.5]). The above operators are injections, and hence the powers A z for Re(z) > 0 are defined by A z = (A −z ) −1 , which are in general unbounded operators. By using the formula (2.3) we can also define the imaginary powers
Definition 2.4. Let A ∈ P(θ), θ ∈ [0, π). We say that A has bounded imaginary powers, if there exist some ε, δ > 0 such that
In this case, there exists a φ ≥ 0, the so-called power angle, such that A it ≤ M e φ|t| for all t ∈ R and some M > 0, and we write A ∈ BIP(φ).
Recall that in a UMD Banach space every operator in the class BIP(φ) with φ < 
For other values of s, the space H s,γ p (B) can be obtained by interpolation and duality (see [22, Definition 3 .1] for details).
for suitable C > 0. In particular, up to the choice of an equivalent norm, H s,γ p (B) is a Banach algebra whenever γ ≥ 
is continuous on B
• , and, in local coordinates (x, y) ∈ (0, 1) × ∂B near the boundary,
for a constant c > 0.
Denote by C the smooth functions on B that are locally constant near the boundary ∂B. If we restrict γ > 
where Γ is a fixed finite path around
Proof. This is [22 We will consider first the Laplacian associated with a straight conical metric as an unbounded operator in H s,γ p (B). In this case, the metric h in (1.3) is constant in x and we write ∆ h(x) = ∆ ∂ for the boundary Laplacian. It is well known, see e.g. [22] , that the domain of the minimal extension of ∆, i.e. the closure of ∆ considered as an operator on C ∞ c (B • ), differs from that of the maximal extension, which consists of all u ∈ H s,γ p (B) such that ∆u ∈ H s,γ p (B), by a finite dimensional space E. In order to understand this space, recall that the conormal symbol σ M (∆) of ∆ is the operator-valued function
The q In the sequel we shall assume that none of the q 
and, for ρ = q ± j , the c ρ ∈ C ∞ (∂B) are elements of the eigenspace of ∆ ∂ associated with the eigenvalue λ j . If n = 1 and 0 ∈ I γ , then E also contains terms of the form ω(x)c 0 (y) log(x), with c 0 in the zero eigenspace of ∆ ∂ .
Therefore, every closed extension of ∆ has a domain H s+2,γ+2 p (B) ⊕ E with a subspace E of E. In our situation, we denote by ε n the distance between zero and the first negative pole q − 1 :
and we fix γ with
The interval I γ will then include the pole 0 = q − 0 (but none of the q − j for j ≥ 1), and the space E will contain the functions of the form ω(x)c 0 (y), where c 0 is in the zero eigenspace of ∆ ∂ , hence locally constant on ∂B. As in [22] we focus on the closed extension ∆ s with the domain
where as in Lemma 2.5 we simply write C to denote the smooth functions on B that are locally constant near the boundary ∂B.
For s ∈ R, we let
Moreover, we introduce the real interpolation space X
and s ∈ R satisfies
This implies that, for all sufficiently small ε > 0,
The first embedding was shown in [22, Lemma 5.2] ; the second follows from Lemma 2.5.
We start the analysis of the PME with the following maximal L q -regularity result. Theorem 2.7. Let s, γ, p and q be chosen as in (2.6), (2.9) and (2.10). Let v ∈ X is R-sectorial of angle θ, where ∆ s is the Laplacian (2.7). In particular, −v∆ s has maximal L q -regularity.
By (2.11) the assumption that v ∈ X (2.12) and it is only this regularity which is needed. It implies that v is continuous on B, locally constant on ∂B and defines a multiplier on X s 0 . The proof of Theorem 2.7 was based on the following idea: The statement is easily seen to be true when v is constant. For s = 0, by standard perturbation results for R-sectoriality it is also true if v differs from a constant by a function whose supremum norm (which is the norm as a multiplier on X 0 0 ) is small. The proof then relied on a freezing-of-coefficients type argument, where one covers the manifold B by neighborhoods B j of given points z j , j = 0, . . . , N , and considers the case, where v is replaced by a function v j equal to v near z j and equal to v(z j ) outside the neighborhood. In this construction, each component of the boundary ∂B plays the role of a single point, and the corresponding neighborhood is a collar neighborhood of this boundary component. It is crucial for the above perturbation result that the neighborhoods are so small that v j differs from v(z j ) by a function whose supremum norm is sufficiently small. Using a partition of unity, the full resolvent of c − v∆ 0 is finally constructed in terms of a Neumann series and R-sectoriality is shown by using this representation. We proceeded then by induction and interpolation for the rest of the values of s. which is strictly positive on B, there exists some T > 0 and a unique ).
More precisely, the following holds
where the norm of the embedding is independent of T (see e.g. , the maximal L q -regularity result of Theorem 2.6 extends to the case of manifolds with warped conical singularities, i.e to the case when the metric h in (1.3) depends x. The only difference is that λ 1 in (2.5) refers then to the greatest nonzero eigenvalue of the Laplacian ∆ h(0) on ∂B. Moreover, the proofs of [22, Theorem 6.1] and [22, Theorem 6.5] and therefore Theorem 2.9 extend immediately to this case as well. Therefore, in the sequel we will consider always the general case of warped conical singularities.
Under the change of variables u m = w, we obtain from (1.1)-(1.2) the following equivalent equations
Similarly to [22, Theorem 6 .5], we have the following maximal regularity result for the above problem.
Theorem 2.11. Let s, γ, p and q be chosen as in (2.6), (2.9), (2.10) and w 0 ∈ X
Then, there exists some T > 0 and a unique
Proof. We apply the Theorem of Clément and Li [7, Theorem 2.1] to the problem, which is already in the quasilinear form. We pick as usual the closed extension (2.7).
Since w 0 ∈ X 
. This follows by Lemma 2.5; for details see [22, (6.20) ].
Remark 2.12. Let s, γ, p and q be chosen as in (2.6), (2.9) and (2.10). Then the solvability of (1.1)-(1.2) and (2.14) Suppose
is a strictly positive solution of (1.1)-(1.2), and let w = u m . We claim that
In order to show this we first note that u ∈ C([0, T ]; X 
In particular, we see that
and hence w ∈ L q (0, T ; H s,γ p (B)). Moreover, a similar argument together with the identity
). As u solves (1.1), we see that also ∆w = ∆u
is invertible for some c > 0, we have the estimate
for a suitable constant c 3 . We conclude with (2.17) that for suitably large c 4
. Finally, we note that
is a strictly positive solution of (2.14)-(2.15) and let u = w 1 m . Arguments as above show also that
For global existence of L 1 -mild solutions of the PME on singular manifolds we refer to [25] . In the same spirit in [6] the problem of normalized Yamabe flow is considered on manifolds with incomplete edge singularities and it is shown existence and uniqueness of the long time solution.
Smoothing for the Abstract Quasilinear Parabolic Problem
In this section we provide a smoothness result for the abstract parabolic quasilinear equation, based on maximal L q -regularity theory for non-autonomous parabolic problems on Banach scales. This will be our main tool for showing smoothness in the space variable for the porous medium equation later on. An alternative result is stated in the Appendix. Both results are based on the ideas in [20, Section 5] .
0 be a continuously and densely injected complex Banach couple, such that
q ,q , and: (i) There exists a T > 0 and a unique
Proof. Take any t 0 ∈ (0, ε) such that u(t 0 ) ∈ Y 0 1 and consider the non-autonomous linear parabolic problem
Clearly, the above problem has the solution 
solving (3.20)-(3.21), which therefore has to coincide with u, i.e.
We proceed by describing the steps that increase the regularity of u.
Step 1. By (3.23) and the assumptions (ii)-(iii), A(u(t)) :
Step 
by uniqueness (3.24) we find that
). The result now follows by iteration. 
Proof. Reversing time, for any s > 0 we obtain the linear non-autonomous problem
where v(t) = φ(T − t), ζ(t) = ψ(T − t) and η(t) = ω(T − t), t ∈ [0, T ].
According to Theorem 2.7, the operator −ζ(t) We next establish a basic property of the porous medium equation for the case of a conic manifold. The solutions we are going to consider are of maximal regularity either in the continuous or in the L q sense. We describe first these two cases. Assume that s, γ, p, q are chosen as in (2.6), (2.9) and (2.10).
for some T > 0.
Theorem 4.2 (Comparison principle).
Let s, γ, p, q be chosen as in (2.6), (2.9) and (2.10). Given initial data u 0,1 , u 0,2 ∈ C(B) satisfying c 0 ≤ u 0,1 ≤ u 0,2 on B, for some c 0 > 0, let u 1 , u 2 ∈ C([0, T ]; C(B)) be two solutions of (1.1) for some T > 0 with initial values u 0,1 and u 0,2 respectively such that (u 0,1 , u 1 ) satisfies (C1) or (C2) and (u 0,2 , u 2 ) also satisfies (C1) or (C2).
In particular, if u with the regularity as before is a solution of (1.1) with initial value u 0 ∈ X
Proof. The corresponding proof in Vazquez's book, see [27, Theorem 6.5] , easily adapts to our situation. Note that for B with the measure dµ g induced by the degenerate metric g, no boundary terms will arise in Green's formula, i.e. we have
for u, v e.g. as in (C1) or (C2). A not so obvious ingredient in the proof is the existence of a solution φ to a problem (4.1)-(4.2) for a given function ω ≥ 0 with compact support in (0, T ) × B
• . This, however, has been shown in Lemma 4.1.
Following Vazquez's proof we eventually obtain the estimate
This implies the assertion.
From the above comparison principle we obtain the following analog for the problem (2.14)-(2.15).
Theorem 4.3. Let s, γ, p, q be chosen as in (2.6), (2.9) and (2.10). Given initial data w 0,1 , w 0,2 ∈ C(B) satisfying c 0 ≤ w 0,1 ≤ w 0,2 on B, for some c 0 > 0, let w 1 , w 2 be two solutions of (2.14) with initial values w 0,1 and w 0,2 respectively such that (w 0,1 , w 1 ) satisfies (C1) or (C2) and (w 0,2 , w 2 ) also satisfies (C1) or (C2).
In particular, if w with the regularity as before is a solution of (2.14) with initial value w 0 ∈ X Proof. We examine the three cases separately. Assume first that both (w 0,1 , w 1 ) and (w 0,2 , w 2 ) satisfy (C1). By continuity, w 1 (t) and w 2 (t) will be strictly positive for some time. We claim that in fact both will be ≥ c 0 for all t ∈ Next, assume that both (w 0,1 , w 1 ) and (w 0,2 , w 2 ) satisfy (C2). We claim again that both w 1 and w 2 will be ≥ c 0 for all t. Indeed suppose that for some ǫ > 0 one of them attains the value c 0 − 2ǫ > 0. Choose the largest τ 0 ∈ (0, T ) such that w 1 (t), w 2 (t) ≥ c 0 − ǫ for 0 ≤ t ≤ τ 0 . As w 1 (τ 0 ) and w 2 (τ 0 ) both belong to X s 1 , we find short time solutions
for some T 0 > 0, solving (1.1) with initial values at τ 0 given by w We denote by (g ij ) = (g ij ) −1 and (h ij ) = (h ij ) −1 the inverses of the metric tensors of g and h in local coordinates. In local coordinates (z 1 , . . . , z n+1 ), the gradient ∇u of a scalar function u is defined as
and the divergence of a vector field F is given by
Since ∆ = div ∇, we also have
This allows us to rewrite the porous medium equation (1.1)-(1.2) in the form 
Moreover, by (4.5) and the divergence theorem (denoting the exterior normal in ∂B by ν) Concerning the integral (4.12) we notice that
for a suitable constant c depending only on κ; here |v| eucl is the Euclidean norm of a vector, which appears in [14, II.(7.5)]. We next recall that the comparison principle Theorem 4.2 implies that there exist constants M min , M max > 0, depending only on u 0 such that M min ≤ u(z, t) ≤ M max for all z ∈ B and t 0 ≤ t ≤ t 1 . Hence the integral (4.12) can be estimated from below by −c 0 ϕ ∇u
for a suitable constant c 0 = c 0 (u 0 , κ). Bringing this term to the left hand side, we obtain with (4.9)
In order to estimate the integral (4.13) we first notice that u 
Combining this with (4.13), we obtain 1 2 ϕu An immediate consequence of the above Hölder estimate is the uniform boundedness in T of the R-sectorial bound of the linearized term in (2.14), as we can deduce from the following result. . Hence the norm of a function as a multiplier on X 0 0 is just the sup-norm. We know from Theorem 4.4 that u is Hölder continuous and that both the Hölder exponent and the Hölder norm depend only on u 0 . As a consequence, α t is also Hölder continuous, and its Hölder norm is independent of t and T . It follows that the oscillation of α t on one of the neighborhoods B j mentioned in the sketch will be small, provided the diameter is small (for B 0 : provided the width of the collar is small). Hence the whole construction for the proof can be carried out uniformly in t and T and therefore the shift c 0 and the R-bound can be taken uniform in t and T .
We proceed by establishing interpolation space estimates for the short time solution w. Our proof is based on a maximal L q -regularity inequality for linear non-autonomous parabolic problems, which is obtained by operator valued functional calculus estimates. It is based on the proof of [19, Theorem 4.2] and the proof of [20, Theorem 5.4] , where an application of this approach to a semilinear problem is demonstrated. 
) of (2.14)-(2.15) with initial data w 0 we have that 
For c ≥ 0 consider the linear non-autonomous parabolic problem
Since w solves (2.14), the above problem has the solution Moreover, when ε > 0 is sufficiently small, by Lemma 2.5 we have that
and multiplication with mw 
We conclude from (4.18) that
In order to obtain maximal L q -regularity space estimates, we regard v as the action of the inverse to the operator ∂ t + A(t) + c on the right hand side of (4.15). This inverse has been constructed in the proof of [19, Theorem 4.2] for c > 0 sufficiently large. For convenience we describe the construction, which relies on a freezing-of-coefficients argument; details can be found in [19] : Denote by B the operator ). For small r ∈ (0, 1) choose 0 < t 1 < . . . < t N such that the intervals (t j − r, t j + r), j = 1, . . . , N , cover [0, T ]. Choose a subordinate partition of unity φ 1 , . . . , φ N and smooth functions χ j , j = 1 . . . , N , supported in (t j − r, t j + r) such that χ j φ j = φ j .
By the Kalton-Weis theorem [17, Theorem 4.5] , each A(t j ) + B belongs to P(0). Define
Taking r sufficiently small (and possibly N large), we can achieve
this is a consequence of the continuity of A(·) and the uniform boundedness of the norm of A(ξ)(A(ξ)
By standard sectoriality perturbation theory A j belongs again to P(0); in fact
We can then construct a left and right inverse to A(t) + B + c for c ≥ 0 sufficiently large as in [19, (4.25) ] and [19, (4.26) ], respectively. Due to the Hölder estimate in Theorem 4.4, we can choose c uniformly bounded, whenever T is bounded. Furthermore, the L(L q (0, T ; X 0 0 ))-norm of A(t)(B + A(t) + c) −1 can be estimated by C 0 (T ), for some positive function C 0 (·) ∈ C(R) (see [19, (4.25) ]). Therefore, by (4.14) and (4.15)-(4.16) we estimate
for some positive functions
Standard maximal L q -regularity for the problem
implies that
for some positive function C 3 (·) ∈ C(R) (see e.g. [20, (2.9] ). From (4.19) , (4.20) and (4.21) we obtain
Corollary 4.7. Theorem 4.6 combined with (2.13) implies in particular that there exists some positive function
We are now in the position to show existence and uniqueness of the long time solution for (1.1)-(1.2) as well as smoothness in space and time. The proof of long time existence is based on a successive application of a short time Banach fixed point argument by H. Amann. Due to the necessity to control the interpolation space norm (Corollary 4.7 above), we do this step for the case of s = 0 i.e. on the weighted L p -space. Then, smoothness will follow by an application of Theorem 3.1.
Proof of Theorem 1.1. Long time existence. By Theorem 2.11 there exists some T 0 > 0 and a unique for all ε > 0, where we have used [22, Lemma 5.2] . By Theorem 2.11 we can start the evolution (2.14)-(2.15) again with initial value w(ξ) and s 0 replaced by s 0 + 2 q −ε. After finitely many steps, by uniqueness, see Theorem 2.11, we can achieve w(t 0 ) ∈ X 0 1 for some t 0 ∈ (0, T 0 ) arbitrarily close to zero. By Theorem 2.11, the problem (2.14) with initial data w(t 0 ) = w(t 0 ) ∈ X 0 1 has a unique solution
for some T > 0. By uniqueness of Theorem 2.11, we have that w = w on [t 0 , min{T 0 , t 0 + T }].
Let T max be the supremum of all such T and assume that T max < ∞. By Theorem 4.3 for any ε > 0 small enough. Concerning the set V , we choose V = U , where
Here, we denote by C p,q,γ the norm of the embedding X 
valid for any v ∈ V and certain t depending on v, we see that all elements in V are uniformly bounded away from zero.
Step 1: Since H Hence, the C σ (B)-norm of the set V is also bounded and similarly to Proposition 4.5, i.e. by the proof of [22, Theorem 6.1] for the case of s = 0, we conclude that there exists a constant c > 0 such that c−A(v) is R-sectorial of angle θ, for some fixed θ ∈ ( π 2 , π), uniformly in v ∈ V . As a consequence, c − A(v) ∈ P(θ), uniformly in v ∈ V , and hence A(v) ∈ H(E 1 , E 0 ) uniformly in v ∈ V , where H denotes generation of an analytic semigroup (see [3, Section 4] ). Therefore, the above uniformity ensures that the map v → A(v) from V α to H(E 1 , E 0 ) is locally regularly bounded in the sense of [3, (Q2) ].
We conclude that both [3, (Q1)-(Q2)] are fulfilled and hence by [3, Theorem 7 .1] with initial data
, where τ 0 ∈ [t 0 , t 0 + T max ), there exists a unique
solving (2.14)-(2.15) with initial data w(τ 0 ), where T V is independent of τ 0 . Theorem 4.3 implies that each w τ0 coincides with w on [τ 0 , min{τ 0 + T V , t 0 + T max }). Taking τ 0 arbitrarily close to T max we obtain a contradiction. Therefore, by regarding w as an extension of w to [0, t 0 ), we obtain for the unique solution w of (2.14)-(2.15) the regularity (4.25) valid for arbitrary T > 0.
Smoothness in space. We show that the solution w given by (4.25) becomes instantaneously smooth in the Mellin-Sobolev space regularity. We apply Theorem 3.1 to the problem (2.14)-(2.15) on [τ, T ], τ ∈ (0, T ), with initial data w(τ ) and the following setting:
for all z ∈ B .
solving (2.14)-(2.15). By (4.23) we have that w(t) ∈ Z for each t ∈ [τ, T ]. Also, by Lemma 2.5, (2. 
. In view of (2.11) and Lemma 2.5, it holds that
Hence, similarly to [22, (6.20) ] we obtain
for certain C > 0, which by Lemma 2.5 implies that
)), and condition (ii) of the theorem is also satisfied.
Therefore, Theorem 3.1 implies that the solution w of (2.14)-(2.15) enjoys the regularity (4.27) for all τ ∈ (0, T ).
Next, we apply again [3, Theorem 7.1] According to the above definition, we end up with the following result for non-negative valued initial data. We can therefore let w(t, x) = lim w k (t, x) and u(t, x) = w so that ψ = ∇w in the sense of distributions. Similarly, we obtain condition (ii) of Definition 4.8.
Appendix
We provide here an alternative smoothness result. Let {Y i } i∈N be a sequence of complex Banach spaces such that Proof. The proof is similar to that of Theorem 3.1.
Acknowledgment. We thank Roland Schnaubelt and Christoph Walker for their help.
