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In this dissertation, we explore two aspects of Dictyostelium discoideum life cycle,
chemotaxis and proliferation. We use Shannon’s information theory to study
the physical limits of chemotaxis due to the stochastic process of ligands bind-
ing and unbinding to cell receptors (receptor noise). Using microfluidic exper-
iments, we show that cells acquire much more information than the contem-
porary application of this theory allows. Next, we investigate how cells modify
their extracellular environment by secreting enzymes that degrade chemoattrac-
tants and show that simple first order degradation leads to the significant im-
provement of the receptor signal-to-noise ratio of chemical gradients. Finally,
we investigate the seemingly solitary vegetative phase of the same cells and
find that they synchronize their growth after transferring from suspension cul-
ture to substrate. We show that this synchronization can be suppressed using
microfluidic flow experiments, indicating that the synchronization is a collec-
tive behavior mediated by a diffusible molecule.
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CHAPTER 1
INTRODUCTION
It has been long known that living cells can respond to and move along
chemical gradients. The first theme of this work is the motion of individual
living eukaryotic cells in response to spatial chemical gradients, the process of
chemotaxis. Chemotaxis is now well understood in bacteria where these cells
are able to measure spatial chemical gradients by converting them into tempo-
ral gradients by moving and comparing how the chemical concentration varies
with time [1]. In contrast, chemotaxis in eukaryotic cells is fundamentally differ-
ent. They are large enough that they are able to measure the chemical gradients
directly by performing snapshots of the spatial distribution of the occupied re-
ceptors on their surface to which chemicals can bind. In addition, the signaling
pathways of genes and proteins inside the cells are far more complicated and it
is our attempt to achieve a better quantitative understanding of this complicated
process.
The model organism used in this work is the eukaryote Dictyostelium dis-
coideum amoeba. These amoebae are believed to live their lives as single cells
in their vegetative state, feeding on bacteria. Bacteria-secreted folic acid serves
as a chemoattractant. When the food supply runs out, D. discoideum start their
developmental program where they aggregate together into groups of 104 to
106 cells, forming a slime mold and eventually differentiating into the stalk
and spore cells able to whitstand much harsher conditions [2]. The aggrega-
tion is mediated by non-dissipating waves of cyclic-adenosine-monophosphate
(cAMP) which is secreted by cells and serves as another chemoattractant [2].
The physical limits of sensing chemical concentrations and gradients have
1
been extensively studied [3-14]. The common theme of these studies is to the-
oretically calculate the physical limit of sensing and then compare it with the
experiments. Recently, in D. discoideum cAMP chemotaxis, Fuller et al.[9] em-
ployed Shannon’s information theory and found that the mutual information
between the gradient direction and the joint state of the occupied receptors
(“external” mutual information) is close to the mutual information between the
gradient direction and the angular distribution of the cell response for shallow
gradients and low concentrations. This implies that the receptor noise in this
regime dominates the entire noise in the chemotaxis process. A consequence of
their result is that the external mutual information per receptor is independent
of any physical or biochemical parameters if the cAMP concentrations are scaled
by cAMP/cAMP receptor dissociation constant Kd and the cAMP gradients by
Kd/R where R is the cell radius (i.e. external mutual information is implied to
follow a universal law). However, in contrast to cAMP, folic acid chemotaxis oc-
curs with much higher fidelity than allowed by the data-processing inequality
(total mutual information is larger than the external) and is a focus of study in
Chapter 1 of this thesis.
Many eukaryotic cells are also known to secrete enzymes that degrade their
chemoattractants [2,15-18] but it is currently not clear how or even whether
these enzymes significantly affect the chemoattractant gradient in the vicinity
of the cell. With the advent of flow microfluidic devices where gradients are
established by flow that is transverse to the gradient, the natural signal process-
ing between the cell-secreted enzymes and cAMP is destroyed. The Chapter 2
theoretically examines the effect the secreted enzyme cAMP phosphodiesterase
(PDE) has on the cAMP gradients perceived by cells. Our results imply that the
local gradient around cells can be significantly altered in this way.
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It is generally believed thatD. discoideum cells transition from vegetative soli-
tary to collective behavior only during their starvation phase [2]. In Chapter 3,
we reveal that proliferation kinetics in the vegetative phase yielded a genuine
surprise [19], after cells are transferred from suspension to surface culture.
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Chapter 2
High fidelity information processing in
folic acid chemotaxis of Dictyostelium
amoebae
Igor Segota, Surin Mong, Eitan Neidich, Archana Rachakonda,
Catherine J. Lussenhop and Carl Franck
J. Roy. Soc. Interface, 10, 88: 20130606 (2013)
Abstract
Living cells depend upon the detection of chemical signals for their
existence. Eukaryotic cells can sense a concentration difference as low
as a few percent across their bodies. This process was previously sug-
gested to be limited by the receptor-ligand binding fluctuations. Here,
we first determine the chemotaxis response of Dictyostelium cells to
static folic acid gradients and show that they can significantly exceed
this sensitivity, responding to gradients as shallow as 0.2% across the
cell body. Second, using a previously developed information theory
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framework, we compare the total information gained about the gra-
dient (based on the cell response) to its upper limit: the information
gained at the receptor-ligand binding step. We find that the model
originally applied to cAMP sensing fails as demonstrated by the viola-
tion of the data processing inequality, i.e. the total information exceeds
the information at the receptor-ligand binding step. We propose an
extended model with multiple known receptor types and with cells
allowed to perform several independent measurements of receptor oc-
cupancy. This does not violate the data processing inequality and im-
plies the receptor-ligand binding noise dominates both for low and
high chemoattractant concentrations. We also speculate that the inter-
play between exploration and exploitation is employed as a strategy
for accurate sensing of otherwise unmeasureable levels of a chemoat-
tractant.
1 Introduction
Eukaryotic amoebae Dictyostelium discoideum (referred as Dictyostelium) in
vegetative state forage on bacteria by following gradients of folic acid, a
by-product of bacterial metabolism [1, 2]. It is currently believed that Dic-
tyostelium measure chemical gradients directly by monitoring the distri-
bution of the occupied chemoattractant receptors. These cells can detect
concentration differences as low as a few percent across their cell bodies
[3, 4, 5, 6, 7, 8] and it is currently an open question what exactly limits
6
this process. Previously, the receptor-ligand binding fluctuations were sug-
gested as the limiting factor, which remains a possibility since a single ex-
cited receptor may amplify the signal by activating multiple G-proteins
[9, 10, 11].
Chemotaxis signaling system can be described as the following Shannon
communication channel [12, 13]: the chemoattractant gradient direction as
the input, the spatial distribution of occupied receptors as the intermediate
step and the direction of cell motion as the output. Fuller et al. [4] recently
exploited this information-theoretic framework, where a cell in a static gra-
dient was modelled as N receptors arranged in a circle, each in chemical
equilibrium with the local chemoattractant concentration, described by a
dissociation constantKd.
The joint state of all receptors ✓rec was assumed to depend only on the
gradient direction, ✓grad. Likewise, the probability of cell moving in a di-
rection ✓res was assumed to depend only on ✓rec, with these three variables
forming aMarkov chain: ⇥grad ! ⇥rec ! ⇥res (see SI). Capital letters denote
random variables and lowercase their values. Fuller et al. [4] computed the
mutual information between the gradient direction and the receptor distri-
bution Iext(⇥grad,⇥rec), “external mutual information”. Iext quantifies the
information gained about the gradient through a perfect (noiseless) readout
of the occupied receptors.
Furthermore, Fuller et al. [4] used Dictyostelium cAMP chemotaxis ex-
periments to calculate the mutual information between the gradient direc-
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tion and the cell response Itot(⇥grad,⇥res), “total mutual information”. Itot
quantifies the information gained about the gradient by cells through the
imperfect (noisy) readout of the occupied receptors. The data processing
inequality [14] (p.34) states that in a Markov chain of variables, the infor-
mation can only be destroyed in each subsequent step, which here trans-
lates into Itot  Iext. In other words, the information gained by cells after
being processed through the entire signaling pathway, cannot exceed the
information gained at the receptor level. The authors [4] then argued that
for low cAMP concentrations the receptor-ligand binding fluctuations dom-
inate the entire noise (Itot ⇡ Iext), since there is no further information loss
downstream. Previously, Ueda and Shibata [11] also reached this conclu-
sion using signal-to-noise ratio arguments, using stochastic receptor noise
and time integration with second messengers and locomotion systems.
Here, we measure the response of a population of Dictyostelium cells to
static linear FA gradients, established in an agarose-gel based microfluidic
device [15]. The steady state gradients were achieved by maintaining fixed
concentrations of FA on opposite sides of a microfluidic channel (see SI). A
linear gradient was established by diffusion through agarose gel. Cell mi-
gration was recorded using time-lapse optical microscopy. The measured
distribution of cell displacement angles p(✓res|✓grad) was used to calculate
the total mutual information Itot and compared to Iext (using the result in
[4]) to test the possibility of receptor-ligand binding fluctuations dominat-
ing the total noise.
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2 Results and Discussion
First, we employ the result in Fuller et al.([4], Eq.S56) for the external mutual
information Iext for shallow linear gradients:
Iext(⇥grad,⇥rec) =
N
4 ln2 c(x)
 rc
1 + c(x)
!2
(1)
where c(x) is the concentration measured in units of Kd, rc is the gradient
measured in units of Kd/R (R is the radius of a hemispherical cell, taken as
5µm) and the dimensionless small parameter ✏ ⌘ rc/(1+ c)⌧ 1. For larger
values of ✏ one has to resort to numerical simulations. The design of our
microfluidic device ensured it was applicable to use the Eq.1 as the small
parameter was in range 0.0003  ✏  0.0065.
Previously, Wurster and Butz [16] and deWit and vanHaastert [17] mea-
sured the dissociation constants Kd and receptor numbers N using radioli-
gand assays. In the former case [16], we used the measured N and Kd after
3 hours in the buffer, which reflects the conditions in our experiments. In
the latter case [17] vegetative cells were employed. Wurster and Butz [16]
found Kd = 150 nM, N = 60, 000 and de Wit and van Haastert [17] found
five receptor types with the following dissociation constants and receptor
numbers: 1) Kd1 = 450 nM, N1 = 80, 000, 2) Kd2 = 70 nM, N2 = 80, 000,
3) Kd3 = 17 nM, N3 = 550, 4) Kd4 = 50 nM, N4 = 50 and 5) Kd5 = 15 nM,
N5 = 1, 450. In both cases Scatchard plots show that the first-order kinetics
can be employed with good approximation but that there is slight curva-
ture implying either negative cooperativity or greater receptor heterogene-
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ity. Furthermore, the binding curves for folic acid were taken up to µM
concentrations, the interesting range explored in this study.
Second, we measured the cell trajectories and the distribution of an-
gles p(✓res|✓grad) of total displacement vectors (Fig.1a) of a population of
Dictyostelium cells (see SI for Methods). In each experiment the FA gradi-
ent was uniform and the concentration varied at most threefold across the
width of a channel. Each experiment was repeated until we obtained 300
to 700 cell trajectories. These observations were used to calculate the to-
tal mutual information Itot and the chemotactic index (CI). CI is defined as
CI ⌘ (Pi !ri ) · nˆ/Pi | !ri |, where  !ri is the instantaneous cell displacement
during the time step i (taken as 30 seconds) and nˆ is the gradient direction.
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Figure 1: Measured chemotaxis response for a range of gradients and
mean concentrations. (a) Distribution of cell displacement angles for the
peak response for the gradient dc/dx = 1.6 nM/µm and mean concentration
c0 = 2, 500 nM. Each radial step represents 15 data points. (b) CI for exper-
iments with variable FA concentration in the top channel, which changed
both the mean concentration and the gradient. The controls denote CI for
experiments performed with no gradient with mean FA concentrations of
0 2,500 nM and 10,000 nM. The error bars and gray area denote Standard
Error of the Mean (SEM).
We performed ten experiments where we varied the FA concentration
in the top channel of microfluidic device while keeping the bottom channel
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at concentration zero. In these experiments both the concentration and the
gradient were changed and these are plotted in Fig.2a. We also performed
five additional experiments (shown in Fig.2c and 2d) where we changed the
mean concentration and the gradient separately. For the range of concentra-
tions and gradients explored here, decreasing the gradient and increasing
FA concentration diminished the signal. Therefore, the FA chemotaxis can
depend both on the absolute value of FA concentration and its gradient.
Itot was calculated by segmenting the real interval 0  ✓res < 2⇡ into m
bins of equal width. The bin size was m = 14 for all experiments, because
Itot with that bin size correlated extremely well with CI (compare Fig.1b
and Fig.2a) for which no binning was used (see SI for further analysis). The
fraction of total displacement angles nj ending up in the bin ✓res,j  ✓ <
✓res,j+1 was counted and Itot was computed [14] (pp.247-248) as:
Itot(⇥grad,⇥res) =
mX
j=1
nj log nj + logm (2)
with the error due to finite number of data points estimated as (m  1)/2M
[18], whereM is the total number of data points.
Next, we compare Itot and Iext. Fig.2a shows that for low concentrations
and shallow gradients Itot ⇡ Iext, meaning the receptor-ligand binding fluc-
tuations dominate the total noise. This possibility was previously suggested
for cAMP [7, 11] using signal-to-noise ratio analysis with a biased random
walkmodel of cell motion. The information-theoretic analysis assumes only
the steady-state receptor-ligand binding fluctuations and benefits from not
11
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being tied to a particular model of cell motion, since Dictyostelium cells do
not follow a simple random walk [19].
The most surprising result is that the response is observed for gradients
as low as 0.2% across the cell body (dc/dx = 3.2 nM/µm, c0 = 15, 000 nM,
Itot = 0.06 bits shown in Fig.2b). For these experiments, the difference in the
fraction of occupied receptors front-to-back on the cell body is given by:
⌘ =
cfront
cfront +Kd
  cback
cback +Kd
(3)
and is shown in Table 1 for different measured dissociation constants. This
fraction is at most 0.006%which amounts to a 1-10 receptors difference with
29,700 receptors (or 99%) occupied on each side, indicating a highly sat-
urated regime. Furthermore, in this range the data processing inequality
(Itot  Iext) is strongly violated aswe have Itot > Iext. The observed response
is better than theoretically possible with receptor-ligand binding fluctua-
tions as the only noise source. Next, we compared our results with previous
cAMP chemotaxis experiments [3, 4, 5, 6, 7, 8], shown in Fig.2b. In com-
paring critical parameters, the receptor-ligand binding constant Kd(FA) =
150 nM stands out as a factor of five greater compared to cAMP,Kd(cAMP) =
30 nM, whereas the number of receptors per cell is almost the same: 60,000
for FA and 70,000 for cAMP [16, 20].
These simplified descriptions of FA and cAMP receptors were sufficient
to explain the results in [4], but do not suffice here – possibly explained by
the limited range of cAMP concentrations and gradients investigated in [4]
13
Kd nM 450 150 70 50 17 15
⌘ 0.006 % 0.002 % 0.001 % 0.0007 % 0.0002 % 0.0002 %
Table 1: Fraction of occupied receptors front to back of the cell for the shal-
lowest gradient where we measured the chemotaxis response, calculated
using each measured receptor type according to Eq.3.
(see Fig.2b). The measurement with annotation 1 on Fig.2b from Varnum
and Soll [5] supports this possibility. They measured CI=0.25 for cAMP,
compared to our CI=0.13 for FA, for roughly the same mean concentration
c0 and gradient dc/dx. Therefore, the cAMP response in that range might
also result in the violation of the data processing inequality. Motivated by
the failure of the theory, we investigated five different modifications of the
original model.
2.1 Effects of folic acid deaminase
First, we considered reduced FA concentrations perceived by cells as a result
of FA deaminase activity, a protein that degrades FA [21]. We concluded,
using both calculation and a series of control experiments (see SI), that it
does not significantly contribute to the observed result.
14
2.2 Effects of multiple receptor types and receptor phospho-
rylation
Second, we considered all different receptor types mentioned previously.
This possibility was motivated by the local minimum in Itot shown in Fig.2a
indicating that perhaps there are two receptor types or states, each active in
a distinct ramge of local ligand concentrations. We calculated Iext for each
receptor type and added it together to investigate whether this resolves the
violation of the data processing inequality. The results are shown in Fig.3a
and indicate that the presence of multiple receptor types reduces, but does
not eliminate the violation of the data processing inequality. This is because
the shaded range for Iext in Fig.3 represents the range of concentrations the
cells were exposed to in our microfluidic device (and not the uncertainty),
with the maximum value of Iext corresponding to the bottom of our device
and the minimum value corresponds to the top of our device. However, the
systematic uncertainty of the average Iext (solid line in Fig.3a) is only 10%
(see SI), which is what is compared to the average Itot [22]. Furthermore, the
double-peak feature observed in Itot is not exactly reproduced in Iext even
when considering only two receptor types. This could be due to the fact that
Iext is only an upper limit for Itot and in this range the intracellular signal
processing is not negligible, so Itot ⌧ Iext. In other words the dip could be
the consequence of the extra noise somewhere downstream of the receptor-
ligand binding events. It is also worth mentioning that this double-peak
15
response prevents us from using any single receptor with fixedKd to fix the
violation of the data processing inequality, unless the receptor number per
cell N is set to a factor 12 more than it is measured.
Therefore, this explanation could be plausible only if all the cells were
concentrated near the bottom of our device. In our experiments they were
always uniformly distributed with the mean position in the center.
Third, we hypothesized that FA receptors can be phosphorylated. Xiao
et al. [23] have shown that the phosphorylation of cAMP receptors cAR1
reduced the affinity (increased Kd) of a cAMP-cAR1 process by a factor of
three, from 300 nM to 900 nM. Here we assume that the additional receptor
types can be phosphorylated to 3⇥Kd and fit the data in the sameway as for
additional receptor types. The results (Fig.3b) show that this only reduced
the violation of the data processing inequality, but did not eliminate it.
2.3 Effects of cell polarization
Fourth, we considered for the possibility of cell polarization [24], previously
considered in [13, 25]. In our analysis thus far, we assumed that cells had no
previous knowledge of the gradient direction, so the prior probability was
p(✓grad) = 1/2⇡. Now, we consider a circular normal prior distribution:
p(✓grad) =
exp(K cos ✓grad)
2⇡I0(K)
(4)
where I0(K) is the modified Bessel function of the first kind of zeroth order,
and the parameter K measures the bias strength. We used the approach
16
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from [25] to numerically calculate Ibiasext (K). We also numerically calculated
Ibiastot (K) (see SI) and then compared both Ibiastot and Ibiasext up to very biased
distributions with K = 80, as larger values required significantly higher
numerical precision. Fig.3c shows that the violation of the data processing
inequality still persists.
2.4 Effects of multiple measurements
Finally we investigated the effect of multiple independent measurements of
the receptor occupancy [7, 11], occuring if cells can choose between i) short
and imprecise gradient measurements, but moving fast and ii) long and pre-
cise gradient measurements but moving more slowly. This is known as the
tradeoff between exploration and exploitation in the field of reinforcement
learning [26].
Eq.1 is only valid for a single snapshot measurement. The information
acquired from multiple independent measurements is simply the sum of
the information of each contribution due to a single measurement. There-
fore we multiply the Eq.1 by the number of independent measurements
Nmeas = Tpseudo/Tcorrel [4, 25], where Tpseudo is the time scale of pseudopod
extension and Tcorrel is the receptor correlation time (this ratio gives us the
maximum number of measurements that could have been performed). We
note that Tpseudo is likely the upper bound for the integration time based on
the evidence in variable gradient experiments [27] where it was observed
18
that the cells extend their pseudopods in the gradient direction as soon as
the direction of the gradient is changed. Rappel and Levine previously
noted that the correlation time consists of both receptor chemical dynam-
ics and the diffusive process and estimated the cAMP receptor correlation
time Tcorrel = 5s [28, 29]. Fuller et al.[4] concluded N cAMPmeas ⇡ 1. We esti-
mated NFAmeas by assuming that Tpseudo is inversely proportional to the mean
cell speed, and the same Tcorrel for both FA and cAMP receptors (based on
comparable receptor off-rates for FA and cAMP receptors [17, 30]):
NFAmeas =
T FApseudo
Tcorrel
⇡ N cAMPmeas
vcAMP
vFA
(5)
where the chemotaxis speeds are: vcAMP = 0.25µm/s [4] and 0.05µm/s 
vFA  0.12µm/s, which gives 2  NFAmeas  4. Itot and Iext are compared in
Fig.3d and show that this only reduced the violation of the data processing
inequality, but again does not eliminate it. Recently developed approaches
considered diffusible inhibitors in balanced inactivation model [31, 28, 29]
and their integration time (Tint = 10 s) corresponds roughly to the integra-
tion times estimated here (Tint = 10 to 20 s). In addition, the models con-
sidered so far do not reproduce the double peak observed experimentally
(Fig.3), but this might be the consequence of a significant information loss
downstream of the receptor-ligand binding events.
However, combining the effects of additional receptor types and multi-
ple independent measurements does not result in the violation of the data
19
processing inequality; see Fig.3e. NFAmeas roughly agrees with [7] N cAMPmeas ⇡ 2,
which was included to explain a much greater range of concentrations and
gradients than in [4] (see Fig.2b).
It should still be noted that the multiple independent measurements can
be a consequence of integrating the information frommultiple pseuodopods
[24]. During the 30 second time interval cells extend a number of small pro-
trusions (sometimes simultaneously), some of which are retracted quickly
(see Fig.6 in [32]). Taking this into account would lead to a different defini-
tion of the total mutual information than that used here where the centroid
of each cell is used to specify its position. One direction for future studies
is then to perform experiments with higher resolution to quantify the infor-
mation acquired about the gradient, employing this alternative measure.
2.5 Other effects
Fig.3e implies that the total noise is indeed dominated by the receptor-
ligand binding fluctuations at both low and high gradients and concen-
trations. This seems plausible since in that range the receptors are either
mostly unoccupied or occupied. In the intermediate rangewhere Iext   Itot,
the internal noise dominates. We note that it has been shown [33] that there
is always a fraction of cell population which does not respond to gradi-
ents and polarizes in random directions, independent of the external cAMP
gradient. Since in our experiments we only have static gradients we could
20
not separately identify these cells and they had to be included in the data
analysis. Exclusion of this subpopulation from our analysis would increase
the total mutual information Itot even further and the violation of the data
processing inequality would be even larger.
The possibility of receptor interactions was ruled out due to uniform re-
ceptor distributions for both FA [34] and cAMP receptors [35, 36]. Unlike
in the cAMP case [4], here the non-circularity of cell shapes is not an issue
since the cells are circular when sensing FA. However, there is still a pos-
sibility of a more complicated mechanism if FA receptors also transport FA
into the cell [9], serving as a different communication channel, or if a FA
transporter is a separate protein, as a separate communication channel.
The possibility that FA and cAMP receptors share the majority of the
internal signaling pathway [37] implies equal FA and cAMP responses, if
rescaled by their respective parametersKd andN . This remains to be inves-
tigatedwithmore cAMP and FA chemotaxismeasurements in the same con-
centration and gradient range. The results here and in [4, 11] confirmed that
the external noise dominates for both chemoattractants in low concentration
range. This is in contrast with the conclusion in [33],SI possibly caused by
using single-pulse temporal gradients, as opposed to defined static gradi-
ents used here and in [4].
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1 Methods
1.1 Information measures
Shannon’s information theory frees the data analysis from being tied to
any particular model (as an example of successful applications see e.g. [1]
and [2]) – and in this case, from any particular details of signal transduc-
tion pathways, but still provides quantifiable relationships between inputs
and outputs. The relevant quantities in information theory are defined
as follows [3]. The information entropy of a random variable X , is mea-
sured in bits defined as H(X) = ≠ s p(x) log2 p(x)dx (a definite integral de-
fined over the entire range where X is defined). It is a measure of “sharp-
ness” of probability distribution p(x); a perfectly sharp probability distribu-
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tion has entropy zero, whereas a perfectly flat, uniform distribution gives
the highest possible value for entropy H(X). An alternative interpreta-
tion of information entropy is the number of bits or the amount of infor-
mation required to describe the random variable X . Sharp probability dis-
tributions require fewer bits for their full description than flat probability
distributions. Intuitively, for the former only a few values near the peak
can be sufficient to describe most of the outcomes of X , while for the lat-
ter we need more information to achieve the same. For conditional prob-
ability distributions, the conditional entropy is measured in bits defined
as H(X|Y ) = ≠ s dyp(y) s dxp(x|y) log2 p(x|y). This measures how sharp
p(x|y) is, when averaged over all possible values of y. For some values
y, p(x|y) may be sharp, for some other values of y, p(x|y) may not be so
sharp, and the conditional entropy tells us on average what is the sharp-
ness, when averaged over all possible y. The average gain in information
about x, given y, is the difference between the two, called mutual informa-
tion I(X, Y ) = H(X) ≠ H(X|Y ). This measure describes the increase in
knowledge about X after we have been given some value y, and then av-
eraged over all possible y. In other words, I(X, Y ) describes how much on
average p(x|y) is sharper, when compared to p(x). The sharper the proba-
bility distribution becomes, the more information we have acquired about
a random variable X .
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1.2 Application to gradient sensing
In this case, the sensing process essential to eukaryotic chemotaxis is de-
picted in Fig. 1a. Here we consider three random but conditionally de-
pendent variables, the gradient direction ◊grad, the receptor occupancy ◊rec
and the cell response directions ◊res. These variables are assumed to form a
Markov chain (see Fig.1b), where the cell response is conditionally depen-
dent on the distribution of occupied receptors; i.e. given the distribution
of occupied receptors, the cell response is completely independent of the
original direction of the gradient that caused this particular receptor occu-
pancy. Due to noise, the same receptor occupancy distribution can occur
for gradients pointing in different directions. Without any prior knowledge
we assume the gradient is equally likely to be pointing in any direction.
We will see how much information we can obtain about the gradient by
either observing the cell response and by calculating the distribution of re-
ceptor occupancy, and then comparing the two gains. The mutual infor-
mation Itot(◊grad, ◊res) = H(◊grad)≠H(◊grad|◊res) quantifies the total amount
of information cells gained about the gradient (or by how much the en-
tropy of ◊grad is reduced); this is determined by observing their response
(see Fig.1c). Therefore, Itot is the gain in information that includes all possi-
ble noise sources in the FA signal transduction pathway.
In addition, the (external) mutual information (see Fig.1c) between the
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gradient direction and receptor occupancy
Iext(◊grad, ◊rec) = H(◊grad)≠H(◊grad|◊rec) (1)
tells us the information gained about the gradient by knowing the distribu-
tion of receptors occupied with FA. Authors in [4] formulated a theory for
computing this quantity and gave an analytical result applicable for shal-
low gradients. The assumptions behind this theory are: i) the steady state
of the receptor-ligand binding process, ii) the first part of the Markov chain
model shown in Fig.1b (receptor probability distribution is affected only
by the local gradient), iii) cells of perfectly circular shapes and iv) uniform
receptor distribution. While we have no direct way of confirming the plau-
sible assumptions i) and ii) when sensing FA,Dictyostelium do have circular
shapes and the distribution of FA receptors was previously measured as
uniform [5]. This theory gives predictions for the external mutual informa-
tion Iext using only two biochemical constants – the dissociation constant
Kd between FA and its receptor and the total receptor number per cell, N .
Both have been measured previously and multiple receptor types/states
have been discovered as is also the case for cAMP receptors (see main text
for discussion). The dissociation constant and the total receptor number per
cell, as well as the experimentally fixed FA concentration and its gradient
in our devices are sufficient to predict the external mutual information Iext.
Iext provides the upper limit for the amount of information that can be ac-
quired (Itot), due to the data processing inequality: Itot Æ Iext [7]. In other
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words, any kind of data processing can only destroy information. If the two
quantities are roughly similar Itot ¥ Iext, then the gain in information about
◊grad is about the same for both cases and the majority of the noise in the
entire process comes from receptor-ligand binding events.
1.3 Cell growth and preparation
Cells of thewell characterized axenic strain, AX4 (provided byDictyostelium
Stock Center, Northwestern University), were grown in shaken culture sus-
pension at 150 RPM in Formedium HL5 (Formedium, Hunstanton, UK)
with glucose culture medium up to the concentration of about 0.5≠ 3◊ 106
cells. Development Buffer (DB; DictyBase recipe: 5 mM Na2HPO4, 5 mM
KH2PO4, 1 mMCaCl2, 2 mMMgCl2; pH 6.5) was chosen as themedium for
FA chemotaxis experiments because it is a well-defined medium and is an
approximation of a physiological environment due to its low ionic strength
[8]. A negative aspect of using DB is cell starvation and progression into
development after 6+ hours (depending on cell density) and eventual loss
of FA chemotactic sensitivity [9]. This was circumvented by performing
the experiment before the starvation response occurs, as indicated by cell
morphology – cells still had circular shapes. Since it was shown that the
HL5 medium already contains about 0.12 mg/l of FA [10] (≥0.3 µM), the
medium was diluted by factor 30,000◊, lowering the background FA con-
centration in the medium to at most 0.01 nM. This corresponds to about
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1 molecule of FA per volume size of a Dictyostelium cell (100µm3). De-
pending on the cell concentration, 1-5 ml of cell suspension was taken from
the shaken culture and DB was added for a total volume of 10 ml (dilu-
tion Ø2◊). The cell suspension was then centrifuged for 40 seconds at 1000
RPM (200 g force), 9.8 ml of supernatant was removed, and 9.8 ml of DB
was added to again have the final volume of 10 ml (dilution 50◊); this
was repeated once more (another dilution of 50◊). 9.8 ml of supernatant
was removed again and finally, 0.2 ml of 1µm diameter colloidal particles at
concentration 108 particles/ml (Polysciences, Inc.) in DB and 1-5 ml of DB
was added, depending on the starting cell concentration (dilution 6◊). The
colloidal particles allowed us to monitor unintended convection that could
ruin the static gradient. The entire procedure took about 20-30 minutes after
which the cells were immediately loaded into the microfluidic device with
an already established gradient.
1.4 Microfluidics device design
The microfluidic device was designed as an agarose gel containing 3 chan-
nels [11]: the static middle channel and two flowing side channels, that rep-
resent fixed boundary conditions, were separated by a layer of agarose gel
and the gradient was formed bywaiting for diffusion of FA to reach a steady
state (see Fig.2 and Fig.3). Reservoirs were connected via Teflon tubing and
the steady flow was supplied by a Harvard PHD 2000 syringe pump. The
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time to reach the steady state was checked by running a 2D diffusion simu-
lation in COMSOL Multiphysics 3.5 (COMSOL, www.comsol.com) and an-
alyzing the gradient in the middle of the channel (Fig.3). The microfluidic
channel containing Dictyostelium cells, also contained 1µm-sized colloidal
particles. These were used to monitor the flow rate in the static channel
and the measured Peclet number Lv/D (dimensionless number character-
izing the ratio of advective versus diffusive transport) was always below
0.3, where L is the channel height (250 µm),D the diffusion constant of folic
acid 194 µm2/s [12] and v the measured average drift velocity of colloidal
particles (0.04 to 0.23 µm/s). After loading the cells, the gradient in the
middle channel was temporarily lost, however, the time-scale of diffusive
refilling of that channel from the bulk of the material above is estimated to
be only t ≥ L2/D ¥ 5minutes, an insignificant duration.
1.5 Device preparation
The 3% agarose gel was formed as follows. 0.300g of agarose was mixed
with 10 ml of DB. The agarose mixture was heated and kept near the boil-
ing point in a microwave oven for 40 seconds total. Agarose was molded by
pouring the heatedmixture over an inverted PDMSmaster, which was itself
molded from an original Teflon master produced by conventional milling.
After about 2 minutes the agarose solidified, the holes were punched and
the chamber was secured between a plexiglas manifold and a glass micro-
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scope slide. In this experiment 3% agarose serves as an environment perme-
able to small molecules, such as water and folic acid, but not permeable to
Dictyostelium. Dictyostelium are migrating naturally attached on the glass
surface, with 250 µm of static liquid (DB+FA gradient) on top and around
them. The agarose gel was sealed well enough that the cells were unable to
crawl underneath it.
1.6 Cell recording
For each run, at t=0 hours: the gradient formationwas started. At t=3 hours:
the cells were loaded in the device. Since we noticed that cells were not
very mobile when first introduced into the device, we allowed them to ad-
just to the new environment for about 3.3 hours to establish a good degree
of mobility. At t=6.3 hours recording started. At t=9.3 hours: the recording
stopped. This time was chosen based on the fact that this is the time when
one would first observe morphological changes associated with cell-to-cell
cAMP signaling during the starvation response (e.g. elongated cells and
formation of streams) when the cell density was significantly (10x) higher.
Cell motion was recorded using bright field time-lapse optical microscopy,
using an Olympus IX71 inverted microscope and a Home Science Tools MI-
DC5000 5.0 Megapixel camera. Snapshots were taken every 30 seconds and
cell trajectories were later analyzed on a computer. The list of concentra-
tions used in both channels is shown in Table I.
35
combination dc/dx (nM/µm) c0 (nM) chigh (nM) clow (nM)
1 3.20◊ 101 5.0◊ 104 1.00◊ 105 0
2 6.4◊ 100 1.0◊ 104 2.00◊ 104 0
3 3.2◊ 100 5.0◊ 103 1.00◊ 104 0
4 1.6◊ 100 2.5◊ 103 5.00◊ 103 0
5 6.4◊ 10≠1 1.0◊ 103 2.00◊ 103 0
6 3.2◊ 10≠1 5.0◊ 102 1.00◊ 103 0
7 1.6◊ 10≠1 2.5◊ 102 5.00◊ 102 0
8 3.2◊ 10≠2 5.0◊ 101 1.00◊ 102 0
9 3.2◊ 10≠3 5.0◊ 100 1.00◊ 101 0
10 3.2◊ 10≠4 5.0◊ 10≠1 1.00◊ 100 0
11 0 0 0 0
12 0 2.5◊ 103 2.50◊ 103 2.50◊ 103
13 0 1.0◊ 104 1.00◊ 104 1.00◊ 104
14 3.2◊ 10≠1 5.0◊ 103 5.50◊ 103 4.50◊ 103
15 1.6◊ 100 7.5◊ 103 1.00◊ 104 5.00◊ 103
16 3.2◊ 100 1.5◊ 104 2.00◊ 104 1.00◊ 104
17 3.2◊ 100 5.0◊ 104 5.50◊ 104 4.50◊ 104
18 3.2◊ 10≠1 5.0◊ 104 5.05◊ 104 4.95◊ 104
Table 1: List of experimentally used concentrations in the two channels of
a microfluidic device, chigh and clow with calculated gradient dc/dx and the
mean concentration c0.
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1.7 Analysis of cell trajectories
Weused ImageJ (http://imagej.nih.gov/ij/) with ParticleTracker Plugin [13]
for automated cell detection and tracking. Particle tracks were analyzed in a
custom-made MATLAB (The MathWorks, Natick, MA) code, where the fol-
lowing filtering was applied: the cells that could not be tracked consistently
for more than 6 minutes (3% of the total recording time) were discarded
and points on the screen that did not move at all were discarded as well;
the latter corresponding to dead cells or other artifacts on the glass sur-
face or CCD. Each experimental run was repeated 3 to 11 times, until about
300 to 700 cell trajectories were gathered. A sample of such trajectories is
shown in Fig.4. The distribution of trajectories was very broad with lengths
of 260 ± 220µm. Depending on the gradient, component of the velocity in
gradient direction ranges from ≠0.15 µm/min to 0.51 µm/min.
1.8 Analysis of different trajectory time lengths
Here we experimentally check for the possibility that cells can integrate
multiple gradient measurements over time scales longer than the pseudo-
pod extension time (≥ 30 s). We calculated the chemotactic index (CI) as
we progressively moved the end point of the cell trajectory from the one at
frame 2 (30 seconds) to the one at frame 400 (3.3 hours).
The 30 second time interval between subsequent frames was chosen
since the cell displacements were typically about 3 µm, which was at the
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limit for measuring displacements in our experiments.
If the cells were indeed integrating over more measurements as the time
moved on, we would expect to see the CI increase with time. The results
for our peak experiments with the mean concentration of 2.5 µM and the
gradient of 1.6 nM/µm are shown in Fig.7. Here we see that CI actually
slightly decreases after ≥ 300 s, but overall does not change significantly.
2 Averaging the external mutual information
External mutual information Iext was averaged over the entire channel in
the gradient direction, weighted by the fraction of cells in each spatial seg-
ment:
ÈIextÍ =
Mÿ
i=1
piIext,i (2)
where pi is the fraction of cells in a segment i of the microfluidic device (a
sample of such distribution is shown in Fig.8) and Iext,i = Iext(Èc(xi)Í) is the
external mutual information for the average concentration in segment i. If
Iext is averaged assuming a perfectly uniform cell distribution:
ÈIextÍ = 1
cmax ≠ cmin
⁄ cmax
cmin
Iext(c0)dc0 (3)
the analytical result is:
ÈIextÍ = N4 ln 2 (cmax ≠ cmin)◊I
1
1 + cmax
≠ 11 + cmin ≠ ln
C
(1 + cmin)cmax
cmin(1 + cmax)
DJ
which agrees to our estimate of ÈIextÍ to about 10% for our experiments.
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3 Effects of folic acid degradation
Here we explore the possibility that most of the FA is degraded by cells
themselves, and they were effectively sensing a lower FA concentration,
closer to Kd. FA can be degraded by an extracellular form of FA deami-
nase protein and we estimate the extent to which the FA concentration can
be reduced by this process. Following up on the previous study of the level
of deaminase secretion under the same conditions [14], we estimated the
deaminase activity (defined as the amount of FA degraded per cell per unit
time) for our system. The reported mean value for the deaminase activity
from [14] is 35 pmol per 106 cells per minute. Assuming a steady-state flat
concentration profile of deaminase in our experiment of total volume of 0.15
ml, about 50 cells in total and about 5 hours the cells spent in the chamber
(corresponding to the middle of our run), the amount of FA that could pos-
sibly be degraded by that time is 5.25 ◊ 10≠13 mol. On the other hand, the
total amount of FA in this entire volume, at 2.5µM mean concentration is
3.75◊10≠10 mol, so the degradation by FA deaminase could account for less
than 0.1% of the expected amount of FA. This calculation is summarized in
the Table 2. This conclusion was verified experimentally by changing the
cell density by a factor of four (from 7 cells/mm2 to 30 cells/mm2) for the
gradient where we observed peak response and noticing that the same re-
sult in terms of chemotactic index (0.10±0.02 at lower vs 0.09±0.01 at higher
density) and total mutual information (0.14 ± 0.02 bits vs 0.14 ± 0.01 bits)
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quantity value units
activity 35◊ 10≠6 pmol/(cell min)
total volume 0.15 ml
time 300 min
cell number 50
FA amount 3.75◊ 10≠10 mol
FA amount degraded 5.25◊ 10≠13 mol
FA percentage degraded 0.07 %
Table 2: Summary of the calculation for FA deaminase contribution to the
observed results for the case of our best response at 2.5µMmean concentra-
tion.
was observed. Thus, we conclude that degradation of FA by FA deaminase
cannot account for the violation of the data processing inequality.
4 Effects of cell polarization / bias
The total mutual information with bias is defined by:
Ibiastot = Hbias(◊res)≠Hbias(◊res|◊grad) (4)
with
Hbias(◊res) = ≠
⁄
p(◊res;K) log2 p(◊res;K)d◊res (5)
Hbias(◊res|◊grad) =
≠
⁄⁄
p(◊res|◊grad)p(◊grad) log2 p(◊res|◊grad)d◊gradd◊res
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where the marginal probability of a response at an angle ◊res is:
p(◊res;K) =
⁄
p(◊res|◊grad)p(◊grad)d◊grad (6)
which is calculated using the experimentally measured values for the dis-
tribution of the response given the gradient, p(◊res|◊grad) = p(◊res ≠ ◊grad).
Since the measured values were discrete, we originally approximated the
integral in Eq.2 (in the main text) with a discrete sum. However, here we
calculated a more complicated integral and instead approximated a discrete
distribution p(◊res|◊grad)with a continuous distribution using kernel density
estimation [15]. Since this is a different method of estimating the total mu-
tual information from the data, we first compared the results for non-biased
total mutual information (corresponding to the case K = 0) obtained using
these two methods in Fig.9 and show they are very similar. We therefore
used the kernel density estimation to compute the biased total mutual in-
formation, for various values of the biasing parameterK > 0.
Next, we numerically calculated the biased external mutual information
Ibiasext using the Eq.13 in [16]:
Ibiasext = Iext ≠B(K) (7)
where the term B(K) depends on the bias (see [16] for details).
Ibiasext = Iext ≠
⁄
p(ﬂ)h(ﬂ;Kp)dﬂ (8)
with:
Iext =
1
ln 2
3
‹
‡
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≠
⁄
p(ﬂ) log2 I0
3
ﬂ‹
‡2
4
dﬂ (9)
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p(ﬂ; ‹,‡) = ﬂ
‡2
exp
C
≠ﬂ
2 + ‹2
2‡2
D
I0
5
ﬂ‹
‡2
6
(10)
‹(N, c0,Òc) = N2
Òc
c0 + 1
(11)
‡(N, c0) =
Û
N
2
c0
(c0 + 1)2
(12)
h(ﬂ;Kp) =
1
ln 2
C
K
I1(Kp)
I0(Kp)
≠ ln I0
3
ﬂ‹
‡2
4D
(13)
Kp =
K‹ﬂ
K‡2 + ‹ﬂ (14)
where c0 is the local chemoattractant concentration in units of Kd, Òc the
gradient in units of Kd/R, N the total number of receptors, K the same bi-
asing parameter and I0(Kp), I1(Kp) are the modified Bessel functions of the
first kind of order zero and one, respectively. We computed both the total
and external mutual information for different magnitudes of the bias, up to
very sharp polarizations K = 80 (larger values require significantly higher
numerical precision) and show the results in Fig.3c in the main text. These
results show that the inclusion of this effect still results in the violation of
the data processing inequality, and moreover, for a wide range of bias pa-
rameters, the violation is further increased.
5 Effects of binning
The total mutual information calculated using Eq.3 (main text) depends on
the choice of number of binsm.
While there is no “best” number of bins, here the total number of bins
chosen was 14 which gave similar results for all combinations of gradients
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and mean concentrations since we had roughly the same number of cells in
each case (typically around 500). First, as stated in themain text, it correlates
well with the CI (comparing Fig.1b and 2a in the main text). Second, Itot
reaches a plateau in this bin range and becomes lower when we use too
few bins (below ¥ 10) or higher but with much larger uncertainty if we use
too many bins (roughly 30 or more); see Fig.10. The plateau corresponds to
the middle ground here where Itot does not change much if the bin number
changes a little around the chosen value. Finally, this choice of 14 bins gave
approximately the same results as the Kernel Density Estimate (Fig.9) used
for data smoothing [15].
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Figure 1: The current paradigm for eukaryotic chemotaxis and the model
assumptions. (a) Bacteria secrete folic acid (FA), which then binds to Dic-
tyostelium FA receptors. Dictyostelium measures spatial distribution of oc-
cupied folic acid receptors and these binding events trigger a cascade of
intracellular events eventually leading to cell movement. (b) Markov chain
model assumption used in our work: the receptor occupancy ◊rec depends
on the gradient ◊grad, and the cell response ◊res conditionally depends on the
gradient. (c) The external (Iext) and total mutual information (Itot) compared
in this work. As detailed in Methods, Iext measures the information gained
about the gradient, given the calculated spatial distribution of bound recep-
tors, while Itot measures the information gained given the distribution of
cell responses. Assuming the Markov chain relationship in part b), the data
processing inequality states Itot Æ Iext.
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Figure 2: A schematic of the microfluidic device used here.
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Figure 3: Numerical 2D time-dependent simulation of diffusion through
the agarose based microfluidic device used in this work, indicating a steady
state gradient in the middle chamber. The top graph shows a FA concentra-
tion at the center of the channel 5 hours after the gradient started forming,
in units of the FA concentration in the left channel, cmax (a slice through the
middle of bottom figure). The bottom figure shows a concentration profile
intensity of FA at the time of recording, 5 hours after the gradient started
forming. Note the steady state has not been formed in the entire device, but
only in the middle chamber.
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Figure 4: Typical cell trajectories obtained from an experiment with c0 =
33Kd and dc/dx = 0.11Kd/R (Kd = 150 nM). Different colors indicate dif-
ferent cell trajectories.
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Figure 5: Average and the standard deviation of cell speeds for the experi-
ments given in Fig.1b in the main text. Kd = 150 nM, R = 5µm.
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Figure 6: Histogram showing the distribution of chemotactic index for our
peak experiments with the mean concentration of 2.5 µM and the gradient
of 1.6 nM/µm.
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Figure 7: Chemotactic index (CI) as a function of the trajectory time length
(or the maximum allowed integration time) for a single representative ex-
perimental run with the mean concentration of 2.5 µM and the gradient of
1.6 nM/µm.
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Figure 8: The typical cell distribution as a function of the coordinate in the
gradient direction, shown for the experimental run that gave the peak re-
sponse with c0 = 2500 nM and dc/dx = 1.6 nM/µm for M = 15 segments.
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Figure 9: Comparison of two methods for calculating Itot: first binning the
data and approximating the integral for Itot with a sum and the second, ap-
proximating the discrete data with a continuous function obtained by ker-
nel density estimation [15], showing that both methods give very similar
results. Here we usedKd = 150 nM and R = 5µm.
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Figure 10: The dependence of the total mutual information Itot on the num-
ber of bins for the experiment with c0 = 2.5 µM and dc/dx = 1.6 nM/µm.
Shaded area shows the error in estimating Itot according to the ref.[18] in
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Chapter 3
Extracellular amplification of chemical
gradients by eukaryotic cells
Igor Segota and Carl Franck
Laboratory of Atomic and Solid State Physics, Cornell University, Ithaca 14853, USA
[in revision for Physical Review Letters]
Abstract
Eukaryotic cells can sense and respond to very shallow chemical
gradients by measuring the spatial concentration differences, through
the difference in the number of occupied receptors across the cell body.
Many kinds of eukaryotic cells secrete enzymes that degrade these
chemical signals and affect the local concentration gradient perceived
by the cell. Here we analyze this largely ignored effect on gradient
sensing, focusing on the important cyclic adenosine monophosphate
(cAMP) chemotaxis of starvedDictyostelium discoideum, where the cell-
secreted cAMP phosphodiesterase (PDE) enzyme degrades cAMP. We
model this effect using reaction-diffusion equations which are solved
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numerically using a finite element method, for typical experimental
microfluidic geometries used in recent work. In contrast to earlier
work, we show that realistic concentrations and secretion rates of ex-
tracellular PDE can substantially increase the signal-to-noise ratio (SNR)
of the occupied receptor difference across the cell body. In addition, 
our model shows that PDE allows cells to respond to a broader range 
of cAMP concentrations than would otherwise be possible, as has been 
qualitatively experimentally observed. Our model also predicts that 
the optimal cAMP concentration for gradient sensing is always below 
the cAMP-cAMP receptor dissociation constant Kd, unlike the optimal 
gradient sensing without PDE which occurs at Kd. Finally, we predict 
how this extracellular signal processing affects the typically measured 
chemo-taxis index, allowing for direct experimental tests. A 
consequence of this model is that many modern microfluidic 
experiments with flow gradients flush the PDE and therefore disrupt 
this extracellular part of the signaling pathway, a fact that needs to be 
taken into consideration.
Key words: Dictyostelium, chemotaxis, cAMP, phosphodiesterase,
pdsA-, signal-to-noise, reaction-diffusion, finite element method
1 Introduction
Many eukaryotic cells sense very shallow chemical concentration gradients
and direct their motion in the gradient direction in a process called chemo-
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taxis. This process is essential for numerous biological functions such as
proliferation, organ formation, wiring of the nervous system, wound heal-
ing and cancer [1, 2, 3]. In contrast to bacteria [4], eukaryotic cells are large
enough (& 10µm) to be able to directly measure concentration differences
across their bodies [5]. The measurement process is achieved by taking
snapshots of the non-uniform occupancy of their cell surface receptors to
which diffusing molecules can bind.
The physical limits of chemotactic sensitivity in eukaryotic cells has been
extensively studied both theoretically and experimentally, often by calculat-
ing theoretical limits and then comparing the accuracy of the experimental
chemotaxis response to these limits [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16].
For these calculations, it is essential to correctly calculate the local gradient
perceived by the cell.
Eukaryotic cells are often found to secrete enzymes that inactivate the
chemical signal in the extracellular space, before it binds to its receptor. For
example, inD. discoideum cyclic adenosine monophosphate (cAMP) chemo-
taxis, cells secrete cAMP phosphodiesterase (PDE) [17] that hydrolyzes ex-
tracellular cAMP [18]. In addition, neutrophils can inactivate chemotactic
formylmethionyl peptides [3] and S. cerevisiae cells secrete Bar1 protease
that degrades ↵-factor pheromone signals that guide their growth towards
their mating partners [19, 20, 21]. More recently, it has been suggested that
these enzymes steepen the chemical gradient in D. discoideum ([18], p.125)
or improve the alignment of the gradient direction with the location of the
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nearest mating partner in S. cerevisiae [19, 20, 21]. This suggests that these
secreted enzymes affect the local gradient in the vicinity of the cell and may
provide signal preamplification.
In D. discoideum, PDE exists in membrane bound and a secreted extra-
cellular form [22, 23, 24, 25], both encoded by the same gene (pdsA). Nan-
jundiah and Malchow [26] argued, using dimensional analysis, that the ex-
tracellular PDE serves no function. More recently, Palsson et al. [27, 28, 29]
investigated the role of extracellular PDE in the model of dynamical wave
pattern formation and argued that within the particular parameter range of
their model, PDE becomes important for wave propagation at low cell den-
sities. Experimentally, D. discoideum pdsA- strain has been shown to fail to
aggregate [30, 31] and to respond to a reduced range of cAMP concentra-
tions compared to wild-type strains [32]. However, despite these efforts, it
remains unclear how the extracellular interaction between cAMP and PDE
affects the local concentration gradient perceived by cells.
In this work, we address this question by developing and solving two
similar 3D reaction-diffusion models of cAMP-PDE interaction in the extra-
cellular space. First, numerical calculations are done in a typical microflu-
idic geometry [16, 33], with chemical concentrations fixed on the domain
boundaries, while the cell is modeled as a hemispherical capwith fixed PDE
flux (Fig.1, SI). Second, we analytically investigate the uniform PDE model,
as an approximation of a system with many cells. We use both models to
calculate the signal-to-noise ratio of the receptor response following van
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Haastert and Postma [34] and using it, predict how the chemotaxis index (a
standard quantifier of chemotaxis) is affected by PDE.
2 Fixed PDE secretion rate model
We consider a system of two interacting molecules, PDE and cAMP, follow-
ing Michaelis-Menten kinetics:
PDE + cAMP
k1⌦
k 1
COMPLEX
k2* PDE + 50AMP (1)
where the COMPLEX represents the intermediate PDE-cAMP complex and
5’AMP the product of this reaction, which does not bind to D. discoideum
cAMP receptors and acts as a deactivated signal.
The concentrations of cAMP c(x, t), PDE p(x, t), cAMP-PDE complex
Ccp(x, t) and the 5’AMP c0(x, t), in the standard quasi-steady state assump-
tion [35] (the concentration of the intermediate complex does not change
on the time scale of product formation k1cp = (k 1 + k2)Ccp) follow these
equations:
@c
@t
= Dcr2c  k1cp+ k 1 cp
KM
@p
@t
= Dpr2p
@Ccp
@t
= DCcpr2Ccp
@c0
@t
= Dc0r2c0 + k2 cp
KM
whereDc,Dp,DCcp andDc0 are the diffusion constants of cAMP, PDE, cAMP-
PDE complex and 5’AMP respectively. Since the cAMP concentration c (~r, t)
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and PDE concentration p (~r, t) uncouple from the rest of the variables, we
omit the other equations. In steady state, we have:
Dcr2c  k2
KM
pc = 0 (2)
Dpr2p = 0 (3)
and these equations are solved numerically using COMSOL with MATLAB
(Comsol Inc.) for the boundary conditiones in Fig.1, SI.
The gradient detection signal-to-noise ratio (SNR) was defined by van
Haastert and Postma [34] as (Fig.1a):
SNR =
RF  RBp
 2B +  
2
R
(4)
where RF and RB are the numbers of occupied receptors at the front half
and back part of the cell respectively,  R is the receptor noise and  B the
non-receptor noise. Assuming the steady state of receptor-ligand binding,
the numbers of occupied receptors follows the binomial distribution with
average and variance:
RF,B =
RT
2
cF,B
cF,B +Kd
,  2RF,B =
RT
2
cF,BKd
(cF,B +Kd)
2 (5)
where cF,B are the cAMP concentrations at the front and back half of the cell
cF,B = c
 
xcell ⌥ r2
 
, Kd is the dissociation constant for the binding between
cAMP and cAMP receptors, andRT is the number of receptors per cell (here
Kd = 30 nM, RT = 70, 000 [36]). Since RT   1, we can approximate the bi-
nomial distribution of receptor occupancy with normal distribution. Then,
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the difference of occupied receptors  R = RF   RB, is also normally dis-
tributed [37]. For reasons to be explained shortly, authors in [34] added the
non-receptor noise and time integration to SNR, by adding a constant non-
receptor noise  B and reducing the receptor variance to  2R !  2R/I where I
is the sampling fold (the number of statistically independent measurements
of the occupied receptors performed within the given integration time).
The probability “to decipher a cAMP gradient” was defined in [34] as:
Ppos = P ( R > 0)  P ( R < 0) = Erf
✓
SNRp
2
◆
where Erf (x) is the error function. In [34] it was shown that if the fit param-
eter values  B = 25 and I = 1.8 are employed in the definition of SNR, the
measured chemotaxis index (CI) strongly correlates with Ppos, and follows
the following empirical relationship CI = Ppos(1  0.2Ppos), so we have:
CI = Erf
✓
SNRp
2
◆
1  0.2Erf
✓
SNRp
2
◆ 
(6)
In typical experiments [16, 40, 41], cAMP concentration is changed on
the left side of the microfluidic device, while the right side is kept at zero
concentration. The parameters used in simulations were: KM = 10µM [38],
Dc = 444µm2s 1 [39], Dp = 70µm2s 1, k2 = 13, 300 s 1(estimated; SI). The
results are shown in Figs.1c,d,e and demonstrate the following.
First, secreting PDE can always increase the SNR and can lead up to a
factor of 31 increase, from SNR = 0.27 with no PDE to SNR = 8.5 with
optimal PDE secretion (Fig.1d). The required PDE secretion rates range
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between 10 12 and 10 10molm 2s 1, which falls within the rough physio-
logical range estimated here of 10 11molm 2s 1 (SI) and by others for Bar1
(10 12molm 2s 1), ↵ protease (10 10molm 2s 1) and cAMP (10 10molm 2s 1)
[20, 21, 42].
Second, surprisingly the optimal value of the mean cAMP concentration
on the cell is below Kd. In other words, even when we set c (xleft) = 2Kd,
which sets the concentration in the middle of the device where the cell is
at 1Kd, the SNR can be significantly improved (from SNR ⇡ 0.9 with no
PDE to SNRmax ⇡ 1.6 for PDE secretion rate 2 · 10 12molm 2s 1 , a 78%
increase). The average cAMP concentration on the cell at maximal SNR is
c (xcell) ⇡ 0.2Kd.
As expected, for zero or very low PDE secretion rates p0  10 13molm 2s 1,
the maximum SNR occurs at the mean cAMP concentration of c(xcell) =
c(xleft)/2 = 1Kd (Fig.1c,e).
For shallow gradients, low concentrations and dominating receptor noise
van Haastert and Postma [34] showed that SNR has a simple analytic ex-
pression:
SNR ⇡  cp
c
r
RT
16Kd
p
I (7)
so we then expect the SNR to scale linearly with the cAMP gradient, and as
the inverse square root of the mean cAMP concentration c. This is valid for
PDE secretion rates below 10 11molm 2s 1 (Fig.2c,f, SI).
Using Eq.6 we calculated the changes in CI when either the boundary
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concentrations of PDE secretion rate is changed (Fig.2). In the case where
SNR < 0.7, Erf(SNR/
p
2) ⇡p2/⇡SNR, so the CI is:
CI ⇡
r
2
⇡
 cp
c
r
RT
16Kd
p
I
which preserves the scaling (CI ⇠ rc, CI ⇠ c 1/2).
3 Fixed PDE concentration model
We also consider the model where PDE concentration is time-independent
and uniform in space, p(x, t) = P0. Substituting this into the Eq.2, the cAMP
concentration equation becomes the diffusion equation with the first order
degradation kinetics:
@c
@t
= Dcr2c  k2P0
KM
c
In the steady state this equation is equivalent to the equation for the elec-
trostatic potential with Debye screening [43]. By comparison, in the pre-
vious model with constant PDE secretion, the “PDE screening field” was
non-uniform in space (Eq. 2). Here, the cAMP concentration can be approx-
imated to depend only on the x direction across the domain, between the
two fixed-concentration boundaries (Fig.1, SI). In this case c(x =  w/2) =
c(xleft), c(x = w/2) = 0, the cAMP concentration can be solved analytically:
c(x) = c (xleft)
sinh
 
w
2L   xL
 
sinh
 
w
L
  , L =rKMDc
k2P0
When the cell has a radius that is much smaller than the cAMP diffusion
characteristic length r ⌧ L (our case), the SNR defined in Eq.4 in case of
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Figure 3: Dependence of the cAMP concentration on the cell c (xcell) optimal
for gradient sensing, i.e. the one that maximizes the SNR, on the applied
cAMP concentration on the left side of the domain c (xleft) . cAMP concen-
tration on the cell in the absence of any PDE is c (xcell) = c (xleft) /2. The op-
timal cAMP concentration on the cell approachesKd only when the applied
concentration is large compared to Kd. When c (xleft) = 2Kd, the optimal
level of PDE is such that the cell is exposed to the mean concentration of
⇡ 0.2Kd instead of 1Kd.
dominating receptor noise ( R    B) is:
SNR ⇡
p
RT
2
p
Kd cp
c (c+Kd)
p
I (8)
where c is the concentration difference between the front c (x =  r/2) and
the back c (x = r/2) halves of the cell and c = c (x = 0) is the concentration
in the middle of the cell.
In our geometry (Fig.1, SI), the Eq.8 evaluates to:
SNR [P0, c (xleft)] =
r
r
I
RT
2
k2P0
KMDc
cosh3/2
⇣
w
2
q
k2P0
KMDc
⌘
sinh
⇣
w
2
q
k2P0
KMDc
⌘ pc (xleft)Kd
c (xleft) + 2Kd cosh
⇣
w
2
q
k2P0
KMDc
⌘ (9)
This analytical expression is first multiplied by a prefactor of 1.45 to cor-
rect for the gradient distortion at the cell location due to the presence of the
cell (see SI, Section 7) and then plotted in Fig.3, SI. The numerical results
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from Fig.1c are therefore also obtained analytically.
As mentioned in the previous model, the optimal PDE levels are never
zero, even when the cAMP concentration at the location of the cell is smaller
than Kd. The optimal cAMP concentration at the location of the cell after
PDE degradation is shown in Fig.3 and approachesKd only when the cAMP
concentration in the absence of PDE would be much greater thanKd.
4 Discussion
In summary, we have investigated the effects of extracellular cAMP phos-
phodiestarase (PDE) on cAMP gradient sensing in D. discoideum. We find
that the secretion of PDE by cells shifts their response towards higher cAMP
concentrations (as expected) but can also greatly increase the gradient de-
tection signal-to-noise ratio (SNR): up to a factor of 31; Fig.1d. This is in
striking contrast to the earlier conclusion reached using dimensional anal-
ysis [26]. Furthermore, for any cAMP gradient the cells are exposed to, the
optimal PDE secretion rate or concentration for gradient sensing is always
greater than zero. Therefore, in contrast to concentration sensing, the op-
timal gradient sensing occurs at mean cAMP concentration (over the cell)
below Kd. As shown in Fig.3, when the mean cAMP concentration on the
cell would be Kd in the absence of PDE, the optimal cAMP concentration is
around 0.2Kd. The consequences of this model can be experimentally tested
as follows.
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First, it has been observed that pdsA- cells (that do not secrete PDE)
respond to the lower range of cAMP concentrations [32], as predicted by
our model. These predictions can be tested quantitatively by measuring CI
across the entire range of cAMP concentrations as shown in Fig.2, with both
wild-type and pdsA- cells. It should be noted, however, that pdsA- cells lack
both the extracellular and membrane-bound form of PDE.
Second, the CI is observed to decrease if the cells are starved for longer
time periods, and exposed to the same gradient rc ⇡ 3 ⇥ 10 2 nMµm 1,
c ⇡ 30 nM = 1Kd (Fig.4 in [41]). This observation can also be explained by
our model. It predicts that the peak response shifts towards higher cAMP
concentrations if the PDE accumulates in the environment either as a con-
sequence of higher secretion rate (Fig.2a-c) or longer secretion at a lower
secretion rate. More stringent test is to measure the CI across different gra-
dients for cells starved for variable periods of time.
The effects discussed here also lead to different predictions between the
experiments with static non-flowing gradients where cAMP gradients are
affected by secreted PDE [16, 40, 41] and the experiments with static flow-
ing gradients [13, 11, 14] where the PDE is flushed away. The flow gradient
experiments are considered advantageous since the cells are prevented to
communicate with each other with cAMP. The flow speeds used in these
are around v = 650µm/s, so based on the Peclet number argument, the
advection dominates transports for length scales L   0.1µm. Even though
the speed of the advective flow is such that it does not significantly distort
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gradients due to the flow around the cell[44], it still flushes away extracellu-
lar PDE. The static gradient experiments do not suffer from this, hence the
effect of extracellular PDE needs to be considered.
Finally, it should be noted that this model does not take into account the
effects of cAMP phosphodiesterase inhibitor (PDI), which is expected to get
secreted later under conditions of high PDE levels [45] and would thereby
act to effectively increase the Michaelis-Menten constant of the cAMP-PDE
interaction towards millimolar range [38].
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1 Simulation geometry
Here we describe the geometry used for both models (Fig.1a). The bound-
ary conditions for the first, fixed PDE secretion rate model are shown in
Fig.1b. As stated in the main text, the second, fixed PDE concentration
model has everything the same except zero normal PDE flux on the hemi-
spherical cap.
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Figure 1: Simulation geometry. a. Rectangular domain representing mi-
crofluidic device (1mm ⇥ 2mm ⇥ 0.1mm) and a cell modeled as a hemi-
spherical cap (radius 5µm). cAMP concentration is color-coded, black lines
show the intersections of volumetric mesh elements (for the finite element
method) with boundaries. b. Boundary conditions are fixed concentrations
at the sides of the device and zero normal flux (reflective) boundaries at the
top and the bottom. The boundary conditions on the hemispherical cap are
zero normal flux for cAMP and a constant normal outward flux for PDE.
Not shown to scale.
2 Fixed PDE secretion rate model results
We performed simulations where either the absolute gradient rc or the
mean concentration c(xcell) were held fixed separately. For fixed gradient
(Fig.3a), there exists a lower limit on the mean concentration c(xcell) due to
the finite width of the microfluidic device, i.e. due to the fact that c(xright)  
0, c(xcell)   wrc/2. Starting from this mean concentration we show that the
SNR can be significantly enhanced, e.g. from 0.3 to 1.2 by increasing the
PDE secretion rate to p0 ⇡ 5 · 10 12molµm 2s 1(Fig.3b,c). Similarly, if the
mean concentration is fixed (Fig.3d), the possible gradients are rc  2c/w
and we show these results in Fig.3e,f. Here surprisingly, the PDE secretion
rate beyond p0 & 10 12molµm 2s 1 increases the SNR even when concen-
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tration is lowered below Kd. This means that PDE could serve to enhance
receptor gradient signal even at c(xcell) = 1Kd.
3 Fixed PDE concentration model results
Here we show the plot of the analytical solution for the SNR in the case of
fixed PDE concentration, Eq.9 from the main text (Fig.2).
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Figure 2: The 2D density plot of the analytical expression for
SNR [P0, c (xleft)] for the model of uniform PDE concentration, Eq.9 in the
main text (verified numerically). Again, there is a significant enhancement
of the SNR due to the extracellular degradation of cAMP, confirming the
results of the previous model presented in Fig.1 of the main text.
4 Estimate of the PDE diffusion coefficient
Diffusion coefficient for PDE was estimated using the Stokes-Einstein equa-
tion for spherical particles following the approach by Tyn and Gusek [1, 2],
who provided the following equation for globular proteins:
D[cm2/s] =
9.2 · 10 8T [K]
⌘[mPas] · (Mr[Da])1/3
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where T [K] is the absolute temperature in Kelvins, ⌘T=293.15Kwater = 1mPas is
the dynamic viscosity of water at 20 C and Mr[Da] molecular mass. The
PDE which has a molecular mass Mr = 57, 500 Da, then has an estimated
diffusion rate of Dp = 70µm2s 1.
5 Estimate of the cAMP-PDE turnover number
We estimated the turnover number k2, from [3, 4] using k2 = Vmax/P0, where
Vmax is the maximum rate of 5’AMP production and p is the PDE concentra-
tion present. The PDE concentration present in [4] was approximately:
P0 =
n
V
=
m/Mr
V
=
6 · 10 4g
2 l · 57, 500 g/mol ⇡
1 · 10 8mol
2 l
= 5nM
from 8·1010 cells. Therefore, since in [3] authors estimated Vmax = 10 4M/min
from 2 · 109 cells, we estimated that the PDE concentration was proportion-
ally lower: P0 = (2 · 109 cells · 5 nM)/(8 · 1010 cells) which gives us P0 =
0.125 nM. We then used this PDE concentration and Vmax to estimate the
turnover number:
k2 =
Vmax
P0
= 13, 300 s 1
6 Estimate of the PDE secretion rate
In Fig.1 of [5], the slope for the PDE activity gives 100 units/ml, and the
text gives 2150 units = 0.31 nmol of PDE, so 1 unit of activity corresponds
to 1.44 · 10 2 nmol of PDE. Therefore the secretion rate for the entire sample
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was:
p00 =
1.44 · 101 9mol/l
50 hr
· 0.7 l
= 5.6 · 10 14mol s 1
Now we assume the PDE flux is uniform through the entire hemispherical
surface of the cell with the radius 5µm, and given the total of NC = 2.6 · 107
cells, the PDE secretion rate per cell (expressed as a flux) is:
p0 =
P0
2⇡r2 ·NC
p0 =
5.6 · 10 14mol s 1
2⇡(5µm)2 · 2.6 · 107
= 1.4 · 10 11molm 2s 1
7 Cell boundary effects on perceived gradients
We estimated the gradient enhancement by a factor of 1.45 is due to the
effects of cell shape (i.e. due to the cell modeled as a reflective boundary
of hemispherical shape) in the same way as authors in [6] and this effect is
shown in Fig. 4.
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Figure 4: Effect of cell size on the perceived gradient. The actual cAMP
concentration, modeled as an insulating boundary is shown as a function
of x coordinate, where the hemispherical cap representing the cell extends
over ±5µm.
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Abstract
Unicellular eukaryotic amoebaeDictyosteliumdiscoideum are gen-
erally believed to grow in their vegetative state as single cells until star-
vation, when their collective aspect emerges and they differentiate to
form a multicellular slime mold. While major efforts continue to be
aimed at their starvation-induced social aspect, our understanding of
population dynamics and cell cycle in the vegetative growth phase has
remained incomplete. Here we show that cell populations grown on
a substrate spontaneously synchronize their cell cycles within several
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hours. These collective population-wide cell cycle oscillations span
millimeter length scales and can be completely suppressed by washing
away putative cell-secreted signals, implying signaling by means of a
diffusible growth factor or mitogen. These observations give strong
evidence for collective proliferation behavior in the vegetative state.
1 Introduction
Collective oscillations of entire populations characterize many biological
processes such as synchronized flashing of fireflies [1], glycolytic oscilla-
tions in yeast [2], cell aggregation in amoebae [3], circadian rhythms in
cyanobacteria [4], [5], somite segmentation in zebrafish embryos [6], nu-
clear division in multinuclear HeLa cells [7] and synchronized cleavage
divisions in Xenopus frog embryos [8]. These cooperative interactions can
provide a fitness advantage, e.g. in cases when the environment is depleted
of nutrients [3] or to assist in mate finding [1]. Recently, there has been a
substantial progress in synthetic biology with the goal of engineering os-
cillatory genetic networks [9] and coupling them by quorum sensing [10].
In this work, however, the focus is on naturally emergent collective behav-
ior in a model unicellular eukaryote, Dictyostelium discoideum. In nature, D.
discoideum lives in the soil and feeds on bacteria in their vegetative growth
state [11]. Keating and Bonner [12] and Kakebeeke et al. [13] showed that
vegetative cells can interact by repelling each other and Phillips and Gomer
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[14] later identified AprA as an autocrine chemorepellant in vegetative cells.
When starved of nutrients D. discoideum transitions to a collective state by
chemotactically grouping into multicellular aggregates of 105 cells, even-
tually differentiating into stalk and spore cells, forming a lifeboat for their
genomes. However, in comparison to yeast S. cerevisiae [15] or Xenopus [16],
researchers still do not have a full array of cell cycle markers for D. dis-
coideum [17], [18]. The first live-cell S-phase marker has only recently been
introduced in D. discoideum [19].
2 Results
We studied D. discoideum population dynamics on glass substrates. A typ-
ical example of the dynamics of the average cell surface density in the ex-
ponentially growing regime of the vegetative phase was obtained by auto-
mated counting (Fig. 1a). Potentially interesting features are any deviations
from pure exponential growth that do not result from uncertainty in count-
ing. Here, the initial cell count is 40 ± 2 cells, spread out uniformly over
a 4 mm2 viewing area. During 26 hours, the cells did not move signifi-
cantly (200 µm) compared our 2.3 mm by 1.8 mm recording area, resulting
in patchy growth (Fig. 1b) further investigated in [20].
First, we show that the deviations from exponential growth (Fig. 1a) in-
deed represent signatures of collective cell divisions, by measuring the time
dynamics of cell size distribution (Fig. 1c). This approach was recently used
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to quantify induced cell synchronization [21]. The time dynamics of cell
size distributions (Fig. 1c) shows a clear periodic pattern, demonstrating
partial synchrony in cell growth. To ensure that this is not a lineage effect
(i.e. arising from a low number subpopulation), we show the entire view-
ing area binned into 27 µm wide squares, with each bin color-coded by the
local cell size and averaged over 1-2 cells (Fig. 1d). This demonstrates that
synchronization in cell growth is not localized to a particular patch, thereby
excluding any possibility of a lineage effect alone causing the large-scale os-
cillations. The cell-to-cell variation in doubling times is 7.3± 0.8 hours (Fig.
S4) which is reflected in a strong lineage effect in a monoclonal population
(see SI).
Next, we ensured that this periodic growth correlates with cell divisions.
We manually annotated all cell division events, omitting initial events cor-
responding to declustering of cell clusters and cytokinesis of multinuclear
cells present in suspension cultures [22], only counting single cell splitting
into two, preceded by rounding up at the onset of cytokinesis. These man-
ual annotations agree within 1% to automated counts: for the data pre-
sented in Fig. 1, we counted 343 cell division events compared to 344 parti-
cles detected by automated counting (excluding initial declustering events).
The same was repeated for two other experiments (see Section 3 in the SI).
The cell division dynamics shows clear pulses (Fig. 1e) correlated with the
beginnings of cell growth pulses (Fig.1c). Furthermore, each collective cell
division pulse (colored dots, Fig. 1e) is not localized to a particular patch
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(Fig. 1f). However, this still does not exclude the possibility of spontaneous
synchronization in suspension cultures which were used to grow cells be-
fore plating.
The cells grown in suspensions have a broader size distribution (Fig.
2a) than those on substrates, consistent with previous observations of cell
clusters [23] and multinuclear cells [22]. These are all counted as a single
particle by automated counting (Fig. 1a), however they are easily discrimi-
nated by cell size (particles between 150 and 300 µm2 in Fig. 1c). Measure-
ments of the cell size distribution dynamics in suspension cultures show
no synchronized growth (Fig. 2b), consistent with previous observations in
development of D. discoideum synchronization protocols [24] [18] showing
no evidence for suspension cell synchronization. Our repeat experiments
(see Fig. S1) clearly confirm the onset of synchronization on substrates.
Nevertheless, one might wonder whether this synchronization is an arti-
fact of simultaneous cytokinesis of multinuclear cells and cell cluster disin-
tegration, resulting in a sudden large increase in the number of single cells.
Rather, we observed that multinuclear cells undergo cytokinesis and clus-
ters disintegrate uniformly in time throughout the first 6 hours after plating
(see supplementary video). This is also reflected in the fact that we do not
observe a sudden large increase in the single cell number after the initial in-
coherent period (Figs. 1 and S1), demonstrating that cell synchronization is
not induced by plating. Previous studies in D. discoideum have shown that
cytokinesis C, which is responsible for cell division of multinuclear cells, is
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cell cycle-uncoupled and adhesion-dependent [25], [26], [27], in agreement
with our observations.
Next, we investigate the possibility that cells secrete a growth factor or
a mitogen that serves as a synchronization signal. We first analyzed the
microfluidic experiments we performed previously [23] with cells grown
on a substrate in a PDMSmicrofluidic device (Fig. 2c). In these experiments
the cells naturally adhered to the glass while fresh growth medium flowed
above them with 0.6, 1.7 and 17 µm/s flow speeds. The shear stresses the
cells were exposed to in these flowing experiments were at least two orders
of magnitude smaller than the shear stresses needed to induce mechanical
responses in D. discoideum [28], [29] (for calculation see SI Sec. 7) so it
seems unlikely that the loss of coherence is due to the mechanical stress. As
discussed later, in subsequent work, on a rare occasion we noticed a few
cells advected by flow, presumably as daughters released by mitosis from
the substrate. However, this occurred so rarely that it had no effect on our
experiments where we had from about 50 to a few hundreds of cells. If
the synchronization signal is a small signaling molecule with a diffusion
coefficient of about 300 µm2/s, then these flow speeds correspond to Peclet
numbers (see Section 5, SI), quantifying the ratio of advective to diffusive
transport, on the order of 0.35 (diffusion dominated), 1 and 10 (advection
dominated), respectively [23]. Again, we measured both the cell density
dynamics (Fig. 2d) and the cell size distribution dynamics (Fig. 2e). This
qualitatively demonstrates the loss of coherence with increasing flow speed.
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However, it does not quantify the degree of collective coherence or measure
the population fraction locked into this collective rhythm.
In order to quantify the collective synchronization of N cells, we rep-
resented the cell cycle position of cell j as a unit vector in complex plane
at angle ⇥j (Fig. 3a). The collective cell cycle oscillations are then repre-
sented as N points running around a unit circle. The "order parameter"
z = rei  = 1N
PN
j=1 e
i⇥j is a vector of the centroid of these N points whose
radius r represents the degree of collective phase coherence and measures
the oscillation magnitude of the entire population. If all the cells oscillate in
unison, then the points are clustered together resulting in r = 1. For random
phased cell oscillations, r is smaller but unlikely to approach zero unless N
is very large. To address this, we calculated the average and the standard
deviation of r for N randomly phased oscillators (SI).
Since cell growth and division are correlated in D. discoideum (compar-
ing Figs. 1d and 1e), we defined the cell cycle phase ⇥j to be proportional
to the cell size aj , i.e. ⇥j = 2⇡(aj   amin)/(amax   amin), with the mini-
mum and maximum cell size approximated from the cell size distributions
to be given by amin = 80 µm2 and amax = 150 µm2 (the results are robust
with respect to changing limits amin and amax). Hence, the area ratio is
amax/amin = 150/80 ⇡ 1.88 which is about a factor of two as expected, since
the cells tend to flatten on a glass substrate. If the cells were shaped on a
substrate as hemispherical caps then doubling their volume would cause
the area to increase by a factor of 1.6. The more flattened out the cells are
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the more the volume ratio would approach the surface area ratio, so our
result does indicate some degree of flattening, consistent with our micro-
scopic observations. The phase coherence r for the experiment analyzed in
Fig. 1 shows periodic oscillations (Fig. 3b) which reflects the fact that the
cell size distribution broadens between each collective cell division pulse.
The peak-to-peak variation in r is about 0.15, with the observed maxima
well above the expected value for an incoherent system of the same number
of cells andminimum values corresponding to complete incoherency. How-
ever, in other experiments there remained some residual level of coherence
at the minima (Figs. S1b and S1d). The oscillations in r are possibly a conse-
quence of the fact that while cell growth and division are coordinated, they
are still separate processes and the synchronization signal might be a mi-
togen pulse that initiates cell division but does not persist throughout the
majority of the cell cycle. While the true cell cycle phase is more precisely
defined through the appearance of particular sets of cyclin proteins [30], no
corresponding live-cell markers are available in D. discoideum. However it
is still very unlikely that using the "true" relation for ⇥j(aj) would erase all
trace of the coherence observed here (Figs. 3b, 3c and S1).
We also calculated the phase coherence for the microfluidic flow exper-
iments described above with AX3 cells and additional ones with AX4 cells
in a 50% shorter chamber (see Materials and Methods for details) and again
confirm the loss of coherence with increasing flow speed - the phase coher-
ence approaches the values expected for randomly phased oscillators (Fig.
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3c). On rare occasions in the high flow regime we noticed cells advected
by the flow. Since we observed no dependence of overall proliferation rate
on flow rate here or in [23], we do not regard these events as having sig-
nificance for the phase coherence values presented here. We compared the
average phase coherence among experiments performed at different flow
rates, and note that on average, phase coherence is higher at lower Peclet
numbers (lower flow rates). The experiments were pooled into two groups
based on the estimated Peclet numbers: low flow (Pe  0.35) and high flow
(Pe   1). For each individual experiment we calculated the average phase
coherence r and the average difference between the phase coherence r and
its random-system average rincoherent (averaged over 15-20 hours). As in-
dicated on Figs. 3d,e we performed three low flow experiments and four
high flow experiments with three and four data points, respectively. We
first compared the average r values between these two groups using a two-
tailed Welch Two Sample T-test, and obtained the p-value of 0.02. The same
was also done for the difference between instantaneous r and its random-
system average rincoherent, and here we obtained the p-value of 0.01. Com-
parison between average values of r and rincoherent, and its standard errors
of the means for each of the performed experiments at different flow rates
is shown in Figs. 3d,e.
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3 Discussion
Collective synchronization has been theoretically studied in various ver-
sions of the simple Kuramoto model [31], [32], [33]. The solution for the
Kuramoto model for finite oscillator number predicts sustained coherence
with increasing cell number, consistent with our shorter 25-hour data (Fig.
3b), but inconsistent with our longer 40-hour experiments (Fig. S1). In ad-
dition, the observed feature of oscillating phase coherence (even if only in
cell size) is not predicted by any of the Kuramoto models. These models
assume that the coupling strength scales inversely with the number of oscil-
lators, an assumption which needs to be changed in order to make realistic
predictions for this system. Here, at least for short times, we expect that the
coupling strength is diffusion limited and independent of cell number. A
more appropriate description of the synchronized dynamics presented here
would also predict a spatial dependence of phase coherence. The onset of
synchronization observed here (Figs. 1c, 3b and S1) occurs within a few
hours which is consistent with the approximately 4 hour time needed for a
small molecule with a diffusion coefficient of 300 µm2/s to diffuse a distance
of 2 mm and thereby cover the entire viewing field.
There is evidence for quorum sensing factors [34], growth factors and
factors repressing cell proliferation in D. discoideum [35], [36], [37] and their
potential role in synchronization remains to be determined. Furthermore,
we speculate as to the possible purpose of these oscillations. It is known
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that during starvation,D. discoideum cells differentiate into prestalk and pre-
spore cells, a process which correlates with cell cycle positions [38], [39],
[40]. Since only spore cells potentially survive, there is a competition to
form spores. If the cell fate is determined by its cell cycle position (they are
certainly correlated), the synchronized fraction could be collectively turned
into either prestalk or prespore cells and possibly more effectively competes
for becoming spores.
The absence of spontaneously synchronized growth in suspensionsmight
be caused by the fact that the lack of substrate may introduce a stochastic
delay of cytokinesis by a time that is difficult to estimate. In addition, the
suspension system is further complicated by the fact that cells can cluster
[41], grow in 3D and that the presence of shear flow in orbital shakers can
affect cytokinesis of multinuclear cells. The cytokinesis pathways are differ-
ent in suspension and on a substrate (for an overview see [25]). In addition
to the lack of oscillations, another difference in culturing cell populations
between substrate and suspension growth was the lack of a lag phase on
substrates, also previously observed [23]. As reported here, we have not
observed any evidence of lagging even when the cells are plated at a very
low surface density of around 0.25 cells/mm2 (see Section 6 in the SI).
As we indicated, these observations are ripe for quantitative modeling
and present elegant challenges: macro-scale synchronization of proliferat-
ing oscillators where the micro-scale oscillator is the proliferation process
itself. Future experimental work will reveal the extent to which this phe-
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nomenon is universal. From a practical standpoint, it presents insight into
the problem of cell culturing for stem cell development and large scale par-
allel bioassays where the difficulty of very dilute cell culture arises, as dis-
cussed in [23]. It also demands better appreciation of the importance of the
nonliving culture environment: flowing suspension vs. hydrophilic sub-
strates with or without fluid flow. Equally interesting are the biochemical
circuits in play, e.g. the timing pattern of the chemical signals that cells are
apparently exchanging and the biological underpinnings of this process, i.e.
how does this synchronization signal affect different phases of the cell cycle
and what is the chemical identity of the putative signal molecule respon-
sible for synchronization (based on the Peclet estimates presented here it
may well be a small molecule) [42]. Returning to the theoretical challenges,
while we have argued that our observations reveal a collective proliferation
waves that already encompassed the entire field of view (Fig. 1b and 1d),
our understanding of the spatial dynamics of these waves remains an open
question.
4 Materials and Methods
Dictyostelium discoideumwild-type AX3 and AX4 axenic strains were grown
in HL5 with glucose suspension culture (ForMedium, UK) with 250 µl Pen-
Strep (Invitrogen) per 25 ml flask. No variation in results was noticed with
cell subculturing for up to one year. Cells were grown in exponential phase
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on an orbital shaker (150 rpm) in standard 25 ml Erlenmeyer flasks to 105
or 106 cells/ml (21 C). For substrate growth, these cultures were trans-
ferred to fresh HL5, diluted to 103-105 cells/ml and 300 µl samples were
plated on hydrophilic MatTek (P50G-1.5-14-F) glass bottom dishes. Record-
ing was performed in bright field with an inverted Olympus IX71 or an
upright Nikon Optiphot (4X objective both) within 15 minutes of plating.
Images were taken every 5 minutes using a Home Science Tools camera
MI-DC5000 or a Logitech QuickCam Pro 4000. The Olympus/Home Sci-
ence combination provided better resolution (Figs. 1 and S1a) than the Op-
tiphot/Logitech system (Fig. S1c). For suspension growth, flasks ware sam-
pled hourly for 11-12 hours, by injecting a 20 µl sample into a hemocytome-
ter and 20 image sets were taken within 3 minutes.
Background was removed using ImageJ (NIH) by subtracting the av-
erage of all images from each frame (for each experiment). Particles were
detected and counted using ImageJ by thresholding. Cell sizes were mea-
sured using the "Analyze particles" tool. Centroids of particles were used as
cell coordinates (Figs. 1c, 1d and 1f). The uncertainty in area measurements
is roughly equal to our bin size, i.e. ±10µm in Fig.1c.
Microfluidic experiments including imaging systems usedwere described
previously [23]. Briefly, polydimethylsiloxane (PDMS) on glass substrate
microfluidic devices (see Fig. 2c, showing a typical configuration for load-
ing exponential phase cells) were employed. The chamber dimensions were
2 mm by 2 mm by 200 µm for AX3 cells and 2 mm by 2 mm by 100 µm
94
for AX4 cells (these are indicated in Figs. 3d,e as unmarked and asterisk-
marked, respectively). After loading, freshHL5 growthmediumwas flowed
continuously in the direction indicated in the figure. There was no ob-
servable difference in behavior between AX3 and AX4 cells. Frames were
recorded every 2.5-15 minutes for 16-40 hours. Images were analyzed as
described previously. The doubling times were 8-11 hours, consistent with
the usual suspension culturing. In an effort to suppress bubble formation
in the microchamber, on occasion both HL5 supply and cell suspensions
were degassed through rounds of volume increases in closed syringes and
mechanical tapping.
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6 Figures
A list of figures accompanying the main text.
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Figure 1: Synchronization of cell growth on a substrate. a, Overall popula-
tion of proliferating cells vs time showing apparently featureless dynamics
b, Strobe (at 5 minute intervals over 26 hours) image of cell positions; darker
areas correspond to more visited locations. c, Dynamics of cell size distri-
bution showing clear evidence for cell cycle synchronization after about 4
hours. The sudden jumps are marked by dashed lines, at times also indi-
cated in part a. d, Spatial distribution of cells at 25 hours with color rep-
resenting cell size. e, Number of cell divisions in 1.2-hour intervals. Peaks
in cell divisions correlate with sudden jumps in the cell size distribution
shown in part c. Error bars show the upper limit for the counting uncer-
tainty calculated from Poisson noise. f, Spatial distribution of the three cell
division peaks from e, with matching colors.
96
0.00
0.04
0.08
0.12
0.16
0 50 100 150 200 250 300 350 400
Cell size (µm2)
Fr
eq
ue
nc
y
substrate
suspension
cell clusters,
multi-nuclear 
cells
0.000.100.20
Frequency
50
100
200
400
800
1600
0 5 10 15 20
Time (hours)
C
el
l n
um
be
r (
lo
g 
sc
al
e)
17 ȝPV
0.6 ȝPV
1.7 ȝPV
50
100
150
200
250
5 10 15 20 25
100
150
200
250
5 10 15
50
0
0
50
100
150
200
250
5 10 15
Time (hours)
0
C
el
l s
iz
e 
(µ
m
2 )
0.6 ȝPV
1.7 ȝPV
17 ȝPV
50
100
150
200
250
300
1 2 3 4 5 6 7 8 9 10 11 12
Time (hours)
C
el
l s
iz
e 
(µ
m
2 )
0.000.100.20
Frequency
a
c
b
d
e
flow rate Peclet no.
10
0.35
1
flow
cells
flow in
flow outcells
in
cells
out
2 mm
Figure 2: Suspension culture growth and microfluidic flow experiments. a,
Time averaged cell size distributions for substrate and suspension growth.
b, Time course of cell size distribution in suspension. c, Schematic of the
microfluidic device employed for flow experiments. d, Growth dynamics
in flow experiments. e, Time course of cell size distributions for substrate
flow experiments.
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Figure 3: Quantitative analysis of oscillations. a, Phase coherence r, a num-
ber between 0 and 1, is defined as a magnitude of the vector sum of N unit
vectors each having an angle ⇥j , divided by N (shown in red). The an-
gle  describes the phase of the collective oscillation. b, Phase coherence
for the experiment in Fig. 1. The cells periodically go in and out of coher-
ence. c, Phase coherence for microfluidic flow experiments, demonstrating
the loss of coherence at higher flow speeds. The cyan line and its spread
denote the average and standard deviation for random-phase systems (see
Section 1, SI), d,e Phase coherence and its difference from the average for
random-phase system as a function of Peclet number (flow rate). Error bars
in both d,e, show mean and its standard error. As noted, experiments in d
and e were performed either with AX3 cells and 200 µm high microfluidic
chamber (unmarked) or AX4 cells and 100 µm high microfluidic chamber
(marked with asterisk). The flow rates were adjusted to ensure equal calcu-
lated Peclet numbers (Section 5, SI).
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1 Probability distribution of phase coherence r for
N random oscillators
We start by representing the size (area) of each cell by a unit vector with
length L=1 in complex plane ei⇥j where j is the cell index. The probability
distribution of each step is then:
p(~rj) =
1
2⇡L
 (rj   L) (1)
which is normalized:
Z 2⇡
⇥j=0
Z 1
rj=0
p(rj,⇥j)rjdrjd⇥j =
Z 2⇡
⇥j=0
Z 1
rj=0
1
2⇡L
 (rj   L)rjdrjd⇥j = 1 (2)
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where  (rj   L) is the Dirac delta function. The average and variance of a
single step are:
h~rji =
Z
~rjp(~rj)d~rj = 0 (3)
 2rj =
D
r2j
E
=
Z
r2j
 (rj   L)
2⇡L
2⇡rjdrj = L
2 (4)
Also note that:
 2xj =
1
2
 2rj =
L2
2
,  2rj =  
2
xj +  
2
yj (5)
Now for the average:
~z =
1
N
NX
j=1
~rj, zx =
1
N
NX
j=1
rxj, zy =
1
N
NX
j=1
ryj (6)
we can apply Central Limit Theorem for each x and y component individ-
ually (if N is large). Each Cartesian component x and y (of z) then has a
Normal distribution with mean 0 and variance  2xj/N = L2/(2N). The prob-
ability distribution of z is:
p(zx, zy) = A exp
 
  z
2
x
2 2xj/N
!
exp
 
  z
2
y
2 2yj/N
!
= A exp
 
  r
2
L2/N
!
(7)
where the normalization constant can be obtained by requiring that the inte-
gral of this probability is 1 and we evaluate the integral in polar coordinates
r,  : Z 2⇡
 =0
Z 1
r=0
A exp
 
  r
2
L2/N
!
rd dr = 1, A =
N
⇡L2
(8)
The average phase coherence for a random system can be directly calcu-
lated:
hri =
Z 2⇡
 =0
Z 1
r=0
N
⇡L2
exp
 
  r
2
L2/N
!
r3d dr =
L2
N
(9)
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so the variance is  2r = hr2i   hri2 = L2N
⇣
1  ⇡4
⌘
and the standard deviation
is:
 r =
Lp
N
s
4  ⇡
4
(10)
In Fig.3 in the main text we make use of hri and  r to show the average and
the standard deviation for the phase coherence for finite populations.
2 Additional examples of cell synchronization
Here we show two more examples indicating an onset of synchronized
growth (Fig. S1). The cell synchronization occurs very quickly, within the
first several hours. These runs also reveal longer time behavior than in Fig.
3, indicating decay of coherence at long times (see discussion in the main
text).
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Figure 1: Additional examples of cell synchronization. The dynamics of
cell size distribution and phase coherence for the first (a,b) and second (c,d)
experiment. As in main text, black lines denote phase coherence in our data
and cyan line and its spread shows themean phase coherence and its spread
for the corresponding number of randomly oscillating cells.
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3 Statistical analysis of the number of cell divi-
sions vs time
We analyzed the number of cell divisions for three experiments (Fig. S2a)
by manually counting each cell division event, as described in the Results
section of the main text. The experiments 1 and 3 were performed simulta-
neously on Olympus IX71 and Nikon Optiphot microscopes in brightfield,
as detailed in the Methods section of the main text. Next, these distribu-
tion of cell divisions were smoothed using a local polynomial fit [1] (Fig.
S2b) and then normalized by the total cell number. The cell densities were
14.5, 10 and 7.4 cells/mm2, respectively. These smoothed distributions were
then divided by the instantaneous cell density at each time point to obtain
the relative number of cell divisions over one hour intervals  N/N . This is
shown in Fig. S3 together with the resulting mean and the corresponding
standard error of the mean.
0.00
0.04
0.08
0.12
0 5 10 15 20 25
Time (hours)
R
el
at
iv
e 
nu
m
be
r o
f c
el
l d
iv
is
io
ns
 
∆N
/N
experiment
1
2
3
Figure 2: Relative number of cell divisions in one hour time intervals for
three experiments (shown in red, green and blue) and its average (black)
and standard error of the mean (gray spread).
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4 Estimate of the variation of the degree of coher-
ence with increasing number of cells
We can estimate of the effect of cell proliferation on the degree of cell cycle
synchronization according to the Kuramoto model. Recent efforts to ex-
plore the phenomenon of synchronization of many oscillators have focused
of extensions of the Kuramoto model to include explicit consideration of
network topology, interaction strength and finite population. The problem
at hand invites us to consider the last aspect: what are the dynamics of syn-
chronization for a growing population? From [2], we have the following
equation for r, long time coherence of the system:
r =
X
!
p(!)
"
1 
✓
 !
Kr
◆2#1/2
(11)
where the summation is over a collection of N oscillators whose unper-
turbed frequencies are given by the set ?, the probability of each value of
frequency is given by p(!), K is the interoscillator coupling strength in the
(infinitely-ranged) Kuramoto model (Eqn. 1 on p. 146 of [2]) and  ! =
!   h!i is the deviation of the frequency of a particular oscillator from the
mean frequency of the entire set of oscillators, h!i. We examine the depen-
dence of r on Nwith a minimalist distribution: all the oscillators have either
! = !0+   or ! = !0    with equal probability. Then we have the following
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equation for r:
r =
X
!
p(!)
241    
Kr
!2351/2 = N 1
N
241    
Kr
!2351/2 =
241    
Kr
!2351/2
(12)
We conclude that r is independent of N. We therefore do not expect the
degree of coherence achieved at long times to vary as the cells proliferate.
5 Peclet numbers
Following the discussion in [3] the Peclet number is the dimensionless num-
ber quantifying the ratio of advective to diffusive transport, defined as:
Pe =
Lv
D
(13)
where L is a characteristic length of the flow cell, v is the advective flow
speed and D is the diffusion coefficient of the particle being transported. In
our analysis in the main text, we calculated the Peclet numbers for small
molecules such as cAMP to give an estimate of the range of flow rates in the
microfluidic experiments that could perturb chemical signaling through the
intercellular medium.
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6 Synchronization inmonoclonal populations and
lineage effects
We investigated the degree of phase coherence in monoclonal populations,
starting from a 1 cell per 4 mm2 area, which is the minimum cell surface
density achievable in our experimental setup. The mean and standard de-
viation of doubling times owing to cell-to-cell variation were 7.3±0.8 hours.
We determined this based on the experiment presented in Fig. 1 in the main
text by manually tracking 55 cells (Fig. S4).
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Figure 4: Single cells growth. a, Growth dynamics of single cell growth. b,
Distribution of single cell doubling times showing cell-to-cell variability.
If the cell division is thought of as a randomwalk process with the mean
TD = 7.3 hours and standard deviation   = 0.8 hours (assuming this is
unchanged without coupling), we can estimate the number of generations
needed for the complete loss of lineage effect. The number of generations n
needed for the standard deviation  
p
n to become equal to the mean TD is
n ⇡ 80. This is due to the fact that the cell division clock is relatively precise
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with only about 10% error (Fig. S4b). The dynamics of cell size distribution
and phase coherence for single-cell experiments are shown in Fig. S5 and,
as expected, show a very strong lineage effect.
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Figure 5: Lineage effects in single cell growth. a, Cell size distribution for
a monoclonal population started from a single cell. b, Phase coherence for
the same system showing the lineage effect. The cyan line and its spread
denote the average and standard deviation for random-phase systems for
large number of cells.
7 Shear stresses employed arewell below the thresh-
old for cellular response
We consider the shear stress on a cell modeled as a thin planar disk on the
bottom of our microfluidic flow chamber. From [4] we expect that such
time-independent low Reynolds number (i.e. friction dominated) flow can
be approximated as Poiseuille channel flow as follows: We have velocity
u(y)xˆ in the horizontal (x) direction and velocity variation only along the
vertical (y) driven by a constant pressure gradient dP/dx according to:
µ
@2u
@y2
=
dP
dx
(14)
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where µ is the dynamic viscosity. Applying no slip boundary conditions at
the top and bottom of the channel u(y = 0) = 0, u(y = h) = 0 where h is the
height of the channel, gives us the solution for the velocity:
u(y) =
 
dP
dx
!
1
2
y(y   h) (15)
In our case the volumetric flow Q is experimentally fixed so we have (for
channel width given by  z):
Q =  z
Z h
0
dP
dx
1
2
y(y   h)dy =  dP
dx
 z · h3
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(16)
The shear stress   in our device near the wall is then (Eq. 1 in [4]):
  = µ
 
@u
@y
!
=
6Qµ
 z · h2 (17)
For our device [3] we have values  z = 1400 µm, h = 200 µm and
Q = 0.4 µl/min as our maximum flow rate (for Peclet number 10) and we
used the dynamic viscosity of water at 25 C, µ = 0.894 mPa · s [5]. This
gives us a maximum shear stress of  max = 6.4 · 10(   4) Pa. Compared
to typical shear stresses needed to induce cell motility and rearrangement
of actin cytoskeleton in Dictyostelium of about 0.1-0.7 Pa [6] [7], the shear
stresses in our experiments are well below these (more than two orders of
magnitude). In endothelial cells, the lowest shear stresses needed to induce
responses such as potassium channel activation or the rise of intracellular
Ca2+ is on the range from 2 · 10 2 Pa to 1 Pa [8]. In the very worst case,
the lowest recorded shear stress for these responses in endothelial cells is
a factor of 30 greater than the highest shear stress in our experiments [9].
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Therefore, it is very unlikely that the loss of cell cycle coherence observed
here (Fig. 2e; main text) is due to shear stress.
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Chapter 5
Conclusions
Using the framework of information theory, we found that the fidelity of a
model amoeba cell chemotaxis response to folic acid, in fact greatly exceeds
its theoretical limit based on the simple receptor-ligand binding model [1,2].
We found that a similar problem may exist in the cAMP chemotaxis as well, as
noted in Fig.2 of Chapter 2. We then discussed different modifications to the
theoretical model of chemotaxis noise and how they affect the limits of chemi-
cal gradient sensing. Therefore, it does not seem that the receptor dynamics can
be explained using a simplified model [2] and despite the fact that both cAMP
and folic acid receptors share the majority of their signaling pathway, the cell re-
sponse is qualitatively different as shown by double-peak response in the case
of folic acid (Fig.1 in Chapter 2).
One of the main open questions for understanding the receptor limits to
chemotaxis is understanding the receptor correlation time. While the current
estimates are obtained through numerical simulations [3], there is no support-
ing experimental data. It is also not clear to what extent the model with N fixed
receptors is realistic. In principle, the fact that receptors are diffusing could only
reduce the amount of information about the gradient available by the cell (since
its position would become more uncertain) but other effects such as receptor
turnover (the fact that new receptors can be made by the cell and old degraded)
and complicated binding kinetics may play an important role. It is also worth
considering whether the appropriate measures of information are in use.
Next, in Chapter 3 we investigated how the cAMP gradient sensing is af-
fected by cell-secreted cAMP phosphodiesterase (PDE), an enzyme that de-
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grades cAMP and converts it to inactive 5’AMP. We find that under physio-
logical conditions this enzyme can significantly affect the gradient perceived by
cells and that under most conditions greatly amplifies the signal-to-noise ra-
tio of the receptor gradient. The predicitions from our model are very testable
experimentally. In the biological arena, there is an opportunity to genetically
engineer D. discoideum cells where the expression rate of PDE (through the pdsA
gene) could be controlled experimentally and the chemotaxis response can be
measured for varying PDE expression levels. Currently, pdsA knockout mu-
tant strains are available [4] and they could be used to compare the chemotaxis
response without PDE and with PDE with wildtype cells, since quantiative ex-
periments of this sort are presently still lacking.
Finally, we studied the growth dynamics in the vegetative phase of D. dis-
coideum and find that wild-type cell populations grown on a substrate after be-
ing transferred from a suspension culture synchronize their cell cycles within
several hours [5]. This very surprising result implies that these cells may be
engaging in collective behavior even in their vegetative growth phase. This is
in stark contrast to the general belief that the vegetative phase is the solitary
phase where cells simply feed and divide. As indicated by our microfluidic
flow experiments, the synchronization signal seems to be mediated by diffusible
molecule, since the degree of coherence decreases as the flow speed is increased.
On the experimental front, observations over a large area are needed to measure
the characteristic length scale of the phase coherence, since the distant areas are
generally not expected to be in synchrony with each other. The technical chal-
lenge here is to develop an imaging system that can accurately measure cell
areas with the field of view on the order of centimeters squared. Equally im-
portant are the currently unknown biochemical circuits involved – it would be
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informative to understand how synchronized are different stages of the cell cy-
cle and the chemical identity of the potential signaling molecule (according to
our hydrodynamic scaling arguments and our flow experiments its diffusivity
is consistent with small molecules, such as cAMP). Since we show that no syn-
chronization occurs in suspension cultures, it is worthwhile to note that upon
plating many cells initially undergo cell-cycle independent cytokinesis C events
[6]. In these, multinuclear cells divide into multiple uninuclear cells which then
synchronize on the substrate. If the cells in the suspension also perform cytoki-
nesis in the cell-cycle independent manner with a stochastic time delay, than
this could account for the lack of synchrony observed in suspensions. On the
theoretical front, the appropriate description of this system should go beyond
the classic Kuramoto model [7], to include the spatial dependence and diffusive
transport of the signaling molecule. Our understanding of the spatial dynam-
ics of this synchronization remains an open question. The biological function
of this cell cycle synchronization is also unknown but we speculate [5] that it
may be relevant in deciding cell fate later during starvation, since the cell fate
correlates with the position in the cell cycle [8,9,10].
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