INTRODUCTION
The scheme for fully quantitative microanalysis which is outlined here was designed specifically for use with an electron microprobe. However, it could be very simply adapted for data obtained with an electron microscope. At the present stage of development, the computer program and method are applicable to all elements from Na to Zn (except Ar) plus Zr and Ba. This covers the compositions of the vast majority of silicate minerals, as well as many oxides, carbonates, sulphates, sulphides, etc.. The approach is also suitable for metal alloys systems which do not involve elements of atomic number greater than 30.
The data produced is processed by a new FORTRAN IV program "EDATA". This program, which is usable on most time-sharing computers, resolves many of the problems inherent in previous software packages. A subsidiary program, which is to some extent system-dependent, checks the data that is to be presented to the program, identifies errors, missing characters, etc., carries out some reordering and renumbering, and then stores raw data on standard computer tape for possible future reference. The output from EDATA is likewise stored so that it may be retrieved if necessary.
In the future, it should be possible to extend the approach to all elements, although this will require examination of the atomic number dependence of the continuum at higher atomic numbers and some modification of the computer program.
EQUIPMENT
The work on which the approach is based was carried out using an A.R.L. "EMX" microprobe fitted with an Ortec energy dispersive detector positioned at a distance of 270 mm from the sample with an X-ray take-off angle of 52 l/2". The associated Ortec electronic components consist of: a 450 research amplifier, 454 timing filter amplifier, 436 100 MHz discriminator, 404A pulse pile-up rejector and a 6220 PICA.The 6220 incorporates facilities for automatic correction of deadtime and pulse pile-up related counting losses. At a counting rate of 1000 pps at 5.9 keV, the system has a FWHM (above background) of 154 eV.
The WA is interfaced via a Texas Instruments Silent 700 ASR series, model=, cassette tape terminal, which has a data transmission rate of 1200 baud.
ANALYTICAL PROCEDURE AND DATA REDUCTION
Analytical runs commence (and usually end) with the acquisition of a calibration standard spectrum. Information contained in these spectra permits calculation of certain fundamental parameters: any zero and amplifier gain shifts are determined on the basis of the apparent energies of known peaks. The Fano factor and Enoise are also determined and hence the FWHM of all peaks of interest. The calibration standard is also used in the calculation of default standard intensities.
The calibration standard may be any material (even an analytical standard or sample) but for best results it should give strong peaks at the low and high energy ends of the spectrum, its composition should be accurately known, it should be homogeneous, stable beneath the beam and should give a full spectrum counting rate comparable to the standards and samples to be analysed. Reed and Ware (1) used Ni2Si as a calibration standard, and although this is suitable in many respects, it has the disadvantage of commonly being somewhat inhomogeneous.
In this work, willemite (Zn2SiOq) was used. This gives high energy Zn Kcl,B peaks and low energy Zn L and Si K peaks. Natural samples commonly contain minor manganese which causes bright green cathodoluminescence and makes the material useful also for beam positioning and focussing purposes. Small amounts of willemite can conveniently be incorporated with standards and samples in many mounts.
Recorded spectra are scanned by EDATA to seek and identify peaks and to list them together with their apparent energies, FWHM, approximate intensities and peak:background ratios. On the basis of zero and amplifier gain shifts measured on the calibration standard or the sample itself, EDATA corrects all spectra by readjusting intensities in each channel to those which would have been observed with perfect instrument settings.
The ideal settings are calculated and printed by the program as an aid to instrument maintenance.
Escape peaks are stripped using the method of Reed and Ware (2) and corrections made for counting losses related to pulse pile-up effects if these are required by the system being used. An optional facility within EDATA permits automatic correction of intensities on the basis of integrated beam current. At various points during a long run, beam current (measured at an aperture in the electron column) and then probe current (measured with a Faraday cage) are recorded so that the beam current: probe current ratio may be calculated. The integrated beam current and real counting time are also recorded automatically for each spectrum so that the corresponding integrated probe current may be calculated for any run by interpolation between calibrations. All intensities are normalised to a fixed probe current before calculations are continued. This facility has proved very useful in permitting long runs even when the filament is near the end of its life and the beam current:probe current ratio is changing substantially. Another advantage of this facility is that the appropriate beam current may be selected to give approximately the same counting rate on any substance, thereby avoiding possible errors due to changes in peak width with counting rate.
A major limitation on the accuracy of energy dispersive microprobe analysis has been the uncertainty surrounding the correction for the continuum intensity upon which the characteristic peaks of interest are superimposed.
A new empirical expression for continuum intensity (Smith et al., ) as a function of atomic number (Z), operating voltage (E,) and continuum energy (E,), permits a more accurate calculation of this intensity than was previously possible. The expression:
in which n = 1.159 + (0.1239 -0.02857.lnE,).(E, -2.044), has been tested thoroughly for atomic numbers up to Z = 30, operating voltages up to 25 kV and continuum energies up to 10 keV -the range of conditions normally employed in practical analysis.
In this expression, for fixed E, and for any channel representing a narrow range of energies centred on E,, for all materials -only (Z)n varies. the term f(E,,E,) is constant The latter may be calculated using information on E,, E, and composition. However, superimposed on the emitted X-ray intensities are the effects of detector efficiency. Attempts to calculate these effects are frustrated by uncertainties in the thicknesses of detector components -the beryllium window, the gold contact layer and the silicon deadlayer. These problems are avoided in the approach described here: the spectrum from a substance with no characteristic peaks in the region of interest is recorded. Diamond is excellent for this purpose because of its long-term stability beneath the beam and its high purity; however, boron, beryllium or Be0 can be used. The spectrum is obtained using a probe current which gives a total spectral counting rate approximately the same as that anticipated for samples. In this way, effects of energy shifts are minimised. The diamond spectrum is then divided channel by channel by the expression for atomic number dependence (Equation 1) and adjusted for absorption and backscatter effects, thereby giving a curve free of atomic number dependence but which still reflects accurately all the effects of detector efficiency (and f(E,,E,)). This curve, referred to hereinafter as the normalbed background, can be created from a raw spectrum by an option within EDATA. To create a background for any standard or sample it is necessary only to multiply the stored normalised background by the appropriate expression for (Z)n and then to readjust for matrix effects on the basis of the best available information on composition. Further options in EDATA permit the output for graphical representation of the entire calculated continuum spectrum and/or the continuum-subtracted characteristic spectrum, for any substance analysed.
In order to subtract the calculated continuum from a spectrum, it must be scaled to that spectrum so that differences in counting times and probe current are taken into account. Reed and Ware (1) have suggested that this be done by scaling to the intensity in the Ar KCX and Ge Ka positions, where, normally, characteristic intensity will be absent. However, Ar Ka lies in the region of residual pile-up from Al and Si and intensity in the Ge Kcl position is commonly very low and hence statistical errors tend to be large. A different technique was, therefore, devised:
the lowest running average ratio of observed to calculated background for ten adjacent channels (RL) is found. This is used to define an upper limit (Ru): RU = RL(~ + k/n), where I is the total counts observed in any given channel for the sample spectrum and k is dependent on total counts. A final average ratio (RA) is calculated using only those channels where the local ratio R I Ru.
RA then defines the scaling factor which is applied to calculated background. Only those parts of the spectrum from two to nine keV are normally used in the calculation.
When background corrections are applied in this way to materials of well known composition, statistical variations (for about 1,200,000 per full spectrum) generally exceed significantly any systematic deviations from baseline in regions free of characteristic peaks, tailing effects, etc.. Figure 1 illustrates a typical spectrum before and after background has been calculated and subtracted as described. With the resolution currently available in EDA, accurate overlap corrections are essential for fully quantitative analysis.
In many approaches to processing spectra, overlap correction is applied only to pairs of elements where interference is known to be large.
However, improved background corrections reveal that overlap is not limited to such major interferences. There are also many lesser overlaps, due primarily to tailing and shelving effects; these have perhaps been neglected previously because they were indistinguishable from background misfits.
The total pattern of overlap for the system used in this work is shown in Table 1 and represented diagrammatically in Fig. 2 .
In Table  1 , overlap coefficients are expressed as percentages of the analytical peak of the overlapping element. They decrease progressively on the low energy side of parent peaks but increase as the energy of the parent peak approaches that of the silicon absorption edge.
Thus phosphorus shows the largest overlap coefficients while those for silicon, on the low energy side of the silicon absorption edge, drop dramatically. This pattern indicates that the shelving effects reflected in these overlap coefficients, result largely from partial loss of charge in the silicon deadlayer, as well as from trapping in impurity centres in the detector. Coefficients in this table are applicable only at the operating voltage used (15 kV) and, strictly, only at the average counting rate of 3000/set (full spectrum) at which they were obtained. peak broadening ~111 change the coefficients.
Changes in counting rate producing significant Also, they are applicable only to a particular detector resolution.
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Figure 2. Diagrammatic representation of overlap coefficients reported in Table 1 . Note that Zr and Ba overlaps have been omitted. Overlap coefficients are generated by an option within EDATA, using the raw spectra from metals, simple oxides, etc.. However, in some cases simple one-element spectra are not obtainable -e.g. Na, Cl, K, and hence it is necessary to interpret (and desirable to smooth) the overlap coefficient data by hand before it is used within the program. Furthermore, overlap coefficients must be adjusted for matrix effects in some instances, since the radiation which they represent will not necessarily be affected in the same way as the analytical peak radiation against which they are measured. Differential absorption corrections should be applied when a KB overlap is measured relative to a Ka peak. Full differential ZAF corrections are applicable when an L line overlap is measured against a K line. Corrections for these differential matrix effects are made when the overlap coefficients are created by the EDATA option and also when they are used within the program.
Once generated, overlap coefficients are stored within EDATA and are used to make corrections to regions of interest by solving 21 simultaneous equations by the Gauss-Seidel iterative technique. in matrix notation, C = U.V-l, Expressed where U is a vector of uncorrected intensities integrated over 1.2 FWHIM for each element, C is a vector of corrected intensities and V the overlap coefficient matrix.
It should be noted that overlap coefficients vary with the system resolution, which is affected by the counting rate. Hence coefficients should be obtained with a total spectral counting rate similar to that expected during analysis. This implies that for best results all analytical work should be carried out using a similar total counting rate.
Once overlap corrections have been made, ZAF (matrix) corrections are performed using the formulae of Duncumb and Reed (4), Philibert (5) and Reed (6) , respectively. Heinrich's (7) modification to sigma is used in the absorption correction. An option permits the correction for continuum fluorescence by the method of Springer (8).
For an unknown, the program continues iteratively through background, overlap and ZAF corrections until preset convergence limits have been achieved. Light elements not analysed (e.g., carbon or oxygen) may be entered in preset amounts or calculated within the program by difference from lOO%, from structural formulae, etc., using a modifiable subroutine "AJST".
As mentioned, EDATA options facilitate the collection of the normalised background spectrum and the overlap coefficients. Other conveniences have been included with respect to standards: only a standard code number need be specified in the spectrum title for all necessary figures to be automatically retrieved from a data file. Measured concentrations may be calculated in the normal way by comparison with conventional standards incorporated into the same analytical run. Different standards may be selected for different samples if desired. However, it would be highly undesirable to have to run standards for all 21 elements automatically determined, particularly when, commonly, many of these elements are absent or present only in very minor amounts.
For this reason, a default standard option is included. The option uses intensities previously obtained from metals or simple oxides which have been stored as a fraction of the total spectral intensity in the calibration standard.
This approach provides automatic compensation for changes in the operating conditions -a different choice of beam current or counting time. Default standard intensities are accepted by the program as if they had actually been measured during the run.
The default option is taken automatically for elements for which no standard has been run at the time of analysis or for which no standard number has been specified in the input.
It has been found to be completely satisfactory for minor elements and often to give quite acceptable values for major elements. Thus, depending on the accuracy required, it may be possible to carry out large numbers of analyses without direct reference to working standards. The facility also provides the advantage that when an element is present unexpectedly, its concentration will automatically be measured, even though no standard has been provided.
In its current form, EDATA has been designed for use with a large time-sharing computer.
The MCA in the equipment used in this work outputs to a Texas Instruments cassette tape terminal at the rate of 1200 baud. A complete analytical run is recorded on tape and then the tape is processed at the operator's convenience by connecting to the main computer.
At the present time the actual costs per sample vary between about 25 cents and $1.50, depending upon compositional complexity and the priority assigned to the computing job. In its present form, EDATA requires about 92 K words of core storage. Modification of the program to run on a minicomputer appears feasible.
ACCURACY
Typical analyses which may be routinely obtained using this system are seen in Table 2 . For major elements, the accuracy is possibly rather better than that which is normally achieved in wavelength dispersive analysis, because problems of sample inhomogeneity are largely Table 2 : Typical analyses obtained using techniques outlined above. The first column of each pair shows results of energy dispersive analysis; values not underlined were obtained by the default standard option; all oxygen values are calculated by difference from 100%. The second columns show the best available information on composition.
The third column of the ilmenite analysis shows values obtained using the default option for all elements, including majors.
overcome -all elements are determined at exactly the same point, simultaneously, over a relatively short period of time and without the uncertainties which may be introduced by spectrometer resetting, long term carbon contamination, etc.. For minor elements (say, greater than 0.25%), the accuracy is more or less comparable to wavelength dispersive analysis.
At the trace level, the accuracy is unlikely to be able to match that of wavelength dispersive analysis for some while, although, with the correct overlap coefficients, concentrations as low as 500 ppm may be detected in a careful analysis. At present EDATA uses a cutoff of 300 ppm; concentrations less than this are taken as zero. One useful measure of the success of the approach is the extent to which the many elements known to be absent in the well characterised standard materials of Table 2 , show zero concentrations in the reported analyses.
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