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Abstract
There are well known embeddings of GLn (q) in Sp2n (q) and GO
+
2n (q), as well as an
embedding of GLn (q
2) in GU2n (q). These give embeddings of Singer cycles of GLn (q)
and GLn (q
2) in the corresponding classical group, which we call linear Singer cycles. In
this thesis, we classify the overgroups of such a Singer cycle in these groups.
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Chapter 1
Introduction
A Singer cycle of GLn (q) is an element of order q
n− 1. These were shown to exist in [30]
as a result of the fact that the multiplicative group of the field GF (qn) is cyclic. We can
also define Singer cycles in other classical groups as shown in [19]. If a classical group
contains an irreducible cyclic subgroup, we can define a Singer cycle to be the generator
of an irreducible cyclic subgroup of maximum possible order.
The presence of a Singer cycle in a group can tell you something about its structure.
For instance, a result of Kantor [21] says that a subgroup of GLn (q) that contains a Singer
cycle normalizes a subgroup isomorphic to GLn/s (q
s), for some s dividing n. There are
also results by Bereczky [4], Malle et al [27] and Seitz [29] which classify the subgroups
of other classical groups containing a Singer cycle of its corresponding classical group.
Let X be one of Sp2n (q) , GU2n (q) or GO
+
2n (q) and let
u :=
 2, if X = GU2n (q) ,1, otherwise.
There are well known embeddings of GLn (q
u) in X, which give rise to embeddings of
Singer cycles of GLn (q
u) in X, which we call linear Singer cycles as in [8]. In this
thesis, we classify the subgroups of X that contain a linear Singer cycle of X. When
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n = 1, we compute all overgroups of a linear Singer cycle by a straightforward application
of Dickson’s [11] classification of the subgroups of PSL2 (q). When n > 2, we give a
collection of subgroups such that any overgroup of a linear Singer cycle of X is contained
in one of these subgroups. In Chapter 7, we explain how we can determine all overgroups
of a linear Singer cycle of X.
In Chapter 2, we collect some preliminary definitions and results which we shall use
throughout this thesis. This includes background information on Singer cycles, primitive
prime divisors and bilinear and sesquilinear forms. Our main tool in the proof of the main
theorems is a theorem of Aschbacher [2]. This states that a subgroup of a classical group
either lies in one of eight geometrically defined classes or lies in a collection of subgroups
which are almost simple modulo scalars. In this chapter, we also present a version of
this theorem for Sp2n (q) , GU2n (q) and GO
+
2n (q) and give the structure of the maximal
members of the geometric classes.
In Chapter 3, we give the precise embeddings of GLn (q
u) in X and use this to define
the linear Singer cycles of X. We then give the actions of these on the underlying vector
space and give some properties of these actions. The highlight of this chapter is the
computation of all invariant subspaces of a linear Singer cycle. In most cases, the only
proper non-trivial invariant subspaces are the subspaces W1 and W2, which we will define
in this chapter. However when n and q are small, there are some other exceptional
invariant subspaces. We conclude this chapter by applying our classification of invariant
subspaces to the computation of the centralizer and normalizer of a linear Singer cycle in
X.
In Chapter 4, we give the main theorems of this thesis. These can be stated as follows.
Theorem 1.0.1 Let G 6 Sp2n (q) with n > 4 and suppose that G contains a linear Singer
cycle of Sp2n (q). Then G is contained in one of the following:
1. StabSp2n(q) (W1) or StabSp2n(q) (W2). Both groups have the structure q
n(n+1)/2 : GLn (q);
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2. GLn (q) .2, with q odd;
3. Sp2n/s (q
s) .s, where s is a prime dividing n;
4. GUn (q) .2, with n even and q odd; or
5. GO+2n (q), with q even.
Theorem 1.0.2 Let G 6 GU2n (q) with n > 3 and suppose that G contains a linear
Singer cycle of GU2n (q). Then G is contained in one of the following:
1. StabGU2n(q) (W1) or StabGU2n(q) (W2). Both groups have the structure q
n2 : GLn (q
2);
2. GLn (q
2) .2; or
3. GU2n/s (q
s) .s, where s is an odd prime.
Theorem 1.0.3 Let n > 5 and let G be a subgroup of GO+2n (q) not containing Ω+2n (q)
and suppose that G contains a linear Singer cycle of GO+2n (q). Then G is contained in
one of the following:
1. StabGO+2n(q) (W1) or StabGO
+
2n(q)
(W2). Both groups have the structure q
n(n−1)/2 :
GLn (q);
2. GLn (q) .2;
3. GO+2n/s (q
s) .s, where s is a prime dividing n; or
4. GUn (q) .2, with n even.
In lower dimensions, the same properties hold. However, there are also some excep-
tional examples that occur when q is small. For example, when X = Sp4 (3), the linear
Singer cycle is contained in a Sylow 2-subgroup of a group isomorphic to 21+4− .Ω
−
4 (2). In
this chapter, we also deal with the case when n = 1. As the subgroup lists for GO+2n (q)
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in [24, §4] and [36, Theorem 3.12] only apply when n > 3, we also deal with the case when
X = GO+4 (q). Since PΩ
+
4 (q)
∼= PSL2 (q) × PSL2 (q), we apply a result on the maximal
subgroups of direct products of simple groups in this case.
In Chapter 5, we begin the proof of the main theorems by considering the geometric
classes of Aschbacher’s Theorem. It is in these classes that the main examples of over-
groups occur. We mainly use primitive prime divisors and bounds on the element orders
of classical groups to deal with these examples.
Chapter 6 consists of the second half of the proof of the main theorems. Here we deal
with the collection of groups, G that satisfy
S 6 G/ (G ∩ Z (X)) 6 Aut (S) ,
where S is a non-abelian simple group. We therefore apply the classification of finite
simple groups, which states that a non-abelian simple group is either a sporadic group, a
simple group of Lie-type or an alternating group on at least 5 letters. We therefore break
this chapter into four parts. First we assume that S is one of the 26 sporadic simple
groups. These cases can be dealt with by by considering the maximum element orders
and the minimum projective representation degrees of such groups. We then assume S is
an alternating group, where we use primitive prime divisors and a theorem of Feit [13].
Finally, we apply a similar method to [15, Proposition 7.2, Proposition 8.1] to the case
when S is a simple group of Lie-type. Since, we use bounds on the minimum projective
representation degrees of such groups, we distinguish between the cases when the Lie-
type group is defined over a field of characteristic dividing q and when the characteristic
is coprime to q.
Throughout this thesis, q is a power of a prime p, all groups are finite and all vector
spaces are finite dimensional. We use Atlas [9] notation for groups and group extensions.
4
Chapter 2
Preliminaries
In this chapter, we give some preliminary definitions and results which we will use through-
out this thesis.
2.1 Singer cycles
Definition 2.1.1 A Singer cycle of GLn (q) is an element of order q
n − 1. We call the
subgroup generated by a Singer cycle a Singer subgroup.
Lemma 2.1.2 If q is a power of a prime, then GLn (q) contains Singer cycles for all n
and q.
Proof. Let V be the underlying vector space of GLn (q) and let λ be a generator for the
multiplicative group of the finite field GF (qn). Then identifying V with GF (qn), we see
that left multiplication by λ determines a bijective linear map from V to itself and this
map has order qn − 1. 
When we refer to a Singer cycle of GLn (q), we will refer to the Singer cycle given in
Lemma 2.1.2. That is, the map aλ : V → V defined by
vaλ = λv,
5
where λ is a generator of GF (qn)×. The next result says we can do this.
Proposition 2.1.3 [18, p.187] All Singer subgroups of GLn (q) are conjugate.
A useful property of Singer subgroups of GLn (q) is that they act regularly on non-zero
vectors of the underlying vector space V . To see this, we identify V \ {0} with GF (qn)×
and then, given x, y ∈ V \ {0}, we see that xax−1y = y and xaλ = x if and only if λ = 1.
Also if A is a Singer subgroup of GLn (q) and W is a non-zero A-invariant subspace
of V , then for any v ∈ W\ {o}, the vectors
0, λv, λ2v, . . . , λq
n−1v
lie in W . Since the Singer cycle acts regularly on V \ {0}, these vectors are all distinct
and so
qn 6 |W | 6 |V | = qn
and W = V . This says that A acts irreducibly on V .
It can also be shown that Singer cycles in GLn (q) are the elements of maximal order
in GLn (q), see for example [28, Proposition 3.27].
Singer cycles are useful as they can determine the structure of a group, as shown by
a theorem of Kantor.
Theorem 2.1.4 [21] If G 6 GLn (q) contains a Singer cycle, then GLn/s (qs) E G, for
some s dividing n.
The subgroups GLn/s (q
s) arise as follows: if V ′ is an n/s-dimensional vector space
over GF (qs), then we can view V ′ as an n-dimensional vector space, V over GF (q). When
we do this, an invertible GF (qs)-linear transformation of V ′ can be viewed as an invertible
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GF (q)-linear transformation of V . Therefore, we get the following embedding:
GLn/s (q
s) ∼= GL (V ′) 6 GL (V ) ∼= GLn (q) .
Note that these subgroups do indeed contain Singer cycles since the Singer cycle of
GLn/s (q
s) has order (qs)n/s − 1 = qn − 1, and is contained in GLn (q). Since all cyclic
subgroups of order qn − 1 in GLn (q) are conjugate, the Singer subgroup of GLn (q) is
contained in a conjugate of GLn/s (q
s).
Moreover, if we take s = n, then we get the subgroup GL1 (q
n) of GLn (q), which we
can view as the Singer subgroup.
It is useful to know the structure of the centralizer and normalizer of a Singer subgroup
in GLn (q). A result of Huppert gives this.
Lemma 2.1.5 [18, p.187] If A is the Singer subgroup of GLn (q), then CGLn(q) (A) = A
and NGLn(q) (A) /A is cyclic of order n.
We will explicitly construct the normalizer of the Singer subgroup of GLn (q). But to
do this, we will need to discuss semilinear transformations.
Let F be a field and E a subfield. If V is an F -vector space, then a semilinear
transformation of V is function γ : V −→ V that satisfies for all λ ∈ F and v, w ∈ V ,
(v + w) γ = vγ + wγ
(λv) γ = λσvγ,
where σ is a field automorphism of F lying in Gal (F/E), called the companion auto-
morphism of γ. The group of invertible semilinear transformations of an n-dimensional
F -vector space with companion automorphisms lying in Gal (F/E) is denoted ΓLn (F/E)
and is called the general semilinear group. If F and E are finite fields of sizes x and y,
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respectively, then we write ΓLn (x/y) for ΓLn (F/E) and Gal (x/y) for Gal (F/E). Also,
if E is the prime subfield of F , then we just write ΓLn (F ), instead of ΓLn (F/E).
Now there is a surjective group homomorphism from ΓLn (F/E) to Gal (F/E), sending
an element to its companion automorphism. This has kernel GLn (F ) and so
ΓLn (F/E) /GLn (F ) ∼= Gal (F/E) .
Moreover, we can view Gal (F/E) as a subgroup of ΓLn (F/E) by identifying it with
{Iσ : σ ∈ Gal (F/E)}, and it can be shown that
ΓLn (F/E) ∼= GLn (F ) : Gal (F/E) .
We are now in a position to describe the normalizer of the Singer subgroup of GLn (q).
Proposition 2.1.6 If A is the Singer subgroup of GLn (q), then NGLn(q) (A) = ΓL1 (q
n/q).
Proof. We first show that ΓL1 (q
n/q) is a subgroup of GLn (q). Define the map sending
γ ∈ ΓL1 (qn/q) to itself. We can view γ as a GF (q)-semilinear transformation of an n-
dimensional vector space. But, letting σ ∈ Gal (qn/q) be the companion automorphism
of γ, we have for all λ ∈ GF (q) and v, w ∈ V :
(v + λw) γ = vγ + λσwγ = vγ + λwγ,
so in fact the image of γ is GF (q)-linear, so lies in GLn (q). The map is clearly an injective
group homomorphism, so ΓL1 (q
n/q) is isomorphic to a subgroup of GLn (q).
Now, we know that GL1 (q
n)E ΓL1 (qn/q) and ΓL1 (qn/q) 6 GLn (q) so ΓL1 (qn/q) 6
NGLn(q) (A). But by Lemma 2.1.5, we have
|ΓL1 (qn/q)| / |GL1 (qn)| = n =
∣∣NGLn(q) (A)∣∣ / |A| ,
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so NGLn(q) (A) = ΓL1 (q
n/q). 
From [19], we can also define Singer subgroups in other classical groups. They are
defined as irreducible cyclic subgroups of maximal possible orders and are the intersection
of the classical groups with the Singer subgroup of GLn (q).
The following theorem of Bereczky gives conditions on a maximal overgroup of a Singer
subgroup of one of these classical groups. Here d is odd, when X = GUd (q) or SUd (q) and
d is odd, when X = Spd (q) , GO
−
d (q) , SO
−
d (q) or Ω
−
d (q). The odd-dimensional unitary
groups and the plus type orthogonal groups are not dealt with as these classical groups
do not contain irreducible cyclic subgroups.
Theorem 2.1.7 (Bereczky) [4] Let X be one of SLd (q) , GUd (q) , SUd (q) , Spd (q) ,
GO−d (q) , SO
−
d (q) or Ω
−
d (q), where d > 2. Also let H < X be a maximal overgroup
of a Singer subgroup of X. Then one of the following holds:
1. H is an extension field type subgroup of X;
2. X = SLd (q) and (d, q) = (2, 2) , (2, 5) , (2, 7) , (2, 9) or (3, 4);
3. X = GUd (q) and (d, q) = (3, 2) , (3, 3) or (5, 2);
4. X = SUd (q) and (d, q) = (3, 2) , (3, 3) , (3, 5) or (5, 2);
5. X = Spd (q) with q even and Ω
−
d (q) < H;
6. X = Spd (q) and (d, q) = (2, 2) , (2, 5) , (2, 7) , (2, 9) , (4, 3) or (8, 2);
7. X = GO−d (q) with q odd and H = SO
−
d (q);
8. X = GO−d (q) = SO
−
d (q) with q even and H = Ω
−
d (q);
9. X = GO−d (q) and (d, q) = (4, 3) or (6, 2);
10. X = SO−d (q) or Ω
−
d (q) and (d, q) = (4, 3) , (6, 2) or (6, 3).
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It can also be shown that each Singer subgroup contains the centre of the corresponding
classical group, so we can view the Singer subgroups modulo the centre as Singer subgroups
of the corresponding projective group.
2.2 Primitive prime divisors and bounds on the ele-
ment order
A useful tool we will use in the proof of the main theorem is the notion of a primitive
prime divisor.
Definition 2.2.1 If a and m are positive integers greater than 1, then a prime r dividing
am− 1 is said to be a primitive prime divisor of am− 1 if it does not divide ai− 1 for any
i with 1 6 i < m.
The following theorem gives a criterion for the existence of a primitive prime divisor.
Theorem 2.2.2 (Zsigmondy) [37] If a and m are positive integers greater than 1, then
primitive prime divisors of am − 1 exist, unless (a,m) = (2, 6) or m = 2 and a + 1 is a
power of 2.
Remarks 2.2.3 1. If r is a primitive prime divisor of am − 1, then a has order m
modulo r. By Fermat’s Little Theorem, we also have ar−1 ≡ 1 (mod r), which
means r − 1 = xm > m for some x ∈ N. If m > 2, this means that r is odd.
2. If r divides asm+t − 1, with 0 6 t < m, then r divides
(
asm+t − 1)− (asm − 1) = asm (at − 1) .
Since am − 1 and a are coprime, r must divide qt − 1, which forces t = 0. Hence, if
r is a primitive prime divisor of ak − 1, then m divides k.
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If a given group contained a Singer cycle, then its order would have to be divisible by
a primitive prime divisor of qn− 1, if one exists. We will use this fact to rule out many of
the possibilities for overgroups in the proof of the main theorems. When we assume that
a primitive prime divisor of qn − 1 does not exist, we will often assume either n = 2 or
(n, q) = (6, 2).
At one point in Chapter 6, we will use the notion of a large primitive prime divisor.
Definition 2.2.4 If a and m are positive integers greater than 1, then a primitive prime
divisor r of am − 1 is called large if either r > m + 1 or r2 divides am − 1. A primitive
prime divisor is called small if it is not large.
The following gives the conditions on a and m for which a large primitive prime divisor
of am − 1 exists.
Theorem 2.2.5 [13] If a and m are integers greater than 1, then there exists a large
primitive prime divisor of am − 1 except in the following cases.
i) m = 2 and a = 2s3t − 1, for some natural number s, and t = 0 or 1.
ii) a = 2 and m = 4, 6, 10, 12 or 18.
iii) a = 3 and m = 4 or 6.
iv) (a,m) = (5, 6).
In addition to primitive prime divisors, we shall frequently make use of bounds on the
maximum element orders of classical groups. These are particularly useful in Chapter 6,
where a Singer cycle is contained in the automorphism group of a simple group of Lie-
type. We shall also make use of magma [5] and the atlas [9] for the maximum element
orders of other simple groups.
Theorem 2.2.6 [14, Theorem 2.6] The maximum element orders of the automorphism
groups of the the classical simple groups are shown in Table 2.1.
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Simple Group T Maximum element order Remarks
in Aut (T )
PSLn (q) (q
n − 1) / (q − 1) (n, q) 6= (2, 4) , (3, 2)
6 (n, q) = (2, 4)
8 (n, q) = (3, 2)
PSp2n (q) 6 qn+1/ (q − 1) (n, q) 6= (2, 2)
Sp4 (2) 10 (n, q) = (2, 2)
PSUn (q) q
n−1 − 1 n odd, q > p and (n, q) 6= (3, 4)
16 (n, q) = (3, 4)
(pn−2 + 1) q n odd, q = p and (n, q) 6= (5, 2)
24 (n, q) = (5, 2)
qn−1 + 1 n even and q > 2
4 (2n−3 + 1) n even and q = 2
PΩ2n+1 (q) 6 qn+1/ (q − 1)
PΩ+2n (q) 6 qn+1/ (q − 1)
PΩ−2n (q) 6 qn+1/ (q − 1)
Table 2.1: Maximum element order in automorphism groups of classical simple groups
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2.3 Bilinear and sesquilinear forms
Here, we collect information on bilinear and sesquilinear forms on vector spaces which we
shall use in Chapter 3. More information can be found in [3, §7] and [24, §2.1].
A bilinear form on a vector space V over a field F is a function f : V × V → F that
satisfies
f (λu+ µv, w) = λf (u,w) + µf (v, w)
and
f (u, λv + µw) = λf (u, v) + µf (u,w) ,
for all u, v, w ∈ V and λ, µ ∈ F . It is symmetric if f (u, v) = f (v, u) , for all u, v ∈ F ;
skew-symmetric if f (u, v) = −f (v, u) , for all u, v ∈ F ; and alternating if f (v, v) = 0 for
all v ∈ F .
Note that if f is alternating, then it is skew symmetric. Conversely, if F has odd char-
acteristic and if f is skew symmetric, then f is alternating. However if F has characteristic
two, then f can be skew symmetric but not alternating.
A conjugate symmetric sesquilinear form on V over a field F that has an automorphism
σ of order 2, is a function f : V × V → F that satisfies
f (λu+ µv, w) = λf (u,w) + µf (v, w)
and f (u, v) = f (v, u)σ , for all u, v, w ∈ V and λ, µ ∈ F .
If X ⊆ V , then define the subspace
X⊥ = {v ∈ V : f (x, v) = 0, for all x ∈ X} .
The set V ⊥ is called the radical of f and is denoted Rad (f). We say that f is non-
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degenerate if Rad (f) = {0}.
A non-degenerate, skew symmetric, alternating bilinear form is called a symplectic
form. A non-degenerate conjugate symmetric sesquilinear form is called a unitary form.
A non-degenerate symmetric bilinear form that is alternating in characteristic 2 is called
an orthogonal form.
A vector v ∈ V is called isotropic if f (v, v) = 0. A subspace W of V is called totally
isotropic if f restricted to W is zero. We say that W is non-degenerate if f restricted to
W is non-degenerate.
A quadratic form on V over F is a function Q : V → F such that Q (λv) = λ2Q (v)
for all v ∈ V, λ ∈ F and the function fQ : V × V → F defined by
fQ (u, v) = Q (u+ v)−Q (u)−Q (v)
is a symmetric bilinear form. A quadratic formQ is non-degenerate if fQ is non-degenerate.
A vector space together with a symplectic form is called a symplectic space. A vector
space together with a unitary form is called a unitary space. A vector space together with
a quadratic form and an associated bilinear form is called an orthogonal space.
If V is an orthogonal space, a vector v ∈ V is called singular if v is isotropic and
Q (v) = 0. If v is a singular vector, then it is also isotropic. Conversely, if F has odd
characteristic and v is isotropic, then v is singular. But if F has characteristic two, then
every vector is isotropic, but not all vectors are singular.
A subspace W of V is called totally singular if W is totally isotropic and every vector
of W is singular. The Witt index of V is the maximum dimension of a totally singular
subspace.
If V is a symplectic, unitary or orthogonal space with form f , then an isometry g
of V is an invertible linear transformation of V that satisfies f (ug, vg) = f (u, v) for all
14
u, v ∈ V .
The group of isometries of a 2n-dimensional symplectic space over GF (q) is called the
symplectic group and is denoted Sp2n (q). The group of isometries of an n-dimensional
unitary space over GF (q2) is called the general unitary group, denoted by GUn (q). If n
is odd then the group of isometries of an n-dimensional orthogonal space is denoted by
GOn (q). If n is even, then the group of isometries of an n-dimensional orthogonal space
with Witt index n/2− 1 is denoted by GO−n (q) and we say the quadratic form has minus
type. The group of isometries of an n-dimensional orthogonal space with Witt index n/2
is denoted by GO+n (q) and we say the quadratic form has plus type. These groups are
called the orthogonal groups.
In this thesis, we shall be concerned with the groups Sp2n (q) , GU2n (q) and GO
+
2n (q).
We shall need the following fact to define linear Singer cycles of these groups.
Proposition 2.3.1 1. [24, Proposition 2.4.1] Let V be a 2n-dimensional symplectic
vector space with symplectic form fS. Then there is a basis v1, . . . , vn, w1, . . . wn of
V such that for all i, j, we have fS (vi, vj) = fS (wi, wj) = 0 and fS (vi, wj) = δij.
2. [24, Proposition 2.3.2] Let V be a 2n-dimensional unitary vector space with unitary
form fU . Then there is a basis v1, . . . , vn, w1, . . . wn of V such that for all i, j, we
have fU (vi, vj) = fU (wi, wj) = 0 and fU (vi, wj) = δij.
3. [24, Proposition 2.5.3] Let V be a 2n-dimensional orthogonal vector space with
quadratic form Q of plus type. Also, let fQ be the symmetric bilinear form as-
sociated to Q. Then there is a basis v1, . . . , vn, w1, . . . wn of V such that for all i, j,
we have Q (vi) = Q (wi) = 0 and fQ (vi, wj) = δij.
We end this section with an important result on isometries of subspaces.
Lemma 2.3.2 (Witts Lemma) Let V be a symplectic, unitary or orthogonal space and
U a subspace. If g : U → U is an isometry, then we can extend g to an isometry of V .
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2.4 Maximal subgroups and Aschbacher’s theorem
We require some results on subgroups of Sp2n (q) , GU2n (q) and GO
+
2n (q) in our analysis.
When we deal with Sp2 (q) and GU2 (q) , we will use a theorem of Dickson [11, §12] which
gives the maximal subgroups of PSL2 (q). We have taken the result from [23, Corollary
2.2] and [31, Theorem 6.25].
Theorem 2.4.1 Let q > 4 and d = gcd (2, q − 1). If M is a maximal subgroup of
PSL2 (q), then M is one of the following:
1. D2(q−1)/d, where q > 13 when q is odd;
2. D2(q+1)/d, where q 6= 7 or 9 when q is odd;
3. The semi-direct product of an elementary abelian group of order q with a cyclic group
of order (q − 1) /d;
4. PSL2 (q0), where q = q
m
0 and m is prime, m 6= 2 when q is odd;
5. PGL2 (q0), where q0 is odd and q = q
2
0;
6. A4, where q is a prime with q ≡ ±3 mod 8;
7. S4, where q ≡ ±1 mod 8 and either q is prime or q = p2 and 3 < p ≡ ±3 mod 8;
8. A5, where q ≡ ±1 mod 10 and either q is prime or q = p2 and p ≡ ±3 mod 10.
As a corollary, we can obtain the maximal subgroups of PGL2 (q).
Corollary 2.4.2 [23, Corollary 2.3] If q > 4 and M is a maximal subgroup of PGL2 (q),
then M is one of the following:
1. D2(q−1), for q 6= 5;
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2. D2(q+1);
3. The semi-direct product of an elementary abelian group of order q with a cyclic group
of order (q − 1);
4. PSL2 (q), when q is odd;
5. PGL2 (q0), where q = q
m
0 and m is prime;
6. S4, where q is a prime with q ≡ ±3 mod 8.
For the majority of this thesis, we shall use a result of Aschbacher. This states that
a subgroup of a given classical group either lies in one of eight geometrically defined
classes or lies in a collection S of subgroups which are almost simple modulo scalars. We
state a version of this theorem for the group X, where X is one of Sp2n (q) , GU2n (q) or
GO+2n (q). Before we do this, we collect some definitions needed to define S and give a
brief description of the geometric classes.
The socle of a group is the product of its minimal normal subgroups. A group G
is perfect if G = G′. A central extension of a group G is a group H together with a
surjective homomorphism pi : H → G such that Ker (pi) 6 Z (H). A central extension
which is perfect is called a covering group. All covering groups of a perfect group are
finite and every perfect group G has a unique covering group of maximal possible order,
called the full covering group of G.
Let G be a group and V be an irreducible G-module over a field F . If E is an extension
field of F , then we can form the tensor product V ⊗E, which is a G-module over E. We
say that V is absolutely irreducible if V ⊗E is irreducible for all extension fields E of F .
We can now define the collection S.
Definition 2.4.3 Let X be one of Sp2n (q) , GU2n (q) or GO
+
2n (q), with n > 3 when
X = GO+2n (q) and n > 2 otherwise. Let X0 be one of Sp2n (q) , SU2n (q) or Ω+2n (q),
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when X is Sp2n (q) , GU2n (q) or GO
+
2n (q), respectively. Also, let V be the vector space
associated to X and
u =
 2, if X = GU2n (q) ,1, otherwise.
A subgroup G of X not containing X0 lies in S if and only if the following hold:
a) The socle of G is a non-abelian simple group, S, so that
S 6 G/ (G ∩ Z (X)) 6 Aut (S) .
b) If L is the full covering group of S and ρ : L → GL2n (qu) is a representation of L
corresponding to G, in the sense that ρ (L) 6 G and
ρ (L) / (ρ (L) ∩ Z (X)) ∼= S,
then ρ (L) is absolutely irreducible.
c) ρ (L) cannot be realized over a proper subfield of GF (qu).
d) If ρ (L) preserves a non-degenerate quadratic form on V , then X0 = Ω
+
2n (q).
e) If ρ (L) preserves a non-degenerate symplectic form but no non-degenerate quadratic
form on V , then X0 = Sp2n (q).
f) If ρ (L) preserves a non-degenerate unitary form on V , then X0 = SU2n (q).
We now give a brief description of the geometrically defined classes, C1, . . . , C8 appear-
ing in Aschbacher’s Theorem. The members of class C1 stabilize subspaces of V . These
subspaces are either totally singular or non-degenerate. These groups are also referred to
as reducible.
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The class C2 contains the stabilizers of direct sum decompositions V =
⊕t
i=1 Vi, where
dim (Vi) = dim (Vj) for all i and j. These decompositions consist of either totally singular
or non-degenerate subspaces of V . These groups are also referred to as imprimitive.
Class C3 is the class of extension field type subgroups. If u is as in Definition 2.4.3,
then these subgroups preserve an extension field of GF (qu) of prime index.
The class C4 contains the stabilizers of tensor product decompositions of the form
V = V1 ⊗ V2, where dim (V1) 6= dim (V2).
Class C5 is the class of subfield subgroups. As opposed to C3, these preserve a subfield
of GF (qu) of prime index.
Now, if r is a prime, then a group of symplectic-type is an r-group that satisfies
Φ (R) = Z (R) = R′ = r
and every characteristic abelian subgroup of R is cyclic. Class C6 contains the normalizers
of symplectic type r-groups lying in absolutely irreducible representations.
Class C7 contains the stabilizers of tensor product decompositions of the form V =⊗t
i=1 Vi, where dim (Vi) = dim (Vj) for all i and j. These groups are also referred to as
tensor induced.
Finally, the class C8 contains classical subgroups. In our situation, these only occur
when q is even and X = Sp2n (q) and consist of the orthogonal groups GO
±
2n (q).
We are now in a position to state Aschbacher’s Theorem for Sp2n (q) , GU2n (q) and
GO+2n (q).
Theorem 2.4.4 (Aschbacher) [2] Let X be one of Sp2n (q) , GU2n (q) or GO
+
2n (q), with
n > 3 when X = GO+2n (q) and n > 2 otherwise. Let X0 be one of Sp2n (q) , SU2n (q) or
Ω+2n (q), when X is Sp2n (q) , GU2n (q) or GO
+
2n (q), respectively. If G is a subgroup of X
not containing X0, then either G is contained in a member of C1, . . . , C8 or G lies in S.
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Class Maximal member of class Conditions
C1 qk(4n−3k) :
(
GLk (q
2)×GU2(n−k) (q)
)
1 6 k 6 n
GUk (q)×GU2n−k (q) 1 6 k < 2n
C2 GLn (q2) .2
GUk (q) o Sm 2n = km
C3 GU2n/s (qs) .s s an odd prime
C4 GUk (q) ◦GUm (q) 2n = km
C5 Cq+1.PGU2n (q0) qm0 = q, m an odd prime
Cq+1 ◦GO±2n (q) q odd
Cq+1 ◦ Sp2n (q)
C6 Cq+1 ◦ 21+2m.Sp2m (2) 2n = 2m, q ≡ 3 mod 4
C7 Cq+1. (PGUk (q) o Sm) 2n = km, k > 3
Table 2.2: Maximal members of the geometric classes in GU2n (q).
In Tables 2.2, 2.3 and 2.4, we give the maximal members of the classes C1, . . . , C8 in
Sp2n (q) , GU2n (q) and GO
+
2n (q), which we have taken from [6, §2.2], [24, §4] and [36,
Theorems 3.7, 3.8, 3.9 and 3.12]. Note that in these tables, the notation G1
2
denotes a
subgroup of index 2 in G, whereas the notation ε = ◦ in class C4 of Table 2.3 means m is
odd and we write GOm (q) instead of GO
◦
m (q). We also do not write the ± signs in the
subgroups Cq+1 ◦ 21+2m.Sp2m (2) in class C6 of Table 2.2, as
Cq+1 ◦ 21+2m+ ∼= Cq+1 ◦ 21+2m− .
If G is a subgroup of Sp2n (q) , GU2n (q) and GO
+
2n (q), lying in C1, . . . , C8, then G is
contained in one of the groups in these tables. We will use these in Chapter 5 when we
consider which of these contain a linear Singer cycle.
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Class Maximal member of class Conditions
C1 qk(2n+
1−3k
2 ) :
(
GLk (q)× Sp2(n−k) (q)
)
1 6 k 6 n
Sp2k (q)× Sp2(n−k) (q) 1 6 k < n
C2 GLn (q) .2 q odd
Sp2k (q) o Sm n = km
C3 Sp2n/s (qs) .s s prime, 2n/s even
GUn (q) .2 q odd
C4 (Sp2k (q) ◦GOεm (q)) . gcd (m, 2) n = km, q odd,
m > 3, ε ∈ {◦,−,+}
C5 Sp2n (q0) . gcd (2, q − 1,m) qm0 = q, m prime
C6 21+2m− .Ω−2m (2) n = 2m−1, q = p > 3,
p ≡ ±3 (mod 8)
21+2m− .GO
−
2m (2) n = 2
m−1, q = p > 3,
p ≡ ±1 (mod 8)
C7 2. (PSp2k (q) .2 o Sm) 12 2n = (2k)m , qm odd,
(k, q) 6= (2, 3)
C8 GO±2n (q) q even
Table 2.3: Maximal members of the geometric classes in Sp2n (q).
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Class Maximal member in class Conditions
C1 qk(2n−
1+3k
2 ) :
(
GLk (q)×GO+2(n−k) (q)
)
1 6 k 6 n, k 6= n− 1
GOε2k (q)×GOε2(n−k) (q) 1 6 m < n
GO2k+1 (q)×GO2m+1 (q) q odd, k +m+ 1 = n, either k < m
or k = m and q ≡ 3 mod 4
Sp2n−2 (q) q even
C2 GLn (q) .2
GO+2k (q) o Sm n = km
GO−2k (q) o Sm n = km, m even
GOk (q) o Sm 2n = km, kq odd,
n even or q ≡ 1 mod 4
C3 GO+2n/s (qs) .s s prime, 2n/s even
GUn (q) .2 n even
GOn (q
2) .2 nq odd
C4 (Sp2k (q) ◦ Sp2m (q)) . gcd (2, q − 1) n = 2km
GO+2k (q)× SOm (q) n = km, mq odd
(GOε12k (q) ◦GOε22m (q)) .2 n = 2km, q odd, m > 2
C5 GO+2n (q0) qm0 = q, m prime
GO−2n (q0) q
2
0 = q
C6 21+2m+ .Ω+2m (2) n = 2m−1, q prime,
q ≡ ±3 (mod 8)
21+2m+ .GO
+
2m (2) n = 2
m−1, q prime,
q ≡ ±1 (mod 8)
C7 2. (PSp2k (q) .2 o Sm) 12 2n = (2k)m , qm even
2.
(
PGO±2k (q) .2 o Sm
)
1
2
2n = (2k)m , q odd,
Table 2.4: Maximal members of the geometric classes in GO+2n (q).
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Chapter 3
Linear Singer cycles
Let X be one of Sp2n (q) , GU2n (q) or GO
+
2n (q). In this chapter we define the linear Singer
cycles of X, which are the subject of this thesis and determine how they act on the vector
space, V associated to X.
3.1 Constructions
Throughout the rest of thesis, let
u =
 2, if X = GU2n (q) ,1, otherwise.
The following theorem shows that we can embed GLn (q
u) in X. We follow the exposition
in Huppert [18, §II. Satz 9.24] for the embedding of GLn (q) in Sp2n (q) and apply the
argument to the unitary and orthogonal cases. Although the methods for each case are
similar, we present each case individually to emphasize the precise embedding in each
case.
Theorem 3.1.1 1. There is an embedding of GLn (q) in Sp2n (q). Moreover, if g ∈
GLn (q) and if g˜ is the matrix representing g with respect to some basis, then there
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is a basis of V such that g maps to the block matrix
 g˜ 0
0 g˜−T
 .
2. There is an embedding of GLn (q
2) in GU2n (q). Moreover, if g ∈ GLn (q) and if g˜
is the matrix representing g with respect to some basis, then there is a basis of V
such that g maps to the block matrix
 g˜ 0
0 g˜−Tq
 .
3. There is an embedding of GLn (q) in GO
+
2n (q). Moreover, if g ∈ GLn (q) and if g˜ is
the matrix representing g with respect to some basis, then there is a basis of V such
that g maps to the block matrix
 g˜ 0
0 g˜−T
 .
Proof. 1. Let V be a 2n-dimensional symplectic vector space over GF (q) with sym-
plectic form fS. By Proposition 2.3.1, V has a basis, v1, . . . , vn, w1, . . . , wn such that
fS (vi, vj) = fS (wi, wj) = 0 and fS (vi, wi) = δij. Let g be a non-singular linear map
on 〈v1, . . . , vn〉 with vig =
∑n
k=1 gikvk. Witt’s Lemma says we can extend g to an
isometry of V by setting wjh =
∑n
l=1 hjlwl. For this, we need,
δij = fS (vi, wj) = fS (vig, wjh) = fS
(
n∑
k=1
gikvk,
n∑
l=1
hjlwl
)
=
n∑
k=1
n∑
l=1
gikhjlfS (vk, wl) =
n∑
k=1
gikhjk.
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From this, we can conclude that h = g−T . Therefore the map τ given by
gτ =
 g˜ 0
0 g˜−T

is an isomorphism of GLn (q) in Sp2n (q) .
2. Let V be a 2n-dimensional unitary vector space over GF (q2) with unitary form fU .
By Proposition 2.3.1, V has a basis v1, . . . , vn, w1, . . . , wn, such that fU (vi, vj) =
fU (wi, wj) = 0 and fU (vi, wj) = δij. Let g be an invertible linear map on 〈v1, . . . , vn〉
with vig =
∑n
k=1 gikvk. As before, we can use Witt’s Lemma to extend g to an
isometry of V by setting wjh =
∑n
l=1 hjlwl. This time, letting σ : x 7→ xq denote
the field automorphism of GF (q2) of order 2, we require
δij = fU (vi, wj) = fU (vig, wjh) = fU
(
n∑
k=1
gikvk,
n∑
l=1
hjlwl
)
=
n∑
k=1
n∑
l=1
gikh
σ
jlfU (vk, wl) =
n∑
k=l
gikh
q
jk.
We conclude that h = g−Tq. Therefore the map τ given by
gτ =
 g˜ 0
0 g˜−Tq
 ,
is an isomorphism of GLn (q
2) in GU2n (q).
3. Now let V be a 2n-dimensional orthogonal vector space over GF (q) and let Q be the
quadratic form on V with Witt index n and let fQ be its associated bilinear form.
Since our quadratic form has Witt index n, there is a basis v1, . . . , vn, w1, . . . , wn of
V such that Q (vi) = Q (wi) = 0 and fQ (vi, wj) = δij by Proposition 2.3.1. We now
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argue exactly as in the first case. Let g be a non-singular linear map on 〈v1, . . . , vn〉
with vig =
∑n
k=1 gikvk. Again by Witt’s Lemma, we can extend g to an isometry of
V by setting wjh =
∑n
l=1 hjlwl. As before, we require,
δij = fQ (vi, wj) = fQ (vig, wjh) = fQ
(
n∑
k=1
gikvk,
n∑
l=1
hjlwl
)
=
n∑
k=1
n∑
l=1
gikhjlfQ (vk, wl) =
n∑
k=1
gikhjk.
From this,we can conclude that h = g−T . Therefore the map τ given by
gτ =
 g˜ 0
0 g˜−T

is an isomorphism of GLn (q) in GO
+
2n (q) . 
Note that the centre of X is contained in these copies of GLn (q
u). Furthermore, these
embeddings motivate the following definition.
Definition 3.1.2 Let a be the matrix of a Singer cycle of GLn (q
u). Then from the above
result, we can find a basis of V such that a embeds in X as
 a 0
0 a−Tα
 ,
where
α :=
 q, if X = GU2n (q) ,1, otherwise .
We will refer to the Singer cycle of GLn (q
u) inside X as a linear Singer cycle of X. We
also call the subgroup generated by a linear Singer cycle a linear Singer subgroup. We
will frequently denote a linear Singer subgroup by A.
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Let V be the underlying vector space of X. Using the above embeddings, we now define
group actions of GLn (q
u) on V . These can be restricted to the linear Singer subgroups
of X. We also show that these actions preserve the forms on V after Proposition 3.2.8.
Suppose first that X = Sp2n (q) or GO
+
2n (q). Then V is a 2n-dimensional GF (q)-
vector space. We let W = GF (qn), which we consider as a GF (q)-vector space. We then
identify V with W ⊕W ∗, where W ∗ denotes the dual space of W . Define an action of
GLn (q) on V by
(v, θ) · g := (vg, g−1θ) .
This is indeed a group action and if g˜ is the matrix of the action of g on W with respect
to some basis of W , then the matrix of the action of g on V is
 g˜ 0
0 g˜−T

so this action agrees with the above embeddings.
Now assume X = GU2n (q), so V is a 2n-dimensional GF (q
2)-vector space. This time
we let W = GF (q2n), which we consider as a GF (q2)-vector space and σ : x→ xq be the
automorphism of GF (q2) of order two. We then identify V with W ⊕W ∗σ where
W ∗σ := {θσ := θ ◦ σ : θ ∈ W ∗} .
Define an action of GLn (q
2) on V by
(v, θσ) · g := (vg, (g−1θ)σ) .
It is easy to check that this is also a group action. Moreover if g˜ is the matrix of the
action of g on W with respect to some basis of W , then the matrix of the action of g on
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V is  g˜ 0
0 g˜−Tσ
 ,
which also agrees with the above embedding.
It is natural to ask if these actions share any properties with the action of a Singer
cycle of GLn (q
u) on non-zero vectors of the vector space associated to GLn (q
u). We
have seen in Chapter 2 that the action of a Singer cycle on the vector space associated
to GLn (q
u) is transitive on non-zero vectors. However, this is not true for the action of
linear Singer cycles of X on the non-zero vectors of V . For example, if
α =
 σ, if X = GU2n (q) ,1, otherwise,
and θ ∈ W ∗\ {0}, then there is no aλ ∈ A that maps (1, 0) to (0, θα) . However, as we will
show in the following lemma, this action is still semi-regular and the size of each orbit
has length qun − 1. We will use this to explicitly describe these orbits.
Lemma 3.1.3 Suppose that the linear Singer subgroup A of X acts on the non-zero
vectors of V as above. Let
α =
 σ, if X = GU2n (q) ,1, otherwise.
Then for all (v, θα) ∈ V \ {0}, we have StabA (v, θα) = 1 and |OrbA (v, θα)| = qun − 1.
Proof. Suppose that aλ ∈ StabA (v, θα) . Then we have
(v, θα) = (v, θα) · aλ = (vaλ, (aλ−1θ)α) .
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If v 6= 0, then examining the first coordinate, we have
vaλ − v = v (λ− 1) = 0,
and so λ = 1, as required.
Hence, we may assume v = 0 and thus θα 6= 0. Pick x ∈ W\ {0}. Then we have
(xθ)α = ((xaλ−1) θ)
α
⇒ xθ = (xaλ−1) θ
⇒ (x− xaλ−1) θ = 0.
This holds for all θ ∈ W ∗\ {0} , hence
x
(
1− λ−1) = x− xaλ−1 = 0.
Since x 6= 0, we get λ−1 = 1 and so StabA (v, θα) = 1.
Therefore by the Orbit-Stabilizer Theorem, we have
|OrbA (v, θα)| = |A| / |StabA (v, θα)| = |A| = qun − 1,
as required. 
Remark 3.1.4 Identifying W ∗α with {(0, θα) : θα ∈ W ∗α}, a consequence of the above
Lemma is that OrbA (0, θ
α) = W ∗α\ {0}. In particular, if (0, θα) , (0, φα) ∈ W ∗α\ {0},
then there is aλ ∈ A such that
(0, θα) = (0, (aλ−1φ)
α) = (0, φα) aλ.
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We are now in a position to describe the orbits of A.
Proposition 3.1.5 There are qun + 1 distinct orbits of A on V \ {0}. These are the sets
O∞ := {(0, θα) : θα ∈ W ∗α\ {0}}
and for θ ∈ W ∗,
Oθ = {(λ, (aλ−1θ)α) : λ ∈ W\ {0}} .
Proof. Let m be the number of distinct orbits. Since the orbits partition the set of
q2un − 1 vectors of V \ {0} and each orbit has length qun − 1 by Lemma 3.1.3, we have
m (qun − 1) = q2un − 1, which gives m = qun + 1.
Consider the sets O∞ and Oθ.. These are indeed orbits as Oθ is the orbit of (1, θα)
and if (0, θα) , (0, φα) ∈ O∞, then there is aλ ∈ A such that
(0, θα) = (0, (aλ−1φ)
α) = (0, φα) · aλ.
Now if Oθ = Oφ, then (1, θα) ∈ Oφ, so there is a λ ∈ W\ {0} such that (1, θα) =
(λ, (aλ−1φ)
α) . Hence λ = 1 and so θ = φ. Therefore the Oθ and O∞ are all distinct. Since
the Oθ are indexed by the elements of W ∗, these sets are all the qun + 1 distinct orbits.
3.2 Invariant subspaces
In Chapter 2, we saw that Singer subgroups of GLn (q) act irreducibly on the vector space
associated to GLn (q). This obviously is not true for linear Singer subgroups of X as
W1 := {(v, 0) : v ∈ W}
and
W2 := {(0, θα) : θα ∈ W ∗α}
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are A-invariant subspaces of V . It is useful to ask if there are any more invariant subspaces.
To this end, we will compute all the A-invariant subspaces of V . We shall show that except
for some small values of n and q, the subspaces, W1 and W2 are the only proper non-trivial
A-invariant subspaces of V .
Before we state the main theorem in this section, we need to define some subspaces of
V that occur for these small values of n and q.
Definition 3.2.1 1. Let X = Sp4 (2) or GO
+
4 (2), so V is a 4-dimensional GF (2)-
vector space. Then
W = GF (4) =
{
0, 1, ω, ω2
}
,
where ω2 + ω + 1 = 0 and W ∗ = {0, θ1, θω, θω2}, where
(1) θ1 = (ω) θ1 = 1, (1) θω = 0, (ω) θω = 1, (1) θω2 = 1, (ω) θω2 = 0.
Then we define the subspaces U1, Uω and Uω2 of V as follows:
U1 :=
{
(0, 0) , (1, θ1) , (ω, θω) ,
(
ω2, θω2
)}
= 〈(1, θ1) , (ω, θω)〉 ,
Uω :=
{
(0, 0) , (1, θω) , (ω, θω2) ,
(
ω2, θ1
)}
= 〈(1, θω) , (ω, θω2)〉 ,
Uω2 :=
{
(0, 0) , (1, θω2) , (ω, θ1) ,
(
ω2, θω
)}
= 〈(1, θω2) , (ω, θ1)〉 .
2. Let X = GU2 (2), so V is a 2-dimensional GF (4)-vector space. Then W = GF (4)
as defined above and W ∗σ =
{
0, φσ1 , φ
σ
ω, φ
σ
ω2
}
, where
(1)φσ1 = 1, (1)φ
σ
ω = ω
2, (1)φσω2 = ω.
Then we define the subspaces V1, Vω and Vω2 of V as follows:
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V1 :=
{
(0, 0) , (1, φσ1 ) , (ω, φ
σ
ω2) ,
(
ω2, φσω
)}
= 〈(1, φσ1 )〉 ,
Vω :=
{
(0, 0) , (1, φσω) , (ω, φ
σ
1 ) ,
(
ω2, φσω2
)}
= 〈(1, φσω)〉 ,
Vω2 :=
{
(0, 0) , (1, φσω2) , (ω, φ
σ
ω) ,
(
ω2, φσ1
)}
= 〈(1, φσω2)〉 .
3. Let X = Sp2 (3) or GO
+
2 (3), so V is a 2-dimensional GF (3)-vector space. Then
W = GF (3) and W ∗ = {0, ι,−ι}, where (1) ι = 1 and (1) (−ι) = −1. Then we
define the subspaces X1 and X−1 by
X1 := {(0, 0) , (1, ι) , (−1,−ι)} = 〈(1, ι)〉 ,
X−1 := {(0, 0) , (1,−ι) , (−1, ι)} = 〈(1,−ι)〉 .
4. Let X = Sp2 (2) or GO
+
2 (2), so V is a 2-dimensional GF (2) vector space. Then
W = GF (2) and W ∗ = {0, κ}, where (1)κ = 1. Then we define the subspace Y by
Y := {(0, 0) , (1, κ)} = 〈(1, κ)〉
We can now classify the A-invariant subspaces of V .
Theorem 3.2.2 Suppose that U is an A-invariant subspace of V . Then either U ∈
{{0} , W1, W2, V }, or one of the following holds:
1. X = Sp4 (2) or GO
+
4 (2) and U ∈ {U1, Uω, Uω2};
2. X = GU2 (2) and U ∈ {V1, Vω, Vω2};
3. X = Sp2 (3) or GO
+
2 (3) and U ∈ {X1, X−1}; or
4. X = Sp2 (2) or GO
+
2 (2) and U = Y .
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Before, we prove this theorem, we need the following lemma which says that W1 and
W2 are irreducible A-submodules of V .
Lemma 3.2.3 If U is an A-invariant subspace of W1 and U 6= {0}, then U = W1.
Similarly, if U is an A-invariant subspace of W2 and U 6= {0}, then U = W2.
Proof. Let U be an A-invariant subspace of W1 with U 6= {0}. Then there exists (v, 0) ∈ U
with v 6= 0. Then for any (w, 0) ∈ W1 with w 6= 0, we have
(w, 0) = (v, 0) av−1w ∈ U.
So U = W1.
Now let U be an A-invariant subspace of W2 with U 6= {0}. Then there exists (0, θα) ∈
U with θα 6= 0. By Remark 3.1.4, for any (0, φα) ∈ W2 with φα 6= 0, there is λ ∈ GF (qun)×
such that
(0, φα) = (0, (aλ−1θ)
α) = (0, θα) aλ ∈ U.
Hence U = W2. 
We now prove Theorem 3.2.2 in a series of propositions.
Proposition 3.2.4 If U is an A-invariant subspace of V and U ∩Wi 6= {0} for some i,
then U ∈ {W1, W2, V }.
Proof. Suppose that U 6= W1 or W2. We will show that U = V .
Without loss of generality, assume U ∩ W1 6= {0}. Then U ∩ W1 6 W1, so by
Lemma 3.2.3, U ∩W1 = W1 and so W1 < U . Also V = W1 ⊕W2, so given x ∈ U\W1, we
can write x = w1 + w2 with wi ∈ Wi and w2 6= 0. Hence
w2 = x− w1 ∈ U ∩W2,
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so U ∩W2 6= {0}. By Dedekind’s Modular Law, we have
U = U ∩ V = U ∩ (W1 +W2) = W1 + (U ∩W2) .
But U ∩W2 6= {0} and U ∩W2 6 W2, so by Lemma 3.2.3,
W1 + (U ∩W2) = W1 +W2 = V.
So U = V as required. 
Proposition 3.2.5 If U is an A-invariant subspace of V with U ∩W1 = U ∩W2 = {0}
and U 6= {0}, then q 6 3.
Proof. Suppose that (v, θα) ∈ U with v and θα non-zero. Then
(1, (avθ)
α) = (v, θα) av−1 ∈ U.
Since U is a GF (qu)-subspace of V , for all λ ∈ GF (qu)×, we have
λ (1, (avθ)
α) = (λ, (λαavθ)
α) ∈ U
and hence, so is (λ, (λαavθ)
α) aλ−1 = (1, (λλ
αavθ)
α) . This means that
(0, ((λλα − 1) avθ)α) = (1, (λλαavθ)α)− (1, (avθ)α) ∈ U ∩W2,
so by our assumption ((λλα − 1) avθ)α = 0. Since θα 6= 0, we can pick x ∈ W with
(xv) θ 6= 0. Therefore if ((λλα − 1) avθ)α = 0, then (λλα − 1) (xv) θ = 0, so λλα − 1 = 0.
If X = GU2n (q), then this gives λ
q+1 = 1. The number of solutions to this equation in
GF (q2) is gcd (q2 − 1, q + 1) = q + 1. On the other hand, by the above argument, every
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λ ∈ GF (q2)× satisfies this equation. Hence q2 − 1 = q + 1 and so q = 2.
If X 6= GU2n (q), then the above equation becomes λ2 = 1, so λ = ±1. This forces
q 6 3. 
Proposition 3.2.6 If U is a non-zero A-invariant subspace of V with U∩W1 = U∩W2 =
{0} and q 6 3, Then one of the following holds:
1. X = Sp4 (2) or GO
+
4 (2) and U ∈ {U1, Uω, Uω2};
2. X = GU2 (2) and U ∈ {V1, Vω, Vω2};
3. X = Sp2 (3) or GO
+
2 (3) and U ∈ {X1, X−1}; or
4. X = Sp2 (2) or GO
+
2 (2) and U = Y .
Proof. If (v, θα) ∈ U with v and θα non-zero, then by the proof of Proposition 3.2.5,
(1, (avθ)
α) ∈ U . Hence
(1 + v, (avθ + θ)
α) = (1, (avθ)
α) + (v, θα) ∈ U.
If v 6= −1 then
(1, (av+1avθ + av+1θ)
α) = (1 + v, (avθ + θ)
α) a(v+1)−1 ∈ U,
and so
(0, (av+1avθ + av+1θ − avθ)α) = (1, (av+1avθ + av+1θ)α)− (1, (avθ)α) ∈ U ∩W2.
By our assumptions we must have av+1avθ+ av+1θ− avθ = 0. This means, for all x ∈ W ,
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we have
0 = (x) (av+1avθ + av+1θ − avθ)
= (x) (av+1avθ) + (x) (av+1θ)− (x) (avθ)
= (x (v + 1) v) θ + (x (v + 1)) θ − (xv) θ
=
(
x
(
v2 + v + 1
))
θ.
Since θ 6= 0, this yields v2 + v + 1 = 0. Therefore either v = −1 or v3 − 1.
If X = GU2n (q), then by the proof of Proposition 3.2.5, v ∈ GF (22n)× and the number
of solutions to v3 = 1 in GF (22n) is gcd (22n − 1, 3) = 3. On the other hand, by the above
argument, every element of GF (22n)
×
satisfies v3 = 1. This forces 22n − 1 = 3 and so
n = 1 and X = GU2 (2). This means W = GF (4) and W
∗σ =
{
0, φσ1 , φ
σ
ω, φ
σ
ω2
}
, as defined
in Definition 3.2.1.
Without loss of generality, assume that v = 1. If θσ = φσ1 , then since U is A-invariant,
U =
{
(0, 0) , (1, φσ1 ) , (ω, φ
σ
ω2) ,
(
ω2, φσω
)}
= V1,
if θσ = φσω, then
U =
{
(0, 0) , (1, φσω) , (ω, φ
σ
1 ) ,
(
ω2, φσω2
)}
= Vω,
and if θσ = φσω2 , then
U =
{
(0, 0) , (1, φσω2) , (ω, φ
σ
ω) ,
(
ω2, φσ1
)}
= Vω2 ,
as required.
Hence X 6= GU2n (q). If q = 3, then the only element in GF (3n)× which satisfies
v3 = 1 is v = 1. Therefore v ∈ {−1, 1} and so n = 1 and X = Sp2 (3) or GO+2 (3). This
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means W = GF (3) and W ∗ = {0, ι,−ι}, as defined in Definition 3.2.1.
As above, we can assume v = 1. If θ = ι, then as U is A-invariant,
U = {(0, 0) , (1, ι) , (−1,−ι)} = X1,
and if θ = −ι, then
U = {(0, 0) , (1,−ι) , (−1, ι)} = X−1,
as required.
Therefore q = 2. If n is odd, then the only element in GF (2n), which satisfies v3 = 1
is v = 1. Therefore n = 1 and X = Sp2 (2) or GO
+
2 (2). This means W = GF (2) and
W ∗ = {0, κ}, as defined in Definition 3.2.1. Hence (v, θ) = (1, κ) and so
U = {(0, 0) , (1, κ)} = Y,
as required.
All thats left to consider is the case when n is even. Here the number of solutions
to v3 = 1 in GF (2n) is gcd (2n − 1, 3) = 3. By the above argument, every element of
GF (2n)× satisfies v3 = 1. We therefore have 2n − 1 = 3, so n = 2 and X = Sp4 (2) or
GO+4 (2). Hence W = GF (4) and W
∗ = {0, θ1, θω, θω2} , as defined in Definition 3.2.1.
Again we can assume that v = 1. If θ = θ1, then since U is A-invariant,
U =
{
(0, 0) , (1, θ1) , (ω, θω) ,
(
ω2, θω2
)}
= U1,
if θ = θω, then
U =
{
(0, 0) , (1, θω) , (ω, θω2) ,
(
ω2, θ1
)}
= Uω,
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and if θ = θω2 , then
U =
{
(0, 0) , (1, θω2) , (ω, θ1) ,
(
ω2, θω
)}
= Uω2 .
This concludes the proof of the proposition and the proof of Theorem 3.2.2. 
As a result of Theorem 3.2.2, we can make the following observation.
Corollary 3.2.7 If U is a proper non-trivial A-subspace of V , then A is transitive on
non-zero vectors of U .
Proof. If U = W1, then for any (v, 0) , (w, 0) ∈ W1 with v, w 6= 0, we have (w, 0) =
(v, 0) av−1w. Hence A is transitive on non-zero vectors of W1. If U = W2, then A is
transitive on nonzero vectors of U by Remark 3.1.4. Finally, if
U ∈ {U1, Uω, Uω2 , V1, Vω, Vω2 , X1, X−1, Y } ,
then it is obvious from Definition 3.2.1 that A is transitive on non-zero vectors of U . 
It is useful to know which of the proper non-trivial A-invariant subspaces are non-
degenerate, and which are totally singular. To determine this, we need to define sym-
plectic, unitary and quadratic forms on V . The following proposition gives the forms we
require.
Proposition 3.2.8 Let V be the vector space associated to X.
1. If X = Sp2n (q), then the function fS : V × V → GF (q) defined by
fS ((v, θ) , (w, φ)) = vφ− wθ,
is a symplectic form on V
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2. If X = GU2n (q), then the function fU : V × V → GF (q2) defined by
fU ((v, θ
σ) , (w, φσ)) = vφ+ wθσ,
is a unitary form on V
3. If X = GO+2n (q), then the function Q : V → GF (q) defined by
Q ((v, θ)) = vθ,
is a non-degenerate quadratic form on V of plus type.
Proof. 1. We have
fS ((v, θ) , (v, θ)) = vθ − vθ = 0,
and
fS ((w, φ) , (v, θ)) = wθ − vφ = − (vφ− wθ) = −fS ((v, θ) , (w, φ)) ,
for all (v, θ) , (w, φ) ∈ V . Also, for all (v, θ) , (w, φ) , (x, ψ) ∈ V and λ ∈ GF (q) , we
have
fS ((v, θ) + λ (w, φ) , (x, ψ)) = (v + λw)ψ − x (θ + λφ)
= vψ − xθ + λ (wψ − xφ)
= fS ((v, θ) , (x, ψ)) + λfS ((w, φ) , (x, ψ)) .
Therefore fS is a skew-symmetric, alternating bilinear form.
Now, let (v, θ) ∈ Rad (fS). So for all (w, φ) ∈ V, we have
fS ((v, θ) , (w, φ)) = vφ− wθ = 0.
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In particular setting w = 0, we get vφ = 0 for all φ ∈ W ∗, which implies v = 0.
Hence wθ = 0 for all w ∈ W , and so θ = 0. Therefore Rad (fS) = 0 and fS is
non-degenerate, so fS is a symplectic form on V .
2. This time, we have
fU ((w, φ
σ) , (v, θσ)) = wθ + vφσ = (wθσ + vφ)σ = (fU ((v, θ
σ) , (w, φσ)))σ ,
for all (v, θσ) , (w, φσ) ∈ V.
Also, for all (v, θσ) , (w, φσ) , (x, ψσ) ∈ V and λ ∈ GF (q2), we have
fU ((v, θ
σ) + λ (w, φσ) , (x, ψσ)) = (v + w)ψ + x (θσ + λφσ)
= vψ + xθσ + λ (wψ + xφσ)
= fU ((v, θ
σ) , (x, ψσ)) + λfU ((w, φ
σ) , (x, ψσ)) ,
so fU is a conjugate-symmetric sesquilinear form. A similar sort of argument as
before shows that fU is non-degenerate so fU is in fact a unitary form.
3. Define fQ : V × V → GF (q) by
fQ ((v, θ) , (w, φ)) := Q ((v, θ) + (w, φ))−Q ((v, θ))−Q ((w, φ))
= (v + w) (θ + φ)− vθ − wφ
= vφ+ wθ
Then for all (v, θ) , (w, φ) , (x, ψ) ∈ V and λ ∈ GF (q) , we have
fQ ((w, φ) , (v, θ)) = fQ ((v, θ) , (w, φ))
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and
fQ ((v, θ) + λ (w, φ) , (x, ψ)) = (v + λw)ψ + x (θ + λφ)
= vψ + xθ + λ (wψ + xφ)
= fQ ((v, θ) , (x, ψ)) + λfQ ((w, φ) , (x, ψ)) ,
Therefore fQ is a symmetric bilinear form
Also, if (v, θ) ∈ V and λ ∈ GF (q) then,
Q (λ (v, θ)) = (λv) (λθ) = λ2 (vθ) = λ2Q ((v, θ)) .
Therefore Q is a quadratic form on V . By the same argument as in the symplectic
case, fQ is non-degenerate and so Q is non-degenerate.
Finally, if W1 is the subspace of V defined in Theorem 3.2.2, then dim (W1) = n
and for all (v, 0) ∈ W1, we have Q ((v, 0)) = 0, so Q has plus type. 
As an aside, if g ∈ GLn (qu), then if X = Sp2n (q), we have
fS ((v, θ) g, (w, φ) g) = fS
((
vg, g−1θ
)
,
(
wg, g−1φ
))
=
(
vgg−1
)
φ− (wgg−1) θ
= vφ− wθ
= fS ((v, θ) , (w, φ)) .
If X = GO+2n (q), then
Q ((v, θ) g) = vgg−1θ = vθ = Q ((v, θ)) ,
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and if X = GU2n (q), then
fU ((v, θ
σ) g, (w, φσ) g) = fU
((
vg,
(
g−1θ
)σ)
,
(
wg,
(
g−1φ
)σ))
= vgg−1φ+ wg
(
g−1θ
)σ
= vφ+ wθσ
= fU ((v, θ
σ) , (w, φσ)) .
so our actions of GLn (q
u) preserve the forms on V . In particular, so does A.
Proposition 3.2.9 1. If X = Sp2n (q), then the subspaces W1, W2, Uω, X1, X−1 and
Y are isotropic. The subspaces U1 and Uω2 are non-degenerate.
2. If X = GU2n (q), then the subspaces W1, W2 and V1 are isotropic. The subspaces
Vω and Vω2 are non-degenerate.
3. If X = GO+2n (q), then the subspaces W1, W2 and Uω are singular. The subspaces
U1, Uω2 , X1, X−1 and Y are non-singular.
Proof. 1. Note that for all (v, 0) , (w, 0) ∈ W1, we have
fS ((v, 0) , (w, 0)) = (v) 0− (w) 0 = 0,
and for all (0, θ) , (0, φ) ∈ W2, we get
fS ((0, θ) , (0, φ)) = (0)φ− (0) θ = 0.
Therefore the subspaces W1 and W2 are isotropic. Also since fS is bilinear and
alternating, any 1-space in V is isotropic. This means X1, X−1 and Y are isotropic.
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Now (1, θ1) , (ω, θω) ∈ U1 and
fS ((1, θ1) , (ω, θω)) = (1) θω − (ω) θ1 = 1.
Similarly (1, θω2) , (ω, θ1) ∈ Uω2 and
fS ((1, θω2) , (ω, θ1)) = (1) θ1 − (ω) θω2 = 1.
Therefore the subspaces U1 and Uω2 are non-degenerate. This leaves the subspace
Uω. Since fS is a symplectic form, we only need to compute fS ((1, θω) , (ω, θω2)).
We have
fS ((1, θω) , (ω, θω2)) = (1) θω2 − (ω) θω = 1− 1 = 0.
Therefore Uω is isotropic.
2. For all (v, 0) , (w, 0) ∈ W1, we have
fU ((v, 0) , (w, 0)) = (v) 0− (w) 0 = 0,
and for all (0, θσ) , (0, φσ) ∈ W2, we get
fU ((0, θ
σ) , (0, φσ)) = (0)φ− (0) θσ = 0.
Hence the subspaces W1 and W2 are isotropic. Now (1, φ
σ
ω) ∈ Vω and
(
1, φσω2
) ∈ Vω2 ,
so
fU ((1, φ
σ
ω) , (1, φ
σ
ω)) = (1)φω + (1)φ
σ
ω = ω + ω
2 = 1
and
fU ((1, φ
σ
ω2) , (1, φ
σ
ω2)) = (1)φω2 + (1)φ
σ
ω2 = ω
2 + ω = 1.
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Hence the subspaces Vω and Vω2 are non-degenerate. This leaves V1. Since fU is a
unitary form, we only need to compute fU ((1, φ
σ
1 ) , (1, φ
σ
1 )). We have
fU ((1, φ
σ
1 ) , (1, φ
σ
1 )) = (1)φ1 + (1)φ
σ
1 = 1 + 1 = 0,
as fU ((1, φ
σ
1 ) , (1, φ
σ
1 )) lies in GF (4). Therefore V1 is isotropic.
3. For all (v, 0) ∈ W1 and (0, θ) ∈ W2, we have
Q (v, 0) = (v) 0 = 0
and
Q (0, θ) = (0) θ = 0.
Hence the subspaces W1 and W2 are singular. Also (1, θ1) ∈ U1 and (1, θω2) ∈ Uω2
so
Q (1, θ1) = (1) θ1 = 1
and
Q (1, θω2) = (1) θω2 = 1.
Hence U1 and Uω2 are non-singular. Similarly
Q (1, ι) = (1) ι = 1,
Q (1,−ι) = (1) (−ι) = −1,
and
Q (1, κ) = (1)κ = 1,
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so X1, X−1 and Y are also non-singular. This leaves the subspace Uω. We have
Q (1, θω) = (1) θω = 0,
Q (ω, θω2) = (ω) θω2 = 0
and
Q
(
ω2, θ1
)
=
(
ω2
)
θ1 = 0.
Therefore Uω is singular. 
As a remark, if U = U1, Vω or X1, then it it easy to see that U
⊥ = Uω2 , Vω2 or X−1,
respectively.
3.3 Centralizers and normalizers
We conclude this chapter by using our classification of the invariant subspaces to compute
the centralizer and normalizer of the linear Singer cycle of X.
From [24, the proofs of Lemma 4.1.9 and Corollary 4.2.2], the stabilizer of the direct
sum W1 ⊕W2 in X is
GLn (q
u) .2 =
〈 g 0
0 g−Tα
 ,
 0 I
±I 0
 : g ∈ GLn (qu)〉 ,
where the sign is negative, when X = Sp2n (q) and positive, when X 6= Sp2n (q). For
n > 2, we define the group ΓL1 (qun/qu) .2 as the subgroup of GLn (qu) .2 given by
ΓL1 (q
un/qu) .2 =
〈 γ 0
0 γ−Tα
 ,
 0 I
±I 0
 : γ ∈ ΓL1 (qun/qu)〉 ,
where ΓL1 (q
un/qu) is defined in Chapter 2.
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Proposition 3.3.1 Suppose that X is not one of GU2 (2) , Sp4 (2) , GO
+
4 (2) , Sp2 (3),
GO+2 (3) , Sp2 (2) or GO
+
2 (2). If A is the linear Singer subgroup of X, then
NX (A) =
 GL1 (q
un) .2, if n = 1,
ΓL1 (q
un/qu) .2, otherwise.
Proof. Let N = NX (A) and suppose n ∈ N. If W1 is the subspace defined in The-
orem 3.2.2, then the image under n, W1n is also a subspace of V . Let a ∈ A and
(v, 0) ∈ W1. Then since an−1 ∈ A and W1 is A-invariant, we have
(v, 0)na = (v, 0) an
−1
n ∈ W1n.
Therefore W1n is an A-invariant subspace of V , so since by our assumptions, we
have W1n ∈ {W1,W2} by Theorem 3.2.2. Similarly, W2n is also A-invariant, and so
W2n ∈ {W1,W2}.
Now, n either fixes the Wi or swaps them, for if W1n = W1 and W2n = W1, then since
n has finite order e, we have
W2 = W2n
e = W1n
e−1 = ... = W1n = W1,
which is a contradiction. Similarly, we cannot have W1n = W2 and W2n = W2. This
means that N preserves the direct sum W1 ⊕W2 and so lies its stabilizer, GLn (qu) .2.
For a ∈ A, we have
 0 I
−I 0

−1 a 0
0 a−Tα

 0 I
−I 0
 =
 a−Tα 0
0 a
 ∈ A.
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Also by Proposition 2.1.6, if g ∈ GLn (qu) normalizes A, then
g ∈
 GL1 (q
u) , if n = 1,
ΓL1 (q
un/qu) , otherwise.
Therefore
NX (A) =
 GL1 (q
u) .2, if n = 1,
ΓL1 (q
un/qu) .2, otherwise,
as required. 
Corollary 3.3.2 Suppose X is not one of GU2 (2) , Sp4 (2) , GO
+
4 (2) , Sp2 (3), GO
+
2 (3),
Sp2 (2) or GO
+
2 (2). If A is the linear Singer subgroup of X, then CX (A) = A.
Proof. Since CX (A) 6 NX (A), we have CX (A) 6 GLn (qu) .2, by Proposition 3.3.1.
By the proof of Proposition 3.3.1, the element
 0 I
−I 0

does not centralize A. On the other hand, if g ∈ GLn (qu) centralizes A, then g ∈ A, by
Lemma 2.1.5. Therefore CX (A) = A. 
Note that if X = GO+2 (q), then by considering orders, we have NX (A) = X.
The exceptional cases are easy to deal with. If X = GU2 (2) , Sp2 (3) or Sp2 (2), then
A = Z (X) and so NX (A) = CX (A) = X. Similarly, if X = GO
+
2 (3) or GO
+
2 (2), then
as X is abelian, we also have NX (A) = CX (A) = X. Finally, if X = Sp4 (2) or GO
+
4 (2),
then the linear Singer cycle of X has order 3. Hence CX (A) = S3 × 3 and
NX (A) = S3 × S3 ∼= Ω+4 (2) .
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Chapter 4
Statement of the main theorems
and small dimensional cases
In this chapter we give the main theorems of this thesis. We also deal with the cases in
small dimensions.
4.1 Main theorems
We now state the main theorems which are the subject of this thesis.
Theorem 4.1.1 Let n > 2 and let G 6 Sp2n (q). Suppose that G contains a linear Singer
cycle of Sp2n (q). Then one of the following holds:
1. G ∈ C1 and G is contained in either StabSp2n(q) (W1) or StabSp2n(q) (W2) or when
(n, q) = (2, 2) , G is contained in StabSp4(2) (Uω). All groups have the structure
qn(n+1)/2 : GLn (q) in Sp2n (q);
2. G ∈ C2 and G is contained in GLn (q) .2, with q odd;
3. G ∈ C3 and G is contained in Sp2n/s (qs) .s, where s is a prime dividing n;
4. G ∈ C3 and G is contained in GUn (q) .2, with n even and q odd;
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5. G ∈ C8 and G is contained in GO+2n (q), with q even;
6. G ∈ C1, (n, q) = (2, 2) and G is contained in StabSp4(2) (U1) = StabSp4(2) (Uω2). This
group is isomorphic to Sp2 (2)× Sp2 (2) ∼= S3 × S3;
7. G ∈ C2, (n, q) = (2, 2) or (2, 3) and G is contained in Sp2 (q) o S2;
8. G ∈ C6, (n, q) = (2, 3) and G is contained in 21+4− .Ω−4 (2) ∼= 21+4− .A5;
9. G ∈ S, (n, q) = (2, 2) and G = A6 = Sp2n (q)′;
10. G ∈ S, (n, q) = (3, 2) and PSU3 (3) 6 G 6 PSU3 (3) : 2; or
11. G ∈ S, (n, q) = (3, 3) and G is is one of two copies of SL2 (13).
Theorem 4.1.2 Let n > 2 and let G 6 GU2n (q). Suppose that G contains a linear
Singer cycle of GU2n (q). Then one of the following holds:
1. G ∈ C1 and G is contained in either StabGU2n(q) (W1) or StabGU2n(q) (W2). Both
groups have the structure qn
2
: GLn (q
2);
2. G ∈ C2 and G is contained in GLn (q2) .2;
3. G ∈ C3 and G is contained in GU2n/s (qs) .s, where s is an odd prime; or
4. G ∈ C5, (n, q) = (2, 2) and G is contained in C3 ◦ Sp4 (2) ∼= 3× S6.
Theorem 4.1.3 Let n > 3 and let G be a subgroup of GO+2n (q) not containing Ω+2n (q).
Suppose that G contains a linear Singer cycle of GO+2n (q).Then one of the following holds:
1. G ∈ C1 and G is contained in either StabGO+2n(q) (W1) or StabGO+2n(q) (W2). Both
groups have the structure qn(n−1)/2 : GLn (q);
2. G ∈ C2 and G is contained in GLn (q) .2;
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3. G ∈ C3 and G is contained in GO+2n/s (qs) .s, where s is a prime dividing n;
4. G ∈ C3 and G is contained in GUn (q) .2, with n even;
5. G ∈ C4, (n, q) = (4, 2) and G is contained in Sp4 (2) ◦ Sp2 (2) ∼= S6 × S3;
6. G ∈ S, (n, q) = (3, 2) and A7 6 G 6 S7; or
7. G ∈ S, (n, q) = (4, 2) and G = A9.
From these, we can deduce that if n is large and G is as stated in the main theorems,
then G is contained in  C1 ∪ C2 ∪ C3 ∪ C8, if X = Sp2n (q) ,C1 ∪ C2 ∪ C3, otherwise.
The group GLn (q
u) .2 is just the stabilizer of the direct sum W1 ⊕W2. The groups
Sp2n/s (q
s) .s, GU2n/s (q
s) .s and GO+2n/s (q
s) .s are analogous to the groups in Theorem 2.1.4.
These arise in a similar way: we take a 2n/s-dimensional GF (qus)-vector space, V ′ and
consider it as a 2n-dimensional GF (qu)-vector space, V . We then take a symplectic, uni-
tary or orthogonal form, κ′ on V ′ and construct a symplectic, unitary or quadratic form,
κ on V , respectively, by putting κ = κ′TrGF(q
us)
GF(qu) , where Tr
GF(qus)
GF(qu) is the trace map from
GF (qus) to GF (qu). Then any isometry of V ′ can be viewed as an isometry of V .
The GUn (q) .2 subgroups arise in a similar way. We take a unitary form on a unitary
space and use it to construct a symplectic or quadratic form and then view the isometries
of GUn (q) as elements of Sp2n (q) and GO
+
2n (q) .
The subgroup, GO+2n (q) of Sp2n (q) arises since the associated bilinear form of a
quadratic form is skew-symmetric and alternating in characteristic 2.
The proof of Theorems 4.1.1, 4.1.2 and 4.1.3 constitutes Chapters 5 and 6. In Chap-
ter 5, we distinguish between the cases when X = Sp2n (q) , GU2n (q) or GO
+
2n (q) for
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clarity. In Chapter 6 however, we consider these together until we need to consider spe-
cific cases.
4.2 The case when n = 1
For the remainder of this chapter, we concern ourselves with the small dimensional cases.
In this section, we assume that n = 1. We do not need to consider X = GO+2 (q), as
then X ∼= D2(q−1) and the result is obvious, so we assume that X = Sp2 (q) or GU2 (q).
Since Sp2 (q)
∼= SL2 (q) and PSU2 (q) ∼= PGL2 (q), these cases are just an application of
Theorems 2.4.1 and 2.4.2. In contrast to Theorems 4.1.1, 4.1.2 and 4.1.3, we can compute
all the overgroups of the linear Singer cycle in these cases.
Theorem 4.2.1 Suppose that G is a proper subgroup of Sp2 (q) containing a linear Singer
cycle of Sp2 (q). Then up to conjugacy, one of the following holds:
1. G = GL1 (q), the linear Singer subgroup;
2. G ∈ C1 and G = q : GL1 (q);
3. G ∈ C2 and G = GL1 (q) .2, for q odd;
4. G ∈ C8 and G = GO+2 (q), for q even;
5. G ∈ C3, q = 2 and G = GU1 (2);
6. G ∈ C3, q = 3 or 5 and G = GU1 (q) .2;
7. G ∈ C6, q = 5 or 7 and G = 21+2− Ω−2 (2) . There is one conjugacy class of such
subgroups when q = 5 and two conjugacy classes when q = 7;
8. G ∈ C6, q = 7 or 9 and G = 21+2− GO−2 (2) . There are two conjugacy classes in each
case; or
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9. G ∈ S, q = 11, and G = SL2 (5) of which there are two conjugacy classes.
Proof. Suppose that G is a proper subgroup of Sp2 (q) containing a linear Singer cycle
of Sp2 (q) and let A be the linear Singer subgroup of Sp2 (q). First assume that q ∈
{2, 3, 4, 5, 7, 9, 11}. We use magma [5] and the atlas [9] to determine the overgroups
of A in these cases.
If q = 2, then A is the trivial group. Therefore all subgroups of Sp2 (2) contain it.
Therefore G is conjugate to GL1 (2) , GU1 (2) or 2 : GL1 (2) ∼= GO+2 (2) .
If q = 3, then the linear Singer cycle of Sp2 (3) is the unique element of order 2 in
Sp2 (3). Hence, it is contained in all even order subgroups. Therefore G is conjugate to
one of GL1 (3) , 3 : GL1 (3) , GL1 (3) .2, or GU1 (3) .2.
If q = 4, then A has order 3. Moreover all subgroups of order 3 are conjugate in
Sp2 (4). Therefore G is conjugate to any subgroup of Sp2 (4) whose order is divisible by
3. Up to conjugacy, these are GL1 (4) , 4 : GL1 (4) and GO
+
2 (4).
If q = 5, then A is a subgroup of order 4 and all cyclic subgroups of such order are
conjugate in Sp2 (5). Therefore G is conjugate to any subgroup of Sp2 (5) that contains an
element of order 4. Up to conjugacy, these are GL1 (5) , 5 : GL1 (5) , GL1 (5) .2, GU1 (5) .2
and 21+2− .Ω
−
2 (2).
If q = 7, then in Sp2 (7), A has order 6 and all cyclic subgroups of such order are
conjugate in Sp2 (7). Hence G is conjugate to any subgroup of Sp2 (7) containing an
element of order 6. Up to conjugacy, these are GL1 (7) , 7 : GL1 (7) , GL1 (7) .2, two
conjugacy classes of 21+2− .Ω
−
2 (2) and two conjugacy classes of 2
1+2
− .GO
−
2 (2).
If q = 9, then A has order 8. Also all cyclic subgroups of order 8 are conjugate
in Sp2 (9). This means G is conjugate to any subgroup of Sp2 (9) that contains an ele-
ment of order 8. These are GL1 (9) , 9 : GL1 (9) , GL1 (9) .2 and two conjugacy classes of
21+2− .GO
−
2 (2), up to conjugacy.
If q = 11, then in Sp2 (11), A has order 10. Since all cyclic subgroups of order 10
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are conjugate in Sp2 (11) , G is conjugate to any subgroup of Sp2 (11) that contains an
element of order 10. Up to conjugacy, these are GL1 (11) , 11 : GL1 (11) , GL1 (11) .2 and
two conjugacy classes of SL2 (5).
Hence, we can assume that q /∈ {2, 3, 4, 5, 7, 9, 11}. The image of A in PSp2 (q)
has order (q − 1) /d, where d = gcd (2, q − 1). Since PSp2 (q) ∼= PSL2 (q), we use The-
orem 2.4.1 to see which maximal subgroups of PSp2 (q) can contain an element of this
order.
If D2(q+1)/d contained an element of order (q − 1) /d, then (q − 1) /d divides
2d (q + 1)
d
− 2d (q − 1)
d
= 4,
and hence q = 2, 3, 5, or 9, a contradiction. The subgroups D2(q−1)/d and q : (q − 1) /d
clearly contain an element of order (q − 1) /d. If q /∈ {2, 3, 4, 5, 7, 9, 11}, then (q − 1) /d >
6, so there is no element of order (q − 1) /d in A4, S4 or A5. Lastly, let qm0 = q with m
a prime. If PSL2 (q0) or PGL2 (q0) contained an element of order (q − 1) /d, then by
Theorem 2.4.1, we have
(qm0 − 1) /d 6
 q0 + 1, if q0 6= 4,6, if q0 = 4,
which gives (m, q0) = (2, 2) or (2, 3). But then q = 4 or 9, which is a contradiction.
Therefore, since there is a single conjugacy class of cyclic subgroups of order (q − 1) /d
in PSL2 (q) by [23, Theorem 2.1], we have shown that the image of A is contained in
D2(q−1)/d or q : (q − 1) /d. Let M be the preimage of D2(q−1)/d in Sp2 (q). If q is even then
M = D2(q−1) ∼= GO+2 (q) . Since A has index 2 in M , we observe G is conjugate to GL1 (q)
or GO+2 (q) .
So assume that q is odd. The image of A in PSp2 (q) is normal in D2(q−1)/d, hence
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AEM . By Proposition 3.3.1, we therefore have
M 6 NSp2(q) (A) = GL1 (q) .2.
But |M | = d ∣∣D2(q−1)/d∣∣, so M = GL1 (q) .2. Since A also has index 2 in GL1 (q) .2 we
observe G is conjugate to GL1 (q) or GL1 (q) .2.
Therefore, let M be the preimage of q : (q − 1) /d in Sp2 (q). The image of q : GL1 (q)
in PSp2 (q) has a normal p-subgroup. Moreover the only maximal subgroup of PSL2 (q)
having a normal p-subgroup is q : (q − 1) /d. Thus we must have M = q : GL1 (q). Now
GL1 (q) acts transitively on the elements of order p in the subgroup of M of order q.
Therefore the only subgroups of M that contain A are q : GL1 (q) and GL1 (q). This
means G = q : GL1 (q) or GL1 (q). 
Theorem 4.2.2 Let G be a proper subgroup of GU2 (q) containing a linear Singer cycle
of GU2 (q). Then up to conjugacy, G is one of the following:
1. GL1 (q
2), linear Singer subgroup;
2. G ∈ C1 and G = q : GL1 (q2);
3. G ∈ C2 and G = GL1 (q2) .2;
4. G ∈ C1, q = 2 and G = GU1 (2)×GU1 (2);
5. G ∈ C2, q = 3 and G = GU1 (3) o S2; or
6. G ∈ C6, q = 5 and G = C6 ◦ 21+2Sp2 (2).
Proof. Let A be the linear Singer subgroup of GU2 (q) and suppose G 6 GU2 (q) contains
a linear Singer cycle of GU2 (q). Assume first that q 6 5. We can again use magma [5]
and the atlas [9] to verify these cases.
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If q = 2, then A = Z (GU2 (q)) . Therefore G is one of the subgroups containing the
centre of GU2 (q). Up to conjugacy, these are GL1 (4) , 2 : GL1 (4) ∼= GL1 (4) .2 and
GU1 (2)×GU1 (2) .
If q = 3, then A has order 8 and all cyclic subgroups of such order are conjugate in
GU2 (3). Therefore G is conjugate to any subgroup of GU2 (3) that contains an element
of order 8. These are GL1 (9) , 3 : GL1 (9) , GL1 (9) .2, and GU1 (3) o S2.
If q = 4, then A has order 15. Furthermore there is a single conjugacy class of
subgroups of order 15 in GU2 (4). This means G is conjugate to any subgroup of GU2 (4)
that contains an element of order 15. These subgroups are GL1 (16) , GL1 (16) .2 and
4 : GL1 (16).
If q = 5, then A has order 24. In GU2 (5), all cyclic subgroups of order 24 are conjugate.
Thus G is conjugate to any subgroup of GU2 (5) containing an element of order 24. These
are GL1 (25) , 5 : GL1 (25) , GL1 (25) .2 and C6 ◦ 21+2.Sp2 (2).
Now suppose that q > 7. The image of A in PGU2 (q) has order q−1. Since PGU2 (q) ∼=
PGL2 (q), we can use Corollary 2.4.2, to determine the maximal subgroups of PGU2 (q)
that contain an element of this order.
If D2(q+1) contained an element of order q − 1, then q − 1 divides
2 (q + 1)− 2 (q − 1) = 4.
Hence q = 2, 3 or 5 contrary to our assumptions. Also, the subgroups D2(q−1) and q : q−1
clearly contain elements of order q − 1. If q > 7, then q − 1 > 6. This means S4 cannot
contain an element of order q− 1. Now if q = qm0 , with m prime and PGL2 (q0) contained
an element of order q − 1, then by Theorem 2.2.6, we have
qm0 − 1 6
 q0 + 1, if q0 6= 4,6, if q0 = 4.
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We therefore have (m, q0) = (2, 2) and q = 4, which contradicts our assumptions. Lastly,
assume q is odd and PSL2 (q) contains an element of order q − 1. Since q − 1 is coprime
to q, by [22, Table A.1], we have q− 1 6 (q + 1) /2. But this gives q 6 3, a contradiction.
Therefore, since there is a single conjugacy class of cyclic subgroups of order q − 1
in PGL2 (q) by [23, Theorem 2.1], we have shown that the image of A in PGU2 (q) is
contained in a conjugate of D2(q−1) or q : q−1. If M is the preimage of D2(q−1) in GU2 (q),
then since the image of A in PGU2 (q) is normal in D2(q−1), we see that A E M . By
Proposition 3.3.1, we have
M 6 NGU2(q) (A) = GL1
(
q2
)
.2.
But |M | = (q + 1) ∣∣D2(q−1)∣∣, so M = GL1 (q2) .2. Hence, if G 6 GL1 (q2) .2 contains A,
then G = GL1 (q
2) or GL1 (q
2) .2.
Therefore, let M be the preimage of q : q − 1 in GU2 (q). The image of q : GL1 (q2)
in PGU2 (q) has a normal p-subgroup. Since the only maximal subgroup of PGL2 (q)
having a normal p-subgroup is q : q − 1, we must have M = q : GL1 (q2). Now GL1 (q2)
acts transitively on the elements of order p in the subgroup of M of order q. Therefore.
the only subgroups of M that contain A are q : GL1 (q
2) and GL1 (q
2). Therefore either
G = q : GL1 (q
2) or GL1 (q
2). 
4.3 Four-dimensional orthogonal groups
We finish this chapter by turning our attention to the case when X = GO+4 (q). It is
well known that PΩ+4 (q)
∼= PSL2 (q) × PSL2 (q), see for example [24, Proposition 2.9.1].
Therefore we shall need to know about subgroups of direct products of simple groups in
our analysis. We start with a general result about the maximal subgroups of such groups.
We adapt the method of [32].
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Proposition 4.3.1 Let M be a maximal subgroup of G := L × R where L and R are
isomorphic non-abelian simple groups. Then one of the following holds:
1. M = L×MR, where MR is a maximal subgroup of R;
2. M = ML ×R, where ML is a maximal subgroup of L; or
3. M = ∆θ := {(a, aθ) : a ∈ L}, where θ : L→ R is an isomorphism and M ∼= L ∼= R.
Proof. Let piL : G→ R and piR : G→ R be the projection maps defined by (l, r) piL = (l, 1)
and (l, r) piR = (1, r). Set ML = (M) piL and MR = (M) piR. Note that if (l, r) ∈ M ,
then (l, r) = (l, 1) (1, r) ∈ MLMR, so M 6 MLMR 6 G. But M is maximal, so either
M = MLMR or MLMR = G.
If M = MLMR, then note that
M = MLMR 6ML ×R 6 G
and
M = MLMR 6 L×MR 6 G,
so either M = ML×R or M = L×MR. In these cases, ML and MR are proper subgroups
of L and R, respectively and piL and piR are surjective homomorphisms. Therefore ML
and MR are maximal subgroups of L and R, respectively.
So suppose that G = MLMR. Then ML = L and MR = R. Since L E G, we have
M ∩ LEM , hence
M ∩ L = (M ∩ L) piL E (M) piL = ML = L.
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If M ∩ L = L, then by the First Isomorphism Theorem, we have
M/L ∼= (M) piR = R,
so |M | = |L| |R| = |G|, contrary to M 6= G. Therefore since L is simple, we must have
M ∩ L = 1. By a similar argument, M ∩R = 1.
Now, given (x, y) ∈ M , define the map θ : L → R by xθ = y. If (x, y) , (x, y′) ∈ M ,
then
(x, y)−1 (x, y′) =
(
1, y−1y′
) ∈M ∩R = 1,
so y = y′, which means that θ is well defined. We also have
(xx′) θ = yy′ = (xθ) (x′θ) ,
so θ is a homomorphism. Also, reversing the roles of x and y, the map φ : R→ L defined
by yφ = x is an inverse to θ, so θ is an isomorphism from L to R. Now define the group
∆θ := {(x, xθ) : x ∈ L} < G.
Then if (x, y) ∈M , we have xθ = y, so (x, y) ∈ ∆θ. By the maximality of M , we conclude
that M = ∆θ. It is clear that ∆θ ∼= L ∼= R. 
The next result gives the conjugacy of maximal subgroups of direct products of simple
groups.
Proposition 4.3.2 Let G, L and R be as in Proposition 4.3.1. Two maximal subgroups
L×M1 and L×M2 of G are conjugate in G if and only if M1 and M2 are conjugate in
R. Similarly, two maximal subgroups M1×R and M2×R of G are conjugate in G if and
only if M1 and M2 are conjugate in L.
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Also, two maximal subgroups ∆θ and ∆φ are conjugate in G if and only if θ
−1φ is an
inner automorphism of R.
Proof. Let (x, y) ∈ G such that (L×M1)(x,y) = L×M2. Then
(L×M1)(x,y) = Lx ×My1 = L×My1 .
Hence My1 = M2.
Conversely, let y ∈ R such that My1 = M2. Then
(L×M1)(1,y) = L×My1 = L×M2,
as required. The proof of the second statement is similar.
Now, (x, y) ∈ G such that ∆(x,y)θ = ∆φ. Then for all (w,wφ)) ∈ ∆φ, we have
(w,wφ)) = (z, zθ)(x,y) = (zx, (zθ)y) ,
for some z. Hence
wφ = (zθ)y =
((
wx
−1
)
θ
)y
= (wθ)(xθ)
−1y .
Therefore letting g = (xθ)−1 y and cg : R → R be conjugation by g, we see φ = θcg, so
θ−1φ = cg.
Conversely suppose that θ−1φ = cg, for some g. Then if (x, xφ) ∈ ∆φ, then
(x, xφ) = (x, (xθ) cg) = (x, xθ)
(1,g) ∈ ∆(1,g)θ .
On the other hand, if (x, xθ) ∈ ∆θ, then
(x, xθ)(1,g) = (x, (xθ) cg) = (x, xφ) ∈ ∆φ.
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Therefore ∆
(1,g)
θ = ∆φ, as required. 
As an aside, we can deduce the number of conjugacy classes of the ∆θ.
Corollary 4.3.3 The number of conjugacy classes of maximal subgroups of the form ∆θ
is |Out (R)|.
Proof. The conjugacy classes of such subgroups partition the set of all ∆θ. By Proposi-
tion 4.3.2, the size of each conjugacy class is |Inn (R)|. Therefore, if there are r conjugacy
classes, we have r |Inn (R)| = |Aut (R)| , so r = |Aut (R)| / |Inn (R)| = |Out (R)| . 
Let A be the linear Singer subgroup of GO+2n (q) and A be the image of A in PGO
+
4 (q) .
We wish to know the order of A ∩ PΩ+4 (q). It follows from the definition of a linear
Singer cycle of GO+2n (q) in Definition 3.1.2, that A lies in SO
+
4 (q). The following lemma
gives a necessary and suffient condition for A to lie in Ω+4 (q). From this we can deduce∣∣A ∩ PΩ+4 (q)∣∣.
Lemma 4.3.4 The linear Singer cycle of GO+2n (q) lies in Ω
+
2n (q) if and only if q is even.
Proof. If q is even, then qn − 1 is odd. Since Ω+2n (q) has index 2 in GO+2n (q), the linear
Singer cycle of GO+2n (q) lies in Ω
+
2n (q).
Conversely, suppose that q is odd. Let v1, . . . , vn, w1, . . . , wn be the basis of the un-
derlying vector space as in Proposition 2.3.1. If a is a linear Singer cycle of GO+2n (q),
then a fixes the subspaces W := 〈v1, . . . , vn〉 and U := 〈w1, . . . , wn〉 . If a ∈ Ω+2n (q), then
by [24, Lemma 2.7.2], the determinant of a considered as a linear map of W, detW (a) is
a square. Since q is odd, detW (a) lies inside the index 2 subgroup of GF (q)
× . But by [7,
the proof of Lemma 4.2], detW (a) generates GF (q)
× , a contradiction. Therefore a does
not lie in Ω+2n (q). 
Now, if q is even, then
∣∣Z (Ω+4 (q))∣∣ = 1 and so by Lemma 4.3.4, ∣∣A ∩ PΩ+4 (q)∣∣ = q2−1.
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If q is odd, then by the Second Isomorphism Theorem and Lemma 4.3.4, we have
|A| / ∣∣A ∩ Ω+4 (q)∣∣ = ∣∣AΩ+4 (q)∣∣ / ∣∣Ω+4 (q)∣∣ = ∣∣SO+4 (q)∣∣ / ∣∣Ω+4 (q)∣∣ = 2.
Hence
∣∣A ∩ Ω+4 (q)∣∣ = (q2 − 1) /2 and since ∣∣Z (Ω+4 (q))∣∣ = 2, we have ∣∣A ∩ PΩ+4 (q)∣∣ =
(q2 − 1) /4.
Before we prove the result for X = GO+4 (q), we shall need the following lemma.
Lemma 4.3.5 Let q /∈ {2, 3, 4, 5, 7, 9, 11} and let M be a maximal subgroup of PSL2 (q).
Also let d = gcd (2, q − 1) .
1. If M contains an element of order (q − 1) /d, then either M = q : (q − 1) /d or
D2(q−1)/d.
2. If M contains an element of order (q + 1) /d, then M = D2(q+1)/d.
Proof. 1. This follows from the proof of Theorem 4.2.1.
2. We use Theorem 2.4.1 to determine which maximal subgroups of PSL2 (q) contain
an element of order (q + 1) /d.
If D2(q−1)/d contains an element of order (q + 1) /d, then (q + 1) /d divides
2d (q + 1)
d
− 2d (q − 1)
d
= 4.
Hence q = 3 or 7, contrary to our assumptions. Similarly, if q : (q − 1) /d contains
an element of order (q + 1) /d, then (q + 1) /d divides
dq (q − 1)
d
− d (q − 2) (q + 1)
d
= 2.
So q = 3, which cannot happen. Now if q /∈ {2, 3, 4, 5, 7, 9, 11}, then (q + 1) /d >
7, so A4, S4 and A5 cannot contain an element of order (q + 1) /d. Let q = q
m
0 where
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m is a prime. If PSL2 (q0) or PGL2 (q0) contain an element of order (q + 1) /d, then
by Theorem 2.2.6, we have
(qm0 + 1) /d 6
 q0 + 1, if q0 6= 4,6, if q0 = 4,
which gives (m, q0) = (2, 2) or (2, 3). But then q = 4 or 9.
Since D2(q+1)/d contains an element of order (q + 1) /d and we have exhausted all
other possibilities for M , the result follows. 
We are now in a position to prove the case when X = GO+4 (q) .
Theorem 4.3.6 Suppose G is a subgroup of GO+4 (q) not containing Ω
+
4 (q) and suppose
that G contains a linear Singer cycle of GO+4 (q). Then one of the following holds:
1. G ∈ C1 and G is contained in q : GL2 (q);
2. G ∈ C2 and G is contained in GL2 (q) .2;
3. G ∈ C3 and G is contained in GU2 (q) .2;
4. q = 2 and G is contained in
(
Ω−2 (2)× Ω−2 (2)
)
: 4;
5. q = 3, G ∈ C2 and G is contained one of two conjugates of GO1 (3) o S4; or
6. q = 5 and G is contained in 2. (A5 × A4) .2.
Proof. Let A be the Singer subgroup of GO+4 (q), and suppose G is a subgroup of GO
+
4 (q)
not containing Ω+4 (q) that contains a linear Singer cycle of GO
+
4 (q). First assume q ∈
{2, 3, 4, 5, 7, 9, 11}. As in Section 4.2, we use magma [5] to give the result in these
cases.
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If q = 2, then A has order 3, so is contained in a Sylow 3-subgroup of GO+4 (2). Also all
maximal subgroups of GO+4 (2) contain a Sylow 3-subgroup. Therefore up to conjugacy, G
is contained in
(
Ω−2 (2)× Ω−2 (2)
)
.4 and one of two conjugacy classes of groups isomorphic
to GU2 (2).2.
If q = 3, then A has order 8 and there is a single conjugacy class of cyclic subgroups
of order 8 in GO+4 (3). This means G is contained in a subgroup containing an element of
order 8. The maximal subgroups of GO+4 (3) that contains such an element are SO
+
4 (3)
and two conjugacy classes of groups isomorphic to GO1 (3)oS4. The maximal subgroups of
SO+4 (3) that contain an element of order 8 are 3 : GL2 (3) , GU2 (3) .2 and two conjugacy
classes of groups which consist of the elements of GO1 (3) o S4 having determinant 1.
Therefore, up to conjugacy, G is contained in 3 : GL2 (3) , GU2 (3) .2 or one of the two
classes of groups isomorphic to GO1 (3) o S4.
If q = 4, then A has order 15 and there is a single conjugacy class of subgroups of order
15 in GO+4 (4), so G is contained in a subgroup containing an element of order 15. The only
maximal subgroup of GO+4 (4) that contains such an element is Ω
+
4 (4), whereas the max-
imal subgroups of Ω+4 (4) that contain an element of order 15 are 4 : GL2 (4) , GL2 (4) .2
and GU2 (4) .2. Therefore G is contained in a conjugate of 4 : GL2 (4) , GL2 (4) .2 or
GU2 (4) .2.
If q = 5, then A has order 24 and there is a single conjugacy class of cyclic subgroups
of order 24 in GO+4 (5). Thus G is contained in a subgroup containing an element of
order 24. But the only maximal subgroup of GO+4 (5) that contains such an element is
SO+4 (5), and the maximal subgroups of SO
+
4 (5) that contain an element of order 24 are
5 : GL2 (5) , GU2 (5) .2 and 2. (A5 × A4) .2. Therefore G is contained in a conjugate of
5 : GL2 (5) , GU2 (5) .2 or 2. (A5 × A4) .2.
If q = 7, 9 or 11, then A has order 48, 80 or 120, respectively. For these values of q,
there is a single conjugacy class of cyclic subgroups of order q2 − 1 in GO+4 (q), so G is
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contained in a subgroup containing an element of order q2−1. The only maximal subgroup
of GO+4 (q) that contains such an element is SO
+
4 (q), whereas the maximal subgroups of
SO+4 (q) that contain an element of order q
2− 1 are q : GL2 (q) , GL2 (q) .2 and GU2 (q) .2.
Therefore G is contained in a conjugate of q : GL2 (q) , GL2 (q) .2 or GU2 (q) .2.
Therefore we may assume that q /∈ {2, 3, 4, 5, 7, 9, 11}. Let L = PSL2 (q) × 1 and
R = 1 × PSL2 (q), so PΩ+4 (q) ∼= L × R. As mentioned above A ∩ PΩ+4 (q) has order
(q2 − 1) /d2, where d = gcd (2, q − 1). If PSL2 (q) contains an element of this order, then
by Theorem 2.2.6, we have
(
q2 − 1) /d2 6
 q + 1, if q 6= 4,6, if q = 4,
which gives q = 2, 3 or 5, a contradiction.
Hence, if M is a maximal subgroup of PΩ+4 (q) containing A∩PΩ+4 (q), then by Propo-
sition 4.3.1, either M = L×MR, where MR is a maximal subgroup of R, or M = ML×R,
where ML is a maximal subgroup of L.
Consider A ∩MR. By [22], the two largest element orders coprime to q are (q − 1) /d
and (q + 1) /d. Therefore as
(q2 − 1)
d2
=
(q − 1)
d
· (q + 1)
d
,
the order of A ∩MR is either (q − 1) /d or (q + 1) /d. Therefore by Lemma 4.3.5, MR is
one of q : (q − 1) /d, D2(q−1)/d or D2(q+1)/d.
For simplicity, let
K :=
 SO
+
4 (q) , if q is odd,
Ω+4 (q) if q is even
and let K be the image of K in PGO+4 (q). By [24, Lemma 2.9.4, Lemma 2.5.8], PGO
+
4 (q)
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acts on {L,R} by conjugation and there is an element g ∈ PGO+4 (q) /K such that Lg = R.
Hence, if N is a maximal subgroup of PSL2 (q), then L×N is conjugate in PGO+4 (q) to
N ×R. This means up to conjugacy in PGO+4 (q) ,M is one of
1. L× q : (q − 1) /d,
2. L×D2(q−1)/d or
3. L×D2(q+1)/d.
Now let G be the image of G in PGO+4 (q). We will show that G 6 K.
Consider G ∩ PΩ+4 (q). This contains an element of order (q2 − 1) /d2 and so lies in
L×MR, where MR is one of q : (q − 1) /d, D2(q−1)/d or D2(q+1)/d, as shown above.
As G ∩ PΩ+4 (q) contains an element of order (q2 − 1) /d2, there exists a prime r such
that G ∩ PΩ+4 (q) contains a Sylow r-subgroup of L. For example, we can take r to be a
prime dividing  (q − 1) /d, if MR = D2(q+1)/d,(q + 1) /d, otherwise.
Let T be such a Sylow subgroup of G ∩ PΩ+4 (q). We know G ∩ PΩ+4 (q) E G, so by the
Frattini argument, we have G = NG (T )
(
G ∩ PΩ+4 (q)
)
.
Suppose G is not contained in K. Then there is g ∈ G such that Lg = R. In particular,
we may pick n ∈ NG (T ) such that Ln = R. But this means
T = T ∩ T = T ∩ T n 6 L ∩ Ln = L ∩R = 1,
which cannot happen. Hence G 6 K and so G 6 K.
Finally, let Y be one of q : GL2 (q) , GL2 (q) .2 or GU2 (q) .2 and let Y be the image
of Y in PGO+4 (q). The same arguments in Theorems 5.1.1, 5.2.5 and Proposition 5.3.8
applied to GO+4 (q) show that Y contains a linear Singer cycle of GO
+
4 (q), so the above
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argument says that Y 6 K. This means Y ∩PΩ+4 (q) has order |Y | /d2. Also Y ∩PΩ+4 (q)
contains A ∩ PΩ+4 (q) and so is contained in a conjugate of L×MR.
If Y = q : GL2 (q), then
∣∣Y ∩ PΩ+4 (q)∣∣ = q2 (q − 1) (q2 − 1) /d2. By comparing orders,
we observe Y ∩ PΩ+4 (q) is conjugate to L× q : (q − 1) /d.
If Y = GL2 (q) .2, then
∣∣Y ∩ PΩ+4 (q)∣∣ = 2q (q − 1) (q2 − 1) /d2. Again by comparing
orders, we see Y ∩ PΩ+4 (q) is conjugate to L×D2(q−1)/d.
If Y = GU2 (q) .2, then
∣∣Y ∩ PΩ+4 (q)∣∣ = 2q (q + 1) (q2 − 1) /d2 and so by comparing
orders, Y ∩ PΩ+4 (q) is conjugate to L×D2(q+1)/d.
We have shown that if G 6 GO+4 (q) containing a linear Singer cycle of GO+4 (q), then
the image of G in PΩ+4 (q) is contained in L×MR. Since G 6 K and the L×MR form a
complete list of maximal subgroups of PΩ+4 (q) containing an element of order (q
2 − 1) /d2,
we conclude that G is contained in a conjugate of q : GL2 (q) , GL2 (q) .2 or GU2 (q) .2.
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Chapter 5
Geometric subgroups containing a
linear Singer cycle
In this chapter, we begin the proof of the main theorem. Let X be one of Sp2n (q),
GU2n (q) or GO
+
2n (q), where n > 2 for Sp2n (q) and GU2n (q) and n > 3 for GO+2n (q),
and suppose that G 6 X contains a linear Singer cycle of X. Our main tool will be
Aschbacher’s classification of the subgroups of X, into the so called Aschbacher classes,
given in [2].
We first assume that G lies in one of the classes C1 to C8 of Aschbacher’s theorem.
We will use the subgroup lists in Tables 2.2, 2.3 and 2.4 to determine which classes of
subgroups that G can lie in. Most of the time, we will use primitive prime divisors of
qun− 1 as well as bounds on the element orders in classical groups found in [14] and [28].
As before, let A denote the linear Singer subgroup of X.
5.1 Reducible subgroups
Suppose first that G acts reducibly on V , so G stabilizes a proper, non-trivial subspace of
V , so lies in class C1. Assume first that X 6= Sp4 (2). The following theorem immediately
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follows from Theorem 3.2.2. Recall that V = W1 ⊕W2, where
W1 = {(v, 0) : v ∈ GF (qun)} ,
and
W2 = {(0, θα) : θ ∈ (GF (qun))∗α} .
Theorem 5.1.1 Let G 6 X contain a linear Singer cycle of X and suppose that G is
reducible. Also, let W1 and W2 be the subspaces of V defined above. If X 6= Sp4 (2), then
either G 6 StabX (W1) or G 6 StabX (W2).
The subspaces W1 and W2 are n-dimensional and isotropic and so their stabilizers are
maximal parabolic subgroups of X. From Tables 2.2, 2.3 and 2.4, if M is the stabilizer
of one of these subspaces in X, then
M ∼=

qn(n+1)/2 : GLn (q) , if X = Sp2n (q) ,
qn
2
: GLn (q
2) , if X = GU2n (q) ,
qn(n−1)/2 : GLn (q) , if X = GO+2n (q) .
Now assume that X = Sp4 (2). Recall the definitions of the subspaces U1, Uω and
Uω2 of V from Theorem 3.2.2. These, together with W1 and W2, are the only subspaces
invariant under the action of the linear Singer cycle. Hence in this case, we obtain the
following.
Theorem 5.1.2 Suppose that X = Sp4 (2). Let G 6 X contain a linear Singer cycle of
X and suppose that G is reducible. Then G lies in the stabilizer of one of W1, W2, U1, Uω
or Uω2.
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Each of the subspaces W1, W2 and Uω are 2-dimensional isotropic subspaces. Therefore
their stabilizers are maximal parabolic subgroups isomorphic to
22(2+1)/2 : GL2 (2) ∼= 23 : S3 ∼= 2 o S3.
On the other hand, the subspaces U1 and Uω2 are 2-dimensional non-degenerate subspaces
and U⊥1 = Uω2 . This means their stabilizer is isomorphic to
Sp2 (2)× Sp2 (2) ∼= S3 × S3.
This group is not maximal in X since it is contained in the direct sum stabilizer Sp2 (2) o2
which is a member of C2. We shall deal with this in the next section.
5.2 Imprimitive subgroups
Suppose that G acts irreducibly on V and assume that G acts imprimitively on V . That is,
G preserves a direct sum decomposition V =
⊕m
i=1 Vi, where the Vi are subspaces having
the same dimension. We investigate when the linear Singer cycle of X can preserve such a
decomposition. The case when the Vi are isotropic subspaces follows from Theorem 3.2.2.
When the Vi are non-degenerate, we use primitive prime divisors of q
un − 1 to obtain
conditions on m. We then apply element order bounds from Theorem 2.2.6. From now
on, we consider the symplectic, unitary and orthogonal cases separately.
Symplectic Case
Let X = Sp2n (q). Our Theorem in this section is the following.
Theorem 5.2.1 Let G 6 Sp2n (q) and suppose that G contains a linear Singer cycle of
Sp2n (q). Also assume that G preserves a direct sum decomposition of V , so G lies in
class C2. Then either q is odd and G is contained in GLn (q) .2 or (n, q) = (2, 2) or (2, 3)
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and G lies in Sp2 (q) o S2.
It follows directly from Theorem 3.2.2 that a linear Singer cycle of Sp2n (q) preserves
the isotropic direct sum W1 ⊕ W2, and so lies in the isotropic direct sum stabilizer
GLn (q) .2. Therefore we only need to consider the case when each Vi is non-degenerate
in which case the stabilizer of the direct sum is Sp2k (q) o Sm with n = km.
Proposition 5.2.2 Let M be the subgroup Sp2k (q) o Sm of Sp2n (q), with km = n. Then
M contains a linear Singer cycle of Sp2n (q) if and only if (k,m) = (1, 2) and q = 2 or 3.
Proof. Let M = Sp2k (q) o Sm and suppose first that m 6= 2. If a primitive prime divisor
of qn − 1 does not exist, then by our assumptions, we have (q, n) = (2, 6) and either
(k,m) = (1, 6) or (2, 3). But in these cases, 7 divides the order of A, but does not divide
the orders of Sp2 (2) o S6 or Sp4 (2) o S3.
Therefore, qn − 1 has a primitive prime divisor, r. Since
r > n+ 1 = km+ 1 > m,
r cannot divide |Sm| and so divides |Sp2k (q)|. This means that r divides an expression
of the form q2i − 1, for 1 6 i 6 k. This is a contradiction, since 2k < km = n, by our
assumption.
Therefore, we can assume that m = 2 and so n is even, M = Spn (q) o S2 and V
is a direct sum of two non-degenerate subspaces V1 and V2. Let M0 be the pointwise
stabilizer of {V1, V2}, so M0 = Spn (q) × Spn (q). Let A0 = A ∩ M0 and note that
|A : A0| = gcd (2, q − 1). Also, let L := Spn (q)× 1 and R := 1× Spn (q), so M0 = L×R.
Then, by the Second Isomorphism Theorem, we have
A0/ (A0 ∩R) ∼= RA0/R 6 LR/R ∼= L.
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If A0 ∩R 6= 1, then there is a non trivial element of A that fixes every vector in V1, which
contradicts Lemma 3.1.3. So A0 ∩ R = 1 and A0 is isomorphic to a subgroup of Spn (q).
Therefore we can use the bounds on the element order of Spn (q) given in Theorem 2.2.6
to get
(qn − 1) / gcd (2, q − 1) 6 gcd (2, q − 1) q(n+2)/2/ (q − 1) .
This only gives the solutions n = 2 and q = 2, 3 or 5.
If q = 5, then the maximum element order in Sp2 (5) is 10. But(5
2 − 1) /2 = 12, a
contradiction.
If q = 3, then M = SL2 (3) o S2 and this contains an element order 8 from magma [5].
Since there is a single conjugacy class of cyclic subgroups of order 8 in Sp4 (3), the Singer
cycle of GL2 (3) lies in a conjugate of SL2 (3) o S2.
Finally if q = 2, then as mentioned in Section 5.1, the linear Singer cycle of Sp4 (2)
preserves a non-degenerate subspace. Therefore the linear Singer cycle lies in M0 =
SL2 (2)× SL2 (2) and consequently is in M = Sp2 (2) o S2. This gives the result. 
This concludes the proof of Theorem 5.2.1.
Unitary Case
Now assume X = GU2n (q) . Our theorem is as follows.
Theorem 5.2.3 Let G 6 GU2n (q) and suppose that G contains a linear Singer cycle of
GU2n (q). Also assume that G preserves a direct sum decomposition of V , so G lies in
class C2. Then G is contained in GLn (q2) .2.
As before, by Theorem 3.2.2, the linear Singer cycle of GU2n (q) preserves W1 ⊕W2,
which means it lies in the isotropic direct sum stabilizer, which in this case is GLn (q
2) .2.
So again we can assume each Vi is non-degenerate and the direct sum stabilizer is GUk (q)o
Sm where 2n = km.
71
Proposition 5.2.4 Let M be the subgroup GUk (q) oSm of GU2n (q), with 2n = km. Then
M does not contain a linear Singer cycle of GU2n (q).
Proof. As before, we assume first that m 6= 2. If q2n − 1 does not have a primitive prime
divisor, then (n, q) = (3, 2) and (k,m) = (1, 6) or (2, 3). But neither GU1 (2) o S6 nor
GU2 (2) o S3 contain elements of order 7, so cannot contain a element of order 63.
Therefore q2n − 1 has a primitive prime divisor, r. Since
r > 2n+ 1 = km+ 1 > m,
we see that r must divide |GUk (q)|, and so divides
∏k
i=1
(
qi − (−1)i
)
. This means that
2k > 2n = km, a contradiction since m 6= 2.
So assume that m = 2 and M = GUn (q) o S2. Let M0 = GUn (q) × GUn (q) and let
A0 = A ∩M0. A similar argument as in Proposition 5.2.2 shows that A0 is isomorphic to
a subgroup of GUn (q). By examining the element orders in Theorem 2.2.6, we see
(
q2n − 1) / gcd (2, q − 1) 6 (q + 1) (qn−1 + q2) ,
which gives n = 2 and q = 3 or 2. Here the maximum element orders in GU2 (2) and
GU2 (3) are 6 and 12, respectively, and so using these numbers in our bounds gives a
contradiction. 
This concludes the proof of Theorem 5.2.3.
Orthogonal Case
Finally, let X = GO+2n (q). Then our theorem is the following.
Theorem 5.2.5 Let G 6 GO+2n (q) and suppose that G contains a linear Singer cycle of
GO+2n (q). Also assume that G preserves a direct sum decomposition of V , so G lies in
class C2. Then G is contained in GLn (q) .2.
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We again note that by Theorem 3.2.2, the linear Singer cycle preserves the direct sum
W1 ⊕W2 and so lies in the isotropic direct sum stabilizer GLn (q) .2. Consequentially, we
may assume that each Vi is non-degenerate. The stabilizer of the direct sum then is either
GOε2k (q) o Sm where ε = ±, n = km and m is even when ε = −, or GOk (q) o Sm where
km = 2n, kq is odd and either n is even or q ≡ 1 mod 4.
Proposition 5.2.6 Let M be the subgroup GOε2k (q) o Sm of GO+2n (q), where ε = ±, n =
km and m is even when ε = −. Then M does not contain a linear Singer cycle of
GO+2n (q).
Proof. First we assume that m 6= 2 when ε = −. If qn−1 does not have a primitive prime
divisor then (n, q) = (6, 2) and M is one of GOε2 (2) o S6, GOε4 (2) o S3 or GO+6 (2) o S2. But
none of these groups contain an element of order 63.
So qn − 1 has a primitive prime divisor, r. We have
r > n+ 1 = km+ 1 > m,
so r divides |GOε2k (q)|. Since 2k− 2 < km = n and r is a primitive prime divisor, we see
that r divides qk ± 1, a contradiction.
Therefore, we may assume that m = 2, so n > 4 and M = GO−n (q) o S2. By a similar
argument as in the symplectic case, by Theorem 2.2.6 we see
(qn − 1) / gcd (2, q − 1) 6 gcd (2, q − 1) q(n+2)/2/ (q − 1) ,
which has no solutions for n > 4. 
Proposition 5.2.7 Let M be the subgroup GOk (q) o Sm of GO+2n (q), where km = 2n, kq
is odd and either n is even or q ≡ 1 mod 4. Then M does not contain a linear Singer
cycle of GO+2n (q).
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Proof. By our assumption, qn − 1 has a primitive prime divisor, r. Note that r cannot
divide |GOk (q)|, since
k − 1 6 (km− 2) /2 < n.
So r divides |Sm| and in particular r 6 m. On the other hand,
r > n+ 1 = (km+ 2) /2,
So (km+ 2) /2 6 m, which gives (k − 2)m 6 −2. In particular k − 2 < 0, so k = 1.
ThusM = GO1 (q)oS2n. Using the bound for the maximum element order in symmetric
groups given in [28, Proposition 3.22], we get
qn − 1 6 2e2n/e,
which has no solutions for n > 3 and q a power of a prime. 
This concludes the proof of Theorem 5.2.5 and the imprimitive case.
5.3 Stabilizers of extension fields
Assume G acts primitively on V and suppose that G does not act absolutely irreducibly
on V . Then G lies in class C3 and G lies inside an extension field-type subgroup of X. For
all but two sets of groups in class C3, we use embeddings of extension field type groups of
GLn (q
u), appearing in Theorem 2.1.4 to prove the result. For the remaining two cases,
we use primitive prime divisors of qun − 1 to rule these out.
Symplectic Case
First let X = Sp2n (q). Then there are two sets of subgroups in class C3. These are
Sp2n/s (q
s) .s, for some prime s dividing n and GUn (q) .2 for q odd. Our Theorem in this
section is the following:
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Theorem 5.3.1 Let G 6 Sp2n (q) and suppose that G contains a linear Singer cycle
of Sp2n (q). Assume that G lies inside class C3 so is contained in an extension field-type
subgroup of Sp2n (q). Then either G is contained in Sp2n/s (q
s) .s for some prime s dividing
n, or n is even, q is odd and G is contained in GUn (q) .2.
We first show that the subgroups, Sp2n/s (q
s) .s contain a linear Singer cycle of Sp2n (q) .
Proposition 5.3.2 If s is a prime dividing n, then the subgroups Sp2n/s (q
s) .s of Sp2n (q)
contain the linear Singer cycle of Sp2n (q).
Proof. There are embeddings of GLn/s (q
s) into Sp2n/s (q
s) as well as GLn (q) illustrated in
Figure 5.1. By Theorem 2.1.4, the Singer cycle of GLn (q) lies in a conjugate of GLn/s (q
s)
GLn/s (q
s)
GLn (q)Sp2n/s (q
s)
Sp2n (q)
Figure 5.1: Embedding GLn/s (q
s) into Sp2n/s (q
s) and GLn (q)
and so lies in a conjugate of Sp2n/s (q
s). Hence it lies in a conjugate of Sp2n/s (q
s) .s. 
For GUn (q) .2, we distinguish between the cases when n is odd and when n is even.
Proposition 5.3.3 If n is even and q is odd, then the subgroups GUn (q) .2 of Sp2n (q)
contain the linear Singer cycle of Sp2n (q).
Proof. We have embeddings of GLn/2 (q
2) into GUn (q) and GLn (q). The partial subgroup
lattice of these groups in Sp2n (q) is shown in Figure 5.2.
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GLn/2 (q
2)
GLn (q)GUn (q)
Sp2n (q)
Figure 5.2: Embedding GLn/2 (q
2) into GUn (q) and GLn (q).
As before, the Singer cycle of GLn (q) lies in a conjugate of GLn/2 (q
2) by Theorem 2.1.4
and hence lies in a conjugate of GUn (q). Therefore it lies in a conjugate of GUn (q) .2.
If n is odd, then GUn (q) .2 does not contain a linear Singer cycle of Sp2n (q), or in fact
any element of order qn − 1. This follows directly from the following proposition.
Proposition 5.3.4 Let nq be odd. Then the order of GUn (q) .2 is not divisible by a
primitive prime divisor of qn − 1.
Proof. Note that since n is odd, a primitive prime divisor of qn − 1 exists. Let r be such
a prime that divides the order of GUn (q) .2. We know r cannot be 2, so r divides the
order of GUn (q) . We can write
|GUn (q)| = qn(n−1)/2
(n+1)/2∏
k=1
(
q2k−1 + 1
) (n−1)/2∏
k=1
(
q2k − 1) .
Now r cannot divide q, since q and qn − 1 are coprime, nor can it divide q2k − 1 for
1 6 k 6 (n− 1) /2 since 2k < n. Also r does not divide qn+1, since the greatest common
divisor of qn − 1 and qn + 1 divides 2. Therefore r must divide one of the q2k−1 + 1 for
1 6 k < (n+ 1) /2, so r divides
(
q2k−1 + 1
) (
q2k−1 − 1) = q2(2k−1) − 1.
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Consider gcd (qm − 1, qn − 1) where m := 2 (2k − 1). By [19, Hilfssatz 2a], this is
equal to qgcd(m,n) − 1 and note that gcd (m,n) 6 n. If gcd (m,n) = n then n divides m.
But then, since m/2 < n, this forces m = n, contrary to n being odd.
So gcd (m,n) < n. But r divides gcd (qm − 1, qn − 1) which contradicts the assumption
that r is a primitive prime divisor. Thus the order of GUn (q) .2 cannot be divisible by a
primitive prime divisor of qn − 1. 
Propositions 5.3.2, 5.3.3 and 5.3.4 together prove Theorem 5.3.1.
Unitary Case
Now assume that X = GU2n (q). In this case, there is only one set of subgroups in class
C3. These have the structure GU2n/s (qs) .s, where s is an odd prime. Our Theorem in
this section is the following.
Theorem 5.3.5 Let G 6 GU2n (q) and suppose that G contains a linear Singer cycle of
GU2n (q). Assume that G lies inside class C3 so is contained in an extension field-type
subgroup of GU2n (q). Then G is contained in GU2n/s (q) .s, where s is an odd prime.
Proof. Since there is only one set of subgroups in class C3 in this case, we only need
to show that GU2n/s (q
s) .s contains the linear Singer cycle of GU2n (q) . We argue as in
Proposition 5.3.2.
We have embeddings of GLn/s (q
2s) into GU2n/s (q
s) and GLn (q
2). The partial sub-
group lattice is shown in Figure 5.3. By Theorem 2.1.4, the Singer cycle of GLn (q
2) lies
in a conjugate of GLn/s (q
2s) and hence lies in a conjugate of GU2n/s (q
s). Therefore the
Singer cycle of GLn (q
2) lies in a conjugate GU2n/s (q
s) .s. 
Orthogonal Case
Now let X = GO+2n (q). There are three sets of subgroups in class C3. These are
GO+2n/s (q
s) .s with s a prime dividing n, GUn (q) .2 with n even, and GOn (q
2) .2 with
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GLn/s (q
2s)
GLn (q
2)GU2n/s (q
s)
GU2n (q)
Figure 5.3: Embeddings of GLn/s (q
2s) into GU2n/s (q
s) and GLn (q
2).
nq odd. Our main theorem in this section is the following.
Theorem 5.3.6 Let G 6 GO+2n (q) and suppose that G contains a linear Singer cycle of
GO+2n (q). Assume that G lies inside class C3 so is contained in an extension field-type
subgroup of GO+2n (q). Then either G is contained in GO
+
2n/s (q
s) .s for some prime s
dividing n, or n is even and G is contained in GUn (q) .2.
The GO+2n/s (q
s) .s and the GUn (q) .2 cases are dealt with the same methods as before.
In fact the GUn (q) .2 case is very similar to Proposition 5.3.3.
Proposition 5.3.7 If s is prime, then the subgroups GO+2n/s (q
s) .s of GO+2n (q) contain
the linear Singer cycle of GO+2n (q).
Proof. There are embeddings of GLn/s (q
s) into GO+2n/s (q
s) and GLn/s (q
s) illustrated in
Figure 5.4. The Singer cycle of GLn (q) lies in a conjugate of GLn/s (q
s) and hence lies
in a conjugate of GO+2n/s (q
s). Therefore the Singer cycle of GLn (q) lies in a conjugate of
GO+2n/s (q
s) .s. 
Proposition 5.3.8 If n is even, then the subgroups GUn (q) .2 of GO
+
2n (q) contain the
linear Singer cycle of GO+2n (q).
Proof. See Proposition 5.3.3. 
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GLn/s (q
s)
GLn (q)GO
+
2n/s (q
s)
GO+2n (q)
Figure 5.4: Embeddings of GLn/s (q
s) into GO+2n/s (q
s) and GLn/s (q
s)
As in Proposition 5.3.4, GOn (q
2) .2 does not contain a linear Singer cycle of GO+2n (q),
or any element of order qn − 1. This is a result of the following Proposition.
Proposition 5.3.9 Let nq be odd. Then the order of GOn (q
2) .2 is not divisible by a
primitive prime divisor of qn − 1.
Proof. By our assumptions, qn−1 has a primitive prime divisor, r. Suppose that r divides
the order of GOn (q
2) .2. Then r divides
∣∣GOn (q2) .2∣∣ = 4q(n−1)2/2 (n−1)/2∏
i=1
(
q4i − 1) .
Obviously r does not divide 4 or q(n−1)
2/2 and so r must divide
∏(n−1)/2
i=1 (q
4i − 1). But,
since n is odd, qn − 1 is not one of the terms in the product and
4 ((n− 1) /2) = 2n− 2 < 2n.
This gives a contradiction. 
Propositions 5.3.7, 5.3.8 and 5.3.9 together prove Theorem 5.3.6. This concludes the
case of the extension field-type subgroups.
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5.4 Stabilizers of tensor product decompositions
We now assume that G acts absolutely irreducibly on V . Suppose that G lies in class
C4. That is G preserves a tensor product decomposition of the form V = V1 ⊗ V2 with
dim (V1) 6= dim (V2). We will use primitive prime divisors of qun − 1 to obtain conditions
on dim (V1) and dim (V2). We then apply the element order bounds from Theorem 2.2.6
and use magma to consider any remaining cases. We will show that these groups do not
contain a linear Singer cycle except for just one case in GO+8 (2) .
Symplectic Case
We first assume that X = Sp2n (q). In this case q is odd and G is contained in the group
(Sp2k (q) ◦GOεm (q)) . gcd (m, 2) ,
with n = km, ε ∈ {−, ◦,+} and m > 3. Our theorem in this section shows that this case
does not arise.
Theorem 5.4.1 Let G 6 Sp2n (q) and suppose that G contains a linear Singer cycle of
Sp2n (q). Then G /∈ C4.
Proof. Suppose otherwise. Then as mentioned above, q is odd and G is contained in
M := (Sp2k (q) ◦GOεm (q)) . gcd (m, 2) ,
where n = km, ε ∈ {−, ◦,+} and m > 3. If M contained a linear Singer cycle of Sp2n (q),
then the order of the group,
M˜ := Sp2k (q)×GOεm (q)
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must be divisible by qn − 1. Now m > 3 and n = km, which implies n > 3 and so since
q is odd, qn − 1 has a primitive prime divisor, r, which must divide the order of M˜ . We
know that r cannot divide any power of q and since m > 3, we have 2k < n, which means
that r does not divide
∏k
i=1 (q
2i − 1). Therefore r cannot divide the order of Sp2k (q) and
so divides the order of GOεm (q) .
If ε = ◦, then r must divide ∏(m−1)/2i=1 (q2i − 1). But m− 1 < km = n which is a con-
tradiction. So ε 6= ◦ and since we also have m−2 < n, r does not divide∏(m−2)/2i=1 (q2i − 1)
and so r must divide qm/2 − ε1. If ε = +, then r divides qm/2 − 1 and since m/2 < n, we
get a contradiction. So ε = − and r divides qm/2 + 1 and so divides qm − 1, which is also
a contradiction unless n = m.
Suppose now that m = n and ε = −. Then n is even and M is of the form
(
Sp2 (q) ◦GO−n (q)
)
.2 ∼= (SL2 (q) ◦GO−n (q)) .2.
Now the image of M in PSp2n (q) is M :=
(
PSL2 (q)× PGO−n (q)
)
.2 and since M contains
a linear Singer cycle, M has to contain an element of order (qn − 1) /2. We will now use
the element order bounds in Theorem 2.2.6 to obtain a contradiction.
If n > 8, then an upper bound for the element order of M is
(q + 1) · q(n+2)/2 · 2/ (q − 1) = 2q(n+2)/2 (q + 1) / (q − 1) ,
by Theorem 2.2.6. So since M contains an element of order (qn − 1) /2, we must have
(qn − 1) /2 6 2q(n+2)/2 (q + 1) / (q − 1) .
But this inequality has no integer solutions for n > 8 and q a power of an odd prime.
If n = 6, then PΩ−6 (q) ∼= PSU4 (q), so this time the maximum element order in M is
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at most
(q + 1) · (q3 + 1) · 2.
As before, if M contains an element of order (qn − 1) /2, we have
(
q6 − 1) /2 6 (q + 1) · 2q4 · 2 = 4q4 (q + 1) .
Again this inequality has no solutions for q a power of an odd prime.
Therefore we have n = 4. Note that PΩ−4 (q) ∼= PSL2 (q2), so this time an upper bound
on the element order of M is 2 (q + 1) (q2 + 1). Assuming that M has an element of order
(qn − 1) /2, we get (
q4 − 1) /2 6 2 (q + 1) (q2 + 1) ,
which gives q = 3 or 5. If q = 5 then since the maximum element orders in PSL2 (5)
and PGO−4 (5) are 5 and 13, respectively, an upper bound on the element order of M is
5 · 13 · 2 = 130. But in this case
(qn − 1) /2 = 312 > 130.
Therefore q = 3. Here, the maximum element orders in PSL2 (3) and PGO
−
4 (3) are 3 and
6 and so the maximum element order of M is at most 3 · 6 · 2 = 36. But
(qn − 1) /2 = 40 > 36.
This contradiction concludes the proof of the theorem. 
Unitary Case
Now suppose that X = GU2n (q). Then G is contained in the group GUk (q) ◦ GUm (q)
where 2n = km. Our main theorem in this section is the following.
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Theorem 5.4.2 Let n > 2 and let G 6 GU2n (q). Suppose that G contains a linear
Singer cycle of GU2n (q). Then G /∈ C4.
Proof. If G lies in C4 then as mentioned above, G is contained in the group
M := GUk (q) ◦GUm (q)
with 2n = km and k 6= m. Without loss of generality, we can assume that k > m.
Suppose first that m > 2. Then q2n − 1 has a primitive prime divisor, r. If M contains a
linear Singer cycle, then r divides the order of M and so divides |GUk (q)| or |GUm (q)| .
If r divides the order of GUm (q), then r divides an expression of the form q
i − (−1)i, for
1 6 i 6 m. But 2k < km = 2n, so this cannot happen.
So we may assume that r divides the order of GUk (q). Then, r must divide an
expression of the form qi − (−1)i, for 1 6 i 6 k. Since m 6= 2, we have 2k < km = 2n
which gives a contradiction.
Therefore we can assume that m = 2, and k = n. Then M becomes
GUn (q) ◦GU2 (q) .
If n is even, then a primitive prime divisor of q2n − 1 exists and must divide the order of
M , given that M contains a linear Singer cycle. We can assume that r divides the order
of GUn (q). This means r either divides q
k − 1 or an expression of the form qi − (−1)i ,
for 1 6 i 6 k − 1. But
k < 2k − 2 < 2k = 2n,
so this cannot happen.
83
Thus n is odd. Note that the image of M in PGU2n (q) is
M := PGUn (q)× PGU2 (q) ∼= PGUn (q)× PGL2 (q) .
IfM contained a linear Singer cycle, thenM contains an element of order (q2n − 1) / (q + 1).
By Theorem 2.2.6, the maximum possible element order in M is q (qn−2 + 1) · (q + 1).
Therefore if M contains an element of order (q2n − 1) / (q + 1), we must have
(
q2n − 1) / (q + 1) 6 q (qn−2 + 1) (q + 1) .
But this inequality has no integer solutions with n > 3 odd and q a power of a prime.
This concludes the proof of the theorem. 
Orthogonal Case
Suppose that X = GO+2n (q). Then there are three sets of groups in class C4. These are
(Sp2k (q) ◦ Sp2m (q)) . gcd (2, q − 1) ,
where n = 2km;
GO+2k (q)× SOm (q) ,
with n = km and mq odd and
(GOε12k (q) ◦GOε22m (q)) .2,
where m > 2, n = 2km, εi = ± and q is odd. Our main theorem is the following.
Theorem 5.4.3 Let n > 3 and let G 6 GO+2n (q). Suppose that G contains a linear
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Singer cycle of GO+2n (q) and that G ∈ C4. Then (n, q) = (4, 2) and G is contained in
Sp4 (2) ◦ Sp2 (2) ∼= S6 × S3.
We begin with the first set of groups in C4.
Proposition 5.4.4 Let n > 3 and
M = (Sp2k (q) ◦ Sp2m (q)) . gcd (2, q − 1) ,
where n = 2km. Suppose further that M contains a linear Singer cycle of GO+2n (q). Then
(n, q) = (4, 2).
Proof. Without loss of generality, we can assume that k > m. Suppose first that m > 1.
Then qn − 1 has a primitive prime divisor, r. If M contains a linear Singer cycle, then
r divides the order of M and so divides |Sp2k (q)| or |Sp2m (q)|. If r divides the order
of Sp2m (q), then r divides an expression of the form q
2i − 1, for 1 6 i 6 m. But
2m < 2km = n, so this cannot happen.
Hence we may assume that r divides the order of Sp2k (q). Then r divides an expression
of the form q2i − 1, for 1 6 i 6 k. But then 2k < 2km = n, which gives a contradiction.
So we can assume m = 1. So n = 2k and
M = (Spn (q) ◦ Sp2 (q)) . gcd (2, q − 1) ∼= (Spn (q) ◦ SL2 (q)) . gcd (2, q − 1) .
Observe that the image of M in PGO+2n (q) is
M := (PSpn (q)× PSL2 (q)) . gcd (2, q − 1) .
If M contains a linear Singer cycle of GO+2n (q), then M contains an element of order
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(qn − 1) / gcd (2, q − 1) . By Theorem 2.2.6, an upper bound for the element order of M
is (
q(n+2)/2/ (q − 1)) · (q + 1) · gcd (2, q − 1) .
We therefore have to have
(qn − 1) / gcd (2, q − 1) 6 gcd (2, q − 1) q(n+2)/2 (q + 1) / (q − 1) .
The only integer solutions to this inequality with n > 4 and q a power of a prime, are
n = 4 and q = 2, 3 or 5.
If q = 5, then the largest element orders in PSp4 (5) and PSL2 (5) are 30 and 5, respec-
tively, so the largest possible element order inM is 300. But (q4 − 1) / gcd (2, q − 1) = 312,
a contradiction. If q = 3, then we can observe that 5 divides (q4 − 1) / gcd (2, q − 1) but
doesn’t divide the order of M , so this case is also ruled out.
This leaves us the case when q = 2. Here qn − 1 = 15 and
M = Sp4 (2)× Sp2 (2) ∼= S6 × S3.
In GO+8 (2), there are two conjugacy classes of subgroups of order 15. One class contains
subgroups whose centralizer has order 30, the other contains self centralizing subgroups.
Hence by Proposition 3.3.2, the linear Singer cycle is contained in a conjugate of a sub-
group of GO+8 (q) that contains a self-centralizing subgroup of order 15. From the magma
code in Appendix A.1, M contains a self centralizing subgroup of order 15. Therefore the
linear Singer cycle is contained in a conjugate of M . 
Now all that is left to do is to rule out the other cases. This will follow from the
following two results.
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Proposition 5.4.5 Let n = km and mq be odd. Then the order of M := GO+2k (q) ×
SOm (q) is not divisible by a primitive prime divisor of q
n − 1.
Proof. Since mq is odd, qn − 1 does indeed have a primitive prime divisor. Let r be such
a prime divisor and suppose that r divides the order of M . If r divides |SOm (q)| , then
r divides an expression of the form q2i − 1, for 1 6 i 6 (m− 1) /2. This cannot happen
because
m− 1 6 km− 1 < n.
Therefore r divides
∣∣GO+2k (q)∣∣ and so divides either qk − 1 or an expression of the form
q2i − 1, for 1 6 i 6 k − 1. But k < km = n and
2k − 2 < km− 2 < n.
The result follows. 
Proposition 5.4.6 Let n = 2km and q be odd. Also let m > 2 and εi ∈ {−,+}. Then
the order of M := (GOε12k (q) ◦GOε22m (q)) .2 is not divisible by a primitive prime divisor of
qn − 1.
Proof. Note that since q is odd, a primitive prime divisor of qn − 1 exists, so let r be
such a prime divisor. Assuming r divides the order of M , we observe r divides either
|GOε12k (q)| or |GOε22m (q)| . By relabeling if necessary, we may assume that r divides the
order of GOε12k (q). Note r cannot divide q
k − ε11 as
k < 2k < 2km = n,
therefore r divides an expression of the form q2i − 1, for 1 6 i 6 k − 1. But
2k − 2 < 2km− 2 < n,
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which cannot happen. 
Propositions 5.4.4, 5.4.5 and 5.4.6 together give the proof of Theorem 5.4.3.
5.5 Stabilizers of subfields
Assume that G lies in class C5, so G is contained in the stabilizer of a subfield of GF (qu)
of prime index. As before, we use primitive prime divisors of qun − 1 and the element
order bounds in Theorem 2.2.6 to deal with this case. We will show that these groups do
not contain a linear Singer cycle of X except in just one case when X = GU4 (2).
Symplectic Case
Suppose first that X = Sp2n (q). Then q = q
m
0 , where m is prime and G is contained in
the group
M :=
 Sp2n (q0) .2, if m = 2 and q is odd,Sp2n (q0) , otherwise.
Our Theorem in this section is the following.
Theorem 5.5.1 Let n > 2 and G 6 Sp2n (q). If G contains a linear Singer cycle of
Sp2n (q), then G /∈ C5.
Proof. Suppose G ∈ C5, so q = qm0 for some prime m and let M be as above. We will
show that M cannot contain any element of order qn − 1, to obtain a contradiction.
Suppose first that m 6= 2 so mn > 6. If q0 = 2 and mn = 6, then n = 2 and
qn − 1 = 63. On the other hand, M = Sp4 (2), which obviously contains no element of
order 63.
Therefore, qmn0 − 1 has a primitive prime divisor, r. If M contains an element of order
qn − 1, then r divides the order of M . Hence r divides an expression of the form q2i0 − 1,
for 1 6 i 6 n. Since 2n < mn, this is a contradiction.
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So assume m = 2 and M = Sp2n (q0) . gcd (2, q − 1). By 2.2.6, an upper bound for the
element order in M is
gcd (2, q − 1) · (qn+10 / (q0 − 1)) · gcd (2, q − 1) = gcd (2, q − 1)2 qn+10 / (q0 − 1) .
If M contained an element of order qn − 1, we get
q2n0 − 1 6 gcd (2, q − 1)2 qn+10 / (q0 − 1) ,
which has no integer solutions for n > 2 and q0 a power of a prime.
This contradiction shows M cannot contain an element of order qn− 1 and proves the
theorem. 
Unitary Case
Now suppose that X = GU2n (q). There are three sets of groups in class C5. These are
Cq+1.PGU2n (q0) , where q
m
0 = q with m an odd prime, Cq+1 ◦ GO±2n (q) , for q odd and
Cq+1 ◦ Sp2n (q) . Our theorem is the following.
Theorem 5.5.2 Let n > 2 and let G 6 GU2n (q). Suppose that G contains a linear
Singer cycle of GU2n (q) and that G ∈ C5. Then (n, q) = (2, 2) and G is contained in
C3 ◦ Sp4 (2) ∼= 3× S6.
We first rule out the Cq+1.PGU2n (q0) case. This follows immediately from the follow-
ing proposition.
Proposition 5.5.3 Let q = qm0 with m an odd prime. Then the order of Cq+1.PGU2n (q0)
is not divisible by a primitive prime divisor of qmn0 − 1.
Proof. Since n > 2 and m is an odd prime, q2nmo − 1 does indeed primitive prime divisor.
Let r be such a prime divisor and suppose that r divides the order of Cq+1.PGU2n (q0). If
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r divides q + 1, then r divides q2 − 1 = q2m0 − 1, which cannot happen. So r divides the
order of PGU2n (q0) and so divides an expression of the form q
i
0 − (−1)i, for 1 6 i 6 2n.
But 4n < 2nm, a contradiction. 
Proposition 5.5.4 Let q be odd and M = Cq+1 ◦ GOε2n (q) where ε = ±. Then M does
not contain a linear Singer cycle of GU2n (q) .
Proof. Assume that M contains a linear Singer cycle of GU2n (q) . Suppose first that
ε = +. Since q is odd, q2n − 1 has a primitive prime divisor, r. If M contains a
linear Singer cycle of GU2n (q) , then r divides the order of M . We know that r cannot
divide q + 1, qn(n−1) or qn − 1, so it must divide an expression of the form q2i − 1, where
1 6 i 6 n− 1. But 2n− 2 < 2n, a contradiction.
So we may assume that ε = −. The quotient group,
M = C(q+1)/2 × PGO−2n (q)
of M contains an element of order (q2n − 1) /2, by our assumption. If n > 4, then by
Theorem 2.2.6, an upper bound on the element order of M is
((q + 1) /2) · (qn+1/ (q − 1)) = qn+1 (q + 1) /2 (q − 1) .
Since M contains an element of order (q2n − 1) /2, we must have
(
q2n − 1) /2 6 qn+1 (q + 1) /2 (q − 1) .
But this inequality has no integer solutions for n > 4 and q an odd power of a prime.
If n = 3, then using the fact that PΩ−6 (q) ∼= PSU4 (q) and Theorem 2.2.6, an upper
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bound on the element order of M is
((q + 1) /2) · (q3 + 1) .
Again, using our assumptions,
(
q6 − 1) /2 6 (q + 1) (q3 + 1) /2,
which again has no integer solutions for q an odd power of a prime.
So we can assume n = 2. In this case using Theorem 2.2.6 and noting PΩ−4 (q) ∼=
PSL2 (q
2), an upper bound on the element order of M is
((q + 1) /2) · (q2 + 1) .
Hence, using our assumptions again, we get
(
q4 − 1) /2 6 (q + 1) (q2 + 1) /2.,
But again this inequality has no integer solutions for q an odd power of a prime.
Therefore we can conclude that M cannot contain a linear Singer cycle of GU2n (q).
Proposition 5.5.5 Let M := Cq+1◦Sp2n (q) and suppose that M contains a linear Singer
cycle of GU2n (q). Then (n, q) = (2, 2).
Proof. Suppose that M contains a linear Singer cycle of GU2n (q). By our assumption,
the quotient group,
M := C(q+1)/ gcd(2,q−1) × PSp2n (q)
of M contains an element of order (q2n − 1) / gcd (2, q − 1). Using Theorem 2.2.6, an
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upper bound for the element order in M is
((q + 1) / gcd (2, q − 1)) · (qn+1/ (q − 1)) .
Hence, since M contains an element of order (q2n − 1) / gcd (2, q − 1), we must have
(
q2n − 1) / gcd (2, q − 1) 6 (q + 1) qn+1/ gcd (2, q − 1) (q − 1) .
Since n > 2 and q is a power of a prime, the only integer solution to this inequality is
(n, q) = (2, 2) .
In this case
M = C3 ◦ Sp4 (2) ∼= 3× S6
and the linear Singer cycle of GU4 (2) has order 15. Using magma [5], we can see all
subgroups of order 15 in GU4 (2) are conjugate and M clearly contains a subgroup of
order 15, therefore the linear Singer cycle is contained in a conjugate of M . 
Propositions 5.5.3, 5.5.4 and 5.5.5 form the proof of Theorem 5.5.2.
Orthogonal Case
So we can assume that X = GO+2n (q). Here q = q
m
0 , where m is prime and G is contained
in M := GOε2n (q0) , where ε = ± and m = 2 when ε = −. Our main theorem is the
following.
Theorem 5.5.6 Let n > 3 and G 6 GO+2n (q). If G contains a linear Singer cycle of
GO+2n (q), then G /∈ C5.
Proof. Suppose G ∈ C5, so q = qm0 for some prime m and let M be as above. We show
that M does not have an element of order qn − 1, to obtain a contradiction.
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Suppose otherwise and first assume ε = +. If q0 = 2 and kn = 6 then k = 2, n = 3.
But then M = GO+6 (2) has no element of order 63.
Therefore qkn0 −1 has a primitive prime divisor, r, which divides the order of M by our
assumption. This implies that r divides an expression of the form q2i0 −1, for 1 6 i 6 n−1.
But 2 (n− 1) < 2n 6 kn, a contradiction.
So we may assume that ε = − and so m = 2. We again use the element order bounds
in Theorem 2.2.6 to rule out these cases. If n > 4, then an upper bound for the element
order in M is
gcd (2, q0 − 1) · qn+10 / (q0 − 1) .
Therefore by our assumption we have
q2n0 − 1 6 gcd (2, q0 − 1) · qn+10 / (q0 − 1) .
But this inequality has no integer solutions for n > 4 and q0 a power of a prime.
Therefore n = 3. If q0 > 2 then since PΩ
−
6 (q0)
∼= PSU4 (q0) and using Theorem 2.2.6,
an upper bound on the element order of M is gcd (2, q0 − 1) (q3 + 1) and so by our as-
sumption we get (
q60 − 1
)
6 gcd (2, q0 − 1)
(
q3 + 1
)
.
This again has no integer solutions for q0 a power of a prime. So q0 = 2 and q
n − 1 = 63.
But M = GO−6 (2) has no elements of such order.
Therefore that M cannot contain an element of order qn−1. This concludes the proof
of the theorem. 
This concludes the case of the subfield stabilizers.
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5.6 Normalizers of symplectic-type groups
Now assume that G lies in class C6. Then G normalizes a symplectic-type r-group lying
in an absolutely irreducible representation, where r is a prime different to p. We use the
element order bounds from Theorem 2.2.6 to show that these groups do not contain a
linear Singer cycle of X except in just one case when X = Sp4 (3).
Symplectic Case
Assume X = Sp2n (q). Then q is an odd prime and G lies in the group
M :=
 2
1+2m
− .Ω
−
2m (2) , when q ≡ ±3 (mod 8),
21+2m− .GO
−
2m (2) , when q ≡ ±1 (mod 8),
where 2n = 2m. Our theorem in this section is the following.
Theorem 5.6.1 Let G 6 Sp2n (q) and suppose that G contains a linear Singer cycle of
Sp2n (q). If G ∈ C6 then (n, q) = (2, 3) and G is contained in 21+4− .Ω−4 (2) ∼= 21+4− .A5.
Proof. Let M be as above and suppose M contains an element of order qn − 1. Suppose
first that m > 4. The largest possible element order in 21+2m− is 4 and an upper bound
for the element order in GO−2m (2) is 2
m+1, by Theorem 2.2.6. Therefore
qn − 1 6 4 (2m+1) = 2m+3,
and so since q is an odd prime, we have
3n − 1 6 qn − 1 6 2m+3.
Since n = 2m, there are no integer solutions to this inequality for m > 4 and q an odd
prime.
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Now suppose that m = 3 and so n = 4. Then the largest element order in GO−6 (2) is
12. Therefore we have
80 = 34 − 1 6 q4 − 1 6 4 · 12 = 48,
which cannot happen.
Therefore m = 2 and so n = 2. The largest element order in GO−4 (2) is 6, so this time
we get q2 − 1 6 4 · 6 = 24, which means q = 3 or 5. In these cases
M ∼= 21+4− .Ω−4 (2) ∼= 21+4− .A5,
and the maximum element order in A5 is 5. This means the largest element order in M
is at most 4 · 5 = 20. But if q = 5, then q2 − 1 = 24, so this cannot happen.
Therefore q = 3. Letting A be the linear Singer subgroup of Sp4 (3) as usual, we see
that A has order 8, so is contained in a Sylow 2-subgroup, T of Sp4 (3) . Since M has
odd index in Sp4 (3) , M contains a Sylow 2-subgroup, S of Sp4 (3). Since any two Sylow
2-subgroups are conjugate, there is a g ∈ Sp4 (3) such that Sg = T . Therefore
A 6 T = Sg 6M g.
This proves the theorem. 
Unitary Case
If X = GU2n (q), then q ≡ 3 mod 4 and G lies in
M := Cq+1 ◦ 21+2m.Sp2m (2) ,
where 2n = 2m. Before we prove the main theorem of this section we shall need the
following lemma.
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Lemma 5.6.2 For all d > 2, we have the following polynomial factorization
x2
d − 1 = (x+ 1) (x− 1)
d−1∏
i=1
(
x2
i
+ 1
)
.
Proof. We prove by induction on d that
(
x2
d − 1
)
/ (x+ 1) = (x− 1)
d−1∏
i=1
(
x2
i
+ 1
)
.
If d = 2, we have
(
x2
2 − 1
)
/ (x+ 1) =
(
x2 − 1) (x2 + 1) / (x+ 1) = (x− 1) (x2 + 1) ,
as required, so assume the result for d = k. Then by induction, we have
(
x2
k+1 − 1
)
/ (x+ 1) =
(
x2
k − 1
)(
x2
k
+ 1
)
/ (x+ 1)
=
(
x2
k
+ 1
)
(x− 1)
k−1∏
i=1
(
x2
i
+ 1
)
= (x− 1)
k∏
i=1
(
x2
i
+ 1
)
.
Hence result follows by induction. 
Now we are ready to prove the main theorem of this section.
Theorem 5.6.3 Let n > 2 and G 6 GU2n (q). Suppose that G contains a linear Singer
cycle of GU2n (q). Then G /∈ C6.
Proof. Let M be as above. We will show that M cannot contain an element of order
q2n − 1. Using Theorem 2.2.6, an upper bound for the element order in M is
(q + 1) · 4 · 2m+1 = 2m+3 (q + 1) .
If M contained an element of order q2n − 1, then q2n − 1 6 2m+3 (q + 1) and so
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(
q2n − 1) / (q + 1) 6 2m+3. (5.6.1)
Also 2n = 2m, so by Lemma 5.6.2, we have
(9n − 1) /4 = (32n − 1) / (3 + 1) = (3− 1)m−1∏
i=1
(
32
i
+ 1
)
6 (q − 1)
m−1∏
i=1
(
q2
i
+ 1
)
=
(
q2n − 1) / (q + 1)
and so
(
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m−1 − 1
)
/4 6 2m+3. This inequality gives only the solution m = 2. In this
case, we also have n = 2 and so since q ≡ 3 mod 4, Inequality 5.6.1 gives only the solution
q = 3. Therefore
M = 4 ◦ 21+4Sp4 (2) ∼= 4 ◦ 21+4S6
lying inside GU4 (3). But the largest element order in 4 ◦ 21+4 and S6 are 4 and 6,
respectively, and so the largest possible element order in M is 24. Since q2n − 1 = 80, we
have a contradiction. This concludes the proof of the theorem. 
Orthogonal Case
If X = GO+2n (q), then q is an odd prime and G is contained in
M :=
 2
1+2m
+ .Ω
+
2m (2) , if q ≡ ±3 mod 8,
21+2m+ .GO
+
2m (2) , if q ≡ ±1 mod 8,
where 2n = 2m. Our main theorem in this section is as follows.
Theorem 5.6.4 Let n > 3 and G 6 GO+2n (q). Suppose that G contains a linear Singer
cycle of GO+2n (q). Then G /∈ C6.
Proof. Let M be as above. We show that M cannot contain any element of order qn− 1.
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If m > 4, then an upper bound for the element order in GO+2m (2) is 2m+1, using Theo-
rem 2.2.6. Following the same method as in the symplectic case then gives a contradiction.
So we can assume m = 3, which means n = 4. Using magma [5] the maximum
element order in GO+6 (2) is 15, so we have
q4 − 1 6 4 · 15 = 60
But this has no solutions for q an odd prime. Therefore M cannot contain any element
of order qn − 1 and so the result follows. 
5.7 Tensor induced subgroups
Now we can assume that G is contained in C7. This means that G preserves a tensor
product decomposition of the form V =
⊗m
i=1 Vi, where dim (Vi) = k. We will show that
for all possibilities for X, these groups do not contain linear Singer cycles of X. We will use
primitive prime divisors of qun−1 to rule out all cases except the case when X = GU4 (q)
and (k,m) = (2, 2) . In this case, we apply the element order bounds from Theorem 2.2.6
to prove the result.
Symplectic Case
First, let X = Sp2n (q) . Then 2n = (2k)
m and G is contained in the group
M := 2. (PSp2k (q) .2 o Sm)
1
2
,
where qm is odd. Our theorem in this section is the following.
Theorem 5.7.1 Let n > 2 and G 6 Sp2n (q) . If G contains a linear Singer cycle of
Sp2n (q), then G /∈ C7.
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Proof. Let M be as above with 2n = (2k)m and qm odd. We will show that the order of
M cannot be divisible by a primitive prime divisor of qn − 1 and so M cannot contain a
linear Singer cycle of Sp2n (q).
We know qm is odd, so qn − 1 has a primitive prime divisor. If r is such a prime
divisor and r divides |M |, then r must divide the order of Sp2k (q) o Sm.
Now, r is a primitive prime divisor, so we have
r > n+ 1 > (2k)m /2 > m.
Hence r cannot divide the order of Sm, therefore r divides the order of Sp2k (q). This
means that r divides an expression of the form q2i−1, for 1 6 i 6 k. This cannot happen
as 2k < (2k)m /2 = n. The result follows. 
Unitary Case
Now let X = GU2n (q). In this case 2n = k
m and G is contained in the group
M := Cq+1. (PGUk (q) o Sm) .
Our main theorem is the following.
Theorem 5.7.2 Let n > 2 and G 6 GU2n (q) . If G contains a linear Singer cycle of
GU2n (q), then G /∈ C7.
Proof. Let M be as above with 2n = km. We will show that M cannot contain any
element of order q2n − 1.
First assume (k,m) 6= (2, 2). Since 2n = km > 4, q2n−1 has a primitive prime divisor,
r. If M contains an element of order q2n−1, then its order is divisible by r. Now r cannot
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divide q + 1, since n > 2 and since r is a primitive prime divisor, we have
r > 2n+ 1 = km + 1 > m,
so r cannot divide |Sm|. Hence, r divides |PGUk (q)|, so divides an expression of the form
qi − (−1)i, for 2 6 i 6 k. But since (k,m) 6= (2, 2), we have 2k < 2n, which cannot
happen.
Therefore (k,m) = (2, 2), and so n = 2 and M becomes
Cq+1. (PGU2 (q) o 2) ∼= Cq+1. (PGL2 (q) o 2) .
By Theorem 2.2.6, an upper bound on the element order of M is 2 (q + 1)3 and so we get,
q4 − 1 6 2 (q + 1)3, which yields q = 2 or q = 3. But in these cases, q4 − 1 is divisible by
5, which does not divide the order of M .
We therefore conclude that M does not contain any element of order q2n − 1. 
Orthogonal Case
Finally, let X = GO+2n (q). Then 2n = (2k)
m and either G is contained in the group
2. (PSp2k (q) .2 o Sm)
1
2
,
where kq is even, or G is contained in the group
2.
(
PGO±2k (q) .2 o Sm
) 1
2
,
where q is odd. Our main theorem is the following.
Theorem 5.7.3 Let n > 3 and G 6 GO+2n (q) . If G contains a linear Singer cycle of
GO+2n (q), then G /∈ C7.
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We will show that the orders of the above groups in C7 are not divisible by primitive
prime divisors of qn − 1, then Theorem 5.7.3 will follow.
Proposition 5.7.4 Suppose that 2n = (2k)m and kq is even. Then the order of
M := 2. (PSp2k (q) .2 o Sm)
1
2
is not divisible by a primitive prime divisor of qn − 1.
Proof. Because m > 2, we have n > 3. Therefore a primitive prime divisor of qn − 1
exists. Now argue as in Theorem 5.7.1. 
Proposition 5.7.5 Suppose that 2n = (2k)m and q is odd. Then the order of
M := 2.
(
PGO±2k (q) .2 o Sm
) 1
2
is not divisible by a primitive prime divisor of qn − 1.
Proof. Since n > 3 and q is odd, qn − 1 does indeed have a primitive prime divisor. Let
r be a primitive prime divisor of qn − 1 and assume that r divides the order of M . Then
r must divide the order of GO±2k (q) o Sm. By the same argument as in Theorem 5.7.1, we
see that r cannot divide |Sm| and so divides
∣∣GO±2m (q)∣∣ Hence either r divides qm ∓ 1, or
r divides an expression of the form q2i − 1, for 1 6 i 6 m− 1. Both of these possibilities
give a contradiction, since 2m < n. 
Proposition 5.7.4 and 5.7.5 together prove Theorem 5.7.3.
5.8 Classical subgroups
Finally we can now assume that G is contained in the class C8 of classical groups embedded
in X. These groups only occur when X = Sp2n (q) and q is even and consist of the
subgroups GO±2n (q). Our final main theorem of this chapter is the following.
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Theorem 5.8.1 Let n > 2 and G 6 Sp2n (q). Also assume that G contains a linear
Singer cycle of Sp2n (q) and suppose that G ∈ C8, so q is even. Then G is contained in
GO+2n (q).
The discussion preceding Proposition 3.2.9 shows that the linear Singer cycle of Sp2n (q)
preserves a quadratic form of plus type on V . Therefore, the linear Singer cycle of Sp2n (q)
is contained in GO+2n (q). However the subgroups GO
−
2n (q) do not contain a linear Singer
cycle of Sp2n (q). This a result of the following proposition.
Proposition 5.8.2 Let A be the linear Singer subgroup of Sp2n (q). If A preserves a
quadratic form on the vector space V , then it has plus type.
Proof. Let Q be a quadratic form on V which is preserved by A and let U be a proper
non-zero A-invariant subspace of V . Note that U has dimension n by Theorem 3.2.2. By
Aschbacher [3, the proofs of 20.11, 21.1, 21.2 and 21.3], U contains a singular vector.
Since A is transitive on non-zero vectors of U and A preserves Q, all vectors in U are
singular and hence, all vectors are isotropic. This means U is a totally singular subspace.
We conclude that the Witt index of Q is n and so Q has plus type. 
This concludes the classical subgroups case and the geometric case.
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Chapter 6
Almost simple cases
In this chapter, we assume a subgroup G of X containing a linear Singer cycle of X lies
in class S of Aschbacher’s Theorem. Recall that G ∈ S if and only if the following hold:
a) The socle of G is a non-abelian simple group, S, so that
S 6 G/ (G ∩ Z (X)) 6 Aut (S) .
b) If L is the full covering group of S and ρ : L → GL2n (qu) is a representation of L
corresponding to G, in the sense that ρ (L) 6 G and
ρ (L) / (ρ (L) ∩ Z (X)) ∼= S,
then ρ (L) is absolutely irreducible.
c) ρ (L) cannot be realized over a proper subfield of GF (qu).
d) If ρ (L) preserves a non-degenerate quadratic form on V , then X0 = Ω
+
2n (q).
e) If ρ (L) preserves a non-degenerate symplectic form but no non-degenerate quadratic
form on V , then X0 = Sp2n (q).
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f) If ρ (L) preserves a non-degenerate unitary form on V , then X0 = SU2n (q).
We note that, if A is the linear Singer subgroup of X as usual, then since A contains
the centre of X, we have Z (X) 6 Z (X) ∩G. On the other hand, Z (X) ∩G 6 Z (X), so
in fact Z (X) ∩G = Z (X).
In the following four sections, we will determine possibilities for G by considering each
of the possible cases for S. Using the Classification of Finite Simple Groups, we consider
the cases when S is an alternating group, a sporadic group, and a Lie-type group. We
consider separately the cases where a Lie type group is defined over a field of characteristic
dividing q and coprime to q.
We first deal with the sporadic groups.
6.1 Sporadic groups
Assume that S is one of the twenty six sporadic simple groups. The maximum element
orders in Aut (S) are known and can be found by looking at the character tables of S
given in the Atlas [9]. Let X denote X/Z (X). The image of the linear Singer cycle of
X in X has order (qun − 1) /d where
d =
 q + 1, if X = GU2n (q) ,gcd (2, q − 1) , otherwise.
So if G lies in S and contains a linear Singer cycle then, using meo (H) to denote the
maximum element order in a group H, we have
(qun − 1) /d 6 meo (Aut (S)) . (6.1.1)
Also we use a paper by Jansen [20], which lists the minimal representation degrees for
all the sporadic simple groups and their covering groups. From this, we can deduce the
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S meo (Aut (S)) R (S) S meo (Aut (S)) R (S)
M11 11 5 He 42 50
M12 12 6 Ly 67 111
M22 14 6 O
′N 56 45
M23 23 11 Co1 60 24
M24 23 11 Co2 30 22
J1 19 7 Co3 30 22
J2 24 6 Fi22 42 27
J3 34 9 Fi23 60 253
J4 66 112 Fi
′
24 84 781
HS 30 20 HN 60 132
Suz 40 12 Th 39 248
McL 30 21 B 70 4370
Ru 29 28 M 119 196882
Table 6.1: meo (Aut (S)) and R (S), where S is a sporadic group.
minimal projective representation degrees of a sporadic group. Since S is embedded into
X, it has a projective representation of degree 2n. So, using R (H) to denote the minimal
projective representation degree of a group H, we have
n > 1
2
R (S) . (6.1.2)
Using Inequalities 6.1.1 and 6.1.2 gives us an easy way to rule out most of the pos-
sibilities for S. We shall see that there are no cases for S if G lies in S and contains a
linear Singer cycle. For convenience, the values for meo (Aut (S)) and R (S) are given in
Table 6.1. We shall use this method throughout this chapter, as well as using results from
Hiss [17] and Lu¨beck [26] to rule out values of n. Our main result is the following.
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Theorem 6.1.1 Let G be a subgroup of X lying in S such that G/Z (X) has socle S
where S is one of the 26 sporadic simple groups. Then G does not a contain linear Singer
cycle
Proof. Suppose that G contained a linear Singer cycle. Assume first that X = GU2n (q) .
Then Inequality 6.1.1 becomes
(
q2n − 1) / (q + 1) 6 meo (Aut (S))
and so using this together with Inequality 6.1.2 and the values in Table 6.1, we can reduce
to the case when S = J2 and (n, q) = (3, 2) . Hence we get an embedding of J2 in PGU6 (2).
But this cannot happen since 25 divides the order of J2 but not the order of PGU6 (2) .
Therefore we can assume that X is either Sp2n (q) or GO
+
2n (q). Inequality 6.1.1 then
becomes
(qn − 1) / gcd (2, q − 1) 6 meo (Aut (S)) .
Again, using this with Inequality 6.1.2 and Table 6.1, we can reduce to the following cases:
i) S = M11 and (n, q) = (3, 2) ,
ii) S = M12 and (n, q) = (3, 2)
iii) S = M22 and (n, q) = (3, 2) or (3, 3),
iv) S = J1 and (n, q) = (4, 2),
v) S = J2 and (n, q) = (3, 2) , (3, 3), or (4, 2) ,
vi) S = J3 and (n, q) = (5, 2) .
We can rule out most of these cases as these would contradict Jansen’s result. For
instance, M11 has no 6-dimensional faithful irreducible representation in characteristic 2,
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so we cannot have S = M11 and (n, q) = (3, 2). The only cases we have to consider are
when S = J2 and (n, q) = (3, 2) , (3, 3) or (4, 2). The last case is ruled out since J2 has
no 8-dimensional faithful irreducible representation in characteristic 2 by [17]. Hence J2
embeds in PSp6 (2) , PSp6 (3) or PGO
+
6 (3). But 25 divides the order of J2 but not the
order of these groups.
Therefore since we have exhausted all possibilities for S, we can conclude that G
cannot contain a linear Singer cycle of X. 
6.2 Alternating groups
We now assume that S is an alternating group on k letters where k > 5. Results of
Dickson and Wagner [10, 33, 34] give the smallest irreducible representation degrees of
Ak. Together with [35], we can deduce the minimal irreducible projective representation
degrees of Ak. From [24, 5.3.7], if k > 9, then R (Ak) = k − 2. If 5 6 k 6 8 then R (Ak)
is smaller than k − 2. For this reason, we divide the case of the Alternating groups into
these two cases.
For 5 6 k 6 8, we use the same approach as in the sporadic case. If G lies in S and has
socle Ak, we use Inequalities 6.1.1 and 6.1.2 to find values for n and q, then we examine
whether G can contain a linear Singer cycle of X. For k > 9, we will use primitive prime
divisors which we will also use throughout the rest of this chapter.
Theorem 6.2.1 Let G be a subgroup of X containing a linear Singer cycle of X. Also
suppose that G lies in S and the socle of G/Z (X) is Ak where 5 6 k 6 8. Then either
X = Sp4 (2) and G = A6, or X = GO
+
6 (2) and A7 6 G 6 S7.
Proof. First let X = GU2n (q), so the image of the linear Singer cycle of X in X has order
(q2n − 1) / (q + 1) . By our assumptions, we have
(
q2n − 1) / (q + 1) 6 meo (Aut (Ak)) 6 meo (S8) = 15.
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The only integer solution to this inequality with n > 2 and q a power of a prime is
(n, q) = (2, 2). Then we have an embedding of Ak in PGU4 (2) . This immediately rules
out k = 7 and k = 8, as in these cases 7 divides the order of Ak but not the order of
PGU4 (2). Now in PGU4 (2), there are two conjugacy classes of groups isomorphic to A5
contained in a single conjugacy class of A6 from magma [5]. But these are contained in
the group Sp4 (2) which is a member of C5.
This completes the case when X = GU2n (q), so we may assume that X is either
Sp2n (q) or GO
+
2n (q). This time the image of the linear Singer cycle of X in X has order
(qn − 1) / gcd (2, q − 1).
We now consider each value of k separately. Suppose first that S = A5. Then using
Inequality 6.1.1, we get
(qn − 1) / gcd (2, q − 1) 6 meo (S5) = 6.
The only integer solutions to this inequality with n > 2 and q a power of a prime are
(n, q) = (2, 2) or (2, 3). Since we are assuming that n > 3 when X = GO+2n (q), we only
need to consider X = Sp4 (2) or PSp4 (3). If X = Sp4 (2), then there are two conjugacy
classes of subgroups isomorphic to A5 in X, using magma [5]. One class has representative
Sp2 (4) which is a member of C3, the other has representative GO−4 (2) which is a member
of C8. So X = PSp4 (3). In this case, there are also two conjugacy classes of groups
isomorphic to A5 in X, but they are both contained in a conjugate of PSp2 (9) which is a
member of C3.
If S = A6, then Inequality 6.1.1 gives
(qn − 1) / gcd (2, q − 1) 6 meo (PΓL2 (9)) = 10.
The only integer solutions to this inequality with n > 2 and q a power of a prime
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are (n, q) = (2, 2) , (2, 3) or (3, 2). We can immediately ignore (n, q) = (3, 2), as then
(qn − 1) / gcd (2, q − 1) = 7, which does not divide the order of PΓL2 (9). Therefore by
our assumptions, we have either X = Sp4 (2) or PSp4 (3). If X = PSp4 (3). Then there is
a single conjugacy class of subgroups isomorphic to A6 in X. But any representative of
this class is conjugate to PSp2 (9) which lies in C3. Therefore X = Sp4 (2). Now A6 is a
normal subgroup of Sp4 (2) lying in S and the linear Singer cycle of Sp4 (2) has order 3.
Moreover, via the isomorphism Sp4 (2)
∼= S6, all element of order 3 in Sp4 (2) correspond
to even permutations in S6. Therefore the linear Singer cycle of Sp4 (2) is contained in
A6. Therefore we have
A6 6 G/Z (G) ∼= G 6 Sp4 (2) .
Since G is a proper subgroup of Sp4 (2), G is conjugate to A6.
If S = A7, then Inequality 6.1.1 gives
(qn − 1) / gcd (2, q − 1) 6 meo (S7) = 12.
The only integer solutions to this inequality with n > 2 and q a power of a prime are
(n, q) = (2, 2) , (2, 3) , (2, 5) or (3, 2). If (n, q) 6= (3, 2), then X is one of Sp4 (2) , PSp4 (3)
or PSp4 (5) . But 7 does not divide the order of X, so A7 cannot embed in X. So (n, q) =
(3, 2) and X = Sp6 (2) or GO
+
6 (2). Now in GO
+
6 (2), the linear Singer cycle has order
7 and all subgroups of order 7 in GO+6 (2) are conjugate. Also using magma [5] and [6,
Table 8.3.2], there is a single conjugacy class of subgroups isomorphic to S7 lying in S
and these contain an element of order 7. Therefore the linear Singer cycle of GO+6 (2)
is contained in a conjugate of S7. Therefore since G/Z (X) is almost simple, we have
A7 6 G 6 S7. As a consequence of this, we can see there is a single conjugacy class of
subgroups isomorphic to S7 in Sp6 (2), but this is contained in C8.
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Finally, If S = A8, then Inequality 6.1.1 gives
(qn − 1) / gcd (2, q − 1) 6 meo (S8) = 15.
The only integer solutions to this inequality with n > 2 and q a power of a prime are
(n, q) = (2, 2) , (2, 3) , (2, 4) , (2, 5) , (3, 2) , (3, 3) or (4, 2). If n = 2, then X = PSp4 (q).
But for these values of q, 7 divides the order of A8 but not the order of X. If (n, q) = (3, 3),
then X = PSp6 (3) or PGO
+
6 (3). In both these cases, the image of the linear Singer cycle
in X has order 13, which doesn’t divide the order of S8, so these cases are also ruled
out. If (n, q) = (3, 2), then X = Sp6 (2) or GO
+
6 (2). In the latter case, there is a single
conjugacy class of subgroups isomorphic to A8. But as A8 ∼= Ω+6 (2), this contradicts
our assumptions on G. This also means that the single conjugacy class of subgroups
isomorphic to A8 in Sp6 (2) are contained in C8, so we can ignore this case. This leaves us
with the case when (n, q) = (4, 2). Here X = Sp8 (2) or GO
+
8 (2). But by [17], there are
no 8-dimensional absolutely irreducible representations of A8 in characteristic 2.
This concludes the proof of the theorem. 
We can now assume k > 9.
Theorem 6.2.2 Let G be a subgroup of X lying in S such that the socle of G/Z (X) is
Ak for k > 9. Then X = GO+8 (2) and G = A9.
Proof. In this case Aut (Ak) = Sk. By [24, 5.3.7], the minimal degree for an irreducible
projective representation of Ak is k − 2, so k 6 2n+ 2 and G/Z (X) 6 S2n+2.
Note that k > 9 implies that n > 4. If (n, q, u) = (6, 2, 1), then (qun − 1) /d = 63.
But then G/Z (X) 6 S14 and S14 contains no element of this order since it would have to
contain in its disjoint cycle decomposition: a cycle of length 63, or a cycle of length 7 and
a cycle of length 9.
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Therefore, qun − 1 has a primitive prime divisor. Let r be such a primitive prime
divisor and let a be the image of the linear Singer cycle in G/Z (X). Also let (l1, . . . , lm)
be the lengths of the cycles in the disjoint cycle decomposition of a. Since the order of a
is the least common multiple of the lengths of its disjoint cycles, r divides li for some i
and so r 6 2n+ 2. On the other hand, by Remark 2.2.3, we have
r =
 2xn+ 1, if X = GU2n (q) ,xn+ 1, otherwise,
for some x ∈ N. Therefore, we either have r = 2n+ 1, or X 6= GU2n (q) and r = n+ 1.
If r = 2n+ 1, then since r divides li and li 6 2n+ 2, we see that a is a cycle of length
2n + 1 and therefore (qun − 1) /d = 2n + 1. But there are no integer solutions to this
equation with n > 4 and q a power of a prime.
Therefore X 6= GU2n (q) , u = 1 and r = n+1. Suppose r2 divides qn−1. If r2 divides
one of the li, then this would mean that
r2 = n2 + 2n+ 1 6 2n+ 2,
which gives n2 6 1, contrary our assumptions. Hence r must divide li and lj with i 6= j
and so a is the product of two cycles of length n + 1, which yields (qn − 1) /d = n + 1.
But again, this has no integer solutions to this equation with n > 4 and q a prime power.
It follows that r2 does not divide qn−1. Therefore, r is a small primitive prime divisor
of qn− 1 and so by Theorem 2.2.5, this leaves only the following possibilities to consider:
i) q = 2 and n ∈ {4, 10, 12, 18} ,
ii) q = 3 and n ∈ {4, 6} ,
iii) (q, n) = (5, 6) .
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If (n, q) = (10, 2) , (18, 2) , or (6, 5) , then (qn − 1) /d does not divide the order of S2n+2,
so these cases are automatically ruled out. If (n, q) = (4, 3), then (qn − 1) /d = 40 = 23 ·5
so any element of this order would need to act on at least 8 + 5 = 13 points. Therefore
a /∈ S10 in this case. If (n, q) = (6, 3), then
(qn − 1) /d = 364 = 22 · 7 · 13.
Any element of this order would need to act on at least 4 + 7 + 13 = 24 points and so
a /∈ S14. Also if (n, q) = (12, 2), then
(qn − 1) /d = 1023 = 32 · 5 · 7 · 13,
so any element of this order would need to act on at least 9 + 5 + 7 + 13 = 34 points.
Therefore a /∈ S26.
This leaves the case when (n, q) = (4, 2). Here we have G ∼= G/Z (X) 6 S10 and k = 9
or 10. If k = 9, then up to conjugacy, there are two subgroups of GO+8 (2) isomorphic to
A9 lying in S, from magma [5], [6, Table 8.50] and the atlas [9, p. 85]. One of these is
contained in a subgroup isomorphic to S9, the other is not. As mentioned in the proof of
Proposition 5.4.4, up to conjugacy, there are two subgroups of order 15 in GO+8 (2), only
one of which is self-centralizing. From Appendix A.2, the copy of A9 lying in S9 contains
a non-self-centralizing subgroup of order 15, whereas the copy of A9 that is not contained
in S9 contains a self-centralizing subgroup of order 15. Hence, the linear Singer cycle of
GO+8 (2) is contained in a conjugate of this latter subgroup. Therefore, since G is almost
simple, we have G = A9. Now in Sp8 (2), there are two conjugacy classes of subgroups
isomorphic to A9. But these are contained in a member of C8.
So k = 10. From magma [5], there are no subgroups of GO+8 (2) having the same
order as A10, so this case is ruled out. Also from magma [5] and [6, Table 8.49], up
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to conjugacy, there is a subgroup of Sp8 (2) isomorphic to A10 contained in a maximal
subgroup isomorphic to S10. As shown in Appendix A.3, up to conjugacy, there are three
subgroups of order 15 in Sp8 (2), only one of which is self-centralizing. However, the
subgroup of order 15 in S10 is not self-centralizing in Sp8 (2) and so cannot be conjugate
to the linear Singer subgroup of Sp8 (2).
This concludes the proof of the theorem and the alternating case. 
6.3 Lie-type groups in non-defining characteristic
We can now assume that S is a simple group of Lie-type. We first consider the case when
S is defined over the field GF (s), where p does not divide s. In this section we will prove
the following theorem.
Theorem 6.3.1 Let G be a subgroup of X containing a linear Singer cycle of X. Also
suppose that G lies in S and the socle of G/Z (X) is a simple group of Lie-type defined
over a field whose characteristic does not divide q. Then either X = Sp6 (2) and
PSU3 (3) 6 G 6 PSU3 (3) : 2,
or X = Sp6 (3) and G is one of two copies of SL2 (13).
To prove this, we will make use of results of Landazuri and Seitz [25], which give
lower bounds on the minimal degree of a projective representation of a Lie-type group
in non-defining characteristic. These are illustrated in Table 6.2 which we have taken
from [24, Theorem 5.3.9]. Here e (S) denotes a lower bound for the minimum projective
representation degree of S in characteristic coprime to p.
We follow a similar approach to the method of Guralnick et al [15, Proposition 8.1].
If qun − 1 has a primitive prime divisor, we use a result of Hering [16], which gives the
largest prime dividing the order of a Lie-type group, to rule out all but a few finite and
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S e (S) exceptions
PSL2 (s) (s− 1) / (2, s− 1) e (PSL2 (4)) = 2
e (PSL2 (9)) = 3
PSLk (s) , k > 3 sk−1 − 1 e (PSL3 (2)) = 2
e (PSL3 (4)) = 4
PSp2k (s) , k > 2
(
sk − 1) /2, s odd e (PSp4 (2)′) = 2
sk−1
(
sk−1 − 1) (s− 1) /2, s even e (PSp6 (2)) = 7
PSUk (s) , k > 3 s
(
sk−1 − 1) / (s+ 1) , k odd e (PSU4 (2)) = 4(
sk − 1) / (s+ 1) , k even e (PSU4 (3)) = 6
PΩ+2k (s) , k > 4
(
sk−1 − 1) (sk−2 + 1) , s 6= 2, 3, 5
sk−2
(
sk−1 − 1) , s = 2, 3, 5 e (PΩ8 (2)) = 8
PΩ−2k (s) , k > 4
(
sk−1 + 1
) (
sk−2 − 1)
Ω2k+1 (s) , k > 3, s odd s2(k−1) − 1, s > 5 e (Ω7 (3)) = 27
sk−1
(
sk−1 − 1) , s = 3, 5
E6 (s) ,
2E6 (s) s
9 (s2 − 1)
E7 (s) s
15 (s2 − 1)
E8 (s) s
27 (s2 − 1)
F4 (s) s
6 (s2 − 1) , s odd
s7 (s3 − 1) (s− 1) /2, s even e (F4 (2)) > 44
G2 (s) s (s
2 − 1) e (G2 (3)) = 14
e (G2 (4)) = 12
3D4 (s) s
3 (s2 − 1)
2F4 (s) , s = 2
2m+1 s4
√
s/2 (s− 1)
2B2 (s) , s = 2
2m+1
√
s/2 (s− 1) e (2B2 (8)) = 8
2G2 (s) , s = 3
2m+1 s (s− 1)
Table 6.2: Lower bounds for the minimal degree of projective representations of Lie type
groups in non-defining characteristic.
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infinite cases. We then deal with these separately using Theorem 2.2.6 as well as magma
and the atlas [5, 9].
But before we can do this, we need to deal with the case when qun−1 has no primitive
prime divisors.
Proposition 6.3.2 Let G be a subgroup of X and suppose that G lies in S and the socle
of G/Z (X) is a simple group of Lie-type defined over a field whose characteristic does not
divide q. If qun − 1 does not have a primitive prime divisor, then G does not contain a
linear Singer cycle of X.
Proof. Suppose that G does contain a linear Singer cycle of X. By Theorem 2.2.2 and our
assumptions on n, if qun − 1 has no primitive prime divisor, then either (n, q) = (6/u, 2)
or X = Sp2n (q) and n = 2. Suppose first that (n, q) = (6/u, 2). If X 6= GU2n (q),
then we have a 12-degree projective representation in characteristic 2. Thus s is odd and
e (S) 6 12. By examining the possible values of e (S) in Table 6.2, the only cases when
we get integer solutions to this inequality are when
1. S = PSL2 (s) and s ∈ {5, 7, 9, 11, 13, 17, 19, 23, 25} ,
2. S = PSL3 (3),
3. S = PSp4 (3) or S = PSp4 (5),
4. S = PSU3 (3) or S = PSU4 (3).
In these cases the maximum element order in Aut (S) is at most 30 by the atlas [9].
But the image of the linear Singer cycle in X has order 63, and so cannot be contained
in Aut (S).
So X = GU2n (q). In this case we have a 6-degree projective representation in charac-
teristic 2. Thus s is odd and e (S) 6 6. Again examining the possible values of e (S) in
Table 6.2, the only cases where we get integer solutions to this inequality are when
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1. S = PSL2 (s) and s ∈ {5, 7, 9, 11, 13} ,
2. S = PSp4 (3),
3. S = PSU3 (3) or S = PSU4 (3).
We can rule out all cases except S = PSU4 (3), by the previous argument as the image
of the linear Singer cycle in X has order 21 and the maximum element order in Aut (S)
is at most 14. But if S = PSU4 (3), then by the atlas [9, p. 52], Aut (S) contains no
element of order 21.
Therefore this means (n, q) 6= (6/u, 2) and so X = Sp2n (q) and n = 2. Thus S has
a 4-degree projective representation and e (S) 6 4. Once again examining the possible
values of e (S) in Table 6.2, we only get integer solutions to this inequality when
1. S = PSL2 (s) and s ∈ {4, 5, 7, 9},
2. S = PSL3 (2) or S = PSL3 (4),
3. S = PSp4 (2) or S = PSp4 (3),
4. S = PSU4 (2).
Using the known isomorphisms of some of these classical groups and noting that we
have already considered the case when S is an alternating group, we only need to consider
when S is one of PSL2 (7) , PSL3 (4) or PSp4 (3). If S = PSL2 (7), then the maximum
element order in Aut (PSL2 (7)) is 8 and Inequality 6.1.1 gives q = 2 or 3. However 7
divides the order of S, but not the order of PSp4 (q), for these values of q.
If S = PSL3 (4), then the maximum element order in Aut (PSL3 (4)) is 21 and Inequal-
ity 6.1.1 gives q = 2, 3, 4 or 5. But again, for these values of q, 7 divides the order of S,
but not the order of PSp4 (q).
Finally if S = PSp4 (3), then the maximum element order in Aut (PSp4 (3)) is 12. This
time Inequality 6.1.1 gives q = 2, 3 or 5. Since q is coprime to s, we can ignore q = 3, so
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in fact q = 2 or 5. But 81 divides the order of S but not the order of PSp4 (q) for these
values of q.
This contradiction concludes the proof of the proposition. 
We can now assume that qun−1 has a primitive prime divisor. As already mentioned,
we use a similar method to [15, Proposition 8.1]. A result of Hering gives an upper
bound, rmax for the largest prime dividing the order of S. Also by looking at the values
of |Out (S)| given in [24, Page 170], we note that rmax > |Out (S)|, so these bounds also
hold for |Aut (S)|. Therefore by Remark 2.2.3, we have
un 6 r − 1 6 rmax − 1.
Also our simple group, S has a projective representation of degree 2n and so the
Landazuri-Seitz bounds give
e (S) 6 2n. (6.3.1)
Putting these together give
u · e (S) /2 6 un 6 rmax − 1. (6.3.2)
In most of the cases for S, this gives a contradiction. These cases are given in Table 6.3.
We still have to consider a few finite cases for small values of s. These are when S is
PSp4 (4) , PSp6 (2) , PSU4 (3) , PΩ
±
8 (2) , G2 (3) , G2 (4) ,
3D4 (2) ,
2F4 (2)
′ or 2B2 (8), when
X = Sp2n (q) or GO
+
2n (q) and G2 (4) ,
2F4 (2)
′ or 2B2 (8), when X = GU2n (q). We also
need to consider three infinite cases. These are when S is PSp2k (s), for s odd; PSUk (s),
for k odd; or PSLk (s).
We first deal with the finite cases.
Proposition 6.3.3 Suppose that n > 4−u and (n, q) 6= (6/u, 2) and let G be a subgroup
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S e (S) rmax conditions
Sp2k (s)
1
2
sk−1
(
sk−1 − 1) (s− 1) sk + 1 k > 2, s even,
(k, s) 6= (2, 2) , (3, 2)
PSUk (s)
sk−1
s+1
sk−1+1
s+1
k > 6, k even,
s4−1
s+1
s2 + 1 k = 4, s 6= 2, 3
PΩ+2k (s)
(
sk−1 − 1) (sk−2 + 1) sk−1
s−1 k > 4, s 6= 2, 3, 5
sk−2
(
sk−1 − 1) sk+1
gcd(4,sk−1) k > 4, s = 2, 3, 5,
(k, s) 6= (4, 2)
PΩ−2k (s)
(
sk−1 + 1
) (
sk−2 − 1) sk+1
gcd(4,sk−1) k > 4, (k, s) 6= (4, 2)
Ω2k+1 (s) s
2(k−1) − 1 1
2
(
sk + 1
)
k > 3, s > 5
sk−1
(
sk−1 − 1) 1
2
(
sk + 1
)
s = 5 or s = 3 and k > 3
27 13 s = k = 3
E6 (s) s
9 (s2 − 1) s6 + s3 + 1
E7 (s) s
15 (s2 − 1) s7−1
s−1
E8 (s) s
27 (s2 − 1) s8 + s7 − s5 − s4
−s3 + s+ 1
F4 (s) s
6 (s2 − 1) s4 + 1 s odd
1
2
s7 (s3 − 1) (s− 1) s4 + 1 s even, s > 4
44 17 s = 2
2E6 (s) s
9 (s2 − 1) s6 − s3 + 1
G2 (s) s (s
2 − 1) s2 + s+ 1 s > 5
3D4 (s) s
3 (s2 − 1) s4 − s2 + 1 s > 3
2F4 (s) s
4 (s− 1) (1
2
s
)1/2
s4 − s2 + 1 s = 22m+1 > 2
2B2 (s) (s− 1)
(
1
2
s
)1/2
s+ (2s)1/2 + 1 s = 22m+1 > 8
2G2 (s) s (s− 1) s+ (3s)1/2 + 1 s = 32m+1 > 27
Table 6.3: Values of e (S) and rmax that contradict Inequality 6.3.2.
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S meo (Aut (S)) e (S) S meo (Aut (S)) e (S)
PSp4 (4) 20 18 G2 (3) 18 14
PSp6 (2) 15 7 G2 (4) 24 12
PSU4 (3) 28 6
3D4 (2) 28 24
PΩ+8 (2) 30 8
2F4 (2)
′ 20 26
PΩ−8 (2) 30 27
2B2 (8) 15 8
Table 6.4: meo (Aut (S)) and e (S), for the finite cases.
of X. Also, suppose G lies in S and the socle, S of G/Z (X) is one of the groups in
Table 6.4. Also, assume that q is not divisible by 3, when S = G2 (3) or PSU4 (3) and q
is odd in the other cases. Then G does not contain a linear Singer cycle of X.
Proof. Table 6.4 gives the possibilities for S as well as the maximum element order in
their automorphism groups which we have taken from the atlas [9]. We have also given
a lower bound on the minimum degree of a projective representation of S in non defining
characteristic, which we have taken from [24, p. 188].
Suppose that G contains a linear Singer cycle of X. If X = GU2n (q), then S =
G2 (4) ,
2F4 (2)
′ or 2B2 (8). But using Inequality 6.1.1 together with Inequality 6.3.1 gives
a contradiction.
Hence X 6= GU2n (q) and S is one of the groups in Table 6.4. We can again use
Inequality 6.1.1 and Inequality 6.3.1 to rule out all but a few cases. These are S =
PSp6 (2) , PΩ
+
8 (2) or
2B2 (8), when (n, q) = (4, 2) and S = PSU4 (3), when (n, q) =
(3, 2) , (3, 3) or (4, 2). By our assumptions on q, we only need to consider S = PSU4 (3)
and (n, q) = (3, 2) or (4, 2). But for these values of n and q, we observe that 729 divides
the order of S but not the order of X, so PSU4 (3) cannot embed in X.
Since we have exhausted the possibilities for S, this gives the required result. 
The following three propositions deal with the infinite cases.
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Proposition 6.3.4 Suppose that n > 4−u and (n, q) 6= (6/u, 2) and let G be a subgroup
of X lying in S. Also, suppose that the socle S of G is PSLk (s) and assume that s and
q are coprime. If G contains a linear Singer cycle of X, then X = Sp6 (3) and G is
conjugate to one of two copies of SL2 (13).
Proof. We distinguish between the cases when k = 2 and when k > 3. Suppose first that
k = 2. We do not need to consider S = PSL2 (4) or PSL2 (9) as these were dealt with in
the alternating groups case. Therefore using the Landazuri-Seitz bounds, Inequality 6.3.1
gives
(s− 1) / gcd (2, s− 1) 6 2n.
Also, by Theorem 2.2.6, the largest element order in Aut (S) is s+ 1. Therefore, since G
contains a linear Singer cycle of X, we have
(qun − 1) /d 6 s+ 1 6 2n gcd (2, s− 1) + 1 + 1 6 4n+ 2. (6.3.3)
If X = GU2n (q), then the only integer solution to this inequality with n > 2 and q a
power of a prime is (n, q) = (2, 2) . For this value of n, Inequality 6.3.1 gives s = 4, 5, 7
or 9. Since the alternating groups have already been dealt with, we only need to consider
S = PSL2 (7). Now, Aut (PSL2 (7)) = PGL2 (7) and the image of the linear Singer cycle
of X in PGU4 (2) has order 5. But 5 does not divide the order of PGL2 (7).
Hence X 6= GU2n (q). In this case, the only integer solutions to Inequality 6.3.3 with
n > 3 and q a power of a prime are (n, q) = (3, 2) , (3, 3) and (4, 2). With these values
of n, we again use Inequality 6.3.1 to determine the values of s. Ignoring any values of s
that are not copime to q and values such that S is an alternating group, we get
1. s = 7, 11 or 13, when n = 3;
2. s = 7, 11, 13 or 17, when n = 4.
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When n = 4, the image of the linear Singer cycle in X has order 15. However by the
atlas [9, p. 3, 7-9], for these values of s, Aut (S) = PGL2 (s) contains no element of such
order.
So n = 3. The image of the linear Singer cycle in X has order 7 or 13, when q = 2
or 3, respectively. Since the order of Aut (PSL2 (11)) is not divisible by 7 or 13, we can
rule these cases out. If s = 7, then the order of Aut (S) is not divisible by 13, so we
can immediately rule out the case when q = 3. If q = 2, then using magma [5], we can
see in Sp6 (2) and GO
+
6 (2), there are two conjugacy classes of subgroups isomorphic to
PSL2 (7), however these lie in C1 and are not irreducible. Therefore s = 13. If q = 2, then
13 divides the order of S, but not the order of X, so this case is ruled out. Similarly, we
can ignore the case when X = PGO+6 (3), as 7 divides the order of S but not the order of
X.
This leaves the case when X = PSp6 (3). Here, there are two conjugacy classes of
groups isomorphic to PSL2 (13) lying in S, from magma [5] and [6, Table 8.29]. In
Sp6 (3), these correspond to conjugacy classes of groups isomorphic to SL2 (13). Moreover
all subgroups of order 26 in Sp6 (3) are cyclic and conjugate. Therefore, since the order
of a linear Singer cycle is 26, the linear Singer cycle is contained in a conjugate of one of
these copies of SL2 (13). Since G/Z (X) is almost simple and the subgroups isomorphic
to SL2 (13) are maximal subgroups of Sp6 (3), we conclude G is conjugate to one of these
two copies of SL2 (13).
Therefore we can now assume that k > 3. We do not need to consider S = PSL3 (2)
as this was dealt with when we considered S = PSL2 (7). If S = PSL3 (4), then the
maximum element order in Aut (PSL3 (4)) is 21. If X = GU2n (q), then the only integer
solutions to Inequality 6.1.1 with n > 2, q a power of a prime and (n, q) 6= (3, 2) are
(n, q) = (2, 2) and (2, 3). We can immediately ignore q = 2, by our assumption on s. If
q = 3 then the image of the linear Singer cycle in PGU4 (3) has order 20. But by the
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atlas [9, P. 23], Aut (PSL3 (4)) has no elements of such order.
Hence X 6= GU2n (q). This time the only integer solutions to Inequality 6.1.1 with
n > 3, q a power of a prime and (n, q) 6= (6, 2) are (n, q) = (3, 2) , (3, 3) and (4, 2). We
can again ignore both cases when q = 2, by our assumptions on s, so we only need to
consider (n, q) = (3, 3). But the image of the linear Singer cycle in X has order 13 which
does not divide the order of Aut (PSL3 (4)).
Therefore S 6= PSL3 (2) or PSL3 (4) and so using the Landazuri-Seitz bounds, Inequal-
ity 6.3.1 gives
sk−1 − 1 6 2n.
Also, by Theorem 2.2.6, the largest element order in Aut (S) is
(
sk − 1) / (s− 1). There-
fore, since G contains a linear Singer cycle of X, we have
(qun − 1) /d 6 (sk − 1) / (s− 1)
= sk−1 + sk−2 + · · ·+ s+ 1
= sk−1 +
(
sk−1 − 1) / (s− 1)
6 sk−1 + sk−1 − 1
= 2
(
sk−1 − 1)+ 1
6 4n+ 1. (6.3.4)
If X = GU2n (q), then the only integer solution to this inequality with n > 2 and
q a power of a prime is (n, q) = (2, 2). But for this value of n, Inequality 6.3.1 gives
(k, s) = (3, 2), which has already been dealt with.
So X 6= GU2n (q), in which case the only integer solutions to Inequality 6.3.4 with
n > 3 and q a power of a prime are (n, q) = (3, 2) , (3, 3) or (4, 2). With these values of n,
we again use Inequality 6.3.1 to determine the values of k and s. These are (k, s) = (3, 2),
122
when n = 3 and (k, s) = (3, 2) , (3, 3) or (4, 2), when n = 4. Since S 6= PSL3 (2) and s is
coprime to q, we only need to consider the case when S = PSL3 (3), when (n, q) = (4, 2).
In this case, the image of the linear Singer cycle in X has order 15. But 15 does not
divide the order of Aut (PSL3 (3)) .
This contradiction concludes the proof of the proposition. 
Proposition 6.3.5 Suppose n > 4 − u and (n, q) 6= (6/u, 2) and let G be a subgroup of
X. Also suppose G lies in S and the socle of G/Z (X) is PSp2k (s), where s is coprime to
q and s is odd. Then G does not contain a linear Singer cycle of X.
Proof. Since s is odd and S has a 2n-dimensional projective representation, Inequal-
ity 6.3.1 becomes (
sk − 1) /2 6 2n,
by the Landazuri-Seitz bounds. We also know the largest element order in Aut (S) is at
most sk+1/ (s− 1) , by Theorem 2.2.6. Therefore, if G contains a linear Singer cycle of
X, we have
(qun − 1) /d 6 sk+1/ (s− 1)
= sk · s/ (s− 1)
6 (4n+ 1) (1 + 1/ (s− 1))
6 6n+ 3/2. (6.3.5)
If X = GU2n (q), then the only integer solution to this inequality with n > 2, q a power
of a prime and (n, q) 6= (3, 2) is (n, q) = (2, 2). For this value of n, Inequality 6.3.1 then
gives (k, s) = (2, 3). But then
S = PSp4 (3)
∼= PGU4 (2) = X.
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Therefore X 6= GU2n (q) in which case, the only integer solutions of Inequality 6.3.5
with n > 3 and q a power of a prime are (n, q) = (3, 2) , (3, 3) , (4, 2) or (5, 2). For each of
these values of n, Inequality 6.3.1 gives (k, s) = (2, 3). This means we cannot have q = 3,
by our assumptions and so PSp4 (3) has an absolutely irreducible projective representation
in characteristic 2 having degree 6, 8 or 10. But this contradicts the result of Hiss and
Malle [17]. 
Proposition 6.3.6 Suppose n > 4 − u and (n, q) 6= (6/u, 2) and let G be a subgroup of
X lying in S. Also suppose that the socle S of G is PSUk (s), where s is coprime to q and
k is odd. If G contains a linear Singer cycle of X, then X = Sp6 (2) and
PSU3 (3) 6 G 6 PSU3 (3) : 2.
Proof. First assume that S = PSU5 (2). By the Landazuri-Seitz bounds, a lower bound
for the minimum degree of a projective representation in odd characteristic is 10, so
10 6 2n. On the other hand the largest possible element order in Aut (S) is 24 and so
(qun − 1) /d 6 24, which has no integer solutions with n > 5 and q a power of a prime.
Therefore assume S 6= PSU5 (2). Then since k is odd and S has a 2n-dimensional
projective representation, using the Landazuri-Seitz bounds, Inequality 6.3.1 becomes
2n > s
(
sk−1 − 1) / (s+ 1) > s (s2 − 1) / (s+ 1) = s (s− 1) > s.
Also by Theorem 2.2.6, the largest element order in Aut (S) is at most sk−1+s. Therefore,
since G contains a linear Singer cycle of X, we have
(qun − 1) /d 6 sk−1 + s
6 2n (s+ 1) /s+ 1 + s
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= 2n (1 + 1/s) + 1 + s
6 2n · 3/2 + 1 + 2n
= 5n+ 1. (6.3.6)
If X = GU2n (q), then the only integer solution to this inequality with n > 2 and q a power
of a prime is (n, q) = (2, 2). But for this value of n, Inequality 6.3.1 gives (k, s) = (3, 2) ,
which contradicts the simplicity of S.
Hence X 6= GU2n (q). Then the only integer solutions of Inequality 6.3.6 with n > 3
and q a power of a prime are (n, q) = (3, 2) , (3, 3) or (4, 2). For these values of n,
Inequality 6.3.1 gives (k, s) = (2, 3) , (3, 3) or (5, 2). By our assumptions and the simplicity
of S, we only need to consider (k, s) = (3, 3) and (n, q) = (3, 2) or (4, 2). We can
immediately rule out (n, q) = (4, 2), as the image of the linear Singer cycle in X has
order 15 and the largest element order in Aut (PSU3 (3)) is 12 by the atlas [9]. Hence
(n, q) = (3, 2). If X = PGO+6 (2), then we note that 27 divides the order of S but not the
order of X so this cannot happen.
Hence X = PSp6 (2) = X. Now
Aut (PSU3 (3)) = PSU3 (3) : 2 ∼= G2 (2)
and there is a single conjugacy class of subgroups lying in S isomorphic to PSU3 (3) : 2 in
X by [6, Table 8.29]. Moreover the linear Singer cycle of X has order 7 and all subgroups
of order 7 in X are conjugate, being Sylow-7 subgroups. Therefore the linear Singer cycle
of X is contained in a conjugate of PSU3 (3) : 2. Since G/Z (X) is almost simple, we
conclude
PSU3 (3) 6 G 6 PSU3 (3) : 2,
as required. 
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This concludes the proof of Theorem 6.3.1.
6.4 Lie-type groups in defining characteristic
Finally, we can assume that S is a simple group of Lie-type defined over GF (s), where
s = pb. In this section, we will prove the following Theorem.
Theorem 6.4.1 Let G be a subgroup of X containing a linear Singer cycle of X. Also
suppose that G lies in S and the socle of G/Z (X) is a simple group of Lie-type defined
over a field of characteristic p. Then G does not contain a linear Singer cycle of X.
As in the non-defining characteristic case, we use the same approach as [15, Proposi-
tion 7.2]. If G contains a linear Singer cycle of X, then since G ∈ S, Aut (S) contains an
element of order (qun − 1) /d. This means the order of Aut (S) is divisible by a primitive
prime divisor of qun − 1, if one exists. We use this to determine an upper bound on n.
We also have lower bounds on the minimum degree of a projective representation of
a Lie-type group in defining characteristic, which we use to obtain a lower bound on n.
These values are given in Table 6.5 which we have taken from [24, Proposition 5.4.13]. Here
Rp (S) denotes the minimum degree of a projective representation of S in characteristic
p. We will also make use of results from [24, Section 5.4] and [26] in our analysis.
But first, as in the non-defining characteristic case, we need to deal with the case
when qun − 1 has no primitive prime divisors. Throughout the remainder of this thesis,
let q = pa.
Proposition 6.4.2 Let G be a subgroup of X and suppose that G lies in S and the socle
of G/Z (X) is a simple group of Lie-type defined over a field whose characteristic divides
q. If qun − 1 does not have a primitive prime divisor, then G does not contain a linear
Singer cycle of X.
126
S Rp (S)
PSLk (s) ; PSUk (s) , k > 3 k
PSp2k (s) , k > 2; PΩ±2k (s) , k > 4 2k
Ω2k+1 (s) , k > 3, s odd 2k + 1
E6 (s) ;
2 E6 (s) 27
E7 (s) 56
E8 (s) 248
F4 (s) 26− δp,3
G2 (s) 7− δp,2
3D4 (s) 8
2F4 (s)
′ , S = 22m+1 26
2B2 (s) , s = 2
2m+1 4
2G2 (s) , s = 3
2m+1 7
Table 6.5: Minimum degrees of projective representations in characteristic p of Lie-type
groups, S defined over characteristic p.
Proof. Suppose that G contains a linear Singer cycle of X. Since a primitive prime divisor
of qun − 1 does not exist, by Theorem 2.2.2 and our assumptions on n, we either have
(n, q) = (6/u, 2) or X = Sp2n (q) and n = 2.
Suppose first that (n, q) = (6/u, 2) and assume that X 6= GU2n (q). Then, we have
a 12-degree projective representation over GF (2) and R2 (S) 6 12. By looking at the
values of Rp (S) in Table 6.5, we only need to consider the cases when S is one of
PSLk (s) , PSUk (s) , PSp2k (s) , PΩ
±
2k (s) , G2 (s),
3D4 (s) or
2B2 (s).
Note that in this case a = 1. Therefore by [24, Proposition 5.4.6, Remark 5.4.7], we
have
12 > R2 (S)b . (6.4.1)
If S is either 2B2 (s) or G2 (s), then Inequality 6.4.1 gives b = 1 and so S is either
2B2 (2)
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or G2 (2). But
2B2 (2) is not simple and since G2 (2)
′ ∼= PSU3 (3), we do not need to
consider this case.
Similarly, if S = 3D4 (s), then from Inequality 6.4.1, we also get b = 1 and so S =
3D4 (2). But the image of the linear Singer cycle in X has order 63, and it can be seen
from the atlas [9, p. 89] that Aut (3D4 (2)) contains no element of such order.
If S = PΩ±2k (s), then Inequality 6.4.1 gives b = 1 and k = 4, 5 or 6. By [26], PΩ
±
8 (2)
and PΩ±10 (s) have no irreducible 12-degree projective representations, so S = PΩ
±
12 (2).
If X = Sp12 (2), then S is contained in C8, so we can assume X = GO+12 (2). But if
S = PΩ−12 (2), then 13 divides the order of S but not the order of X and if S = PΩ
+
12 (2),
then this contradicts our assumptions on G.
If S = PSp2k (s), then from Inequality 6.4.1, we have b = 1 and k = 2, 3, 4, 5 or
6. We do not consider k = 2, since then S = PSp4 (2) which was already considered in
the alternating groups case. Also if k = 3, 4 or 5, then S does not have any irreducible
12-degree projective representations by [26], so we can also rule out these cases. Hence
S = PSp12 (2). But if X = Sp12 (2), then G is not a proper subgroup of X and if
X = GO+12 (2), then the order of S is larger than the order of X.
Lastly, if S = PSLk (s) or PSUk (s), then Inequality 6.4.1 and [24, Theorem 5.4.6], give
b = 1 and 2 6 k 6 12. Since S is simple and recalling PSL3 (2) ∼= PSL2 (7), PSL4 (2) ∼= A8
and PSU4 (2) ∼= PSp4 (3), we may assume k > 5. Also, by [26], we can ignore the cases
when 5 6 k 6 11 as for these values of k, S has no irreducible 12-degree representations.
Therefore S is either PSL12 (2) or PSU12 (2). But the orders of these groups are much
larger than the order of X.
Hence we can assume X = GU2n (q). In this case we have a 6-degree projective
representation over GF (4) and R2 (S) 6 6. Comparing the values of Rp (S) in Table 6.5 as
before, we only need to consider the cases when S is one of PSLk (s) , PSUk (s) , PSp2k (s),
G2 (s) or
2B2 (s).
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First assume S 6= PSUk (s). Then by [24, Proposition 5.4.6, Remark 5.4.7] and since
a = 2, we have b = 2f for some positive integer f and
6 > R2 (S)f . (6.4.2)
This immediately rules out S = 2B2 (s) as b is odd in this case.
If S = G2 (s), then by Inequality 6.4.2, we have f = 1 and so b = 2. This means
S = G2 (4). But 13 divides the order of S, but not the order of PGU6 (2).
If S = PSp2k (s), then Inequality 6.4.2 gives f = 1 and k = 2 or 3. But for these
values of k, 17 divides the order of PSp2k (4), but not the order of PGU6 (2).
If S = PSLk (s), then by Inequality 6.4.2, we have f = 1 and k = 2, 3, 4, 5 or 6. We
can ignore k = 2, since then S = PSL2 (4) ∼= A5, which has already been dealt with. Also,
we can ignore k = 4, , 5 and 6 as for these values of k, 17 divides the order of PSLk (4)
but not the order of PGU6 (2). This leaves S = PSL3 (4). Now, there are two conjugacy
classes of subgroups isomorphic to PSL3 (4) in PGU6 (2) by magma [5] and the atlas [9,
p. 115]. However none of these are irreducible.
Hence we can assume that S = PSUk (s). By [24, Proposition 5.4.6], either b = 2f or
b = f and b is odd, for some positive integer f . In the former case, we have 6 > kf and so
f = 1 and k = 3, 4, 5 or 6. But then S = PSUk (4) and for these values of k, we note 13
divides the order of S, but not the order of PGU6 (2). Therefore b = f and b is odd. As
before, we have f = 1 and k = 3, 4, 5 or 6 and S = PSUk (2). By the simplicity of S and
since PSU4 (2) ∼= PSp4 (3), we can ignore k = 3 or 4. Also PSU5 (2) has no irreducible
representations of degree 6 by [26], so this case is ruled out. Therefore S = PSU6 (2). But
the image of the linear Singer cycle in PGU6 (2) has order 21 and PSU6 (2) contains no
elements of such order.
Finally we can assume that (n, q) 6= (6/u, 2), so X = Sp2n (q) and n = 2. We have
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a 4-degree projective representation and Rp (S) 6 4. We again compare the values of
Rp (S) in Table 6.5. This time we only need to consider the cases when S is one of
PSLk (s) , PSUk (s) , PSp2k (s) or
2B2 (s).
First consider the case when S 6= PSUk (s). Then by [24, Proposition 5.4.6, Re-
mark 5.4.7], we have b = af for some positive integer f and
4 > Rp (S)f . (6.4.3)
If S = 2B2 (s), then Inequality 6.4.3 gives f = 1 and so s = q = 2
2m+1. By [14,
Theorem 1.2, Table 4], the maximum element order in Aut (2B2 (q)) is (q
2 + 1) /4 and so
if Aut (S) contains a linear Singer cycle of Sp4 (q), we have q
2 − 1 6 (q2 + 1) /4, which
cannot happen.
If S = PSp2k (s), then by Inequality 6.4.3, we have f = 1 and k = 2. But then
S = PSp4 (q), so G is not a proper subgroup of Sp4 (q).
If S = PSLk (s), by Inequality 6.4.3, we have (f, k) = (1, 2) , (1, 3) , (1, 4) or (2, 2).
We can immediately ignore (f, k) = (1, 4), as then the order of S is larger than the
order of PSp4 (q). We can also ignore the case when (f, k) = (1, 3), as PSL3 (q) has no
irreducible 4-degree representations by [26]. Also by [6, Theorem 5.3.9], there are no
subgroups of PSp4 (q) isomorphic to PSL2 (q
2) lying in S, so we also rule out (f, k) =
(2, 2) . Now if (f, k) = (1, 2), then S = PSL2 (q) . Since we have already dealt with the
alternating groups, q 6= 4 and so the maximum element order in Aut (PSL2 (q)) is q + 1,
by Theorem 2.2.6. Therefore since G contains a linear Singer cycle of Sp4 (q), we have
(
q2 − 1) / gcd (2, q − 1) 6 q + 1,
which gives q = 2 or 3. This contradicts the simplicity of S.
So we can assume that S = PSUk (s). By [24, Proposition 5.4.6], either b = af or
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2b = af and a does not divide b, for some positive integer f . In both cases we have
Rp (S)
f 6 4, which gives f = 1 and k = 3 or 4. We can immediately rule out k = 3,
because PSU3 (s) has no irreducible 4-degree prepresentations by [26]. If b = af , then
S = PSU4 (q) lying in PSp4 (q). But the order of PSU4 (q) is larger than the order of
PSp4 (q). Therefore 2b = af , where a does not divide b and S = PSU4 (s) lying in
PSp4 (s
2). Now s 6= 2, since then S = PSU4 (2) ∼= PSp4 (3), which has already been dealt
with. Therefore s6−1 has a primitive prime divisor, r. But we can observe that r divides
the order of PSU4 (s), but not the order of PSp4 (s
2).
This contradiction concludes the proof of the proposition. 
Therefore, we can now assume qun−1 has a primitive prime divisor, r. Suppose further
that r divides |Out (S)| but not the order of S. Arguing exactly as in [15, Proposition 7.2]
and by expecting the orders of |Out (S)| in [24, p. 170], we see that r divides a. Also
r divides the order of G, so G contains an element of order r, which must be a field
automorphism in Out (S) . This automorphism preserves our irreducible 2n-dimensional
G-module. Hence by [24, 5.4.2, 5.4.5], we have 2n > 2r. Hence by Remark 2.2.3, we have
r − 1 > un > n > 2r−1,
which is a contradiction.
Therefore we can assume that r divides |S|. By inspecting the orders of S in [24,
p. 170] and noting, if r divides s8 + s4 + 1, then r divides
(
s8 + s4 + 1
) (
s4 − 1) = s12 − 1,
we observe that r divides sx − 1 = pxb − 1. But by [24, 5.4.6, 5.4.7], we can write
b = af/c, where c = 1, 2 or 3 depending on S. Therefore r divides paxf/c − 1 = qxf/c − 1.
By Remark 2.2.3, this means that un divides xf/c. This also gives an upper bound on un.
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The values we take for x are given in Table 6.6. They can easily be found by inspecting
the order of S.
S x
PSLk (s); k
PSp2k (s) , k > 2; PSUk (s) , k > 3; PΩ−2k (s) , k > 4; Ω2k+1 (s) , k > 3 2k
PΩ+2k (s) , k > 4, 2k − 2
E6 (s) ;
3D4 (s) , F4 (s) ,
2F4 (s)
′ 12
E7 (s) ,
2E6 (s) 18
E8 (s) 30
G2 (s) ,
2G2 (s) 6
2B2 (s) , s = 2
2m+1 4
Table 6.6: Values for x
We also have a 2n-dimensional projective representation of S and by [24, 5.4.6, 5.4.7],
there is an irreducible module M such that 2n = dim (M)f , so Rp (S)
f /2 gives a lower
bound on n.
If S is not PSUk (s) ,PΩ
−
2k (s) ,
2E6 (s) or
3D4 (s), then by [24, 5.4.6, 5.4.7] and Ta-
ble 6.5, we have b = af and
xf > n > Rp (S)f /2. (6.4.4)
If S is PSUk (s) , PΩ
−
2k (s),or
2E6 (s), then by [24, 5.4.6, 5.4.7] and Table 6.5, we either
have b = af and Inequalities 6.4.4 hold, or 2b = af , where a does not divide b and we
have
xf/2 > n > Rp (S)f /2. (6.4.5)
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If S is 3D4 (s), then by [24, 5.4.7] and Table 6.5, we either have b = af and Inequali-
ties 6.4.4 hold, or 3b = af , where a does not divide b and we have
xf/3 > n > Rp (S)f /2. (6.4.6)
These bounds enable us to rule out a lot of cases for n. If f = 1 though, we shall need
to use [24, 5.4.11] to determine the values of n.
We begin with the situation when S is not PSUk (s) ,PΩ
−
2k (s) ,
2E6 (s) or
3D4 (s).
Proposition 6.4.3 Suppose n > 4 − u and (n, q) 6= (6/u, 2) and let G be a subgroup of
X. Suppose that G lies in S and the socle of G/Z (X) is a simple group of Lie-type other
than PSUk (s) , PΩ
−
2k (s) ,
2E6 (s) or
3D4 (s), where s = p
b. Then G does not contain a
linear Singer cycle of X.
Proof. By [24, Proposition 5.4.6, Remark 5.4.7], we have b = af , for some positive integer
f and Inequality 6.4.4 holds. First assume that S is an exceptional group of Lie-type.
Using the values in Table 6.5 and Table 6.6 in Inequality 6.4.4, we get a contradiction,
unless S = 2B2 (s) ,
2G2 (s) or G2 (s).
If S = 2B2 (s), then Inequality 6.4.4 becomes
4f > un > 4fu/2.
If X = GU2n (q) , then we have 4f > 4f , which means f = 1 and 2n = 4. We therefore
have a possible embedding of 2B2 (q) in PGU4 (q). By [14, Theorem 1.2, Table 4], an
upper bound for the element order of Aut (2B2 (q)) is (q
2 + 1) /4. Since G contains a
linear Singer cycle of GU2n (q), we have
(
q4 − 1) / (q + 1) 6 (q2 + 1) /4,
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which has no solutions for q an odd power of 2.
Hence X 6= GU2n (q) , so we have 4f > 4f/2. Since b is odd, this gives f = 1. Also, n
divides 4 and since n > 3, we get 2n = 8. But this cannot happen by [26].
If S = 2G2 (s), then we have
6f > un > 7fu/2.
If X = GU2n (q), then we get 6f > 7f , which cannot happen. So X 6= GU2n (q), then we
get 6f > 7f/2, which gives f = 1. Hence n divides 6 and n > 7/2. This means 2n = 12.
But by [26], this cannot happen.
If S = G2 (s), then Inequality 6.4.4 becomes
6f > un > (7− δp, 2)f u/2.
If X = GU2n (q), then we have 6f > (7− δp, 2)f , and so (f, p) = (1, 2) and 2n = 6.
We therefore have a possible embedding of G2 (q) in PGU6 (q). By the atlas [9, p. 97]
and [14, Theorem 1.2, Table 4], an upper bound for the element order in Aut (G2 (q)) is
24, when q = 4 and (q6 − 1) /4 (q − 1), when q > 8. But since G contains a linear Singer
cycle of GU2n (q), we have
(
q6 − 1) / (q + 1) 6
 (q
6 − 1) /4 (q − 1) , q > 8,
24, q = 4,
which has no solutions for q a power of 2.
So X 6= GU2n (q). We have 6f > (7− δp,2)f /2, and so f = 1. This means n divides
6 and since n > (7− δp,2) /2, we either have n = 6 or (n, p) = (3, 2). The former case is
ruled out by [26], so we have a possible embedding of G2 (q) in PSp6 (q) or PGO
+
6 (q)
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Now q 6= 2 so q6− 1 has a primitive prime divisor and we can observe that this prime
divisor divides the order of G2 (q) but not the order of PGO
+
6 (q), so G2 (q) does not
embed in PGO+6 (q). On the other hand G2 (q) is a maximal subgroup of PSp6 (q) by [6,
Table 8.29]. By [28, Table 2], an upper bound for the element order G2 (q) is 21, when
q = 4 and 8 (q + 1)2, when q > 8. If G contains a linear Singer cycle of Sp2n (q), we have
q3 − 1 6
 8 (q + 1)
2 , q > 8,
21, q = 4,
which gives q = 8. Examining the orders of the maximal subgroups of G2 (8) in [6,
Table 8.30], the only maximal subgroup of G2 (8) whose order is divisible by 8
3− 1 = 511
is SL3 (8) .2. Thus if G2 (8) contains a linear Singer cycle of Sp6 (8), then so does SL3 (8) .2
But the largest possible element order in SL3 (8) .2 is at most 73 ·2 = 146, a contradiction.
Now we can assume that S is a classical group of Lie-type. If S = Ω2k+1 (s), then from
Inequality 6.4.4, we have
2kf > un > (2k + 1)f u/2.
If X = GU2n (q), then we get 2kf > (2k + 1)f , which cannot happen. So X 6= GU2n (q)
and 2kf > (2k + 1)f /2, which implies f = 1. Hence n divides 2k and so since n >
(2k + 1) /2, we have n = 2k. We therefore have a possible embedding of Ωn+1 (q) in
PSp2n (q) or PGO
+
2n (q). By Theorem 2.2.6, an upper bound on the element order of
Aut (Ωn+1 (q)) is q
(n+2)/2/ (q − 1) . But if G contains a linear Singer cycle of X, we have
(qn − 1) /2 6 q(n+2)/2/ (q − 1) ,
which has no integer solutions for n > 6 and q a power of an odd prime.
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If S = PΩ+2k (s) then Inequality 6.4.4 becomes,
2 (k − 1) f > un > (2k)f u/2.
If X = GU2n (q), then 2 (k − 1) f > (2k)f , which cannot happen. So X 6= GU2n (q) and
we get 2kf > (2k + 1)f /2, which implies f = 1. Hence n divides 2 (k − 1) and since
n > k, we have n = 2 (k − 1). We therefore have a possible embedding of PΩ+n+2 (q)
in PSp2n (q) or PGO
+
2n (q). By Theorem 2.2.6, an upper bound on the element order of
Aut
(
PΩ+n+2 (q)
)
is q(n+4)/2/ (q − 1). But if G contains a linear Singer cycle of X, we get
(qn − 1) / gcd (2, q − 1) 6 q(n+4)/2/ (q − 1) ,
which has no integer solutions for n > 6 and q a power of a prime.
If S = PSp2k (s), then Inequality 6.4.4 becomes
2kf > un > (2k)f u/2.
If X = GU2n (q), then 2kf > (2k)f , so f = 1 and n = k. We therefore have an embedding
of PSp2n (q) in PGU2n (q). By Theorem 2.2.6, an upper bound for the element order of
Aut (PSp2n (q)) is q
n+1/ (q − 1), so if G contains a linear Singer cycle of GU2n (q), we have
(
q2n − 1) / (q + 1) 6 qn+1/ (q − 1) .
But this gives (n, q) = (2, 2) and so S = PSp4 (2)
∼= S6, which has already been dealt
with.
Hence X 6= GU2n (q) and we have 2kf > (2k)f /2. Hence f = 1 or (f, k) = (2, 2). In
the latter case, we have n = 8 and we have a possible embedding of PSp4 (q
2) in PSp16 (q)
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or PGO+16 (q). By Theorem 2.2.6, an upper bound on the element order in Aut (PSp4 (q
2))
is q6/ (q2 − 1). But if G contains a linear Singer cycle of X, then
(
q8 − 1) / gcd (2, q − 1) 6 q6/ (q2 − 1) ,
which has no integer solutions for q a power of a prime.
Hence f = 1. Then n divides 2k and since n > k, we either have n = 2k or n = k. If
n = k, then S = PSp2n (q) . Note that the order of PSp2n (q) is larger than the order of
PGO+2n (q), so we must have X = Sp2n (q). But then G is not a proper subgroup of X.
So n = 2k and we have a possible embedding of PSpn (q) in PSp2n (q) or PGO
+
2n (q). By
Theorem 2.2.6, an upper bound on the element order of Aut (PSpn (q)) is q
(n+2)/2/ (q − 1) .
But if G contains a linear Singer cycle of X, then
(qn − 1) / gcd (2, q − 1) 6 q(n+2)/2/ (q − 1) ,
which has no integer solutions for n > 3 and q a power of a prime.
Finally, suppose that S = PSLk (s). Then Inequality 6.4.4 gives
kf > un > kfu/2.
If X = GU2n (q), then kf > kf , so either f = 1 or (f, k) = (2, 2). If f = 1, then 2n = k,
so we have a possible embedding of PSL2n (q) in PGU2n (q). However this cannot happen
because, if r is a primitive prime divisor of q2n−1−1, then r divides the order of PSL2n (q),
but not the order of PGU2n (q).
So (f, k) = (2, 2) and so 2n = 4. Thus we have a possible embedding of PSL2 (q
2)
in PGU4 (q). Now q 6= 2, as then S ∼= A5, so by Theorem 2.2.6, an upper bound on
the element order of Aut (PSL2 (q
2)) is q2 + 1. But if G contains a linear Singer cycle of
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GU4 (q), then we have (
q4 − 1) / (q + 1) 6 q2 + 1,
which gives q = 2, a contradiction.
Therefore X 6= GU2n (q) and we get kf > kf/2, so 1 6 f 6 4. If f = 4, then k = 2 and
2n = 16. We therefore have a possible embedding of PSL2 (q
4) in PSp16 (q) or PGO
+
16 (q).
By Theorem 2.2.6 an upper bound on the element order of Aut (PSL2 (q
4)) is q4 + 1. But
if G contains a linear Singer cycle of X, we have
(
q8 − 1) / gcd (2, q − 1) 6 q4 + 1,
which has no solutions for q a power of a prime.
If f = 3, then k = 2. Thus n divides 6 and so since n > 4, we have 2n = 12. But this
cannot happen as 2n is a 3rd power by [24, Proposition 5.4.6].
If f = 2, then k = 2, 3 or 4. If k = 2, then n divides 4, so since n > 3, we have 2n = 8
which is not a square. So by [24, Proposition 5.4.6], this cannot happen. Similarly, if
k = 3, then n divides 6 and since n > 9/2, we get 2n = 12, which also cannot happen
by [24, Proposition 5.4.6]. If k = 4 and 2n = 16. We therefore get a possible embedding of
PSL4 (q
2) in PSp16 (q) or PGO
+
16 (q). By Theorem 2.2.6, an upper bound on the element
order of Aut (PSL4 (q
2)) is (q8 − 1) / (q2 − 1). But if G contains a linear Singer cycle of
X, we get (
q8 − 1) / gcd (2, q − 1) 6 (q8 − 1) / (q2 − 1) ,
which has no integer solutions for q a power of a prime.
Therefore we can assume f = 1. If 2n = k, then S = PSL2n (q), which has a larger
order than the order of X. Hence, since k > n > 3, we have 2n 6 k (k + 1) /2 and
so by [24, Proposition 5.4.11], (k, n) = (3, 3) , (4, 3) or (5, 5). But this contradicts [6,
Theorem 5.4.22]. 
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Proposition 6.4.4 Suppose n > 4 − u and (n, q) 6= (6/u, 2) and let G be a subgroup of
X. Suppose that G lies in S and the socle of G/Z (X) is either PSUk (s) , PΩ−2k (s) or
2E6 (s), where s = p
b. Then G does not contain a linear Singer cycle of X.
Proof. By [24, Proposition 5.4.6], we either have b = af or 2b = af and a does not divide
b, for some positive integer f . Suppose first that b = af . Then Inequality 6.4.4 holds. If
S = 2E6 (s), then this inequality becomes
18f > un > 27fu/2.
If X = GU2n (q) then we get 18f > 27f , which cannot happen. So X 6= GU2n (q) and so
18f > 27f/2, which gives f = 1. Hence n divides 18 and since n > 27/2 we have 2n = 36.
But by [26], this cannot happen.
If S = PΩ−2k (s), then Inequality 6.4.4 becomes
2kf > un > (2k)f u/2.
If X = GU2n (q) , then we get 2kf > (2k)f . Thus f = 1, n = k and we have an embedding
of PΩ−2n (q) in PGU2n (q) . By Theorem 2.2.6, an upper bound on the element order of
Aut
(
PΩ−2n (q)
)
is qn+1/ (q − 1). But if G contains a linear Singer cycle of GU2n (q), then
we have (
q2n − 1) / (q + 1) 6 qn+1/ (q − 1) ,
which has no integer solutions for n > 4 and q a power of a prime.
Hence X 6= GU2n (q) and we have 2kf > (2k)f /2. Thus f = 1, so n divides 2k
and since n > k, we either have n = 2k or n = k. If n = 2k, then we have a possible
embedding of PΩ−n (q) in PSp2n (q) or PGO
+
2n (q). By Theorem 2.2.6, an upper bound on
the element order of Aut
(
PΩ−n (q)
)
is q(n+2)/2/ (q − 1), so since G contains a linear Singer
139
cycle of GU2n (q), then we have
(qn − 1) / gcd (2, q − 1) 6 q(n+2)/2/ (q − 1) ,
which has no integer solutions for n > 8 and q a power of a prime.
So n = k > 4 and we have a possible embedding of PΩ−2n (q) in PSp2n (q) or PGO+2n (q).
If X = GO+2n (q), then the order of PΩ
−
2n (q) is divisible by a primitive prime divisor of
q2n − 1, but the order of PGO+2n (q) is not. Hence PΩ−2n (q) cannot embed in PGO+2n (q).
If X = Sp2n (q), then by [6, Lemma 1.12.4], PΩ
−
2n (q) does not embed in PSp2n (q), if
q is odd. Also, if q is even, then PΩ−2n (q) in contained in a member of C8.
If S = PSUk (s), then combining Inequality 6.4.4 and [24, Proposition 5.4.8], we get
2kf > un >

kf (k − 1)f u/2, k > 7,
20fu/2, 5 6 k 6 6,
6fu/2, 3 6 k 6 4.
If X = GU2n (q), then this gives f = 1 and k = 3 or 4. If k = 4, then 2n divides 8. Since
2n > 6, we have 2n = 8. But by [26], this cannot happen.
So k = 3, then 2n = 6 and we have a possible embedding of PSU3 (q) in PGU6 (q).
If G contains a linear Singer cycle of GU6 (q), then using the element order bounds in
Theorem 2.2.6, Inequality 6.1.1 gives
(
q6 − 1) / (q + 1) 6

q2 + 1, q > p, q 6= 4,
16, q = 4,
(q + 1) q, q = p,
which has no solutions for q a power of a prime.
Therefore X 6= PGU2n (q) and from the above bounds on n, we have f = 1 and
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3 6 k 6 6. If k = 6, then n divides 12. Since n > 10, we have 2n = 24. But this
contradicts [26]. Similarly, if k = 5, then 2n = 20 contradicting [26]. If k = 4, then n
divides 8 and so since n > 3, we either have 2n = 16 or 2n = 8. The latter case is ruled
out by [26], whereas if 2n = 16, then the order of PSU4 (q) is not divisible by a primitive
prime divisor of qn − 1. Hence k = 3. In this case n divides 6, so since n > 3, either
2n = 12 or 2n = 6. But the former is ruled out by [26] and if 2n = 6, then the order of
PSU3 (q) is not divisible by a primitive prime divisor of q
n − 1.
Therefore we can assume 2b = af , where a does not divide b. Then Inequality 6.4.5
holds. If S = 2E6 (s), then this becomes
9f > un > 27fu/2,
which is impossible.
If S = PΩ−2k (s), then Inequality 6.4.5 becomes
kf > un > (2k)f u/2.
If X = GU2n (q), then we have kf > (2k)f , which cannot happen. So X 6= GU2n (q) and
kf > (2k)f /2, which gives f = 1 and n = k. We therefore have a possible embedding of
PΩ−2n (s) in PSp2n (s
2) or PGO+2n (s
2). If G contains a linear Singer cycle of X, then using
the element order bounds in Theorem 2.2.6, we have
((
s2
)n − 1) / gcd (2, s2 − 1) 6 sn+1/ (s− 1) ,
which has no integer solutions for n > 4 and s a power of a prime.
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Finally, if S = PSUk (s), then Inequality 6.4.5 gives
kf > un > kfu/2.
If X = GU2n (q), then we get kf > kf and so f = 1 and 2n = k. But then the order of
PSU2n (s) is not divisible by a primitive prime divisor of (s
2)
2n − 1.
So X 6= GU2n (q) and we have kf > kf/2. By our assumptions on a and b, we
get f = 1. Now 2n 6 2k 6 k (k + 1) /2, so by [24, Proposition 5.4.11], either 2n = k
or (k, n) = (3, 3) , (4, 3) , (5, 5). By [6, Theorem 5.4.22], these latter three cases do not
occur, so we have a possible embedding of PSU2n (s) in PSp2n (s
2) or PGO+2n (s
2). If G
contains a linear Singer cycle of X, then using the bounds in Theorem 2.2.6, we have
((
s2
)n − 1) / gcd (2, s2 − 1) 6
 s
2n−1 + 1, s > 2,
4 (22n−3 + 1) , s = 2,
which has no integer solutions for n > 3 and s a power of a prime. 
Proposition 6.4.5 Suppose n > 4 − u and (n, q) 6= (6/u, 2) and let G be a subgroup of
X. Suppose that G lies in S and the socle of G/Z (X) is 3D4 (s), where s = pb. Then G
does not contain a linear Singer cycle of X.
Proof. By [24, Remark 5.4.7], we either have b = af or 3b = af and a does not divide
b, for some positive integer f . Suppose b = af . Then Inequality 6.4.4 holds, so using
Table 6.6, we have
12f > un > 8fu/2.
If X = GU2n (q), then we get 12f > 8f and so f = 1. This means 2n divides 12.
Since we also have 2n > 8, this means 2n = 12. But by [26], 3D4 (s) has no irreducible
12-degree representations.
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So X 6= GU2n (q) and we have 12f > 8f/2. Hence f = 1. This time n divides 12 and
n > 4 and so 2n = 8, 12 or 24. Using [26], we only need to consider 2n = 8. Hence we
have a possible embedding of 3D4 (q) in PGO
+
8 (q) or PSp8 (q). Let r be a primitive prime
divisor of q4 − 1. If G contains a linear Singer cycle of X, then by our assumptions, r
divides the order of 3D4 (s), and so by inspection, we see that r divides q
8 + q4 + 1. This
means r divides
q8 + q4 + 1− (q4 + 2) (q4 − 1) = 3,
so r = 3. But by Remarks 2.2.3, r > n+ 1 = 5, a contradiction.
Therefore we can assume 3b = af and a does not divide b. Then Inequality 6.4.5
holds, so by Table 6.6, we have
4n > un > 8fu/2.
If X = GU2n (q), we get 4f > 8f , which cannot happen. So X 6= GU2n (q) and 4f > 8f/2,
which means f = 1 and n = 4. We therefore have a possible embedding of 3D4 (s) in
either PGO+8 (s
3) or PSp8 (s
3).
Now, by [28, Table 2], an upper bound for the element order of Aut (3D4 (s)) is
7p (s+ 1)2 · 3b 6 21s (s+ 1)2 .
Since G contains a linear Singer cycle of X, we have
((
s3
)4 − 1) / gcd (2, s3 − 1) 6 21s (s+ 1)2 ,
which has no solutions for s a power of a prime. 
This concludes the defining characteristic case and the proof of the main theorems.
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Chapter 7
Concluding remarks
In this thesis, we have proved the following results.
Theorem 7.0.1 Let G 6 Sp2n (q) with n > 4 and suppose that G contains a linear Singer
cycle of Sp2n (q). Then G is contained in one of the following:
1. StabSp2n(q) (W1) or StabSp2n(q) (W2). Both groups have the structure q
n(n+1)/2 : GLn (q);
2. GLn (q) .2, with q odd;
3. Sp2n/s (q
s) .s, where s is a prime dividing n;
4. GUn (q) .2, with n even and q odd; or
5. GO+2n (q), with q even.
Theorem 7.0.2 Let G 6 GU2n (q) with n > 3 and suppose that G contains a linear
Singer cycle of GU2n (q). Then G is contained in one of the following:
1. StabGU2n(q) (W1) or StabGU2n(q) (W2). Both groups have the structure q
n2 : GLn (q
2);
2. GLn (q
2) .2; or
3. GU2n/s (q
s) .s, where s is an odd prime.
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Theorem 7.0.3 Let n > 5 and let G be a subgroup of GO+2n (q) not containing Ω+2n (q)
and suppose that G contains a linear Singer cycle of GO+2n (q). Then G is contained in
one of the following:
1. StabGO+2n(q) (W1) or StabGO
+
2n(q)
(W2). Both groups have the structure q
n(n−1)/2 :
GLn (q);
2. GLn (q) .2;
3. GO+2n/s (q
s) .s, where s is a prime dividing n; or
4. GUn (q) .2 with n even.
As a consequence of these, we obtain the following corollary.
Corollary 7.0.4 Let X be one of Sp2n (q) , GU2n (q) or GO
+
2n (q), where
n >

4, if X = Sp2n (q) ,
3, if X = GU2n (q) ,
5, if X = GO+2n (q) .
Also, let G be an irreducible subgroup of X that does not contain Ω+2n (q) when X =
GO+2n (q). If G contains a linear Singer cycle of X, then one of the following holds:
1. G is contained in GLn (q
u) .2;
2. X = Sp2n (q) and G is contained in Sp2n/s (q
s) .s, where s is a prime dividing n;
3. X = GU2n (q) and G is contained in GU2n/s (q
s) .s, where s is an odd prime;
4. X = GO+2n (q) and G is contained in GO
+
2n/s (q
s) .s, where s is a prime dividing n;
5. n is even, X = Sp2n (q) with q odd, or X = GO
+
2n (q) and G is contained in
GUn (q) .2; or
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6. X = Sp2n (q) with q even and G is contained in GO
+
2n (q) .
This corollary, together with Theorem 2.1.4 allows us to inductively determine all
irreducible subgroups containing linear Singer cycles.
For example, if G is an irreducible subgroup of Sp2n (q) containing a linear Singer
cycle of Sp2n (q), then by Corollary 7.0.4, G lies in GLn (q) .2, Sp2n/s (q
s) .s, GUn (q) .2 or
GO+2n (q). If G is contained in GLn (q) .2, then we can use Theorem 2.1.4 to determine
the possibilities for G. If G lies in Sp2n/s (q
s) .s, then we use the subgroup list for the
symplectic groups in Corollary 7.0.4 again and repeat the argument. If G lies in GUn (q) .2,
then we use the subgroup list for the unitary groups in Corollary 7.0.4 and repeat the
argument. If G lies in GO+2n (q), we use the subgroups list for the orthogonal groups in
Corollary 7.0.4 and again repeat the argument. We can do this in a similar way when
X = GU2n (q) or GO
+
2n (q).
For small values of n, the method is similar. However G could lie in one of the
exceptional cases to the main theorems and the small dimensional cases. If this occurs,
then the possibilities for G can be determined using magma.
Our results complement Theorem 2.1.7, since we look at the plus type orthogonal
groups and the even-dimensional unitary groups which are not dealt with in Bereczky’s
result. We imagine our results could have similar applications as Bereczky’s and Kan-
tor’s results. These applications include Abhyankar and Keskar [1, Theorem 1.9], where
Kantor’s Theorem is used to determine the structure of a Galois group and Fairbairn et
al [12], where B ereczky’s Theorem is used for results on Beauville groups.
We imagine our results could be applied to any situation involving a group containing
a linear Singer cycle.
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Appendix A
Computer programs
At certain points in this thesis, we use magma [5] to determine if specific subgroups in
either GO+8 (2) or Sp8 (2) contain a linear Singer cycle. We provide the necessary details
here.
A.1 The tensor product stabilizer in GO+8 (2)
The following process shows that the tensor product stabilizer, Sp4 (2)◦Sp2 (2) in GO+8 (2)
contains a linear Singer cycle. This is needed in the proof of Proposition 5.4.4.
> G:=GeneralOrthogonalGroupPlus(8,2);
> X:=Subgroups(G:OrderEqual:=15);
> #X;
2
> for i in [1..2] do #Centraliser(G,X[i]‘subgroup); end for;
30
15
This shows that up to conjugacy, there are two conjugacy classes of subgroups of order 15,
only one of which is self-centralizing. This one is conjugate to the linear Singer subgroup
by Corollary 3.3.2.
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> S:=Subgroups(G:OrderEqual:=4320);
> #S;
8
> for i in [1..8] do IsTensor(S[i]‘subgroup); end for;
false
false
false
false
false
false
false
true
> S8:=S[8]‘subgroup;
> TensorFactors(S8);
MatrixGroup(4, GF(2))
Generators:
[1 1 0 1]
[0 1 1 1]
[1 1 1 0]
[0 0 1 0]
[0 1 1 0]
[0 1 0 0]
[1 1 1 1]
[0 1 0 1]
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[0 1 0 0]
[1 1 0 0]
[1 1 1 1]
[1 0 1 0],
MatrixGroup(2, GF(2))
Generators:
[1 1]
[1 0]
[1 1]
[0 1]
This finds the tensor product stabilizer.
> Y:=Subgroups(S8:OrderEqual:=15);
> #Y;
1
> #Centraliser(G,Y[1]‘subgroup);
15
Finally, this shows that the subgroup of order 15 is the tensor product stabilizer is self-
centralizing and so is conjugate to the linear Singer subgroup.
A.2 The subgroups of GO+8 (2) isomorphic to A9
This process shows that of the two subgroups of GO+8 (2) isomorphic to A9, one contains
the linear Singer cycle, the other does not. This also shows that the subgroup of GO+8 (2)
isomorphic to S9 does not contains a linear Singer cycle. We use these arguments in
Theorem 6.2.2.
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> G:=GeneralOrthogonalGroupPlus(8,2);
> S:=Subgroups(G:OrderEqual:=181440);
> #S;
2
> S1:=S[1]‘subgroup;
> S2:=S[2]‘subgroup;
> Isom1:=IsIsomorphic(S1,Alt(9));
> Isom1;
true
> Isom2:=IsIsomorphic(S2,Alt(9));
> Isom2;
true
This argument finds both subgroups isomorphic to A9 in GO
+
8 (2), up to conjugacy.
> X:=Subgroups(S1:OrderEqual:=15);
> #X;
1
> #Centraliser(G,X[1]‘subgroup);
30
This shows that the subgroup of order 15 in one copy of A9 is not self-centralizing and
cannot be conjugate to the linear Singer subgroup.
> Y:=Subgroups(S2:OrderEqual:=15);
> #Y;
1
> #Centraliser(G,Y[1]‘subgroup);
15
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This shows that the subgroup of order 15 in the other copy of A9 is self-centralizing and
so is conjugate to the linear Singer subgroup.
> T:=Subgroups(G:OrderEqual:=362880);
> #T;
1
> T1:=T[1]‘subgroup;
> Isom3:=IsIsomorphic(T1,Sym(9));
> Isom3;
true
> Z:=Subgroups(T1:OrderEqual:=15);
> #Z;
1
> #Centraliser(G,Z[1]‘subgroup);
30
Finally, this argument finds the subgroup of GO+8 (2) isomorphic to S9, up to conjugacy
and shows that the subgroup of order 15 lying inside it is not self-centralizing and so
cannot be conjugate to the linear Singer subgroup.
A.3 The subgroups of Sp8 (2) isomorphic to S10
This process shows that the subgroup of Sp8 (2) isomorphic to S10 does not contain a
linear Singer cycle. This argument is also used in the proof of Theorem 6.2.2.
> G:=SymplecticGroup(8,2);
> X:=Subgroups(G:OrderEqual:=15);
> #X;
3
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> for i in [1..3] do #Centraliser(G,X[i]‘subgroup); end for;
90
90
15
This shows that up to conjugacy, there are three conjugacy classes of subgroups of order
15, only one of which is self-centralizing. By Corollary 3.3.2, this one is conjugate to the
linear Singer subgroup.
> S:=Subgroups(G:OrderEqual:=3628800);
> #S;
1
> S1:=S[1]‘subgroup;
> Isom:=IsIsomorphic(S1,Sym(10));
> Isom;
true
This finds the subgroup isomorphic to S10, up to conjugacy.
> Y:=Subgroups(S1:OrderEqual:=15);
> #Y;
1
> #Centraliser(G,Y[1]‘subgroup);
90
Finally, this shows that the subgroup of order 15 lying in S10 is not self-centralizing and
cannot be conjugate to the linear Singer subgroup.
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