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Resumen: La generacio´n de recursos dentro de un grupo de investigacio´n se ve
fuertemente inﬂuenciada por la movilidad del personal eventual, por la propia evo-
lucio´n profesional del personal ﬁjo, as´ı como por la constante revisio´n de las te´cnicas
y materiales necesarios. El resultado es un conjunto de herramientas y datos poco
cohesionados que suponen un esfuerzo extra a la hora de establecer un marco de
prototipado. En este sentido hay ya varias propuestas de entornos de integracio´n y
evaluacio´n de herramientas pero con una curva de aprendizaje a veces notable, al
tiempo que poco ﬂexible en determinadas situaciones. Este art´ıculo presenta una
propuesta de organizacio´n de los recursos ajenos y propios de un grupo de inves-
tigacio´n que permite, con una muy fa´cil implementacio´n, un ahorro en tiempo y
costes de programacio´n, y una gestio´n eﬁciente mediante el uso transparente de las
capacidades actuales de las redes cliente-servidor.
Palabras clave: Entornos PLN, prototipado, anotacio´n de corpus
Abstract: The generation of resources within a research group is strongly inﬂuenced
by the features of the staﬀ, such as its professional evolution or its own tempora-
riness, as well as the constant revision of techniques and materials. The result is a
set of tools and data poorly coordinated that means an extra eﬀort when establis-
hing a prototyping frame. In this sense, there are already several Text Engineering
Architectures for integration and evaluation of tools. However, they are hard to
understand and use in some cases, and suﬀer from a lack of ﬂexibility in others.
This article presents a proposal of organizing own and other people’s resources in
a research group that allows, with a very easy implementation, low costs in time
and programming, besides an eﬃcient management, by means of using the current
capacities of the client-server networks.
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1. Introduccio´n
La evolucio´n en el tiempo de nuestro gru-
po de investigacio´n (Procesamiento del Len-
guaje y Sistemas de Informacio´n, GPLSI1),
tanto en la adscripcio´n permanente y tem-
poral de nuevo personal como en objetivos y
proyectos ya ﬁnalizados (incluidos los muchos
trabajos de Tesis Doctoral), nos ha llevado a
una situacio´n no deseada fruto de la urgen-
cia en unos casos y la poca planiﬁcacio´n en
otros. Esta situacio´n se resume en que el gru-
po dispone de gran cantidad de herramientas,
aplicaciones y recursos (tanto propios como
∗ Este trabajo esta subvencionado por el Ministerio
de Ciencia y Tecnolog´ıa mediante el proyecto R2D2
de referencia TIC2003-07158-C04
1http://gplsi.dlsi.ua.es
ajenos), en diferentes lenguajes de programa-
cio´n y sistemas operativos, con formatos de
salida y entrada particulares, de localizacio´n
muchas veces dif´ıcil puesto que depende de la
persona o personas que los han generado, y
de reutilizacio´n compleja ya que requiere un
esfuerzo adicional para integrarlos en otros
desarrollos.
En este art´ıculo pretendemos resumir el
ana´lisis realizado dentro del grupo sobre es-
ta situacio´n y las soluciones aportadas. Es-
ta propuesta plantea el disen˜o e implementa-
cio´n de un sistema distribuido de herramien-
tas para el procesamiento del lenguaje natu-
ral (PLN) basado en la sencillez y la ﬂexibili-
dad, utilizando la arquitectura de red cliente-
servidor, y convirtiendo esas herramientas en
servicios cuya ubicacio´n f´ısica sea transparen-
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te al usuario, todo ello con un coste de desa-
rrollo relativamente bajo. Adema´s, debe con-
vertirse en la base de una normativa a´gil y
consensuada que dirija nuestro trabajo en el
futuro, de forma que se facilite la comunica-
cio´n y la cooperacio´n entre los participantes
de futuros proyectos de investigacio´n que re-
quieran nuevos componentes software.
Dentro del marco de las arquitectu-
ras denominadas como Software Architectu-
re for Language Engineering (SALE) (Cun-
ningham, 2000), podemos identiﬁcar dos
aproximaciones: aquellas centradas en la
anotacio´n de textos y creacio´n de reposito-
rios, dentro de la que podr´ıamos mencionar
ATLAS (Bird et al., 2000) y EMU (Cassidy
y Harrington, 2001), y las enfocadas hacia el
desarrollo de componentes y su integracio´n
para la creacio´n de sistemas PLN como, por
ejemplo, GATE (Cunningham et al., 2002), o
TEXTRACT (Neﬀ, Byrd, y Boguraev, 2004).
La arquitectura que estamos desarrollan-
do estar´ıa encuadrada dentro de e´stas u´lti-
mas pero con ciertos matices, ma´s dirigida
a la integracio´n de componentes ya existen-
tes de distinta ı´ndole, lo que de todas formas
facilita la posterior construccio´n de nuevos
sistemas PLN. Una arquitectura de este tipo
debe ofrecer, entre otras, las siguientes carac-
ter´ısticas:
1. Uso de mu´ltiples herramientas o te´cnicas
PLN, bien de forma individual o conjun-
ta.
2. Generacio´n automa´tica de corpus
lingu¨´ısticos con texto enriquecido por
la anotacio´n mediante esas herramien-
tas, como base para otras nuevas que
necesitan esta informacio´n.
3. Intercambio de herramientas del mismo
tipo, dentro de un mismo sistema, para
la evaluacio´n y comparacio´n.
4. Flexibilidad y escalabilidad, con una
fa´cil integracio´n de nuevos componentes
PLN.
5. Transparencia en cuanto a lenguajes de
programacio´n, sistemas operativos usa-
dos y ma´quinas donde esta´n instaladas
esas herramientas.
El resto de este documento esta´ organiza-
do de la siguiente forma: la seccio´n 2 hace
un estudio de algunos de los sistemas actual-
mente disponibles; en la seccio´n 3 se describe
la propuesta de nuestro sistema, detallando
sus aspectos ba´sicos; ﬁnalmente, la seccio´n 4
muestra las conclusiones de este trabajo.
2. Algunos sistemas disponibles
Antes de describir nuestro sistema, comen-
taremos algunas de las arquitecturas existen-
tes en las que se ha basado nuestro trabajo.
ATLAS Architecture and tools for lin-
guistic analysis systems
El objetivo de ATLAS es proporcionar
una arquitectura general para anotacio´n,
que permita el desarrollo de nuevas apli-
caciones de este tipo, y que incluya un
formato determinado de los datos, un
API2, un conjunto de herramientas y
una representacio´n persistente de los da-
tos, mediante un repositorio que se va
enriqueciendo con las distintas anotacio-
nes realizadas.
Esta´ centrado tambie´n en facilitar el uso
e intercambio de recursos lingu¨´ısticos,
as´ı como el desarrollo de nuevos recursos
sin imponer un formato ﬁjo a los mis-
mos, ofreciendo a nivel f´ısico la imple-
mentacio´n de almacenes de datos, tanto
en formato ATLAS como en XML3, que
pueden ser usados en cliente-servidor, en
forma de librer´ıas, etc.
GATE General Architecture for Text
Engineering
Se trata de una arquitectura que per-
mite construir sistemas PLN a partir de
componentes previamente desarrollados.
Proporciona un nu´cleo implementado en
Java y un entorno de desarrollo, a trave´s
del cual se pueden ejecutar mo´dulos ya
existentes o crear nuevas aplicaciones a
partir de los mismos.
Ofrece un conjunto inicial de herramien-
tas ba´sicas y adema´s permite desarrollar
nuevos recursos. La integracio´n de com-
ponentes es inmediata en el caso de Ja-
va, aunque requiere desarrollo adicional
en el caso de otros lenguajes de progra-
macio´n, ya que todo recurso se entiende
como una clase Java.
2Application Program Interface
3Extensible Markup Language
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WHITEBOARD (Crysmann et al.,
2002)
Esta arquitectura se centra en la anota-
cio´n de textos, y pretende integrar dis-
tintos componentes a trave´s de capas
XML. En lugar de tener un u´nico do-
cumento asociado al texto proporciona
diferentes capas. Cada capa almacenar´ıa
informacio´n de un determinado tipo so-
bre el documento, dependiendo del com-
ponente o herramienta ejecutada, en vez
de estar todo incluido en un u´nico XML.
Ofrece un interfaz gene´rico orientado a
objetos para acceder al sistema. La in-
corporacio´n de un nuevo componente se
lleva a cabo implementando el interfaz
y especiﬁcando la DTD4 o las reglas de
transformacio´n adecuadas.
NLTK: Natural Language Programming
Toolkit for Python (Loper y Bird, 2002)
Es un sistema o conjunto de herramien-
tas, con un marcado enfoque pedago´gi-
co que permite construir sistemas PLN
usando Python. Proporciona herramien-
tas ba´sicas para la manipulacio´n de da-
tos y para la realizacio´n de tareas PLN.
Permite implementar nuevos componen-
tes combinando los ya existentes me-
diante unos interfaces ya deﬁnidos, que
deben implementarse segu´n las necesida-
des de cada nueva clase.
Desde el punto de vista dida´ctico NLTK
se estructura en tres bloques: ejercicios,
demostraciones y proyectos, todo ello
pensado para ser utilizado en los cursos
de doctorado de manera que el alumno
pueda realizar los ejercicios propuestos
y acometer la realizacio´n de nuevos pro-
yectos: implementacio´n de nuevos algo-
ritmos, desarrollo de nuevos componen-
tes, etc.
TEXTRACT The TALENT5 System
Es similar a GATE, pero pensado para
el procesamiento a gran escala de tex-
tos y con un enfoque industrial (IBM).
Permite la creacio´n y evaluacio´n de sis-
temas PLN, sobre todo en el contexto de
aprendizaje automa´tico. Esta´ desarrolla-
do en C++, y ofrece una serie de compo-
nentes (plugins) con las funciones ba´si-
cas de PLN (tokenizer, PoSTagger, etc),
4Document Type Deﬁnition
5Text Analysis and Language Engineering Tools,
proyecto desarrollado en IBM
al igual que GATE y NLTK. Estos plu-
gins comparten un repositorio, asociado
a cada documento, a trave´s del cual se
comunican. Se conﬁgura desde l´ınea de
comandos aunque tambie´n proporciona
una GUI6, si bien no tiene un peso tan
importante como en el caso de GATE.
EULIA (Artola et al., 2004)
Se trata de una herramienta que facili-
ta la edicio´n de los corpus anotados por
diversas herramientas de PLN. Se basa
en una arquitectura cliente-servidor, que
utiliza RMI7 para la comunicacio´n en-
tre ambas partes, y que si bien en un
principio hizo uso de SGML (Artola et
al., 2002) como lenguaje de intercam-
bio entre herramientas, actualmente uti-
liza XML. De forma similar a WHITE-
BOARD, basa la integracio´n en el uso de
distintas capas XML. As´ı, la salida de ca-
da proceso de ana´lisis sobre un texto es,
en realidad, un conjunto de documentos
XML. La especiﬁcacio´n del XML usado,
se basa en el uso de features structures
(Jacobson, 1949).
En cuanto a la arquitectura elegida es,
quiza´s, la ma´s parecida en objetivos y
metodolog´ıa a nuestro trabajo, si bien
nosotros nos hemos centrado ma´s en el
problema de la integracio´n de herramien-
tas no disen˜adas espec´ıﬁcamente para es-
te tipo de entornos.
Estos no son los u´nicos sistemas desarro-
llados, si bien son una muestra representativa




La idea de destinar esfuerzos y recursos a
implementar este tipo de arquitectura surge
despue´s de observar ciertas necesidades exis-
tentes dentro del grupo de investigacio´n. Se
han ido desarrollando distintas herramientas
PLN, resultantes de proyectos de investiga-
cio´n concretos o de las propias tesis doctora-
les. El problema que presentan estas herra-
mientas es que han sido implementadas con
caracter´ısticas muy espec´ıﬁcas. Se han uti-
lizado distintos lenguajes de programacio´n,
formatos particulares de entrada y salida, y,
6Graphical User Interface
7Remote Method Invocation
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en muchos casos, no son multiplataforma. To-
do ello hace dif´ıcil su reutilizacio´n en la cons-
truccio´n de nuevas herramientas implicando
un esfuerzo extra en formatear, adaptar o
procesar la salida concreta de cada compo-
nente. Otro problema derivado de este desa-
rrollo y uso ad hoc es que las herramientas
y los datos no siempre esta´n inmediatamen-
te disponibles y localizados, lo cual diﬁculta
todav´ıa ma´s su uso. Adema´s se debe tener
en cuenta la incorporacio´n de nuevo personal
contratado por la ejecucio´n de proyectos de
investigacio´n, siendo necesario formarles en
un primer momento, al tiempo que se pre-
tende que aprovechen al ma´ximo los recursos
y el tiempo disponibles.
Algunas de las aplicaciones y recursos a
los que nos estamos reﬁriendo son:
Aplicaciones: implementacio´n de ma´xi-
ma entrop´ıa para distintos usos, WSD
(basado en ma´xima entrop´ıa, dominios,
patrones, marcas de especiﬁcidad...),
analizadores sinta´cticos (SUPAR), reco-
nocedores de entidades (NERUA), recu-
peracio´n de informacio´n, segmentador de
oraciones, detector del idioma, PoSTag-
gers, as´ı como diversas herramientas aje-
nas del mismo tipo que las mencionadas.
Recursos: lexicones, tesauros, ontolog´ıas,
corpus, etc. y la infraestructura hardwa-
re disponibles para el trabajo del grupo.
3.1. Disen˜o global
Tomando como partida las herramientas
descritas en la seccio´n 2, en su momento se
decidio´ abordar los problemas anteriormente
planteados de forma gradual. Concretamen-
te se hablo´ de tres pasos: banco de pruebas,
librer´ıas y arquitectura PLN, descritos a con-
tinuacio´n.
3.1.1. Banco de pruebas
El banco de pruebas consiste en una pa´gi-
na web que proporciona el acceso a las dis-
tintas herramientas y recursos que son de in-
tere´s para el grupo. Se trata de una pa´gi-
na que permite seleccionar la herramienta a
utilizar, introduciendo un texto por panta-
lla o da´ndole un ﬁchero a procesar. Permite
adema´s guardar la salida resultante del pro-
ceso. Con esto se pretende facilitar el acce-
so a las herramientas y recursos existentes e
identiﬁcar problemas a la hora de integrar las
distintas herramientas (formatos de entrada
y salida, nombres de ﬁcheros no apropiados,
etc.)
3.1.2. Librer´ıas
La implementacio´n de librer´ıas software
nos permite utilizar las distintas herramien-
tas no solo desde la web disen˜ada como banco
de pruebas sino tambie´n desde nuestro propio
co´digo. El problema que presenta este enfo-
que es que se debe decidir en que´ lenguajes
se desarrollan las librer´ıas, ya que, como se
ha comentado con anterioridad, se parte de
una situacio´n en la que se utilizan distintos
lenguajes de programacio´n.
Actualmente existe una librer´ıa en C, otra
en C++ y una clase Java, que permiten eje-
cutar las mismas herramientas o servicios que
esta´n disponibles en el banco de pruebas (si
bien ambas cosas son independientes ya que
se podr´ıan tener servicios disponibles desde
librer´ıas que no lo estuvieran desde el banco
de pruebas)
Se esta´n estudiando tambie´n otras alter-
nativas para llevar a cabo este paso, de forma
que sea ma´s sencillo utilizar las herramientas
desde un lenguaje de programacio´n u otro,
y no haya que realizar una librer´ıa espec´ıﬁca
para cada uno. En este sentido se esta´ consi-
derando la posibilidad de encapsular la fun-
cionalidad del banco de pruebas como servi-
cio web8. As´ı, las herramientas podr´ıan ser
utilizadas desde lenguajes de programacio´n
que soporten este tipo de esta´ndares y pro-
tocolos, sin necesitad de un desarrollo adicio-
nal, entendiendo por desarrollo adicional la
implementacio´n de una librer´ıa para un len-
guaje concreto.
3.1.3. Arquitectura del sistema PLN
Nuestro sistema ha de favorecer la integra-
cio´n de diferentes componentes, con el objeti-
vo ﬁnal de construir y evaluar sistemas PLN
basados en los mismos. Esto pasa por deﬁnir
la arquitectura a utilizar y establecer algu´n
mecanismo de estandarizacio´n de entradas y
salidas de los distintos componentes de for-
ma que e´stos sean fa´cilmente integrables, ya
sea de forma secuencial o paralela. En nues-
tro caso se ha optado por una arquitectura
cliente-servidor, y por el uso de XML para la
estandarizacio´n de entradas y salidas.
La arquitectura cliente-servidor esta´ muy
extendida ya que permite disponer de dis-
tintos componentes distribuidos en varias
8Protocolos y esta´ndares que deﬁnen la interfaz a
un sistema v´ıa http
L. Moreno, A. Suárez
306
ma´quinas, desarrollados para diferentes pla-
taformas y con distintos lenguajes de progra-
macio´n. A esta arquitectura ba´sica cliente-
servidor se le an˜ade una capa, denomina-
da middleware, que se encargar´ıa de apor-
tar transparencia al sistema, proporcionando
una interfaz de comunicacio´n entre el cliente
y el servidor, localizando los recursos o servi-
cios disponibles y facilitando la incorporacio´n
de nuevos servicios, as´ı como el mantenimien-
to del propio sistema. De esta forma, si bien
cada herramienta o servicio puede estar loca-
lizado en una ma´quina diferente, el usuario
no necesita saber la localizacio´n exacta, aun-
que s´ı un nombre o identiﬁcador del servicio.
Evidentemente esta arquitectura ha de
cumplir con una serie de requisitos, como son
una correcta distribucio´n de los servicios, una
deﬁnicio´n del interfaz a utilizar para el inter-
cambio de informacio´n, o ﬂexibilidad a la ho-
ra de incorporar nuevos componentes. Una
arquitectura cliente-servidor admite distin-
tas implementaciones: sockets9, RPC 10, Java
RMI, etc. En nuestro caso hemos decididido
utilizar la comunicacio´n v´ıa sockets, ya que
la mayor´ıa de los lenguajes de programacio´n
soportan este tipo de primitivas (en otros ca-
sos, como por ejemplo RMI, las primitivas de
comunicacio´n son espec´ıﬁcas de un lengua-
je determinado). Se ha decidido utilizar Java
para la implementacio´n por razones de porta-
bilidad y sencillez. En los siguientes aparta-
dos se explican las partes ba´sicas de nuestro
sistema cliente-servidor.
1. Directorio de servicios. Se trata de
una base de datos donde se especiﬁ-
can los servicios disponibles, as´ı como
la ma´quina donde reside el servicio y el
puerto por el que atienden peticiones.
2. Servidor middleware. O localizador
de servicios, recibe las peticiones (soli-
citud de un servicio determinado) de un
cliente a trave´s de la lo´gica middlewa-
re y, en funcio´n del servicio requerido y
tras consultar el directorio de servicios,
devuelve los datos necesarios para conec-
tar con el servicio concreto. Estos datos
concretos son la direccio´n de la ma´qui-
na donde se encuentra el servicio, y el
puerto de comunicaciones por donde se
atendera´ la peticio´n de dicho servicio.
9Comunicacio´n a bajo nivel entre dos procesos
10Remote Procedure Call
3. Listener de herramientas. Se ha im-
plementado un programa listener, que se
ejecuta en tantas instancias como herra-
mientas haya. Lo que hace este programa
es “escuchar” en una ma´quina y puerto
determinado y ejecutar la herramienta
solicitada. Cuando se intenta incorporar
un componente nuevo no hay que gene-
rar nuevo co´digo, sino que se da de alta
el servicio en el directorio, asigna´ndole
la ma´quina y el puerto correspondiente,
y se lanza un listener “escuchando” en
esa ma´quina y ese puerto.
Actualmente todas las herramientas tra-
bajan de la misma manera: reciben un
ﬁchero que procesan de alguna forma, y
cuyo resultado es otro ﬁchero que es de-
vuelto al cliente.
4. Lo´gica middleware. Es la encarga-
da de realizar las peticiones al servi-
dor middleware. Debe conocer las ca-
racter´ısticas de este servidor (puerto y
ma´quina donde se encuentra), as´ı como
la identiﬁcacio´n del servicio requerido.
Realiza la conexio´n con el servidor midd-
leware para obtener los datos del servicio
que quiere ejecutar (ma´quina y puerto
donde se encuentra dicho servicio o he-
rramienta). Con estos datos establece la
conexio´n con el listener correspondiente.
Le env´ıa el ﬁchero a procesar, el identi-
ﬁcador del servicio, los para´metros que
necesite la herramienta y recibe el ﬁche-
ro ya procesado.
Puede verse un esquema del funciona-
miento de esta arquitectura en la ﬁgura 1.
Esta arquitectura es la que se ha utiliza-
do tanto en la implementacio´n del banco de
pruebas como en la implementacio´n de las li-
brer´ıas.
Actualmente cuando se ejecuta un ser-
vicio, la salida, el ﬁchero procesado que
nos devuelve, tiene el formato propio de
la herramienta. Esto sigue imposibilitando,
lo´gicamente, la integracio´n entre las distin-
tas herramientas en la construccio´n de un
sistema PLN ﬁnal. De ah´ı que otro punto
a tener en cuenta en nuestro sistema sea la
estandarizacio´n de entradas y salidas.
Estandarizacio´n de entradas y sa-
lidas. Es necesario normalizar las entra-
das y salidas de nuestras herramientas, para
as´ı aportar facilidad de uso e integracio´n a las
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Figura 1: Ejecucion del servicio X
mismas, adema´s de validar estructuralmente
la informacio´n que estamos manejando. Pen-
samos que XML es la mejor alternativa ac-
tualmente.
XML es un lenguaje de marcado que per-
mite estructurar la informacio´n de acuerdo a
las deﬁniciones que se especiﬁquen y, al mis-
mo tiempo, validar la propia informacio´n, es
decir, comprobar que e´sta tiene la “forma”
correcta. La DTD, o el XML Schema11 es
el conjunto de reglas que deﬁnira´n la forma
en que se van a construir estos documentos
XML.12
A la hora de disen˜ar este XML Schema
debe tenerse en cuenta nuestro objetivo ﬁnal,
un entorno para la construccio´n y evaluacio´n
de sistemas PLN. En este sentido se ha in-
tentado disen˜ar un XML Schema que fuera
lo suﬁcientemente amplio para abarcar toda
la informacio´n proporcionada por las distin-
tas herramientas. Al mismo tiempo debe ser
ﬂexible, que no requiera excesivas modiﬁca-
ciones cuando se incorpore una nueva herra-
mienta al sistema. La estructura de los do-
cumentos XML deber´ıa permitir discriminar
11Puede considerarse como la evolucio´n de las DTD
y proporciona mayor potencia a la hora de deﬁnir la
estructura de nuestros XML. http://www.3w.org
12El punto de partida de la deﬁnicio´n de
nuestro XML Schema es la DTD desarrollada
en el proyecto 3LB (Construccio´n de una ba-
se de datos de a´rboles sinta´ctico sema´nticos,
http://www.dlsi.ua.es/projectes/3lb/), mejorando su
estructura mediante la adicio´n de capas y nuevas de-
ﬁniciones.
la informacio´n resultante de una herramienta
en favor de otra de las mismas caracter´ısticas.
Por ejemplo, suponiendo que queremos cons-
truir un sistema PLN que utiliza un analiza-
dor sinta´ctico, debemos poder evaluar y com-
parar dicho sistema usando varios programas
alternativos. Tambie´n se deber´ıa expresar en
el XML toda la informacio´n proporcionada
por cada una de las herramientas.
Respecto a co´mo representar esta in-
formacio´n, se ha intentado deﬁnir unas
etiquetas ma´s o menos gene´ricas y a trave´s
de atributos o elementos, discernir entre
unas salidas y otras. Esto en principio
simpliﬁca bastante el disen˜o y proporciona
la ﬂexibilidad suﬁciente para poder seguir
incorporando herramientas e informacio´n al
sistema de forma sencilla.
Incorporacio´n de recursos. Otro
punto que hay que tener en cuenta es el
acceso a los distintos recursos, entendiendo
por recurso todo aquello que pueda necesitar
un proceso: gazzeteers, diccionarios, corpus,
etc. La arquitectura debe permitir el acceso
a los recursos de forma sencilla.
En un primer paso bastar´ıa con tener loca-
lizados dichos recursos, del mismo modo que
se tienen localizadas las herramientas, de for-
ma que se supiera exactamente que´ recursos
hay, y que fueran fa´cilmente accesibles.
En un siguiente paso se deber´ıa no solo
conocer que´ recursos hay sino poder incor-
porarlos a la construccio´n de un sistema
concreto. Es decir, si estamos construyendo
un sistema que, por ejemplo, utilice apren-
dizaje basado en corpus, deber´ıamos poder
incorporar dicho corpus a la construccio´n de
nuestro sistema de forma semiautoma´tica.
Esto implica conocer de que´ forma utili-
zara´ el sistema dicho corpus, de que´ forma
interactu´an ambos, cua´l es la informacio´n
concreta que se necesita, que´ estructura
tiene, etc.
Publicacio´n y consulta de servicios.
La arquitectura debe permitir la fa´cil incor-
poracio´n de nuevos servicios o herramientas
as´ı como la consulta ra´pida de los mismos.
Consultar los servicios disponibles simple-
mente consiste en acceder a la base de datos
de servicios, por ejemplo a trave´s de una pa´gi-
na web, de forma que se muestren las carac-
ter´ısticas principales del servicio: identiﬁca-
dor, descripcio´n del mismo, para´metros que
L. Moreno, A. Suárez
308
necesita para ser utilizado, etc. En resumen,
proporcionar al usuario la informacio´n nece-
saria para que pueda utilizar este servicio.
La publicacio´n de nuevos servicios, se
reﬁere al alta de los mismos de forma ma´s
o menos automa´tica. Por un lado cualquier
usuario podr´ıa realizar la solicitud de un
alta de un servicio, por ejemplo a trave´s
de una pa´gina web, aportando la informa-
cio´n acerca de que´ hace dicho servicio y,
por supuesto, el ejecutable o ejecutables
involucrados. A partir de ah´ı, una persona
concreta (podemos pensar en la ﬁgura de un
administrador) estudiar´ıa la viabilidad de
dicha alta, aportando el resto de informacio´n
necesaria: en que´ ma´quina va a estar el
servicio, en que´ puerto va a escuchar, etc.
Encadenamiento de herramientas.
En la construccio´n de nuevos sistemas PLN,
se pretende utilizar componentes ya desarro-
llados e incorporados a la arquitectura, de
forma encadenada.
Parte del problema de encadenar estos
componentes esta´ solucionado con la utiliza-
cio´n de XML para formatear las entradas y
salidas de los distintos componentes. Aparte,
se debe decidir de que´ forma se realiza este
encadenamiento. Por lo pronto podemos pen-
sar en dos alternativas: ejecucio´n secuencial o
paralela. Habra´ casos en los que simplemen-
te necesitemos ejecutar de forma secuencial
una serie de componentes. Sin embargo, pue-
de darse el caso en que se puedan ejecutar
varios componentes en paralelo. Sirva como
ejemplo de este u´ltimo caso un sistema de
votacio´n que tras comparar el resultado ob-
tenido por diversas herramientas, tuviera que
devolver el mejor. Si suponemos que estas
herramientas son independientes, se podr´ıan
ejecutar paralelamente, con lo cual el sistema
dar´ıa la respuesta en un menor tiempo.
En cuanto al interfaz el objetivo es pro-
porcionar un disen˜o sencillo que permita ir
an˜adiendo estos componentes y determinar,
adema´s, el orden en que deben ser ejecuta-
dos. Se tratar´ıa de un interfaz donde se repre-
senten y encadenen gra´ﬁcamente los distintos
componentes.
4. Conclusiones
Este art´ıculo presenta una propuesta de
gestio´n e integracio´n de los recursos softwa-
re de los que dispone un grupo de investiga-
cio´n que, habitualmente, provienen de fuen-
tes tanto ajenas como propias. En organiza-
ciones como la nuestra, donde la cohesio´n de
un grupo de personas viene dado casi siempre
por aﬁnidades no regladas, la tendencia es ge-
nerar programacio´n y datos muy personaliza-
dos, dirigidos a la resolucio´n de un problema
actual, a menudo controlados por un u´nico
investigador, y con poca previsio´n de reuti-
lizacio´n en nuevos proyectos o por personas
distintas. Es normal que, dentro del conjunto
de todas las aportaciones, podamos encon-
trar programacio´n no esta´ndar en muy dife-
rentes lenguajes, formatos de entrada y sali-
da, librer´ıas, mecanismos de almacenamiento
de datos y sistemas operativos. Por otro la-
do, las constantes revisiones de los me´todos
y te´cnicas, las distintas versiones del software
ba´sico, tambie´n generan problemas a la hora
de afrontar un nuevo proyecto.
Examinando las diferentes propuestas que
se encuentran disponibles actualmente, nos
encontramos con algunos entornos software,
dentro del campo del PLN, con un especial
hincapie´ en los me´todos de almacenamiento
y representacio´n, que integran herramientas
de tratamiento de textos y de evaluacio´n. Es-
tos productos son, por un lado, muy comple-
tos pero, por otro, excesivamente complejos
y adolecen de falta de ﬂexibilidad en ciertas
situaciones.
Nuestra propuesta se centra en dos obje-
tivos ba´sicos: transparencia para el usuario y
escalabilidad. Apostamos por una arquitec-
tura cliente-servidor donde cada programa se
convierte en un servicio independientemente
del lenguaje o del sistema operativo original
de cada uno. El sistema puede ser totalmente
abierto, cualquiera puede publicar un servi-
cio, o a trave´s de un administrador del siste-
ma, pero siempre atendiendo a la facilidad de
uso e inmediatez. Obviamente, todo esto pa-
sa por una estandarizacio´n de las entradas y
salidas de los programas que puede estar in-
tegrada en el propio co´digo, pero que puede
ser realizada a posteriori con las adecuadas
herramientas de traduccio´n.
Parte de lo que se ha descrito en este
art´ıculo esta´ ya en funcionamiento en nuestro
grupo de investigacio´n o en fases de desarrollo
muy avanzadas. Actualmente, estamos mejo-
rando la deﬁnicio´n del esta´ndar de formatos
de entrada y salida, y trabajando en la imple-
mentacio´n plenamente funcional del servidor
middleware que gestione los recursos en red.
Nos hemos propuesto ofrecer, adema´s, un en-
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torno gra´ﬁco que permita combinar todos los
recursos en la red y construir prototipos de
forma visual como un paso ma´s para facilitar
su uso.
Nuestra intencio´n es obtener un sistema
de integracio´n de herramientas y datos, enfo-
cado hacia PLN pero abierto a otros campos
de aplicacio´n, que tenga una fa´cil puesta en
marcha, no excluyente frente a otros produc-
tos similares, y que pueda ser de utilidad pa-
ra el resto de investigadores como alternativa
va´lida y abierta.
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