Abstract. A typical approach to analysing statistical properties of expanding maps is to show spectral gaps of associated transfer operators in adapted function spaces. The classical function spaces for this purpose are Hölder spaces and Sobolev spaces. Natural generalisations of these spaces are Besov spaces, on which we show a spectral gap of transfer operators.
Introduction
Let M be a compact smooth Riemannian manifold endowed with the normalised Lebesgue measure Leb M , and f : M → M a C r expanding map with r > 1. It is well known that individual trajectories of expanding maps tend to have "chaotic behaviour". Therefore, to analyse statistical properties of the expanding map f , it is typical to instead study how densities of points evolve under a so-called transfer operator L f,g induced by f with a given C s weight function g : M → C with 0 < s ≤ r (the precise definition will be given below). In his celebrated paper [13] , Ruelle proved the existence of a unique equilibrium state µ g of f at g (when g is real-valued and strictly positive) and exponential decay of correlation functions of any C s observables with respect to µ g (together with investigation of dynamical zeta function) through the demonstration of a spectral gap of the transfer operator on the usual Hölder space C s (M ). Furthermore, the spectral gap of the transfer operator was used to show several limit theorems [11] and strong stochastic stability [8] . Recently, the transfer operator was shown to also have a spectral gap on the Sobolev space H s (M ) in Baillif and Baladi [2] (see also Faure [10] ) and the "little Hölder space" C s * (M ) in Baladi and Tsujii [7] . Our goal in this paper is to show a spectral gap of the transfer operator on Besov spaces B s p,q (M ), which contain the previously-studied function spaces.
Our method in the proof is a natural generalisation of the best technology developed in Tsujii and Baladi [7] . After completing the proof, we learned that our result answered Problem 2.40 in the forthcoming monograph by Baladi [3] .
Definitions and results.
Before precisely stating our main result, we introduce some notation. Let f be an expanding map, i.e., there exist constants C > 0 and λ > 1 such that |Df n (x)v| ≥ Cλ n |v| for each x ∈ M and v ∈ T x M . Let us set the minimal Lyapunov exponent
Then χ min > 0 when f is an expanding map. (For the properties of expanding maps, the reader is referred to [12] .) Let g be a complex-valued C s function on M with 0 < s ≤ r. With the notation
Standard reference for transfer operators are [3, 4] . L f,g can be extended to a bounded operator on
(Since some Besov space does not coincide with the completion of C s (M ) with respect to its Besov norm, this extension would be necessary; see [15, §A.1] .) Indeed, a change of variables shows
Therefore, the transfer operator has a continuous extension to L p (M ) by the duality (1.1). The extension will also be denoted by L f,g .
Below we define Besov spaces associated with a partition of unity of M . We first recall definition of the Besov spaces on
For each nonnegative integer n, define radial functions
For a tempered distribution u (that is, u is in the dual space of the set of rapidly decreasing test functions), the operator ∆ n is given by ∆ n u = F −1 [ψ n F u] with n ≥ 0, where F is the Fourier transform. Then we have n≥0 ∆ n u = u, called the Littlewood-Paley (dyadic) decomposition. This decomposition was first employed in context of dynamical systems theory to analyse the spectra of transfer operators of Anosov diffeomorphisms by Baladi and Tsujii [6] . They also applied the decomposition to spectral analysis of transfer operators of expanding maps in the "little Hölder space" C 
is finite. We remark that u ∈ B s pq (R d ) if and only if there are a constant C > 0 and a nonnegative sequence {c n } n≥0 ∈ ℓ q with {c n } n≥0 ℓ q ≤ 1 such that
and a system of local charts
is a partition of unity for M subordinate to the covering
In this paper, the support of a continuous function φ : M → R is defined as the closure of {x ∈ M | φ(x) = 0}. 
is finite. This definition does not depend on the choice of charts or the partition of unity, see [17] .
, respectively, such that the support of each element in these spaces is included in U . Then it is not difficult to check that B
pq is well-defined (but possibly takes +∞). Here we provide the required:
r expanding map with r > 1, and g :
In addition, when q < ∞, assume that s is strictly smaller than r. Then L f,g can be extended to a bounded operator on B (R) for each 1 < p < ∞, see [16] .
and one may see that the spectral radius of L f,g is 1 from an argument similar to one in [9, §2.3] (the spectral radius is bounded above by 1 by using the Lasota-Yorke inequality, and bounded below by 1 by constructing the fixed point of L f,g as a limit of a convergent subsequence of a bounded sequence {
e., the essential spectral radius is strictly smaller than the spectral radius). When g is real-valued and strictly positive (i.e., inf x∈M g > 0), e P (log g) is the spectral radius of L f,g on C s (M ), where P (φ) is the topological pressure of a continuous function φ : M → R, due to Ruelle [13] . That is, Theorem 2 implies the quasi-compactness of L f,g when s is sufficiently large. We also note that in [3, Theorem 2.15 and Lemma 2.16], Baladi showed a sharper estimate (in variation expression) of the essential spectral radius than ours in the case when a functional space on which the transfer operator acts is a "little Hölder space" C
, by using the Littlewood-Paley decomposition.
Remark 5. It might be possible to obtain the upper bound of the essential spectral radius in Theorem 2 with s = r and q < ∞. Compare with [18] 
is positive, and let G be a C s function whose support is included in
Then, in a manner similar to one below (1.1), for each p ∈ [1, ∞] we can extend
The only essential difference from the argument below (1.1) is that in the case 1 < p ≤ ∞, we need to notice
is the indicator function of U ′ ∩F −1 (U ). Furthermore, it follows from this argument that the operator norm of L F,G : Proof. We follow [7] . Let u ∈ B s pq (U ′ ). It follows from (1.2) that there is a nonnegative ℓ q sequence {c ℓ } ℓ≥0 satisfying {c ℓ } ℓ≥0 ℓ q ≤ 1 such that
which converges to 0 as L 1 goes to infinity. Thus { 0≤ℓ≤L ∆ n L F,G ∆ ℓ u} L≥0 is a Cauchy sequence and has a limit in
where the summations are taken over nonnegative integers ℓ and we write ℓ ⊲ n if • Claim 1: 
is independent of the choice of subsequence L , so we simply denote it by L 1 . Then, the conclusion of Theorem 6 follows from Claims 1 and 2. The rest of the proof is dedicated to showing Claims 1 and 2.
First we show Claim 1. We focus on the case q is finite, but the other case is analogous. Fix u ∈ B s pq (U ′ ). Let N 1 and N 2 be nonnegative integers with N 1 < N 2 . By Minkowski's inequality and the fact that ∆ n ∆ m = 0 as an operator on
Plugging (2.1) into this inequality, we get that
is bounded by To estimate it, we recall Young's inequality for a locally compact group Z. We define ℓ q (Z) as the set of (two-sided) nonnegative sequences
Thus, if we let {c ℓ } ℓ∈Z be asc ℓ = c ℓ for ℓ ≥ 0 and = 0 for ℓ < 0, then we have
On the other hand, since
we have that
Hence, it follows from (2.2), (2.3) and (2.4) together with a straightforward calculation that
Next, we shall show Claim 2. Let {ψ ℓ } ℓ≥1 be a family of smooth functions on
We borrow the following crutial lemma by Baladi and Tsujii (from inequality (15) and a comment following inequality (19) of [7] ).
. Let N be a positive integer. For each m ≥ 0, by using again Minkowski's inequality and the fact that ∆ n ∆ m = 0 if |m − n| ≥ 2, we have that
Applying Lemma 7 together with (1.2), we can find a nonnegative ℓ q sequence {c ℓ } ℓ≥0 satisfying {c ℓ } ℓ≥0 ℓ q ≤ 1 such that the above inequality is bounded by On the other hand, ℓ ⋫ n implies that
which is bounded by r(4 − log 2 λ) because we assumed s ≤ r. It follows that sn − r max{n, ℓ} ≤ max{0, r(4 − log 2 λ)} and ℓ:ℓ⋫n 2 sn−σℓ−r max{n,ℓ} ≤ 2 max{0,r(4−log 2 λ)} ℓ:ℓ⋫n
That is, {L Denoting 3C 2 1 2 s C F,G 2 max{0,r(4−log 2 λ)} byC F,G and using an argument similar to one following (2.3), we have
This completes the proof of Claim 2.
Remark 8. We cannot show Claim 2 for s = r and q < ∞ in the same manner as the case q = ∞. Indeed, in a manner similar to obtaining (2.5) and (2.6), we have ℓ:ℓ⋫m 2 rm−σℓ−r max{m,ℓ} ≥ ℓ:ℓ⋫m,ℓ≤m 2 −σℓ ≥ 1 for any sufficiently large m ≥ 0.
It follows that ℓ:ℓ⋫m 2 rm−σℓ−r max{m,ℓ} m≥0 is not in ℓ q (q < ∞).
2.2.
Completion of the proof. Now we can complete the proof of Theorem 2 by reducing the transfer operator L f n ,g (n) = L n f,g to a family of transfer operators on the local charts and applying Theorem 6 for each n ≥ 1.
Proof of Theorem 2. For the time being, we shall fix n ≥ 1 and suppress it from the notation. Let ι be an isometric embedding from B
Finally we define L ≡ L n :
where
(More precisely, we define L as a bounded operator on Moreover, it follows from the estimate (4.5) in [5] that L n f,| det Df | −1 1 M L ∞ is bounded by a constant C 3 > 1 which is independent of n.
Finally, we let L 0 ≡ L n,0 :
pq (U i ) be a bounded operator given by
and L 1 ≡ L n,1 = L − L 0 . Then, by virtue of (2.10) and (2.11), it is easy to see that L 1 is a compact operator on Together with (2.9), this completes the proof of Theorem 2.
