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Introduction
For more than two decades ionic liquids (ILs) have been attracting increasing attention
due to their unique combination of properties.1–4 Entirely consisting of ionic species, ILs
represent a sub-class of compounds, which are traditionally known as molten salts. With
the onset of intensive IL research in the late 1990’s, the term “ionic liquid” has been
established to denote those salts with melting points or glass-transition temperatures be-
low 100 C.1,5 Possibly the ﬁrst discovered salt that meets this condition was ethanolam-
monium nitrate and was reported as early as in 1888 by Gabriel6 with a melting point
of  52   55 C.7 A separate niche of ILs are those being liquid at ambient tempera-
tures, therefore commonly referred to as room-temperature ionic liquids (RTILs). In 1914,
Walden reported the physical properties of ethylammonium nitrate (EAN, melting point:
14 C),8 which today is widely acknowledged as the advent of the ﬁeld of ILs but has not
received much attention at that time. A “new class of room-temperature ionic liquids” 9
based on dialkylimidazolium chloroaluminates has been reported in 1982 followed, ten years
later, by the discovery of apparently “air and water stable 1-ethyl-3-methylimidazolium-
based ionic liquids” 10 formed with weakly coordinating anions such as hexaﬂuorophosphate
PF 6 and tetraﬂuoroborate, BF
 
4 , representing another benchmark in IL research. Because
of the later observed hydrolysis of PF 6 ,11 which is accompanied by the undesirable re-
lease of hydroﬂuoric acid, the development of ILs based on more hydrophobic anions such
as bis(triﬂuoromethanesulfonyl)amide (TFSA ) received increasing interest, which, apart
from their lower hygroscopicity, have attracted particular attention for potential applica-
tions in electrochemical devices, due to their enhanced electrochemical windows.12,13 Since
that time, the interest in ILs has continuously grown, which has manifested itself not only
in a nearly exponential increase of publications13 but also in scientiﬁc programs such as
the “DFG-SPP 1191 priority program: ionic liquids” started in 2006 speciﬁcally dedicated
to improve “understanding of the special nature of ionic liquids through fundamental re-
search”.14 Nowadays, ILs are known to oﬀer important advantages in electrochemistry,15
organic synthesis and catalysis5,16,17 because of their negligible vapor pressure,18 high ther-
mal and electrochemical stability,19,20 and solubilizing capabilities.21–23 Furthermore, due
to the almost unlimited possible combinations of cations and anions, the properties of ILs
can be ﬁne-tuned selectively for speciﬁc applications,13,24,25 which brought them the name
of “designer solvents”. The issue of ILs’ toxicity has been controversially discussed over
many years. Recently, toxicity and biodegradability studies received increasing attention
eventually leading to the consensus that the commonly accepted notion of the low toxicity
of ILs is incorrect.23,26,27
Generally, the wide ﬁeld of ILs can be subdivided into two major sub-groups: protic ILs
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(PILs) and aprotic ILs (AILs). In contrast to AILs, PILs, whose most prominent repre-
sentative is EAN,7,28 are formed by the combination of a Brønsted acid and a Brønsted
base through proton transfer reaction. This leads to their key characteristics, which is the
ability to form hydrogen-bonded networks.
At the beginning of this thesis in 2010, the most intensively studied ILs among the group of
AILs, were those based on 1-alkyl-3-methylimidazolium cations.2,17,29,30 Of particular rele-
vance for the present work is the progress in understanding structural and dynamical prop-
erties of ILs. Also in this regard, early investigations using spectroscopic techniques29,31–39
and MD simulations40–45 have mainly focused on neat 1-alkyl-3-methylimidazolium ILs
and their binary mixtures with molecular solvents.46–51 This also applies to investiga-
tions of the dielectric properties of RTILs, where Weingärtner et al.30,52–55 and Buchner et
al.46,47,49,56–58 have certainly published the most important contributions. With the begin-
ning of the present work, two comprehensive theses59,60 have been ﬁnished in our group,
primarily dealing with dynamics of binary mixtures of ILs with polar molecular solvents
but also with those of a representative set of neat 1-alkyl-3-methylimidazolium ILs.
As a consequence, PILs and AILs constituted of other cations such as pyridinium, pyrroli-
dinium, phosphonium or sulfonium have been out of the major focus of IL research, except
for some recent investigations that include studies using NMR-relaxation,61–63 far-infrared
(FIR) spectroscopy,64–66 optical heterodyne-detected Kerr-eﬀect (OKE) spectroscopy,67–69
time-resolved ﬂuorescence spectroscopy,70 quasi-elastic neutron scattering (QENS)71 and
MD simulations.72–74 In particular, dielectric studies are very scarce up to now. Apart from
few works,46,52,54,75 which, however, were limited in their investigated frequency and/or
temperature range, dielectric properties and intermolecular dynamics of PILs and non-
imidazolium AILs have been almost unexplored.
The static dielectric permittivity, "s, represents a fundamental quantity for characterizing
the polarity of a solvent. The question of “how polar are ionic liquids?” 76 has been contro-
versially discussed for a long time, mainly because inappropriate methods have been used
for the determination of "s. Eventually, this dispute was settled by means of dielectric
relaxation spectroscopy (DRS),52,58,76 which represents the only technique available for di-
rectly determining "s of conducting samples. Apart from that, dielectric spectra provide
valuable insight into dynamical properties of liquids within the MHz to THz frequency
region.57,77 In particular, comparative studies using other spectroscopic techniques such
as OKE spectroscopy have shown to be powerful tools for investigating the dynamics of
liquids as complex as RTILs.36 Although considerable eﬀort has been made, still no sat-
isfactory picture of the molecular-level dynamics of RTILs in general and of PILs and
non-imidazolium AILs in particular has emerged up to date.
Aims of this study
The overall aim of this thesis is the investigation of the dielectric properties and intermolec-
ular dynamics of RTILs. DRS is used as the main technique and is complemented by OKE
spectroscopy, for most of the studied neat ILs. Additionally, physicochemical properties
such as density, viscosity and electrical conductivity are reported. In general the present
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work can be subdivided into three parts:
First, dielectric properties and dynamics of representative neat PILs are investigated
(Chapter 3). The archetypal PILs EAN and propylammonium nitrate (PAN) are stud-
ied over the exceptional wide frequency range 0:2  =GHz  10 000 by means of DRS
and OKE spectroscopy (Section 3.1). Both EAN and PAN exhibit rather simple chemical
structures and thus can be viewed as model PILs. EAN has been studied by DRS52, THz
spectroscopy75 and FIR spectroscopy,64,65 however, limitations in either frequency or tem-
perature range prevented a detailed analysis of the intermolecular dynamics. Therefore,
in the present work, measurements of DR and OKE spectra over a temperature range of
60K supplemented by DR and OKE spectra of partially deuterated (d3-)EAN at 25 C
enables extensive characterization of the dynamics of EAN and PAN ranging from MHz to
THz frequencies. The results so obtained improve and partially correct hitherto accepted
interpretations.
Furthermore, a set of 1-methylimidazolium PILs is studied in collaboration with a Japanese
research group (Prof. Dr. Umebayashi, Niigata University, Niigata, Japan) by DRS in
the limited frequency range 0:2  =GHz  89 (Section 3.2). In particular, the inﬂu-
ence of proton transfer and temperature on the dynamics of the equimolar mixture of
1-methylimidazole (C1Im) with acetic acid (HOAc) will be investigated. This system has
been studied by calorimetric titration78 and Raman spectroscopy,79 however, controversial
results with respect to the degree of proton transfer have been obtained. In this regard, an
attempt is made to provide new insights by quantitative analysis of the present DR spectra.
Second, broadband DR and OKE spectra (0:2  =GHz  10 000) of a set of four represen-
tative neat non-imidazolium AILs are recorded in the temperature range of 5  #=C  65
(Chapter 4). These ILs were chosen, because of their commercial availability at a suﬃcient
purity, thus serving as model non-imidazolium AILs. Based on the TFSA  and the di-
cyanamide (DCA ) anion 1-alkyl-3-methylimidazolium cations are replaced by pyridinium,
pyrrolidinium and sulfonium cations to scrutinize the eﬀect of cation variation on DR and
OKE spectra. Particular focus was on the diﬀusional dynamics taking place from MHz
to GHz frequencies associated with ﬂuctuations of mesoscale clusters and the cooperative
relaxation of anions and cations. In this regard, temperature and viscosity dependence of
DR and OKE relaxation times provide valuable insights into the molecular-level dynamics
of RTILs and how these may determine macroscopic transport properties such as viscosity
and electrical conductivity, which is of exceptional importance for scientiﬁc and industrial
applications.
Third, the binary mixture of EAN and acetonitrile (AN) is investigated as a model system
of a PIL+molecular solvent mixture (Chapter 5). Therefore, DR spectra are recorded in
the frequency range 0:2  =GHz  89 at 25 C over the entire composition range. As
mentioned above, most publications dealing with the dynamics of binary mixtures of ILs
with molecular solvents have focused on salts with 1-alkyl-3-methylimidazolium cations
but only little is known about PIL-containing systems, up to now.80,81 In practical appli-
cations ILs are generally mixed with other compounds. Thus, it is essential to understand
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their structure and dynamics. In this regard, the transition from IL-like dynamics to that
of conventional electrolyte solutions is of particular interest, which will be addressed in
the present work. Additionally, the formation of ion pairs, which is a common feature of
conventional electrolyte solutions at low salt concentrations77,82 will be quantitatively in-
vestigated in the present EAN+AN mixtures. Furthermore, information on solvent/solute
dynamics will be extracted providing insight into intermolecular interactions and their de-
pendence on composition.
To analyze DR and OKE spectra recorded over such a broad frequency range (0:2 
=GHz  10 000), a new ﬁtting program was required (Appendix A.2). In close col-
laboration with Dr. D. A. Turton (Glasgow University, Glasgow, UK), who developed a
rudimentary version, a ﬁtting routine (DRSFit) based on the commercially available IGOR
software (Wavemetrics, V.6.31) has been established in our group. The ability of ﬁtting
DR as well as OKE spectra and implementation of new empirical model functions rank
among the key advantages of this program.
Chapter 1
Theoretical Background
1.1 Fundamentals of dielectric relaxation
1.1.1 Polarization
Electrodynamic theory is based on Maxwell’s equations, which form a set of four linear
partial diﬀerential equations that are capable to describe all classical phenomena of elec-
tromagnetic radiation.83,84 Within this theory the response of a material to an applied
low-intensity electric ﬁeld, ~E, is described by the phenomenon of polarization, ~P , which is
deﬁned as the macroscopic dipole moment of the sample per unit volume. It results from
an eﬀective charge separation in the medium and is proportional to ~E by
~P = "0 ~E (1.1)
in case of a linear and isotropic medium. The proportionality factor (= "s   1) is the
electric susceptibility and "0 and "s are the permittivity of free-space and the relative per-
mittivity of the medium, respectively.85 Although ~P is deﬁned as a macroscopic quantity,
it can be also interpreted on a microscopic level by splitting it up into two contributions
~P = ~P + ~P (1.2)
where ~P and ~P are the dipolar (orientational) and induced polarization, respectively.
Within the continuum approach, ~P is explained by the alignment of permanent dipoles
embedded in a continuum of permittivity, "s, along the applied electric ﬁeld. Its estab-
lishment takes place on the picosecond to nanosecond time scale, which corresponds to
frequencies in the microwave region. It is associated with rotations of the dipole vectors
and is given as
~P =
X
j
jhji (1.3)
where j is the dipole density and hji the ensemble average of the permanent dipole
vector.86 The complete alignment, however, is counteracted by the thermal motion of the
molecules, which makes ~P strongly dependent on the temperature.
The induced polarization, ~P, can be understood as an intramolecular translational eﬀect,
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that can be separated into two contributions: the atomic polarization that results from
the displacement of the nuclei of a molecule relative to each other (vibrations) and the
electronic polarization that is caused by the displacement of the electrons relative to the
positive charges (nuclei).86 It is expressed as
~P =
X
j
jj( ~Eint)j (1.4)
where j is the polarizability and ( ~Eint)j the internal ﬁeld (cavity ﬁeld) of the jth particle,
which is deﬁned as the total electric ﬁeld acting on a particle minus the ﬁeld generated by
the particle itself.86
The fact that ~P and ~P take place on suﬃciently diﬀerent time scales permits both to be
considered as linearly independent. By introduction of "1, ~P and ~P can be written as
~P = ("s   "1)"0 ~E (1.5)
~P = ("1   1)"0 ~E (1.6)
where "1 is the permittivity at frequencies at which the orientational polarization is com-
pletely decayed, but the induced polarization still remained unchanged (typically at a few
THz).87
1.1.2 Response function
In case of rapidly changing electric ﬁelds, the polarization is no longer directly proportional
to the applied ﬁeld strength as stated by Eq. 1.1, because ~P then depends on the values
of ~E at all moments before the time t at which ~P is considered.86 Thus, the generalized
relation between the polarization and an arbitrary time-dependent electric ﬁeld is given by
~P (t) = "0
0Z
 1
fP(t  t0) ~E(t0)dt0 (1.7)
where fP(t  t0) is the pulse-response function of the polarization, which in turn is deﬁned
as the negative time-derivative of the step response function, FP(t  t0),86
fP(t  t0) =  @FP(t  t
0)
@(t  t0) normalized by
1Z
0
fP(t
0)dt0 = 1: (1.8)
In a time-domain experiment, a polarization ~P in a dielectric medium, which is generated
by application of an external ﬁeld, ~E, decreases from ~P (0) to ~P (1) = 0 when the ﬁeld is
switched oﬀ at t = 0. It is then assumed that on the time scale of a dielectric experiment,
~P breaks down “instantaneously”, whereas ~P decays monotonically to its ﬁnal value of
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~P(1) = 0.87 This can be mathematically expressed as
~P(t) = ~P(0)  FP(t) with FP(0) = 1 and FP(1) = 0 (1.9)
where the step-response function, FP(t), is deﬁned as the time-correlation function of the
orientational polarization and is given as88
FP(t) =
h~P(0)  ~P(t)i
h~P(0)  ~P(0)i
(1.10)
In case of a harmonically oscillating ﬁeld, ~E(t) = ~E0 exp(i!t), the frequency-dependent
orientational polarization is then written as
~P(!; t) = "0("s   "1) ~E(t)
1Z
0
exp(i!t0)fP(t0)dt0 (1.11)
with 1Z
0
exp(i!t0)fP(t0)dt0 = Li![fP(t0)] (1.12)
where Li![fP(t0)] is the Laplace transformation of the pulse-response function.
With this relation, the permittivity can be expressed as a complex quantity, which is
deﬁned as89
"^(!) = "0(!)  i"00(!) = "1 + ("s   "1)  Li![fP(t0)] = "1 + ("s   "1)  ~FP(!) (1.13)
where the relaxation function, ~FP(!), is the frequency analogue to the step-response func-
tion, FP(t).
In Eq. 1.13 the real part, "0(!) of "^(!) represents the relative permittivity and is a mea-
sure of the polarization of the medium at a certain angular frequency, ! = 2, whereas
the imaginary part, "00(!), known as the dielectric loss or absorption describes the energy
dissipation in the system. The phase shift between the electric ﬁeld and the polarization
is expressed by the loss angle, tan  = "00(!)="0(!), which can be interpreted as a measure
of the deviation of the system from equilibrium.90
In Figure 1.1 a schematic broadband dielectric spectrum is shown. Apart from possible
interfacial polarization eﬀects, which may contribute to "^() for heterogeneous systems at
MHz frequencies,86,91 the main contribution in the microwave region arises from rotational
motions of molecules with permanent dipole moment. As the frequency, (= !=2), in-
creases dispersion of "0(), accompanied by a simultaneously emerging absorption band
in "00(), is observed. This is a consequence of the inability of the molecules to follow
the applied electric ﬁeld. In addition to molecular rotations, “cage rattling” motions, in-
termolecular vibrations (e.g. hydrogen-bonding), and librations, which are described as
hindered rotations or tumbling motions of the dipoles conﬁned in intermolecular poten-
tials, contribute to "^() at frequencies up to several THz.86 Due to the coupling of dipoles
to their environment, the band-shape of all these processes, in particular of relaxations, is
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Figure 1.1: Schematic spectrum of the complex permittivity, "^(), with real part, "0()
(black solid line), and imaginary part, "00() (gray solid line). Exemplarily, a dielectric
relaxation process (microwave region), an intramolecular vibration (infrared region) and
an electronic resonance (ultra-violet region) is shown.
rather broad. Along with the entire decay of the orientational polarization, "0() reaches
its high frequency limit, "1, and thus marks the transition to intramolecular processes,
which are associated with the induced polarization, ~P, including molecular vibrations (IR
region) and electronic excitations (UV/Vis region). The intramolecular nature manifests
itself in resonance-type dispersion steps and absorption peaks, which are narrower than
those of intermolecular bands.92
1.1.3 Optical constants
As discussed in Section 1.1.1 the interaction of electromagnetic radiation with matter is
described by Maxwell’s equation and leads to a polarization, ~P (Eq. 1.1), of the dielectric
medium, which can be expressed in terms of the complex permittivity, "^() (Eq. 1.13).
For a plane wave travelling a distance, z, through an isotropic medium, the electric ﬁeld,
~E(t; z), is deﬁned by86
~E(t; z) = ~E0 exp(i!t)  exp( ^z) (1.14)
where ^ is the complex propagation coeﬃcient, which is given by93
^ = a + i = [^0(i!^  "^"0!2)] 12 (1.15)
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with attenuation coeﬃcient, a, and phase constant, . Furthermore in Eq. 1.15, ^ and ^
are the complex permeability and the complex conductivity, respectively. Both quantities
are deﬁned in analogy to "^ by
^(!) = 0(!)  i00(!) (1.16)
^(!) = 0(!)  i00(!) (1.17)
In case of non-magnetic samples (^ = 1), as all of the studied liquids in this work, Eq. 1.15
reduces to
^ =
i!
c0
s
"^(!) +
^(!)
i!"0
= ik0
p
(!) = ik^ (1.18)
where k0 = !
p
"00 = !=c0 = 2=0 is the propagation constant of free space of a wave
with wavelength 0 and (!) is the generalized complex permittivity of the medium.94 For
coaxial lines and free-space methods Eq. 1.18 is valid and ^ in Eq. 1.14 can be replaced by
ik^ (Eq. 1.26). For waveguide instruments ^ has to be modiﬁed according to the boundary
conditions imposed by the geometry of the waveguide, as will be discussed in Section
2.2.1.94 The generalized complex permittivity, ^(!), which is the experimentally accessible
quantity, is then related to "^(!) via
"0(!) = 0(!) +
00(!)
!"0
(1.19)
"00(!) = 00(!)  
0(!)
!"0
(1.20)
These two equations (Eqs. 1.19 and 1.20) reveal that "^ and ^ cannot be measured indepen-
dently. As the theory of Debye and Falkenhagen95 predicts a dispersion of the conductivity,
this makes a separation of "^ and ^ impossible and thus particularly aﬀects the discussion
of dielectric parameters of conductive systems. However, the dispersion of ^ is typically
small96 with its known limits lim!!0 0 =  and lim!!0 00 = 0 with dc conductivity, .
Application of these limits to Eqs. 1.19 & 1.20 lead to
"0(!) = 0(!) (1.21)
"00(!) = 00(!)  
!"0
(1.22)
This implies that for conductive samples, "^(!) is obtained from ^(!) by subtracting the
Ohmic loss contribution associated with . As a consequence, a potential dispersion of
the conductivity is incorporated in "^, thus exacerbating the interpretation of dielectric
parameters.
The generalized complex permittivity, ^(!) is further related to the complex refractive
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index, n^(!) via
n^(!) =
p
^(!) = n(!)  i(!) (1.23)
where n is the refractive index that appears in Snell’s law and  the absorption constant.a
The relation of both quantities to 0(!) and 00(!) is given by97
n(!)2 =
1
2
p
0(!)2 + 00(!)2 + 0(!) (1.24)
(!)2 =
1
2
p
0(!)2 + 00(!)2   0(!) (1.25)
Following Ref. 9494, insertion of Eqs. 1.18 and 1.23 into Eq. 1.14 yields an expression for
travelling waves without boundary conditions
~E(t; z) = ~E0 exp[ k0z] exp[i(!t  nk0z)] = ~E0 exp[ az] exp[i(!t  z)] (1.26)
that holds for free-space methods (Section 2.2.3) and coaxial lines (Section 2.2.2). Com-
parison of Eq. 1.26 with Eq. 1.15 then reveals that the attenuation coeﬃcient a = k0 and
the phase constant  = nk0 = 2=M, with M as the medium wavelength. Using the
deﬁnition of the intensity, I(z),
I(z) / ~E  ~E (1.27)
where ~E is the complex conjugate of ~E, leads directly to the absorption law of Lambert-
Beer98
I(z)
I(0)
= e 2az := e z (1.28)
with  = 2a deﬁned as the absorption coeﬃcient. Accordingly, permittivity spectra ^()
can be converted into absorption spectra (), via the absorption constant  deﬁned by
Eq. 1.25 and with ! = 2 by
() =
4
c0
 (1.29)
thus forming the basis of the concatenation of far-infrared and dielectric spectra, as de-
scribed in Section 2.2.4.
aNote that the latter is commonly labelled as k or . However, to avoid confusion with propagation
constant and conductivity,  is used here.
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1.2 Empirical modelsb
To describe the spectra recorded in this work (dielectric and OKE spectra), various empiri-
cal and semi-empirical model functions are available in literature.86,92 Especially broadband
spectra ranging from hundreds of MHz to tens of THz are comprised of a superposition of
several intermolecular modes. Ideally the spectra can be decomposed into their individ-
ual contributions and thus can be modelled by sums of n single relaxation and resonance
processes with amplitude, Sj = "j   "j+1, and band shape, Fj(!),
"^(!) = "1 +
nX
j=1
SjFj(!) (1.30)
At lower frequencies (. 100GHz) the measured intensity is best described by relaxation
functions (Section 1.2.1), whereas at higher frequencies (& 100GHz) resonance-type band-
shapes (Section 1.2.2) are more appropriate. In this section the model functions used in
this work are presented.
1.2.1 Relaxation processes
Debye equation
The simplest approach to describe the dielectric spectrum of a liquid is the Debye equa-
tion.99 As shown by Pellat100 it is based on the assumption that the decrease of the
orientational polarization in the absence of an external electric ﬁeld follows a time law of
ﬁrst order with a characteristic time constant  ,
@
@t
~P(t) =  1

~P(t): (1.31)
Solution of this equation yields
~P(t) = ~P(0) exp

  t


(1.32)
where the exponential term represents the step-response function according to Eq. 1.10.
Using Eq. 1.8 the pulse response function can be determined, which in turn allows the
calculation of the response function, FD(!) (Eq. 1.13), yielding the Debye equation (D;
curve 1 in Figure 1.2)
FD(!) =
1
1 + i!
(1.33)
bNote that although the model functions presented in this section are primarily introduced for describ-
ing "^(!), the imaginary part of OKE spectra can be treated equivalently.
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Extensions of the Debye equation
Most of the real spectra cannot be solely modelled by a mono-exponential relaxation using
the Debye equation. In these cases band-shape functions that describe a distribution of
relaxation times are more desirable. However, from such an approach no closed analytical
form can be obtained in the frequency domain. Alternatively, the Debye model can be
extended by using empirical parameters in order to symmetrically and/or asymmetrically
broaden the dispersion and absorption curve of Eq. 1.33. The broadening is interpretable
as a symmetric and/or asymmetric relaxation time distribution with its most probable
relaxation time  .
The general equation of this empirical approach is theHavriliak-Negami equation (HN)
that exhibits both a symmetric, , and an asymmetric, , width parameter:101
FHN(!) =
1
[1 + (i!)1 ]
(1.34)
The broadening parameters can adopt values of 0  j < 1 and 0 < j  1 (curve 4 in
Figure 1.2).
For  = 0 Eq. 1.34 turns into the Cole-Davidson equation102,103 (CD)
FCD(!) =
1
(1 + i!)
: (1.35)
It describes a dispersion and a loss curve with its maximum at !max = 1= , which are
asymmetrically broadened to higher frequencies, whereas the low-frequency wing has a
Debye-type shape (curve 3 in Figure 1.2).
A symmetrically broadened relaxation model is obtained by setting  = 1 in Eq. 1.34,
which yields the Cole-Cole equation104,105 (CC; curve 2 in Figure 1.2)
FCC(!) =
1
1 + (i!)1 
: (1.36)
For  = 0 and  = 1 Eqs. 1.34, 1.35 and 1.36 turn into the Debye model (Eq. 1.33). These
four basic relaxation models are illustrated in Figure 1.2.
Modiﬁcation of the Debye approach
Although the Havriliak-Negami function (Eq. 1.34) and its limiting forms (Eqs. 1.33, 1.36
and 1.35) have proven to be suitable for describing dielectric spectra up to GHz frequencies,
the models become physically unreasonable in the THz range, where librational motions
and inertial eﬀects contribute. The problem originates from the fact that in the time
domain the step response function, FP(t), in Eq. 1.32 does not start with zero slope at
t = 0, but rises instantaneously. As a consequence in the frequency domain, the Debye
equation, and even more the CC, CD and HN function (due to the broadening), suggest an
intensity of relaxation processes at frequencies higher than the librational bands, because
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Figure 1.2: Band-shapes of Debye (1), Cole-Cole (2), Cole-Davidson (3) and Havriliak-
Nagemi equation (4) on a double logarithmic scale with width parameter  = 0:3 and
 = 0:7.
Eqs. 1.33 to 1.36 decay too slowly at high !. This however, is not physical as a relaxation
process initially evolves from a librational ﬂuctuation.86 In other words, Eqs. 1.33 to 1.36
do not take inertial eﬀects into account. Accordingly, Turton et al.106 modiﬁed the HN
function with respect to this issue by applying an inertial rise rate lib  h!libi=2, with
h!libi as the average resonance angular frequency of the librational modes, which results in
a faster decay of the relaxation contribution. This yields the inertia-corrected HN equation
(HNi)
FHNi(!) = (S
0
HNi)
 1

1
(1 + (i!)1 )
  1
(1 + (i! + lib)1 )

(1.37)
A similar problem occurs if the relaxation process depends on a lower frequency mode
with 0. Again a modiﬁcation is introduced,106 which terminates the relaxation at lower
frequencies. This is referred to as “-termination” and is deduced from the relaxation
behavior of glass forming liquids. By taking both correction into account, Eq. 1.34 is
rewritten in its modiﬁed form (HNm) as
FHNm(!) = (S
0
HNm)
 1

1
(1 + (i! + =0)1 )
  1
(1 + (i! + lib + =0)1 )

(1.38)
The limiting forms of the HNi (Di, CCi or CDi) and HNm (Dm, CCm or CDm) functions
are obtained in analogy to those of the HN model (Eq. 1.34). As described in detail
elsewhere,107 Eq. 1.38 turns into a so-called constant loss (CL) term in the limit of ! 1
(or  ! 0) spanning from librations (lib) to relaxations (0). Although it is has proven to
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be useful for describing featureless intensity of dielectric and OKE spectra (Section 3.1 and
Chapter 4), it cannot be regarded as a relaxation process but instead should be interpreted
as a composite.
As a consequence of these modiﬁcations not the true amplitude, Sj, is obtained from the ﬁt
but the output amplitude, S 0j = Sj=S0j . Therefore, Eqs. 1.38 and 1.37 have to be normalized
by the factors
S0HNi = 1 
1
(1 + (lib)1 )
(1.39)
and
S0HNm =
1
(1 + (=0)1 )
  1
(1 + (lib + =0)1 )
(1.40)
and thus Sj is calculated through Sj = S 0j  S0j .
1.2.2 Resonance processes
Damped harmonic oscillator Intermolecular vibrations and librations, which typically
take place at  & 100GHz are best modelled by a resonance band-shape. A very common
model is the damped harmonic oscillator (DHO), which is derived by assuming a oscillator
that is exposed to a damping force and driven by a harmonically oscillating ﬁeld. The
solution of Newton’s equation, which describes the time-dependent motion of an eﬀective
charge yields92
FDHO(!) =
!20
(!20   !2) + i!=D
=
20
(20   2) + i
(1.41)
where !0 =
p
k=m = 20 (with k as the force constant) is the angular resonance frequency
and  = 1=(2D) the damping rate of the oscillator. In the limit of D  !0 Eq. 1.41
reduces to the Debye function.
Gaussian function Another function to describe resonances is the antisymmetrized
Gaussian.108 It is often used to model librational motions109 and is particularly useful
to describe the rather steep decay of "00(!) at high !, where the intensity associated with
orientational polarization ceases.107
In the time domain the Gaussian (G) is a real function and can be expressed as
fG(t) = exp

 t
22
2

sin(!0t) for t > 0 (1.42)
where !0 is the angular resonance frequency and  the damping rate. Fourier transforma-
tion yields the expression in the frequency domain, which is110
FG(!) = exp

 !   !0
22

i  er

!   !0p
2

  exp

 ! + !0
22

i  er

! + !0p
2

(1.43)
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with erﬁ(z) as the imaginary error function. It can be solved using Dawson’s integral,
D(z), which is deﬁned as111
D(z) = exp( z2)
zZ
0
exp(t2)dt =
p

2
exp( z2)er(z) (1.44)
Insertion of Eq. 1.44 into 1.43 yields
FG(!) = (S
0
G)
 1

2p

D

! + !0p
2

  2p

D

!   !0p
2

+ i

exp

 (!   !0)
2
22

  exp

 (! + !0)
2
22
 (1.45)
where S0j;G is the normalization factor in the limit of ! ! 0:
S0G =
4p

D

!0p
2

(1.46)
1.3 Microscopic models of dielectric relaxation
The formal description of experimental data using the equations presented in Section 1.2
yields macroscopic relaxation parameters such as amplitude, Sj, and relaxation time, j. In
this section models based on the continuum approach are presented to link these parameters
to molecular properties, thus permitting an inference to the structural and dynamical
nature of a system.
1.3.1 Onsager equation
The common models that are used to describe the response of a reorienting dipole in
condensed phases to an electric ﬁeld are all based on a continuum approach.86,99 Within this
approach it is assumed that a single dipole is embedded in a dielectric continuum, which
is characterized by its macroscopic properties. Based on these assumptions Onsager112
deduced the following equation for spherical particles
"0("s   1) ~E = ~Ec 
X
j
j
1  jfj

j +
1
3kBT
 
2
j
1  jfj

(1.47)
disregarding speciﬁc interactions and the anisotropy of the surrounding ﬁeld. In Eq. 1.47,
j is the dipole density, j the polarizability, fj the reaction ﬁeld factor and j the gas-
phase dipole moment of the jth species. ~Ec is denoted as the cavity ﬁeld and is related to
the external ﬁeld ~E via
~Ec =
3"s
2"s + 1
~E (1.48)
for a spherical cavity formed by a dipole in the dielectric.86 Insertion of Eq. 1.48 into
Eq. 1.47 yields the general expression of the Onsager equation, which links the static per-
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mittivity, "s, to the molecular dipole moment, j:
("s   1)(2"s + 1)"0
3"s
=
X
j
j
1  jfj

j +
1
3kBT
 
2
j
1  jfj

(1.49)
For liquids that consist of solely one dipolar species exhibiting one dispersion step, i.e.
j = 1, Eq. 1.49 simpliﬁes to
("s   "1)(2"s + "1)
"s("1 + 2)2
=
2
9"0kBT
: (1.50)
1.3.2 Kirkwood-Fröhlich equation
The model of Onsager can be extended by taking speciﬁc intermolecular interaction into
account, which can be achieved with the help of statistical mechanics. It leads to the
introduction of the Kirkwood factor, gK, as shown by Kirkwood and Fröhlich:113,114
("s   "1)(2"s + "1)
"s("1 + 2)2
=
2
9"0kBT
 gK (1.51)
The Kirkwood factor, gK is a measure for the interaction between the particles. In case
of a preferentially parallel arrangement of neighboring dipoles gK > 1, whereas gK < 1
is characteristic for an antiparallel alignment. For gK = 1 Eq. 1.51 turns into Eq. 1.49
and implies randomly oriented (i.e. uncorrelated) dipoles. Similar conclusions can be
drawn from the temperature dependence of gK, which is interpreted as break-up of parallel
(dgK=dT < 0) and antiparallel (dgK=dT > 0) correlations.
1.3.3 Cavell-equation
An even more general expression is the Cavell equation115, which enables the description of
spectra that consist of more than one dispersion step. For ellipsoidal particles Hetzenauer
deduced the form116
"s + Aj(1  "s)
"s
 Sj = NAcj
3kBT"0
 2e;j (1.52)
It relates the dielectric amplitude, Sj, with the concentration, cj, and the eﬀective dipole
moment, e;j, of the dipolar species j responsible for this relaxation process. Dipole-dipole
correlations are taken into account by the factor gj. Although it is an empirical parameter
and thus diﬀers from the Kirkwood factor, gK (Eq. 1.51), it provides a measure of parallel
or antiparallel correlation similar to gK.86 The shape of the relaxing particle is regarded by
the shape factor, Aj. If cj is known, e;j can be calculated using Eq. 1.52 and is deﬁned
as
e;j =
p
gjapp;j =
p
gj
j
1  fjj (1.53)
where app;j is the apparent dipole moment. The latter represents the uncorrelated gas-
phase dipole moment, j, corrected for cavity- and reaction ﬁeld eﬀects, which are consid-
ered by the polarizability j and the reaction ﬁeld factor fj. For ellipsoidal particles with
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half axes aj > bj > cj the latter can be calculated from the geometry of the particle and is
given by86,117
fj =
3
4"0ajbjcj
Aj(1  Aj)("s   1)
"s + (1  "s)Aj : (1.54)
The general form of shape factor Aj is86
Aj =
ajbjcj
2
1Z
0
ds
(s+ a2j)
3=2(s+ b2j)
1=2(s+ c2j)
1=2
: (1.55)
Although, the integral in Eq. 1.55 cannot be evaluated in closed form, limiting variants are
given by Scholte118 for prolate ellipsoids (aj > bj = cj)
Aj =   1
p2j   1
+
pj
(p2j   1)3=2
ln

pj +
q
p2j   1

with pj =
aj
bj
(1.56)
and oblate ellipsoids (aj < bj = cj)
Aj =
1
1  p2j
  pj
(1  pj)3=2 cos
 1 pj with pj =
aj
bj
: (1.57)
In addition, extensive tabulations of Aj as a function of aj, bj and cj are available in
literature.119,120
For spherical particles Aj = 1=3 and then fj reduces to
fj =
1
4"0a3j
 2"s   2
2"s + 1
(1.58)
1.3.4 Debye model of rotational diﬀusion
The Debye model of rotational diﬀusion represents the simplest approach that relates the
molecular relaxation time of a particle,  (n), to its molecular dimensions by assuming that
the reorientation of spherical rigid dipoles is induced by uncorrelated collisions between
the particles. Thereby, inertial eﬀects and speciﬁc interactions between the dipoles were
neglected and the internal ﬁeld is assumed according to Lorentz.99 Within these approxi-
mations the dipole correlation function can be expressed as a single exponential according
to86
Cn(t) =
h(0)  (t)i
h(0)  (0)i = exp

  t
 (n)

(1.59)
Within this model relaxation times,  (n), of rank n are interrelated by
 (n) =
2
n(n+ 1)
 (1) (1.60)
where the rank of  (n) is determined by the type of experiment. For dielectric and in-
frared spectroscopy an intramolecular vector is probed and thus n = 1, whereas NMR,
18 CHAPTER 1. THEORETICAL BACKGROUND
femtosecond-timeresolved IR (fs-IR), Raman or OKE spectroscopy detect a tensorial quan-
tity yielding single-particle relaxation times with n = 2. This implies that relaxations in
dielectric experiments are 3 times slower than e.g. in OKE (i.e.  (1) = 3 (2); only valid for
rotational diﬀusion). In Debye’s model  (n) is determined by the friction factor  via
 (n) =

n(n+ 1)kBT
(1.61)
where it is assumed that  can be calculated according to Stokes for a macroscopic sphere
of radius, a, in a viscous medium of viscosity, , which is given by  = 8a3. Application
of this macroscopic hydrodynamic model to microscopic level, then leads to the Stokes-
Einstein-Debye equation99
 (n) =
6Vm
n(n+ 1)kBT
 (1.62)
where Vm = 4=3a3 is the molecular volume of the sphere. The viscosity, , in Eq. 1.62
should be actually regarded as a microscopic viscosity that describes  in the vicinity of
the relaxing particle. However, its value is usually unknown and is not necessarily equal to
that of macroscopic viscosity. Moreover, the relation between both is unclear. Because of
that the model is of limited use, which becomes evident as in many cases a plot of  (n) vs.
 indeed obeys a linear relation, but exhibits an axis intercept and the volumes extracted
from the slope are frequently incompatible with the actual molecular volumes. Therefore,
Dote et al.121 introduced the eﬀective volume of rotation, Ve , and added an empirical axis
intercept,  (n)0 , to Eq. 1.62 yielding
 (n) =
6Ve
n(n+ 1)kBT
 + 
(n)
0 (1.63)
where the latter is occasionally interpreted as the correlation time of the freely rotating
particle. The eﬀective volume, Ve = VmCf?, is deﬁned as the product of the molecular
volume with the shape factor, f?, and the hydrodynamic friction coeﬃcient, C. The
latter is an empirical parameter and accounts for the discrepancy between macroscopic and
microscopic viscosity with its limiting values of stick (Cstick = 1) and slip (Cslip = 1 f 2=3? )
determining the boundary conditions of rotational friction. For prolate ellipsoids with
major (a) and minor half-axis (b), f? can be calculated according to Dote et al.122
f? =
2
3
1  4?
(2  2?)2?(1  2?) 1=2 ln
h
1+[1 2?]1=2
?
i
  2?
(1.64)
with ? = b=a. For oblate spheroids Kalman et al.123 gave the following equation to
calculate f?
f? =
2
3
1  4?
(2  2?)2?(2?   1) 1=2 arctan(2?   1)1=2   2?
(1.65)
with ? = a=b.
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1.3.5 Model of jump relaxation
The model of rotational diﬀusion was shown to be applicable to systems of large solute
molecules reorienting in a solvent consisting of small molecules. However, in many real
systems this condition is not fulﬁlled and the above relations do not hold anymore.86
The relaxation behavior in such liquids can be explained by assuming that the molecular
reorientation is not continuous, as for rotational diﬀusion, but through instantaneous jumps
over a ﬁnite angle. This means that the molecule remains in its orientation for a certain
time interval, before it reorients over a ﬁnite angle in an inﬁnitely small time.86 This
concept was derived on the basis of reorientation in molecular crystals, where it is assumed
that the oriented molecule is placed in a potential well, whose energy barrier has to be
overcome in the course of a reorientation to reach an adjacent potential well with a certain
probability. Therefore, a function K(; t) is introduced describing a distribution of jump
angles, which can be expressed as a series of Legendre polynomials Pn(cos ) according to86
K(; t) =
1X
n=0
(2n+ 1)AnPn(cos ) (1.66)
with
An =
1
2
Z
0
K(; t) sin Pn(cos )d: (1.67)
The corresponding correlation function can then be expressed as an exponential function
equivalent to Eq. 1.59 with relaxation times of rank n
 (n) =
1
k(1  An) (1.68)
where k is the probability factor of a jump. In the limit that orientations before and after
the jump are uncorrelated, An = 0 for any n > 0 and thus, all correlation times become
 (n) = 1=k. If only jumps over a single angle, , are possible, An = Pn(cos) and thus,
 (n) =
1
k(1  Pn(cos)) (1.69)
This implicates that a ﬁrst-rank relaxation (n = 1) can be faster than a second-rank
relaxation (n = 2) if cos <  1=3 (i.e.  > 109:5 ). For small angles of  Eq. 1.69 turns
into the model of rotational diﬀusion (Eq. 1.60).86
1.3.6 Microscopic and macroscopic relaxation times
In dielectric as well as is OKE experiments the experimentally accessible relaxation time,
 , is a collective property86 and has to be converted into a molecular correlation time,  (n)
to relate it to microscopic properties.
For dielectric relaxation times,  (1), this can be achieved by the equations suggested by
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Powles,124 who deduced the following approach for a single Debye relaxation
 (1) =
2"s + "1
3"s
  (1.70)
and generalized it for several Debye relaxation times,  (1)j , according to

(1)
j =
2"j + "j+1
3"j
 j with j > 0 (1.71)
where "j = "s for j = 1. Glarum extended the approach of Powles for a Cole-Cole
relaxation125 yielding
 (1) =

2"s + "1
3"s
1=(1 )
  (1.72)
where  is the width parameter of the Cole-Cole equation (Eq. 1.36).
Additionally, Madden and Kivelson126 modiﬁed the equation of Powles and Glarum by
taking dipole-dipole correlations into account
 (1) =
2"s + "1
3"s
 _g
gK
  (1.73)
with gK as the Kirkwood correlation factor and _g as the dynamical correlation factor.
1.4 Temperature dependence of relaxation times
1.4.1 Arrhenius equation
The Arrhenius equation represents one of the oldest approaches to describe the temperature
dependence of reaction rates of chemical reactions and transport properties such as viscosity
and conductivity.127 It is an empirical equation, which in case of relaxation times can be
written as
ln  = ln 0 +
EA
RT
(1.74)
From a plot of ln  vs. 1=T the pre-exponential or frequency factor, 0, is obtained from
the axis intercept and the activation energy, EA, is determined by the slope. Whilst 0 can
be interpreted as the shortest possible relaxation time, EA is assumed to be temperature-
independent and describes the height of the potential barrier that has to be overcome to
evolve from the initial to the ﬁnal energy state on the potential energy surface.128
1.4.2 Eyring equation
The theory of Eyring129 (transition state theory) is based on the model of energy hyper-
surface and enables the description of the temperature dependence of chemical reactions
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and rate processes.128 By introduction of the Gibbs energy of activation, 6=G = 6=H  
T6=S, the following equation is obtained for relaxation times:
ln  = ln
h
kBT
+
6=H
RT
   6=S
R
(1.75)
where h is Planck’s constant and  6=H and  6=S the corresponding enthalpy and entropy,
respectively.130 As for the Arrhenius equation, a linear relation is found for a plot of
ln  = f(1=T ) and the parameters of Eq. 1.74 and 1.75 can be interrelated through128
EA =  6=H  RT (1.76)
ln 0 = ln
h
kBT
  6=S
R
(1.77)
(1.78)
1.4.3 Vogel-Fulcher-Tammann equation
For many glass-forming liquids the temperature dependence of the viscosity, in particular in
a temperature range close to the glass-transition, typically does not follow the Arrhenius
equation (Eq. 1.74). In such cases the Vogel-Fulcher-Tammann (VFT) equation131,132 is
commonly used, which is derived on the basis of the free volume that is required to enable
the reorientation of a molecule. As pointed out by Doolittle133 the free volume is deﬁned
as the diﬀerence between the macroscopic volume and the volume arising from thermal
expansion of the liquid. A general expression of the VFT equation for a transport property,
Y , is given by
lnY = lnY0 +
BVFT
T   T0 (1.79)
where Y =  1; ; ; ::: of a glass-forming liquid above its glass-transition temperature, Tg.
In Eq. 1.79 Y0 and BVFT are ﬁt parameters and the fraction BVFT=T0 is interpreted as the
fragility parameter, D, which is a measure of the structural strength of the system.134 For
large values of D, the liquids are indicated as strong and show nearly Arrhenius behavior.
The parameter T0 is the VFT-temperature, which is typically 30K below Tg determined
by diﬀerential scanning calometry.135 Moreover, it is equal to the Kauzmann temperature,
which is deﬁned by the intersection of the entropy curve of the supercooled liquid and the
solid.136

Chapter 2
Experimental
2.1 Materials and Sample Handling
Acetonitrile (AN) was purchased from VWR (Prolabo, anhydrous) with a nominal
water content of < 30ppm, which was additionally conﬁrmed by coulometric Karl-Fischer
titration. For preparation of the EAN+AN mixtures (Chapter 5) AN was used as delivered.
N-Butyl-N-methylpyrrolidinium dicyanamide ([P14][DCA]) was purchased from
Iolitec (Heilbronn, Germany) with a purity of > 98%. The halide impurities were speciﬁed
to be < 2% and the water content after one week of drying in high vacuum (< 10 8 bar)
at 40 C was determined to < 200ppm by coulometric Karl-Fischer titration.
N-Butylpyridinium bis(triﬂuoromethanesulfonyl)amide ([C4pyr][TFSA]) was
purchased from Iolitec (Heilbronn, Germany) with a purity of > 99%. The nominal halide
impurities were < 100ppm and the water content after one week of drying in high vacuum
(< 10 8 bar) at 40 C was determined to < 10ppm by coulometric Karl-Fischer titration.
Diethylmethylsulfonium bis(triﬂuoromethanesulfonyl)amide ([S221][TFSA])
was purchased from Iolitec (Heilbronn, Germany) with a purity of > 99%. The nominal
halide impurities were < 100ppm and the water content after one week of drying in high
vacuum (< 10 8 bar) at 40 C was measured to be < 20ppm by coulometric Karl-Fischer
titration.
Ethylammonium nitrate (EAN) was kindly provided by Dr. O. Zech (University
of Regensburg). It was prepared by the reaction of equimolar amounts of ethylamine
with nitric acid as described by Evans et al.137 Water was ﬁrst removed through rotary
evaporation, followed by lyophilization. The obtained crude EAN was recrystallized trice
from acetonitrile. The purity of the product was checked by 1H-NMR spectroscopy, which
showed no detectable 1H-containing impurities.
Additionally, batches of EAN were purchased from Iolitec (>97% purity, Heilbronn, Ger-
many). The halide impurities speciﬁed by the manufacturer were less than 100ppm.
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Partially deuterated d3-EAN was prepared by adding fresh D2O (99:9%, Deutero GmbH,
Kastellaun, Germany) to commercial EAN then stirring for 24 h. The solution was then
evaporated under vacuum and the whole process repeated. The product so obtained was
found to be 91% deuterated by 1H-NMR spectroscopy, corresponding to an average com-
position [EtND2:7H0:3]+.
All batches of EAN and d3-EAN were dried under high vacuum (p < 10 8 bar) for at least
12 days at 40 C. Subsequent coulometric Karl-Fischer titration yielded water contents of
< 100ppm for EAN and < 200ppm for d3-EAN.
N-Methylimidazole (C1Im) (Alfa Aesar, 99%) was kindly provided by Prof. A. Jacobi
von Wangelin (University of Regensburg). The water content measured by coulometric
Karl-Fischer titration was 1500ppm.
N-Methylimidazole + acetic acid ([C1Im][HOAc]) was kindly provided by Prof.
Umebayashi (Niigata University, Niigata, Japan) and synthesized by his co-workers through
mixing of equivalent amount of distilled C1Im (Tokyo Chemical Industry, 99%) and puriﬁed
acetic acid (HOAc; Tokyo Chemical Industry, 99.5%)) with a gradual droplet addition of
the acid to the base avoiding vaporization by generation of the heat of mixing. The
prepared compound was dried in vacuum for several weeks at room temperature. Purity
and water content of the ﬁnal equimolar mixture were checked by elemental analysis and
Karl-Fischer titration, respectively.
N-Methylimidazolium bis(triﬂuoromethanesulfonyl)amide ([C1ImH][TFSA])
Analogous to the description of [C1Im][HOAc]. Bis(triﬂuoromethanesulfonyl)amine (HTFSA;
Morita Chemical Industries) was used without further puriﬁcation.
N-Methylimidazolium diﬂuoroacetate ([C1ImH][DFA]) Analogous to the descrip-
tion of [C1Im][HOAc]. Diﬂuoroacetic acid (HDFA; Morita Chemical Industries) was used
without further puriﬁcation.
N-Methylimidazolium triﬂuoroacetate ([C1ImH][TFA]) Analogous to the descrip-
tion of [C1Im][HOAc]. Triﬂuoroacetic acid (HTFA; Tokyo Chemical Industry, 99%) was
puriﬁed by distillation under ambient pressure prior to use.
Propylammonium nitrate (PAN) was kindly provided by Prof. K. Seddon and Dr.
N. Plechkova (Queens University Ionic Liquids Laboratories (QUILL), Belfast, UK). After
drying for one week in high vacuum (< 10 8 bar) at 40 C the water content was measured
to be < 500ppm by coulometric Karl-Fischer titration.
Triethylsulfonium bis(triﬂuoromethanesulfonyl)amide ([S222][TFSA]) was pur-
chased from Iolitec (Heilbronn, Germany) with a purity of > 99%. The nominal halide
impurities were 90ppm and the water content after one week of drying in high vacuum
(< 10 8 bar) at 40 C was determined to < 20ppm by coulometric Karl-Fischer titration.
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Sample preparation and handling Because ionic liquids are known to be more or
less hygroscopic, mainly depending on the anion,138 all samples (including AN and C1Im)
were stored in a nitrogen-ﬁlled glove-box with a dew point of approximately  50 C that
corresponds to water content of  40ppm to avoid uptake of water. All subsequent steps
of sample preparation and measurements of neat compounds were performed under dry
N2. Mixtures of ILs with volatile solvents (EAN+AN) were measured (if possible) under
saturated solvent atmosphere to prevent vaporization. Solutions were prepared under dry
nitrogen using an analytical balance without buoyancy corrections and thus concentrations
were accurate to about 0:2%.
2.2 Measurement of Dielectric Properties
2.2.1 Interferometry
The use of coaxial lines connected to a vector network analyzer as described in Section
2.2.2 is restricted to frequencies up to  50GHz as the eﬃciency of the propagation of
electromagnetical waves and the dimensions required for coaxial cells become critically
low. On the other hand free-space methods as described in Section 2.2.3 are also not
applicable at frequencies . 80GHz due to diﬀraction eﬀects and the mechanical instability
of the optical components.94 Consequently, wave propagation of E-band frequencies (60 
=GHz  90) is best accomplished by waveguides. The measurement principle of the setup
available in Regensburg is based on a transmission experiment, where a high precision
receiver (Micro-Tel 1259) is able to detect the signal amplitude (absorption coeﬃcient,
a) as a function of path length but not the phase information. To obtain the latter, the
setup has to be operated as an interferometer of the Mach-Zehnder type.94,139 This allows
the determination of the medium wavelength, M, which is related to the phase coeﬃcient
 = 2=M. Then, the complex wave propagation coeﬃcient, ^, in a rectangular waveguide
can be expressed as
^2 =

a + i
2
M
2
= k2c   k^2 (2.1)
where kc is denoted as the cut-oﬀ wavenumber. For the TE10 mode kc = =a, which results
from the conﬁnement of the propagating wave imposed by the dimensions a and b (with
a > b) of the waveguide.93 Using the relation k^2 = k20 ^(!), real and imaginary part of the
generalized complex permittivity can be obtained through
0() =
c0

2 " 1
M
2
 
a
2
2
+

kc
2
2#
(2.2)
00() =
c0

2 a
M

(2.3)
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Instrumentation and measurement principle139 A scheme of the interferometer
setup used in this work is displayed in Figure 2.1. Individual frequencies (60.00, 66.00,
72.00, 79.00, 89.00GHz) are generated by ﬁve phase-locked Gunn diodes (PLO) referenced
to a 100MHz reference oscillator. The selection of the desired PLO is achieved by the
PLO-control unit (PLO-D) and its output is fed into the interferometer line. The signal
is then equally split into a reference and a measuring beam by the directional coupler (2a).
Whilst the reference beam passes through a set of two coarse (1b,c) and one precision
(9) attenuators for amplitude tuning, the measuring line contains a precision phase shifter
(4), two E/H tuners (5a,b), the cell (C) and the probe (P). The cell consists of a piece
of gold-plated waveguide with its bottom sealed by a mica window and is surrounded by
a thermostat jacket. The gold-plated ceramic probe is coaxially mounted on a vertically
movable table and is connected to the continuing line by a ﬂexible waveguide (6b), which
enables its up and down movement. Mounting of a polyethylene tube around C and P
enables performance under nitrogen and saturated solvent atmosphere. Both beams are
recombined by a directional coupler (2b), down-converted (8 and MMC) and detected
by a high precision computer-controlled receiver (RE). The temperature is controlled by
a thermostat (Lauda RKS 20-D) with an accuracy of 0:02 C and measured by a Pt-100
temperature sensor.
For an interferometer measurement, the probe is immersed into the sample-ﬁlled cell and
moved downwards to its zero position, z00. At this position the detected signal, A (in dB),
which is the relative attenuation of the signal, is maximized with the help of the E/H
tuners to yield Amax. To obtain the phase information, destructive interference between
reference and sample beam is adjusted by attenuator (9) and phase shifter (4) at a probe
position, z0, where A  (Amax + 10dB)=2. After setting the probe back to its starting
position (z00 = 0), the signal A is measured as a function of path length through computer-
controlled upward movement of the probe.
Theoretical aspects139,140 The starting point of the derivation of the working equation
is a time-dependent electric ﬁeld in the harmonic approximation that propagates through
the reference line and is given as
E^1(t) = E0 exp(i!t) (2.4)
Deﬁnition of x = z0 z00 as the relative distance of the probe from the interference minimum
permits the electromagnetic wave of the sample beam to be expressed as
E^2(t; x) = E0 exp( ax) exp[i(!t+    x)] (2.5)
where  in the second exponential stems from the condition of fully destructive interference
as a result of a phase shift, , of the interfering waves
 = (2n+ 1) with n 2 Z (2.6)
The detected signal at the receiver is then the superposition of the electric ﬁelds E^1(t) and
E^2(t; x) and is written as
E^(t; x) = E0 exp(i!t) [1 + exp( ax) exp(i(   x))] (2.7)
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Figure 2.1: Block diagram of the E-band equipment:139 1a,b,c: represent variable atten-
uators; 2a,b: directional couplers; 3a,b: waveguide sections; 4: precision phase shifter;
5a,b: E/H tuners; 6a,b: ﬂexible waveguides; 7: isolator; 8: harmonic mixer; 9: variable
precision attenuator; C: cell; HH: bidirectional counter; MC: microcomputer; MMC:
millimeterwave to micrometerwave converter; MT: digital length gauge; P: probe; PLO:
phase locked oscillators; PLO-D: PLO-control unit; PLO-P: PLO-power supply; PM:
probe mount; RE: precision receiver; SM: stepping motor; SMD: stepping motor control;
SP: spindle and spindle mount; T: tapered transmission. thick lines represent waveguides
and normal lines symbolize data transfer connections.
The power, P , of the signal that reaches the detector is obtained from the square of the
amplitude of the electric ﬁeld
P = E^  E^ = E20  I(x) (2.8)
with I(x) being the interference function
I(x) = [1 + exp( ax) exp(i(   x))]  [1 + exp( ax) exp(i(   x))]
= 1 + exp( 2ax) + exp( ax)  2 cos(  + x)
(2.9)
The experimentally accessible quantity is the relative attenuation of the signal as a function
of the path length, A(x), which is related to P by
A(x) = 10 lg
P (x)
Pref
(2.10)
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As Pref is usually unknown, the measured attenuation is normalized by A0 that corresponds
to P0 = E20 :
Arel(x) = A(x)  A0
= 10 lg
P (x)
Pref
  10 lg P0
Pref
= 10 lg
P (x)
P0
= 10 lg
E20  I(x)
E20
(2.11)
Then, insertion of Eq. 2.9 into 2.11 yields the working equation,139 which can be ﬁtted to
the recorded data
A(z0   z00) = A0 + 10 lg [(1 + exp( 2pdB(z0   z00))]
  2 cos

2
M
(z0   z00)

 exp( pdB(z0   z00)) (2.12)
with the factor p = (20 lg edB=Np) for conversion of dB (in dB) into a (in Np). Insertion
of a and M into Eqs. 2.2 and 2.3 yields the complex permittivity.
2.2.2 Vector Network Analysis
As a result of ongoing technological developments vector network analyzers (VNA) received
increasing attention for measuring dielectric properties of electrical networks, as they en-
able the simultaneous detection of amplitude and phase information over a large frequency
range in a rather time-saving way. The signal transmission of electromagnetic waves at
MHz to GHz frequencies is best accomplished by coaxial lines. In two-port setups, an arbi-
trary electrical network is characterized by the determination of reﬂected and transmitted
electrical signals, expressed in terms of a scattering matrix, S, which is deﬁned as
b^1
b^2

=

S^11 S^12
S^21 S^22

a^1
a^2

(2.13)
with a^j and b^j as incident and reﬂected waves at port j, respectively.98,141
In case of reﬂection measurements (one-port setup with j = 1) of an electrical network,
characterized by an impedance step from Z^1 to Z^2, the complex scattering coeﬃcient, S^11,
is related to the normalized aperture admittance, Y^ = Z^2=Z^1 via
S^11 =
1  Y^
1 + Y^
(2.14)
For one-port measurements calibration of the setup is required to account for systematic er-
rors in directivity, e^d (caused by imperfections of directional couplers), frequency response,
e^r (caused by response diﬀerences between reference and measurement paths), and source
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match, e^s (caused by re-reﬂected signals from the sample to the port).142–144 Thus, the
determination of the actual scattering coeﬃcient, S^a11, from the measured one, S^m11, which
are related through
S^a11 =
S^m11   e^d
e^s(S^m11   e^d) + e^r
(2.15)
is enabled by measuring three calibration standards. In this work an open(air)-short(puriﬁed
mercury)-load(standard liquid) calibration was applied. After calibration rearrangement
of the experimental setup must be avoided as mechanical stress on the coaxial lines may
cause signiﬁcant systematic errors.94
Open-ended coaxial probes
Dielectric spectra in the frequency range 0:2  =GHz  50 were recorded using a di-
electric probe kit (85070E) connected via an electronic calibration module (Agilent ECal
N4693) to an Agilent E8364B VNA. As the ECal module measures well known reﬂection
standards during the experiment, systematic drifts due to thermal expansion are compen-
sated thus stabilizing the calibration.145
The dielectric probe kit contains two distinct dielectric probes suitable for the frequency
ranges 0:2  =GHz  20 (85070E-020, high temperature) and 1:0  =GHz  50
(85070E-050, performance), which are both mounted in a thermostated cell as described
by Schrödle.140
The temperature was controlled with an accuracy of 0:02C by a Huber CC505 thermo-
stat and measured with a platinum resistance thermometer (PRT, Pt-100) linked to an
Agilent 34970A datalogger.
As implemented in the Agilent 85070C Software package, a simpliﬁed coaxial aperture
opening model142,146,147 was used to calculate the dielectric properties of the sample, ^m,
from the normalized aperture admittance of the probe head, by numerical solution of
Y^ =
ik^2m
k^2c ln(D=d)
"
i
 
I1   k^
2
mI3
2
+
k^4mI5
24
  k^
6
mI7
720
+ : : :
!
+
 
I2k^m   k^
3
mI4
6
+
k^5mI6
24
  : : :
!#
(2.16)
with the propagation constants within the dielectric material in the probe head, k^c =
!
p
^c"00 and within the sample, k^m = !
p
^m"00. From an implemented theoretical
approach the ﬁrst 28 probe constants, Ii, are calculated where d and D are the radii of
inner and outer conductor of the coaxial line, respectively.
Prior to measurement the VNA has to be calibrated according to Eq. 2.15 by an open-short-
load calibration using air, puriﬁed mercury and a suitable reference liquid, respectively,
whereas the latter should have similar dielectric properties (i.e. dielectric constant and
relaxation times) as the sample. For all neat ionic liquids studied in this work DMA
(Sigma Aldrich > 99:9%) was used as a primary standard at all investigated temperatures
with the dielectric parameters given in Ref. 148148.
In case of considerable deviations of the dielectric properties of the sample from that of the
reference, a secondary calibration of the conductivity-corrected (Eq. 1.22) raw permittivity
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spectrum, "^raw(), is required to account for imperfections in the aperture impedance model
(Eq. 2.16). This is achieved by application of a complex Padé approximation149
"^corr(!) = Pn=m["^raw(!)] =
A^0(!) + A^1(!)  "^raw(!) + : : :+ A^n(!)  ["^raw(!)]n
1 + B^1(!)  "^raw(!) + : : :+ B^m(!)  ["^raw(!)]m
(2.17)
where A^n(!) and B^m(!) are the complex approximation constants. The corrected permit-
tivity spectrum, "^corr, is then obtained either analytically or by a complex ﬁt algorithm89
from a set of at least three secondary calibration standards of known dielectric properties.
For ionic liquids a combination of DMA, benzonitrile (BN; Sigma Aldrich, > 99:9%) and
1-butanol (1-BuOH; Merck, for spectroscopy) was found to be most convenient, as these
standards cover a large range of dielectric properties, allowing the application of a P1=1 cal-
ibration. For automation the whole data processing procedure, starting from formatting
raw permittivity spectra over conductivity correction (Section 1.1.3) to Padé calibration
(Eq. 2.17), was implemented in a combined MATLAB/MAPLE script.
The eﬀect of Padé correction is illustrated in Figure 2.2 by comparison of one-port re-
ﬂection measurements before ( and N) and after ( and 4) Padé correction with data
obtained from absolute transmission measurements (# and ).
Cut-Oﬀ type coaxial cells
Coaxial cells of the cut-oﬀ type, previously developed for a Time-Domain-Reﬂection (TDR)
setup,89,140 were connected to the VNA allowing the determination of the frequency-
dependent complex permittivity from 0:05 . =GHz . 1:0.59 The diﬀerent geometry of the
cells compared to that of the open-ended type (see above) requires a diﬀerent mathematical
expression for the aperture impedance, which is given in its normalized form as59,150
Y^ =

 2ZL ln

d
D
r
"0
0
 ^(!) tanh

i!l
c
p
^(!)

+ i!^(!)ZLCs
 1
(2.18)
where ZL is the wave resistance of the feeding line (typically 50
) and Cs the discontinuity
capacity of the coaxial to circular waveguide transition. The electrical model turns into
that previously used in TDR experiments for Cs = 0.89,140,151 Subsequently, the permittivity
spectra, ^(!), are obtained by numerical solution of Eq. 2.18.
Prior to measurement the VNA is calibrated in the frequency range of interest by a one-
port calibration as implemented in the Agilent software using the ECal module. After that,
the coaxial line is connected to the measurement cell and a three-point calibration, which
was found to be essential,59 using open, short and load is applied to calibrate the VNA
with respect to the sample-coaxial line interface. With this, errors in directivity, frequency
response and source match can be determined according to Eq. 2.15, which permits the
calculation of the actual complex scattering parameter S^11. For open calibration S^11 of the
empty cell (air) was measured, whereas NaCl(aq, 5mol kg 1) and NaCl(aq, 0.2mol kg 1)
were used for short-circuit calibration. Due to the fact that for the two latter the con-
ductivity contribution dominates the dielectric response in the measured frequency range,
the usage of dielectric parameters of minor quality is of no consequence.152 Concerning
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Figure 2.2: Dielectric permittivity (a) and loss (b) spectrum of [S222][TFSA] at 25 C
( = 0:73Sm 1). Full symbols are raw spectra measured with 20GHz () and 50GHz
(N) probe heads, respectively. Open symbols ( and 4) are the corresponding Padé-
corrected dielectric spectra (DMA-BN-1-BuOH) together with data obtained from absolute
transmission experiments in the A-band (#) and E-band () frequency range.
the load standard Hunger introduced the so-called “calibration triangle”, which allows to
assess the suitability of the third reference.59 It intends that in the complex plane, the
S^11 values of the sample should be enclosed by those of the three calibration standards
at the measured frequencies. Although this approach provides a good indication for the
selection of an appropriate reference liquid, it was found that this requirement must not
be necessarily fulﬁlled as it is shown in Figures 2.3 and 2.4 for PAN at 15 C. This means
that although the triangle spanned by the set air-NaCl-1-propanol does not comprise the
data point of PAN at 1GHz, it yields a dielectric spectrum of similar ("00()) or even better
quality ("0()) than that of air-NaCl-DMA that meets the proposed condition. This in turn
suggests, that the choice of the reference liquid is of minor importance but the geometry
of the cell represents the determining prerequisite for a successful measurement.
The cells were temperature-controlled by a Julabo FP-45 thermostat that was stable to
0:1 C. The temperature was measured by Pt-100 resistance connected to a high precision
thermometer (ASL F250).
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Figure 2.3: Dielectric permittivity, "0(), and loss, "00(), of PAN at 15 C. Open squares
() represent permittivity spectra measured with open-ended dielectric probes and the
E-band interferometer. Low-frequency data points were measured using the TS3 Cut-Oﬀ
type cell and calibrated with air-NaCl-1-propanol () and air-NaCl-DMA ().
Waveguide transmission cells
As the VNA used in this work is able to generate frequencies up to 50GHz, waveguide
transmission cells available for X-, Ku- and A-band, which were previously operated equiv-
alently to the E-band interferometer setup (Section 2.2.1), were connected to the Agilent
E8364B VNA as described by Hunger.59 Furthermore, the ability of detecting amplitude
and phase simultaneously allows the determination of the complex permittivity by a simple
transmission experiment, where the complex S^12 parameter is recorded as a function of the
optical path length, z, at each measured frequency. From the slopes of the linear regression
of phase and magnitude of S^12(z) the medium wavelength, M, and the absorption coef-
ﬁcient, dB, is obtained, respectively. This in turn allows the calculation of the complex
permittivity according to the Eqs. 2.2 and 2.3.
The stepper motor of the dielectric probe, the VNA and a precision gauge for the determi-
nation of the optical path length were controlled by a personal computer, thus automating
the measurement. A Huber CC505 thermostat was used to control the temperature of the
A-band transmission cells with an accuracy of 0:02 C, whereas X- and Ku-band cells
were hooked to a Julabo FP 50 thermostat enabling a temperature stability of 0:05 C.
Via an Agilent 34970A datalogger the temperature was sampled and measured by a pla-
2.2. MEASUREMENT OF DIELECTRIC PROPERTIES 33
-0.5 0.0 0.5
-0.1
0.0
0.1
0.2
0.3
0.4
-0.1 0.0 0.1 0.2
-0.1
0.0
0.1
0.2
 
 
Im
(S
11
)
Re(S11)
DMA
BN
1-propanol
1-BuOH
Air PAN
NaCl
a b
 
Im
(S
11
)
 
Re(S11)
Air
1-BuOH
1-propanol
PAN
NaCl
BN
DMA
Figure 2.4: Complex scattering parameter S^11 of various reference liquids and PAN at
100MHz (a) and 1GHz (b) measured with the TS3 cell89 at 15 C. Full lines indicate
the triangle spanned by the set of standards air-NaCl-1-propanol and dashed lines that of
air-NaCl-DMA.
tinum resistance thermometer (PRT, Pt-100) in a 4-wire conﬁguration.
The outstanding advantage of these waveguide transmission setups is that they provide ac-
curate and absolute permittivity data superseding any calibration. Therefore in this work,
A-band measurements were mainly used to crosscheck the suitability of the secondary
calibration standards used for Padé-calibration of permittivity spectra obtained with the
open-ended coaxial cells. In case of strong deviations data measured with the 50GHz
probe head were replaced by the A-band data. Due to the expense of the studied ILs it
was refrained from using X-, and Ku-band cells, because of their exceeding requirements
of sample volume.
2.2.3 Time-domain THz-pulse Spectroscopy
In collaboration with the group of Dr. M. Walther (Albert-Ludwigs-Universität Freiburg,
Germany), dielectric spectra measured by means of time-domain THz-pulse spectrome-
try (THz-TDS)153–155 operating in transmission and reﬂection geometry (Figure 2.5) were
used. Pulses with a duration of  20 fs and a repetition rate of 80MHz are generated
by a mode-locked Ti:sapphire laser (Femtosource, Femtolasers Inc.;  790nm center wave-
length) pumped by a 532 nm Nd:YVO4 solid state laser (Verdi, Coherent Inc.) and split into
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an excitation and detection beam. The ﬁrst drives a THz emitter antenna (E) that consists
of metal stripes (separated by  50m) on a semiconducting gallium-arsenide (GaAs) sub-
strate and is biased by a DC voltage (+40V).156,157 The laser pulse is focused in between
these stripes leading to the creation of charge carriers, which are accelerated in the applied
ﬁeld. In that way, a current between the semiconducting structure is induced causing the
emission of electromagnetic radiation in the frequency range of 0:1 < =THz < 5. The
second beam passes a delay line (D) permitting the measurement of the temporal proﬁle
of the THz electric ﬁeld before gating the THz detector (R). This consists of a H-shaped
metal structure on a low temperature-grown GaAs substrate, where a photocurrent pro-
portional to the incident electric ﬁeld is induced. This current is measured with the help of
a lock-in ampliﬁer and a chopper wheel (Ch) operating at 330Hz. Both transmission and
reﬂection setup are purged with dry nitrogen to avoid absorption of THz radiation by water
vapor.156 All spectra used in this work were measured by co-workers of Dr. M. Walther.
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Figure 2.5: Scheme of time-domain THz-pulse setup in (a) transmission59,140 and (b)
reﬂection geometry consisting of femtosecond laser (fs-L), chopper wheel (Ch), parabolic
mirrors (M), silicon wafer (Si), sample (S), emitter antenna (E), receiver antenna (R) and
delay line (D).
Transmission setup156,158 With the transmission setup (Figure 2.5a) a frequency range
of 0:08 . =THz . 1:5 can be covered. As described in Ref. 140140 the sample is placed
in the cell consisting of two parallel PTFE windows with an eﬀective path length of 
1:5mm. The temperature is controlled by a Julabo FP-50 thermostat and measured with
a calibrated Pt-100 resistance sensor with an overall accuracy of 1 C.156
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In the transmission experiment the temporal proﬁle of the electric ﬁeld strength, E(t), of
the THz transient is recorded and subsequently transformed to the frequency-domain by
Fourier transformation, yielding E^(!). Normalization of the sample signal by a reference
pulse through the empty cell yields the ratio
E^sample
E^ref
 Aei = ns(!)(nw + nair)
2
(ns(!) + nw)2
exp

 (!)! z
c0

exp

i(ns(!)  1)! z
c0

: (2.19)
where the ﬁrst factor results from the attenuation of the signal due to transmission through
air-cell and cell-sample (index ’s’) interfaces. The refractive index of the cell window,
nw = 1:433,159 was assumed to be frequency-independent. The refractive index of the
sample, ns, is then directly obtained from the phase, , through
ns(!) = nair +
c0
!z
(2.20)
with nair = 1:00027 and z as the optical path length. The absorption coeﬃcient can be
extracted from the complex amplitude, A, with the help of Eq. 1.29 by
s(!) =  2
z
ln

(ns(!) + nw)
2
ns(!)(nw + nair)2
A

: (2.21)
Conversion of ns and s into real and imaginary part of ^(!) is then achieved by using
Eq. 1.29 and insertion into
0 = n2s   2 (2.22)
00 =  2ns (2.23)
Reﬂection setup156,158 To overcome the limitations in frequency range of the trans-
mission setup for highly absorbing samples, a setup working in reﬂection geometry (Figure
2.5b) is used, thus allowing measurements up to  3THz. Whilst generation and detection
of the THz pulses is in analogy to that in the transmission setup, the emitted pulse passes
through a beam splitter (Si) before it is focused on the sample (S), which is placed on
a silicon window. The pulse is reﬂected from the Si-sample interface and detected at the
receiver (R). According to Fresnel’s equation the reﬂected electric ﬁeld strength, Er, in
case of normal incidence and planar reﬂection surfaces is given as
Er = Einc
n^Si   n^j
n^Si   n^j (2.24)
where n^Si = nSi = 3:42 is the refractive index of the silicon window and n^j (with j =air,s)
that of the sample or of air. The latter was used as a reference. From the ratio
Es
Eair
=
nSi   n^s
nSi + n^s
 nair + nSi
nSi   nair (2.25)
the complex refractive index of the sample can be obtained, which is then used to calculate
the generalized complex permittivity according to Eq. 1.23.
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2.2.4 Far-infrared Spectroscopy
For substances, where the dispersion, "0(), has not decayed to n2D at  3THz, the fre-
quency range has to be extended in order to obtain a complete dielectric spectrum, which
captures all processes that contribute to the orientational polarization (Figure 1.1). There-
fore, far-infrared spectroscopic measurements were performed in collaboration with the
group of Prof. Dr. Klaas Wynne (Glasgow University, Glasgow, UK) using a Bruker Ver-
tex 70 FTIR spectrometer based on a Michelson-interferometer. The sample was placed
between two polymethylpentene (TPX) windows separated by PTFE spacers of 20m or
56m thickness (depending on the absorption strength of the sample) to adjust the path
length. The windows were then ﬁxed in a temperature-controlled cell holder, mounted
in the nitrogen-purged measurement chamber of the spectrometer. The major diﬀerence
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Figure 2.6: Absorption spectrum, (), of EAN at 25 C. Open triangles (O) represent
data obtained from VNA, interferometry and THz-TDS experiments and full triangles (H)
are data measured by FTIR spectroscopy.
to the techniques described in Section 2.2.1-2.2.3 is that commercial FTIR instruments
as used in this work are not able to determine the complex refractive index, n^, but only
the absorption coeﬃcient,  (Section 1.1.3).97 Thus, to obtain the complex permittivity
spectrum, "^(), the refractive index has to be calculated according to the Kramers-Kronig
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relation,160 which relates real and imaginary part of n^ via
n( 0)  n1 = 1
22
1Z
0
()
2    02d (2.26)
with n1 as the refractive index at inﬁnite frequencies. The integration from 0 to 1
requires that  is zero at the upper and lower integration limit. For  ! 0, this is achieved
by combining the FIR spectrum with the data obtained from VNA, IFM and THz-TDS
measurements. In this work the concatenation of individual spectra was automated by
implementing the procedure described by Hunger59 into a MATLAB script. First, the
combined dielectric spectrum, "^(), measured with VNA, interferometry and THZ-TDS
was formally ﬁtted using empirical model functions (Section 1.2) and then converted into
the complex refractive index representation, n^, according to Eqs. 1.24 and 1.25. Second, 
values obtained from FTIR spectroscopy were adjusted by a scaling factor and an oﬀset
correction to match low-frequency data in the overlapping frequency range at  30 cm 1.
In this procedure the adjustment of the FIR -spectrum accounts for the rather uncertain
optical path length of the FTIR cell (due to varying tightness of the screws to ﬁx the
windows in the cell) and for ﬂuctuations of the intensity of the radiation source (oﬀset
correction). Third, from the so obtained complete absorption spectrum, the refractive index
is then calculated via numerical integration according to Eq. 2.26 using the trapezoidal
method. To avoid the occurrence of discontinuities at  =  0 integration was performed at
 0 = (i+ i+1)=2.161 Subsequently, n() was obtained via linear interpolation of n( 0) and
combined with data of n obtained from VNA, IFM and THz-TDS measurements by using
n1 as an adjustable parameter.
2.3 Optical Kerr-Eﬀect Spectroscopy
Optical heterodyne-detected Kerr-eﬀect spectroscopy (OKE) is a third-order nonlinear
spectroscopy, which measures the time-derivative of the two-point time-correlation function
of the anisotropic part of the many-body polarizability tensor, , given by107
S(t) / 1
kBT
d
dt
hxy(t)xy(0)i (2.27)
Thus, the technique can be considered as time-domain Raman spectroscopy as its spectrum
is equivalent to the low-frequency depolarized Rayleigh spectrum multiplied by a Bose-
Einstein factor.33 Moreover, as OKE spectroscopy is sensitive to changes of polarizability,
it represents a complementary technique to dielectric relaxation spectroscopy that probes
the changes of the macroscopic dipole moment (Section 1.1.1).162
Instrumentation33,106,163 Within this work OKE measurements were performed at
Glasgow University (Glasgow, UK) in the group of Prof. Dr. Klaas Wynne and super-
vised and assisted by Dr. D. Turton. Because of the slow dynamics of the studied ionic
liquids, a wide time span ranging from tens of femtoseconds to nanoseconds is required to
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Figure 2.7: Scheme of OKE setup consisting of beamsplitter, (BS), chopper wheel (Ch),
lenses (L), polarizers (P1 & P2), /2 and /4 plates, cuvette with sample (S), Wollaston
prism (W), and detector (D).
capture the entire intermolecular motions. This was achieved by combining the data ob-
tained from two setups: One with a large dynamical range for probing long-time dynamics
up to nanoseconds and one with high time resolution, suitable for femto- to picosecond
dynamics. The assembly of the latter is schematically shown in Figure 2.7.
A linearly polarized laser pulse with a center wavelength of 800 nm, an energy of 8 nJ and
 20 fs duration at a repetition rate of 76MHz is generated by a mode-locked Ti:sapphire
laser, which is pumped by a Nd:YAG laser (Coherent Verdi). After precompensation for
group-velocity dispersion in the setup, the beam is split (BS) into pump (90%) and probe
(10%) beam, whereupon the pump beam is guided through a delay line of 500 nm reso-
lution (3.3 fs) and a maximum delay of 4 ns. With the help of two polarizers (P1 & P2)
an angle of 45  between pump and probe-beam polarization is adjusted. After that, the
two beams are focused into the sample (S) contained in a 2mm path length quartz cuvette
placed in a temperature-controlled cell holder. The heterodyne component to the signal
is introduced by slight rotation of the input polarizer ( 1 ) leading to the generation of
a so-called local oscillator. The output signal, now consisting of background, homodyne
and heterodyne components, passes a quarter-wave plate, which provokes a fully circular
polarization of the beam. The signal is then separated into its horizontal and vertical com-
ponents by a Wollaston prism (W), before it is measured by a pair of photodiodes wired
up for balanced detection (D). The balanced-detection technique enables the electronic
subtraction of horizontal and vertical component, thereby cancelling the background and
homodyne signal and thus allows the direct measurement of the pure heterodyne signal.
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To improve the signal-to-noise ratio pump and probe beam are mechanically chopped (Ch)
with lock-in ampliﬁcation. Although chopping considerably attenuates the signal, it mini-
mizes spurious signals due to scattering and reﬂection of the pump light from the sample
and cell windows.
The measurement principle is the same for the second setup, which is specially suited for
probing slow dynamics up to nanoseconds. A laser pulse ( 25ps duration) with a center
wavelength of 800 nm and an energy of 2.5mJ at a repetition rate of 1 kHz is generated by
a regenerative ampliﬁer (Coherent Legend USX). To obtain signals with greater dynamical
range, the pulse is stretched to  1ps duration and attenuated to 2.5J. Furthermore,
the delay stage is passed twice by the pump beam to allow measurements to longer decay
times. In both conﬁgurations at least 16 scans per trace were performed each with approx-
imately 250 points. The data of the two setups overlap between  1 and  10ps, allowing
the concatenation to a single data set.
In both setups, the sample cuvette was mounted in a temperature-controlled cryostat (Ox-
ford Instruments, Optistat DN ) for measurements from 5 to 25 C, whereas between 35 to
65 C a home-built copper block controlled by low-voltage electrical heaters was used.
Theoretical aspects and analysis of the OKE signal The technique is based on the
optical Kerr-eﬀect, which can be understood as the induction of a transient birefringence in
the sample by an intensive polarized light beam. As the birefringence is a result of electronic
and nuclear orientation along the electric ﬁeld, the sample is no longer isotropic and the
refractive index parallel to the ﬁeld diﬀers from that perpendicular to it. Accordingly, the
induced polarization, P , has to be expressed in its general form including higher-order
contributions164
~P = "0[
(1)  ~E + (2)  ~E  ~E + (3)  ~E  ~E  ~E + :::]; (2.28)
where (1)(= 1   ") is the linear optical susceptibility and (2) the second-order suscep-
tibility. The latter, however, can be neglected as it is zero for all centrosymmetric and
isotropic materials. The third-order susceptibility, (3), is responsible for a change in the
refractive index and is related to n via165
n = n0 +
(3)
2n0
jE0j2 (2.29)
where, n0 is the linear and n2 = (3)=2n0 the second-order refractive index. Note that n, n0
and n2 are actually complex quantities. However, as OKE spectroscopy is an oﬀ-resonant
experiment, the imaginary part (absorption) of the refractive index can be neglected.165
The light intensity, I(), ﬁnally reaching the detector can be expressed as a convolution
of the measured zero-background intensity autocorrelation of the laser pulse, G(2)(t), with
the sample response function ROKE(t)165
I() /
Z
ROKE(t  )G(2)(t)dt: (2.30)
As G(2)(t) is accurately determined by a two-photon diode placed at the sample position
with identical geometry, the sample response, ROKE(t), can be obtained via deconvolution
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of Eq. 2.30 through forward complex Fourier transformation,
F [ROKE(t)] =
F [I()]
F [G(2)(t)]
= D^(!) (2.31)
yielding the spectrum, D^(!), which is proportional to the third-order susceptibility, (3).166
Within the validity of the Born-Oppenheimer approximation the sample response function
can be separated into its electronic response, (t), arising from the electronic part of
the nonlinear susceptibility and its contribution associated with nuclear dynamics, S(t),
according to167,168
ROKE(t) = (t) + S(t) (2.32)
Because (t) is real it does not contribute to the imaginary part of D^(!), and thus =D^(!)
exclusively attributed to the nuclear response of the sample can be obtained via inverse
Fourier transformation
S(t) = 2F 1[=D^(!)] for t > 0 (2.33)
In this way, the macroscopic response of the OKE experiment is related to microscopic
properties via Eq. 2.27, as the many-body polarizability tensor represents the sum of all
single-molecule polarizabilities and the interaction-induced components.169
2.4 Data processing
As both dielectric and OKE spectroscopy measure macroscopic quantities, it needs an ap-
propriate mathematical description to interpret the experimental spectra on a molecular
level. Therefore, in this work a new ﬁtting routine (DRSFit) based on the commercially
available IGOR software (Wavemetrics, V.6.31) was developed (Appendix A.2) in collabo-
ration with Dr. D. Turton (Glasgow University, UK). The key advantages of DRSFit over
the hitherto used MWFIT program is the ability of ﬁtting OKE spectra (in addition to DR
spectra) and the implementation of the antisymmetrized Gaussian as a very useful model
to describe resonant THz contributions of dielectric and OKE spectra. Additionally, two
modiﬁcations of the Havriliak-Negami functions (Eqs. 1.37 and 1.38) are implemented to
preserve its physical meaning at THz frequencies.106 Normalized amplitudes of relaxation
and resonance functions are directly exported by DRSFit and a correction procedure for
electrode polarization eﬀects can be optionally applied.
Prior to ﬁtting, dielectric spectra of conducting samples have to be corrected for the con-
ductivity contribution. Thus, as a ﬁrst approximation the experimentally measured dc
conductivity, , is subtracted from the imaginary part of the generalized dielectric permit-
tivity, 00(), to obtain "00() according to Eq. 1.22. However, due to fringing ﬁeld eﬀects
caused by geometrical imperfections of the VNA probe head,170 the corrected conductiv-
ity, t, may diﬀer from  by up to  10%. Therefore, t is treated as an additional ﬁt
parameter and is adjusted to yield the best ﬁt, provided that no systematic deviations in
"0() are observed.
In general, the empirical models presented in Section 1.2 are appropriate to describe re-
laxation and resonance processes in liquids. However, it should be recognized that ﬁtting
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DR and OKE spectra over such a broad frequency range is a formidable task because re-
laxation processes in condensed phase are rather broad and a successful formal description
is not necessary physically reasonable. In particular, cross-terms that arise from coupling
between translational and reorientational dynamics cannot be described by a line-shape
analysis. Nevertheless, the following criteria are helpful to select an appropriate ﬁt model:
 The reduced error function, 2r , which is a measure of the quality of the ﬁt should be
minimized,
2r =
1
2N  m  1
"
NX
k=1
"0(k)2 +
NX
k=1
"00(k)2
#
(2.34)
where "0 and "00 are the residuals, N is the number of data triple (, "0, "00) and m
the number of adjustable parameters.
 The number of relaxation and resonance modes should be reasonably small.
 The ﬁtting parameters should be physically reasonable, i.e. no negative relaxation
times and/or amplitudes
 No change of the ﬁtting model within a concentration or temperature series, except
for physical reasons.
Furthermore, special care should be taken to ensure a uniform point density of the spectra
over the entire frequency range. Especially for broadband spectra ranging from  200MHz
to  10THz irregularities are commonly observed, which are mainly caused by the lack of
data points between 89GHz and  300GHz. Therefore, the point density can be optionally
uniﬁed by linear interpolation implemented in the DRSFit ﬁtting routine to stabilize the
ﬁt. The simultaneous ﬁt of "0() and "00() is conducted by DRSFit using the Levenberg-
Marquardt algorithm.171
2.5 Auxiliary Measurements
2.5.1 Density
Density measurements were performed using a vibrating tube densimeter (DMA 5000 M,
Anton Paar, Graz, Austria) with an uncertainty of 5  10 6 gmL 1. It measures the
period of vibration,  , of a U-shaped borosilicate glass tube ﬁlled with the sample, where
 is related to the density, , by
 = A


0
2
 f1  B  f2: (2.35)
A and B are calibration constants, 0 is the period of a reference oscillator and f1 and f2
are factors to correct for temperature, viscosity and nonlinear eﬀects. Compensation of
temperature eﬀects plays an important role for measurements far from room-temperature,
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as the instrument is calibrated with water at 20 C only. The temperature of the sample is
controlled by Peltier-elements and measured by integrated Pt-100 resistance thermometer
allowing density measurements nominally between 0 and 90 C.
2.5.2 Viscosity
Dynamic viscosities, , were determined using an automated rolling ball viscometer (AMVn,
Anton Paar, Graz, Austria). Therefore, a glass capillary equipped with a steel ball is ﬁlled
with the sample and mounted in the heating block of the instrument. At a given angle,
the rolling time, t, of the steel ball through the capillary is measured and is related to the
 according to
 = K  (b   )t (2.36)
where K is the calibration constant and b and  are the densities of the steel ball and
the sample, respectively. Selection of a capillary of appropriate diameter (1.6mm, 1.8mm,
3.0mm and 4.0mm) permits viscosities to be measured in a range between 0.3-2500mPa s.
The repeatability and reproducibility stated by the manufacturer are < 0:1% and < 0:5%,
respectively. Inclination angles of 30  and 70  were found to yield most accurate results.
The temperature of the sample is controlled by Pt-100 resistance sensors and viscosities
can be nominally measured from 5 to 135 C. In practice, however, only measurements up
to  100 C were feasible, due to technical shortcomings of the heating block.
2.5.3 Electrical Conductivity
Conductivity measurements were performed using a computer-controlled setup, which is
described elsewhere.172 In the temperature range  35  #=C  65 a set of ﬁve two-
electrode capillary cells (with cell constants C = 25   360 cm 1) were used and the tem-
perature was controlled by a Huber (Unistat 705) thermostat. Conductivities between 75
to 190 C were determined with a set of four two-electrode capillary cells (with cell con-
stants C = 12 46 cm 1) using a homemade precision thermostat as described elsewhere.60
All used capillary cells were calibrated with KCl(aq)173 and the temperature was measured
with a NIST-traceable Pt sensor and bridge (ASL). The cell resistance, R(), was measured
with a relative uncertainty of  0:0005 in the frequency range of 0:1  =kHz  10 and
extrapolated to inﬁnite frequency, R1, to eliminate electrode polarization eﬀects using the
empirical equation
R() = R1 + a  b (2.37)
where a and b are ﬁtting parameters speciﬁc for the cell. From the extrapolated resistances,
R1, the speciﬁc conductivities were then determined according to  = C=R1 having an
estimated uncertainty of  0:5%.
2.5.4 Refractive indices
Refractive indices, nD, were measured at 589 nm using an Abbemat automated digital re-
fractometer WR (Anton Paar GmbH, Graz, Austria). At ambient conditions, resolution
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and accuracy stated by the manufacturer were 10 6 and 10 4, respectively. The tem-
perature was controlled by built-in Peltier elements with a stability of 0:002 C and an
accuracy of 0:05 C. To avoid uptake of water during the measurement, the cell was
covered by a lid equipped with an inert-gas line allowing measurements under nitrogen
atmosphere. The refractive indices so obtained are summarized in Table A.9.
2.5.5 Quantum Mechanical Calculations
For evaluation of the experimental results, molecular properties of molecules, ions and ion-
pairs were performed using MOPAC2009174 with the PM3 or PM6 Hamiltonian.175 For
geometry optimization the eigenvector-following (EF) routine was used. Condensed phase
dipole moments (apparent dipole moments, app) were obtained using the COSMO tech-
nique.176 Solvent eﬀects were accounted for by assuming appropriate static permittivities.
Molecular diameters were determined from the longest atomic distances and addition of van
der Waals radii.177 For molecular volumes, Vm, van der Waals volumes were used, calcu-
lated from the optimized geometry using WINMOSTAR.178 Calculations of polarizability
tensors were performed using the ORCA program package.179 After geometry optimization
using the 6-311G basis set, single point energy DFT calculations were performed using the
6-31G(2d,2p) basis set.

Chapter 3
Neat Protic Ionic Liquids
Protic ionic liquids (PILs) represent a sub-group of RTILs and are produced by the com-
bination of a Brønsted acid and a Brønsted base through proton transfer reaction.7 The
presence of proton-donor and proton-acceptor sites is responsible for their key characteris-
tics, which is the ability of forming a hydrogen-bonded network thus distinguishing them
from other aprotic ILs.137,180 Depending on the degree of proton transfer from acid to base
PILs usually have a non-negligible vapor pressure and some of them can be even distilled18
with their boiling point occurring below the decomposition temperature.181 Furthermore,
PILs have attracted particular interest as possible replacements for aqueous solutions in
batteries and fuel cells, where their relatively high electrical conductivity via ion or pro-
ton conduction is of exceptional importance.24,182–184 However, to tap their full potential
in industrial and scientiﬁc applications, the knowledge of their liquid structure as well as
their microscopic dynamics is essential.
3.1 Ethyl- and Propylammonium Nitrates
Parts of the material presented in this chapter have been published in the paper:
David A. Turton, Thomas Sonnleitner, Glenn Hefter, Andreas Thoman, Markus Walther,
Richard Buchner and Klaas Wynne “Structure and dynamics in protic ionic liquids: A
combined ultrafast optical Kerr-eﬀect (OKE) & dielectric study”, Faraday Discuss. 2012
154, 145-153.
3.1.1 Introduction
Undoubtedly the best known PIL is ethylammonium nitrate (EAN, [EtNH+3 ][NO
 
3 ]), ﬁrst
investigated almost 100 years ago by Walden.8 Because of its intrinsic scientiﬁc interest as a
possible analogue for water,7,28,185,186 EAN has received considerable attention over the last
few years. Given the ongoing interest in ILs in general and PILs in particular with respect
to industrial applications,3,20,25 EAN can serve as a model PIL due to its simple chemical
45
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structure. Recent studies have included small angle neutron scattering (SANS),187,188 X-
ray diﬀraction (XRD),189,190 and molecular dynamics (MD) simulations.191,192 Of more
direct relevance to the present investigation, Fumino et al.64,66 have reported the far-
infrared (FIR) spectra of EAN and related compounds while Weingärtner and co-workers52
have measured the dielectric spectrum of EAN up to 40GHz over the temperature range:
15  #/C  80, subsequently extending their 25 C spectrum up to 2THz using time-
domain THz spectroscopy (THz-TDS).75
These studies have established some important properties of EAN including its static per-
mittivity or dielectric constant, "s. The presence of low energy modes in the FIR spectrum
has attracted special interest64 because of their apparent similarity to water. However, un-
ambiguous interpretation of these weak, strongly overlapping and possibly coupled modes
is not easy, particularly when using information from only one technique. For this reason
Fumino et al.64 employed density ﬁeld theory (DFT) calculations to assist with their as-
signments. Nevertheless, a complete understanding of the structure and dynamics of EAN
is still lacking.
The combination of ultra-fast optical Kerr-eﬀect (OKE) and broadband dielectric relax-
ation (DR) spectroscopies, augmented by THz-TDS and FIR measurements has been shown
to be a powerful means of investigating the structure and dynamics of imidazolium-based
ILs.36,107 Accordingly, this chapter presents a detailed DR/OKE study of EAN, supple-
mented by DR spectra of propylammonium nitrate (PAN), with both covering the un-
usually broad frequency range from approximately 200MHz to 10THz, at temperatures:
5  #/C  65. A preliminary discussion of some of these data has appeared107 but is
extended here by further quantitative analysis and a more detailed examination of the
important high-frequency processes, including measurements on partially deuterated (d3-)
EAN at 25 C.
3.1.2 Data acquisition and processing
Syntheses or purchase of the materials used in this study are described in Section 2.1. Di-
electric measurements were performed as described in Section 2.2 using an Agilent E8364B
VNA combined with two probes operating in the frequency ranges 0.2  /GHz  20
(85070E-020 probe) and 1  /GHz  50 (85070E-050 probe) and two waveguide interfer-
ometers (IFMs) covering the frequencies from 27  /GHz  40 and from 60  /GHz 
89.139 Air, puriﬁed mercury and DMA were used respectively as open, short and load stan-
dards for the calibration of the VNA setup. Raw VNA data were corrected for calibration
errors with a Padé approximation (Eq. 2.17) using puriﬁed BN and 1-BuOH as secondary
calibration standards.149 All DRS experiments were carried out from 5 C to 65 C in 10 C
steps, with a temperature stability and accuracy of  0.05 C. For PAN, low frequency
dielectric measurements were performed at 5, 15 and 25 C using the cut-oﬀ type reﬂection
cell, TS3 (Section 2.2.2).193
Data in the THz region were collected using a transmission/reﬂection time-domain THz
spectrometer (THz-TDS)153 (at Freiburg; Section 2.2.3), a Bruker Vertex 70 FTIR spec-
trometer36 for EAN and a Bruker IFS 66v FTIR for PAN (at Glasgow; Section 2.2.4).
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These instruments covered the frequency ranges 0.3  /THz  3 and 0.9  /THz  12,
respectively. Far-infrared (FIR) absorbance data were converted to complex permittivities
using the Kramers-Kronig relation (Eq. 2.26) as described in Section 2.2.4.194 Both THz
and FIR spectra were measured from 5 C to 65 C in 20 C steps with a temperature sta-
bility of 0.5 C. Combination of all these data provided dielectric spectra (Figures 3.3 and
3.4) covering 0:2  =GHz  10 000. Additionally, THz-TDS and FTIR measurements of
d3-EAN were performed at 25 C between 25 cm 1 and 450 cm 1 (0.7 . /THz . 13).
As described in Section 1.1.3, dielectric spectra of conducting samples have to be corrected
for conductivity contributions to obtain the pure dielectric response, "^(). Accordingly,
 was treated as an additional adjustable parameter to yield the best description of the
experimental data. For reasons mentioned in Section 2.2.2, ﬁtted conductivities derived
in this manner usually diﬀer from experimental values: for the present systems by 2-16%.
As described in Section 2.3, two OKE setups were employed to capture the entire time
span of the orientational and intermolecular dynamics of EAN. For the faster dynamics a
Coherent Mira-SEED oscillator was used that generated 800 nm pulses with an energy of
8 nJ and a pulse duration of 20 fs at a repetition rate of 76MHz. The parent beam was
split into 80%-pump and 20%-probe beams which were cofocused into a quartz cuvette
containing the sample. For lower temperatures the sample was controlled to 0.1 C by a
cryostat (Oxford Instruments, DN). Above room temperature a home-built copper heating
block was employed. A 600mm delay line, with a resolution of 50 nm (0.33 fs) gave a time
scale of 4 ns, resulting in a bandwidth of ca. 250MHz.36 For slower dynamics a similar
setup using a regeneratively-ampliﬁed laser (Coherent Legend USX) with a stretched pulse
duration of ca. 1 ps was used to increase the signal-to-noise ratio of the weak relaxation sig-
nal at longer times. The two time-domain signals were concatenated, Fourier-transformed
to the frequency domain, and deconvoluted from the instantaneous response,107 to yield
the spectra as shown in Figure 3.2. OKE spectra of PAN were not measured within this
work and have been published elsewhere.107
3.1.3 Results
3.1.3.1 Densities, Viscosities and Conductivities
For density measurements a vibrating-tube densimeter (Anton Paar, Graz, Austria, DMA
5000 M) with a temperature stability of 0.01 C was used. Densities, , of EAN and
PAN were measured with a precision of 5  10 6 g cm 3 from 15 C to 65 C and 5 C
to 65 C in 10 C steps, respectively, using the calibration supplied by the manufacturer
(Section 2.5.1). For EAN no density measurements were made at # < 15 C to avoid
possible damage to the vibrating glass-tube in the event of solidiﬁcation. Viscosities,
, were determined using an automated rolling ball microviscometer (Anton Paar, Graz,
Austria, AMVn) with a reproducibility of0.5% in the range of 5 C to 125 C in 10 C steps
(Section 2.5.2). The accuracy of the temperature was 0:05 C. Electrical conductivities,
, of EAN were measured between -5 C and 125 C (0.01 C) in 10 C steps with a
programmable precision LCR meter (Hameg, Mainhausen, Germany, HM8118) with an
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accuracy of 0.05% (Section 2.5.3). Capillary cells were used as described elsewhere;195 the
overall relative uncertainty in  was estimated to be 0.5%. None of the physicochemical
properties of d3-EAN, nor (PAN) could be measured, due to material constraints.
Table 3.1 lists the data obtained for  and  for EAN and PAN and (EAN) as functions
of temperature. The densities followed the linear relations
EAN : (T=K) = 1:39072  6:05056  10 4  T=K (3.1)
PAN : (T=K) = 1:32833  5:95470  10 4  T=K (3.2)
The EAN values are in good agreement ( 0:1%) with the data of Weingärtner et al.52
but diﬀer by 0.5% and 0.7%, respectively, from those of Greaves et al.196 and Poole et
al.197,198 At 25 C (PAN) is in only modest agreement with the values of Greaves et al.7
( 0:5%) and Atkin et al. ( 0:8%).
Table 3.1: Temperature dependence of density,  and viscosity, , of EAN and PAN and
electrical conductivity, , of EAN.
EAN PAN
T / K  / g cm 3  / mPa s  / Sm 1  / g cm 3  / mPa s
268.15 — — 0.693 — —
278.15 — 86.5 1.09 1.16319 152
288.15 1.21657 56.0 1.61 1.15685 92.1
298.15 1.21027 38.6 2.24 1.15063 60.2
308.15 1.20411 27.9 2.98 1.14454 41.3
318.15 1.19807 21.0 3.38 1.13855 29.8
328.15 1.19213 16.4 4.78 1.13266 22.4
338.15 1.18631 13.1 5.82 1.12686 17.5
348.15 — 10.5 6.93 — 13.9
358.15 — 8.70 8.12 — 11.4
368.15 — 7.39 9.37 — 9.48
378.15 — 6.33 10.7 — 7.65
388.15 — 5.50 12.0 — 6.53
398.15 — 4.82 13.4 — —
The eﬀects of temperature on  and, for EAN,  (expressed as the resistivity,  1) are
displayed in logarithmic form in Figure 3.1. The present viscosities of EAN are system-
atically higher than those reported in the literature. At 25 C where the most extensive
comparison is possible, the literature values are 34.9mPa s52, 26.9mPa s197, 32.1mPa s198
and 36mPa s,199 compared with the present value of 38.6mPa s (Table 3.1). The tempera-
ture dependence of the present viscosities, however, is almost identical (Figure 3.1a) to that
of Weingärtner et al.52, which suggests the diﬀerences in  may arise from impurities. The
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latter also probably accounts for the diﬀerence of the present (PAN)= 60:2mPa s (Table
3.1) and that of Greaves et al.7 ( = 66:6mPa s). The present electrical conductivities of
EAN are in reasonable agreement ( 3%) with the values reported (albeit over a much
smaller temperature range) by Oleinikova et al.200 (Figure 3.1b).
2.5 3.0 3.5
-5
-4
-3
-2
2.5 3.0 3.5
-3
-2
-1
0
 
 
ln
(
/ P
a 
s)
103 T-1 / K-1
a
 ln
(
 -1
/ 
m
)
 
103 T-1 / K-1
b
Figure 3.1: Physical properties of EAN () and PAN ( ) as functions of temperature: (a)
viscosity,  and (b) electrical resistivity,  1; (4) literature data;52,200 solid and dashed
lines are VFT-ﬁts (Eq. 1.79).
Both the viscosities of EAN and PAN and the electrical conductivities of EAN follow the
Vogel-Fulcher-Tammann (VFT) model (Eq. 1.79), which is commonly used to describe the
temperature dependence of transport properties, Y (= ;  1; ), of glass-forming liquids
above their glass-transition temperature. In Eq. 1.79, Y0, BVFT and T0 (the so-called Vo-
gel temperature) are ﬁtting parameters.201 The ﬁt results are listed in Table 3.2 along
with corresponding literature data.52,200 The present values of the so-called fragility pa-
rameter, BVFT, of EAN are in only modest agreement with those of Weingärtner et al.52
and Oleinikova et al.200 especially for the viscosities, but the T0 values agree well. As
T0 is usually about 30K below the glass-transition temperature, Tg,202 the present value
of T0 =147.65K for EAN is also consistent with the result of Tg =181.65K reported by
Belieres et al.199 The present VFT parameters of PAN are broadly compatible with those
of Smith et al.203 but less with those of Bouzón Capelo et al.204
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Table 3.2: VFT parameters for viscosity, , and resistivity,  1, of EAN and PAN of the
present work (p.w.) and from the literature.
EAN PAN
(T )  1(T ) (T )  1(T )
VFT parameters p.w. lit.52 p.w. lit.200 p.w. lit.203 lit.204
lnY0 -8.47 -8.84 -5.10 -5.10 -8.62 -7.85 -4.16
BVFT / K 786.4 903.5 601.4 599.6 855.6 676 485.7
T0 / K 147.5 133.6 158.2 157.2 150.7 169 181.9
3.1.3.2 Spectroscopic Model Selection
Representative OKE and DR spectra of EAN and DR spectra of PAN over the frequency
range: 200MHz    10THz at temperatures from (5 to 65) C are presented in Fig-
ures 3.2, 3.3 and 3.4, respectively. It should be stressed that the dielectric spectra were
resampled (Appendix A.2) prior to ﬁtting. This was necessary to achieve an equal point
density over the entire frequency range and to stabilize the ﬁt of the small intensities at
high frequencies.
To understand the spectra on a molecular level an appropriate mathematical description
of the experimental data is necessary. Molecular reorientations in solution are usually best
regarded as relaxation processes, while librations and intermolecular vibrations are better
modelled as resonances. These two types of processes normally (as here) occur on quite
diﬀerent time scales, which aids in the separation of their contributions to the spectra. The
present spectra were formally described using combinations of the equations presented in
Section 1.2. However, before describing the procedural details it is important to recognize
that ﬁtting DR and OKE spectra over such a broad frequency range is a formidable task
that cannot be performed ab initio; it therefore follows that the description adopted in-
variably involves some degree of choice.
The major diﬃculties in ﬁtting the present spectra can be summarized as follows. First,
resonance and (particularly) relaxation modes are often broad and generally strongly over-
lapping. Second, there are certain theoretical and computational problems associated with
some of the standard mathematical models used to describe the modes (see below). Third,
the present (in particular the DR) spectra exhibit a featureless and low, but ﬁnite, intensity
over the intermediate frequency range 0.1 . /THz . 2, which is particularly hard to
model. Fourth, the accuracy of the spectra is limited by the unwanted conductivity con-
tribution (Eq. 1.22), which swamps the DR (but not the OKE) signal at low frequencies
(say,  . 0.5GHz) and by current technological limitations of the apparatus at higher
frequencies (say,  & 100GHz). Lastly, there are no a priori guidelines that limit the
number or nature of the modes present, which is especially critical because the modes are
expected to be strongly coupled.205
Bearing in mind these diﬃculties, after extensive investigations of the possibilities, the fol-
lowing description (presented in ﬁve dot points) was adopted for the OKE and DR spectra
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Figure 3.2: Optical Kerr-Eﬀect spectra of EAN from 5 C to 65 C in 10 C steps. Black
dots are experimental data; thin gray lines represent the total ﬁt.
of EAN. As will be shown subsequently this description was also found to be applicable
without modiﬁcation to PAN (Section 3.1.5.3) and d3-EAN (Section 3.1.5.2).
 The broad-band OKE and DR spectra of EAN at all temperatures (Figures 3.2 and
3.3) show two clear features: a dominant temperature-dependent relaxation process in
the low GHz region and a much narrower temperature-independent resonance process
in the THz region. The dominant low GHz process is the so-called -relaxation, which
was found to be best described by an inertia-corrected Cole-Davidson (CDi) function
(Eq. 1.37 with CDi = 0). For stabilization of the ﬁts of the DR spectra the width
parameter was ﬁxed at  = 0:5 at all temperatures, as it varied only slightly with T
when allowed to ﬂoat. An asymmetrical (i.e. a CD) band shape, broadened to higher
frequencies, was preferred over the symmetrically-broadened (CC) function used for
other ILs,58 because the low frequency wing of the -mode of EAN exhibited a Debye,
rather than a broadened, band shape (Figure 3.5). The high frequency (inertial)
termination of the  relaxation was achieved by ﬁxing lib at 3THz and 5THz for
the ﬁts of the OKE and DR spectra, respectively.
 As discussed elsewhere,107 the featureless intensity of the OKE spectrum in the in-
termediate frequency range 50 . =GHz . 1000 (i.e., from the -relaxation to
the librational modes) was approximated by a modiﬁed Cole-Cole function (CCm;
Eq. 1.38). In the limit of CCm !1 this contribution appears as a constant loss
(CL),107 which corresponds to a logarithmic decay in the time domain, which is typ-
ical for glass-forming liquids.34,206 The CL contribution is made compatible with the
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Figure 3.3: (a) Permittivity, "0(), and (b) dielectric loss, "00(), of EAN from 5 C to 65 C
in 20 C steps. For visual clarity data at 15, 35, and 55 C are not displayed. Black squares
are resampled experimental data; thin gray lines represent the overall ﬁt.
spectroscopic dynamics in the intermediate region by the application of an inertial
correction at high frequencies and the -termination at low frequencies (Eq. 1.38).
This CL “mode” is undoubtedly a composite but little can be said at this stage about
the nature of the processes involved or their relative contributions.
In the course of re-analyzing the high frequency part of the OKE and DR spectra
it was found necessary to modify slightly the previous107 ﬁt model. In doing so, it
turned out that the CL contribution, which is indispensable for describing the OKE
spectra, can be neglected in the DR spectra. This is because the amplitude of this
contribution is much smaller in the latter and the inclusion of a CL contribution did
not improve the ﬁt in the rather poorly deﬁned region near 100GHz and overall in
terms of 2r . Furthermore, application of the CL term to the DR spectra of PAN
produced negative value of the CL amplitude, SCL. These ﬁndings do not prove the
absence of a CL contribution; more likely it is subsumed in the neighboring CDi and
DHO1 modes. Removal of the CL contribution in all the DR spectra reduced the
number of ﬁtting parameters, consistent with the criteria for model selection (Section
2.4).
 While there was no speciﬁc indication of a mode at  1THz in the present spectra
of EAN (Figures 3.2 and 3.3), OKE measurements at low T clearly indicated the
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Figure 3.4: (a) Permittivity, "0(), and (b) dielectric loss, "00(), of PAN from 5 C to 65 C
in 20 C steps. For visual clarity data at 15, 35, and 55 C are not displayed. Black squares
are resampled experimental data; thin gray lines represent the overall ﬁt.
existence of such a mode for PAN.107 Accordingly, an analogous mode, DHO1, was
assumed for EAN.
 At  > 1THz, both OKE and DR spectra of EAN were dominated by apparent
modes at  2THz (Figure 3.2) and  5:5THz (Figure 3.3), respectively. To account
for the observed intensities in this frequency range Gaussians were preferred over
DHOs as they better describe the steep decay of the OKE and "00() intensities at
5:5 . =THz . 7:2. It was established for the OKE spectra that the intensity in this
region was best described by a large-amplitude Gaussian, G1, centered at  2THz
and a second weaker Gaussian, G02, that accounted for the poorly deﬁned shoulder at
 5THz (Figures 3.2 and 3.5a). For the DR spectra (Figure 3.5b), the G1 mode was
again required; however, while a G02 mode at  5:5THz provided reasonable ﬁts,107
considerable improvement was achieved by splitting it into two Gaussians, G2 and
G3. Support for the existence of this additional process comes from the DR spectra of
PAN, which show a small but distinct shoulder at 7:7THz (Figure 3.6 inset). These
ﬁndings in turn suggest that the G02 mode in the OKE spectra (Figure 3.5a) is almost
certainly a composite, consistent with its resonance frequency lying between those of
G2 and G3.
 To account for the remaining intensity at high frequencies in both DR and OKE
spectra: a poorly deﬁned shoulder in EAN (Figure 3.5 inset) and a small peak in
PAN (Figure 3.6 inset), a mode, DHO2, corresponding to the intramolecular mode
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Figure 3.5: The imaginary part of (a) OKE and (b) dielectric spectra of EAN at 25 C.
Black squares are resampled experimental data and gray lines represent the overall ﬁt.
Shaded areas indicate the contributions of the individual processes assuming a (CDi + CL
+ DHO1 + G1 + G02 + DHO2) model for the OKE spectrum and a (CDi + DHO1 + G1
+ G2 + G3 + DHO2) model for the DR spectrum.
reported by Fumino et al.64 at 7.9THz (263.3 cm 1) in the FIR spectrum of EAN, was
included at very high frequencies. The resonance frequency of this mode was ﬁxed
at 7.9THz and its amplitude, SDHO2, and damping constant, DHO2, were arbitrarily
set to the values listed in Tables 3.3 and 3.4 to achieve convergence.
The overall ﬁts obtained for the OKE and DR spectra at 25 C using these (CDi + CL
+ DHO1 + G1 + G02 + DHO2) and (CDi + DHO1 + G1 + G2 + G3 + DHO2) models,
respectively, are shown in Figure 3.5. Similar ﬁts were obtained at 5, 45 and 65 C (not
shown) and the parameters so derived are summarized in Tables 3.3 & 3.4. Note however
that, due to the absence of THz-TDS and FIR data at 15, 35 and 55 C, parameters for
the resonance modes (DHO1, G1, G2 & G3) at these temperatures were obtained by linear
interpolation. The DR and OKE spectra of d3-EAN at 25 C were also ﬁtted with the same
models as used for EAN with ﬁxed lib = 5THz and 0;DHO2 = 7:7THz.
Measurements on PAN. For the DR spectra of PAN the same mathematical model
(CDi + DHO1 + G1 + G2 + G3 + DHO2) provided a fully satisfactory ﬁt over the studied
temperature range (Figure 3.6) and the parameters so derived are listed in Table 3.5. As
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Figure 3.6: Dielectric loss spectrum of PAN at 25 C. Black squares are resampled experi-
mental data and the gray line represents the overall ﬁt of the (CDi + DHO1 + G1 + G2 +
G3 + DHO2) model. Shaded areas indicate the contributions of the individual processes.
for EAN the parameters of the resonance modes (DHO1, G1, G2 & G3) of PAN at 15, 35
and 55 C were obtained by linear interpolation. The resonance frequency of the DHO2
mode, 0;DHO2, in PAN was ﬁxed at 9.0THz consistent with that reported by Fumino et
al.64 and its amplitude, SDHO2, and damping constant, DHO2, were set arbitrarily to the
values listed in Table 3.5 to achieve convergence. The inertial rise rate, lib, was ﬁxed at
5THz.
Comparison of the DR spectra of EAN and PAN (Figures 3.3 and 3.4) revealed that the
latter were signiﬁcantly more scattered over the entire frequency range. In particular, the
increased noise of the THz-TDS data exacerbated an unambiguous concatenation of the
FIR and lower frequency spectra. This introduces additional uncertainties into the ﬁt
of the intermediate and high frequency regions of the PAN spectra; nevertheless, the ﬁt
parameters so obtained complement the EAN data (Section 3.1.5.3).
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Table 3.3: OKE ﬁt parameters of EAN as a function of temperature and of d3-EAN at 25 C:
relaxation and resonance amplitudes Sj, relaxation times, , Cole-Davidson parameter ,
resonance frequencies, 0;j, damping constants, j, and reduced error function, 2r .a
IL T / K S   SCL SDHO1 DHO1 0;DHO1
EAN 278.15 111 0.569 291 51.8 17.5 4.83 1.67
288.15 108 0.562 197 51.9 18.0 4.54 1.62
298.15 95.7 0.569 136 51.7 17.4 4.09 1.51
308.15 89.5 0.597 96.1 53.3 17.4 4.24 1.53
318.15 81.0 0.593 73.0 52.6 17.3 4.10 1.47
328.15 74.6 0.593 58.6 52.6 17.3 4.20 1.49
338.15 70.6 0.594 46.4 50.7 17.6 4.18 1.48
d3-EAN 298.15 106 0.569c 148 70.0 22.2 4.09c 1.50
IL T / K SG1 G1 0;G1 SG20 G20 0;G20 SbDHO2 bDHO2 2r
EAN 278.15 26.0 1.23 2.22 1.24 1.12 5.17 0.05 1.5 0.0493
288.15 26.4 1.24 2.19 1.31 1.16 5.19 0.05 1.5 0.0396
298.15 26.7 1.25 2.17 1.36 1.17 5.15 0.05 1.5 0.0291
308.15 26.7 1.25 2.13 1.52 1.24 5.11 0.05 1.5 0.0225
318.15 27.4 1.27 2.10 1.51 1.25 5.12 0.05 1.5 0.0258
328.15 26.8 1.26 2.08 1.62 1.28 5.04 0.05 1.5 0.0279
338.15 26.6 1.26 2.05 1.72 1.31 4.98 0.05 1.5 0.0276
d3-EAN 298.15 36.3 1.25c 2.15 2.06 1.17c 5.12 0.05 1.5 0.056
a Units:  in ps, 0;j in THz, j in THz; b Parameter ﬁxed; c Parameter ﬁxed to that
of EAN;
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Table 3.4: DR ﬁt parameters of EAN as a function of temperature and of d3-EAN at 25 C:
static permittivity, "s, relaxation and resonance amplitudes Sj, relaxation time, , Cole-
Davidson parameter , resonance frequencies, 0;j, damping constants, j, high frequency
limit of "0, "1 and reduced error function, 2r .a
IL T / K "s S b  SDHO1 bDHO1 c0;DHO1 SG1 G1 0;G1
EAN 278.15 30.0 24.5 0.5 354 1.72 5.0 1.67 0.238 0.765 2.22
288.15 29.1 23.7 0.5 250 1.44 5.0 1.62 0.462 1.05 2.19c
298.15 27.3 21.9 0.5 185 1.15 5.0 1.51 0.670 1.34 2.17c
308.15 26.3 20.9 0.5 143 1.19 5.0 1.53 0.733 1.65 2.13c
318.15 24.5 19.2 0.5 107 1.23 5.0 1.47 0.756 1.93 2.10c
328.15 23.6 18.3 0.5 83.3 1.12 5.0 1.49 0.802 1.96 2.08c
338.15 22.1 16.9 0.5 69.8 0.999 5.0 1.48 0.841 1.98 2.05c
d3-EAN 298.15 27.2 21.8 0.5 192 1.34 5.0 1.51 0.641 1.34d 2.17c
IL T / K SG2 G2 0;G2 SG3 G3 0;G3 SbDHO2 bDHO2 "1 2r  104
EAN 278.15 0.714 1.58 4.85 0.167 0.722 5.81 0.08 1.9 2.58 51
288.15 0.695 1.72 4.78 0.220 0.799 5.74 0.08 1.9 2.57 165
298.15 0.638 1.83 4.69 0.290 0.892 5.65 0.08 1.9 2.55 76
308.15 0.600 1.96 4.65 0.312 0.915 5.65 0.08 1.9 2.49 78
318.15 0.543 2.07 4.59 0.328 0.914 5.61 0.08 1.9 2.42 161
328.15 0.458 2.09 4.54 0.381 0.974 5.58 0.08 1.9 2.44 291
338.15 0.379 2.12 4.47 0.428 1.01 5.54 0.08 1.9 2.45 102
d3-EAN 298.15 0.701 1.83d 4.63 0.265 0.892d 5.21 0.035 1.9 2.40 84
a Units:  in ps, 0;j in THz, j in THz; b Parameter ﬁxed; c Parameter ﬁxed to
that of OKE ﬁt; d Parameter ﬁxed to that of EAN; Italic values were interpolated (see
text).
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Table 3.5: DR ﬁt parameters of PAN as a function of temperature: static permittivity,
"s, relaxation and resonance amplitudes Sj, relaxation time, , Cole-Davidson parameter
, resonance frequencies, 0;j, damping constants, j, high frequency limit of "0, "1 and
reduced error function, 2r .a
T / K "s S   SDHO1 bDHO1 b0;DHO1 SG1 G1 0;G1
278.15 26.3 21.6 0.394 1536 0.674 5.0 1.61 1.06 1.61b 1.80b
288.15 25.2 20.6 0.391 988 0.670 5.0 1.61 1.03 1.71 1.81
298.15 23.4 18.8 0.398 628 0.662 5.0 1.61 1.00 1.81 1.81
308.15 23.8 19.2 0.409 483 0.684 5.0 1.61 1.08 1.91 1.75
318.15 21.6 17.0 0.391 342 0.710 5.0 1.61 1.16 2.00b 1.70b
328.15 22.5 18.2 0.370 325 0.588 5.0 1.61 1.05 2.06 1.69
338.15 20.0 15.6 0.400b 179 0.468 5.0 1.61 0.936 2.12 1.67
T / K SG2 G2 0;G2 SG3 G3 0;G3 SbDHO2 bDHO2 "1 2r  104
278.15 0.540 1.17 4.72 0.264 1.14 6.58 0.05 1.8 2.05 104
288.15 0.517 1.21 4.67 0.264 1.16 6.53 0.05 1.8 2.11 210
298.15 0.493 1.24 4.60 0.262 1.18 6.47 0.05 1.8 2.17 156
308.15 0.413 1.14 4.52 0.275 1.17 6.41 0.05 1.8 2.07 57
318.15 0.334 1.03 4.50b 0.285 1.15 6.36 0.05 1.8 2.05 72
328.15 0.348 1.07 4.39 0.308 1.18 6.30 0.05 1.8 1.98 54
338.15 0.359 1.10 4.30 0.335 1.21 6.22 0.05 1.8 2.26 99
a Units:  in ps, 0;j in THz, j in THz; b Parameter ﬁxed; Italic values were inter-
polated;
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3.1.4 Discussion of “slow” dynamicsa
3.1.4.1 Static Permittivity
Before going on to discuss the details of the modes identiﬁed in the OKE and dielectric
spectra it is useful to consider the behavior of the latter in the low frequency limit. Dielec-
tric spectroscopy is the only experimental method currently available for measuring the
static permittivity (dielectric constant) of a conducting liquid.57 The values of the static
permittivity ("s = lim!0 "0() =
P
j Sj + "1) obtained for EAN and PAN from the ﬁts of
the present DR spectra are shown as a function of temperature in Figure 3.7. As for other
ILs,58 "s exhibits a monotonic (in fact approximately linear) decrease with increasing tem-
perature, with d"s/dT=–0.13K 1 (EAN) or –0.09K 1 (PAN). These large negative values
of d"s/dT are about three times greater than for typical aprotic ILs58 but are common for
H-bonded molecular liquids such as alcohols, where they are ascribed to a partial break-up
of the H-bond networks with increasing T . As would be expected from their protic natures
the values of "s  27:3 (EAN) and 23.4 (PAN) at 25 C are considerably higher than those
observed for aprotic ILs, which are typically <20.53,55,58 It should be noted in passing that
there is some uncertainty in the determination of "s for both EAN and PAN. This is be-
cause the dominant -relaxation process (Section 3.1.4.2) slows down considerably (shifts
to lower frequencies) at lower T , which means that "0() does not reach its plateau within
the accessible frequency range (Figures 3.3a and 3.4a). Measurements at lower  do not
help because the dielectric signal is swamped by the conductivity contribution (Eq. 1.22).
These diﬃculties, and the limited accuracy of existing dielectric instrumentation, readily
account for the small diﬀerences (ca. 3-5%) between the present values of "s and of d"s/dT
of EAN and those of Weingärtner et al.52 (Figure 3.7).
3.1.4.2 The -Relaxation Process
General aspects. The dominant process in both the DR and OKE spectra of EAN and
PAN in the low GHz region (Figures 3.2 - 3.6) is the so-called -relaxation, which corre-
sponds to the structural relaxation of (the rotational motions of molecular-level species)
each liquid. Because of its three-fold symmetry axis, the nitrate anion has a zero dipole
moment but due to its -electrons it is highly polarizable and, because of its planar geome-
try, it has a high anisotropy (k  5:6Å3, ?  3:1Å3).207 It follows that the OKE spectra
of EAN mainly reﬂect the motions of NO 3 . Conversely, the ethyl- and propylammonium
cations (EtNH+3 & PrNH
+
3 ) are only weakly polarizable and anisotropic but have consid-
erable permanent dipole moments (g = 3:9D and 6.8D, from MOPAC calculations174),
which make them primary contributors to the dielectric signal. Indeed, EAN and PAN can
be viewed as almost perfect compounds for complementary investigation by OKE and DR
spectroscopies.107
The amplitude of the -relaxation decreased considerably with increasing T in both the
OKE and DR spectra (Figures 3.2 and 3.3). Furthemore, the peak maximum shifted from
0.8(0.7) to 6(4)GHz in the OKE(DR) spectra for EAN (Figures 3.2 and 3.3) and from 0.2
to 2GHz in the DR spectra of PAN (Figure 3.4). These features of the -relaxation are
aArbitrarily deﬁned here as corresponding to  . 100GHz.
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Figure 3.7: Static permittivity, "s, of EAN () and PAN ( ), present work, as a function of
temperature; (4) EAN values of Weingärtner et al.52 Solid lines (—) are linear regressions
of the present data.
broadly similar to those observed for imidazolium-based ILs,36 (although in contrast to the
latter, but as would be expected, there is no evidence of the sub- mode, thought to be a
breathing mode of -stacked cation aggregates).36
Relaxation times. The relaxation times of the  process, , in the DR and OKE spec-
tra of EAN and PAN decay exponentially with increasing T thus permitting application
of the Arrhenius equation. The viscosity, as discussed above (Section 3.1.3.1), follows the
VFT relation over the same range. As a consequence, Stokes-Einstein-Debye (SED) plots
(Eq. 1.63) of DR (EAN), OKE (EAN) and DR (PAN) against =kBT depart from linearity
at low T ,107 which implies a decoupling of the molecular-level rotational motions from the
bulk viscosity. It was found that the eﬀective volumes of rotation, Ve , extracted from the
slopes of the SED plots were rather small and not compatible with the rotational motions
of the anions (out-of-plane rotation for NO 3 ) or the cations (end-over-end rotation for
RNH+3 ).107 The non-linearity of the SED plots is instead consistent with a high degree of
rotational cooperativity between the anions and cations, rather than the simple indepen-
dent rotational diﬀusion assumed in the SED theory.
For EAN, further evidence for such cooperative motions comes from a comparison of
DRS with time-resolved femtosecond-IR spectroscopy (fs-IRS).208 As fs-IRS probes the
rotation of the N–H bonds of EtNH+3 , it is also sensitive to the rotations of the cation,
which manifests itself in virtually identical activation energies (EIRA = 21:4 0:6 kJmol 1,
EDRA = 21:6 0:3 kJmol 1).
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The fs-IR relaxation times,  IR, are of rank n = 2 (Section 1.3.4) in contrast to the
ﬁrst-rank relaxation time measured via DRS, DR . Within the rotational diﬀusion model,
where speciﬁc interactions of the rotating entity with its surroundings are ignored, a ratio
of DR;max= IR = 3 is expected.86 For EAN, however, DR;max= IR = 1:4 on average.b This is
consistent with the -relaxation process for EAN occurring via a jump mechanism, as pre-
viously proposed for aprotic ILs,36,44 rather than through rotational diﬀusion. In water,
where molecular reorientation is also thought to take place via large-angle jumps,210,211
the ratio of ﬁrst- to second-rank rotational correlation times is  2 from which it was
concluded that the relaxation rate in water is determined by the rate of H-bond break-
ing.210,212 It seems likely that this is also the case in EAN, with the even lower value of
DR;max=
IR reﬂecting the very strong cation-anion (H-bond) interactions. Knowledge of the
ratio DR;max= IR permits calculation of the jump angle via Eq. 1.69, yielding   106 .208
This value is almost identical with the tetrahedral angle of the ammonium group, which is
again consistent with strong, directed H-bond interactions between EtNH+3 and NO
 
3 .
This conclusion is also supported by the similarity of the activation energies for both
EAN and PAN obtained from DR (EDRA (EAN)= 21:6 0:3 kJmol 1; EDRA (PAN)= 26:0
1:7 kJmol 1) and OKE (EOKEA (EAN)= 24:0 kJmol 1; EOKEA (PAN)= 25:5 kJmol 1).107,213
These relatively high EA values, and particularly their similarity, indicate a high degree of
cooperativity between the rotating species and their neighbors. Finally, such cooperativ-
ity is also implied by the similarity of DR and OKE at all T , which suggests that anion
dynamics are slowed down to the time scale of cation reorientation as a result of strong
inter-ionic interactions.
Amplitudes. The amplitudes (intensities) of the -relaxation process in the DR spec-
tra, SDR , of both EAN and PAN arise from the relaxation of the dipolar species present.
In a PIL this includes cooperative ﬂuctuations of the H-bond network, including H-bond
making and breaking. For EAN and PAN, SDR also includes contributions from the ro-
tational and translational motions of EtNH+3 and PrNH
+
3 , which have gas phase dipole
moments, g = 3.86D214 and 6.84D(MOPAC174), respectively, and any ion pairs (IPs) or
larger clusters that have  6= 0 and an appropriate lifetime. The NO 3 ion has no dipole
moment and thus makes no direct contribution to the DR spectrum. The corresponding
OKE amplitude, SOKE , arises from changes in polarizability anisotropy, which as argued
above (Section 3.1.4.2) mainly reﬂects the motions of the NO 3 ion, along with any IPs or
larger clusters containing NO 3 that have the relevant characteristics. Note that, as with all
neat ILs investigated to date,58 there is no evidence in the DR spectra for the existence of
discreet IPs in the present ILs; furthermore, any larger clusters detected by DR and OKE
will not necessarily be identical. Nor is it known a priori what the relative contributions
to S might be due to the ions, IPs and clusters (if present).
In this work, quantitative evaluation of SDR was made via the Cavell equation (Eq. 1.52),115
which relates the amplitude of a relaxation process to the eﬀective dipole moment of the
relaxing species, eﬀ;j. To apply Eq. 1.52 the shape of EtNH+3 and PrNH
+
3 was approx-
bNote that for comparison with the fs-IR relaxation times, the Cole-Davidson relaxation times, DR ,
obtained from the dielectric ﬁt were converted into relaxation times of the  peak maximum, DR;max, using
the equation given in Ref. 209209.
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imated as a prolate ellipsoid (Eq. 1.56). The values of e so obtained decrease linearly
with increasing T (Figure 3.8). Within the likely experimental errors, the e values up
to 45 C agree with those of Weingärtner et al.52, but their values at 65 and 80 C appear
to be outliers. For EAN, e coincides with the apparent dipole moment, app = 4:9D,
of EtNH+3 (Eq. 1.53) predicted by MOPAC,174 consistent with the assumption that SDR
mostly arises from cation reorientation. The value of e for PAN is signiﬁcantly higher
than that for EAN (Figure 3.8) as would be expected from its higher MOPAC-calculated
value (app = 7:9D).c The decrease of e with increasing T contrasts with all imidazolium-
based ILs studied to date, for which e was found to be independent of T 58 (which has
been interpreted as indicating an absence of structural change). The negative values of
de/dT of EAN and possibly PAN (Figure 3.8) therefore imply increasing dipole-dipole
interactions in these PILs at lower T . This is consistent with the formation of higher order
clusters in these ILs and perhaps also with an increasing micro-heterogeneity as proposed
by Hayes et al.188 Whatever the exact nature of the species formed, it is likely that they
are also responsible for the decoupling of viscosity and rotational motions (Section 3.1.4.2).
The fact that "s(PAN)< "s(EAN) despite having a larger value of e can be reasonably
ascribed to the lower dipole density in PAN.
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Figure 3.8: Eﬀective dipole moment, e , of the  process as a function of temperature:
this work, EAN () and PAN ( ) and literature values for EAN (4).52 Solid lines (—)
represent linear ﬁts of the present data.
cThe diﬀerence between e and app of PAN can be explained by the fact that in liquid phase the pivot
does not necessarily coincide with the center of gravity but more likely with the center of hydrodynamic
stress;117 the higher ﬂexibility of PrNH+3 may also play a role.
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3.1.5 Discussion of “fast” dynamicsd
3.1.5.1 EAN
The observed intensity of the broadband DR and OKE spectra of ILs in the frequency
range 0:1 < =THz < 13 (ca. 3 to 400 cm 1) mostly arises from librations and intermolec-
ular vibrations.36,215–217 For protic ILs, low energy intramolecular vibrations and proton
transfers may also contribute. Because of the strong inter-ionic interactions in PILs and the
extensive coupling and overlapping of rotational, vibrational and translational modes,205
unambiguous deconvolution and assignment of modes is diﬃcult as discussed above (Sec-
tion 3.1.3.2). Nevertheless, the diﬀerent “selection rules” for OKE, sensitive to ﬂuctuations
of the polarizability anisotropy, and DRS, probing dipole ﬂuctuations, means that a combi-
nation of OKE and DR spectroscopy can provide some valuable insights into the dynamics
of PILs.
Based on their FIR absorption measurements, Fumino et al.64 assigned contributions in the
50 to 400 cm 1 range to intermolecular H-bond bending and stretching (Table 3.6), drawing
particular attention to their similarity to those observed for water.217,218 However, in addi-
tion to such vibrations, intensity in this region must also reﬂect the librational motions of
NO 3 and EtNH
+
3 . The contributions of these motions to the OKE and DR spectra can be
estimated using the free-rotator approximation of Bartoli.219 This model predicts that be-
cause of their moments of inertia (EtNH+3 : IB = 100:610 47 kgm2, IC = 114:410 47 kgm2;
NO 3 : IA = IB = 61:9 10 47 kgm2)174 the libration frequencies of NO 3 and EtNH+3 should
be reduced by factors of 7 and 9, respectively, compared to water. Using the value
of 680 cm 1 for the libration mode of water220 and assuming for simplicity that the
same mean-square torque is acting, values of 2.9THz (97 cm 1) for NO 3 and 2.3THz
(76 cm 1) for EtNH+3 are obtained. It is therefore essential to consider possible librational
contributions to the FIR band assignments.
Table 3.6: Comparison for EAN of the resonance frequencies, 0 / cm 1, of the present
OKE and DR modes, DHO1, G1, G2, G02, G3 (intermolecular) and DHO2 (intramolecular)
at 65 C with the FIR absorption modes reported at 80 C by Fumino et al.64
Mode OKE0 DR0 
FIR;
0
64 Assignment of Fumino et al.64
DHO1 49.4 49.4 –z –z
G1 68.4 68.4 60 (HBs): H-bond bending
G2 – 149.1 132 s(HBs): symmetric H-bond stretching
G02 166.1 – –
G3 – 184.8 199 as(HBs): asymmetric H-bond stretching
DHO2 263.3 263.3 265.2 ethyl group torsion
 Fixed to that of the OKE ﬁt; z Not detected
dArbitrarily deﬁned here as corresponding to  & 100GHz, which includes the “intermediate” frequency
region.
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Figure 3.9: Fit parameters for the high-frequency resonance processes of EAN as a func-
tion of temperature: (a) amplitudes, Sj, (b) damping constants, j, and (c) resonance
frequencies, 0;j, of DHO1 (), G1 (N), G2 (4) and G3 () modes for the DR spectra; (d)
Sj, (e) j, and (f) 0;j, of DHO1 (), G1 (N), G02 () modes for the OKE spectra. Solid
lines represent linear regressions.
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OKE ﬁts. As discussed above, the high-frequency parts of the OKE spectra for EAN
were best ﬁtted by a model consisting of a damped harmonic oscillator, DHO1 ( 1:5THz),
two Gaussians, G1 ( 2THz) and G02 ( 5THz), plus an additional mode (DHO2; 7.9THz)
that accounted for the small peak in the OKE spectra, which also shows up in the DR
spectra as a shoulder and is associated with the ethyl-group torsion (Table 3.6).64
Figures 3.9 d,e,f display the temperature-dependent amplitudes, bandwidths and resonance
frequencies of the proposed high frequency processes. The amplitudes are only weakly af-
fected by T : SG20 and SG1 increase slightly, while SDHO1 is more or less constant over the
investigated range. On the other hand, the damping constants diﬀer in their temperature
dependence: G1 and G20 increase with increasing T (with a larger slope for the latter),
whereas DHO1 is approximately constant. The resonance frequencies of all processes de-
crease with increasing T . For librations this decrease is generally explained by the general
increase in molecular motions, and the weakening of the surrounding cage as the density
decreases. However, these same factors also lower the force constants of intermolecular
vibrations, such as H-bond bending or stretching, which in turn lowers 0 as T increases.
It is therefore not possible to use these observations to determine whether these modes are
librations or vibrations.
The resonance frequency (Table 3.6) of the G1 mode in OKE (68.4 cm 1 at 338K) is com-
patible with the FIR mode at  60 cm 1 at 353K, assigned by Fumino et al.64 to H-bond
bending. However, the present OKE measurements indicate that this mode mainly arises
from librational motions of the nitrate anion. The justiﬁcations for this statement are as
follows. First, OKE is primarily sensitive to rotational motions and thus would not be
expected to detect H-bond bending.162,221 Second, the OKE spectra of all liquids show a
pronounced librational peak in this frequency range, independent of the presence or absence
of H-bonds.215,216,222,223 Finally, the small increase in SG1 with increasing T is expected for
librational motions, due to increasing thermal motions, whereas for vibrations, amplitudes
usually decrease.
It can be speculated that G02 in the OKE spectra is related to cation motions as SG20 < SG1
(Figure 3.5a), consistent with the polarizability anisotropies of NO 3 and EtNH
+
3 . The fre-
quency of G02 in the OKE spectra lies between those of the G2 and G3 modes in the DR
spectra, which suggests that G02 is a composite mode that can be resolved in the DR but
not in the OKE spectra. Furthermore, the slight increase in SG20 with increasing T implies
that the librational portion (as discussed later) predominates in G02, consistent with the
fact that OKE is mainly sensitive to rotational motions.
DRS ﬁts. As described in Section 3.1.3.2 the high-frequency part of the DR spectra of
EAN was ﬁtted by a model consisting of a damped harmonic oscillator, DHO1 ( 1:5THz),
three Gaussians, G1 ( 2:0THz), G2 ( 4:5THz), and G3 ( 5:6THz) plus an additional
mode (DHO2; 7.9THz) that is associated with the intramolecular torsion of the ethyl group
of EtNH+3 (Table 3.6).64
It is reiterated here (see also Section 3.1.3.2) that this is not the only possible model
that can describe the observed DR spectra. This uncertainty is due in part to strongly
overlapping contributions from coupled multiple-particle interactions and also because of
signiﬁcant experimental limitations particularly in the low-THz range. Thus although the
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present model provided the best description of the DR spectra at low (. 50GHz) and
very high frequencies (& 500GHz), it underestimates the experimental intensities at the
intermediate frequencies (Figure 3.5). Nevertheless, as argued above inclusion of further
processes, e.g. a constant loss term107 or an additional Debye function at  2 ps, yielded
no improvement in the ﬁts. It seems likely that systematic experimental errors are mostly
responsible for these deviations. Fortunately, the imperfectly-ﬁtted intermediate frequency
range is well separated from the high frequency ( > 1THz) region, which is of special
interest because of what it may reveal about the similarities (or otherwise) of EAN and
water.64,217,220
All the ﬁt parameters for the modes in this region of the dielectric spectra of EAN and
PAN show reasonably smooth trends with temperature (Figures 3.9 a,b,c). As for the OKE
ﬁts (Figures 3.9 d,e,f), the resonance frequencies decrease slightly with increasing T for all
modes. But again this trend does not distinguish between librational and vibrational con-
tributions because, as observed for water,224,225 0 of H-bond stretching also decreases with
increasing T . On the other hand, the corresponding amplitudes diﬀer in their temperature
dependence: SG1 and SG3 increase with increasing T , whereas SDHO1 and SG2 decrease.
This must mean that all of the Gaussian modes cannot be due to intermolecular H-bond
vibrations, as proposed by Fumino et al.,64 since all Gaussian modes would be expected to
decrease with increasing T as H-bonds are weakened or broken.
Whilst G1 in OKE can be conﬁdently assigned to nitrate libration, its relatively weak
equivalent in DRS could be related to the collision-induced part of this mode: ﬁrst be-
cause DRG1  OKEG1 and secondly because SG1 increases with T , as one would expect for an
interaction-induced contribution (and a libration) because of the increasing collision rate
due to increasing thermal motions. For H-bond vibrations the opposite trend is expected
because of the decreasing density and H-bond disruption. A similar situation is found for
G3: as its amplitude increases with increasing T , it is reasonable to associate it with cation
librations.226
Contrary to SG1 and SG3, the magnitude of SG2 decreases with increasing T . Such a trend is
compatible with H-bond vibrations, as observed for water.64,226 If so, G2 can be attributed
to H-bond stretching, which is more energetic than H-bond bending. This would mean
that H-bond bending (if such a contribution exists) might be a possible origin of the DHO1
mode. Such an assignment is compatible with that of Fumino et al.64 and is supported by
the decreasing amplitude of DHO1 with increasing T . It should be noted, however, that
DHO1 may also include a contribution from the CL term.
3.1.5.2 Deuterated EAN
The H atoms bound to the ammonium group of EAN were  91% replaced by deuterium
atoms, which corresponds to an average composition of [EtND2:7H0:3]+ which, for conve-
nience, will referred to as d3-EAN. Due to time and material constraints, DR and OKE
spectra of d3-EAN were recorded only at 25 C. Both spectra were found to be ﬁtted sat-
isfactorily with the same models used for EAN (Section 3.1.3.2).
The OKE spectrum of d3-EAN and its overall ﬁt are compared to that of EAN in Figure
3.10 a. The two spectra match almost perfectly, showing no isotopic shift (IS) and provid-
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Figure 3.10: (a) OKE and (b) DR spectra of EAN (gray solid lines) and d3-EAN () with
its total ﬁt (dashed lines) at 25 C.
ing nearly identical ﬁt parameters (Table 3.3). Although the calculated IS for a H-bond
vibration ( 2%, see below) is at the present detection limit, the close similarity of the
OKE spectra of EAN and d3-EAN is compatible with the assignment of G1 to nitrate libra-
tion. However, it must be noted that almost no ISs were observed for H-bond vibrations
in water220 so the absence of a detectable IS for G1(EAN) is not deﬁnitive. The situation
is diﬀerent for the dielectric spectrum. Figure 3.11 compares the relative absorption spec-
trum, rel(),e of d3-EAN at 25 C with that of EAN at 25 C (present work) and 80 C.64
Comparison of the present FIR spectrum of EAN with that of Fumino et al.64 reveals
qualitative agreement, but also shows that accurate low-frequency data ( < 100 cm 1)
are critical, as rel() of the latter64 appears to be considerably overestimated in this fre-
quency range.
A strong IS is observed for the pronounced resonance at  420 cm 1, associated with the in-
tramolecular bending motion of the cation,64 which is shifted to  380 cm 1 by deuteration.
A smaller but still signiﬁcant IS is also observed for the peak at  200 cm 1, which corre-
sponds to the peak in "00() at  5:5THz (Figure 3.10b). If G2 is due to H-bond stretching
and G3 to cation librations (as proposed in Section 3.1.5.1) the eﬀects of deuteration should
be diﬀerent. For H-bond stretching an IS of (EAN=d3EAN)1=2 = 0:982, where  is the re-
duced mass, would be expected in the gas-phase. For librations, IS = (IEA+=Id3EA+)1=2
eThe relative absorption spectra, rel() for d3-EAN and EAN were obtained from the broadband DR
spectra (0:2 . =GHz . 10000) using Eqs. 1.29 and 1.25, after subtraction of S from the total intensity.
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Figure 3.11: FIR absorption spectra as rel(), of EAN (dotted line) and d3-EAN (dashed
line) at 25 C (this work) and of EAN at 80 C (full line).64
should be 0.938 or 0.944 (depending on the axis of EtNH+3 ), where I is the moment of
inertia. The relevant moments of inertia determined by MOPAC2009174 for EAN and
d3-EAN (assuming rigid molecules) are IB = 100:6035  10 47 kgm2 & IC = 114:4250 
10 47 kgm2 and IB = 114:3995  10 47 kgm2 & IC = 128:4374  10 47 kgm2, respec-
tively.f The experimental ratios of the resonance frequencies are d3EAN0;G2 =EAN0;G2 = 0:989 and
d3EAN0;G3 =
EAN
0;G3 = 0:923. These values diﬀer signiﬁcantly from each other and, more impor-
tantly, are gratifyingly close to the values of 0.982 predicted for H-bond stretching (G2)
and 0.938/0.944 for cation libration (G3). These assignments are also consistent with the
the temperature dependences of SG2 and SG3.
3.1.5.3 PAN
The high-frequency region of the DR spectra of PAN was ﬁtted with the same model as that
derived for EAN (Section 3.1.3.2): a damped harmonic oscillator, DHO1 (at  1:6THz),
three Gaussians, G1 ( 2:0THz), G2 ( 4:8THz), and G3 ( 6:5THz) plus an additional
mode (DHO2 at 9.0THz) associated with the intramolecular torsion of the propyl chain of
PrNH+3 with respect to the NH
+
3 group and includes the intramolecular bending vibration
of the propyl chain.64,65
It is not surprising (given their similar chemical structures) that the model used to de-
scribe the DR spectra of EAN should also be applicable to PAN. Conversely, this provides
circumstantial evidence for the reasonableness of the EAN model. For example, the some-
fIndices ’B’ and ’C’ denote the principle axes of inertia perpendicular to the dipole vector.
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what ad hoc introduction (Section 3.1.5.1) of an additional Gaussian (G3) centered at
 6GHz to best describe the DR spectrum of EAN at high frequencies, is supported by
the clear-cut presence of a shoulder at  7THz in the DR spectrum of PAN in addition
to the pronounced peak at  5THz described by G2 (Figures 3.4 and 3.6). This provides
strong support for more than one mode being responsible for the observed intensity in this
region, consistent with the published FIR spectra.64,65
The amplitudes of the DHO1, G1, G2 and G3 modes for PAN are plotted in Figure 3.12a.
For all Sj, the eﬀect of T was the same as for EAN,g thus supporting the present mode as-
signment. The resonance frequencies 0;G1, 0;G2 and 0;G3 of PAN decrease with increasing
T (Figure 3.12b) as observed for EAN (Figure 3.9c) with the partial exception of 0;G1. It
is observed that 0;G3 diﬀers signiﬁcantly (by  0:8THz) between PAN and EAN, whereas
0;G2 is almost the same (compare Figures 3.9c and 3.12b). Again such a diﬀerence is
consistent with the assignment of G2 and G3 to diﬀerent molecular-level processes.h
The present model provides a consistent description of the fast dynamics of EAN and
PAN. In particular, it shows that the observed DR and OKE intensities at high frequencies
( & 50 cm 1) cannot be due to H-bond vibrations alone as has been proposed on the basis
of FIR measurements.64,65 Rather, there are also signiﬁcant additional contributions from
anion and cation librations (the G1 and G3 modes). In this context, further experimental
studies using improved instrumentation and more sophisticated computer simulations will
be required to more fully comprehend the complex dynamical behavior of PILs.
3.1.5.4 Intermediate frequency range
MD simulations and further experimental studies are especially required to increase our
understanding of the dynamics of PILs in the intermediate frequency range. Both the DR
and OKE spectra of EAN and PAN, like those observed for other ILs,36,56 show a ﬁnite
but featureless intensity over the approximate frequency range 0.05 . /THz . 1. This
intensity reﬂects the strong coupling and/or overlap of the potentially numerous rotational
and translational modes expected to occur in this region. For PILs such as EAN and PAN,
fast proton transfers may also occur on this timescale. The combination of these factors
makes a deﬁnitive separation and identiﬁcation of the contributing processes impractica-
ble at present. Accordingly, in the OKE spectrum of EAN the intensity at intermediate
frequencies was described by a large-amplitude constant-loss term with amplitude, SCL,
which substitutes for all the possible contributions. In contrast, in the DR spectrum of
EAN and PAN, where this intensity is considerably smaller, it was more appropriate to
subsume it in the CDi and DHO1 amplitudes.
For supercooled liquids, contributions on this time scale have been referred to as -
relaxations by Johari and Goldstein.227,228 Although speciﬁc contributions to the -relaxation
gExcept perhaps SG1, which increases with increasing T for EAN (Figure 3.9a, N) but is almost
constant for PAN (Figure 3.12a, N). However, this diﬀerence may result from the considerable scatter in
the THz-TDS data (Figure 3.4) and the absence of OKE data to ﬁx 0;G1.
hNote, however, that the harmonic oscillator model would predict 0;G3(EAN)> 0;G3(PAN), opposite
to the present results. This possibly reﬂects the eﬀects of the greater length (size) and ﬂexibility of the
propyl chain on the librational cage. In contrast G2, assigned here to H-bond stretching, would be expected
to be less aﬀected when Et is replaced by Pr, because of its translational character.
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Figure 3.12: (a) Amplitudes, Sj, and (b) resonance frequencies, 0;j, of the high-frequency
resonance processes DHO1 (), G1 (N), G2 (4) and G3 () obtained from the ﬁt of the
DR spectra of PAN as a function of temperature. Solid lines are linear regressions.
are unknown, it seems likely that they originate, at least in part, from the motions of mo-
bile clusters in an almost frozen environment, as proposed for glass-forming systems.229–231
Such motions are at least notionally comparable with the “cage rattling” translational mo-
tions suggested for imidazolium-based ILs in the same spectral region.163
An additional contribution might be analogous to the “frame tumbling” proposed for wa-
ter.211 In contrast to librations this motion involves H-bond exchange and can be seen as
a preliminary (faster) stage of the H-bond making and breaking associated with the  re-
laxation. Support for the presence of such a process in EAN comes from a MD simulation
of the closely related methylammonium nitrate (MAN).232 This simulation predicts that
H-bond making and breaking takes place within  0:5ps while proton hopping happens
within  3ps. Both processes are potential candidates for the observed intensity in the
intermediate frequency range.
3.1.6 Conclusions
The combination of broadband DR and OKE spectroscopy covering the exceptionally wide
frequency range of 0:1 . =GHz . 10 000 and (for most measurements) a temperature
range of 5  #= C  65 has provided detailed insights into the dynamics of the archetypal
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protic ionic liquid EAN and its congener PAN.
At lower frequencies ( . 100GHz) the -relaxation in the DR and OKE spectra for EAN
and PAN could reasonably be assigned to the reorientation of the cations and the anions,
respectively. A high degree of cooperativity in these motions was evident from the observed
departures of the relaxation times from SED behavior and the similarities of the activation
energies, EOKEA and EDRA . This is consistent with the presence of strong and directed
inter-ionic interactions undoubtedly associated with strong H-bonding between the anions
and cations. Moreover, comparison of DR for EAN with those of fs-IR spectroscopy208
indicated that the relaxation mechanism of the ions is not diﬀusive, but instead occurs
through large-angle jump reorientations, with the jump angle being consistent with the
pseudo-tetrahedral geometry of the alkylammonium ion. This suggests that in addition
to the expected coulombic interactions, H-bonding between EtNH+3 and NO
 
3 plays an
important role in determining the molecular dynamics of EAN. The negative temperature-
dependence of e for EAN and PAN, also supports the picture of PIL relaxations as being
highly cooperative.
Whilst the origins of the featureless intensity in the intermediate frequency region (0:05 .
/THz . 1) remain unclear, detailed insights into the high-frequency dynamics could be
obtained. Analysis of the DR and OKE spectra of EAN supplemented by the DR spectra of
PAN as a function of temperature and OKE and DR spectra of d3-EAN at 25 C indicated
that in the frequency range 1 . =THz . 10, intermolecular (i.e., inter-ionic) H-bond
vibrations (bending and stretching) overlap with anion and cation librations (Table 3.7).
These results in part conﬁrm the assignments of various features in the FIR spectrum by
Fumino et al.64 (Table 3.6) but also show that ion librations contribute signiﬁcantly to that
spectrum. The present assignments are broadly supported by the isotopic shifts observed
in the FIR spectrum of d3-EAN.
Table 3.7: Present assignment of the resonance modes, DHO1, G1, G2, G3 and DHO2 for
the DR spectra of EAN and PAN and the OKE spectra of EAN.
Mode Assignment
DHO1 Intermolecular H-bond bending
G1 NO 3 librations
G2 Intermolecular H-bond stretching
G3 RNH+3 librations
DHO2 64 Alkyl torsion (+ propyl bending for PAN)
While much has been learnt from the present investigation, further experimental studies
using improved equipment and more sophisticated MD simulations that can quantitatively
reproduce the DR and OKE spectra will be required for a fuller understanding of the
dynamics of typical PILs such as EAN.
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3.2 1-Methylimidazolium-based Protic ILs
Parts of the dielectric measurements presented in this section were performed by M. Sc. Hi-
royuki Doi (Niigata University, Niigata, Japan) during his research visit in our laboratories
in Regensburg.
3.2.1 Introduction
In the previous Section 3.1 the dynamics of the paradigmatic protic ILs, EAN and PAN,
were studied in detail. Both EAN and PAN are formed by an essentially complete proton
transfer between their parent acids and bases, both of which exhibit conductive behavior
similar to aprotic ILs. Thus (based on the large pKa value of their “parents”) they can
be considered as “good ionic liquids” according to the classiﬁcation proposed by Angell
et al.4,233 In contrast, ILs formed from weak acids and bases (small pKa) belong to the
class of “poor ionic liquids” and typically show a lower electrical conductivity. Apart from
the electrical conductivity, other physicochemical properties such as viscosity and vapor
pressure are also determined by the degree of proton transfer (pKa),182,234,235 which there-
fore represents an important parameter for designing PILs with speciﬁc properties.24,181,183
Thus, knowledge of the conditions that inﬂuence the degree of proton transfer is essential,
particularly with regard to technical applications in fuel cells.233,236–238
Recently, an equimolar mixture of the dipolar liquid N -methylimidazole (C1Im) and acetic
acid (HOAc) was studied as a model system by our collaborators (Prof. Dr. Y. Umebayashi
et al. from Niigata University, Niigata, Japan) using Raman spectroscopy and quantum
mechanical calculations.79 With respect to pKa, [C1Im][HOAc] can be assigned to the
group of “poor” ILs and in fact, it was demonstrated that neutral species (i.e. the parent
acid and base) are predominant in this mixture.79 This implies that the equilibrium lies to
the left side:a
Ka
C1Im + HOAc
 C1ImH+ +OAc  (3.3)
However, it was observed that despite the vanishing amount of ionic species, [C1Im][HOAc]
exhibits a considerable electrical conductivity,181 which even exceeds the “ideal line” in the
Walden plot.79 Proton conduction was held responsible for that and it was suggested that
such liquids be referred to as pseudo-protic ILs.79
In this work, dielectric relaxation spectroscopy (DRS) is used to extend the work of
Doi et al.,79 on 1-methylimidazolium PILs by investigating their dynamics and as the
only technique available to directly determine their dielectric constants.57 The overall
aims of this study were to understand the inﬂuence of proton transfer and tempera-
ture on the dynamics of PILs. In addition to [C1Im][HOAc], dielectric spectra were
also measured for neat C1Im and PILs consisting of C1Im and stronger acids such as
diﬂuoroacetic acid (HDFA, CF2HCOOH), triﬂuoroacetic acid (HTFA, CF3COOH) and
bis(triﬂuoromethanesulfonyl)amine (HTFSA, HN(SO2CF3)2), which are known to be com-
pletely dissociated when mixed 1:1 with C1Im.78 It is shown that the dynamics of
aFor convenience this equilibrium will be characterized by the equilibrium constant Ka.
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[C1Im][HOAc] resemble those of conventional mixtures of organic solvents, whereas those
of [C1Im][DFA], [C1Im][TFA] and [C1Im][TFSA] show typical characteristics of aprotic and
protic ILs. Analysis of the dielectric amplitudes of [C1Im][HOAc] enabled protonation ratio
to be determined as a function of temperature, which in turn allowed calculation of the
pKa of [C1Im][HOAc]. Moreover, it was possible to estimate the amount of acetic acid
monomers present in [C1Im][HOAc] from the dielectric amplitude.
3.2.2 Data acquisition and processing
3.2.2.1 Materials and physical properties
Materials were prepared and provided by the group of Prof. Dr. Y. Umebayashi (Niigata
University, Niigata, Japan) as described in Section 2.1.
Densities, viscosities and electrical conductivities, which are required to analyze the dielec-
tric data were taken from Ref. 7979 and were interpolated if necessary.b
3.2.2.2 Dielectric Spectroscopy
The dielectric spectra of [C1ImH][DFA], [C1ImH][TFA] and [C1ImH][TFSA] were recorded
at 65 C in the frequency range 0:2  =GHz  50 only, due to their high melting points.
Those of [C1Im][HOAc] were measured between 5 to 65 C in 10 C steps in the range of
0:2  =GHz  89. For comparison the spectrum of neat C1Im was measured at 25 C
over the same frequency range. Open-ended coaxial probes and transmission A-Band
cell connected to the VNA (Section 2.2.2) and the E-band interferometer (Section 2.2.1)
were used. For Padé-calibration (Eq. 2.17) of the VNA data DMA, BN and 1-BuOH were
used. As described in Section 2.4 raw dielectric spectra were corrected for conductivity
contribution (Eq. 1.22) by subtraction of the experimental dc conductivity, . During
ﬁtting  was treated as an additional parameter and diﬀered from the experimental value
by  13% on average.
Molecular-level information from DR spectra is obtained by describing the experimental
data with appropriate relaxation models based on Eq. 1.34 (Section 1.2). The spectra
were ﬁtted as described in Section 2.4 testing all reasonable combinations of HN, CD, CC
and D equations up to n = 4. Possible models were assessed by their 2r values and the
smooth temperature dependence of the optimized parameters. For all studied samples the
parameters so derived are summarized in Table 3.8.
3.2.3 Results
Neat C1Im. The dielectric spectrum of neat C1Im at 25 C (Figure 3.13) was best de-
scribed by a sum of a Cole-Cole (CC) and a Debye equation (D) (Table 3.8). The CC
bNote that densities of [C1ImH][TFA] and [C1ImH][TFSA] and viscosities of [C1ImH][DFA],
[C1ImH][TFA] and [C1ImH][TFSA] were only available at 70 C.239 Nevertheless, these values can be
promptly used to analyze the dielectric spectra at 65 C, as the uncertainties of the dielectric measure-
ments exceed those of the so introduced error.
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Table 3.8: Dielectric ﬁt parameters of [C1Im][HOAc] as a function of T , of neat C1Im at
25 C and of [C1ImH][DFA], [C1ImH][TFA] and [C1ImH][TFSA] at 65 C: static permittiv-
ity, "s, amplitudes, Sj, relaxation times, j, width parameter 1 and 1, high frequency
limit of "0, "1, and reduced error function, 2r .a
T "s S1 (1)b 1 S2 2 S3 3 "1 2r  104
C1Im 298.15 36.2 30.9 0.007 28.3 1.80 3.32 — — 3.51 245
[C1Im][HOAc] 278.15 31.8 24.9 0.631 882 1.84 42.7 0.94 2.40 4.18 99
288.15 32.9 24.4 0.713 594 2.97 34.5 1.28 2.32 4.23 223
298.15 31.7 23.8 0.734 416 2.50 28.0 1.48 2.55 3.95 78
308.15 30.0 20.6 0.827 273 3.65 25.6 1.59 2.34 4.16 284
318.15 27.9 18.9 0.831 230 3.21 24.0 1.87 2.40 3.91 182
328.15 28.9 18.7 0.879 171 4.44 18.2 1.57 2.40 4.20 103
338.15 27.1 17.1 0.899 130 4.21 14.9 1.68 2.72 4.11 257
[C1ImH][DFA] 338.15 16.2 3.97 0.022 83.0 4.31 24.16 3.03 3.87 4.90 53
[C1ImH][TFA] 338.15 12.5 3.36 0.045 82.4 2.70 25.01 2.54 3.28 3.88 66
[C1ImH][TFSA] 338.15 15.0 6.39 0.094 121 3.09 22.46 1.82 2.82 3.74 50
a Units: T in K, j in ps; b Corresponds to Cole-Davidson parameter, 1, for [C1Im][HOAc]
at all temperatures;
process, centered at  5GHz, can be reasonably ascribed to the rotational diﬀusion of indi-
vidual C1Im molecules, as it has been observed for neat DMA and N ,N -dimethylformamide
(DMF).148,240 In contrast, an unambiguous assignment of the D mode is not straightfor-
ward. Due to the oblate shape of the C1Im molecule its moment of inertia, I, is anisotropic
(with Ix < Iy  Iz) and thus reorientations around diﬀerent principle axes could be a pos-
sible scenario similar to what has been suggested for DMF by NMR measurements.148,241
As the major component of the dipole vector, ~, is directed along Ix large-amplitude con-
tributions should arise from rotations of ~ around y- and z-axes. As Iy and Iz are larger
than Ix by factors of  2:5 and  3:5 (MOPAC174), respectively, rotations of ~ around
y- and z-axes should have larger relaxation times than around the x-axis. This would
be consistent with the observed amplitude and relaxation times of the present CC and D
modes, as S1 > S2 and 1 > 2 (Table 3.8). However apart from that, the D mode could
also incorporate motions arising from inertial eﬀects, as eventually concluded for DMF and
DMA148 and/or with internal reorientations that lead to changes of the permanent dipole
moment, as observed for propylene carbonate and butylene carbonate.240
[C1Im][HOAc]. The dielectric spectrum of [C1Im][HOAc] measured in the temperature
range of 5  #=C  65 (Figure 3.14) is dominated by a pronounced relaxation peak at
 1GHz. This process, which in case of ILs is often referred to as -relaxation, shifts to
higher frequencies with increasing T , indicating an acceleration of the underlying dynamics
consistent with decreasing viscosity.79 Extrapolation of "0 to  ! 0 permits estimation
of the static permittivity, "s, although the accuracy of this determination is limited by
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Figure 3.13: Dielectric permittivity, "0, and loss, "00, spectrum () of neat C1Im at 25 C
with total ﬁt (—) and individual functions of the CC+D model (shaded areas).
the poorly deﬁned low-frequency plateau of "0 (Figure 3.14a). It is observed that "s of
[C1Im][HOAc] is considerably larger than that of many aprotic ILs,55,58 for which "s < 20
typically but comparable with those of protic ILs like EAN and PAN (Section 3.1). Likewise
the temperature coeﬃcient d"s/dT=–0.09K 1 is of similar magnitude as that of PILs
(d"s/dT=–0.13K 1 (EAN) and –0.09K 1 (PAN)) and H-bonded molecular liquids such
as alcohols, where they are ascribed to a partial break-up of their H-bond networks with
increasing T .242
At all T , the spectrum of [C1Im][HOAc] is best modelled by a sum of a Cole-Davidson mode
(CD; at  0:7GHz) and two Debye functions (D1 and D2; at  6GHz and  50GHz,
respectively) (Figure 3.15 and Table 3.8). Given that the proton transfer from HOAc
to C1Im is rather incomplete, as suggested by Raman measurements,79 the CD process
can be mainly assigned to the reorientation of neutral C1Im molecules and (to a much
smaller extent) C1ImH+ ions.c The D1 mode of [C1Im][HOAc] can be associated with
reorientations of HOAc and OAc  monomers, although it is well-known from experimental
and theoretical studies that the liquid structure of pure acetic acid mainly consists of
chain-like clusters,243,244 and that in binary mixtures with organic solvents oligomeric and
dimeric species are present in addition to HOAc monomers.234,244,245 However, as shown
in Section 3.2.4.2, the amplitude of the D1 process, S2, can only be reasonably evaluated
when assuming an equilibrium of HOAc monomers and cyclic dimers.
cNote that the D mode present in neat C1Im is most likely subsumed in the high frequency wing of
the CD mode of [C1Im][HOAc].
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Figure 3.14: (a) Dielectric permittivity, "0, and (b) loss, "00, spectra () of [C1Im][HOAc]
from 5 to 65 C in 10 C steps with total ﬁt (—). Only spectra at 5 and 65 C are displayed
for visual clarity.
[C1ImH][DFA], [C1ImH][TFA] and [C1ImH][TFSA]. The overall shape of the di-
electric spectra of [C1ImH][DFA], [C1ImH][TFA] and [C1ImH][TFSA] is similar to that of
[C1Im][HOAc]. The striking diﬀerence, however, is their signiﬁcantly lower "s compared to
[C1Im][HOAc] (Figure 3.15). Furthermore, the peak maximum of "00() of [C1ImH][DFA],
[C1ImH][TFA] and [C1ImH][TFSA] is centered at considerably higher frequencies than that
of [C1Im][HOAc], despite their signiﬁcantly higher viscosities (Table 3.9).
The spectra of [C1ImH][DFA], [C1ImH][TFA] and [C1ImH][TFSA] were best described by a
sum of a CC function centered at  2GHz and two Debye equations (D1 & D2) at  7GHz
and  50GHz, respectively (Table 3.8).
For 1-alkyl-3-methylimidazolium ILs, the low frequency process is associated with the re-
orientation of imidazolium-based cations, which was found to occur in a jump-like fashion,
rather than through rotational diﬀusion.36,58,213 It seems likely that this is also the case for
the CC process of [C1ImH][DFA], [C1ImH][TFA] and [C1ImH][TFSA], as these mixtures
can be readily considered as typical RTILs, with respect to their high protonation ratio
reported by Kanzaki et al.78
It was found that dielectric spectra of ILs composed of dipolar anions show an addi-
tional mode speciﬁc for anion relaxation, which is typically centered at higher frequen-
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Figure 3.15: Dielectric spectra () of (a) [C1Im][HOAc], (b) [C1ImH][DFA], (c)
[C1ImH][TFA] and (d) [C1ImH][TFSA] at 65 C total ﬁt (—) and contributing modes
(shaded areas).
cies than the cation relaxation process.47 Thus, the D1 mode of the present spectra of
[C1ImH][DFA], [C1ImH][TFA] and [C1ImH][TFSA] can be reasonably assigned to contri-
butions from DFA , TFA  and TFSA  as all of these anions possess permanent dipole
moments (Section 3.2.4.2). However, it should be noted that particularly for ILs rotations
of anions and cations are strongly coupled and their contributions overlap and that trans-
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lational motions may contribute on a similar time scale as rotations.45 Thus, although such
empirical decompositions have provided reasonable descriptions of dielectric spectra of ILs,
they cannot be considered as “proven”.
The D2 mode present in all studied mixtures is centered at the upper frequency limit of the
present spectra ( 50GHz) and thus, can be reasonably interpreted as a composite that
subsumes all processes taking place in the THz-range such as “cage-rattling”, intermolecular
vibrations and librations.36,58,107 As such processes cannot directly be captured by the
instrumentation used here, a detailed interpretation of D2 is impossible.
3.2.4 Discussion
3.2.4.1 Relaxation times
Stokes-Einstein-Debye approach. The Stokes-Einstein-Debye (SED) model121
(Eq. 1.63) relates the rotational correlation time,  0j, of process j with the solution vis-
cosity, . In the present analysis macroscopic relaxation times, j, obtained from the
dielectric ﬁt (Table 3.8) were converted into microscopic rotational correlation times,  0j,
via the Powles-Glarum equation (Eqs. 1.71 and 1.72).125 Although this theory is strictly
speaking only valid on a macroscopic level, it has provided valuable insights into molecular-
level dynamics,57,85 including those of complex liquids like ILs.58,107 The eﬀective volume
of rotation, Ve(= Vmf?C), deﬁned by the product of the molecular volume, Vm,246 shape
factor, f?, and friction coeﬃcient, C, can be obtained from the slope of a SED plot
(j = f()). The frictional conditions of the relaxing particle generally adopts values be-
tween slip (Cslip = 1   f 2=3) and stick (Cstick = 1) boundary conditions. Figure 3.16
shows the SED plots of  01 and  02 of [C1Im][HOAc]. The corresponding Ve;1 and Ve;2
of [C1Im][HOAc] were obtained from the slopes. For [C1ImH][DFA], [C1ImH][TFA] and
[C1ImH][TFSA] Ve;j was calculated at 65 C and for neat C1Im at 25 C using Eq. 1.63.
The shape factors, f?, of the dipolar species were calculated on the basis of the axial
ratios obtained from their MOPAC-calculated optimized geometries using Eqs. 1.65 and
1.64.122,123 Approximating C1Im, C1ImH+, HOAc, DFA  and TFA  as oblate, and TFSA 
as prolate, ellipsoids, Cexp;j = Ve=Vmf?, were obtained (Table 3.9).
For the ﬁrst process (j = 1), Cexp;1 of [C1Im][HOAc] is found to be  3:5 times higher
than that of neat C1Im and even  6 times higher than those of the other ILs (Table 3.9).
This indicates that the rotational friction acting on C1Im in [C1Im][HOAc] is strongly en-
hanced with respect to neat C1Im, which can be reasonably explained by the existence of
H-bonds between C1Im and HOAc. Because the linear relation of Eq. 1.63 is obeyed and
such large values of Cexp are very uncommon for ILs,58,107 this suggests that relaxation of
C1Im molecules in [C1Im][HOAc] is through rotational diﬀusion typical for conventional
mixtures of organic solvents, rather than for ILs. This is consistent with the results from
Raman spectroscopy that neutral species predominate in [C1Im][HOAc].79
In this picture, the small Cexp;1 values of [C1ImH][DFA], [C1ImH][TFA] and [C1ImH][TFSA]
suggest a less hindered rotation of the cation dipole than in neat C1Im. This seems
unrealistic given that the essentially complete proton transfer in all these mixtures247
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Figure 3.16: SED plot of rotational correlation times  01 () and  02 (N) of [C1Im][HOAc].
Solid lines represent linear regressions (Eq. 1.63).
induces coulombic interactions, which strongly enhance the friction between the relax-
ing particles and their environment.248,249 As a result of such strong interionic interac-
tions, ion relaxation in aprotic and protic ILs has been shown to occur through a jump
mechanism.36,44,208,213,249 Among other things, this manifests itself as an extraordinarily
small friction coeﬃcient; even sub-slip behavior is occasionally observed.58 Although the
latter is not the case here (Cslip = 0:056) the small value of Cexp;1 of [C1ImH][DFA],
[C1ImH][TFA] and [C1ImH][TFSA] compared to that of neat C1Im indicates dynamical
behavior along the lines of ILs. Whether the mechanism is indeed through large-angle
jumps as observed for other ILs36,208 cannot be unambiguously determined at this stage.
This would require spectroscopic methods such as optical Kerr-eﬀect or fs-IR spectroscopy
that can detect second-rank relaxation times (Section 3.1 and Chapter 4). Nevertheless,
the decrease of Cexp;1 with increasing acidity (in aqueous solution) of the acid in the or-
der of HOAc<HDFA<HTFA<HTFSA (Table 3.9) probably reﬂects the extent of induced
coulomb interactions arising from the increasing degree of proton transfer.
For Cexp;2 no signiﬁcant diﬀerences were observed among [C1Im][HOAc], [C1ImH][DFA]
and [C1ImH][TFA] (Table 3.9), whereas Cexp;2 of [C1ImH][TFSA] was considerably smaller.
This is partially a result of the prolate shape of TFSA  leading to a larger value for f?
but is also explained by the viscosity of [C1ImH][TFSA], which is the highest among the
present mixtures, at an virtually identical correlation time,  02 (Table 3.9).
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Table 3.9: Friction coeﬃcients, Cexp;j and rotational correlation times,  0j, of the ﬁrst
(j = 1) and second (j = 2) relaxation process and viscosity, , of neat C1Im, [C1Im][HOAc],
[C1ImH][DFA], [C1ImH][TFA] and [C1ImH][TFSA] at 65 C if not speciﬁed otherwise.a
 01 Cexp;1 
0
2 Cexp;2 
neat C1Imb 20.2 0.179 — — 1.73
[C1Im][HOAc] 103 0.631 12.8 0.043 2.58
[C1ImH][DFA] 76.1 0.112 21.3 0.044 11.5c
[C1ImH][TFA] 74.7 0.095 22.5 0.038 13.3c
[C1ImH][TFSA] 103 0.089 19.8 0.009 19.4c
a Units:  0j in ps,  in mPa s; b at 25 C; c at 70 C;
Activation energies. As ILs are glass-forming liquids, the temperature dependence
of their transport properties is known to follow Vogel-Fulcher-Tammann (VFT) behav-
ior.154,250,251 However, with the limited temperature range investigated here, and the rather
small number of data points, application of the simpler two-parameter Arrhenius equation
is reasonable.58,107 To compare the activation energies so obtained with other transport
properties such as viscosity, , and electrical conductivity, , the temperature dependence
of the two latter was also approximated by Arrhenius equations at comparable temper-
atures (283.15K to 343.15K), although they are actually better described by the VFT
function over the entire measured temperature range.79
As already mentioned in the last section, both relaxation times, 1 and 2 of [C1Im][HOAc]
are decreasing with increasing temperature indicating that the underlying molecular pro-
cess is thermally activated. Activation energies of EA(1) = (24:8  0:8) kJmol 1 and
EA(2) = (12:8  1:0) kJmol 1 were obtained from 1(T ) and 2(T ), whereas (T ) and
(T ) yielded EA() = (22:2  0:5) kJmol 1 and EA() = (17:2  1:3) kJmol 1, respec-
tively.
The fact that EA(1)  EA() suggests that rotational motions of C1Im molecules in
[C1Im][HOAc] are coupled to viscosity, consistent with the observation that  01 linearly
scales with  (see above). On the contrary, EA() is signiﬁcantly smaller than EA(1) and
EA() indicating that the charge transport is at least partially decoupled from viscosity
and rotational motions of C1Im. This is not surprising, because the charge transport is
expected to take place via proton hopping, rather than through ion migration79 and also
indicates that the reorientational dynamics of C1Im do not determine the transport of
protons in the liquid.
The activation energy of the D1 mode, EA(2) = (12:8  1:0) kJmol 1, is considerably
smaller than, EA(1) and EA() and thus suggests that the reorientation of HOAc/OAc 
is decoupled from viscosity. Binding energies of two H-bonds involved in a HOAc side-
on dimer were calculated to 22.1 kJmol 1 252 and 26.7 kJmol 1 243 using ab initio methods.
Consequently, the binding energy of one H-bond is  12 kJmol 1, which is compatible with
EA(2) and also with the H-bond energy in water ( 11 kJmol 1).253 This suggests that the
relaxation of HOAc/OAc  is determined by the cleavage of a H-bond or inversely, HOAc
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relaxation could be the rate-determining step for proton transport in [C1Im][HOAc]. If so,
this would be in contrast to what has been observed for [C1ImH][TFSA] by quasi-elastic
neutron scattering (QENS) and NMR spectroscopy,254,255 where C1Im acts as the proton
carrier. However in the present case, most of the protons are bound to HOAc consistent
with the low degree of proton transfer in [C1Im][HOAc] (Section 3.2.4.2). The low activa-
tion energy, EA(2), could then reasonably explain why the conductivity of [C1Im][HOAc]
is higher than expected from viscosity (Figure 3 in Ref. 7979) despite the small fraction of
ionic species.
3.2.4.2 Amplitudes.
According to the Cavell equation115 (Eq. 1.52) the amplitude of a relaxation process is
related to the dipole density and the eﬀective dipole moment, e;j, of the relaxing species
j. Via the empirical correlation factor, gj, e;j is connected to the apparent dipole moment,
app;j(= e;j=
p
gj), which in turn is related to the gas phase dipole moment, , by a cavity-
ﬁeld factor that takes into account polarizability eﬀects of the cage surrounding particle j
(Section 1.3.3).d
[C1ImH][DFA], [C1ImH][TFA] & [C1ImH][TFSA] From the amplitudes, S1 and S2,
of the CC and D1 mode, e;1 and e;2, of [C1ImH][DFA], [C1ImH][TFA] and [C1ImH][TFSA]
were calculated at 65 C, respectively (Table 3.10).
It is observed that the values of e;1 of [C1ImH][DFA] and [C1ImH][TFA] coincide with
the apparent dipole moments predicted by MOPAC for C1ImH+ of app;C1ImH+ = 2:30D
and 2.28D, respectively (Table 3.10). This supports the assignment of the CC mode to
cation relaxation consistent with ﬁndings of aprotic imidazolium-based ILs.36,58 Although
it is known from Raman spectroscopic measurements,247 that at 25 C only half of HDFA
is dissociated in [C1ImH][DFA], the present result indicates that, at least at 65 C, C1Im
in [C1ImH][DFA] is nearly completely protonated, in agreement with the IL-like dynamics
(Section 3.2.4.1). For [C1ImH][TFA], Raman spectra at 25 C show no peaks speciﬁc for
neutral species.247 This implies that at 65 C HTFA should be also completely dissociated,
consistent with e;1([C1ImH][TFA]) app;C1ImH+([C1ImH][TFA]).
The values of e;2 of [C1ImH][DFA] and [C1ImH][TFA] are considerably smaller than
app;DFA  = 6:67D and app;TFA  = 6:00D obtained from MOPAC,174 although the trend
e;2([C1ImH][DFA])> e;2([C1ImH][TFA]) is the same. In fact, such diﬀerences between
app and e for dielectric modes associated with anion reorientation have been observed
previously47 and have been interpreted, at least in part, as an indication of strong an-
tiparallel dipole-dipole correlations. This is also in line with unpublished results of 1-
ethyl-3-methylimidazolium acetate at 25 C indicating strong correlations of OAc , with
gOAc  = 0:07.256
For [C1ImH][TFSA] signiﬁcant diﬀerences between e;1 (Table 3.10) and app;C1ImH+ =
dThe shape of the cavity ﬁeld is taken into account by the factor A (Eq. 1.55) and is determined by
the geometry of the rotating particle. In the present case all dipolar species were approximated as oblate
ellipsoids (Eq. 1.57), except TFSA  (prolate; Eq. 1.56), with their optimized geometries being obtained
from MOPAC.174
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2:30D (MOPAC) are observed. Consistent with the high acidity of HTFSA, the proton
transfer to C1Im is expected to be complete in [C1ImH][TFSA], consistent with the ob-
served IL-like dynamics (Section 3.2.4.1). It seems likely that e;1 > app;C1ImH+ is a
result of strongly coupled and overlapping rotational and translational motions of cations
and anions as proposed by MD simulations45 and DRS results.47
For the evaluation of S2 of [C1ImH][TFSA] the conformational equilibrium of TFSA  257 has
to be taken into account as the conformers of TFSA  (C1 and C2) exhibit considerably dif-
ferent apparent dipole moments (app;C1 = 5:3D; app;C2 = 0:5D, obtained from MOPAC).
In 1-ethyl-3-methylimidazolium TFSA and N -propyl- and N -butyl-N -methylpyrrolidinium
TFSA the mole fraction of C1-TFSA , xC1 = 0:48, has been determined at room tem-
perature258 and a nearly identical value (xC1 = 0:49) has been observed by DRS for
[C6mim][TFSA].259 Assuming in a ﬁrst approximation, that the same value of xC1 = 0:49
can be used in the present case, an average apparent dipole moment of TFSA , app;TFSA ,
can be estimated via
2app;TFSA  = xC1
2
app;C1 + (1  xC1)2app;C2: (3.4)
This yields app;TFSA  = 3:76D, which is compatible with e;2 (Table 3.10) and thus
suggests assignment of the D1 mode of [C1ImH][TFSA] to the reorientation of TFSA .
Table 3.10: Eﬀective dipole moments, e;1 and e;2, calculated S1 and S2 of
[C1ImH][DFA], [C1ImH][TFA] and [C1ImH][TFSA] via Eq. 1.52.a
e;1 e;2
[C1ImH][DFA] 2.30 2.61
[C1ImH][TFA] 2.21 2.14
[C1ImH][TFSA] 3.79 3.54
a Units: e;j in D;
[C1Im][HOAc]. For [C1Im][HOAc], e;1 and e;2 were calculated from S1 and S2, re-
spectively, and are plotted in Figure 3.17. It is observed that e;1 slightly decreases,
whereas e;2 increases with increasing T .
Kanzaki et al.78 have proposed from calorimetric titrations, that the proton transfer in
[C1Im][HOAc] is less than approximately 40% complete at 25 C. On the contrary, the
same group reported that the amount of ions (C1ImH+/OAc ) is less than 1% at 25 C
based on Raman spectroscopy.79 This considerable diﬀerence demonstrates the large un-
certainties associated with the determination of the protonation ratio for such mixtures.
As the ions (C1ImH+/OAc ) and the neutral species (C1Im/HOAc) possess considerably
diﬀerent dipole moments (see below), the eﬀect of proton transfer should be reﬂected in
the present dielectric amplitudes. In fact, a shift of the equilibrium (Eq. 3.3) to the right
would reasonably explain the observed trends of the eﬀective dipole moments e;1 and
e;2 with increasing T (Figure 3.17). According to that, an attempt is made to extract
the degree of proton transfer from the present dielectric data, keeping in mind all required
approximations associated with such an approach.
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Figure 3.17: Eﬀective dipole moments, e;1 () and e;1 (N) obtained via Eq. 1.52 from
S1 and S2, of [C1Im][HOAc] as a function of T . Solid lines are linear regressions.
For the C1Im molecule MOPAC yielded a gas phase dipole moment of C1Im = 4:16D,
which quantitatively agrees with literature values calculated using a higher level of theory
(C1Im = 4:17D (HF/6-31G*), 4.19D (HF/6-311G*) and 4.13D (MP2/6-31G*)).260 Exper-
imental dipole moments of C1Im are somewhat lower (3.6D in benzene; 3.8D in dioxan)261
suggesting that C1Im obtained from MOPAC is slightly overestimated. To correct for this
diﬀerence, app;C1Im was calculated by scaling the experimental dipole moments with the
cavity-ﬁeld factor used by MOPAC,174 yielding app;C1Im=5.1D. The apparent dipole mo-
ment of the C1ImH+ (app;C1ImH+ = 2:23D) obtained by MOPAC is considerably smaller
than app;C1Im.e
It is observed that e;1 of [C1Im][HOAc] is constantly smaller (except at 25 C) than
app;C1Im=5.1D (Figure 3.17). Although antiparallel dipole-dipole correlations are possi-
bly present in neat C1Im,f correlations between C1Im dipoles seem to be unlikely in an
equimolar mixture, where C1Im molecules are diluted by HOAc. Even if e;1 < app;C1Im
was assumed to stem from correlations between C1Im and HOAc, these could not explain
de;1=dT < 0, as this would imply a preference of antiparallel alignment with increasing
T .
Accordingly, the decrease of e;1 can reasonably explained by a shift of the acid-base equi-
eNote that also this value might be slightly overestimated. However, due to the lack of experimental
data in the literature, the value obtained from MOPAC was used.
fEvaluation of the low frequency amplitude of neat C1Im, S1, yielded an eﬀective dipole moment of
4.65D. It is smaller than app;C1Im = 5:1D suggesting an antiparallel alignment of C1Im dipoles with
gC1Im = 0:79.
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librium (Eq. 3.3) to the right, i.e. to an increasing fraction of C1ImH+ with increasing T .
Thus, to a ﬁrst approximation, the degree of proton transfer, C1ImH+, can be calculated
from e;1 via
2e;1 = C1ImH+gC1ImH+
2
app;C1ImH+ + (1  C1ImH+)gC1Im2app;C1Im (3.5)
assuming that the dipoles of C1Im and C1ImH+ are uncorrelated, i.e. gC1Im = gC1ImH+ = 1.
The so derived values for C1ImH+(T )(= OAc (T )) are plotted in Figure 3.18. It is ob-
served that in the temperature range 5  #=C  35 C1ImH+ . 0:10. This is signiﬁcantly
smaller than the value of C1ImH+ = 0:43 at 25 C reported by Kanzaki et al.78 but on
the other hand also considerably exceeds that derived from Raman spectroscopy (< 1%
at 25 C).79 Qualitatively speaking, the present results and those from literature imply
that neutral species predominate in [C1Im][HOAc]. This is consistent with the ﬁndings
that the dynamics of [C1Im][HOAc] resemble those of conventional mixtures of organic sol-
vents rather than those of ILs (Section 3.2.4.1). A quantiﬁcation of the proton transfer in
[C1Im][HOAc], however, provided no agreement with any of the literature values and thus
implies that further experimental approaches are required elucidate this issue. Neverthe-
less, the increase of C1ImH+ with increasing T suggests that the proton transfer between
HOAc and C1Im is stimulated with increasing T and suggests a successive increase of the
IL-like character of [C1Im][HOAc].
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Figure 3.18: Degree of proton transfer, C1ImH+ (), in [C1Im][HOAc] calculated via
Eq. 3.5. Fraction of acetic acid monomers, xmHOAc (N), estimated from Eq. 3.9. Solid
lines are linear regressions.
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Using the values of C1ImH+(T ) so obtained and Eq. 3.3 the corresponding equilibrium
constant, Ka(T ), of the proton transfer reaction can be calculated via
Ka(T ) = [(1  C1ImH+)c0]2 (3.6)
with c0 as the analytical concentration. This, in turn, allows the calculation of the pKa(=
  logKa) =  1:77 at 25 C. Carrying on the analysis, enthalpy, H, and entropy, S, of
the proton transfer reaction can be determined from the temperature dependence of Ka(T )
using van’t Hoﬀ’s relation (Figure 3.19). Thus, slope and intercept of the van’t Hoﬀ plot
yields H = ( 6:3  1:4) kJmol 1 and S = (11  5) Jmol 1K 1, respectively, and the
Gibbs energy change, G, is obtained from G = H   TS =  9:7 kJmol 1 at 25 C.
This implies that the proton transfer reaction is an exothermic process and the present
value (H = ( 6:3 1:4) kJmol 1) is virtually identical to the excess enthalpy of mixing
of approximately  6:5 kJmol 1 reported for [C1Im][HOAc] at 25 C by Kanzaki et al.78
Moreover, this value is also comparable to the excess enthalpy of equimolar mixtures of
triethylamine with propionic acid ( 13 kJmol 1)262 and chloroform ( 4:07 kJmol 1),263
which are also known to form 1:1 adducts.
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Figure 3.19: Van’t Hoﬀ plot ( R lnKa(T ) vs. 1=T ) of [C1Im][HOAc]. Solid lines represent
linear regression.
For the D1 mode of [C1Im][HOAc] e;2, obtained from S2, increases with increasing T . The
apparent dipole moment obtained by MOPAC174 of a HOAc monomer, app;mHOAc = 2:40D
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is considerably smaller than that of OAc  app;mHOAc = 5:30D.g According to de;1=dT <
0 (see above), the increase of e;2 with increasing T can be reasonably explained by a shift
of the equilibrium (Eq. 3.3) from HOAc to OAc .
Thus, quantitative evaluation of e;2 along the lines of Eq. 3.5 should yield the same
values of C1ImH+(T )(= OAc (T )) as obtained from e;1 (Figure 3.18), provided that
only monomers of HOAc and OAc  are present in [C1Im][HOAc]. However, this assumption
seems unlikely to hold true, as the tendency of HOAc to form cyclic dimers (which are not
detected by DRS, due to their zero dipole moment) is well known.245 This becomes evident
from Raman spectra of [C1Im][HOAc], where peaks speciﬁc for cyclic dimers have been
observed.79 Furthermore, evaluation of e;2 of [C1ImH][DFA] and [C1ImH][TFA] suggested
that also DFA  and TFA  seem to be strongly correlated (gDFA  = 0:15 and gTFA  = 0:13
at 65 C). Assuming that g of acetate-based anions is independent of ﬂuorination, gOAc  of
[C1Im][HOAc] can be approximated as their average, i.e. gOAc   1=2(gDFA  + gTFA ) =
0:14 and e;2 can be expressed as
2e;2 = OAc gOAc 
2
app;OAc  + (1  OAc )2app;HOAc (3.7)
Assuming that HOAc is present as either monomers (mHOAc) or cyclic dimers (cdHOAc),
app;HOAc in Eq. 3.7 can be written as
2app;HOAc = xmHOAc
2
app;mHOAc + (1  xmHOAc)2app;cdHOAc (3.8)
with xmHOAc as the molar fraction of HOAc monomers. As cdHOAc is centrosymmetric,
app;cdHOAc = 0 and thus, insertion of Eq. 3.8 into 3.7 gives
2e;2 = OAc gOAc 
2
app;OAc  + (1  OAc )xmHOAc2app;mHOAc (3.9)
permitting the estimation of xmHOAc in [C1Im][HOAc] (Figure 3.18).h It is observed that
xmHOAc increases with increasing T with xmHOAc ! 1 at 65 C, within the likely error; i.e.
mHOAc is predominate at high T . This suggests that the increase of S2 with increasing
T is not only caused by the increase of OAc , but also by the dissociation of non-polar
cdHOAc into dipolar mHOAc. The latter has been also observed for HOAc in toluene,
where the concentration of mHOAc increased at the expense of dimers with increasing
T .245
This observation is further compatible with the increase of the Cole-Davidson parameter,
1, with increasing T (Table 3.8). Because 1 can be interpreted as a measure of homo-
geneity of the environment of the relaxing particle (here C1Im/C1ImH+), the increase of
1 indicates a randomization of HOAc/OAc .58
gAs the gas phase dipole moment mHOAc = 1:84D obtained from MOPAC174 is in agreement with
experimental values for HOAc in toluene (1.76D at 298.15K)245, in benzene (1.50D at 298.15K and 1.68D
at 338.15K)264, in dioxane (1.76D at 298.15K)264 and with values obtained from ab initio calculations
(1.61D265, 1.79D266 and 1.89D267), MOPAC-calculated values app;mHOAc and app;OAc  were used for
the quantitative evaluation of e;2.
hNote that gOAc  represents the correlation factor of OAc  at 65 C. As it was also used for all lower
T (where gOAc  is supposed to be even smaller), the xmHOAc so obtained should be considered as a lower
limit.
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As mentioned in Section 3.2.3 a detailed discussion of the second Debye mode (D2), which
was required to formally describe the dielectric spectra of all of the present mixtures, is
not possible at present as D2 is centered at the upper limit of our accessible frequency
range. As already noted, this mode is almost certainly a composite. As observed for many
other ILs, modes in this frequency region tend to incorporate intensities of the various
processes taking place at THz frequencies such as “cage rattling” motions, intermolecular
vibrations and librations.36,213,268 Nevertheless, it is interesting to note that the amplitude
S3 of [C1Im][HOAc] considerably increases with increasing T . The fact that - at 65 C -
S3 of [C1Im][HOAc] is still signiﬁcantly smaller than S3 of [C1ImH][DFA], [C1ImH][TFA]
and [C1ImH][TFSA] suggests that the increase of S3 of [C1Im][HOAc] possibly reﬂects
the transition of [C1Im][HOAc] from a conventional mixture of organic solvents to an IL.
A more detailed investigation would require broadband dielectric spectra ranging up to
tens of THz that capture the entire intensity associated with orientational polarization, as
presented in Section 3.1, Chapter 4 and previous publications.36,107
3.2.5 Conclusions
In the present study, the equimolar mixture of C1Im and HOAc was investigated by means
of broadband dielectric spectroscopy in the frequency range of 0:2 . =GHz . 89 and at
temperatures between 5 and 65 C. Spectra of [C1Im][HOAc] were supplemented by those
of neat C1Im at 25 C and [C1ImH][DFA], [C1ImH][TFA] and [C1ImH][TFSA] at 65 C.
These measurements complement Raman spectroscopic studies on 1-methylimidazolium
PILs of the Niigata group.79,247
The present results have shown that molecular-level reorientations of the above mixtures
strongly depend on the degree of proton transfer. In [C1ImH][DFA], [C1ImH][TFA] and
[C1ImH][TFSA], where the proton transfer is essentially complete, the DR spectra were
found to exhibit characteristic features of typical protic and aprotic ILs. Thus cation re-
orientation appears to occur via a jump mechanism36,58,208 rather than by conventional
rotational diﬀusion. The decrease of the rotational friction coeﬃcient with increasing acid-
ity of the parent acid can be interpreted as a measure of the extent of coulombic interactions
arising from proton transfer to the parent imidazole.
In contrast, the relaxation mechanism of C1Im in [C1Im][HOAc] appears to be of diﬀusive
nature, consistent with the rather incomplete proton transfer. This is suggested by the
close correlation of viscosity and rotational motions (SED plots), and by the similarity
of the activation energies of  and 1. As pointed out by Doi et al.79, the decoupling of
 from  suggests that conductivity occurs through proton hopping rather than through
ion migration. The results of the present study reveal a decoupling of  from 1, which
indicates that proton hopping in [C1Im][HOAc] is not determined by the rotational mo-
tions of C1Im/C1ImH+. Rather than that, the small activation energy associated with the
reorientation of HOAc/OAc , EA(2), could readily be the rate-determining step of proton
conduction.
Quantitative analysis of the dielectric amplitudes of [C1Im][HOAc] revealed that an in-
crease of T promotes the proton transfer reaction implying a successive transition from
a conventional mixture of organic solvents to a PIL. Moreover, it was inferred from the
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increase of S2 with increasing T that the amount of monomers of HOAc increases at the
expense of cyclic dimers.
Many fundamental aspects of the dynamics and the dielectric properties of 1-methylimid-
azolium PILs have been learnt from the present study but further experiments are undoubt-
edly required to fully understand the dynamical behavior of these mixtures. Extension of
the present dielectric spectra to THz frequencies and comparison with optical Kerr-eﬀect
or fs-IR spectroscopy would shed light on the underlying relaxation mechanisms in the
present ILs.36,107,208 Furthermore, molar ratios of [C1Im][HOAc] diﬀerent from the present
equimolar mixture would be interesting to investigate by means of dielectric spectroscopy
to elucidate the concentration dependence on ion relaxation and proton transfer reaction.
In particular, further experimental eﬀort is required for a reliable quantiﬁcation of the
protonation ratio in [C1Im][HOAc]. In addition, high quality MD simulations are needed
to obtain a more detailed picture of the molecular dynamics of 1-methylimidazolium PILs.

Chapter 4
Neat Aprotic Ionic Liquids
4.1 Introduction
The most intensively studied compounds among aprotic ILs (AILs) are those based on
1-alkyl-3-methylimidazolium cations. Whilst considerable experimental30,38,51,57,269,270 and
theoretical43–45,271 eﬀorts have been made to understand their structural and dynamical
properties, neat AILs consisting of other cations such as pyridinium (Cnpyr+), pyrroli-
dinium (P+nm) or trialkylsulfonium (TAS, S
+
nmk) were tended to be marginalized by hi-
therto IL research. On the other hand, non-imidazolium ILs based on amide anions such
as dicyanamide (DCA ), tricyanmethanide (C(CN) 3 ), bis(triﬂuoromethanesulfonyl)amide
(TFSA ) and its lower (bis(triﬂuorosulfonyl)amide; FSA ) and higher (bis(pentaﬂuoro-
ethanesulfonyl)amide; BETI ) analogs have attracted attention as potential electrolytes
in lithium ion batteries,272,273 fuel cells,237,274 capacitors,275 solar cells276 and other elec-
trochemical devices,15,277,278 because of their relatively low viscosities, which, apart from
their intrinsic conductivity, represents a key quantity of ILs for such applications.
Previous investigations include studies using NMR-relaxation,61–63 optical heterodyne-
detected Kerr-eﬀect spectroscopy (OKE),67–69 time-resolved ﬂuorescence spectropscopy70
Quasi-elastic neutron scattering (QENS)71 and MD simulations.72–74 Results of non-imid-
azolium ILs obtained from dielectric relaxation spectroscopy (DRS) were ﬁrst reported by
Weingärtner et al.,54,55 although limitations in frequency range (  20GHz) and mea-
surements only at ambient conditions prevented detailed interpretations of the dynamical
properties of the studied ILs.
Combination of broadband DRS and OKE spectroscopy has proven to be a powerful tool
for gaining access to a fundamental understanding of molecular-level dynamics of ILs.36,107
Particularly, the complementarity of the two techniques and the broad accessible frequency
range (0:2 . =GHz . 10 000) improves the accuracy of empirical decompositions of the
experimental spectra and thus enables orientational dynamics of ILs to be scrutinized.
Furthermore, investigation of the eﬀect of temperature on dielectric and OKE response
provides valuable information on activation energies of relaxation processes and their un-
derlying species. Therefore, in the following chapter ﬁrst temperature-dependent dielectric
results supplemented by OKE spectroscopy of a set of four non-imidazolium model ILs are
presented providing detailed insights into their complex dynamics.
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4.2 Data acquisition and processing
The ILs investigated in this study were diethylmethylsulfonium- and triethylsulfonium
bis(triﬂuoromethanesulfonyl)amide ([S221][TFSA] and [S222][TFSA], respectively), N -butyl-
N -methylpyrrolidinium dicyanamide ([P14][DCA]) and N -butylpyridinium bis(triﬂuoro-
methanesulfonyl)amide ([C4pyr][TFSA]). Puriﬁcation and sample handling are described
in Section 2.1.
Dielectric relaxation spectroscopy (Section 2.2) was performed using an Agilent E8364B
vector network analyzer (VNA) combined with two open-ended coaxial probes and a waveg-
uide transmission cell operating in the frequency range 0:2  50GHz (Section 2.2.2).59 Ad-
ditionally, the frequency range 60  =GHz  89 was covered by an interferometer setup139
(IFM; Section 2.2.1), except for [C4pyr][TFSA] at 5, 15 and 25 C due to its melting point
of  26 C.279 Raw VNA data were corrected for calibration errors with a Padé approxi-
mation using DMA, BN and 1-BuOH as calibration standards (Eq. 2.17).149 As open and
short circuit standards air and puriﬁed mercury were used.
Data in the THz region (provided by the collaborators in Freiburg; Section 2.2.3) and FIR
absorbance spectra (Section 2.2.4) were concatenated with the low-frequency data extend-
ing the dielectric spectra up to  10THz as described in Section 2.2.4.
All dielectric experiments were carried out from 5 C to 65 C in 10 C steps with a tem-
perature stability of 0:05 C (VNA and IFM) and 0:5 C (THz-TDS and FIR).
To obtain the pure dielectric response, "^(), dielectric spectra of conducting samples had
to be corrected for conductivity contributions as described in Section 1.1.3. Therefore,
, was treated as an additional adjustable parameter to yield the best description of the
experimental data. Due to geometrical imperfections of the dielectric probe-heads, ﬁtted
conductivities may diﬀer from the experimental values and were found to deviate for the
present liquids by  2  12%.
Two OKE setups were used to cover the entire time range of the orientational and inter-
molecular dynamics of the present ILs as described in (Section 2.3). The two time-domain
signals were concatenated, Fourier-transformed to the frequency domain, and deconvoluted
from the instantaneous response.107 For lower temperatures the sample was controlled to
0.1 C by a cryostat (Oxford Instruments, DN), whereas above room temperature a home-
built copper heating block was used. All samples were measured in the temperature range
5  #=C  65.
Density measurements were performed using a tube vibrating densimeter (Anton Paar,
Graz, Austria, DMA 5000 M). The accuracy of measured densities, , was within 5 
10 6 g cm 3 and temperature was controlled within 0:01 C (Section 2.5.1). Viscosities,
, were determined using an automated rolling ball microviscometer (Anton Paar, Graz,
Austria, AMVn) with a reproducibility of < 0:5% in the range of 5 C to 125 C. The
accuracy of the temperature was better than 0:05 C (Section 2.5.2). Electrical conduc-
tivities, , were measured using capillary cells with a relative uncertainty of 0:5%. These
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were connected to a LCR meter (Hameg, programmable LCR-Bridge HM8118) with an
accuracy of 0:05% (Section 2.5.3). The temperature stability was typical 0:01 C.
4.3 Results
4.3.1 Densities, Viscosities and Conductivities
The values of ,  and  of the present AILs are summarized in Tables A.3, A.5 and A.7.
[TAS][TFSA] ILs. At 25 C the present density of [S222][TFSA] (1.46014 g cm 3) agrees
with that of Matsumoto et al.280 ( = 1:46 g cm 3) and is in modest agreement with
the values reported by Weingärtner et al.54 ( = 1:465 g cm 3) and Janus et al.281 ( =
1:468 g cm 3). For [S221][TFSA] a value of 1.43 g cm 3 was reported at 25 C by Fang et
al.277 However, their value seems to be considerably underestimated, as  is known to de-
crease with increasing alkylation of the sulfonium cation.277 Yang et al.282 have reported a
value of 1.59 g cm 3 for [S211][TFSA], which is in line with the present values of [S221][TFSA]
(1.50071 g cm 3) and [S222][TFSA] (1.46014 g cm 3) thus, supporting the reliability of the
present measurements.
The viscosity of [S222][TFSA] ( = 33:4mPa s) at 25 C is in agreement with the data
reported in literature, which are 30mPa s,275,280,281 33mPa s283 and 40mPa s.54 The same
applies to [S221][TFSA], where the present values of  = 40:7mPa s at 25 C is compatible
with that of Fang et al.277 ( = 36mPa s).
Electrical conductivities of [S222][TFSA] at 25 C reported in literature275,280 ( = 0:71Sm 1)
are in acceptable agreement with that of the present work ( = 0:728Sm 1). The value
given by Weingärtner et al.54, however, is signiﬁcantly smaller ( = 0:512Sm 1) but
consistent with their high value of , suggesting that impurities are responsible for these
deviations. For [S221][TFSA] only Fang et al.277 have reported a value of  = 0:58Sm 1,
which, however, is signiﬁcantly smaller than the present  = 0:688Sm 1 at 25 C. This,
however, is inconsistent with their smaller , suggesting that shortcomings of their instru-
ments account for this diﬀerence. The temperature dependence of  and  of [S221][TFSA]
and [S222][TFSA] are shown in logarithmic scale in Figures A.10 and A.11, respectively.
Typical for transport properties of glass-forming liquids above their glass-transition temper-
ature,  and  of both salts follow the Vogel-Fulcher-Tammann (VFT) equation (Eq. 1.79).
In accordance with the structural similarity of [S221][TFSA] and [S222][TFSA] all VFT pa-
rameters obtained from (T ), respectively,  1(T ) agree well between the two ILs (Table
A.4). Moreover, the present BVFT and T0 of [S222][TFSA] obtained from  1(T ) coin-
cide with those reported by Okoturo et al.283 (BVFT = 656K; T0 = 159K). In general,
absolute values and/or temperature dependence of  and  reported for [S221][TFSA]277
and [S222][TFSA]280,283 ILs diﬀer from the present results (Figures A.10 and A.11), which
can be almost certainly attributed to diﬀerent levels of impurities of the samples but also
demonstrates that for an accurate determination of VFT parameters coverage of a large
temperature range is essential.
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[C4pyr][TFSA]. The present densities of [C4pyr][TFSA] are in excellent agreement with
those reported by Oliviera et al.284 ( 0:007%) and Tokuda et al.279 ( 0:03%). Likewise,
the present values of  (61.4mPa s at 25 C) and  (0.326 Sm 1 at 25 C) coincide with
literature data (61.249mPa s284, 60mPa s279, 0.307 Sm 1 285, 0.33 Sm 1 279 at 25 C). As
becomes apparent from Figure A.12 the temperature dependence of  and  (plotted as
resistivity  1) is best described by the VFT equation (Eq. 1.79) and the so derived pa-
rameters of the present transport properties agree well with those obtained from literature
data (Table A.6). Moreover, the extrapolated value of T0  175K agrees with the ﬁnding
that T0 is typically  30K below the glass-transition temperature Tg = 197:15K.279
[P14][DCA]. The density of [P14][DCA] at 25 C of this work (1.01756 g cm 3) is in mod-
erate agreement ( 0:4%) with those reported in the literature of 1.013 g cm 3 286,287 and
1.01345 g cm 3 288 but much less with that of MacFarlane et al.289 of 0.95 g cm 3. The
present viscosity at 25 C ( = 41:8mPa s) lies within the literature values of 50mPa s,289
36.5mPa s286 and 34mPa s287. Diﬀerences of the present values of  and  to literature data
may be attributed to diﬀerent levels of impurities in the sample. To the authors knowledge
no conductivity data of [P14][DCA] have been published up to date. The temperature
dependence of  and  was best described by the VFT equation (Eq. 1.79), characteristic
for glass-forming liquids (Figure A.13). It is observed that the so obtained VFT parameter
of the present (T ) agree well with those of (T ) and are broadly compatible with those
derived from (T ) of González et al.287 (Table A.8). As observed for [C4pyr][TFSA] T0 is
smaller than the glass-transition temperature, Tg = 167  2K, determined by diﬀerential
scanning calorimetry.289
4.3.2 Dielectric and Optical Kerr-Eﬀect Spectroscopy
Dielectric and OKE spectra of the present AILs, measured over the frequency range
0:2  =GHz  10000 from 5 to 65 C, are shown in Figures 4.1, 4.2, 4.3, 4.4, 4.5 and
4.6. As observed for all PILs (Section 3.1)107 and AILs36,58 studied to date DR and OKE
spectra of the present ILs are dominated by a large low-frequency peak at  1GHz, which
is followed by a much weaker intensity at intermediate frequencies (0:1 . =THz . 1)
that eventually ceases at  5THz marking the transition from inter- to intramolecular
dynamics. In both DR and OKE spectra the peak maximum of the low-frequency peak,
max, shifts to higher frequencies with increasing temperature typical for relaxation pro-
cesses,86 whereas the high-frequency intensity ( & 100GHz) is essentially independent of
temperature. Similar to imidazolium ILs but contrary to EAN and PAN, OKEmax < DRmax at
all temperatures for the studied AILs suggesting that relaxations in DRS are faster than
in OKE spectroscopy which is in contrast to the predictions of the model of rotational
diﬀusion (Section 1.3.4).
To obtain information of molecular dynamics from the present DR and OKE spectra a
formal description of the experimental data is required using empirical model functions
presented in Section 1.2. Relaxation processes, typically taking place at  . 100GHz, are
best regarded by Eq. 1.38 and its variants, whereas resonance processes contributing at
 & 100GHz are commonly modelled by Eqs. 1.41 and 1.45.
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Because of the same reasons mentioned in Sections 2.4 and 3.1.3.2 ﬁtting DR and OKE
spectra over such a wide frequency range is not trivial and is associated with several diﬃ-
culties. In particular, the scatter of the present low-frequency DR spectra ( . 100GHz) is
considerably higher than that observed for the protic ionic liquids EAN and PAN (Section
3.1) but similar to that of imidazolium ILs.36,58 This is a result of the lower dielectric loss
at a comparable dc conductivity, which swamps "00() especially at low frequencies. The
lower overall intensity also accounts for the considerable scatter in the THz-TDS spectra
(0:1 . =THz . 1). The increased scatter in the OKE spectra particulary at  . 100GHz
of [TAS][TFSA] compared to [C4pyr][TFSA] and [P14][DCA] can be attributed to the ab-
sence of highly anisotropic polarizable entities in the [TAS][TFSA] salts leading to a reduced
overall OKE signal.
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Figure 4.1: Optical Kerr-Eﬀect spectra of (a) [S221][TFSA] and (b) [S222][TFSA] from 5 C
to 65 C in 10 C steps. Black dots are experimental data; gray lines represent the total ﬁt.
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Figure 4.2: Permittivity, "0(), and dielectric loss, "00(), of (a) & (b) [S221][TFSA] and
(c) & (d) [S222][TFSA], respectively, from 5 C to 65 C in 10 C steps. For visual clarity
only data at 5 and 65 C are displayed. Black squares are experimental data; gray lines
represent the overall ﬁt.
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Figure 4.3: Optical Kerr-Eﬀect spectra of [C4pyr][TFSA] from 5 C to 65 C in 10 C steps.
Black dots are experimental data; gray lines represent the total ﬁt.
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Figure 4.4: (a) Permittivity, "0(), and (b) dielectric loss, "00(), of [C4pyr][TFSA] from
5 C to 65 C in 10 C steps. For visual clarity only data at 5 and 65 C are displayed.
Black squares are experimental data; gray lines represent the overall ﬁt.
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Figure 4.5: Optical Kerr-Eﬀect spectra of [P14][DCA] from 5 C to 65 C in 10 C steps.
Black dots are experimental data; gray lines represent the total ﬁt.
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Figure 4.6: (a) Permittivity, "0(), and (b) dielectric loss, "00(), of [P14][DCA] from 5 C
to 65 C in 10 C steps. For visual clarity only data at 5 and 65 C are displayed. Black
squares are experimental data; gray lines represent the overall ﬁt.
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[TAS][TFSA] ILs. The fact that cations and anions of the present [TAS][TFSA] salts ex-
hibit permanent dipole moments as well as polarizability anisotropies implies that all ionic
species have to contribute to the DR and OKE signal and thus exacerbates the decompo-
sition of the spectra. Due to the structural similarity of [S221][TFSA] and [S222][TFSA],
the same relaxation model is expected to describe DR, respectively, OKE spectra of the
present [TAS][TFSA] ILs. Along with the criteria of minimal 2r , this provided a conve-
nient strategy to eliminate numerous inappropriate models, due to insuﬃcient ﬁt quality
and/or non-physical parameters (Section 2.4). Accordingly, the following ﬁt model was
established:
The pronounced temperature-dependent low-frequency relaxation process in the OKE spec-
tra of both [S221][TFSA] and [S222][TFSA] was best described by a sum of three inertia-
corrected Debye functions (Di0, Di1 and Di2) centered at  0:5GHz,  2GHz and  7GHz,
respectively, whereas in the DR spectra an inertia-corrected Cole-Cole equation (CCi;
Eq. 1.37 with CCi = 1) at  1GHz and an inertia-corrected Debye function (Di2; Eq. 1.37
with Di = 0 and Di = 1) at  7GHz could be resolved. Inertial eﬀects occurring at
THz frequencies were regarded by ﬁxing lib at 1.5THz for all relaxation modes (Di0, Di1,
Di2 and CCi) in DR and OKE spectra (Section 1.2.1). The presence of the Di2 mode
is typical for ILs consisting of dipolar anions (Section 3.2)47 and thus can be reasonably
associated with TFSA  reorientation. The CCi mode in the DR spectra is commonly
referred to as  relaxation and known to be mainly related to cation relaxation.36,48,58 In
the OKE spectra the Di1 mode essentially corresponds to the  mode. As observed for
1-alkyl-imidazolium ILs36 an additional mode, Di0, centered at lower frequencies than the
 relaxation (sub- mode) is resolved in the OKE spectra but not in the DR spectra of
the present [TAS][TFSA] salts. This does not imply that such a mode is not present in the
DR spectra but it seems likely that it is incorporated in the CCi mode, consistent with its
symmetrically broadened shape.
The featureless intensity at intermediate frequencies in DR and OKE spectra was best
modelled by a constant loss (CL) term. As discussed in Ref. 107107 and Sections 1.2.1 and 3.1
such a contribution is generated by a CCm function (Eq. 1.38) in the limit of CCm ! 1. At
high frequencies its intensity is truncated at lib = 1:5THz, whereas at low frequencies it
is terminated by the relaxation time of the Di2 mode, 2. Thus, it describes the featureless
intensity of the present DR and OKE spectra between librational bands and relaxations.
Note however, that such a CL contribution should not be considered as a relaxation process
but rather as an auxiliary model function, which is almost certainly a composite.
At  500GHz (  17 cm 1) a signiﬁcant peak is clearly observed in the OKE spectra of
both [TAS][TFSA] ILs. It was found to be best described by a damped harmonic oscilla-
tor, DHO1, and can be assigned to TFSA -speciﬁc motions, which typically show up at
 20 cm 1.68,290 The DHO1 mode was also required to ﬁt the DR spectra, although the
scatter of the experimental data in this frequency range prevents the detection of a distinct
peak.
At  2GHz the presence of a resonance process is evident in both DR and OKE spectra
of the [TAS][TFSA] ILs and was best described by a Gaussian, G. As pointed out for EAN
and PAN (Section 3.1) such a band-shape is particulary suited to describe the steep decay
of the DR and OKE intensity at  3GHz.36,107
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Figure 4.7: Imaginary parts of OKE and DR spectra of (a) & (b) [S221][TFSA] and of (c)
& (d) [S222][TFSA] at 25 C, respectively. Black squares are experimental data and gray
lines represent the overall ﬁt. Shaded areas indicate individual processes assuming a (Di0
+ Di1 + Di2 + CL + DHO1 + G + DHO2 + DHO3 + DHO4) model for the OKE spectra
and a (CCi + Di2 + CL + DHO1 + G + DHO4) model for the DR spectra (see text).
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Table 4.1: OKE ﬁt parameters of [S221][TFSA] and [S222][TFSA] as a function of tempera-
ture: relative amplitudes, Srj = (Sj=
P
j Sj)102, relaxation times, j, resonance frequencies,
0;j, damping constants, j and reduced error function, 2r .a
IL T / K Sr0 0 Sr1 1 Sr2 2 SrCL
[S221][TFSA] 278.15 37.6 707 22.1 148 9.41 35.8 16.5
288.15 26.8 637 25.8 168 12.6 39.9 20.4
298.15 31.0 296 23.6 77.9 9.94 21.5 19.2
308.15 24.2 282 26.3 82.8 12.1 23.0 21.2
318.15 27.8 167 22.6 52.9 10.7 18.0 22.0
328.15 28.5 164 23.0 50.0 9.93 16.5 22.3
338.15 15.6 130 26.4 51.2 14.1 16.7 25.8
[S222][TFSA] 278.15 35.5 440 23.1 102 8.85 25.2 16.4
288.15 33.0 318 23.4 84.9 9.55 22.8 18.0
298.15 27.9 278 25.2 81.1 11.0 22.2 20.2
308.15 32.4 220b 16.4 70.0b 13.4 23.6 21.5
318.15 21.8 201 27.3 58.7 11.6 16.9 22.9
328.15 29.4 106 23.2 31.0 9.46 9.99 19.8
338.15 24.6 91.0 23.6 32.1 11.1 11.3 22.6
IL T / K SrDHO1 DHO1 0;DHO1 S
r
G G 0;G (S
r
DHO2)
b 2r
[S221][TFSA] 278.15 6.90 1.50 0.815 5.67 1.02 1.96 0.622 0.05449
288.15 6.45 1.31 0.761 6.25 1.04 1.89 0.634 0.08482
298.15 8.66 1.74 0.873 5.70 0.969 1.97 0.673 0.02397
308.15 8.55 1.69 0.857 5.75 0.964 1.95 0.700 0.01451
318.15 9.42 1.85 0.891 5.74 0.958 1.95 0.694 0.00583
328.15 9.05 1.81 0.885 5.38 0.937 1.94 0.683 0.00769
338.15 9.89 1.79 0.868 6.12 0.958 1.90 0.714 0.00809
[S222][TFSA] 278.15 8.78 1.87 0.920 5.48 0.892 1.94 0.740 0.0289
288.15 8.76 1.86 0.913 5.49 0.899 1.92 0.696 0.0149
298.15 7.92 1.59 0.827 6.10 0.934 1.84 0.657 0.0144
308.15 7.89 1.59 0.804 6.67 1.00 1.79 0.663 0.3141
318.15 8.40 1.62 0.832 6.36 0.933 1.81 0.703 0.0227
328.15 9.82 1.89 0.878 6.51 0.961 1.81 0.653 0.0113
338.15 9.26 1.70 0.819 7.12 0.996 1.75 0.650 0.0107
a Units: j in ps, 0;j in THz, j in THz; b Parameter was ﬁxed;
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Table 4.2: DR ﬁt parameters of [S221][TFSA] and [S222][TFSA] as a function of temperature:
static permittivity, "s, resonance and relaxation amplitudes Sj, relaxation times, j, Cole-
Cole parameter 1, resonance frequencies, 0;j, damping constants, j, high-frequency limit
of "0, "1 and reduced error function, 2r .a
IL T / K "s S1 1 1 S2 2 SCL
[S221][TFSA] 278.15 15.4 9.94 0.286 165 0.303 35.6 1.17
288.15 15.0 9.19 0.254 117 0.596 27.9 1.38
298.15 14.2 7.55 0.194 95.1 0.804 29.2 2.11
308.15 13.6 5.80 0.076 85.0 1.50 25.0b 2.70
318.15 13.5 5.76 0.157 73.2 1.49 24.4 2.65
328.15 13.1 4.04 0.010 61.4 2.74 18.0b 2.56
338.15 13.6 5.42 0.077 49.3 2.13 15.6 2.19
[S222][TFSA] 278.15 14.6 8.77 0.252 158 0.516 30.1 1.53
288.15 14.4 8.87 0.256 98.8 0.421 22.7 1.31
298.15 13.8 6.80 0.168 98.0 1.32 24.6 2.02
308.15 13.0 5.52 0.062 78.1 1.55 20.0b 2.43
318.15 12.7 4.03 0.037 80.7 2.62 18.7 2.42
328.15 12.2 3.44 0.000b 58.9 2.68 18.1 2.52
338.15 11.7 3.09 0.000b 48.2 2.31 17.9 2.95
IL T / K SDHO1 DHO1 0;DHO1 SG G 0;G "1 2r
[S221][TFSA] 278.15 1.62 4.60 1.56 0.366 0.715 2.18 1.99 0.00244
288.15 1.00 2.17 0.825 0.951 1.01 1.85 2.00 0.00183
298.15 1.22 4.81 1.67 0.486 0.793 2.04 2.04 0.00364
308.15 0.627 2.22 0.983 1.06 1.00 1.77 1.88 0.00221
318.15 0.780 3.10 1.17 0.633 0.887 1.90 2.19 0.00364
328.15 0.569 1.99 0.811 0.984 1.06 1.71 2.14 0.00639
338.15 0.737 1.76 0.753 0.785 1.15 1.60 2.31 0.00356
[S222][TFSA] 278.15 0.878 2.20 1.000 0.681 0.992 1.82 2.17 0.00144
288.15 1.16 2.16 0.976 0.640 0.906 1.90 2.03 0.00134
298.15 0.712 2.46 0.809 0.726 1.06 1.65 2.20 0.00129
308.15 0.451 2.00b 0.750b 1.00 1.15 1.51 2.07 0.00245
318.15 0.685 1.55 0.716 0.764 0.926 1.74 2.15 0.00377
328.15 0.506 1.65 0.734 0.855 1.05 1.59 2.21 0.00183
338.15 0.300 0.959 0.614 0.865 1.06 1.52 2.20 0.00124
a Units: j in ps, 0;j in THz, j in THz; b Parameter was ﬁxed;
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At frequencies  & 3THz intramolecular vibrational motions speciﬁc for the TFSA  ion
are observed.67,291 In the OKE spectra three peaks are detected, which were described
by three damped harmonic oscillators (DHO2, DHO3 & DHO4). A comparison of OKE
and DR spectra revealed that DHO4 is both IR- and Raman-active, whereas DHO2 and
DHO3 are only Raman-active as the two latter are not present in the DR spectra. Relative
amplitudes, Srj = (Sj=
P
j Sj)  102, band widths and resonance frequencies, of the DHO2
DHO3 and DHO4 mode were set arbitrarily to DHO2 = 0:56THz, 0;DHO2 = 3:76THz,
SrDHO3 = 0:6, DHO3 = 1:2THz, 0;DHO3 = 5:14THz and SrDHO4 = 0:4, DHO4 = 1:0THz,
0;DHO4 = 6:5THz in the OKE ﬁt and SDHO4 = 0:025, DHO4 = 1:0THz, 0;DHO4 = 6:5THz
in the DR ﬁt.
Representative ﬁts are shown in Figure 4.7 with individual processes of the DR and OKE
spectra of [S221][TFSA] and [S222][TFSA] at 25 C. Similar ﬁts were obtained at all other
temperatures and the parameters so derived are summarized in Tables 4.1 and 4.2.
[C4pyr][TFSA]. The -relaxation peak of DR and OKE spectra of [C4pyr][TFSA] was
best described by the same relaxation models, used for the present [TAS][TFSA] ILs (see
above): For the OKE spectra of [C4pyr][TFSA] three inertia-corrected Debye functions
(Di0, Di1 and Di2) centered at  0:2GHz,  1GHz and  4GHz, respectively, were
used (Figure 4.8a), whereas an inertia-corrected Cole-Cole equation (CCi; Eq. 1.37 with
CCi = 1) at  1GHz and an inertia-corrected Debye function (Di2; Eq. 1.37 with Di = 0
and Di = 1) at  4GHz could be resolved in the DR spectra (Figure 4.8b). Each pro-
cess (Di0, Di1, Di2 and CCi) was corrected for inertial eﬀects (Eq. 1.37) occurring at THz
frequencies by lib = 2:0THz (Section 1.2). The band assignment is similar to that of
the [TAS][TFSA] indicating that the Di1/CCi and Di2 modes are mainly associated with
cation and anion reorientation, respectively, whereas the Di0 mode represents the sub-
process.
As for the [TAS][TFSA] ILs the featureless intermediate frequency range (0:1 . =THz .
1) was best regarded by a constant loss (CL) contribution, which is terminated by lib =
2:0THz and 2.
The peak at  500GHz, which is evident in the OKE spectra and speciﬁc for TFSA , was
modelled by a DHO1 mode in DR and OKE spectra.
In contrast to the present [TAS][TFSA] ILs, two Gaussian modes, G1 and G2, were re-
quired to describe OKE and DR spectra of [C4pyr][TFSA] in the frequency range 1:0 .
=THz . 4. Whilst G1 and G2 are of similar magnitude in the OKE spectra, the G1 mode
is dominating over the rather weak G2 mode in the DR spectra. In the OKE spectra (Fig-
ure 4.8a) an intramolecular mode of TFSA  (DHO2; at 3.67THz), which is only Raman-
but not IR-active overlaps with G1 and G2 and is responsible for the small shoulder at
 4THz in the OKE spectra. At  & 4THz further intramolecular processes, DHO3 and
DHO4, speciﬁc for TFSA  are present consistent with the spectra of the [TAS][TFSA] ILs
(Figure 4.7), where DHO3 is only Raman-active and DHO4 is detected in both OKE and
DR spectra. Relative amplitudes, Srj = (Sj=
P
j Sj)  102, band widths and resonance fre-
quencies, of the DHO2, DHO3 and DHO4 modes were set arbitrarily to DHO2 = 0:26THz,
0;DHO2 = 3:76THz, SrDHO3 = 0:2, DHO3 = 1:0THz, 0;DHO3 = 5:14THz and SrDHO4 = 0:1,
DHO4 = 1:0THz, 0;DHO4 = 6:6THz in the OKE ﬁt and SDHO4 = 0:015, DHO4 = 1:0THz,
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0;DHO4 = 6:6THz in the DR ﬁt.
Figure 4.8 shows a representative ﬁt at 25 C using the (Di0 + Di1 + Di2 + CL + DHO1 +
G1 + G2 + DHO2 + DHO3 + DHO4) model for OKE and the (CCi + Di2 + CL + DHO1
+ G1 + G2 + DHO4) model for DR spectra of [C4pyr][TFSA]. Similar ﬁts were obtained
at all other temperatures and the parameters so derived are summarized in Tables 4.3 and
4.4.
Figure 4.8: Imaginary parts of (a) OKE and (b) dielectric spectra of [C4pyr][TFSA] at
25 C. Black squares are experimental data and gray lines represent the overall ﬁt. Shaded
areas indicate the contributions of the individual processes of the (Di0 + Di1 + Di2 + CL
+ DHO1 + G1 + G2 + DHO2 + DHO3 + DHO4) model for the OKE spectra and the
(CCi + Di2 + CL + DHO1 + G1 + G2 + DHO4) model for the DR spectra.
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Table 4.3: OKE ﬁt parameters of [C4pyr][TFSA] as a function of temperature: relative
relaxation and resonance amplitudes, Srj = (Sj=
P
j Sj)102, relaxation times, j, resonance
frequencies, 0;j, damping constants, j, and reduced error function, 2r .a
T / K Sr0 0 Sr1 1 Sr2 2 SrCL SrDHO1 DHO1 0;DHO1
278.15 47.2 1063 18.9 258 8.27 58.4 13.9 4.27 1.24 0.715
288.15 44.6 760 18.5 226 9.65 57.9 15.9 4.13 1.23 0.707
298.15 43.5 551 18.3 162 10.0 48.1 17.0 3.60 1.08 0.661
308.15 45.9 325 23.8 69.3 5.44 16.8 13.2 4.98 1.69 0.826
318.15 35.3 339 27.8 91.0 9.05 23.6 16.6 5.51 1.57 0.827
328.15 30.3 275 29.4 81.2 10.1 22.7 18.6 4.25 1.24 0.702
338.15 29.5 208 29.7 63.1 10.3 17.9 18.5 4.60 1.33 0.719
T / K SrG1 G1 0;G1 SrG2 G2 0;G2 SrDHO2 2r
278.15 4.40 0.799 1.39 2.69 0.742 2.90 0.0543 0.258
288.15 4.20 0.778 1.34 2.76 0.758 2.87 0.0498 0.125
298.15 4.26 0.756 1.25 2.91 0.778 2.82 0.0506 0.191
308.15 4.30 0.913 1.56 2.06 0.732 2.94 0.0515 0.234
318.15 2.31 0.605 1.34 3.20 0.814 2.74 0.0433 0.058
328.15 3.68 0.690 1.20 3.33 0.822 2.73 0.0457 0.036
338.15 3.61 0.697 1.19 3.44 0.837 2.71 0.0429 0.048
a Units: j in ps, 0;j in THz, j in THz;
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Table 4.4: DR ﬁt parameters of [C4pyr][TFSA] as a function of temperature: static permit-
tivity, "s, relaxation and resonance amplitudes Sj, relaxation times, j, Cole-Cole parameter
1, resonance frequencies, 0;j, damping constants, j, high frequency limit of "0, "1, and
reduced error function, 2r .a
T / K "s S1 1 1 S2 2 SCL SDHO1 DHO1 0;DHO1
278.15 11.6 5.74 0.207 409 0.961 47.7 1.36 0.426 1.28 0.725
288.15 11.7 5.24 0.183 284 1.14 49.0 1.89 0.330 1.67 0.859
298.15 11.5 4.17 0.0457 244 1.79 45.6 2.17 0.266 1.20 0.752
308.15 11.7 5.03 0.129 174 1.02 40.3 2.42 0.149 0.573 0.624
318.15 12.1 5.97 0.195 142 0.568 28.7 2.23 0.188 0.630 0.559
328.15 11.9 4.46 0.0752 136 1.89 25.1 2.18 0.214 0.640 0.563
338.15 12.2 5.43 0.153 83.3 1.42 20.2 1.69 0.493 1.53 0.577
T / K SG1 G1 0;G1 SG2 G2 0;G2 "1 2r
278.15 0.768 1.10 1.56 0.054 0.551 2.57 2.31 0.00194
288.15 0.699 1.17 1.25 0.092 0.585 2.49 2.29 0.00126
298.15 0.762 1.20 1.46 0.045 0.500 2.47 2.25 0.00104
308.15 0.750 1.00 1.47 0.066 0.556 2.60 2.26 0.00154
318.15 0.851 1.15 1.35 0.039 0.488 2.59 2.25 0.00277
328.15 0.898 1.27 1.27 0.008 0.290 2.63 2.21 0.00098
338.15 0.716 0.946 0.751 0.282 0.720 2.31 2.15 0.00416
a Units: j in ps, 0;j in THz, j in THz;
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[P14][DCA]. For [P14][DCA] the low-frequency peak of the OKE spectra was best de-
scribed by two inertia-corrected relaxation functions (Eq. 1.37; CDi mode and Di mode;
Figure 4.9a), whereas only one process (CCi mode) could be resolved in the DR spectra
consistent with the DR spectra of [P12][DCA], which can be mainly associated with the
reorientation of cations.46,58 Inertial eﬀects of the present relaxation processes were taken
into account by lib = 2:5THz.
As for all other present AILs the featureless intensity at intermediate frequencies (0:1 .
=THz . 1) was best described by a constant loss (CL) contribution (Eq. 1.38 with
CCm ! 1) terminated by lib = 2:5THz at high frequencies and by 1 at low frequencies.
Figure 4.9: Imaginary parts of (a) OKE and (b) dielectric spectra of [P14][DCA] at 25 C.
Black squares are experimental data and gray lines represent the overall ﬁt. Shaded areas
indicate the contributions of the individual processes assuming a (CDi + Di + CL + DHO1
+ G + DHO2) model for the OKE spectra and a (CCi + CL + DHO1 + G + DHO2) model
for the DR spectra.
At  & 1THz the intensity of DR and OKE spectra of [P14][DCA] could be modelled by the
same number and type of resonance functions consisting of a sum of a damped harmonic
oscillator, DHO1, at  0:8THz, a Gaussian, G, at  2:0THz and a DHO2 at 5.4THz.
Whilst the DHO1 and G mode are of intermolecular nature characterized by their broad
shape, the narrow DHO2 mode is assigned to intramolecular bending of DCA .68,248,292
Figure 4.9 shows a representative ﬁt of the OKE and DR spectra of [P14][DCA] at 25 C
using the (CDi + Di + CL + DHO1 + G + DHO2) model for the OKE spectra and a (CCi
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+ CL + DHO1 + G + DHO2) model for the DR spectra. Similar ﬁts were obtained at all
other temperatures and the parameters so derived are summarized in Tables 4.5 and 4.6.
Table 4.5: OKE ﬁt parameters of [P14][DCA] as a function of temperature: relative relax-
ation and resonance amplitudes, Srj = (Sj=
P
j Sj) 102, relaxation times, j, Cole-Davidson
parameter 1, resonance frequencies, 0;j, damping constants, j, and reduced error func-
tion, 2r .a
T / K Sr0 0 0 Sr1 1 SrCL SrDHO1 DHO1 0;DHO1
278.15 67.0 0.591 549 3.83 58.3 16.2 7.00 3.78 1.62
288.15 71.8 0.469 562 2.43 112 12.8 6.02 3.65 1.45
298.15 70.5 0.399 457 5.06 116 10.9 6.31 3.45 1.38
308.15 69.9 0.416 333 5.39 83.1 11.0 6.08 2.97 1.25
318.15 67.7 0.406 244 5.97 64.4 11.9 6.36 2.89 1.24
328.15 61.9 0.464 181 7.89 45.2 16.2 6.23 2.98 1.27
338.15 59.3 0.443 147 9.65 37.6 16.6 6.54 2.96 1.26
T / K SrG G 0;G (SrDHO2)b (DHO2)b (0;DHO2)b 2r
278.15 5.17 1.25 2.09 0.791 0.70 5.4 0.306
288.15 6.12 1.43 1.82 0.743 0.70 5.4 0.215
298.15 6.47 1.47 1.75 0.769 0.70 5.4 0.0924
308.15 6.85 1.50 1.67 0.766 0.70 5.4 0.101
318.15 7.19 1.54 1.60 0.801 0.70 5.4 0.0403
328.15 7.00 1.57 1.51 0.792 0.70 5.4 0.0278
338.15 7.13 1.59 1.47 0.814 0.70 5.4 0.0368
a Units: j in ps, 0;j in THz, j in THz; b Parameter was ﬁxed;
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Table 4.6: DR ﬁt parameters of [P14][DCA] as a function of temperature: static permittiv-
ity, "s, relaxation and resonance amplitudes Sj, relaxation times, 1, Cole-Cole parameter
1, resonance frequencies, 0;j, damping constants, j, high frequency limit of "0, "1, and
reduced error function, 2r .a
T / K "s S1 1 1 SCL SDHO1 DHO1 0;DHO1
278.15 13.3 6.04 0.227 128 3.28 1.13 3.80 1.80
288.15 13.2 5.78 0.224 91.9 3.52 1.06 3.00b 1.55b
298.15 12.6 5.22 0.222 75.7 3.49 1.10 3.15 1.57
308.15 12.9 5.47 0.280 66.8 3.49 1.04 2.62 1.48
318.15 11.8 4.87 0.242 36.2 3.02 1.09 3.17 1.52
328.15 11.9 4.24 0.201 43.7 3.83 1.08 2.79 1.54
338.15 11.3 4.12 0.203 31.1 3.32 0.944 2.78 1.46
T / K SG G 0;G (SDHO2)b (DHO2)b (0;DHO2)b "1 2r
278.15 0.364 1.03 2.77 0.0287 0.70 5.4 2.42 0.00147
288.15 0.487 1.06 2.63 0.0284 0.70 5.4 2.29 0.00260
298.15 0.517 1.04 2.67 0.0192 0.70 5.4 2.26 0.00187
308.15 0.491 1.03 2.69 0.0165 0.70 5.4 2.35 0.00240
318.15 0.665 1.17 2.48 0.0128 0.70 5.4 2.18 0.00420
328.15 0.571 1.16 2.54 0.0115 0.70 5.4 2.14 0.00279
338.15 0.626 1.27 2.39 0.00955 0.70 5.4 2.30 0.00412
a Units: j in ps, 0;j in THz, j in THz; b Parameter was ﬁxed;
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4.4 Discussion
4.4.1 Static permittivities
From dielectric spectra "s is obtained via extrapolation of the relative permittivity, "0(),
in the limit of  ! 0. In Figure 4.10 "s of [S221][TFSA], [S222][TFSA], [C4pyr][TFSA]
and [P14][DCA] is plotted as a function of temperature. The absolute values of "s of
[S221][TFSA], [S222][TFSA], [C4pyr][TFSA] and [P14][DCA] and the temperature coeﬃ-
cient of [S221][TFSA], [S222][TFSA], and [P14][DCA] (d"s/dT=–0.05K 1, –0.05K 1 and
–0.033K 1, respectively) are of similar magnitude as those of common 1-alkyl-3-methyl-
imidazolium ILs (e.g. "s([C4mim][BF4])=14.6 at 25 C with d"s/dT=–0.041K 1)58 but
signiﬁcantly smaller than those of protic ILs like EAN and PAN (Section 3.1).55
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Figure 4.10: Static permittivity, "s, of [S221][TFSA] (), [S222][TFSA] (4), [C4pyr][TFSA]
() and [P14][DCA] () as a function of temperature; solid lines (—) are linear regressions.
In contrast to that, "s of [C4pyr][TFSA] increases with increasing T . In principle, such a
behavior could be ascribed to a structural change associated with a break-up of antiparallel
aligned dipoles as observed for some neat carboxylic acids,293 however, it could be also a
result of the increased uncertainty of "s, because "0 of [C4pyr][TFSA] does not reach its
low-frequency plateau (Figure 4.4). Extension of the frequency range to lower  was not
successful, as the Ohmic loss swamps "00 (Eq. 1.22). This also almost certainly accounts for
the signiﬁcant diﬀerence of literature values for [C4pyr][TFSA] of "s = 15:354 and 11.3,55
whereas the latter agrees well the present value of 11.5 at 25 C.
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Literature values of "s for [TAS][TFSA] ILs are very scarce. To the authors knowledge, only
Weingärtner et al.54 have determined "s(= 13:2) of [S222][TFSA] at 25 C, which reasonably
agrees with our value of 13:8.
For [P14][DCA] the present value of "s = 12:6 at 25 C is consistent with the slightly larger
value of [P12][DCA] of 14.046,58 as "s is known to increase with decreasing alkyl chain, as
observed for 1-alkyl-3-methylimidazolium ILs,55,58 thus suggesting that "s = 18:0  0:8
reported by Huang et al.55 is overestimated.
4.4.2 Low-Frequency processes
4.4.2.1 General aspects
The dominant intensity of DR and OKE spectra of ILs is generally associated with cooper-
ative relaxations of molecular-level species and/or (if present) ﬂuctuation and reorientation
of larger clusters. In contrast to EAN and PAN (Section 3.1), where cooperative cation
reorientation dominates the DR signal but anion relaxation is primarily detected by OKE
spectroscopy, all cations (S+221, S
+
222, C4pyr+ and P
+
14) and anions (TFSA  and DCA ) of
the present ILs contribute to the DR and OKE intensity, as all of them exhibit permanent
dipole moments and polarizability anisotropy (Table 4.7). In addition, the present anions
and cations have considerably higher internal degrees of freedom, due to their longer alkyl
chains, compared to the rather simple-structured EAN and PAN. Thus, apart from ion
relaxation, torsional motions of the alkyl chains are also expected to contribute to the
diﬀusive response.
Table 4.7: Apparent dipole moments, app, and polarizability anisotropies, , of the ionic
species S+221, S
+
222, C4pyr+, P
+
14, TFSA (C1), TFSA (C2) and DCA .
S+221 S
+
222 C4pyr+ P
+
14 TFSA (C1) TFSA (C2) DCA 
app / D 1.2 1.1 4.0 5.5 5.3 0.5  1y
 / Å3 2.43] 2.26] 8.19\ 3.48\ 3.78] 3.91] 8.3
 Obtained from MOPAC calculations;174 y Refs. 214214 and 294294; ] Obtained
from DFT calculations using ORCA program system;179 \ Ref. 6969;
Concerning TFSA , two stable conformers of C1 (cisoid) and C2 (transoid) symmetry
(denoted as C1 and C2) are known to be present in liquid state, with the latter being
thermodynamically more stable by 2-3 kJmol 1.295 For the present analysis it is important
to note that C1 has a considerably higher dipole moment than C2, whereas the polarizability
anisotropy, , of C1 and C2 is virtually identical for the two isomers.a Thus, whilst C1 and
C2 should equally contribute to the OKE signal, DRS predominantly detects motions of
C1.
aThe values of  obtained in this work (Table 4.7) agree with those reported by Fujisawa et al.69 of
C1 = 3:79Å3 and C2 = 3:95Å3.
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Figure 4.11: Sketch of the C1 conformer of the TFSA  anion. Spheroidal grid represents
the polarizability ellipsoid calculated from the polarizability tensor and black arrow is the
dipole vector, ~. The denotation of the axis of the coordinate system follows that of the
MOPAC calculation.
In addition, the pronounced prolate shape of TFSA  (a  2b = 2c) associated with
an anisotropic moment of inertia, I,(Ix  2:5Iy  2:9Iz) with its most polarizable axis
(half axis a) in x direction and its dipole vector, ~, oriented along the y-axis, results
in diﬀerent sensitivities of DRS and OKE spectroscopy to rotations of TFSA  around
diﬀerent principle axes (Figure 4.11). Whilst a dielectric experiment primarily probes
rotations of ~ around axes perpendicular to y (i.e. x- and z-axes), OKE spectroscopy is
predominantly sensitive to rotations around axes perpendicular to the most polarizable
axis (x); i.e. rotations of both C1 and C2 around the y- and z-axes.
In general, the present cations (S+221, S
+
222, C4pyr+ and P
+
14) most likely also adopt several
stable conformations in liquid state.296,297 However, as the dipole moments of the present
cations only moderately change with conformation (  1:5D) as derived from MOPAC
calculations,174 dipole moments in Table 4.7 are given as average values.
4.4.2.2 Relaxation times
The relaxation times of all relaxation processes, 0, 1 and 2, in the DR and OKE spectra
of the present AILs are decreasing with increasing T (Tables 4.1, 4.2, 4.3, 4.4, 4.5, 4.6).
The viscosity dependence of j is described by the SED theory, although this approach is
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strictly speaking only valid for macroscopic systems within the model of rotational diﬀusion
(Section 1.3.4). Nevertheless, it has proven to be useful for molecular-level interpretations
and allows the determination of the eﬀective volume of rotation, Ve , from the slope of a
SED plot (Eq. 1.63).b The so obtained values of Ve are listed in Table 4.8.
The temperature dependence of 0, 1 and 2 is reasonably described by the Arrhenius equa-
tionc allowing the determination of activation energies, EA, associated with the resolved
relaxation processes in OKE and DR spectra of the present ILs (Table 4.9).
TFSA-based ILs. As discussed in Section 4.3.2 OKE and DR spectra ( . 100GHz)
of [S221][TFSA], [S222][TFSA] and [C4pyr][TFSA] were best described by three (Di0, Di1
and Di2; OKE) and two (CCi and Di2; DRS) relaxation processes, respectively (Figures 4.7
and 4.8). Consistent with the temperature dependence of the dielectric amplitudes (Section
4.4.2.3) the Di2 mode is reasonably assigned to the reorientation of TFSA , whereas the
Di1 mode in OKE and the CCi mode in DRS are mainly related to cation reorientations
as observed for several 1-alkyl-3-methylimidazolium ILs.47,48,58
This assignment is supported by the similarity of the eﬀective volumes of rotation for the
TFSA-based ILs as V DRe;1  V OKEe;1 and V DRe;2  V OKEe;2 (Table 4.8). According to the deﬁni-
tion of Ve ,122 this indicates that a similar amount of volume is swept out in the course of
the underlying molecular motion in the OKE and DR processes, indicating that both tech-
niques detect similar dynamics. The observed diﬀerence between V OKEe;2 and V DRe;2 (Table
4.8) could be reasonably explained within the “idealized” picture illustrated in Figure 4.11,
that OKE and DR spectroscopy are sensitive to more (rotations around y and z probed by
OKE) or less (rotations around x probed by DRS) bulky TFSA  rotations, which therefore
require more or less volume, respectively. The fact that V OKEe;1 > V OKEe;2 and V DRe;1 > V DRe;2
suggests that not only cations but possibly also anions contribute to the Di1 mode (OKE)
and the CCi mode (DRS) consistent with the ﬁndings for [C2mim][EtSO4] that some anions
are slowed down to the time scale of cation dynamics.47
Generally, it is observed that the present values of Ve;1 and Ve;2 are considerably smaller
than that derived for slip boundary conditions (Vslip = 21:3Å3; calculated for TFSA ). In
principle, sub-slip behavior121 is indicative for a non-diﬀusive relaxation mechanism and has
been observed for several 1-alkyl-3-methylimidazolium ILs.58 To scrutinize the nature of the
underlying relaxation mechanism, use can be made from a comparison of the corresponding
relaxation times DRj and OKEj (with j = 1; 2). As presented in Section 1.3.4 for isotropic
rotational diﬀusion, the ratio of a ﬁrst- (DR) and a second-rank (OKE) relaxation time is 3.
In the present case, however, the ratio is found to be DR1 =OKE1  DR2 =OKE2  1:30:3 on
average, for all present TFSA-based ILs. This clearly shows that the relaxation mechanism
of cations (1) and anions (2) is not through rotational diﬀusion but occurs via large-angle
bNote that the dielectric relaxation times were not converted into microscopic rotational correlation
times, as no practical equivalent approach is available for the OKE relaxation times. According to Eq. 1.63
slopes of dielectric SED plots were divided by a factor of 3.
cNote that although transport properties of glass-forming liquids typically follow the VFT equation,201
the simpliﬁed Arrhenius approach is applied, due to the limited temperature range studied here and the
rather scattered data points. For comparison (T ) and (T ) were also approximated by the Arrhenius
equation in the limited temperature range 5  #=C 65, although both quantities follow the VFT function
over the entirely measured range (Appendix A.1).
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jumps consistent with the results observed for 1-alkyl-3-methylimidazolium ILs.36,44 More-
over, this is corroborated by the fact that EA;1 and EA;2 of both DRS and OKE spectroscopy
are considerably smaller than EA and E

A implying a decoupling of rotational motions from
translations, which is incompatible with a rotational diﬀusive relaxation mechanism (Table
4.9).
Regarding EA;1 and EA;2 of both DR and OKE spectra of the present TFSA-based ILs,
the sequence EA;j([C4pyr][TFSA])> EA;j([S221][TFSA]> EA;j([S222][TFSA]) (with j = 1; 2)
(Table 4.9) is observed and indicates that the energy barriers for ion relaxation are signif-
icantly higher in [C4pyr][TFSA] than in [S221][TFSA] and [S222][TFSA]. This implies that
the interionic interactions between TFSA  and C4pyr+ are stronger than those between
TFSA  and TAS+, consistent with ([C4pyr][TFSA])> ([S221][TFSA]> ([S222][TFSA])
(Tables A.3 and A.5). With respect to molecular properties (Table 4.7), this can be ra-
tionalized in terms of enhanced dipole-dipole interactions as app;C4pyr+ > app;TAS+, but
possibly also of the larger mean polarizability of C4pyr+ than that of TAS+ (Appendix
A.1.2) leading to stronger induced moments.
The most remarkable feature of the present OKE spectra is the presence of a large-
amplitude low-frequency mode (Di0), which obviously has no direct counterpart in the
DR spectra (Figures 4.7 and 4.8). This is in analogy to 1-alkyl-3-methylimidazolium ILs,
where a so-called sub- mode dominated the OKE spectra, but was found to be almost
undetectable in the DR spectra.36 Consistent with the large value of V OKEe;0 (Table 4.8), the
present Di0 mode of the TFSA-based ILs can be also reasonably labelled as sub- mode and
it seems likely that its weak dielectric intensity, which could not be resolved as a separate
process in the present DR spectra, is incorporated in the CCi mode, thus explaining the
symmetrical broadening of the dielectric low-frequency peak. This diﬀerence in amplitudes
in OKE and DR spectra suggests that the underlying molecular-level process is associated
with a considerable change in polarizability anisotropy, whereas the macroscopic dipole
moment is rather unaﬀected in the course of this motion. According to the large relaxation
time, 0, the process must be related to ﬂuctuations of larger aggregates. In case of 1-alkyl-
3-methylimidazolium ILs it has been suggested to associate it with a breathing mode of
-stacked clusters,36 based on results of DRS of RTIL mixtures294 and MD simulations.44
Whilst such a motion would be in principle realistic for [C4pyr][TFSA], the molecular-level
origin in [TAS][TFSA] salts must be diﬀerent, due to the lack of aromatic groups. However,
MD simulations of [C4pyr][BF4]74 have shown that the pyridinium cations are preferen-
tially oriented in a “T-shaped” manner (i.e. two pyridinium rings are orthogonal to each
other), suggesting that also in [C4pyr][TFSA] -stacking is of minor importance.74,298 The
fact that a sub- mode is also observed in the OKE spectra of [P14][DCA] (see below),
suggests that the underlying process is independent of the presence of aromatic moieties.
Interestingly, no indications for a similar mode have been observed for protic ILs (EAN
and PAN, Section 3.1) suggesting that such a contribution is an universal feature of AILs
only.
For a microscopic-level interpretation of such a low-frequency mode, ﬂuctuations of large
aggregates have to be considered, consistent with the results of MD simulations that, in
imidazolium-based ILs, translational ﬂuctuations contribute down to quite low frequencies
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(MHz region).42–45 Due to the high degree of charge ordering in ILs40,299,300 phonon-like low-
energy density ﬂuctuations could possibly explain the observed intensity, which have been
already used to interpret light scattering spectra of molten salts301–304 and glasses.305,306 Re-
cently, ultra-sound absorption measurements have detected a dispersion at MHz frequencies
for imidazolium-based ILs307 compatible with a rapid ﬂuctuation of larger clusters. More-
over, low-frequency dielectric spectroscopy revealed that for [C6mim][PF6] the relaxation
time of the electric modulus, el, coincides with that of the dominant low-frequency peak
in depolarized light scattering (DLS) spectra.308 Within the theory of Scher and Lax,309
el can be associated with the mean residence time of an ion in its cage between successive
hops,308 which is thought to represent the determining step for the conductivity in ILs.310
As OKE probes dynamics equivalent to DLS311 this suggests that the sub- mode observed
in the present OKE spectra could be understood as a translational ﬂuctuation of cage-like
structures representing a prerequisite of ion hopping.270,312,313 The relaxation time of the
present Di0 mode, 0, may then be interpreted as the average lifetime of the cage, which
determines the hopping rate (jump frequency) of the ions.308,314
Furthermore, it is observed that the sub- process correlates considerably more with the
viscosity than the cooperative jump relaxation of anions and cations, which can be inferred
from V OKEe;0  Vslip = 21:3Å3 (Table 4.8) and EOKEA;1  EA  EA (Table 4.9) suggesting
that these aggregates or cluster-structures may be responsible for the high viscosities of
RTILs.36 The amplitude of the sub- mode scales with the polarizability anisotropy of the
cation as it is considerably larger for [C4pyr][TFSA] and imidazolium ILs36 than for the
[TAS][TFSA] salts, thus reﬂecting C4pyr+ > TAS+ (Table 4.7).
[P14][DCA]. According to the permanent dipole moments of P+14 and DCA  (Table 4.7),
cation dynamics should dominate over anion dynamics in the DR signal, whereas the
situation is expected to be vice versa for the OKE signal with respect to the polarizability
anisotropies (DCA  > P14+; Table 4.7). This suggests that both techniques detect similar
dynamics with diﬀerent weights, which reasonably explains the diﬀerence between V OKEe;1
and V DRe;1 (Table 4.8). The absence of a distinct anion reorientation process in the DR
spectra of [P14][DCA], which is commonly observed for ILs consisting of dipolar anions47
(see above) is a result of the small permanent dipole moment of DCA  (Table 4.7) and
is consistent with the best ﬁt for the DR spectra of [P12][DCA], where also no relaxation
mode speciﬁc for DCA  was observed.46,58 This indicates that the dielectric CCi mode of
[P14][DCA] is a composite that is dominated by cation dynamics, which manifests itself in
the increase of V DRe;1 from 0.46Å3 for [P12][DCA]58 to 1.4Å3 for [P14][DCA] as a result of
the elongated cation alkyl chain (Table 4.8).
As for the TFSA-based ILs the ratio of relaxation times DR1 =OKE1 , of [P14][DCA] can
be used to obtain information on the underlying relaxation mechanism. Although DRS
and OKE spectroscopy do not probe identical molecular-level dynamics of [P14][DCA], the
present value of DR1 =OKE1  0:8 is incompatible with rotational diﬀusion. Rather than
that, it suggests ion relaxation to occur via large-angle jumps as observed for all other ILs
studied to date.36,44,208
The dominant low-frequency process in the OKE spectra (CDi mode) of [P14][DCA] can be
reasonably associated with a sub- mode (Figures 4.7, 4.8 and 4.9). As for the TFSA-based
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ILs the value of V OKEe;0 is considerably larger than that of V OKEe;1 and V DRe;1 but similar to that
of Vslip = 14:7Å3 (for DCA ) suggesting that the CDi mode correlates with the viscosity.
Likewise, EOKEA;1  EA  EA as observed for the TFSA-based ILs (Table 4.9) supporting
the assumption that independent of the molecular structure of anions and cations a sub-
 mode is a universal feature AILs, which dominates the OKE response but is (almost)
undetectable in the DR spectra.
4.4.2.3 Amplitudes.
Evaluation of the amplitudes of the dielectric low-frequency processes, S1 and S2 is accom-
plished by the Cavell equation (Eq. 1.52), which relates Sj of process j with the eﬀective
dipole moment, e;j.115
[TAS][TFSA] ILs. It is observed that for [S221][TFSA] and [S222][TFSA] e;1 decreases,
whereas e;2 increases with increasing T .
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Figure 4.12: Eﬀective dipole moments, e;1 (squares), e;2 (triangles) and e;1+2 (circles,
calculated from S1+S2) of [S221][TFSA] (full symbols) and [S222][TFSA] (open symbols) as
a function of temperature; solid lines (—) are linear regressions. Data points in brackets
were omitted from the linear ﬁt. Error bars are only displayed for e;j of [S221][TFSA] for
visual clarity.
As discussed above, the Di2 mode of the present TFSA-based ILs can be reasonably as-
signed to reorientations of TFSA . Because of the isomeric equilibrium295 between the
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weakly dipolar C2 (app;C2 = 0:5D) and the strongly dipolar C1 (app;C1 = 5:3D)d it is ex-
pected that the mol fraction of C1, xC1, increases at the expense of the thermodynamically
more stable C2 with increasing T thus, being partially responsible for the increase of e;2.
Accordingly, this should permit e;2 to be expressed by the following equation
2e;2 = xC1gTFSA 
2
app;C1 + (1  xC1)gTFSA 2app;C2 (4.1)
with two unknown variables xC1 and gTFSA  = gC1 = gC2. A solution of Eq. 4.1 is provided
Figure 4.13: (a) Re-measured OKE spectra of [S221][TFSA] in the temperature range
240  T=K  340 in 20K steps. (b) Deconvolution of the spectrum at 300K using a sum
of 7 Voigt functions (shaded areas). Gray line represents the total ﬁt.
by band-ﬁtting analysis of the OKE spectra in the frequency range 380 . =cm 1 . 430
(11:4 . =THz . 12:9) where the SO2-wagging motion (!-SO2) speciﬁc for C1 and C2 takes
place, allowing the determination of xC1.315,317,318 Therefore, OKE spectra of [S221][TFSA]
were re-measurede over the temperature range 240  T=K  340 (20K steps) with a
higher resolution in the frequency region of interest (Figure 4.13a). Figure 4.13b shows
the deconvolution of the spectrum at 300K using a sum of seven Voigt functions,f where
dThe present values of app;C2 and app;C1 obtained from MOPAC agree with those in the literature,
which were calculated on a higher level of theory.214,315,316
eOKE spectra of Figure 4.13 were measured and processed (baseline correction etc.) by Dr. D. A.
Turton (Glasgow University, Glasgow, UK).
fThe multipeak ﬁtting package 2 implemented in the IGOR software (Wavemetrics V.6.31) was used.
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mode 3 and 5 are assigned to !-SO2 of C2 and mode 4 to !-SO2 of C1.315,318 Comparison
to the Raman spectra of [C2mim][TFSA] published by Fujii et al.315,319 suggests that mode
2 is speciﬁc for S+221 as it is absent in their spectra. Similar ﬁts were obtained at all other
temperatures. Through I = cJ the integrated intensity, I, is related to the concentration,
c, and the scattering coeﬃcient, J .315,319 Thus, xC1 can be obtained from the ratio IC1=IC2
(with IC1 = I4 and IC2 = I3 + I5) via
xC1 =
1
1 + cC2
cC1
(4.2)
provided that JC1=JC2 is known. The latter can be obtained from the slope of a plot
of IC1 against IC2 according to the relation IC1 = JC1cTFSA    JC1=JC2IC2,296,318 where
cTFSA  is the total concentration of TFSA . In the present case JC1=JC2 = 0:74. The so
derived values of xC1 (Eq. 4.2) are shown in Figure 4.14 and it is found that on average C1 is
present to  73% in [S221][TFSA]. This value is compatible with that reported by Herstedt
et al.297 of xC1  70% for [Et4N][TFSA] determined by Raman spectroscopy. The present
xC1 were interpolated and inserted into Eq. 4.1 allowing the calculation of gTFSA  (Figure
4.14). It is observed that gTFSA   1 for all T indicating strong antiparallel dipole-dipole
correlations of TFSA  dipoles. This is consistent with what has been observed for all anion
relaxation processes in ILs studied to date (Section 3.2),47,256 where e obtained from
their corresponding dielectric amplitudes are considerably underestimated with respect to
theoretical dipole moments. Moreover, the fact that dgTFSA=dT >dxC1=dT implies that
the large value of d2e;2=dT (Figure 4.14, ) and thus dS2=dT (Table 4.2) of the present
[TAS][TFSA] ILs is mainly caused by decreasing antiparallel dipole-dipole correlations but
also by the increase of xC1.
From the thermodynamic point of view, the enthalpic and entropic nature of the conforma-
tional equilibrium of TFSA  in the present [TAS][TFSA] ILs can be estimated on the basis
of IC1=IC2.297,315,318,319 With the deﬁnition of the equilibrium constant, Kiso = cC1=cC2, the
species distribution varies with temperature according to  R lnKiso = isoH=T  isoS.
Thus, using I = cJ , the following relation is obtained
 R ln

IC1
IC2

= isoH
=T  isoS  R ln

JC1
JC2

(4.3)
enabling the determination of isoH = (4:9 0:6) kJmol 1 and isoS = (26 2) Jmol 1
from the slope and the intercept, respectively, of a plot of  R ln(IC1=IC2) vs. T 1 (Figure
4.15). The value of isoH is compatible with that reported for [C2mim][TFSA] of (3:5
0:1) kJmol 1 315 and [Et4N][TFSA] of (7  1) kJmol 1,297 whereas the present isoS is
consistent with that reported for the TFSA -derivative bis(ﬂuoromethanesulfonyl)amide
(FSA ) in [C2mim][FSA] of (19  5) Jmol 1.319 Accordingly, at 25 C, isoG = ( 2:9 
0:8) kJmol 1 for [S221][TFSA], which is rather close to zero indicating that both conformers
exist in the present TAS ILs in liquid state.315
The eﬀective dipole moment, e;1, decreases for [S221][TFSA] and [S222][TFSA] with in-
creasing T (Figure 4.12), which implies that dipole-dipole correlations decrease with in-
creasing T . On the basis of uncorrelated dipole moments of S+221, S
+
222, C1 and C2 obtained
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Figure 4.14: Fraction of C1, xC1 (N), correlation factor of TFSA , gTFSA  (), and 2e;2
() of [S221][TFSA] as a function of T . Solid lines are linear regressions.
from MOPAC the value of e;1 can neither be explained solely by cation nor anion reorien-
tation, consistent with the conclusions drawn from the eﬀective volumes (Section 4.4.2.2)
that S1 is a composite. Assuming that reorientations of anions and cations are responsible
for S1 of the present [TAS][TFSA] ILs a correlation factor of the cations g+ can be formally
calculated by approximating e;1 as
2e;1 = g+
2
app;+ + xC1gTFSA 
2
app;C1 + (1  xC1)gTFSA 2app;C2| {z } (4.4)
2e;2 see Eq. 4.1
where app;+ is app;S221+ = 1:2D or app;S222+ = 1:1D (Table 4.7). The correlation factor,
g+, is displayed in Figure 4.16. It is observed that g+  1 indicating strong parallel
dipole-dipole correlations, which are decreasing consistent with decreasing intermolecular
interactions with increasing T . However, the absolute values of g+ are unrealistically high.
This indicates that the rotational contribution assumed to contribute to the CCi mode is
considerably underestimated by the present approach (Eq. 4.4) and suggests that additional
contributions may contribute to S1. Keeping in mind the assumption that the sub- mode,
which is not resolved in the present DR spectra, is incorporated in the CCi mode (Section
4.4.2.2), could plausibly explain the extraordinary large value of g+.
In addition, it should be noted that in the present analysis using Eqs. 4.1 and 4.4 cations
and anions were assumed to contribute to S1 and S2 with their analytical concentration, c.
However, as suggested for [C2mim][EtSO4] the dynamics of some anions (normally relaxing
with 2) are possibly slowed down (synchronized) to the timescale of cation relaxation (1),
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Figure 4.15: Van’t Hoﬀ plot of the conformational equilibrium of TFSA  in [S221][TFSA]
according to Eq. 4.3.
due to the strong intermolecular interactions47,59 indicating a high degree of cooperativity
in the liquids. As a result, the concentration of anions contributing to S2 is smaller than c,
whereas the dipole density contributing to S1 is higher, thus leading to g+ > 1 and gTFSA  <
1. Nevertheless, considerable dipole-dipole correlations are present in the investigated
[TAS][TFSA] salts, which can be inferred from the signiﬁcant decrease of e;1+2, obtained
from S1 + S2, with increasing T (Figure 4.12).
[P14][DCA] & [C4pyr][TFSA]. In Figure 4.17 e;1 of [P14][DCA] and [C4pyr][TFSA]
and e;2 of [C4pyr][TFSA] calculated from the corresponding dielectric amplitudes S1 and
S2 via Eq. 1.52 are plotted as a function of T . For [C4pyr][TFSA] it is observed that
by trend both e;1 and e;2 slightly increase with increasing T . As discussed for the
[TAS][TFSA] salts, the latter can be reasonably attributed to a decrease of antiparallel
dipole-dipole correlations but also due to the increasing amount of the stronger dipolar C1
species at the expense of C2. Although the considerable scatter of the data points prevents
a detailed analysis, an average value of gTFSA  for [C4pyr][TFSA] can be estimated via
Eq. 4.1 using the temperature average of e;2 = 2:0 0:4D and approximating xC1  0:73
by the average value determined for [S221][TFSA] (Figure 4.14). This yields gTFSA  = 0:19
for [C4pyr][TFSA], which is of similar magnitude as that of the studied [TAS][TFSA] ILs
indicating strong antiparallel dipole-dipole correlations.
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Figure 4.16: Orientational correlation factor of TAS+ cations, g+, of [S221][TFSA] () and
[S222][TFSA] () as a function of T . Solid lines are linear regressions.
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Figure 4.17: Eﬀective dipole moment, e;1 of (a) [P14][DCA] () and (b) e;1 () and
e;2 () of [C4pyr][TFSA] as a function of temperature; solid line (—) represent linear
regressions.
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Furthermore, insertion of gTFSA  = 0:19 and app;+ = app;C4pyr+ = 4:0D (Table 4.7) into
Eq. 4.4 gives g+ = 0:66. This is in contrast to [S221][TFSA] and [S222][TFSA], where g+  1,
which suggests that also cation-cation and/or cation-anion dipoles are arranged in an
antiparallel manner. Keeping in mind the uncertainties associated with the determination
of "s and thus S1 (Section 4.4.1), this would also explain the observed increase of "s with
increasing T suggesting a break-up of antiparallel aligned dipoles.
For [P14][DCA] e;1 decreases with increasing T , however much less than e;1 of the
present [TAS][TFSA] ILs. Nevertheless, the decrease suggests decreasing dipole-dipole
correlations, as observed for [TAS][TFSA] ILs and the present average value for [P14][DCA]
of e;1 = 3:8 0:1D agrees well with that obtained for [P12][DCA] of 3:9 0:1D.58
4.4.3 High-Frequency processes
The intensity at  & 100GHz of OKE and DR spectra of ILs is generally associated
with resonance type processes, which are associated with intermolecular vibrations, such
as “cage-rattling” motions and librations of ions.36,51,67,320,321 However, a decomposition of
experimental DR and OKE spectra using common line-shapes such as damped harmonic
oscillators or Gaussians does not account for all complex dynamical processes, taking place
on this time scale.322 In particular, cross-terms that arise from coupling between trans-
lational and reorientational motions are not describable within such a line-shape analy-
sis.69,290 Moreover, the small temperature eﬀects in the present spectra are superimposed
by the considerable noise of the dielectric data leading to rather scattered ﬁtting parame-
ters (Tables 4.1, 4.2, 4.3, 4.4, 4.5 and 4.6), thus, preventing a detailed analysis.
Figure 4.18 shows the high frequency part ( & 10GHz) of OKE and DR spectra of
[S222][TFSA], [C4pyr][TFSA] and [P14][DCA] at 25 C. In the present spectra the intensity
arising from relaxation processes and the CL contribution were subtracted from OKE and
DR spectra.
For ILs consisting of aromatic cations such as imidazolium salts36,69 and the present
[C4pyr][TFSA] a pronounced peak at  100 cm 1, in the present analysis labelled as G2
mode (Figure 4.18b,e), is observed. As suggested by MD simulations for simple aromatic
liquids such as benzene or pyridine it is mainly associated with the tumbling motion of their
aromatic rings.322,323 For imidazolium ILs Giraud et al.33 assigned this intensity to the out-
of-plane libration of the aromatic ring. This is consistent with the present decomposition
of OKE and DR spectra, as the relative amplitude in the OKE spectra (Figure 4.18b) is
signiﬁcantly larger than that in the DR spectra (Figure 4.18e), which can be attributed to
the large polarizability anisotropy of C4pyr+ (Table 4.7). Moreover, this is corroborated by
the absence of such a mode in the OKE and DR spectra of the non-aromatic [TAS][TFSA]
ILs (Figure 4.7a,b and 4.18a,d) and [P14][DCA] (Figure 4.18c,f).
A general feature of OKE spectra of TFSA-based ILs is the presence of a signiﬁcant peak
at  20 cm 1.33,67,291,324 In the present spectra the DHO1 mode in the OKE spectra of
[S221][TFSA], [S222][TFSA] and [C4pyr][TFSA] (Figure 4.18a,b) accounts for this intensity
and it has been suggested to assign this peak to the interionic vibrational dynamics and
librational motions of TFSA .68,69 Despite the considerable scatter in the DR spectra of
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Figure 4.18: Decomposition of the high frequency part ( & 10GHz) of OKE and DR
spectra of (a) & (d) [S222][TFSA], (b) & (e) [C4pyr][TFSA] and (c) & (f) [P14][DCA],
respectively. Low-frequency relaxation modes and CL contributions were subtracted. Black
solid lines (OKE) and full symbols (DRS) are experimental data. Gray solid lines represent
total ﬁts and shaded areas indicate individual resonance functions.
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[S222][TFSA] and [C4pyr][TFSA], a distinct peak at  20 cm 1 seems to be absent. Keeping
in mind the prolate shape of TFSA  (Figure 4.11) librational motions around a speciﬁc axis
could explain the signiﬁcant peak in the OKE spectra. However, as the DHO1 mode is also
required to describe the OKE and DR spectra of [P14][DCA] this suggests that unspeciﬁc
contributions arising from multi-particle interactions of anions and cations contribute on
this time scale, which, in case of TFSA-based ILs, are superimposed by TFSA -speciﬁc
dynamics.
Generally, the same applies to the contribution at  60 cm 1, which, for the present ILs,
was modelled by a Gaussian, G, in [S222][TFSA] and [P14][DCA] and G1 in [C4pyr][TFSA].
Independent of the structure of cations or anions such an intensity is observed in the present
ILs, reﬂecting the collective nature of IL-dynamics in this frequency range and indicates
that librations of anions and cations are strongly overlapping.
4.5 Conclusions
The dynamics of four aprotic non-imidazolium ILs, based on trialkylsulfonium, pyridinium
and pyrrolidinium cations, have been studied by a combined experimental approach using
DR and OKE spectroscopy in the exceptional wide frequency range 0:2 . =GHz . 10 000
at temperatures between 5 and 65 C.
Deconvolution of the low-frequency part ( . 100GHz) of OKE and DR spectra of TFSA-
based ILs revealed that in addition to the commonly observed cation relaxation process,36,58
a relaxation mode speciﬁc for anions could be resolved. Quantitative analysis of the cor-
responding dielectric amplitude indicated strong antiparallel dipole-dipole correlations of
TFSA  dipoles, which in [S221][TFSA] was found to be present in its cisoid form to approx-
imately 73%. Likewise, strong correlations were found to exist between cation and anion
dipoles. As a consequence of such strong interionic forces (dipole-dipole and coulombic in-
teractions), it was shown that ion relaxation in the present ILs occurs through large-angle
jumps rather than rotational diﬀusion, similar to what has been observed for imidazolium-
based ILs (Section 3.2)36,58 and alkylammonium nitrates (Section 3.1).208 Moreover, the
observed dynamics are highly cooperative, which, at least for [TAS][TFSA] ILs, manifests
itself in a partial slow down of some anions to the time scale of cation dynamics.
The most remarkable feature of the OKE spectra of the studied AILs was the presence
of an intense low-frequency mode, which could not be resolved in the DR spectra of the
present ILs, similar to what has been observed for 1-alkyl-3-methylimidazolium ILs.36 From
comparison of the present DR and OKE spectra it was concluded that this sub- mode is
not associated with the cooperative relaxation of ions, but as suggested for imidazolium-
based ILs,36 is likely related to the ﬂuctuations of mesoscale structures. Phonon-like modes
associated with translational low-energy vibrations of larger aggregates could account for
the observed intensity and a relation to the charge hopping transport mechanism appears
plausible. Moreover, the corresponding relaxation time, 0, seems to be correlated to ,
suggesting that such clusters may be responsible for the high viscosities of RTILs. The
fact that such a mode is present in the OKE spectra of AILs, but absent in those of EAN
and PAN, suggests that a sub- mode is a general feature of AILs.
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These ﬁndings should motivate further research to investigate the nature of the sub- mode
and the orientational dynamics of non-imidazolium ILs in general. For example, it would
be interesting to study the behavior of the sub- mode as a function of composition in
binary mixtures with molecular solvents by means of OKE spectroscopy. Particularly, MD
simulations, which are able to quantitatively reproduce OKE and DR spectra of ILs would
be desirable to render more precisely the results of the present study and to disentangle
the strongly overlapping contributions in the THz frequency range.
Chapter 5
Binary mixture of EAN + Acetonitrile
The material presented in this chapter forms the basis of the paper:
Thomas Sonnleitner, Viktoria Nikitina, Andreas Nazet, and Richard Buchner “Do H-Bonds
Explain Strong Ion Aggregation in Ethylammonium Nitrate + Acetonitrile Mixtures?”,
Phys. Chem. Chem. Phys. 2013, 15, 18445-18452.
5.1 Introduction
Probably the most intensively studied PIL is ethylammonium nitrate (EAN).7 Due to its
ability to form a three dimensional hydrogen bond network reminiscent to that of water,28,64
it has attracted particular interest as possible replacement for aqueous solutions in organic
synthesis7 and as self-assembling medium.28,185,325,326
In practical applications ILs are generally mixed with other components, either acting
as co-solvents or as reactants. To understand interactions in such systems knowledge on
their structure and dynamics is essential. Up to now, most publications dealing with
the dynamics of ILs and their mixtures with non-ionic compounds focus on salts with 1-
alkyl-3-methylimidazolium cations30,48,49,51,58 but only little is known about PIL-containing
systems.80,81 In this contribution we present a ﬁrst systematic study of the cooperative dy-
namics of EAN+dipolar aprotic solvent mixtures. Acetonitrile (AN) was chosen as the
non-ionic component as this industrially important solvent327,328 is miscible with EAN
over the entire composition range. Additionally, its structure and dynamics are well char-
acterized.60,329–331
As the main technique dielectric relaxation spectroscopy (DRS) was used as it has proven
to be a powerful tool to study the dynamics of electrolyte solutions57,77,332 and ILs.36,58,107
DRS measures ﬂuctuations of the macroscopic dipole moment of the sample and is therefore
sensitive to the reorientation of dipolar species in general and to ion-pairs in particular.57
Furthermore, this technique yields information on solute-solvent interactions and is the
only method allowing determination of the static permittivity of conducting samples. Note
that the frequency-dependent dielectric properties of a solvent also determine how fast and
eﬃcient it can respond to changes in the charge distribution of a solute, aﬀecting thus fast
photochemical and electron transfer reactions therein.38,333
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5.2 Experimental
5.2.1 Materials and auxiliary measurements
Puriﬁcation of EAN and AN and sample preparation of the binary EAN + AN mixtures
was conducted as described in Section 2.1.
Densities, , required for calculating the molar concentrations of EAN, cEAN, and AN,
cAN, were measured at (25:00  0:01) C by a vibrating-tube densimeter (Anton Paar,
Graz, Austria, DMA 5000 M) with a nominal uncertainty of 5  10 6 g cm 3 (Section
2.5.1). Viscosities, , measured at (25:00  0:05) C were obtained with the help of an
automated rolling ball microviscometer (Anton Paar, Graz, Austria, AMVn) having a
repeatability of 0.5% (Section 2.5.2). Electrical conductivities, , were determined at
(25:0000:003) C with an overall uncertainty of 0.5% using the setup described previously
(Section 2.5.3).154,172 The obtained data for , , molar conductivity,  = =cEAN, and 
are summarized in Table 5.1.
Table 5.1: Density, , electrical conductivity, , molar conductivity, , and viscosity, ,
of EAN+AN mixtures as a function of EAN mole fraction, xEAN, at 25 C.
xEAN  / g cm 3  / Sm 1  / mSm2mol 1 xEAN  / mPa s
0 0.78664 – – 0 0.3413a
0.0091 0.78536 0.291 1.694 0.1000 0.730
0.0155 0.79093 0.383 1.318 0.2000 1.43
0.0312 0.80407 0.565 0.9717 0.3500 3.20
0.0570 0.82491 0.832 0.7938 0.4998 6.36
0.0996 0.85879 1.264 0.7051 0.5999 9.67
0.1166 0.87039 1.468 0.7068 0.7000 15.1
0.1501 0.89057 1.791 0.6849 0.8002 20.9
0.2000 0.92578 2.319 0.6820 0.9500 33.6
0.2398 0.94666 2.718 0.6840 1 38.6
0.3008 0.98195 3.135 0.6498 – –
0.3500 1.00768 3.368 0.6161 – –
0.4002 1.02858 3.619 0.5968 – –
0.5017 1.07085 3.599 0.5003 – –
0.6123 1.11355 3.436 0.4137 – –
0.6989 1.13739 3.118 0.3448 – –
0.7967 1.16500 2.800 0.2850 – –
0.8948 1.18790 2.525 0.2401 – –
0.9500 1.19966 2.381 0.2188 – –
1 1.21047 2.238 0.1998 – –
a Taken from Ref. 334334
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5.2.2 Dielectric Spectroscopy
Dielectric spectra were recorded in the frequency range of 0:2  =GHz  89 at (25:00
0:05) C. For 0:2  =GHz  50 a dielectric probe kit consisting of two reﬂection probe
heads (Agilent 85070E-020 for 0.2-20GHz, Agilent 85070E-050 for 1.0-50GHz) was con-
nected to a vector network analyzer (VNA, Agilent E8364B) via an electronic calibration
module (ECal, Agilent N4693A).59,213 Prior to measurement the probes were calibrated
with air, mercury and DMA as primary calibration standards. To account for calibration
errors a complex Padé-correction was applied using AN, BN and 1-BuOH as secondary
standards.46 For selected samples the Padé-correction was assessed with the help of a
variable-pathlength waveguide transmission cell covering 27  =GHz  40 that was
mounted to the VNA as such measurements do not require calibration.59,139 In Figure 5.1
it is shown that for mixtures with 0  xEAN  0:2398 combination of AN+BN+1-BuOH
provided the best data set, whereas for 0:2398 < xEAN  1, DMA+BN+1-BuOH were
more appropriate.
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Figure 5.1: Dielectric permittivity, "0(), and loss, "00(), spectra of EAN+AN mixture with
xEAN = 0:0091 obtained from VNA measurements with the 50GHz probe head compared
to A-band data (). 50 GHz probe head data were Padé-corrected using DMA+BN+1-
BuOH () and AN+BN+1-BuOH (), respectively.
The 60-89GHz region was covered with a waveguide interferometer.139 The combined 0:2 
=GHz  89 spectra of ^() were then corrected for dc conductivity to extract "^() for
further processing. In this procedure  was treated as an adjustable parameter with the
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experimental data as the starting values to account for fringing-ﬁeld contributions arising
from geometrical imperfections of the VNA probes.57 The dielectric data obtained from
ﬁtting these spectra are summarized in Table 5.2.
Table 5.2: Dielectric relaxation parameters of EAN+AN mixtures at 25 C: static permit-
tivity, "s, high frequency limit of permittivity, "1, relaxation amplitudes, Sj, relaxation
times, j, symmetrical, 1, and asymmetrical, 1, width parameter and reduced error func-
tion, 2r , as a function of EAN mole fraction, xEAN, and molar concentration of EAN,
cEAN.a
xEAN cEAN "s S1 1 1 1 S2 2 "1 2r  104
0 0 35.84 – – – – 32.51 3.32 3.33 –
0.0091 0.172 38.28 4.85 0.31 1.00 20.4 29.92 3.42 3.51 174
0.0155 0.291 39.88 9.08 0.36 1.00 16.7 28.19 3.36 2.61 141
0.0312 0.582 43.79 17.16 0.38 1.00 20.4 24.58 3.45 2.05 511
0.0570 1.048 49.12 26.63 0.44 1.00 27.7 20.62 3.82 1.87 489
0.0996 1.793 52.87 32.91 0.42 1.00 37.3 17.66 4.60 2.30 528
0.1166 2.077 54.71 37.52 0.45 1.00 36.7 15.64 4.96 1.56 429
0.1501 2.615 53.31 37.57 0.42 1.00 34.5 13.55 5.05 2.19 605
0.2000 3.400 48.95 35.01 0.38 1.00 29.7 10.94 5.17 3.00 463
0.2398 3.973 47.54 37.13 0.36 1.00 25.4 7.87 6.36 2.54 361
0.3008 4.825 43.80 31.41 0.33 1.00 31.0 7.91 7.23 4.48 100
0.3500 5.467 38.02 30.48 0.25 1.00 22.7 3.28 4.93 4.26 258
0.4001 6.063 35.62 27.56 0.23 1.00 24.4 3.32 6.02 4.74 177
0.5017 7.193 31.17 23.52 0.18 1.00 28.8 2.71 4.09 4.93 226
0.6123 8.304 28.54 20.87 0.18 1.00 39.1 2.16 3.62 5.51 45.1
0.6989 9.042 27.39 21.13 0.13 0.79 60.3 2.57 0.816 3.68 82.5
0.7968 9.825 27.65 21.69 0.12 0.70 92.5 2.25 0.746 3.70 150
0.8947 10.519 28.21 22.64 0.07 0.57 153 2.64 0.204 2.92 64.4
0.9500 10.880 27.98 22.50 0.04 0.55 162 3.33 0.192 2.16 124
1 11.198 28.38 22.89 0.00 0.51 203 3.38 0.171 2.11 148
a Units: cEAN in mol L 1, j in ps;
5.3 Results and Discussion
5.3.1 Choice of ﬁt model
In the frequency range of 0.2-89GHz the dielectric spectrum of neat AN at 25 C is very
well ﬁtted by a single Debye (D) equation centered at 48GHz (parameters S = 32:51,
 = 3:32ps, "1 = 3:33). This mode is associated with the rotational diﬀusion of AN
dipoles60,332 and accounts for 95% of the total dispersion from "s = 35:84 at  ! 0 to
"FIR1 = 1:81 in the far infrared so that the small resonance-type processes outside the present
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Figure 5.2: (a) Dielectric permittivity, "0(), and (b) loss, "00(), spectra of neat AN and
EAN (dashed lines) and EAN+AN mixtures with xEAN of 0.0312, 0.1167, 0.2398, 0.4002,
0.5017 and 0.6989 (solid lines) at 25 C.
frequency range at  0:5 and 2THz49,60,329 can be neglected in the present analysis. On
the other hand, two modes (the CDi+D model) are required to ﬁt "^() of pure EAN in the
same frequency range, see Table 5.2 for the parameters. This spectrum is dominated by the
jump relaxation of [EtNH3]+ ions107,208 peaking at 1GHz which is best described by an
inertia-corrected106 CD equation (Eq. 1.37) with 5THz rise rate (Section 3.1). Additionally,
a small high-frequency D equation peaking outside the present frequency range is required
to summarize the small contributions from intermolecular vibrations and librations at THz
frequencies that extend below 89GHz (Section 3.1).107
Data analysis revealed that for all mixture spectra a sum of two modes (n = 2 in Eq. 1.30)
yielded the best ﬁt (Figures 5.2 & 5.3). Up to IL mole fractions of xEAN = 0:61 a CC+D
model was suﬃcient but above that concentration the shape of the lower-frequency mode
becomes increasingly asymmetric (1 < 1; Figure 5.4b), so that a HNi+D model had
to be used. For the HNi mode (Eq. 1.37) the inertial rise rate was ﬁxed to the value of
pure EAN, 5THz. The so obtained parameters (Table 5.2) vary smoothly with xEAN over
the entire mixture range (Figures 5.4-5.8). The other tested models generally produced
inferior ﬁts and/or widely scattering parameters and were thus rejected. Note that this
empirical decomposition of the dielectric spectra has to be taken with a grain of salt as
computer simulations of Schröder et al. have clearly shown that at least for imidazolium-
based ionic liquids and their mixtures with water rotational and translational modes of
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Figure 5.3: Dielectric loss spectra, "00(), of EAN+AN mixtures at 25 C and EAN mol
fractions, xEAN, of (a) 0.0312 and (b) 0.6989. Symbols represent experimental data, lines
show (a) the CC+D and (b) the HNi+D ﬁt; shaded areas indicate the individual processes.
all components stretch over large frequency ranges and strongly overlap.42,45,205 However,
as long as quantitative agreement between experimental and simulated dielectric spectra
cannot be routinely achieved empirical decompositions, like the present CC+D or HNi+D
models, have to be used.
Compared to mixtures of 1-alkyl-3-methylimidazolium ILs with AN49 and dichloromethane
(DCM),47,48 where the spectra can be ﬁtted with a CC+D model, some similarities but
also marked diﬀerences are apparent. From the evolution of the resolved amplitudes and
relaxation times it is obvious that for all mixtures studied so far, including the present
EAN+AN system, the lower-frequency mode (1) is associated with the IL. At low IL
content the higher-frequency mode (2) is dominated by the dipolar solvent (AN or DCM)
but at xIL & 0:5 essentially only the IL contribution remains. All mixtures exhibit a
maximum in the static permittivity at low IL content, which is an indication for ion-
pair formation.47–49 However, whilst only a small increase was observed for the static
permittivity of imidazolium IL + AN mixtures, followed by a monotonic decrease to the
value of the pure IL, the present mixtures show a huge rise from "s = 35:84 for pure AN
to 54.71 at xEAN = 0:12 (Figure 5.4a). This suggests considerable formation of a species
with large dipole moment, namely contact ion pairs (CIPs, see below) for 0 < xEAN . 0:5.
Interestingly, the static permittivity shows also a weak minimum at xEAN  0:7, the
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Figure 5.4: (a) Static permittivity, "s, and (b) width parameters 1 () and 1 (). Solid
and dashed lines are just a guide to the eye.
composition where the transition from the CC+D to the HNi+D model occurs (Figure
5.4).
5.3.2 Higher frequency mode
5.3.2.1 Relaxation times.
The concentration dependence of relaxation time, 2 (Figure 5.5), and amplitude, S2 (Fig-
ure 5.6a), reveals that at low IL content the higher-frequency mode 2 is associated with the
reorientation of AN dipoles. Information on the underlying relaxation mechanism comes
from the corresponding rotational correlation time,  02, obtained from the cooperative re-
laxation time 2 with the help of the Powles-Glarum equation125 (Eq. 1.71 with j = 2,
where "2 = "s   S1 and "3 = "1). For xEAN  0:3  02 is proportional to viscosity,  (Fi-
gure 5.5), suggesting that in this region, corresponding to IL concentrations cEAN . 4:8M,
solvent relaxation is through rotational diﬀusion of individual dipoles. This is typical for
electrolyte solutions in dipolar aprotic solvents.49,332,335 For xEAN  0:3 the linear relation
between  02 and  breaks down, suggesting a rapid decrease of “freely” rotating AN dipoles
and increasing dominance of fast EAN modes.
From the slope of the linear range of Figure 5.5 the very small eﬀective volume, Ve =
Vmf?C, of 2.02Å3 can be extracted.122 For values of Vm = 43:9Å3 and f? = 1:208 taken as
the molecular volume and shape factor of the AN molecule336,337 this results in a friction
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Figure 5.5: Dielectric relaxation time, 2 (), as a function of solution viscosity, .
coeﬃcient of C = 0:038. Similar small values were found for AN solutions of 1-alkyl-3-
methylimidazolium tetraﬂuoroborates (C = 0:033),49 NaI (0.063) and Bu4NBr (0.068).332
On the other hand, from the temperature dependence of the relaxation time of pure AN a
value of C = 0:119 was obtained,60 which is virtually identical to the theoretically predicted
friction factor for rotation under slip hydrodynamic boundary conditions, Cslip = 1  
f
2=3
? = 0:118.
122 As argued previously,49,57 this indicates that for dipolar aprotic solvents,
like AN, the rise of solution viscosity with salt/IL content is due to mixing particles of
diﬀerent size but not to long-range electrostatic interactions. Although ion solvation occurs
in the present mixtures and manifests in “freezing” AN molecules adjacent to the cations,
see below, it appears that the inﬂuence of the ions on solvent rotational dynamics is limited
to their ﬁrst solvation shell. It is interesting to note that this simple behavior prevails up
to xEAN = 0:3, i.e. almost a 1:1 ratio of ions to solvent molecules.
5.3.2.2 Amplitudes.
For dipole mixtures where the modes resolved in the dielectric spectrum can be assigned
to individual species the Cavell equation (Eq. 1.52; with A = 1=3) relates the amplitude,
Sj, of mode j to the concentration, cj, and the eﬀective moment, e;j, of the dipole.115,117
From the amplitude of pure AN, S2 = 32:51 (Table 5.2), and its density and molar mass
the eﬀective dipole moment of e;AN = 4:34D was obtained. Assuming that this value
applies for the entire mixture range, the expected AN amplitude, ScalcAN , shown as the solid
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line in Figure 5.6a was obtained from the analytical AN concentration, cAN of the mixtures.
Except for xEAN > 0:9, ScalcAN always exceeds the experimentally determined amplitude S2,
indicating that at least at low IL content only part of the AN is detected by DRS.
The DRS detectable (apparent) AN concentration, cappAN , can be calculated with Eq. 1.52
from the EAN corrected amplitude of mode 2, SAN = S2   SEAN (dotted line in Figure
5.6a), assuming SEAN = xEAN  S2(xEAN = 1). This in turn allows determination of the
eﬀective solvation number
Zib =
cAN   cappAN
cEAN
(5.1)
shown in Figure 5.6b. At low IL content the obtained data exhibit a pronounced linear
decrease from Z0ib = 6:9 0:2 at inﬁnite dilution to 2 at xEAN  0:2. Beyond this break-
point Zib continues to decrease with signiﬁcantly smaller slope. A similar behaviour was
observed for the eﬀective solvation numbers of 1-alkyl-3-methylimidazolium tetraﬂuorobo-
rates in AN, which also drop from 6-7 at xIL ! 0 to 2 at xIL  0:2.49 For electrolyte
solutions decreasing Zib with increasing salt concentration is common and explained in
terms of solvation-shell overlap.57,338 This certainly also applies to the dilute IL solutions.
The breakpoint at xEAN  0:2 may be related to the pronounced formation of contact ion
pairs (CIPs) for this system (see below) which should be associated with at least partial
desolvation of the CIPs due to charge neutralization. This interpretation would explain,
why the maximum of S1 (Table 5.2) and thus of the CIP concentration is at xEAN  0:2.
The inﬁnite dilution value, Z0ib, is a measure for the strength of ion-solvent interactions
and can be compared to coordination numbers from scattering experiments or computer
simulations, as well as to other eﬀective solvation numbers.57 Apparently, no literature
data for solvation numbers of EAN in AN are available but Perron et al.81 conclude
from the viscosity B parameter that “electrostriction or coulombic solvation is the lead-
ing eﬀect in AN” (in contrast to the structure breaking eﬀect claimed for aqueous so-
lutions). Also, the present Z0ib = 6:9  0:2 is broadly compatible with values observed
for alkaline (Z0ib(LiClO
 
4 ) = 6:3; Z0ib(NaClO
 
4 ) = 4:9) and alkaline earth perchlorates
(Z0ib(Mg(ClO4)
 
2 ) = 9:9; Z0ib(Ca(ClO4)
 
2 ) = 6:9).338 The latter data can be interpreted
as cation solvation numbers as ClO 4 was found to be unsolvated in AN.339 No direct in-
formation on nitrate solvation is available but because of the small acceptor number of
AN also only weak interactions with this anion are expected.332,340 On the other hand, in
addition to electrostatic ion-dipole interactions, also hydrogen bonding between [EtNH3]+
and the nitrile group of AN is possible, similar to what was observed for AN + water
mixtures.341,342 Thus, it appears reasonable to attribute also the present Zib values mainly
to cation-solvent interactions.
From its deﬁnition Zib is the number of “missing” AN molecules per EAN ion pair, i.e. of
solvent molecules that diﬀer so much in their dynamics from “free” AN that they do not
contribute to mode 2 anymore. The question then appears whether these solvent molecules
interact so strongly with the ions that they are completely immobilized or just slowed
down and therefore pop up as a new lower-frequency mode in the dielectric spectrum.57
For the investigated AN + 1-alkyl-3-methylimidazolium tetraﬂuoroborate mixtures the
latter was found, with the “slow AN” contribution accidentally overlapping with the IL
mode.49 However, for the present EAN + AN mixtures an analysis along the lines of Ref.
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Figure 5.6: (a) Observed amplitudes, S2 (), of mode 2 and (b) eﬀective solvation numbers,
Zib, as a function of EAN mole fraction, xEAN. In (a) the full line shows the expected AN
amplitude, ScalcAN ; the dashed line represents the contribution of EAN, SEAN, to S2, assumed
to increase linearly with xEAN, and the dotted line indicates the contribution of "free" AN,
SAN. Solid lines in (b) indicate linear ﬁts.
49 yielded incompatible results. In particular, the derived ion-pair association constant
was at variance with the literature (see below). Thus, we may conclude that [EtNH3]+-
AN interactions are strong enough to immobilize the solvating molecules on the timescale
probed by our dielectric spectra.
5.3.3 Lower frequency mode
5.3.3.1 Relaxation times.
Although the [EtNH3]+ cation possesses a signiﬁcant permanent dipole moment, its value
of + = 3:9D214 is not suﬃcient to explain the pronounced maxima of "s (Figure 5.4a)
and S1 (Figure 5.8a). Therefore, similar to other IL+aprotic solvent mixtures,47–49 the
simultaneous presence of free cations and ion pairs can be reasonably assumed, although
the individual contributions of both dipolar species to the dielectric spectra of the mixtures
cannot be resolved. However, their existence is clearly manifested in the concentration
dependence of relaxation time, 1 (Figure 5.7a), and 1 parameter (Figure 5.4b) of mode
1. The initial increase of both quantities, with maxima at xEAN  0:1 and subsequent
decrease indicates that shape and peak position of mode 1 are determined by the relative
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weights of the ion-pair and cation relaxations of (unknown) relaxation times IP > +.
The observed variation of 1 and 1 can be rationalized as follows: As shown below ion
pairs largely predominate at low xEAN, thus a rather small 1 with 1 dominated by the
lower-frequency ion-pair relaxation, but with increasing xEAN the fraction of free cations
increases, so that 1 increases. As both relaxation times, IP and +, will increase with
increasing viscosity 1 also increases despite growing cation contribution. At xEAN  0:1
ion-pair and cation contributions are comparable, thus maximum width of mode 1. For
larger EAN mole fractions ion pairs re-dissociate and free cations become more and more
important. Therefore, 1 and 1 decrease again. This scenario of pronounced ion-pair
formation up to xEAN  0:1 followed by subsequent re-dissociation is supported by the
initial strong decrease and subsequent plateau of the molar conductivity,  (for better
comparison with corresponding relaxation times and viscosities normalized reciprocal molar
conductivities, EAN=, are shown in Figure 5.7a). Note, that the rather small relaxation
times (1 < 40ps, Table 5.2) for xEAN  0:4, as well as the fact that ion-pair and cation
modes could not be separated, indicate that the sizes of the cation and the formed ion pair
are rather similar. This points at contact ion pairs (CIPs) as the dominating aggregate.
Figure 5.7: (a) Normalized transport quantities, Y=YEAN, of EAN+AN mixtures at 25 C
with Y = 1 (relaxation time of mode 1; ), Y =  (solution viscosity; N) and Y =  1
(reciprocal molar conductivity; ) where YEAN is the corresponding quantity of neat EAN.
Lines are visual guides only. (b) Relaxation time 1 () as a function of viscosity, , with
linear ﬁt (solid line) for 0:7  xEAN  1.
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At xEAN  0:5 the strong increase of viscosity causes 1 to rise again and for 0:7  xEAN  1
the relaxation time is even proportional to viscosity (Figure 5.7b). From the slope of 1 vs.
 a friction coeﬃcient of C = 0:127 can be calculated, which is close to that of neat EAN
(C = 0:091), obtained from temperature-dependent measurements (Section 3.1). This
implies that the dynamical properties of pure EAN are preserved down to a dilution of
xEAN  0:5 (Figure 5.7a) and suggests that AN acts as a “lubricant” accelerating the overall
dynamics, similar to what was found for 1-alkyl-3-methylimidazolium IL+AN mixtures.49
The similar friction coeﬃcients also suggest that at least down to xEAN  0:7 the [EtNH3]+
cation relaxes via large-angle jumps as the pure IL (Section 3.1).107,208
5.3.3.2 Amplitude.
With Eq. 1.52 the conclusions made in Section 5.3.2.1 can be conﬁrmed and extended
quantitatively. Figure 5.8a shows that, except for the most EAN-rich mixtures, cation
relaxation alone cannot explain the amplitude of mode 1. With decreasing IL content the
eﬀective dipole moment, e;EAN, calculated with Eq. 1.52 from S1 and the analytical EAN
concentration, cEAN, strongly increases from e;EAN = 4:8D, for pure EAN to 19.3D at
xEAN ! 0 (Figure 5.8b). This pronounced change of e;EAN, together with the changes of
1 and 1 at low xEAN (Figure 5.7), strongly hints at an equilibrium between free cations
and EAN ion pairs.
Indeed, the xEAN = 1 value (4.8D) can be attributed to the eﬀective dipole moment
of the [EtNH3]+ cation,107,208 e;+, as it is in excellent agreement with semiempirical
calculations174 for this entity, yielding 4.9D. Also, the inﬁnite-dilution limit of e;EAN
(19.3D) is compatible with the dipole moment of a contact ion-pair (CIP) as semiempirical
calculations174 yielded 15.8D and 18D, depending on the relative orientations of NO 3 and
[EtNH3]+. For the solvent-shared ion pair (SIP) the considerably larger value of 40.1D
was obtained. The present xEAN ! 0 limit of e;EAN also agrees well with the estimate of
16.3D by Weingärtner et al.52
For mixtures of imidazolium ILs with AN e;IL values remained essentially equal to e;+
down to xIL  0:2 before steeply increasing to e;CIP on further dilution. Together with
other characteristic changes of the relaxation parameters this was attributed to a rather
rapid transition of the dynamics from IL-like to electrolyte-solution-like behavior.49 For
EAN+AN the transition is much smoother. This observation, as well as the sharply in-
creasing asymmetry of mode 1 (i.e. decreasing 1, Figure 5.4b) for xEAN & 0:6 may hint at
microheterogeneities with AN-rich domains containing CIPs and EAN-rich domains show-
ing the same dynamics as the pure IL. As strong hydrogen bonds between anions and
cations are a dominant feature for pure EAN (Section 3.1)64,208 such a hypothesis is sup-
ported by a comparison to mixtures of AN+water, where the formation of water clusters
induced by hydrogen-bonding is well known.341,343
To account for the simultaneous contributions of CIPs and free dipolar cations to S1
Eq. 1.52 modiﬁes to
S1 =
"s
2"s + 1
NA
kBT"0
[(cEAN   cCIP)2e;+ + cCIP2e;CIP] (5.2)
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Figure 5.8: (a) Amplitude of the lower-frequency mode, S1 (), of EAN+AN mixtures at
25 C and predicted amplitude, S+ (solid line), if only [EtNH3]+ cations would contribute.
(b) Eﬀective dipole moment, e;EAN (), calculated from S1 and cEAN with Eq. 1.52.
The solid line represents an exponential ﬁt; error bars correspond to the standard error
((S1) = 1:1) for the polynomial ﬁt of S1 (broken line in (a)).
where cEAN = c+ + cCIP is the total concentration of EAN, and c+ and cCIP are the
concentrations of free cations and CIPs, respectively. Here it is assumed that dipole-dipole
correlations between cations and ion pairs are negligible. At least for dilute solutions
this should be reasonable so that the determined value of the standard-state association
constant is not signiﬁcantly aﬀected.
Inserting the limiting values of e;EAN, 4.8D and 19.3D, for e;+ and e;CIP into Eq. 5.2
then yields cCIP and c+, and thus the corresponding association constants
KA =
cCIP
(cEAN   cCIP)2 (5.3)
shown in Figure 5.9b. This, in turn, allows determination of the standard state association
constant, K0A, by extrapolation with a Guggenheim-type equation77
logKA = logK
0
A  
2ADH
p
I
1 +RijBDH
p
I
+ AKI +BKI
3=2 (5.4)
where I( cEAN) is the stoichiometric (nominal) ionic strength. The required Debye-Hückel
constants for the activity coeﬃcients in AN, ADH = 1:643L1=2mol 1=2 and BDH = 4:857
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10 9 L1=2mol1=2m 1, were calculated according to Ref. 344344. For the upper limit of ion
association, Rij = 0:325nm, the MOPAC174 value for the contact distance was used;
AK(=  2:149Lmol 1) and BK(= 0:5772L3=2mol 3=2) are empirical ﬁt parameters.
Figure 5.9: (a) Relative concentrations of contact ion pairs, cCIP=cEAN () and [EtNH3]+,
c+=cEAN (). (b) Association constants, KA () as a function of nominal ionic strength,
I, at 25 C. Solid lines (a) are visual guides; the dashed line (b) represents the ﬁt with eq.
5.4.
Since dielectric spectra were only recorded for cEAN  0:172mol L 1 the so extrapolated
value for the standard-state equilibrium constant, K0A = (970  350)Lmol 1, is only an
estimate. Nevertheless, it is in very good agreement with the value determined by Perron et
al.81 with dilute-solution conductivity measurements (K0A = 1094Lmol 1). Together with
the inference from 1 (see above) this conﬁrms CIPs as the predominating ion-pair species
as the assumption of solvent-shared ion pairs would lead to unreasonably small K0A but
require signiﬁcantly larger 1. Unrealistic association constants were also obtained for the
assumption that the bound solvent, corresponding to Zib > 0 derived from S2, contributes
to S1.
Except may be for [C2mim][BF4] (K0A([C2mim][BF4])= 245Lmol 1), which is probably an
outlier when compared to the conductivity value,49 the standard-state association constants
found for 1-alkyl-3-methylimidazolium tetraﬂuoroborates in AN (K0A([C4mim][BF4])= 33:9
Lmol 1; K0A([C6mim][BF4])= 9:77Lmol 1) are very similar to data for other 1:1 elec-
trolytes in this solvent.49 The large value of K0A = (970350)Lmol 1 for EAN, which even
exceeds the association constants of 2:1 electrolytes by a factor of at least 2 (K0A(Ca(ClO4)2)=
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550Lmol 1)338 but generally & 5,338,345 is thus exceptional and indicates that Coulomb
interactions are not the main driving force for EAN association in AN. This conclusion
is supported by the prevalence of CIPs despite strong cation solvation. Keeping in mind
the importance of hydrogen bonding for the properties of pure EAN28,52,64 we may there-
fore safely conclude that strong hydrogen bonding between [EtHN3]+ and NO 3 dominates
ion-ion interactions in mixtures with AN and possibly also other dipolar aprotic solvents.
5.4 Concluding Remarks
To some extent the dielectric relaxation behaviour of the present EAN+AN mixtures is
reminiscent to that of AN+imidazolium tetraﬂuoroborate systems.49 In particular, mixture
dynamics has molten-salt character down to xEAN  0:5 with added AN acting as a “lu-
bricant” for the collective translational and rotational motions. In this region only bound
but no free AN molecules can be detected by DRS, in line with recent MD simulations and
optical Kerr-eﬀect studies on [C5mim][NTf2]+AN, showing AN dipoles oriented towards
the imidazolium moiety of the cations.346 With aprotic imidazolium ILs EAN also shares
the smooth transition to electrolyte-solution behaviour at xEAN  0:4  0:5. What diﬀers
is the stronger cation-solvent interaction of [EtNH3]+, compared to imidazolium cations,
as for the latter solvating AN molecules are only slowed down49 but not frozen on the
timescale of the present experiments. The major distinction between protic and aprotic
ILs in mixtures with aprotic solvents (as far as the present results can be generalized) is
the strong tendency of EAN to form CIPs, which seem to prevail to some extent even at
xEAN > 0:5 (Figure 5.8).
It would be interesting to see how this combination of stronger cation solvation and H-bond
driven CIP formation aﬀects other mixture properties, in particular solvation dynamics. In
this area dielectric continuum models are know to work surprisingly well for polar liquids347
and even for protic solvents like water.348 Although the treatment of dc conductivity is
still a matter of discussion, continuum models appear also to be suitable for aprotic ionic
liquids.38,349,350 For imidazolium ILs+water the situation is not so clear yet351 as the ex-
perimental solvation response functions neither agree with a continuum treatment of the
dielectric data nor with a more elaborate molecular model.352
From their structure acetonitrile, ethylammonium and nitrate are rather simple molecules/
ions and thus within the reach of modern theoretical and simulation methods (although
proper treatment of hydrogen bonding may be a problem). This makes EAN+AN a bench-
mark system for mixtures of protic ionic liquids with aprotic solvents. It is therefore hoped
that the present dielectric relaxation study stimulates further experimental and theoretical
research into the dynamics of such mixtures with potential practical interest.

Summary and Conclusions
In this study a detailed investigation of the dielectric properties and cooperative dynamics
of room-temperature ionic liquis (RTILs) is reported. In addition, physicochemical prop-
erties such as density, viscosity and electrical conductivity were collected for most of the
studied samples. A major part of the present thesis focused on the analysis of temperature-
dependent broadband DR and OKE spectra of neat model PILs and non-imidazolium AILs
recorded over the exceptional wide frequency range 0:2 . =GHz . 10 000. In addition,
a set of neat 1-methylimidazolium PILs was investigated in the limited frequency range
0:2  =GHz  89. Furthermore, the binary mixture of the archetypal PIL ethylammo-
nium nitrate (EAN) with acetonitrile (AN), representing a model system, was characterized
with respect to solvent and solute dynamics over the entire composition range.
Dielectric relaxation spectroscopy (DRS) has been used as the main technique in this
study. Extension of the frequency range up to 10THz was accomplished by data sets ob-
tained from THz-TDS and FIR spectroscopy in collaboration with groups from Freiburg
(Prof. Dr. M. Walther, Albert-Ludwigs-Universität, Freiburg, Germany) and Glasgow
(Prof. Dr. K. Wynne, Glasgow University, Glasgow, UK). Concatenation of the individual
spectra yielded complete dielectric spectra capturing the entire intensity arising from ori-
entational polarization. Within the present work, mathematical procedures, which have
been ﬁrst applied to RTILs for data processing and concatenation of the individual spectra
by Hunger,59 were implemented in convenient MATLAB routines.
Optical heterodyne-detected Kerr-eﬀect (OKE) spectroscopy was used as a complementary
technique to DRS, likewise, covering the wide time span from femtoseconds to nanoseconds.
Whilst DRS is sensitive to ﬂuctuations of the macroscopic dipole moment, OKE probes
changes of the anisotropic part of the many-body polarizability tensor. Comparison of the
spectra obtained from the two techniques enabled critical tests of the applied mathematical
models to decompose the experimental data. Particular use was made of the diﬀerent rank
of relaxation times of DR and OKE spectroscopy allowing inferences on the underlying
relaxation mechanism.
Within this thesis, a new ﬁtting routine (DRSFit) was established in our group in close
collaboration with Dr. D. A. Turton (Glasgow University, Glasgow, UK). The key ad-
vantage over the hitherto used program is the ability of ﬁtting OKE spectra in addition
to DR spectra. Furthermore, new empirical model functions such as the antisymmetrized
Gaussian and the inertia-corrected and modiﬁed HN function were implemented, which are
required to describe OKE and DR spectra over such a broad frequency range. Normalized
amplitudes are automatically calculated by DRSFit and although it was not required for
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the present work, a convenient tool to correct DR spectra for parasitic eﬀects contributing
at low frequencies such as electrode polarization was implemented.
Static Permittivity of neat RTILs
The static permittivity, "s, represents an important physical quantity that characterizes
the solvation properties of a solvent. Whilst for non-conducting solvents capacitor experi-
ments are commonly the method of choice to determine "s, such measurements are inappli-
cable to electrically conducting samples like ILs. In this regard, DRS represents the only
technique available to directly determine "s by extrapolation of the frequency-dependent
relative permittivity, "0(), to zero frequency. Weingärtner et al.55,353 have reported the
most extensive set of static permittivities of RTILs at room temperature. Generally, their
results are broadly consistent with those published by our group46,58 but also show that
the extrapolation procedure signiﬁcantly depends on the applied relaxation model and is
particularly exacerbated for rather viscous ILs, where "0 does not reach its plateau value at
low frequencies within the accessible frequency range. Nevertheless, Weingärtner pointed
out that the overall accuracy of "s is probably within  4%.353
In the present work, static permittivities of all investigated ILs were reported. Consistent
with values from literature,52,55 "s of the studied PILs EAN (27.3) and PAN (23.4) are con-
siderably higher than those of most 1-alkyl-3-methylimidazolium ILs, which are typically
in the range of 10 . "s . 18 (Section 3.1).55,58 In case of water and other hydrogen-bonded
organic solvents, high static permittivities have been attributed to strong parallel dipole-
dipole correlations,86 which in some 2-hydroxy-ethylammonium PILs (45 . "s . 86),353,354
are almost certainly present to a considerable extent. Dipole-dipole correlations also play
a role in EAN and PAN as shown in the present work, although their values of "s can
be primarily explained by the permanent dipole moments of EtNH+3 and PrNH
+
3 . For 1-
methylimidazolium PILs it was observed, that depending on the degree of proton transfer "s
considerably varies from values typical for AILs (complete proton transfer, [C1ImH][DFA],
[C1ImH][TFA] and [C1ImH][TFSA]) to values similar to other PILs (incomplete proton
transfer, [C1Im][HOAc]). It was shown that this diﬀerence in "s can be explained by the
considerable diﬀerence of permanent dipole moments between neutral and ionic species
(C1Im > C1ImH+) but also by strong correlations of cation/anion dipoles (Section 3.2).
Strong dipole-dipole correlations were also observed in the studied non-imidazolium AILs
([S221][TFSA], [S222][TFSA], [C4pyr][TFSA] and [P14][DCA]), whose values of "s are in the
same order of magnitude as those of common 1-alkyl-3-methylimidazolium ILs.55,58
Dynamics of RTILs
Intermolecular dynamics of representative neat PILs and non-imidazolium AILs were in-
vestigated by means of DRS and, for most of the samples, by OKE spectroscopy in the
very broad frequency range 0:2 . =GHz . 10 000.
Particular focus was on the low-frequency part ( . 100GHz), where relaxation processes
dominate both DR and OKE spectra of RTILs. Decomposition and comparison of DR
and OKE spectra of EAN, PAN, 1-methylimidazolium PILs, and non-imidazolium AILs
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revealed that the relaxation of anions and cations takes place on the picosecond timescale,
consistent with the dynamics of 1-alkyl-3-methylimidazolium ILs.36,58,107 For ILs comprised
of dipolar anions such as TFSA , HOAc/OAc , DFA , and TFA  a distinct process as-
signed to anion relaxation could be resolved. A relaxation process mainly associated with
cation reorientation was present in the spectra of all studied ILs and was found to contribute
at lower frequencies than anion reorientation, consistent with the ﬁndings of 1-alkyl-3-
methylimidazolium ILs.36,58 However, as indicated by the strong dipole-dipole correlations
in [TAS][TFSA] ILs, this mode appears to be a composite, where apart from cations also
some anions may contribute, similar to what has been observed for [C2mim][EtSO4].47 All
investigated neat ILs have in common that the relaxation of anions and cations occurs
through large-angle jumps rather than rotational diﬀusion. This can be attributed to the
strong inter-ionic interactions arising from dipole-dipole correlations and coulombic forces
and thus is in line with all RTILs studied to date.36,44 As a consequence, ion relaxation is
partially decoupled from macroscopic transport properties such as viscosity and electrical
conductivity. For EAN it has been shown,208 that the jump-angle of 106  approximately
resembles the pseudo-tetrahedral geometry of the ethylammonium cation and suggests that
H-bonding plays an important role for the molecular-level dynamics of EAN and (as far as
this can be generalized) of other alkylammonium nitrates such as PAN.
Investigation of the only partially dissociated PIL ([C1Im][HOAc]) and its comparison to
fully dissociated PILs ([C1ImH][DFA], [C1ImH][TFA] and [C1ImH][TFSA]) revealed that
the mechanism of ion relaxation strongly depends on the degree of proton transfer and
thus, on the extent of intermolecular coulombic interactions present in the system. Whilst
the mechanism of rotational diﬀusion dominates in mixtures of low degree of proton trans-
fer, indications for jump relaxation were observed for PILs with high protonation ratio.
The most remarkable feature of the OKE spectra of the present AILs was the detection of
a sub- mode. The term “sub-” refers to the fact that this mode is centered at lower fre-
quencies than the process associated with dipole reorientation, which is commonly referred
to as the -relaxation - a terminology that has been established for the dynamics of glasses
indicating the structural relaxation of a system.231 Comparison of OKE and DR spectra
indicates that the sub- mode is not associated with ion relaxation, but must correspond
to ﬂuctuations of larger aggregates as concluded for 1-alkyl-3-methylimidazolium ILs.36
This is consistent with MD simulations, which suggest that in ILs translational motions
contribute down to MHz frequencies.45 The fact that the sub- mode dominates the OKE
spectra but cannot be resolved in the present DR spectra is also similar to the observa-
tions for imidazolium-based ILs.36 Interestingly, a sub- mode was not observed in the
DR and OKE spectra of the PILs, EAN and PAN, which suggests that the sub- mode
is probably an universal feature of AILs only. Such a mode can be reasonably associated
with a translational ﬂuctuation of mesoscale aggregates. Because its relaxation time, 0, is
comparable to the hopping rate (jump frequency) of ions and seems to scale with viscos-
ity, this suggests that the underlying process may represent the rate-determining step for
macroscopic transport properties such as viscosity and electrical conductivity. For 1-alkyl-
3-methylimidazolium ILs this may be reasonably explained by some kind of “breathing”
motion of -stacked cation aggregates.36 For the present AILs, where -stacking seems to
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play a minor role, a translational motion of cage-like structures seems plausible. For future
studies, mixtures of representative AILs with molecular solvents investigated by DRS and
OKE spectroscopy could provide further insight into the nature of this process.
The high frequency part ( & 100GHz) of DR and OKE spectra of RTILs arises from
“cage-rattling motions” such as intermolecular vibrations and librations. Due to the strong
coupling and overlap of translational and rotational motions line-shape analysis as used in
the present work cannot account for all the complex dynamics taking place in the studied
frequency range. This became apparent for the studied AILs, where a detailed analysis
of the high-frequency intensity was not possible. Although some contributions speciﬁc
for TFSA-based ILs and ILs containing aromatic groups could be identiﬁed, the intensity
seems to be dominated by multi-particle contributions.
For EAN and PAN, however, it was possible to disentangle the individual contributions
arising from intermolecular H-bond vibrations and librations. This was primarily enabled
by the complementary sensitivity of DRS and OKE spectroscopy to cation and anion
motions, respectively. Supplemented by OKE and DR spectra of d3-EAN, it was shown that
the resolved resonance processes arise from H-bond bending and stretching as suggested by
Fumino et al.64 but also to a considerable amount from anion and cation librations, which
have been completely ignored in previous publications.64,66 The molecular-level origin of
the intensity at intermediate frequencies (0:1 . =THz . 1), which is commonly associated
with -relaxations,268 still remains unclear. The rather simple chemical structure of EAN
and PAN make them benchmark systems and particularly attractive for high-quality MD
simulations, which are indispensable for a complete understanding of IL dynamics. This
should motivate further research to investigate the complex dynamics of EAN and PAN.
The binary mixture of EAN+AN
The binary mixture EAN+AN was studied by DRS at 25 C in the frequency range 0:2 
=GHz  89. It was shown that the dynamics of the mixture exhibit IL-like character
down to xEAN = 0:5 with added AN acting as a “lubricant”, similar to what has been
observed for 1-alkyl-3-imidazolium IL+AN mixtures.49 At such high IL concentrations
(0:5 . xEAN  1) all AN molecules were found to be bound (preferably to cations) and not
present as free relaxing dipoles. The strength of cation-solvent interactions in EAN+AN
diﬀers from that in imidazolium+AN mixtures. Whilst for the latter AN dipoles were
only slowed down,49 they were found to be frozen in case of EAN+AN mixtures on the
time scale of the present experiment. With increasing amount of AN (xEAN  0:4   0:5)
a smooth transition to dynamics similar to those of conventional electrolyte solutions was
observed. This manifested itself in the strong tendency of EAN to form CIPs, which
dominated the low-frequency part of the spectra in diluted solutions. The present results
suggest that the considerable association of EAN in AN is mainly driven by strong H-
bond interactions between EtNH+3 and NO
 
3 . Indications for strong ion-association have
been recently observed for EAN+DMA mixtures within a Master thesis.354 Thus, mixtures
of the model PIL EAN (but also other PILs) with other molecular solvents, can provide
further valuable information for understanding structure and dynamics of PIL+solvent
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mixtures. Furthermore, temperature-dependent measurements and comparison to other
spectroscopic techniques such as OKE spectroscopy would be desirable to scrutinize and
reﬁne the hitherto obtained molecular-level picture.

Appendix
A.1 Physical Properties of neat Aprotic ILs
A.1.1 Densities, Viscosities and Conductivities
Table A.3: Temperature dependence of density, , viscosity, , and conductivity, , of
[S221][TFSA] and [S222][TFSA].
[S221][TFSA] [S222][TFSA]
T / K  / g cm 3  / mPa s  / Sm 1  / g cm 3  / mPa s  / Sm 1
258.15 – – 0.0975 – – 0.0989
268.15 – – 0.182 – – 0.186
278.15 1.52053 98.6 0.305 1.47969 80.5 0.314
288.15 1.51056 61.0 0.473 1.46986 49.9 0.487
298.15 1.50071 40.7 0.688 1.46014 33.4 0.728
308.15 1.49096 28.5 0.950 1.45051 23.5 0.977
318.15 1.48130 21.0 1.26 1.44097 17.3 1.29
328.15 1.47173 15.7 1.61 1.43152 13.3 1.66
338.15 1.46225 12.3 2.00 1.42215 10.4 2.10
348.15 – 9.94 2.43 – 8.45 2.60
358.15 – 8.18 2.89 – 6.96 –
368.15 – 6.83 3.37 – 5.85 –
378.15 – 5.79 3.89 – 4.99 –
388.15 – 4.98 4.43 – 4.31 –
398.15 – 4.33 4.99 – 3.77 –
418.15 – – 6.16 – – –
438.15 – – 7.38 – – –
458.15 – – 8.63 – – –
 The present densities of [S221][TFSA] and [S222][TFSA] follow the linear relations
(T=K) = 1:79038 9:7107910 4T=K and (T=K) = 1:74620 9:5895410 4T=K,
respectively.
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Figure A.10: Physical properties of [S221][TFSA] () as a function of temperature: (a)
Viscosity, , and (b) electrical resistivity,  1. (4) are literature data277 and solid lines
are VFT-ﬁts (Eq. 1.79).
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Figure A.11: Physical properties of [S222][TFSA] () as a function of temperature: (a)
Viscosity, , and (b) electrical resistivity,  1. (4) are literature data280,283 and solid lines
are VFT-ﬁts (Eq. 1.79).
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Table A.4: VFT parameters for viscosity, (T ), and resistivity,  1(T ), of [S221][TFSA]
and [S222][TFSA].
[S221][TFSA] [S221][TFSA]
VFT parameters (T )  1(T ) (T )  1(T )
lnY0 -8.63 -4.29 -8.60 -4.47
BVFT / K 774.8 630.6 722.2 662.2
T0 / K 155.4 162.9 159.3 160.5
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Table A.5: Temperature dependence of density, , viscosity, , and conductivity, , of
[C4pyr][TFSA].
T / K  / g cm 3  / mPa s  / Sm 1
278.15 1.46788 182 0.119
288.15 1.45826 101 0.206
298.15 1.44874 61.4 0.326
308.15 1.43932 40.1 0.483
318.15 1.43002 27.9 0.678
328.15 1.4208 20.4 0.909
338.15 1.41166 15.4 1.17
348.15 1.4026 12.0 1.47
358.15 1.39362 9.66 1.80
368.15 – 7.90 2.16
378.15 – – 2.54
388.15 – – 2.94
398.15 – – 3.36
418.15 – – 4.27
438.15 – – 5.24
 The present densities of [C4pyr][TFSA] follow the
linear relation, (T=K)= 1:7255 9:27788 10 4 T/K.
Table A.6: VFT parameters for viscosity, (T ), and resistivity,  1(T ), of [C4pyr][TFSA].
VFT parameters (T ) (T ) of Ref. 279279 (T ) of Ref. 284284
lnY0 -8.49 -8.66 -8.57
BVFT / K 710.0 726.8 730.3
T0 / K 173.5 174.0 171.8
 1(T )  1(T ) of Ref. 279279  1(T ) of Ref. 285285
lnY0 -4.08 -4.00 -4.42
BVFT / K 638.5 625.5 740.9
T0 / K 175.4 175.9 165.8
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Figure A.12: Physical properties of [C4pyr][TFSA] () as a function of temperature: (a)
Viscosity, , and (b) electrical resistivity,  1 with literature data (4) of Tokuda et al.279,
() of Oliviera et al.284 and () of Zhang et al.285 Solid lines are VFT-ﬁts (Eq. 1.79).
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Table A.7: Temperature dependence of density, , viscosity, , and conductivity, , of
[P14][DCA].
T / K  / g cm 3  / mPa s  / Sm 1
238.15 – – 0.0337
248.15 – – 0.0810
258.15 – – 0.166
268.15 – – 0.299
278.15 1.02900 95.5 0.491
288.15 1.02324 61.2 0.746
298.15 1.01756 41.8 1.07
308.15 1.01195 30.0 1.46
318.15 1.00640 21.4 1.92
328.15 1.00091 16.5 2.44
338.15 0.99547 13.1 3.02
348.15 – 10.6 –
358.15 – 8.80 –
368.15 – 7.47 –
378.15 – 6.44 –
388.15 – 5.60 –
398.15 – 4.96 –
 The present densities of [P14][DCA] follow the linear
relation, (T=K)= 1:18419  5:58546  10 4  T/K.
Table A.8: VFT parameters for viscosity, (T ), and resistivity,  1(T ), of [P14][DCA].
VFT parameters  1(T ) (T ) (T ) of Ref. 287287
lnY0 -4.84 -8.25 -7.79
BVFT / K 683.1 697.7 563.6
T0 / K 155.2 160.2 170.7
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Figure A.13: Physical properties of [P14][DCA] () as a function of temperature: (a)
Viscosity, , and (b) electrical resistivity,  1. (4) are literature data287 and solid lines
are VFT-ﬁts (Eq. 1.79).
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A.1.2 Refractive indices and polarizabilities
The refractive index, nD, of EAN, [S221][TFSA], [S222][TFSA], [P14][DCA] and [C4pyr][TFSA]
was measured as a function of temperature in the range 10  #= C 70 (Table A.9; Sec-
tion 2.5.4). The present value of EAN (nD = 1:45363) at 25 C is in acceptable agreement
with those reported in literature of 1.45347 and 1.4524.196,204 The refractive index is con-
nected to the molar polarizability, mol, and density, , of the IL via the Lorentz-Lorenz
equation,86
n2D   1
n2D + 2
=
4
3NAM
 mol (A.5)
with molar mass, M , and Avogadro constant, NA. The values of mol so obtained were
averaged over all measured temperatures and are summarized in Table A.10. In literature,
reliable values of the polarizabilities of various typical anions,  , are available.355,356
Assuming additivity of anion and cation polarizabilities, + can be determined (+ =
mol    ). The values of + so derived are in good agreement with those determined by
present DFT calculations using the ORCA program package179 and literature data.69,214
Table A.9: Temperature dependence of the refractive index, nD, of EAN, [S221][TFSA],
[S222][TFSA], [P14][DCA] and [C4pyr][TFSA].
T / K EAN [S221][TFSA] [S222][TFSA] [P14][DCA] [C4pyr][TFSA]
283.15 – 1.42759 1.43078 – 1.44742
288.15 1.45598 1.42618 1.42933 1.48618 1.44593
293.15 1.45482 1.42474 1.42785 1.48532 1.44443
298.15 1.45363 1.42328 1.42639 1.48474 1.44293
303.15 1.45246 1.42186 1.42489 1.48419 1.44140
308.15 1.45130 1.42038 1.42338 1.48363 1.43991
313.15 1.45015 1.41895 1.42194 1.48316 1.43838
318.15 1.44901 1.41747 1.42041 1.48255 1.43690
323.15 1.44786 1.41608 1.41898 1.48181 1.43538
328.15 1.44676 1.41464 1.41751 1.48096 1.43389
333.15 1.44563 1.41323 1.41614 1.47999 1.43243
338.15 1.44451 1.41178 1.41476 1.47896 1.43090
343.15 1.44342 1.41030 1.41344 1.47788 1.42942
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Table A.10: Polarizabilities (in Å3) of the present ILs, mol, anions,  , and cations
+. Present values of + of EtNH+3 , S
+
221, S
+
222, P
+
14 and C4pyr+ were determined via
+ = mol    .
IL mol   from lit. + + from lit.
EAN 9:59 0:01 4.13a 5.46 4.67c
[S221][TFSA] 25:96 0:02 13.59b 12.37 11.34d
[S222][TFSA] 27:83 0:03 13.59b 14.24 13.08d
[P14][DCA] 23:4 0:1 6.11b 17.29 16.0e
[C4pyr][TFSA] 30:22 0:03 13.59b 16.63 16.0e
a Ref. 355355; b Ref. 356356; c Ref. 214214; d values were obtained by DFT
calculation using the ORCA program package;179 e Ref. 6969;
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Figure A.14: Refractive index of EAN (), [S221][TFSA] (4), [S222][TFSA] (), [P14][DCA]
() and [C4pyr][TFSA] () as a function of temperature.
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A.2 DRSFit Manual
DRSFit is a Macro developed in Regensburg/Glasgow for the commercial ﬁtting program
IGOR (V. 6:22A, Wavemetrics) to ﬁt dielectric and Optical Kerr-Eﬀect (OKE) spectra.
General Aspects
Dielectric Relaxation Spectroscopy (DRS) probes the macroscopic polarization ~P (t) as the
response of a sample to a time-dependent electric ﬁeld ~E(t). The experimentally accessible
quantity is the frequency dependent generalized complex permittivity, ^(),
^() = 0()  i00() (A.6)
with 0 as the in-phase and 00 as the out-of-phase response containing contributions from
rotational, vibrational and translational motions.86 For conducting samples of dc conduc-
tivity, , the generalized permittivity spectrum, ^(), contains an additional Ohmic loss
term, which originates from diﬀusive (steady-state) charge transport in the sample. In
order to obtain the dielectric permittivity spectrum, "^(), the raw data has to be corrected
for this eﬀect:
"^() = ^() +
i
2"0
(A.7)
where "0 is the permittivity of free space.84 Then, the dielectric spectrum can be expressed
as the frequency dependent complex permittivity, "^():
"^() = "0()  i"00() (A.8)
The relative permittivity, "0(), shows a dispersion from the static permittivity, "s =
lim!0 "0() to the permittivity at inﬁnite frequencies, "1 = lim!1 "0() and represents
the ability of the sample to respond in phase to an external ﬁeld. The dielectric loss, "00(),
describes the dissipation of energy within the sample arising from the coupling of ~E(t) to
dipole ﬂuctuations.57
In order to obtain information about molecular level dynamics, a proper mathematical
description of the experimental data is required. Therefore, the spectrum is generally ﬁtted
by a sum of n individual functions of certain band-shape, ~Fj() (see section SetParams
panel for details), and amplitude, Sj:
"^() = "1 +
nX
j=1
Sj  ~Fj() (A.9)
Due to the broad nature of the spectra, ﬁnding the correct model is not trivial. Therefore,
a few general criteria have to be obeyed:
 The value of the reduced error function, 2r, should be minimized.
 The number of model functions should be small and the obtained parameters have
to be physically reasonable.
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 Except for physical reasons, the relaxation model should not change within a tem-
perature or concentration series.
Nevertheless, a priori any description of "^() based on eq. A.9 is purely based on formal
criteria. Wether the resolved ~Fj() can be traced back to molecular-level processes or
not is a problem to be solved in the subsequent interpretation of the obtained relaxation
parameters (amplitudes, Sj, relaxation times, j etc.).
The non-linear ﬁtting routine implemented in IGOR minimizes the error function 2,
2 =
"
w"0(k)
NX
k=1
"0(k)2 + w"00(k)
NX
k=1
"00(k)2
#
(A.10)
with weights w"0 = w"00 = 1 using the Levenberg-Marquardt algorithm. In order to compare
results of diﬀerent models, the reduced ﬁt variance, 2r, is calculated according to
2r =
2
2N  m  1 : (A.11)
where N is the number of data triples (,"0,"00) and m the number of adjustable ﬁt param-
eters.
Starting the Fit Program
Before starting IGOR, the IGOR procedure ﬁle DRSFitProcedure.ipf has to be copied
into the IGOR Procedures folder. For Windows XP this folder is located in C:nProgram
FilesnWaveMetricsnIgor Pro Folder. For Windows 7 it is in C:nUsersnnLocalAdminnDocuments
nWaveMetricsnIgor Pro 6 User Files.
 IGOR software is started by executing the Igor.exe ﬁle
 To start the ﬁtting program, click the Macros drop-down menu and select DRSFit
 Select ﬁle dialog is displayed to select an eps-ﬁle containing the experimental data.
The eps-ﬁle has to be structured as follows:
– 3 comment lines
– comment line containing conductivity correction in Sm 1
– comment line containing number of data triples (, "0, "00);
– 1. column: point number
– 2. column: frequency, , in GHz;
– 3. column: permittivity, "0;
– 4. column: uncertainty, "0, of "0; For VNA data, "0 is set to 0:1;
– 5. column: dielectric loss, "00;
– 6. column: uncertainty, "00, of "00; For VNA data, "00 is set to 0:1;
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Figure A.15: Resample dialog
– 7. column: Flags to activate (1) and deactivate (0) data triple (,"0,"00);
 Press Öﬀnen to import eps-ﬁle.
 Resample dialog appears, providing 3 options (Gaps, Full, No) for resampling the
spectrum:
– Gaps: resamples experimental data to a regular logarithmic frequency scale,
excluding gaps;
– Full : resamples experimental data to a regular logarithmic frequency scale,
including gaps;
– No: aborts resampling procedure;(recommended)
 Continue button executes selected operation; Cancel button acts asNo;(recommended)
 Subsequently, SetParams panel, FitGraph window, ShowParams table and Expdata
table are created.
SetParams Panel
The SetParams panel (Fig. A.16) is divided into several group boxes: H-N (Havriliak-
Negami), Gaussian, Brownian, Normalization, EP (electrode polarization), plot range and
a box to load and save experimental data and parameter sets.
H-N (Havriliak-Negami) group box
The H-N group box allows the selection of band-shape functions typical for relaxation
processes that dominate "^() at   100GHz. Up to 7 (0 to 6) Havriliak-Negami functions
(eq. A.12) are available whose band-shape function is expressed by
~Fj;HN() =
1
[1 + (i2j)1 j ]j
(A.12)
with broadening parameters,  (symmetrical; 0   < 1) and  (asymmetrical; 0 <   1)
and relaxation time,  of the jth process. Depending on  and , the H-N function is
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Figure A.16: SetParams panel to set starting parameters
turning into its limiting forms Cole-Davidson (CD;  = 0), Cole-Cole (CC;  = 1) and
Debye (D;  = 0,  = 1). Each function is activated by checking the most left checkbox.
Starting values for the parameters of each process, including its amplitude, Sj, can be set
in the corresponding ﬁelds and conﬁrmed by pressing Enter. Now, the function is displayed
in the graph FitGraph. Note that a parameter will only be adjustable if its checkbox is
ticked.
 To account for inertial eﬀects in the THz regime, an initial rise rate, lib, was intro-
duced. The value of lib is approximately the average of the librational resonance
frequencies and causes a faster decay of the function at higher frequencies.106 By
default the value of the initial rise rate, lib is set to 1020THz in order to disable this
modiﬁcation. A typical value for lib is  2THz.
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 To truncate the H-N function at lower frequencies, the so called  termination (T ) can
be applied by checking the most right checkbox. Then, the function is terminated on
its low-frequency tail with respect to the relaxation time, 0, of the 0th H-N equation
in the H-N group box.106
Applying these two corrections to eq. A.12 yields the modiﬁed H-N equation (mHN; eq.
A.13):
~Fj;HNm() = (S
0
j;HNm)
 1

1
(1 + (i2j + j=0)1 j)j
  1
(1 + (i2j + libj + j=0)1 j)j

(A.13)
In this equation, S0j;HNm is a normalization factor (see Normalization group box).
Gaussian group box
In order to describe the far-infrared region of dielectric and OKE spectra antisymmetrized
Gaussians (G) (eq. A.14) are commonly used for modelling inter- and intramolecular
vibrations and librations. Moreover, the Gaussian band-shape function has proven to
describe the steep decay of the imaginary part at high frequencies properly. In this program
the following function is used,
~Fj;G() = (S
0
j;G)
 1
"
2p

D
 
 + 0;jp
2j;G
!
  2p

D

   0;jp
2j;G

+ i
 
exp
"
 (   0;j)
2
22j;G
#
  exp
"
 ( + 0;j)
2
22j;G
#!# (A.14)
with resonance frequency j;0 and half band width j;G. D is Dawson’s integral111 and
S0j;G is the normalization factor (see Normalization group box). Currently, up to 2
Gaussians are possible.
Just as for H-N functions, each Gaussian is activated by checking its most left checkbox.
Brownian group box
The damped harmonic oscillator (DHO) is primarily used to model the intermolecular
motions usually showing up in the THz and FIR region of dielectric and OKE spectra.
Currently, up to 6 DHO’s are possible. The mathematical form of a DHO used in this
program is
~Fj;DHO() =

!2j;0
(!2j;0   !2) + i!=j;DHO

=

2j;0
(2j;0   2) + ij;DHO

(A.15)
with resonance frequency j;0 and damping constant j;DHO = 1=(2j;DHO).92 Activation
of a DHO works as for H-N functions and Gaussians.
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Normalization group box
Since the modiﬁed H-N function (eq.A.13) and the Gaussian (eq. A.14) are not normalized
(i.e.
1R
0
~Fj;xd 6= 1; x =HNm,G), not the true amplitude, Sj, is given as the output.
Therefore, the output amplitudes, S 0j have to be corrected by a normalization factor, S0j ,
which is obtained by calculating the  ! 0 limit of eq. A.13 and A.14.
 Normalization factor for the modiﬁed H-N function:
S0j;HNm =
1
(1 + (j=j 1)1 j)j
  1
(1 + (libj + j=j 1)1 j)j
(A.16)
 Normalization factor for the antisymmetrized Gaussian:
S0j;G =
4p

D

0;jp
2j;G

(A.17)
Consequently, the normalized amplitudes, Sj, are calculated according to
Sj = S
0
j  S0j (A.18)
and displayed in the Normalization group box.
The static permittivity, "s, is calculated as the sum of all normalized amplitudes (SHN/HNm,
SDHO, SG) plus the high-frequency limit of the dispersion, "1,
"s = "1 +
X
j
Sj; (A.19)
and displayed in the top line of the SetParams panel. Note that "s is just an output value
and can not be set or ﬁtted. In contrast to that, "1 is a ﬁt parameter and is adjusted by
checking its right checkbox.
Electrode polarization (EP) group box
Electrode polarization is a parasitic eﬀect of conducting samples which contributes to the
dielectric response. Depending on the conductivity of the sample it appears in the kHz
to MHz region of the spectrum. It is caused by accumulation of charged particles at the
electrode surface, resulting in an electrical double layer.357 This polarization leads to an
additional dispersion step of "0 which masks the dielectric response (Fig A.17). There
are several, more or less sophisticated, methods to account for these polarization eﬀects.
However, for our purpose it is suﬃcient to follow the assumptions of Kremer and Schönhals
who model this contribution, SEP, by an empirical fractal power-law:84
SEP = A0  A1 (A.20)
with A0 and A1 (A1 < 0) as two ﬁtting parameters.
To apply EP correction, check the left checkbox for activation and set the parameters A0
and A1.
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Figure A.17: Subtraction of electrode polarization. Raw data (#) and corrected data ( )
with corresponding ﬁts (– – – and —, respectively).
 After ﬁtting, the contribution can be subtracted from the total ﬁt by deselecting the
left checkbox (deactivation).
 To subtract the EP contribution from the experimental data, click the Subtract EP
button.
 To add the contribution again, press the Undo button.
Note that after subtracting the amplitude of electrode polarization, just the spectrum
displayed by IGOR is corrected but not the data in the eps-ﬁle. Use Save eps button to
save modiﬁed data as an eps-ﬁle.
plot range group box
In the plot range group box, the values of min and max deﬁne the frequency range in which
the ﬁt functions are plotted. By default they are set to 0:1GHz and 200GHz, respectively.
To change the plot range, set the required limits and press Enter.
 Create .dpl ﬁle button, see section Load-Save group box
 Update Graph button, see chapter Expdata Table
Conductivity Correction
In a DRS experiment, the accessible quantity is the generalized complex permittivity, ^()
which contains dielectric, "^(), and conductivity contributions, ^(). However, both quan-
tities are not separately measurable. Therefore, it is advantageous to subtract the eﬀect
166 APPENDIX
of dc conductivity, , from ^ in order to obtain the pure dielectric response, "^. Note that
a possible dispersion of conductivity96, if present, will contribute to "^(). Similar to elec-
trode polarization an asymptotical frequency dependence is assumed for the contribution
of  to 00, thus
"00() = 00()  
2"0
(A.21)
where "0 represents the permittivity in vacuum.
 To correct the dielectric spectrum for the conductivity contribution, enter the value
for  in Sm 1 in the corresponding ﬁeld in the upper left corner of the panel.
 Press corr button to apply correction. The value of the current correction is printed
in the command line. Additionally, this value is added to previous conductivity cor-
rections stored in the header of the eps-ﬁle. The sum is displayed as total conductivity
correction in the command line as well.
Note that after conductivity correction just the spectrum displayed in IGOR is corrected
but not the data in the eps-ﬁle. Use Save eps button to save modiﬁed data as an eps-ﬁle.
Load-Save group box
In this group box, the ﬁtting parameters as well as the experimental data can be loaded
and saved.
 To load experimental data (eps-ﬁle) press Load eps button. The data have to be
formatted described in section Starting the Fit Program.
 To save experimental data (eps-ﬁle) press Save eps button.
 To save a set of parameters, press Save button. The parameters are saved as a
fpw -ﬁle.
 To load a set of parameters (fpw -ﬁle), press Load button.
 To save contributions of the individual ﬁt functions and the total ﬁt displayed in
the Graph, use the button Create dpl-ﬁle in the plot range group box. Structure of
dpl -ﬁle:
– 1. column: frequency, , of experimental data in GHz;
– 2. column: permittivity, "0, of experimental data;
– 3. column: dielectric loss, "00, of experimental data;
– 4. column: frequency, , of ﬁt functions in GHz;
– 5. column: total permittivity of ﬁt, "0ﬁt;
– 6. column: total dielectric loss of ﬁt, "00ﬁt;
– 7. to 21. column: dielectric loss of single ﬁt functions, "00i ;
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Starting the Fit
 To ﬁt a dielectric spectrum, reasonable starting parameters are required.
 Only parameters of an activated function (marked blue in Fig. A.18) are ﬁtted.
 Each parameter to be optimized has to be speciﬁed by checking the checkbox on its
right side (marked red in Fig. A.18).
Figure A.18: Single equation in the SetParams panel.
 All parameters with an unchecked checkbox are kept ﬁxed during the ﬁt.
 By default, the precision of the ﬁt is set to v high (very high; recommended).
 The number of iterations can be set to 30, 300 or 3000.
 To start a ﬁt, press the Fit button. A ﬁt dialog is displayed while the ﬁt routine
is decreasing the 2r value until a certain stop criterion (depending on the selected
precision) is reached.
 Subsequently, the value of the reduced error function, 2r, is printed in the command
line, indicating the quality of the ﬁt.
 It is recommended to repeat pressing the Fit button until no signiﬁcant improvement
of the 2r value is achieved any more.
 Finally, the optimized parameters have to be saved as a fpw -ﬁle using the Save button.
These fpw -ﬁles can be imported into Origin and EXCEL for further analysis.
FitGraph Window
In the FitGraph panel (Fig. A.19) three quantities are plotted as a function of frequency:
 lower left y axis: dielectric loss, "00;
 right y axis: dielectric permittivity, "0;
 upper left y axis: deviation of ﬁt from experimental complex permittivity, "^;
In the upper bar of the window two sliders are available which allow to specify the set of
data points to be ﬁtted. By default, the red and the green slider are located on the ﬁrst
and the last data point of the eps-ﬁle, respectively.
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Figure A.19: Dielectric spectrum of ethylammonium nitrate at 25 C plotted in the Fit-
Graph Window.  represent the dielectric loss, "00, ] the permittivity, "0, and  the ﬁt
deviations, "^. Additionally, the total ﬁt (orange line) and the single equations are dis-
played. Colors of the latter correspond to those of the equation numbers in the SetParams
panel.
Expdata Table
In the Expdata table, the experimental data of the eps-ﬁle are listed (Fig.A.20).
 1. column: point number;
 2. column: frequency in THz;
 3. column: permittivity, "0;
 4. column: dielectric loss, "00;
 5. column: ﬂags;
Using the ﬂag column, a certain data triple can be activated or deactivated by setting the
corresponding value to 1 or 0, respectively. In this way, outliers can be excluded from
the ﬁt. However, deactivated data triples are still modiﬁed by conductivity or electrode
polarization correction. By pressing the Update Graph button in the plot range group box,
the FitGraph window is recreated and modiﬁcations which were made in the ﬂag column
are applied to the graph.
Note that after modifying the ﬂag column, just the ﬂags in the Expdata table are changed
but not in the eps-ﬁle. Use Save eps button to save modiﬁed data as an eps-ﬁle.
A.2. DRSFIT MANUAL 169
Figure A.20: Expdata table containing the experimental data of the eps-ﬁle.
ShowParams Table
In the ShowParams table, all the parameters entered in the SetParams panel are listed.
Additionally, the 2r value of the ﬁt and the conductivity correction, , in Sm 1 are dis-
played. When using the Save button, this table is saved as an fpw -ﬁle. Alternatively,
parameters can also be set in the ShowParams table.
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