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Abstract
Spatial power spectra from natural images fall approximately as the square of spatial frequency, a property also called scale
invariance (scaling). Various theories for visual receptive fields consider scale invariance key. Two hypotheses have been advanced
in the literature for why natural images obey scale invariance. The first is that these images have luminance edges, whose spectra
fall as frequency squared. The second is that scale invariance follows from natural images being essentially a collage of
independent, constant-intensity regions, whose sizes follow a power-law distribution. Recently, an argument by example was made
against the first hypothesis. Here we refute that argument and show that the first hypothesis is consistent with the scaling under
a wide variety of distributions of sizes. There are two reasons for this: first, for every frequency, the log–log slope of the
rotationally averaged power spectrum of an image is the weighted mean of the log–log slopes from the independent regions of
the image formed by objects occluding one another. Second, the log–log slopes of the spectrum envelope for a constant-intensity
region are 0 and 3 for frequencies corresponding to periods much larger and much smaller than the region’s size, respectively.
Therefore, it is not surprising that natural images have log–log slopes between 1.5 and 3, with a mean near 2. © 2001
Elsevier Science Ltd. All rights reserved.
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1. Introduction
Barlow (1961a,b, 1989) postulated that the function
of receptive fields early in the visual system is to
eliminate spatial redundancies in the image. Several
theoreticians (Srinivasan, Laughlin, & Dubs, 1982; At-
ick & Redlich, 1990, 1992; Field, 1994; McCarthy &
Owen, 1996) have proposed specific receptive-field
models that implement Barlow’s redundancy ideas. One
of these models (Srinivasan et al., 1982) was based on
the autocorrelation function, which is a statistical tech-
nique to quantify image redundancies. The other mod-
els used the spatial power spectrum of the image, which
is the Fourier transform of the autocorrelation. It is
thus important to measure the power spectra of the
images that form the visual input. Several investigators
have made careful measurements of such spectra, con-
cluding that these spectra fall approximately with the
square of spatial frequency (Carlson, 1978; Burton &
Moorhead, 1987; Field, 1987; van Hateren, 1992; Tol-
hurst, Tadmor, & Chao, 1992; Field, 1993; Ruderman
& Bialek, 1994; McCarthy & Owen, 1996; Balboa,
1997), a property also called scale invariance (scaling).
One hypothesis for why power spectra from natural
images fall with frequency squared is that these spectra
are strongly influenced by the spectral slope of edges in
the images (Carlson, 1978). An alternative hypothesis
postulates that natural images have objects that obey
self-similar distributions of sizes (Mandelbrot, 1977;
Field, 1987, 1994). For instance, Field (1994) showed
that images formed by a sum of self-similar functions
are scale-invariant in their contrast (their spectra fall
with frequency squared). Ruderman (1997) generalized
Field’s arguments to include more realistic situations.
Through some mathematical approximations, he ar-
gued that only images whose autocorrelation functions
fall with a power-law produce power-law power spec-
tra. He then proceeded to argue through some new
measurements that only power-law distributions of sizes
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would give rise to power-law autocorrelation functions
and power spectra. When taken to their logical conclu-
sion, these arguments can be used to generate an example
that would refute the luminance-edge hypothesis for
scaling. Ruderman did so by building an image com-
posed of luminance edges, whose autocorrelation func-
tion does not obey a power law. Unfortunately, the
power spectrum of this image was not computed, because
if it was done, then one would realize that it does fall with
a power-law. Using his method to build images with a
particular autocorrelation function (Ruderman, 1997),
we generate the image on the left side of Fig. 1. This
artificial image does not have a power-law autocorrela-
tion function (right upper panel of Fig. 1), but this
image has a power-law power spectrum with a log–log
slope3 of 2.25. (A similar result, but with a slope of
2.8 was derived by directly scanning Ruderman’s
image.) Therefore, non power-law autocorrelation func-
tions and thus, non power-law distributions of sizes can
produce power-law power spectra. Although Ruderman
demonstrated through approximations that power-law
autocorrelation functions yield power-law power spectra,
Fig. 1 shows that the former is not a sufficient condition
for the latter. Balboa (1997) provided a further coun-
terexample by calculating without approximations the
autocorrelation functions corresponding to spectra of the
form B:(C2 f 2)p:2, where B, C, and p are positive
constants and f is spatial frequency. Although the spectra
fall as power laws ( f p), the autocorrelation functions
do not. For instance, for p3, the autocorrelation
function is A3 exp(r:l), where A3 and l are positive
constants.
Because Ruderman’s example yields a power-law
power spectrum, this example does not rule out the
luminance-edge hypothesis for scale invariance. This
paper now shows that luminance edges impart much
structure to an image’s spectrum. This structure is such
that the spectrum will be nearly scale invariant for a large
variety of distribution of sizes. Such relative indepen-
dence on sizes has strong implications for theories based
on redundancy removal in the visual processing. The
majority of the theories described above use the 2
slope in the log–log power spectrum as an indicator that
the distribution of sizes in natural images are scale
invariant. Ruderman’s work (Ruderman, 1997) attempts
to provide even more evidence in favor of a scale-invari-
ant distribution. However, his evidence is indirect and no
one has measured directly the natural distribution of
sizes. By refuting Ruderman’s example, we show that the
distribution of sizes in natural images with a self-similar
power spectrum is not constrained to be scale invariant.
Consequently, the power spectrum becomes a weak
statistical indicator of the structure in the visual world.
Some of this work has appeared before in abstract
form (Balboa, De Juan, & Grzywacz, 1997).
2. Intuition
This section develops the intuition behind our ideas on
natural-image power spectra, leaving the enunciation of
more precise mathematical results to the next section.
A good starting point to understand the contribution
of luminance edges (occlusions) to spectra is the behavior
in one dimension. It is well known that one-dimensional
(1-D) edges yield power spectra whose envelopes fall as
frequency squared. Does the same result apply to two-di-
Fig. 1. Artificial image, and its autocorrelation function (upper-right
panel) and orientation-averaged power spectrum (lower-right panel).
The image was built by the method that was used by Ruderman to
generate his Fig. 9. The image consists of square patches occluding
each other. Their sizes and intensity levels followed exponential and
Gaussian distributions, respectively. The image size was 512512
pixels; the length constant of the exponential distribution was 10
pixels and the mean and S.D. of the Gaussian distribution were 128
and 35, respectively. Autocorrelation distances were in pixels and
power-spectrum frequencies in cycles:image. The image autocorrela-
tion function does not fall as a power law (Plotting this function in
semi-log axes revealed that it had the shape of an exponential
function over a wide range of frequences, as predicted by Ruderman
(1997)) (a straight line in a log–log plot). And yet, the power
spectrum does so, falling linearly in log–log axes with a slope of
2.25. The external dashed lines give the range of measured power-
spectrum log–log slopes from natural images (Field, 1987). The
middle dashed line has a slope of 2. Therefore, the image in this
figure not only falls as a power law, but its log–log slope matches
well the experimental value for natural images. Frequency units in the
power spectrum are in cycles:image.
3 The spatial frequencies over which we calculated slopes ranged
from about 5 to 250 cycles:image. This range matched or was slightly
wider than the range used by Field (1987).
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Fig. 2. An image consisting of a black disk on a white background
has a power-spectrum slope inside the range of natural images
(dashed lines as in Fig. 1). The power spectrum of the disk is nearly
linear in log–log axes, with a slope of 2.8, which is close to the
theoretic value of 3 for individual constant-intensity regions (Sec-
tion 4). Frequency units in the power spectrum are in cycles:image.
1-D objects, individual 2-D objects with sharp edges do
not have spectra that fall as frequency squared. The
log–log slopes of these spectra envelopes at high frequen-
cies are actually close to 3 regardless of the shape of
the object. Despite being more negative than the mean
of 2.2, these slopes are inside the range of slopes
measured for natural images (Carlson, 1978; Burton &
Moorhead, 1987; Field, 1987; van Hateren, 1992; Tol-
hurst et al., 1992; Field, 1993; Ruderman & Bialek, 1994;
McCarthy & Owen, 1996; Balboa, 1997) (dashed lines).
Next, we asked whether the spectra of multi-object
images may be thought of as some (hopefully simple)
combination of the spectra of each the objects in the
image. In Fig. 3, we provide two extreme examples of
multi-object images and their spectra. In the upper
panels, the natural image of an oryx has a large number
of objects of different sizes, yielding a log–log power-
spectrum slope of 1.9. The lower panels show an
artificial image of 39 randomly placed disks of equal size
and the power spectrum of this image. The log–log slope
of the spectrum is 2.8, which is not surprising, since
the image is composed of disks, the same objects as in
Fig. 2. Nevertheless, this image raises two important
issues, especially if compared to the oryx image: First,
power spectra from individual sharp-edge objects have a
structure such that even if there is only one object size,
the overall spectrum of the image will be within the
experimental range for natural images (dashed lines).
Second, the existence of multiple object sizes, such as in
the oryx image, may indeed bring the spectrum closer to
full scale invariance.
Fig. 3. Two images and their orientation-averaged power spectra
(solid lines; spatial frequency in cycles:image). The left-upper panel is
a natural image of an oryx, while the left-lower panel is an artificial
image with randomly-placed disks of identical radii and arbitrary
gray levels (from a homogeneous distribution). These images show
slopes near 2 and within the range of natural images (dashed lines
as in Fig. 1). For the artificial image, this is so despite having a single
object size. In the text, we argue that the slope for the natural image
(1.9) is shallower than that for the artificial image (2.8), since
the former has a wider range of object sizes than the latter. That this
artificial image has non-occluding objects does not mean that the
arguments in this paper work only for such images. On the contrary,
the proofs in Appendix A consider occlusions explicitly.
Fig. 4. Left: An image with two disks of different sizes and different
intensities. Right: Orientation-averaged power spectrum of the image
(solid line; spatial frequency in cycles:image), its linear fit (dashed
line), and the individual power spectra of each disk (dotted lines). The
power spectrum of the small disk is flat until reaching the spatial
frequency whose corresponding period matches the size of the disk.
After that point, the spectrum starts to fall with oscillations at high
frequencies. The power spectrum of the large disk falls linearly in
log–log axes with a slope of 2.8. The overall spectrum in nearly a
weighted mean of the individual spectra, giving its linear fit an
intermediate slope (2.3). Again, this slope matches well those
observed for natural images (Carlson, 1978; Burton & Moorhead,
1987; Field, 1987; van Hateren, 1992; Tolhurst et al., 1992; Field,
1993; Ruderman & Bialek, 1994; McCarthy & Owen, 1996; Balboa,
1997).
mensional (2-D) objects with sharp edges? Fig. 2 (left
panel) shows an image consisting of a black disk on a
white background. The rotationally averaged power
spectrum of this disk plotted on a log–log axis is shown
in Fig. 2 (right panel). This plot is nearly linear, with a
slope of 2.8, which means that the spectrum is falling
approximately as f 2.8. Consequently, different from
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Fig. 5. Top: A natural image with two one-dimensional cuts superim-
posed (shown thick for clarity). Bottom: Gray levels for each cut (the
horizontal one on the top), their graphs (positions in pixels), and
numbered braces indicating a stepwise approximation for the graphs.
For the horizontal cut, the Braces 1, 2, 3, 4, and 5 correspond to sky,
head, face, beak, and sky, respectively. For the diagonal cut, the
Braces 1, 2, 3, 4, 5, and 6 correspond to sky, ventral plumage, lateral
plumage, face, beak, and sky, respectively. A stepwise approximation
is possible regardless of the orientation of the cuts.
has a slope of 2.3. This example shows that particular
cases of a few discrete objects may approximate a slope
of 2 even without an extended distribution of object
sizes.
It is not difficult to understand how having two sizes
made the slope closer to 2, even though each disk tends
to produce a slope of 3 at high frequencies. At each
frequency, the log–log slope of the image spectrum is
approximately the mean of the slopes from both disks,
with the weights being proportional to their spectral
energies at that frequency. Hence, at low frequencies, the
spectrum of the image is dominated by the power
spectrum of the large disk. However, the slope is shal-
lower than 3, since the slope for the small disk is 0 and
this slope is contributing to the final slope. At interme-
diate and high frequencies, the spectrum of the image is
dominated by the power spectrum of the small disk.
Because the disk is so small, the envelope of its spectrum
only reaches a slope of 3 at very high frequencies. In
Fig. 4, the slope is 2.3 partly because, in this example,
the contrast of the small disk is higher than that of the
large disk. We are not claiming that in general the
contrasts of natural objects increase as their sizes de-
crease. Indeed, we have successfully modeled the distri-
bution of natural contrasts assuming that the
brightnesses of objects are independent of their sizes
(Balboa & Grzywacz, 2000b). If in Fig. 4, the contrast
of the small disk were closer to that of the large disk, then
the slope would not be 2.3, although it still would be
shallower than 3.
Thus, mixing objects with different sizes and intensities
typically produces spectra with mean slopes shallower
than 3 and thus closer to 2. This conclusion is
essentially independent of the distribution of sizes. The
overarching idea is that at each frequency, the slope is
a mixture of 3 slopes from relatively large objects, 0
slopes from small objects, and intermediate slopes from
medium-sized objects. It follows that the final slope
should seldom be steeper than 3 (Section 3 will explain
why this may happen occasionally).
The only conditions necessary for this conclusion are
that images are a collage of independent, constant-inten-
sity patches. Ruderman (1997) provided strong evidence
that natural images meet this condition. In other words,
to a first approximation, the natural world produces
stepwise images. The reason for such images is that
nature comprises discrete objects of relatively constant
physical properties and thus, of relatively constant
albedo. Even regions that are not objects per se, such as
the sky, have relatively constant physical properties
over space, such as light scattering. Fig. 5 illustrates the
general concept of natural images with stepwise
regions. From the pelican image4 at the top,
2.1. Spectral slopes for images of discrete objects
In Fig. 4, we provide an intuition for how single-object
spectra and the distribution of sizes interact to give rise
to the power spectrum. The image on the left panel has
two disks with different radii and intensities. The two
dotted lines are the individual power spectra for the two
disks. For the large disk, the dotted line is practically
straight and represents a power law with a slope of 2.8,
as in Fig. 2. In contrast, the power spectrum for the small
disk has a plateau at low spatial frequencies and then falls
with oscillations. The envelope of the fall has, as ex-
pected, a slope of approximately 3. In turn, the plateau
goes from zero frequency up to a frequency whose
corresponding spatial period is roughly of the size of the
disk. Such plateaus exist for images where the objects do
not fill the image frame, regardless of their shape. The
solid line is the power spectrum of the full image and the
dashed line is the best linear fit to this spectrum. This fit
4 For clarity, Fig. 5 has only 32 intensity levels and thus, only changes
above 3% are meaningful. However, in the discussion that follows, the
intensity steps that we are talking about are far deeper than 3%.
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two 1-D sections (surrounded by gray strips in the
figure for clarity) are extracted. The graphs below show
that, independent of the orientation of the section, the
image can be approximated by a few step functions. We
label five such steps with numbered braces in the middle
graph, which corresponds to the horizontal section.
Brace 1 corresponds to the sky on the left, and Braces
2 and 3 to the pelican’s head. The sky leads to an
intermediate, relatively constant intensity level (:90),
whereas the pelican’s head changes from higher intensi-
ties to very low intensities (Brace 3), approximated by
three steps. In continuation, Braces 4 and 5 corre-
sponds to the pelican’s peak and the sky, respectively.
Not surprisingly, the ‘sky’ steps (Braces 1 and 5) have
about the same intensities, while the ‘pelican’ step
(Braces 2, 3, and 4) has the highest and lowest
intensities.
3. Results
In Appendix A, we formalize mathematically the
intuitions highlighted in the preceding section5. Here,
we just state these mathematical results and give
pointers to the sections in Appendix A where these
results appear.
In the first section in Appendix A (Section 5.1), we
analyze the power spectrum of 1-D images consisting of
regions of uniform intensity. For frequencies so low
that the corresponding periods are longer than the
longest region in the image, the power spectrum fluctu-
ates, but its envelope remains roughly constant with
frequency. As the spatial frequency increases, the power
spectrum continues to fluctuate, but its envelope tends
to fall in inverse proportion to the square of the
frequency. Hence, spectra of 1-D collage of indepen-
dent, constant-intensity objects occluding one another
show the same type of scaling as natural images. This
scaling occurs without making assumptions on the sizes
of objects.
This analysis is extended to the 2-D case in Section
5.2. There, we consider 2-D images, whose cuts have
similar profiles as the ones used in the 1-D analysis. As
for the 1-D case, the 2-D power spectrum tends to be
constant at low frequencies until the frequency becomes
sufficiently high. Again, the corresponding spatial pe-
riod of the critical frequency is approximately the size
of the largest constant-intensity region in the image.
After this frequency, the spectrum tends to fall with
frequency. The exact mathematical form of this fall is
analyzed in the two following sections. The first section
(Section 5.3) shows that the spectral envelope for an
individual constant-intensity region tends to be flat at
low frequencies (spatial periods larger than the size of
the region). This envelope then tends to fall as fre-
quency cubed at high frequencies. The second section
(Section 5.4) analyzes the log–log frequency depen-
dence of the power spectra for images composed of
several independent, constant-intensity regions. The re-
sult is that the slopes across an intermediate range of
frequencies are to a good approximation a weighted
mean of the slopes from the individual regions compris-
ing the image. The slopes weights are proportional to
the spectral energy of these regions at that frequency.
Therefore, spectra of 2-D collage of independent ob-
jects occluding one another show log–log slopes be-
tween 0 and 3 (the most shallow and steep slopes
from individual regions). The slope should tend to 3
at very high frequencies, that is, frequencies whose
corresponding period is smaller than the smallest region
in the image. However, in natural images there is often
no evidence for a scale of the ‘smallest object.’ Regions
can be any size, since they can correspond to objects at
any distance from the camera or from the eye.
Consequently, it should not be surprising that the
log–log slopes of 2-D natural-image power spectra
range from 1.4 to 3.2 (Field, 1987). Little assump-
tion has to be made about the sizes of objects to obtain
such slopes.
Finally, Appendix A considers the effects on these
conclusions of violating the assumption that images are
stepwise. For this purpose, Section 5.5 considers viola-
tions of the constant-intensity assumption caused by
biased illuminants producing non-homogeneous illumi-
nation. Because the 1-D and 2-D analyses yield similar
results, we restrict the gradient analysis there to the 1-D
case. This analysis shows that such gradients cause the
power spectrum to fall faster than without the gradi-
ents. Hence, such gradients could contribute to the
variability in slopes observed across natural images.
4. Discussion
Our two main results are as follows: First, we found
flaws in Ruderman’s (Ruderman, 1997) arguments
against the luminance-edge hypothesis for the squared
fall of the log–log power spectrum slope of natural
images (Fig. 1). Contrary to these arguments, non
power-law autocorrelation and thus, non power-law
distributions of sizes can produce power-law power
spectra. Second, we showed that images comprising
independent, constant-intensity regions forming sharp
luminance edges typically give rise to power spectra
that fall with log–log slopes between 1.5 and 3
(Fig. 4 and Section 3). This result is consistent with
measurements from natural images (Carlson, 1978;
5 Quantal noise (Rushton, 1961; Fuortes & Yeandle, 1964; Baylor,
Lamb, & Yau, 1979) will not be considered here, since its flat power
spectrum can be shown only to add a constant to the power spec-
trum.
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Burton & Moorhead, 1987; Field, 1987; van Hateren,
1992; Tolhurst et al., 1992; Field, 1993; Ruderman &
Bialek, 1994; McCarthy & Owen, 1996; Balboa, 1997)
and allows approximating them as stepwise functions
(Fig. 5). This approximation is somewhat similar to
that by Ruderman (1997), who views natural images as
a collage of regions corresponding to independent ob-
jects. However, our explanation for the approximately
square fall of the power spectrum diverges from his.
Ruderman proposes that such a fall is caused by objects
having a power-law distribution of sizes. In Fig. 1, we
show that assuming such a distribution is not necessary.
A wide variety of size distributions gives rise to log–log
slopes within the experimental range. Therefore, the
distribution of object sizes in natural images ought to
be analyzed directly to determine what distributions are
typical in nature.
4.1. Why do power spectra not always fall as the
square of spatial frequency?
The fall of the power spectrum has a log–log slope of
around 2, but the exact value depends on the compo-
sition of each individual image (Carlson, 1978; Burton
& Moorhead, 1987; Field, 1987; van Hateren, 1992;
Tolhurst et al., 1992; Field, 1993; Ruderman & Bialek,
1994; McCarthy & Owen, 1996; Balboa, 1997). Section
3 provides two reasons for the slope not being exactly
2: First, the exact slope depends on the shapes,
border jaggedness (Field & Brady, 1997), sizes, and
intensities of the independent regions in the image (see
also Fig. 4). Second, intensity gradients caused by focal
illumination or shadows can steepen the slopes. Here,
we comment on other reasons for variations of slope
besides gradients and geometric properties of regions.
One can find (Carlson, 1978; Burton & Moorhead,
1987; Field, 1987; van Hateren, 1992; Tolhurst et al.,
1992; Field, 1993; Ruderman & Bialek, 1994; McCarthy
& Owen, 1996; Balboa, 1997) images with slopes more
negative than 2 in any habitat, but this is particularly
true underwater (Balboa, 1997). This suggests that typ-
ical slopes from different habitats might be slightly
different. Why are underwater slopes steeper? One rea-
son is blur, which causes loss of high spatial frequencies
and thus steeper slopes (Field & Brady, 1997; Tolhurst
& Tadmor, 1997). A cause of underwater blur is image
movement registered by insufficiently fast photography.
Another related source of blur is low illumination due
to strong light absorption in water (Mobley, 1995),
forcing longer photographic exposures and thus making
images more prone to movement blurring. Finally, light
scattering, which is particularly strong in water (Mob-
ley, 1995), would cause further blur and make the
slopes steeper. But not all slopes are steeper than 2;
there are also images with slopes less negative than
that. A possible reason for such shallow slopes is that
the power spectrum is flat at low frequencies up to a
frequency whose corresponding spatial period is ap-
proximately the size of the largest object in the image
(Section 3). Therefore, if the slope is extracted with
some portion of this flat zone included, one can have
slopes less negative than 2.
Besides not having power spectra that fall as the
square of spatial frequency, natural images often pro-
duce spectra with significant curvature. Tolhurst et al.
(1992) made this point explicitly, but one can observe
this curvature in many other data sets in the literature.
In our model, the slope is allowed to change with
frequency (Fig. 3 and Section 3), thus being consistent
with this curvature. The changes of slope occur because
the spectra of individual objects change from 0 to 3
as frequency rises.
4.2. Possible implications for the 6isual system
From the preceding section, we can argue that the
retinal circuits of underwater animals might be different
from those of land and flying animals to compensate
for the loss of high spatial frequencies and for the low
amounts of light (Mobley, 1995) in underwater natural
images. Models in the literature would predict such a
difference (Balboa & Grzywacz, 2000a). For related
reasons, other natural habitats might lead to different
retinal circuits. Interesting examples include foggy habi-
tats in which pigeons and sea-birds must sometimes fly
for hours or days (Sinclair, 1985), turbid lakes and
rivers, and Arctic and Antarctic environments. And
there are even different underwater habitats depending
on factors such as the organic particles in the water
(Mobley, 1995).
Does the design of retinal circuitry take into account
that power spectra fall roughly as the square of spatial
frequency? If this happened, we would argue that it is
because the retina ‘assumes’ that objects in the world
have uniform luminance and occlude each other. We
would also argue that the retina may assume 1:f 2
spectra almost independently of the objects sizes in the
image. However, it is unclear whether the assumption
of 1:f 2 spectra plays a major role in retinal design. We
recently analyzed theories that use 1:f 2 power spectra
to describe early retinal receptive fields. It was found
that none of these Information-Theory-like theories
could account for the biological behavior of horizontal
cells with light intensity (Balboa & Grzywacz, 2000c).
To explain this behavior, we proposed an alternative
hypothesis based on the statistics of contrasts that
belong to occluding objects (Balboa & Grzywacz,
2000a). Hence, although the power spectrum may not
be the directly relevant information from natural im-
ages at the very early stages of visual computation, one
of the underpinnings of the power spectrum, the occlu-
sions, may be so. And the power spectrum could still be
R.M. Balboa et al. : Vision Research 41 (2001) 955–964 961
a relevant statistic for later stages of visual processing
(Atick & Redlich, 1990; Dan, Atick, & Reid, 1997).
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Appendix A
A.1. One-dimensional analysis
Let a 1-D cut of the image consist of M regions of
uniform intensity, such that the intensity profile of the
jth region is
Ij(x)
!0 xBxj, x\xj1
I. j xj5x5xj1
(1)
where the constants I. j\0 and xj are obtained by
applying some pre-specified, arbitrary distributions of
intensity and sizes of regions, respectively. Conse-
quently, the image 1-D cut is
I(x) %
M
j1
Ij(x) (2)
The Fourier transform of I is the sum of the Fourier
transforms of Ij, that is,
I0 (v)  i
v
%
M
j1
I. j(exp(ivxj1)exp(ivxj)) (3)
where v2pf, with f being the spatial frequency.
Therefore, the power spectrum of I is
I0 (v)2 1
v2
) %M
j1
I. j(exp(ivxj1)exp(ivxj))
)2
(4)
Consequently, as the spatial frequency increases, the
power spectrum tends to fluctuate (the parenthetical
term on the right-hand side), but its envelope falls
inversely proportionally to the square of the frequency
(the 1:v2 term). The only exception occurs at very low
spatial frequencies: when v1:(xj1xj) for all j, one
can approximate the term inside the parenthesis in Eq.
(4) with the first term of the Taylor series, yielding
I0 (v)2: ) %M
j1
I. j(xj1xj) exp(ivxj)
)2
(5)
As a result, for frequencies so low that the correspond-
ing periods are longer than the longest step in the 1-D
cut, the envelope of the power spectrum tends to re-
main constant with frequency.
A.2. Two-dimensional analysis
Let us now define the two-dimensional (2-D) model
of the image from the 1-D cuts and analyze its power
spectrum. The definition is as follows: If I(r) is the
image model, then I(azb) has the same properties as
our 1-D cut, where a is a constant vector, b is a
constant unit vector (b1), and z is a variable. In the
analysis that follows, I0 is calculated only in the horizon-
tal direction of the frequency vector (v (vx, vy)). It
will be apparent that the general tendencies (or envel-
ope) of the Fourier transform of I(r) is the same
regardless of the orientation of v. Hence, isotropic
averaging of I0 (v) is not necessary. From Eq. (3), the
Fourier transform of I(r) in the horizontal orientation
(b (1, 0)) is
I0 (vx)
& 

dy
& 

dx exp(ivxx) I(x,y)

 i
vx
& 

dy %
M(y)
j1
I. j(exp(ivxxj1(y))
exp(ivxxj(y)))
m
(6)
where M(y) is the number of steps in the section at the
vertical position y, and I. j(y) and xj(y) are the ampli-
tude and beginning of the jth step at that position,
respectively. Thus, the power spectrum is
I0 (vx)2

1
vx
2
) & 

dy %
M(y)
j1
I. j(exp(ivxxj1(y))exp(ivxxj(y)))
)2
(7)
Because Eqs. (4) and (7) are similar, one can reach
similar (though not identical) conclusions for 2-D step-
wise images as those for the 1-D cuts. For 2-D stepwise
images, the power spectrum tends to be constant at low
frequencies until the frequency becomes sufficiently
high that its corresponding spatial period is approxi-
mately of the size of the largest constant-intensity re-
gion in the image. After this frequency, the spectrum
tends to fall with frequency as indicated by the 1:vx2
term in Eq. (7).
However, the spectrum of the 2-D model does not
fall as the square of the frequency as those of the 1-D
cuts. The main reason is that for 2-D images, the xj(y)
term in Eq. (7) may change slowly with y. This y-de-
pendence coupled to the integration by y may remove
some of the fluctuations of the absolute term of the
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right-hand side of Eq. (7) and impart a vx-dependent
trend. Another way to understand this trend is to
rearrange Eq. (6) as follows:
0(vx)
& 

dx exp(ivxx)
& 

dyI(x, y) (8)
This equation is essentially the 1-D Fourier transform
of the function obtained by averaging the image over
the direction orthogonal to the oscillation of the
Fourier component. This averaging would tend to
smear the stepwise tendency of the image. This smear-
ing would be equivalent to a low-pass filter, causing the
spectrum to fall more steeply than with frequency
squared.
A.3. Indi6idual constant-intensity regions
Next, we prove that individual 2-D objects generally
have spectra that fall as frequency cubed.
From Harmonic Analysis, one has the following
theorem (Montgomery, 1994): Let C be a simple,
closed, piecewise C1 curve in the plane, let R denote its
interior region, and let x¯R (v) denote the Fourier trans-
form of the indicator function of R. Then, as v&
v%]v
dv %x˜R (v %)2:
L
2p2v
(9)
In this theorem, piecewise C1 means that except for a
finite number of points, the curve is continuous and has
continuous first-order partial derivatives, the indicator
function is defined as 1 on R and 0 otherwise, and L is
the length of the perimeter of C.
The rotationally averaged power spectrum of the
indicator function at frequency v,
x˜R(v)2u
is the integral of x˜R(v1)2 in an infinitesimal ring
between v and vdv divided by the area of the ring.
Therefore, from Eq. (9), as v,
x˜R(v)2u:
1
4p3vdv
 L
2p2v

L
2p2(vdv)

(10)
Using a Taylor expansion of Eq. (10), one obtains as
v
x˜R(v)2u:
1
4p3v3
(11)
If one multiplies the indicator function by the intensity
of the region, then
x˜R(v)2u
I2L
4p3v3
(12)
In conclusion, the envelopes of the power spectra of
single 2-D regions of constant-intensity tend to fall as
the frequency cubed at high frequencies.
A.4. Multi-region slopes
Is there a relationship between the spectra of individ-
ual constant-intensity regions and an image that is a
collage of such regions? In this section, we show that if
the regions are statistically independent, as proposed by
Ruderman (1997), then such a relationship exists. At
low frequencies, the envelope of the spectrum will have
zero slope regardless of the shapes of the regions (Sec-
tion 5.2). At intermediate and high frequencies, the
log–log slope of the spectrum of the image is to a good
approximation a weighted mean of the log–log slopes
of the individual regions. Hence, at high frequencies,
the envelope of the spectrum will theoretically fall as
frequency cubed (Section 5.3), and at intermediate fre-
quencies, the envelope of the spectrum will fall with a
log–log slope between 3 and 0. (Those are the
minimum and maximum log–log slopes of the en-
velopes for individual constant-intensity regions.) The
range of intermediate frequencies will be wide, if the
range of sizes of the regions of the image is itself wide.
If the image is a collage of constant-intensity regions,
then its Fourier transform is
F0 (vx, vy)%
j
Fj(vx, vy) exp(iuj(vx, vy)) (13)
where Fj and uj are the amplitude and phase of the
transform of the jth region, respectively. The power
spectrum of the image is F0 2, which after expansion
becomes
F0 (vx, vy)2%
j
F2j (vx, vy)
%
j
%
k" j
Fj(vx, vy) exp(iuj(vx, vy))
Fk(vx, vy) exp( iuk(vx, vy)) (14)
Next, we must take the mean of this equation over
orientations. To do so, we define orientation in the
frequency domain as f, such that vxv cos(f) and
vyv sin(f), with v
vx2 vy2. The mean spec-
trum over orientations is then
G(v)
1
2p
& 2p
0
df F0 (v cos f, v sin f)2 (15)
which by using Eq. (14) becomes
G(v)

1
2p
& 2p
0
df %
j
F j2(v cos f, v sinf)
%
j
%
k" j
Fj(v cos f, v sin f)
 exp(iuj(v cos f, v sin f))
Fk(v cos f, v sin f)exp( iuk(v cos f, v sin f)
(16)
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Let us assume that the shapes of region j and of region
k are statistically independent for all j and k. This
assumption may not be true for particular pairs of
regions in an image. However, in rich natural images,
the vast majority of pairs of regions will have such
independence. In this case, for the second term of this
equation, the means of Fj exp(iuj) and Fk exp(iuk) can
be evaluated separately, yielding
G(v)%
j
Gj(v)
%
j
%
k" j
Hj(v) exp(iaj(v))Hk(v) exp( iak(v))
(17)
where Gj and Hjexp (iaj) are the means over orienta-
tions of F2j and Fj exp(iuj), respectively, with Hj being a
real positive function. Therefore,
G(v)%
j
Gj(v)
2%
j
%
k\ j
Hj(v)Hk(v) cos(aj(v)ak(v)) (18)
The first thing that this equation shows is that if the
image is a collage of constant-intensity regions, then its
power spectrum is flat at low frequencies. This flatness
follows from Gj and Hj being derived from the Fj in Eq.
(16). Because Fj are individual-region spectra, their
envelopes are flat at low frequencies.
How does the spectrum fall at intermediate and high
frequencies? To answer this question, we first show that
for these frequencies one can neglect the second term of
Eq. (18). On one hand, the sum in the second term has
more components. If the number of regions, M, is high,
then there are M and M2:2 components in the first and
second terms, respectively. On the other hand, because
the regions are independent, the aj can attain any value,
making the sign of the components in the second term
essentially random. Consequently, the second term be-
haves as a random walk. It follows that the absolute
value of this term is of the order
2(
M2:2)(2H( 2:p)2
2MH( 2:p
where H( 2 is the mean of Hj over all regions6. In
comparison, the first term is of the order of MG( , where
G( is the mean of Gj over all regions. Hence, a compari-
son between the first and second terms of Eq. (18)
essentially boils down to comparing the magnitudes of
the Gj and the HjHk. At first sight, these terms appear
to be similar, since they originate from F2j and FjFk in
Eq. (16), respectively. However, for the Hj but not the
Gj, the mean over orientations in Eq. (16) undergoes
sign changes due to variations in uj. These changes
cause several of the Hk components to be of much
lower magnitude than 
Gj, making the second term of
Eq. (18) much smaller than the first. Therefore, at
intermediate and high frequencies, we have, to a good
approximation,
G(v)%
j
Gj(v) (19)
The log–log slope, S(v), of the spectrum G(v) is
S(v)
d log(G(v))
d log(v)

v
dG(v)
dv
G(v)
(20)
By substituting Eq. (19) for G(v) in Eq. (20), one gets
S(v)v %
j
dGj(v)
dv
%
k
Gk(v)
(21)
Let us denote by Sj(v) the log–log slope of the spec-
trum of the individual region j. From Eq. (20)
Sj(v)
v
dGj(v)
dv
Gj(v)
(22)
By multiplying the numerator and denominator of Eq.
(21) by Gj, and using the formula for Sj in Eq. (22), one
gets
S(v)%
j
Sj(v)
Gj(v)
%
k
Gk(v)
(23)
In conclusion, at intermediate and high frequencies,
the log–log slope of the spectrum is the weighted mean
of the log–log slopes of the individual regions. Eq. (23)
shows that the weights are the relative spectral energies.
A.5. Gradients of illumination
What effect does violating the assumption that im-
ages are stepwise have on our conclusions? The follow-
ing example of violations through gradients of
illumination shows that the power spectra have a
steeper fall with these gradients than without them.
Because the 1-D and 2-D analyses without gradients of
illuminations yield similar results (compare Eqs. (4) and
(7)), we restrict the analysis here to the 1-D case. Let us
modify Eq. (1) to include the simplest model for these
gradients, that is,
Ij(x)
! 0 xBxj, x\xj1
I. jgx xj5x5xj1
(24)
6 The first factor of 2 in the left hand side of this equality is the
same as that before the double sum in Equation 18. The 
M2:2
factor is the square root of the number of steps. Finally, the 2:p is the
mean of cos over all orientations.
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where g is a constant. Because Eq. (2) is still valid, one
only needs to consider the Fourier transform of Ij,
which is,
I0 j(v)
 i
v
I. j(exp(ivxj1)exp(ivxj))

g
iv

(xj1 exp(ivxj1)xj exp(ivxj))

1
iv
(exp(ivxj1)exp(ivxj))
m
(25)
The right-hand side of this equation is the sum of two
terms. The first term is identical to the terms in Eq. (3).
Therefore, this term will tend to make the power spec-
trum fall inversely with the square of the frequency (see
Eq. (4)). However, when expanded, the second term of
Eq. (25) contains a v2 sub-term. Because the power
spectrum is I0 j(v)2, this sub-term leads the spectrum to
be a polynomial of powers of v2, including v4.
Consequently, the power spectrum will fall faster than
just as v2.
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