Abstract-Optimization of design parameters based on electromagnetic simulation of microwave circuits is a timeconsuming and iterative procedure. To provide a fast and accurate frequency response for a given case study, this paper employs a neural network modelling approach. First, one of the case study's outputs, i.e., scattering parameter (|S 21 |) in dB, is predicted using a neural network model. Then the particle swarm optimization is employed to optimize the design parameters. The proposed method in designing the filter compares with two others methods for a case study. The simulation results show the capability of the proposed method in designing an optimized filter in a proper time.
I. INTRODUCTION Neural networks are information processing systems inspired by the human brain's ability to learn from observations [1] . Neural networks are efficient alternatives to conventional methods, such as numerical modelling methods which could be computationally expensive, or analytical methods which could be difficult to obtain, or empirical models whose range and accuracy could be limited.
Due to their ability and adaptability to learn, generalizability, fast real-time operation, and ease of implementation, they have been used in microwave design problems, RF, and microwave computeraided design problems [2] .
In microwave applications, a neural network can train to mimic the electrical behavior of the circuit. Then, it can be used in high-level simulation and design, providing a fast response to the learned task [3] , [4] . Moreover, neural networks can be employed along with evolutionary algorithms such as genetic algorithm [5] and particle swarm optimization [6] to optimize the system under study.
In this application, a neuarl network can use with an electromagnetic packages, such as HFSS, CST, ADS, to optimize the design.
In this paper, to accelerate the frequency sweep required in the full-wave simulators, for calculating the S-parameters of a double folded stub microstrip filter, an artificial neural network is employed.
The neural network is trained, by achieved patterns from an electromagnetic package, to approximate the S-parameters in the region of interest. The proposed model has capability to perform the frequency To optimize the designed model the particle swarm optimization method is used.
The neural network structure is explained in the next section. Section 3 is dedicated to describe the of particle swarm optimization. The case study is introduced in section 4. To verify the proposed model, simulation results are illustrated in section 5. The last section is conclusions.
II. THE STRUCTURE OF NEURAL NETWORK In this section, the structure of neural networks and its ability to model the behavior of RF and microwave components are described.
The MLP is a commonly used neural network structure, in which the neurons are grouped into layers. The MLP contains input, hidden, and output layers. Each layer consists of some nodes and fully connected to the next one. Node (or neuron) is a processing element with a nonlinear activation function. The activation functions are applied to the weighted sum of the inputs of a neuron to produce the output. Fig. 1 shows the structure of MLP neural network; consist of one input layer, three hidden layers, and one output layer. for some other neurons. Different neural networks can be constructed by using different types of neurons and by connecting them in different configurations [8] .
The weights are the most important factor in determining the MLP function. Training is the act of presenting the network with some sample data and modifying the weights to better approximate the desired function. The weighting parameters, which are real numbers, are initialized before training the MLP. During training, they are updated iteratively in a systematic manner. Typically many iterations (or epoch) are required to train MLP. To train MLP a learning method, such as a supervised backpropagation learning technique can be used. The basic backpropagation algorithm is based on minimizing the error of the network using the derivatives of the error function. Most common measure of error is the mean square error: E = (target -output) 2 . Partial derivatives of the error with respect to the weights:
where δ j = f'(net j ) (target j -output j ), and j = output neuron, i = neuron in last hidden
where
Calculation of the derivatives flows backwards through the hidden and input layers of the network.
These derivatives point in the direction of the maximum increase of the error function. A small step (learning rate) in the opposite direction will result in the maximum decrease of the (local) error function:
where αis the learning rate.
Once the neural network training is completed, the weighting parameters remain fixed throughout the usage of the neural network as a model.
The case-study is modeled by a multilayer perceptron (MLP) neural network simulated in a MATLAB environment [7] .
III. PARTICLE SWARM OPTIMIZATION
In this section, a brief description of particle swarm optimization (PSO) is presented. PSO is a stochastic optimization technique [9] [10] [11] [12] [13] [14] [15] [16] , that was developed in 1995 by Eberhart and Kennedy. It is a global optimization algorithm, which can effectively be used to solve multidimensional optimization problems [17] . PSO attempts to simulate the swarming behavior of birds, bees, fish, etc. It aims at increasing the probability of encountering global extremum points without performing a comprehensive search of the entire search space. PSO can easily be implemented and its performance is comparable to other stochastic optimization technique, such as genetic algorithm and simulated annealing [14] .
The PSO starts with an initial population of individuals, which are named swarm of particles. Each particle in the swarm is randomly assigned an initial position and velocity. The position of the particle is an N-dimensional vector, representing a possible set of optimization parameters. Each particle starts from its initial position,
= , and its initial velocity,
According to the individual and the swarm experience, the velocity and position of each particle are updated during the algorithm search. The goodness of a new particle position, a possible solution, is measured by evaluating a fitness function. The process of updating velocities and positions continues by the time that one of the particles in the swarm finds the position with best fitness. Since the particles will not be able to find a better one, all of them will eventually be drawn to this position. The main steps of PSO algorithm can be summarized as follows:
A. Definition of the solution space In this step, the minimum and maximum values for each dimension in the N-dimensional optimization problem are specified.
B. Definition of the fitness function
The fitness function is a problem-dependent parameter which is used to evaluate and measure the goodness of a position representing a valid solution.
C. Random initialization of the swarm positions and velocities
The position and velocity of the particles are randomly initialized. For faster convergence, however, it is preferred that they are randomly chosen from the solution space. The number of particles is problem-dependent, and for most engineering problems a swarm size of thirty particles is good enough [18] . To complete the initialization step, the initial position of each particle is labeled as the particle's best position, Pbest. Also, the position of the particle with best fitness among the whole swarm is labeled as the global best position, Gbest. The word 'best' means highest or lowest depending on whether the problem is a minimization or maximization problem.
D. Updating the velocity and position of a particle
In this step, the following sub-steps are carried out for each particle . It specifies the weight by which the particle's current velocity depends on its previous velocity. The references [19] [20] [21] [22] [23] [24] [25] [26] proposed a method on selecting and optimizing the PSO parameters.
•
Position update
The position of the i th particle in the j th dimension is updated according to the following equation
Fitness evaluation
First, the fitness of the updated N-dimension position in the previous step is evaluated. If the returning number is better than the fitness of the Pbest, the updated N-dimension position is labeled as 
E. Checking the termination criterion
The algorithm may be terminated if the number of iterations reaches a pre-specified maximum number of iterations or the fitness corresponding to the Gbest is close enough to a desired number. If none of these conditions is satisfied, the algorithm will return to the previous step. 
IV. CASE-STUDY
where ω is a range of frequency. The sample points are generated using an electromagnetic simulator, i.e., HFSS [27] . The region of interest, in mil, is 3.6 ≤ S ≤ 7.6 and 80.3 ≤ L 2 ≤ 100.3. The objective of training is to adjust neural network weighting parameters, such that the neural model output best match to the output data of HFSS simulation.
The |S 21 | is computed by HFSS package at range 6 to 20 frequency points with step size 0.05 GHz. 
B. Optimization the design parameters using PSO technique
To find the optimal values of the physical parameters, the PSO technique, introduced in section 3, is adopted. To optimize the double folded stub filter of figure 2, the following design specifications are considered. The optimal parameters given by PSO are: S=7.16 mil and L 2 =86.85 mil. These optimal parameters should satisfy the design conditions I and II. For this aim, the optimal parameters are given to the HFSS software to calculate scattering parameters. Figure 6 shows |S21| parameter for the optimal design parameters. As shown in the figure, the conditions I and II are satisfied. Table I compares three design methods for the case study, i.e., using HFSS package, using HFSS combined with PSO, and the proposed method. Substituting the trained neural network with HFSS package speeds up finding the optimal parameters of the filter. The running time of the simulated proposed method, using a machine with CPU Corei7 1.73GHz and 4G RAM, takes about 17 minutes, while using a direct PSO method in HFSS (where the number of particles and the total number of iterations in PSO are 80 and 100, and HFSS runs 8000 times) it takes about 3466 minutes, i.e., 208 times slower than the proposed method. In addition, the proposed method obtains the optimal design parameter, and the HFSS package and PSO can be linked in MATLAB, instantaneously. 
I) S

Conclusion
To optimal design of |S 21 | parameter of a Double Folded Stub Microstrip filter using an electromagnetic package, such as, HFSS, is a time consuming method. Although, the optimal parameter of the filter can be obtained by an optimization method, the HFSS package and the optimization method cannot link together easily. In this paper, an MLP neural network, trained based on the HFSS responses, is adopted for the fast and accurate calculation of |S 21 | parameter of the filter.
The trained neural network model has capability of providing an accurate frequency response in a fraction of a second. In addition, to optimize the designed filter based on the neural network response, a particle swarm optimization (PSO) method is employed to achieve the optimal parameter. The trained MLP and PSO algorithm are interfaced in MATLAB, while for finding the optimal response using the HFSS package, an optimization algorithm should be executed off-line. Based on the simulation results for a case study, the proposed method is 208 times faster than using HFSS package.
Therefore, it can conclude that the proposed method is a fast and accurse tools for designing a Double Folded Stub Microstrip filter.
