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SIMPLE UNIVERSAL BOUNDS FOR CHEBYSHEV-TYPE
QUADRATURES
RON PELED
Abstract. A Chebyshev-type quadrature for a probability measure σ is a dis-
tribution which is uniform on n points and has the same first k moments as σ.
We give an upper bound for the minimal n required to achieve a given degree
k, for σ supported on an interval. In contrast to previous results of this type,
our bound uses only simple properties of σ and is applicable in wide generality.
We also obtain a lower bound for the required number of nodes which only
uses estimates on the moments of σ. Examples illustrating the sharpness of our
bounds are given. As a corollary of our results, we obtain an apparently new
result on the Gaussian quadrature.
In addition, we suggest another approach to bounding the minimal number of
nodes required in a Chebyshev-type quadrature, utilizing a random choice of the
nodes, and propose the challenge of analyzing its performance. A preliminary
result in this direction is proved for the uniform measure on the cube. Finally,
we apply our bounds to the construction of point sets on the sphere and cylinder
which form local approximate Chebyshev-type quadratures. These results were
needed recently in the context of understanding how well can a Poisson process
approximate certain continuous distributions. The paper concludes with a list
of open questions.
1. Introduction
A quadrature formula is a way of approximating a distribution by a set of point
masses which preserves the integral of all polynomials up to a certain degree. More
precisely, given an integer k ≥ 1 and a measure σ on R with finite first k moments,
a quadrature formula of (algebraic) degree at least k is a set of nodes {xi}ni=1 ⊂ R
and weights {mi}ni=1 ⊂ R+ such that
(1)
∫
xjdσ(x) =
n∑
i=1
mix
j
i
for all integer 0 ≤ j ≤ k. The degree is exactly k if equality does not hold when
j = k + 1. Such formulas have many applications in numerical analysis, classical
analysis [15], geometry [13] and other fields. The maximal degree possible for a
quadrature formula with n nodes is 2n− 1 (unless σ itself is atomic with n nodes
or less). This degree is attained uniquely for a distinguished formula called the
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Gaussian quadrature formula whose n nodes are placed at the roots of the n’th
orthogonal polynomial corresponding to σ.
In this paper, we are concerned with a restricted class of quadrature formulas.
We consider only probability measures σ and restrict our formula to have all its
weights equal (to 1
n
). Hence our formula takes the form
(2)
∫
xjdσ(x) =
1
n
n∑
i=1
xji for all 0 ≤ j ≤ k,
where the nodes (xi)
n
i=1 need not be distinct. Such formulas are called Chebyshev-
type quadrature formulas. The special case when n = k is known as Chebyshev
quadratures, see the survey [11]. There is also a multidimensional analogue of (2),
called Chebyshev-type cubatures, when σ is a measure on Rd, (xi)
n
i=1 ⊆ Rd and we
require that
∫
p(x)dσ(x) = 1
n
∑n
i=1 p(xi) for all polynomials p of degree at most k.
These formulas arise in various applications, such as combinatorics, statistics [24],
potential theory and geometry [28]. In addition, they recently proved essential to
the understanding of fine properties of the gravitational allocation [6, 7], where it
was necessary to understand how well, and with what probability, can a Poisson
process approximate a given continuous distribution.
The following questions arise naturally: Does a Chebyshev-type quadrature
always exist for given σ and k? How many nodes are required to achieve a given
degree for such formulas?
Definition 1.1. For a probability measure σ on R and integer k ≥ 1, define n0σ(k)
to be the minimal number of nodes n required in a Chebyshev-type quadrature (2)
of algebraic degree at least k, or ∞ if no such quadrature exists. Define nσ(k) to
be the minimal integer such that for any n ≥ nσ(k) there exists a Chebyshev-type
quadrature (2) of algebraic degree at least k having exactly n nodes, or ∞ if no
such integer exists (see Theorem 1.1 below).
Of course, we always have n0σ(k) ≤ nσ(k) ≤ ∞ (see Theorem 1.10 for an example
where they have different orders of magnitude).
The existence question for Chebyshev-type quadratures has been researched ex-
tensively and is well understood (see [24, 22, 16]). Results exist for more general
formulas than (2), involving more general spaces than R and more general func-
tions than xj . In the case of (2), one has the following necessary and sufficient
conditions.
Theorem 1.1. Given an integer k ≥ 1 and a probability measure σ on R with∫ |x|kdσ(x) <∞.
(1) If σ is purely atomic with m atoms and k ≥ 2m then the only quadrature
formula (1) of degree at least k for σ is σ itself. Thus, in this case, if σ
has an atom of irrational weight then n0σ(k) = nσ(k) =∞ and if all atoms
of σ have rational weights then n0σ(k) <∞ and nσ(k) =∞.
(2) If σ either has a non-atomic component or it is purely atomic with m atoms
and k < 2m, then nσ(k) < ∞. Furthermore, in this case, there exists an
n0 ∈ N such that for any n ≥ n0 there exists a Chebyshev-type quadrature
formula (2) for σ of degree at least k having all distinct nodes.
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Although not stated explicitly, the theorem follows readily from results of Kui-
jlaars [16] combined with classical results in the theory of the moment problem
[15]. We prove it in Section 2.1.
Remark 1.1. If the support of σ is contained in some interval [a, b] then it is
sometimes desirable to have a Chebyshev-type quadrature with all nodes distinct
and in the open interval (a, b) (see, e.g., [11]). It is also possible to write necessary
and sufficient conditions for this case, see Remark 2.1 for details.
Theorem 1.1 does not address the quantitative question of the dependence of
n0σ(k) and nσ(k) on σ and k, but part 1 of it already shows that unlike the case
of the ordinary quadrature (1), there is no universal upper bound on n0σ(k) given
only in terms of k. Bernstein was the first to discover the surprising fact that even
for very simple σ, n0σ may grow super-linearly. In two papers from 1937 [1, 2], he
proves the following result.
Theorem 1.2. (Bernstein) Let σ be the uniform distribution on [0, 1]. Then there
exist C, c > 0 such that for all k ≥ 1,
ck2 ≤ n0σ(k) ≤ Ck2.
Aside from Bernstein’s result, the asymptotic behavior of n0σ (or nσ) has been
determined in only a few cases; most notably in [17], where it was generalized
to a subset of the Jacobi weight functions, and in [18], where it was found for
measures of the form dσ = w(x)(1− x2)−1/21x∈[−1,1]dx for w positive and analytic
on [−1, 1]. We mention briefly that some results exist also for Chebyshev-type
cubatures. There, research has mostly concentrated on the case where σ is the
area or volume measure of a certain set. See [14] (and [19] for related ideas) for
results on simple two and three dimensional shapes, and [4, 5] for recent progress
on spherical designs, the case when σ is the uniform measure on a sphere, a long
standing open problem.
There also exist results in the literature: [21] (inspired by [22]) and [26], giving
upper bounds on nσ(k) for general measures σ in some class. However, these
results require specific bounds on σ which seem difficult to obtain for general
measures. For example, the result of [21] requires, as one of its ingredients, a
lower bound on the smallest eigenvalue of the matrix A = (aij)
k
i,j=1, where aij :=∫
(xi −mi)(xj −mj)dσ(x) and mi :=
∫
xidσ(x). Moreover, the results require σ
to have a certain regularity: to be non-atomic with full support on some interval
[21], or to have a density satisfying certain upper and lower bounds [26].
This paper has several goals: First, to give an upper bound on nσ(k) which is
given in terms of simple properties of σ (Theorems 1.3, 1.4 and 1.5), requiring
only an estimate on σ’s inverse modulus of continuity. Moreover, while the bound
is particularly simple for absolutely continuous measures with bounded densities,
it extends also to singular measures and even to purely atomic measures, provided
some control over the size of the atoms is known. We also give a lower bound
on n0σ(k) which only requires estimates on the k − 1’st and k’th moments of σ
(Theorem 1.8). Corresponding examples illustrate the sharpness of our bounds
(Theorems 1.9 and 1.10). In particular, we find that for measures σ supported on
[0, 1] with essentially bounded density, nσ(k) may rise at most exponentially with
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k, and this rate of growth is attained for some σ. As one corollary of our theorems,
we obtain an apparently new result on the Gaussian quadrature (Corollary 1.7).
Second, to introduce the concept of random Chebyshev-type quadratures (and its
higher-dimensional analogues), where nodes are chosen by independent samples
from σ (Section 1.2). We explain how this concept provides another way to upper
bound n0σ(k) and nσ(k) and propose the challenge of analyzing its performance.
A preliminary result in this direction is proven, for the case that σ is the uni-
form measure on a cube (Theorem 1.12). Our analysis proceeds via a local limit
theorem.
Third, to describe applications of our theorems to the construction of point sets
on spheres and cylinders which are local approximate Chebyshev-type cubatures,
meaning that one may partition the sphere or cylinder to small diameter sets on
which the point sets are approximate Chebyshev-type cubatures (Theorems 1.13
and 1.14). These constructions and the result for the uniform measure on the cube
mentioned above, were needed recently in the study of the gravitational allocation
[7] in the context of understanding how well a Poisson process can approximate
certain continuous distributions.
These goals are developed in the next three subsections, without proofs. Sec-
tion 2 contains proofs and supplements. Section 3 presents open questions.
1.1. Simple bounds for the number of nodes. In this section, we present an
upper bound on nσ(k) which is calculated in terms of simple properties of σ. We
also give a lower bound on n0σ(k) which only requires estimates on the k − 1’st
and k’th moment of σ, and give examples illustrating the sharpness of our bounds.
The information about σ we shall need for our upper bound is contained in the
following function,
(3) Rσ(δ) := min
(|x− y| ∣∣ x, y ∈ R, σ([x, y]) ≥ δ)
defined for 0 < δ < 1. Rσ is the inverse modulus of continuity of σ; Rσ(δ) measures
the minimal length an interval needs to have in order to have probability at least
δ.
Theorem 1.3. Let σ be a probability measure with σ([0, 1]) = 1. Fix an integer
k ≥ 2 and let
ρ := (k − 1)Rσ
(
1
k + 3
)
,
r :=
ρ
6(k + 3)
( ρ
12e
)k−1
.
Then for each integer n ≥ r−1 and each p ∈ Rk satisfying
(4)
∣∣∣∣pj −
∫
xjdσ(x)
∣∣∣∣ ≤ r 1 ≤ j ≤ k
there exist (not necessarily distinct) (xi)
n
i=1 ⊆ [0, 1] satisfying
1
n
n∑
i=1
xji = pj for all integer 1 ≤ j ≤ k.
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The theorem states that if the number of nodes n is large enough with respect to
k and the quantity Rσ
(
1
k+3
)−1
, then there exists a Chebyshev-type quadrature (2)
having the same first k moments as σ. Moreover, for each small perturbation of
the moments of σ, there exists a Chebyshev-type quadrature with these perturbed
moments. The theorem gives explicit bounds on n and on the size of the allowed
perturbation. Note that to have a non-trivial bound, we must have Rσ(
1
k+3
) > 0,
which is equivalent to saying that σ has no atom with mass at least 1
k+3
. For
generalizations of the theorem to the case of distinct nodes in (0, 1) and to the
case of functions other than xj , see Remark 2.2.
Of course, the most important case of the theorem is when the moments of σ
are unperturbed. In addition, in many applications, one is interested in absolutely
continuous distributions with bounded densities. If the density bound is M , we
have Rσ(δ) ≥ M−1δ for all δ. Similarly, if one considers singular σ, a typical
scenario is when Rσ(δ) ≥ cδβ for some β > 1. For these cases we have the
following useful corollary which follows immediately from Theorem 1.3.
Theorem 1.4. Let σ be a probability measure with σ([0, 1]) = 1.
(1) Suppose that σ is absolutely continuous with a density which is essentially
bounded by M . Then for each integer k ≥ 2 we have
nσ(k) ≤ ⌈75e4kM (12eM)(k−1)⌉.
(2) Suppose that Rσ(δ) ≥ cδβ for some c > 0, β ≥ 1 and all 0 < δ < 1. Then
for each integer k ≥ 2 we have
nσ(k) ≤ ⌈αk(k + 3)(β−1)k+1⌉,
where α > 0 depends only on c and β.
Furthermore, in both cases we have that all quadrature nodes lie in [0, 1].
Hence, for measures with bounded densities, one needs at most an exponential
number of nodes in a Chebyshev-type quadrature. A more singular measure may
require even more nodes. Similar conclusions can be drawn for other measures
according to which lower bound one has for Rσ.
The previous theorems provide quantitative bounds for nσ(k) in the cases when
σ does not have large atoms. Can we provide similar bounds when σ is a mixture
of a large atom and a non-atomic component? or when σ has infinitely many
atoms? The following theorem does so. Define, for a probability measure σ and
0 < ε < 1,
σtε := σ −
∑
{x | σ({x})>ε}
(σ({x})− ε)δx ,
σ′ε :=
σtε
σtε(R)
.
In words, σtε is σ with all its atoms truncated to mass ε and σ
′
ε is its normalized
version.
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Theorem 1.5. Let σ be a probability measure with σ([0, 1]) = 1. Fix an integer
k ≥ 2 and suppose that there exists 0 < ε < 1 such that
(5)
ε
σtε([0, 1])
<
2
2k + 7
.
Fix such an ε and let
ρ := (k − 1)Rσ′ε
(
2
2k + 7
)
,
r :=
ρ
6(k + 3)
( ρ
12e
)k−1
.
Then for any integer n ≥ max
(
1
rσtε([0,1])
, 2k+6
ε
)
there exist (not necessarily distinct)
(xi)
n
i=1 ⊆ [0, 1] satisfying
1
n
n∑
i=1
xji =
∫
xjdσ(x) for all integer 1 ≤ j ≤ k.
Remark 1.2. (1) It is not difficult to see that condition (5) is satisfied for
any small enough ε > 0 if σ has a non-atomic component or at least k+ 4
atoms.
(2) Note that the largest atom in σ′ε has at most
ε
σtε([0,1])
mass so that condition
(5) ensures that ρ > 0. The reason that the 1
k+3
of Theorem 1.3 is replaced
by 2
2k+7
and for the extra factor 2k+6
ε
in the bound on n is that we may not
be able to exactly truncate the atoms of σ to probability ε using atoms of
size 1
n
.
(3) Similarly to Theorem 1.3, we can quantify a statement saying that for any
moment vector p which is close enough to the moments of σ, we can find
{xi}ni=1 with these moments.
(4) The proof is based on writing σ = qσ1 + (1− q)σ2 for probability measures
σ1, σ2, where σ1 approximates σ
′
ε and σ2 is the “leftovers” of the large
atoms of σ. The approximation is chosen so that σ2 already has atoms
with rational probability, then Theorem 1.3 is used to get a Chebyshev-type
quadrature for σ1. We note that this approach might yield better bounds
than those of Theorem 1.3 even for σ which do not have large atoms. For
example, if Rσ(
1
k+3
) is very small, one may try to decompose σ = qσ1+(1−
q)σ2 so that Rσ1(
1
k+3
) > Rσ(
1
k+3
) and q is rational with small denominator.
Then approximate σ2 in a simple manner, say as in Lemma 2.4 below,
and finally approximate σ1 using Theorem 1.3 and use the freedom in the
moments afforded by (4) to compensate for the errors in the moments of
the approximation to σ2.
Lower bounds. In this section we complement the above upper bounds for nσ(k)
by presenting lower bounds for n0σ(k) and examples illustrating the sharpness of
our bounds. As a by-product of our results, we note an apparently new inequality
for the Gaussian quadrature.
We start by describing a lower bound for n0σ(k), for general probability measures
σ, which Bernstein used in deriving Theorem 1.2. To state it, we first recall that
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for k = 2m−1 for m ∈ N and a probability measure σ on R with ∫ |x|kdσ(x) <∞,
unless σ is purely atomic with less thanm atoms, we have the Gaussian quadrature
formula with nodes ξ
(m)
1 < ξ
(m)
2 < · · · < ξ(m)m and weights (λ(m)i )mi=1 satisfying
(6)
m∑
i=1
λ
(m)
i (ξ
(m)
i )
j =
∫
xjdσ(x) ∀ 0 ≤ j ≤ k.
Theorem 1.6. (Bernstein [1]) For a probability measure σ and k = 2m − 1 as
above, we have n0σ(k) ≥ 1min(λ(m)1 ,λ(m)m ) .
Bernstein proved this theorem in the special case of the uniform distribution
on an interval, but as some authors note [12, 16, 14], the bound extends to all
measures. We note an immediate corollary of Theorem 1.4 and Theorem 1.6 to
an estimate on Gaussian quadratures.
Corollary 1.7. For any probability measure σ with σ([0, 1]) = 1 and density
essentially bounded by M , we have for any m ∈ N that
λ
(m)
1 ≥
1
⌈75e4(2m− 1)M (12eM)(2m−2)⌉
.
This estimate appears to be new and we do not know if it is simple to prove
directly. Similar corollaries can be phrased for general measures using Rσ and
Theorem 1.3.
Theorem 1.6 can be quite accurate (as Theorem 1.2 illustrates), however, one
drawback of it is that it may be difficult to apply in specific cases since it requires
knowledge of the Gaussian quadrature associated to the given measure. We now
propose a second lower bound, whose proof makes use of similar ideas to that of
Theorem 1.6, which has the advantage that in order to apply it, the only required
information about the measure are bounds on its (k − 1)’st and k’th moments.
Theorem 1.8. Let σ be a probability measure on R with σ({0}) < 1. Then for
every odd integer k ≥ 3 for which ∫ |x|kdσ(x) <∞, we have
(7) n0σ(k) ≥
(∫
xkdσ(x)
)k−1(∫
xk−1dσ(x)
)k .
We remark that the lower bound given by the above theorem changes, in general,
when replacing σ by a translate of it. Hence, one may wish to optimize the amount
by which to translate σ before applying the bound. To keep the theorem as simple
as possible, we avoid making this optimization here.
Theorem 1.8 implies that, for example, to obtain a lower bound on n0σ(k) for
probability measures supported on [0, 1] (which are not δ0), it is sufficient to have
a lower bound on the absolute value of the k’th moment of σ and an upper bound
on the (k−1)’st moment of σ. The following corollary is proved via this technique.
It illustrates that the upper bound given by Theorem 1.4 and the lower bound
given by Theorem 1.8 may be close in specific examples.
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Corollary 1.9. There exists C > 0 such that for every odd integer k > C, there
exists a probability measure σk on [0, 1], absolutely continuous with density essen-
tially bounded above by Ck, satisfying
n0σk(k) ≥
1
2
√
k
(e
2
)k
.
In fact, the measure σk constructed in this corollary is simply the exponential
distribution, properly truncated and rescaled. Note also that, since n0σ(k) is non-
decreasing in k for any measure σ, the corollary implies a similar bound for even
integers k.
Let us compare the lower bound of Corollary 1.9 with the upper bound on nσ(k)
given by Theorem 1.4. Since the density of σk is bounded by Ck for some C > 0,
Theorem 1.4 gives
n0σk(k) ≤ nσk(k) ≤ (C ′k)k
for some C ′ > 0, which differs from the bound of Corollary 1.9 by a log k factor
in the exponent. Seeking to have an example on which the upper bound of Theo-
rem 1.4 is sharp, up to the constants involved, we introduce the following second
example. We set dn(σ), for n ∈ N and a probability measure σ on R with all mo-
ments finite, to be the maximal possible degree of accuracy for a Chebyshev-type
quadrature for σ having exactly n (not necessarily distinct) nodes (or ∞ if any
degree of accuracy can be attained).
Theorem 1.10. Let σ0 be the probability measure having density
w(x) :=
{
1 x ∈ [−1,−1
2
] ∪ [1
2
, 1]
0 otherwise
.
In other words, σ0 is the uniform distribution on the set [−1,−12 ] ∪ [12 , 1]. Then
there exist C, c > 0 such that
dn(σ0) ≥ c
√
n for even n,(8)
dn(σ0) ≤ C ln(Cn) for odd n.(9)
In particular, there exist C1, c1 > 0 such that for every k ∈ N, we have
n0σ0(k) ≤ C1k2 and(10)
nσ0(k) ≥ c1ec1k.(11)
Thus the theorem shows the surprising fact that for the uniform distribution
on two disjoint intervals σ0, dn(σ0) has completely different orders of magnitude
for odd and even n. It also shows that the upper bound of Theorem 1.4 can be
attained, up to the constants involved. Our proof of this theorem uses general
theorems of Peherstorfer [20] and Fo¨rster & Ostermeyer [9] which, when taken
together, show that dn(σ) may rise at most logarithmically in n for odd n, whenever
σ is a symmetric measure having 0 outside its support. We remark also that the
phenomena that dn(σ) may have very different orders of magnitude for odd and
even n, was first discovered, in a particular case, by Fo¨rster [8].
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1.2. Random Chebyshev-type cubatures. We give the name random
Chebyshev-type cubature to the situation in which we would like to approximate
the moments of a measure σ by the moments of a uniform distribution on n points
(as in ordinary Chebyshev-type cubatures), but do not choose the position of the
points, instead, the points are chosen randomly according to independent samples
from σ. In such a situation, it is natural to ask how small is the probability that
the moments of the random measure approximate the moments of σ very well. In
general, this is a question about a small ball probability.
As we shall see, this notion gives another way to prove existence of Chebyshev-
type quadratures and cubatures and we believe that it deserves better study. In
addition, in the analysis of [7], it arose naturally in the context of understanding
how well a Poisson process approximates Lebesgue measure.
To formalize the above, fix d ≥ 1 and define for k ≥ 1, PolyDim(k, d) :=(
k+d
d
)− 1. Then define the moment map P dk : Rd → RPolyDim(k,d) by
(12) P dk (x) := (x
α)α
where α runs over all multi-indices with 0 < |α| ≤ k, where we mean that α ∈
(N ∪ {0})d, xα :=∏di=1 xαii and |α| :=∑di=1 αi.
Given a probability measure σ with support in Rd, let Mk(σ) denote its vector
of multi-moments of degree at most k. That is,
Mk(σ) :=
(∫
xαdσ(x)
)
0<|α|≤k
.
For n ≥ 1, consider the following random measure
σn :=
1
n
n∑
i=1
δxi
where the {xi}ni=1 are chosen independently from the distribution σ. Note that
Mk(σn) =
1
n
∑n
i=1 P
d
k (xi). It follows that EMk(σn) = Mk(σ). Still, the moments
of σn typically do not approximate well the moments of σ. Indeed, by the central
limit theorem, the difference |Mk(σn)α−Mk(σ)α| scales like 1√n for any fixed α (if
σ has moments of any order, say). We are interested in the probability that this
difference is much smaller. More precisely, let
pn,k,ε(σ) := P
(
‖Mk(σn)−Mk(σ)‖∞ ≤ ε√
n
)
.
This is the small ball probability for the random vector Mk(σn). We would like
to understand how it scales for a fixed n as ε tends to 0. The following lemma
connects this probability to the existence of Chebyshev-type cubatures.
Lemma 1.11. If for some n, k ≥ 1 and every ε > 0 we have pn,k,ε(σ) > 0 then
there exists a Chebyshev-type cubature for σ of degree at least k having exactly n
(not necessarily distinct) nodes.
Thus understanding pn,k,ε provides a different way to show existence of
Chebyshev-type cubatures (and to prove lower bounds for n0σ). We propose the
challenge of bounding, in specific examples, the minimal n for which the condition
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of the lemma is satisfied and seeing if this approach may improve known bounds.
The most interesting case in this respect is that of spherical designs, when σ is the
uniform measure on the sphere Sd−1, but one may start by checking what bound
is achieved for the interval and comparing it with Theorem 1.2. In this paper,
we content ourselves with a small step in this direction (which, however, already
takes some work to prove) by showing that the condition of the lemma is satisfied,
for large enough n, when σ is the uniform measure on the cube [−1, 1]d. This is
achieved by showing that, for large enough n, the random vector Mk(σn) has a
positive density atMk(σ). Unfortunately, our result does not provide quantitative
bounds for n.
Theorem 1.12. Fix k ≥ 1 and let (Xi)∞i=1 be an IID sequence of RV’s uniform
on [−1, 1]d. Let Mi := P dk (Xi) and S¯n := 1√n
∑n
i=1(Mi − EM1). Then there exists
N0 = N0(k, d) > 0, a = a(k, d) > 0 and t = t(k, d) > 0 such that for all n > N0,
S¯n is absolutely continuous with respect to Lebesgue measure in R
PolyDim(k,d) and
its density fn(x) satisfies fn(x) ≥ a for |x| ≤ t.
This theorem can be viewed as a local limit theorem (and its proof follows this
approach). The moment vector
√
nS¯n is a sum of IID contributions and we show
that starting at some large n, it has density which (suitably scaled) converges
uniformly to the density of a centered Gaussian vector. Our main tool is Fourier
analytic estimates.
1.3. Application to construction of local cubatures. In this section, we ap-
ply the results of Section 1.1 to give a construction of discrete point sets on the
sphere and the cylinder which are approximate Chebyshev-type cubatures. In the
case of the sphere, we approximate its surface measure. In the case of the cylinder,
the approximation is to a measure with density (with respect to surface area) con-
stant on every spherical section and growing linearly along the axis of the cylinder.
In both cases, our approximations are stronger than ordinary Chebyshev-type cu-
batures in that they are “local”, i.e., there is a partition of the set in question
(the sphere or the mid-part of the cylinder) to subsets of small diameter such that
our point set restricted to each of these subsets is an approximate Chebyshev-type
cubature.
The application to the cylinder, which builds on the application to the sphere,
was central in the recent study [7] on gravitational allocation where it was used
to construct “wormholes”; long tentacles in space surrounded by rings of stars in
which the gravitational force is atypically strong in the tentacle’s direction.
Our construction of the Chebyshev-type cubature for the sphere is very similar
to a construction of Wagner [27] which he used in his work on a problem in
potential theory (in a somewhat similar manner as the application in [7]). Despite
this similarity, we chose to give a full proof of it here since some parts in Wagner’s
construction (such as the exact partition of the sphere) are only sketched and since
our construction gives explicit bounds on the number of nodes in the cubature (at
the expense of getting only an approximate cubature formula), whereas his only
shows existence.
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To state our theorems, define σd to be the d-dimensional area measure on sets
in Rd, and, abusing notation slightly, also as the d-dimensional Hausdorff measure
on sets in Rd
′
for d′ > d. For a set E ⊆ Rd, define Diam(E) := maxx,y∈E |x − y|,
the diameter of E, where | · | is Euclidean distance. We use the same multi-index
notation as defined after (12). Define for d, k ≥ 1 and δ > 0,
(13) m0(d, k, δ) := Smallest integer m ≥ 1 satisfying
(
ke
m+ 1
)m+1
≤ δ
2d2k
.
Embedding Sd into Rd+1 as the unit sphere, we prove:
Theorem 1.13. For each d ≥ 1, k ≥ 1 and 0 < τ, δ < 1 there exist C(d), c(d) > 0
(depending only on d), an integer K = K(τ, d) > 0 and a partition of Sd (up
to surface measure 0) into measurable subsets E1, . . . , EK satisfying the following
properties:
(1) Diam(Ei) ≤ C(d)τ , σd(Ei) ≥ c(d)τd for all i, and K ≤ C(d)τ−d.
(2) For N = nd, where n can be any integer satisfying n ≥ C(d)m0(d,k,δ), and
for each 1 ≤ i ≤ K, there exist (zi,j)Nj=1 ⊆ Ei such that
(14)
∣∣∣∣∣ 1N
N∑
j=1
g(zi,j)− 1
σd(Ei)
∫
Ei
g(z)dσd(z)
∣∣∣∣∣ ≤ δ
for all g : Rd+1 → R of the form g(z) = (z − w)α for w ∈ Sd and a
multi-index α with |α| ≤ k.
To state our theorem for the cylinder, we make a few more definitions. Given
L,W > 0 and a dimension d ≥ 1, let
PL,W := {x ∈ Rd | |x1| ≤ L, x22 + · · ·+ x2d = W 2}.
so that PL,W is the curved part of the boundary of a length L cylinder of radius
W . Let νL,W be the measure supported on PL,W and absolutely continuous with
respect to σd−1 with density V (x1, . . . , xd) = v(x1) = 1 + x1+L2L . I.e., the density
increases linearly from 1 to 2 as x1 increases from −L to L. Recalling the definition
of m0(d, k, δ) from (13), we prove:
Theorem 1.14. For each d ≥ 3 there exists C(d) > 0 such that for each k ≥
1, L > C(d), W > 0, 0 < τ < W and 0 < δ < W k, we have an integer
K = K(L,W, τ, d) > 0 and measurable subsets D1, . . . , DK ⊆ P2L,W satisfying the
following properties:
(I) ν2L,W (Di ∩Dj) = 0 for each i 6= j and ν2L,W
(
PL,W \
(∪Ki=1Di)) = 0.
(II) Diam(Di) ≤ C(d)τ , ν2L,W (Di) = τd−1 for all i, andK ≤ C(d)LW d−2τ−(d−1).
(III) For n = nd−11 , where n1 can be any integer satisfying n1 ≥ C(d)m0(d−2,k,δ/(4LW )k),
and for each 1 ≤ i ≤ K, there exist (wDi,j)nj=1 ⊆ Di such that∣∣∣∣∣ 1n
n∑
j=1
h(wDi,j)−
1
ν2L,W (Di)
∫
Di
h(w)dν2L,W (w)
∣∣∣∣∣ ≤ δ
for all h : Rd → R of the form h(w) = (w − y)α for y ∈ P2L,W and a
multi-index α with |α| ≤ k.
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It is worth noting that in the above theorem, the sets D1, . . . , DK cover PL,W
(up to ν-measure 0) and are contained in P2L,W , but do not necessarily form a
partition of P2L,W (up to ν-measure 0). Indeed, this is not possible for generic
values of L,W and τ since property (I) implies theDi are disjoint (up to ν-measure
0) and property (II) implies that each Di has ν measure exactly τ
d−1. Thus, for
the sets to form a partition, we would need that
ν2L,W (P2L,W )
τd−1
be an integer.
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2. Proofs and supplements
2.1. Existence of Chebyshev-type quadratures. In this section we prove
Theorem 1.1. We start with the following theorem which follows from classical
results in the theory of the moment problem:
Theorem 2.1. Given k = 2m − 1 for m ∈ N and a probability measure σ on R
with
∫ |x|kdσ(x) < ∞. Unless σ is purely atomic with less than m atoms, there
exists a quadrature formula (1) for σ of degree at least k having exactly 2m + 1
nodes.
Proof. We assume without loss of generality that σ is atomic with m nodes since
otherwise we can replace σ by its Gaussian quadrature (6). Then its support is
contained in an interval [a, b]. Fix c < a and d > b. Note that for any polynomial
P 6≡ 0 of degree at most k which is non-negative on [c, d] we have ∫ d
c
Pdσ > 0. In
other words (see [15, III §1]), σ (or rather its first k moments) is strictly positive
with respect to [c, d] and k. This implies that there exists a quadrature formula
σm+1 for σ having degree at least k, exactly m + 1 nodes, all in (c, d) and all
different from those of σ (this is any of the lower representations of index n + 3,
see [15, III §7.1]. All nodes are in the interior of [c, d] since k is odd). Then the
measure 1
2
(σ + σm+1) satisfies the requirements of the theorem. 
We also need two theorems of Kuijlaars:
Theorem 2.2. ([16], Theorem 3.2) Given a probability measure σ, suppose we
have a Chebyshev-type quadrature formula (2) of degree at least k with n nodes
in (−1, 1), of which n0 ≥ k are distinct. Then there exists a Chebyshev-type
quadrature formula with n distinct nodes in (−1, 1) of degree at least k.
Theorem 2.3. ([16], Theorem 4.2) Given a probability measure σ and a quadra-
ture formula (1) with weights (mi)
n
i=1, distinct nodes in (−1, 1) and degree at least
n− 1, there exists a relatively open subset U of the collection {(p1, . . . , pn) | pi >
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0 for 1 ≤ i ≤ n and ∑ni=1 pi = 1} with (mi)ni=1 ∈ U and such that for every
(pi)
n
i=1 ∈ U there exist nodes (x˜i)ni=1 ⊆ (−1, 1) satisfying
n∑
i=1
pix˜i
j =
∫
xjdσ(x) 0 ≤ j ≤ n− 1.
The second theorem was proven in [16] for absolutely continuous σ with bounded
support but the (short) proof is valid for any σ.
Proof of Theorem 1.1. If σ is purely atomic with j ≤ k
2
atoms, it is well known
that σ itself is the only quadrature formula having degree at least k. This can be
seen by considering the non-negative polynomial P having a double zero at each
atom of σ. Since P has degree 2j ≤ k and since ∫ Pdσ = 0 we see that the integral
of P is zero also with respect to a quadrature with degree at least k. Hence, the
nodes of that quadrature are a subset of the nodes of σ, but this implies that they
are equal since the location of the nodes determines the weights by solving a linear
system with a Vandermonde coefficient matrix.
Assume now that σ is not purely atomic with j ≤ k
2
atoms. We may assume
k = 2m− 1 for some m ∈ N since if k is even, the theorem remains true when k
is replaced by k + 1. We use Theorem 2.1 to obtain σ2m+1, a quadrature for σ of
degree at least k having exactly 2m+ 1 nodes. It follows from Theorem 2.3 that
for some n0 ∈ N and any n ≥ n0 there exist Chebyshev-type quadratures with
n nodes having the same first 2m moments as σ2m+1, so that, in particular, they
have degree at least k with respect to σ. The nodes of these quadratures can be
made distinct using Theorem 2.2. 
Remark 2.1. For a probability measure σ with support in [a, b] and k ∈ N, we
say that σ is singular with respect to [a, b] and k if there exists a polynomial P 6≡ 0
of degree at most k which is non-negative on [a, b] and such that
∫
Pdσ = 0.
Equivalently, σ is singular with respect to [a, b] and k if and only if it is purely
atomic and its index I(σ) ≤ k where I(σ) :=∑ I(x) over all atoms x of σ and
I(x) =
{
1 x = a or x = b
2 x ∈ (a, b) .
If σ is singular, it follows from the same proof as above, but using the polynomial
P exhibiting the singularity, that the only quadrature for σ with all nodes in [a, b]
is σ itself.
If σ is not singular with respect to [a, b] and k, then the same proof as above with
minor modifications shows that for any large enough n, there exist Chebyshev-type
quadratures for σ having degree at least k and n distinct nodes in (a, b). If k is
odd, the only modification is that in the proof of Theorem 2.1, one should obtain
its representations directly in [a, b] without passing to the larger interval [c, d] (this
is possible since σ is non-singular on [a, b]). Then the quadrature thus obtained
will have all its nodes in (a, b). For even k, the additional required modification is
to first replace σ by σ′, a canonical representation of it with support in [a, b], index
k + 2 and the same first k moments [15, III §4], then to apply the above proof for
σ′ and k + 1.
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2.2. Bounds for Chebyshev-type quadratures. In this section we prove The-
orems 1.3 and 1.5, which give general upper bounds for the minimal number of
nodes required in a Chebyshev-type quadrature, and Theorem 1.8, Corollary 1.9
and Theorem 1.10 which give lower bounds for the required number of nodes and
examples of cases where many nodes are required. We remark first about possible
generalizations of our results.
Remark 2.2. (1) It is sometimes desirable that the nodes of the quadrature
be distinct and contained in the open interval (0, 1). To obtain bounds for
such formulas using our results, start by picking a small ε > 0, linearly
map σ to have support in [ε, 1− ε], apply Theorem 1.3 to the new measure
and use the freedom afforded by (4) to make the moments of the resulting
quadrature equal those of σ. To make the nodes distinct, use Theorem 2.2
(the proof of Theorem 1.3 gives at least k distinct nodes).
(2) It may also be desirable to have a result similar to Theorem 1.3 for func-
tions other than xj. The main ingredient required to adapt our proof to
such a setting is to have a “quantitative inverse mapping theorem”, as in
Proposition 2.5, for the new collection of functions.
We start our proofs by recalling the definition (3) ofRσ for a probability measure
σ, and noting the following simple properties:
(1) Rσ is monotonically increasing.
(2) Rσ(δ) = 0 if and only if σ has an atom of mass at least δ.
(3) If σ is supported on [0, 1], then Rσ(
1
m
) ≤ 1
m
for each m ∈ N.
(4) If σ is absolutely continuous with a density that is essentially bounded by
M , then Rσ(δ) ≥ δM for all δ.
2.2.1. Proof of Theorem 1.3. We start with a lemma providing a simple approxi-
mate Chebyshev-type quadrature.
Lemma 2.4. Let σ be a probability measure with σ([0, 1]) = 1. For n ∈ N, let
µ := 1
n
∑n
i=1 δyi, where the (yi) are chosen according to the rule:
(15) yi := min
(
y ∈ [0, 1] ∣∣ σ([0, y]) ≥ i
n
)
1 ≤ i ≤ n.
Then for all j ∈ N, we have ∣∣∣∣
∫
xjdσ −
∫
xjdµ
∣∣∣∣ ≤ 1n.
Proof. Define y0 := 0 and for each 0 ≤ i ≤ n define the “leftover mass at yi” by
αi := σ([0, yi])− i
n
.
Note that 0 ≤ αi ≤ σ({yi}) by definition of the yi. Also, define measures (σi)ni=1
by
σi(·) := σ(· ∩ (yi−1, yi]) + αi−1δyi−1(·)− αiδyi(·)
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and note that these measures are non-negative with total mass exactly 1
n
and that
we have σ =
∑n
i=1 σi. Now, fix j ∈ N and estimate∣∣∣∣
∫
xjdσ −
∫
xjdµ
∣∣∣∣ =
∣∣∣∣∣
n∑
i=1
∫
(xj − yji )dσi
∣∣∣∣∣ ≤ 1n
n∑
i=1
(
yji − yji−1
) ≤ 1
n
as required. 
Remark 2.3. It is worth noting that c
n
for some c > 0 is the best approximation
possible in this level of generality if one uses the above method of dividing σ into
σi’s with mass
1
n
and approximating each one with one point. This can be seen
by considering the example of σ = 1
2
(δ0 + δ1) when n is odd and the example of
σ = 1
3
(δ0 + δ 1
2
+ δ1) when n is even.
Our aim is to perturb the above simple approximation into a Chebyshev-type
quadrature for σ. To this end, we define the moment map Tk : R
k → Rk by
(Tk(z))j :=
k∑
i=1
zji ,
and rely on the following quantitative “inverse mapping theorem”:
Proposition 2.5. Fix ρ > 0, integer k ≥ 2 and let z ∈ Rk satisfy
(16)
ρ
3(k − 1) ≤ zi ≤ 1−
ρ
3(k − 1) and |zi − zj | ≥
ρ
k − 1
for all 1 ≤ i, j ≤ k with j 6= i. Then for any p ∈ Rk satisfying
(17) |p− Tk(z)|∞ ≤ ρ
3
( ρ
12e
)k−1
,
there exists w ∈ Rk satisfying |w − z|∞ ≤ ρ3(k−1) and Tk(w) = p.
In words, the proposition shows that if the zi are well separated, then the image
through Tk of a ball around z contains a ball in moment space (where the balls
are in the l∞ metric), and it gives quantitative bounds on the radii of these balls.
Since the proof of this proposition is somewhat long, we delay it until after we
explain how Theorem 1.3 follows from the proposition and lemmas.
Iterating the proposition, we obtain the following corollary.
Corollary 2.6. Given µ := 1
n
∑n
i=1 δyi with all 0 ≤ yi ≤ 1 and k ≥ 2. Suppose
that there exist 0 < ρ ≤ 1 and s disjoint subsets (z(r))sr=1 of the (yi)’s, each of
size exactly k, such that
ρ
3(k − 1) ≤ z(r)i ≤ 1−
ρ
3(k − 1) ,
|z(r)i − z(r)j | ≥ ρ
k − 1
(18)
for all 1 ≤ r ≤ s and 1 ≤ i, j ≤ k with j 6= i. Then for any p ∈ Rk satisfying
(19)
∣∣∣∣pj −
∫
xjdµ
∣∣∣∣ ≤ ρs3n
( ρ
12e
)k−1
1 ≤ j ≤ k,
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there exists µ′ of the form µ′ := 1
n
∑n
i=1 δxi with all 0 ≤ xi ≤ 1, such that
∫
xjdµ′ =
pj for all j.
We emphasize that in this corollary and the rest of the proof, by disjoint subsets
z(r) ⊆ (yi) we mean that we may choose indices (ir1, . . . , irk)sr=1 such that z(r)j = yirj
and each i appears at most once in all these index sets. Note that with this
convention, if the (yi) contain a certain value multiple times, then it may happen
that the (z(r)) also contain this value multiple times.
Proof. The corollary follows by applying Proposition 2.5 to each of the subsets
z(r), each time changing the moments of the measure in the direction of the
vector p. Note the additional factor 1
n
in (19) as compared to (17). This factor
appears since Tk is an unnormalized sum whereas µ
′ contains the normalization
factor 1
n
. 
Finally, it remains to show that if a measure does not have large atoms, then the
simple approximation of Lemma 2.4 contains many disjoint subsets as in Corol-
lary 2.6.
Lemma 2.7. Let σ be a probability measure with σ([0, 1]) = 1. For n ∈ N, let
(yi)
n
i=1 be the simple approximation (15). Then for each integer k ≥ 2 such that
n ≥ k(k+3) there exist ⌈ n
k+3
⌉ disjoint subsets (z(r)) of the (yi), each of size exactly
k, which satisfy (18) with ρ = (k − 1)Rσ( 1k+3).
Proof. Define y0 := 0. Note that by definition, we have yj − yi ≥ Rσ( j−in ) for
0 ≤ i < j ≤ n. Let i0 := ⌈ nk+3⌉ and define the subsets (z(r))i0r=1 by
z(r)j := yji0+r−1
for 1 ≤ j ≤ k. We need to verify that the conditions in (18) hold with ρ =
(k− 1)Rσ( 1k+3). To check the first condition, note that since Rσ is non-decreasing
and n
k+3
≤ i0 ≤ nk+3 + 1, we have
z(r)i ≥ z(1)1 = yi0 ≥ Rσ
(
i0
n
)
≥ Rσ
(
1
k + 3
)
≥ 1
3
Rσ
(
1
k + 3
)
,
z(r)i ≤ z(i0)k = y(k+1)i0−1 ≤ 1−Rσ
(
1− (k + 1)i0 − 1
n
)
≤
≤ 1− Rσ
(
1− k + 1
k + 3
− k
n
)
≤ 1−Rσ
(
1
k + 3
)
≤ 1− 1
3
Rσ
(
1
k + 3
)
using the assumption that n ≥ k(k + 3). The second condition in (18) follows
similarly. 
Remark 2.4. We note that there do exist σ with atoms of size 1
k+1
for which the
(yi) of (15) do not contain even one subset which satisfies the separation condition
(18) for a positive ρ. For example, σ = 1
k+1
∑k+1
i=1 δ i−1
k
. Hence the above lemma is
close to optimal.
Putting all the above claims together, we may finish the proof of Theorem 1.3.
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Conclusion of the proof of Theorem 1.3. Let ρ and r be as in the theorem. Fix
an integer n ≥ r−1 and a vector p ∈ Rk satisfying (4). By Lemma 2.4, we have
(yi)
n
i=1 ⊆ [0, 1] such that for all j ∈ N we have
(20)
∣∣∣∣∣ 1n
n∑
i=1
yji −
∫
xjdσ(x)
∣∣∣∣∣ ≤ 1n.
Note that using the 3’rd property of Rσ appearing in the beginning of the section,
we have ρ ≤ 1 and so n ≥ k(k + 3). Hence, by Lemma 2.7, there exist s := ⌈ n
k+3
⌉
disjoint subsets (z(r))sr=1 of the (yi), each of size exactly k, which satisfy (18) for
the given ρ. Hence, by Corollary 2.6, for any p′ ∈ Rk satisfying
(21)
∣∣∣∣∣p′j − 1n
n∑
i=1
yji
∣∣∣∣∣ ≤ ρs3n
( ρ
12e
)k−1
for all j, there exist (xi)
n
i=1 ⊆ [0, 1] such that 1n
∑n
i=1 x
j
i = p
′
j for all 1 ≤ j ≤ k.
Since p satisfies (4), equations (20) and (21) will imply the theorem if
r +
1
n
≤ ρs
3n
( ρ
12e
)k−1
.
This now follows by the definition of s and the condition n ≥ r−1. 
Proof of Proposition 2.5. Fix an integer k ≥ 2. We first define some notation: for
w ∈ Rk, let V (w) be the Vandermonde matrix defined by
V (w) :=


1 · · · 1
w1 · · · wk
...
...
...
wk−11 · · · wk−1k

 ,
and let U(w) be a slightly modified version defined by
U(w) :=


1 · · · 1
2w1 · · · 2wk
...
...
...
kwk−11 · · · kwk−1k

 .
For a matrix A ∈Mk×k, define ‖A‖∞ := max1≤i≤k
∑k
j=1 |Aij |, the infinity norm of
the matrix. We continue by citing (a special case of) a theorem of Gautschi about
norms of inverses of Vandermonde matrices [10].
Theorem 2.8. (Gautschi) For w ∈ Rk satisfying wi ≥ 0 for all i and wi 6= wj for
all i 6= j, we have
‖V (w)−1‖∞ = max
1≤i≤k
k∏
j=1
j 6=i
1 + wj
|wi − wj| .
We immediately deduce
18 RON PELED
Corollary 2.9. For w ∈ Rk satisfying wi ≥ 0 for all i and wi 6= wj for all i 6= j,
we have
‖U(w)−1‖∞ ≤ max
1≤i≤k
k∏
j=1
j 6=i
1 + wj
|wi − wj | .
In particular, if 0 ≤ wi ≤ 1 for all i and there exists 0 < σ ≤ 1 such that
|wi − wj| ≥ σk−1 for all i 6= j then
‖U(w)−1‖∞ ≤ 1
k
(
4e
σ
)k−1
.
Proof. Noting that U(w) = DV (w) where D is a diagonal matrix with 1, 2, . . . , k
on its diagonal, we see that
‖U(w)−1‖∞ ≤ ‖V (w)−1‖∞‖D−1‖∞ = ‖V (w)−1‖∞,
so the first part of the corollary follows from Theorem 2.8. For the second part,
assume for simplicity that k is odd. For the case k = 1 there is nothing to prove,
for k ≥ 3 the assumptions and Stirling’s approximation imply
max
1≤i≤k
k∏
j=1
j 6=i
1 + wj
|wi − wj| ≤ 2
k−1
((
σ
k − 1
)k−1 [(
k − 1
2
)
!
]2)−1
≤
≤ 1
pi(k − 1)2
k−1
(
2e
σ
)k−1
≤ 1
k
(
4e
σ
)k−1
.
Similarly, one can check that the required estimate holds when k ≥ 2 is even. 
We continue the proof by defining a vector field G : Rk → Rk and an ODE,
G(w) := U(w)−1(p− Tk(w)),
w˙(t) := G(w(t)) and w(0) := z.
By standard existence theorems for ODEs, there exists a solution to the ODE
w : [0, τ∗) defined up to the first time that G(w(t)) is undefined, i.e., the first time
that wi(t) = wj(t) for some i 6= j. τ∗ = ∞ if such a time does not exist. Let also
t∗ be the first time that |w(t) − z|∞ = ρ3(k−1) , or infinity if such a time does not
exist. It is clear from the separation conditions (16) on the coordinates of z that
t∗ ≤ τ∗ with a strict inequality if τ∗ <∞.
Note that the Jacobian d
dw
Tk(w) = U(w). Hence, for each t < τ∗,
d
dt
(Tk(w(t))− p) = d
dw
Tk(w(t))w˙(t) = p− Tk(w(t))
from which it follows that Tk(w(t))−p = e−t(Tk(z)−p). We deduce that if t∗ =∞,
then since for t < t∗, w(t) lies in a compact set, we may extract a subsequence of
w(t) converging to some w with |w − z|∞ ≤ ρ3(k−1) . By continuity of Tk, this w
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satisfies Tk(w) = p as required. Hence, we assume, in order to get a contradiction,
that t∗ <∞. We now calculate
w(t∗)− z =
∫ t∗
0
w˙(s)ds =
∫ t∗
0
U(w(s))−1(p− Tk(w(s)))ds =
=
∫ t∗
0
e−sU(w(s))−1ds(p− Tk(z)).
Hence, noting that by Corollary 2.9 with σ = ρ
3
we have for s ≤ t∗ that
‖U(w(s))−1‖∞ ≤ 1
k
(
12e
ρ
)k−1
,
we obtain (using assumption (17))
|w(t∗)− z|∞ ≤ 1
k
(
12e
ρ
)k−1 ∫ t∗
0
e−sds|p− Tk(z)|∞ <
<
1
k
(
12e
ρ
)k−1 ( ρ
12e
)k−1 ρ
3
<
ρ
3(k − 1)
contradicting the definition of t∗. Thus the proposition is proven.
2.2.2. Proof of Theorem 1.5. Recalling the notation of Theorem 1.5, let us fix
0 < ε < 1 satisfying
(22)
ε
σtε([0, 1])
<
2
2k + 7
and
(23) n ≥ max
(
1
rσtε([0, 1])
,
2k + 6
ε
)
.
As noted in Remark 1.2, condition (22) implies that the right hand side of (23) is
finite. Let A = {x | σ({x}) > 2k+7
2k+6
ε} and define a measure
σ2,n :=
∑
x∈A
1
n
⌊n(σ({x})− ε)⌋δx.
In words, σ2,n has an atom for every atom x ∈ A and the mass of this atom is the
largest multiple of 1
n
which is no larger than σ({x})− ε. Define also
σ1,n := σ − σ2,n.
Then, by our definitions and (23), we have
(24) σtε(B) ≤ σ1,n(B) ≤
2k + 7
2k + 6
σtε(B)
for every Borel set B. We now let q := σ1,n([0, 1]) so that 1−q = σ2,n([0, 1]). Note
that q > 0 and is a multiple of 1
n
by the definition of σ2,n. Letting σ
′
1,n :=
σ1,n
q
, we
have
(25) σ = qσ′1,n + σ2,n.
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We claim that there exists a Chebyshev-type quadrature for σ′1,n of degree at least
k and having exactly qn (not necessarily distinct) nodes in [0, 1] (qn is an integer!).
By Theorem 1.3, we know that such a quadrature exists if
(26) qn ≥ 1
r′
where
ρ′ := (k − 1)Rσ′1,n
(
1
k + 3
)
,
r′ :=
ρ′
6(k + 3)
(
ρ′
12e
)k−1
.
By (24) we have that σ′1,n([x, y]) ≤ 2k+72k+6σ′ε([x, y]) for any x ≤ y. Hence Rσ′1,n(δ) ≥
Rσ′ε(
2k+6
2k+7
δ) for any 0 < δ < 1
2
and in particular ρ′ ≥ ρ and consequently r′ ≥ r
(ρ and r were defined in the statement of the theorem). In addition, by (24), we
have that q ≥ σtε([0, 1]). We conclude that (26) holds by (23).
To finish, we have obtained a Chebyshev-type quadrature for σ′1,n of degree at
least k,
µ1 :=
1
qn
qn∑
i=1
δxi
for some {xi}qni=1 ⊆ [0, 1]. Defining
µ := σ2,n +
1
n
qn∑
i=1
δxi,
it is straightforward to check using (25) that µ is a Chebyshev-type quadrature of
degree at least k for σ having exactly n (not necessarily distinct) nodes in [0, 1].
2.2.3. Lower bounds for the number of nodes. In this section we prove Theo-
rem 1.8, Corollary 1.9 and Theorem 1.10.
Proof of Theorem 1.8. Fix an odd integer k ≥ 3 and let σ be a probability measure
on R with σ({0}) < 1 and ∫ |x|kdσ(x) < ∞. Denote mj := ∫ xjdσ(x) for 1 ≤
j ≤ k. If mk = 0, the theorem is trivial. If mk < 0, we define σ˜, the “reflection
through 0 of σ”, by σ˜(A) := σ(−A) for measurable sets A. It is straightforward
that
∫
xjdσ˜(x) = (−1)jmj for 1 ≤ j ≤ k implying that the RHS of the bound
(7) of the theorem is the same for σ and σ˜. Since it is also straightforward that
n0σ˜(k) = n
0
σ(k), we see that it is sufficient to prove the theorem with σ˜ replacing σ.
Noting that
∫
xkdσ˜(x) = −mk > 0 (since k is odd), we shall henceforth assume,
WLOG, that mk > 0.
Set a := mk
mk−1
> 0 (using thatmk−1 > 0 since k is odd and σ({0}) < 1). Suppose
that, for some n, µ := 1
n
∑n
i=1 δxi for (xi)
n
i=1 ⊂ R is a Chebyshev-type quadrature
formula for σ of degree at least k. Letting f(x) := xk−1(a− x), we then have that
(27)
∫
f(x)dµ(x) =
∫
f(x)dσ(x) = amk−1 −mk = 0.
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We continue by noting that, since k is odd, f(0) = 0 and f(x) > 0 for all x ∈
(−∞, a) \ {0}. Thus, (27) implies that either µ = δ0 or µ([a,∞)) > 0. However,
the former option is impossible since σ 6= δ0, which implies m2 > 0, and µ has
the same second moment as σ. It follows that if we denote ξ := max{xi}ni=1, then
ξ ≥ a > 0. Denoting now g(x) := xk−1
ak−1
, we have that∫
g(x)dµ(x) =
∫
g(x)dσ(x) =
mk−1
ak−1
=
mkk−1
mk−1k
.
However, since g(x) ≥ 0 for all x (using that k is odd) and g(ξ) ≥ g(a) = 1 (using
that ξ ≥ a > 0), it follows that
1
n
=
1
n
g(a) ≤ 1
n
g(ξ) ≤
∫
g(x)dµ(x) =
mkk−1
mk−1k
,
whence n ≥ mk−1k
mk
k−1
as required. 
Proof of Corollary 1.9. Let dσ(x) := 1[0,∞)(x) exp(−x)dx be the exponential dis-
tribution. Recall that σ([x,∞)) = exp(−x) for x ≥ 0 and that ∫ xjdσ(x) = j! for
j ∈ N. Fix an odd integer k ≥ 3 and define a new measure σ′k by
σ′k(A) := ckσ(A ∩ [0, 2k])
for measurable sets A, where ck := (1 − exp(−2k))−1 is chosen so that σ′k is a
probability distribution. Define also the rescaling, σk, of σ
′
k to the interval [0, 1]
by
σk(A) := σ
′
k(A ∗ 2k)
for measurable sets A, where A∗2k := {2kx | x ∈ A}. Noting that σk is absolutely
continuous, supported on [0, 1] and having density bounded above by Ck for some
C > 0, we claim that if k is sufficiently large, σk satisfies the corollary (for that
k). To see this, we shall prove below that if k is sufficiently large then
(28)
ck
2
j! ≤
∫
xjdσ′k(x) ≤ ckj! for j = k − 1 and j = k.
From these inequalities we deduce, using that ck → 1 as k → ∞ and that by
Stirling’s formula, (k − 1)! ∼ √2pik (k−1
e
)k−1
as k →∞,
(
∫
xkdσk)
k−1
(
∫
xk−1dσk)k
=
(
∫
xkdσ′k)
k−1
(
∫
xk−1dσ′k)
k
≥ k
k−1
ck2k−1(k − 1)! ∼
√
2
pik
(e
2
)k
>
1
2
√
k
(e
2
)k
as k →∞. Thus, by Theorem 1.8, for sufficiently large k,
n0σk(k) ≥
1
2
√
k
(e
2
)k
as required. It remains only to prove (28). The second inequality of (28) follows
from the fact that
∫
xjdσ(x) = j!. To see the first inequality, note first that
(29)
∫
xjdσk(x) = ck
(
j!−
∫ ∞
2k
xjdσ(x)
)
.
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Second, note that for x ≥ 2k and j ≤ k we have xj ≤ (2k)j exp (x−2k
2
)
, which can
be seen by taking logarithms and differentiating. Thus, for j = k − 1 and j = k,
if k is sufficiently large,∫ ∞
2k
xjdσ(x) ≤ (2k)
j
ek
∫ ∞
2k
exp
(
−x
2
)
dx ≤ 2(2k)
j
e2k
≤ j!
2
which, when plugged into (29), proves the first inequality. 
Proof of Theorem 1.10. The bounds (10) and (11) follow directly from the bounds
(8) and (9) and the definitions of dn(σ0), n
0
σ0
(k) and nσ0(k). The bound (8) follows
from Bernstein’s Theorem 1.2 by replicating the Chebyshev-type quadrature given
by the upper bound of that theorem to each of the two intervals in the support
of σ0. To see (9), we will need the following definition and theorems. We call a
Chebyshev-type quadrature formula (2) symmetric if the measures 1
n
∑n
i=1 δxi and
1
n
∑n
i=1 δ−xi are equal. We will use a special case of a Theorem of Fo¨rster and
Ostermeyer [9].
Theorem 2.10. ([9, Section 3, Corollaries 1 and 2] If a probability measure σ on
a bounded interval has a density w(x) satisfying w(x) = w(−x) for all x, then for
each n ∈ N, there exists a symmetric Chebyshev-type quadrature having exactly n
(not necessarily distinct) nodes and degree of accuracy dn(σ).
We will also use a special case of a Theorem of Peherstorfer [20].
Theorem 2.11. ([20, special case of Theorem 3.1] There exists C > 0 such that
for each n ∈ N, if a Chebyshev-type quadrature (2) for σ0 has n (not necessarily
distinct) nodes (xi)
n
i=1 satisfying 0 ∈ (xi)ni=1, then its degree of accuracy k satisfies
k ≤ C ln(Cn).
We remark that the proof of Theorem 2.11 proceeds by taking a polynomial T (x)
of degree at most k which satisfies |T (x)| ≤ 1 on the support of σ0 and which is
positive and grows very fast off the support of σ0 (a variant of the Chebyshev
polynomial may be used). Using the facts that the integral of T with respect to
σ0 is at most 1, that this integral must equal the integral of T with respect to
the given quadrature formula and that each node of the quadrature formula has
weight 1
n
, one deduces that n must be very large, to offset the contribution of the
quadrature nodes outside the support of σ0.
Now fix an odd integer n ∈ N. By Theorem 2.10, there exists a symmetric
Chebyshev-type quadrature (2) for σ0 having exactly n nodes and algebraic degree
of accuracy dn. Since n is odd, the symmetry implies that 0 is one of the nodes
of this formula. This implies, by Theorem 2.11, that dn(σ0) ≤ C ln(Cn) for some
C > 0, proving (9). 
Remark 2.5. As a final remark for this section, we note that it is possible to have
a sequence of absolutely continuous distributions σk with n
0
σk
(k) rising as quickly as
we want with k. However, the densities of these distributions will have very large
essential supremums. For example, for k = 2m − 1, we can take a distribution
with m atoms and with the leftmost atom as small as we want. By Bernstein’s
theorem 1.6, any Chebyshev-type quadrature for it of degree at least k will have at
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least as many nodes as one over that atom (since the distribution and its Gaussian
quadrature coincide in this case). Now, we can convolve this distribution with a
smooth function which is very close to a delta measure to obtain an absolutely
continuous distribution whose Gaussian quadrature is as close as we want to the
atomic measure (in the weak topology), so that Bernstein’s theorem implies the
result.
2.3. Random Chebyshev-type cubatures on the cube. In this section, we
prove Lemma 1.11 and Theorem 1.12.
Proof of Lemma 1.11. Suppose that for some n, k ≥ 1 and all ε > 0 we have
pn,k,ε(σ) > 0. If k = 1, a Chebyshev-type cubature always exists for σ (placing
all nodes on the mean of σ). Assume k ≥ 2 and fix a sequence εj → 0. Since
pn,k,εj > 0 we can find a measure
σj :=
1
n
n∑
i=1
δ
x
(j)
i
such that ‖Mk(σ) − Mk(σj)‖∞ ≤ εj. These measures must have a converging
subsequence as j →∞ (in the sense that the location of the atoms converges) to
some σ′ := 1
n
∑n
i=1 δxi since if any of the atoms goes to infinity we necessarily have
‖Mk(σj)‖∞ → ∞ since k ≥ 2 and each atom carries a fixed weight 1n . σ′ is the
required cubature. 
We proceed to prove Theorem 1.12. Recalling the statement of the theorem,
we first observe that since the Mi are IID vectors in R
PolyDim(k,d), the central
limit theorem gives that S¯n converges weakly to a N(0,Σ) RV for some matrix
Σ. To prove the proposition we would like to show that Σ is positive definite and
that a local limit theorem also holds. This will imply that for large enough n,
the density of S¯n exists and is uniformly close to that of N(0,Σ), whence it is
uniformly positive in a neighborhood of the origin.
For a random variable X ∈ Rm we write Xˆ : Rm → C for the characteristic
function f(λ) := Eeiλ·X . We use the following local limit theorem from [3].
Theorem 2.12. ([3, Th. 19.1, Ch. 4]) Let (Xn)n≥1 be a sequence of IID random
vectors in Rm with EX1 = 0 and positive definite Σ := Cov(X1). Let Qn :=
1√
n
(X1 + · · ·Xn), then the following are equivalent:
(1) Qˆ1 ∈ Lp(Rm) for some 1 ≤ p <∞.
(2) For every sufficiently large n, Qn has a density qn and
lim
n→∞
sup
x∈Rm
|qn(x)− φ0,Σ(x)| = 0
where φ0,Σ is the density of a N(0,Σ) random vector.
In our case we take Xi :=Mi − EM1 and we will show that
(30) Mˆ1 ∈ Lp(RPolyDim(k,d)) for some 1 ≤ p <∞.
Note that to use the above theorem it may seem necessary to separately show that
Σ := Cov(M1) is positive definite, but this also follows from (30) since if Cov(M1)
were singular then X1 would be supported in a linear subspace and (30) would
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not hold, since in that case Xˆ1(µ + λ) would equal Xˆ1(µ) for every λ orthogonal
to that linear subspace.
Hence Theorem 1.12 will follow by verifying (30). Such estimates are standard
in the theory of oscillatory integrals but since we could not find this exact result,
we prove it using standard methods from the book [25] by Stein. Following that
book, we use the next estimate of Van der Corput to prove what we need.
Proposition 2.13. ([25, Prop. 2, Ch. VIII]) Suppose φ : (a, b) → R is smooth
and satisfies |φ(j)(ρ)| ≥ 1 for ρ ∈ (a, b). Then∣∣∣∣
∫ b
a
eiλφ(ρ)dρ
∣∣∣∣ ≤ Cjλ−1/j
when j ≥ 2 or when j = 1 and φ′ is monotonic. The bound Cj is independent of
φ, λ, a and b.
For the case j = 1 we will not be able to ensure monotonicity, so we will use
instead:
Lemma 2.14. Suppose φ : (a, b) → R is smooth with |φ′(ρ)| ≥ 1 for ρ ∈ (a, b).
then
(31)
∣∣∣∣
∫ b
a
eiλφ(ρ)dρ
∣∣∣∣ ≤ 2λ + b− aλ maxρ∈(a,b) |φ′′(ρ)|.
Proof. The proof is a slight variation on the proof of the previous proposition for
the case k = 1, as it appears in [25]. Using integration by parts,∫ b
a
eiλφ(ρ)dρ =
∫ b
a
eiλφ(ρ)
iλφ′(ρ)
iλφ′(ρ)
dρ =
eiλφ(ρ)
iλφ′(ρ)
|ba −
∫ b
a
eiλφ(ρ)
d
dρ
(
1
iλφ′(ρ)
)
dρ.
The boundary terms are majorized by 2
λ
and the second term satisfies∣∣∣∣
∫ b
a
eiλφ(ρ)
d
dρ
(
1
iλφ′(ρ)
)
dρ
∣∣∣∣ ≤ 1λ
∫ b
a
|φ′′(ρ)|
|φ′(ρ)|2dρ ≤
b− a
λ
max
ρ∈(a,b)
|φ′′(ρ)|. 
For u ∈ Sd−1, let Du denote the directional derivative operator in the direction
u, and let Dju be its j-th power; i.e.,
Dju(f)(x) =
dj
dρj
f(x+ ρu)|ρ=0.
We continue with two simple technical lemmas:
Lemma 2.15. Let Q : Rd → R be a non-zero polynomial of degree j, then there
exists u ∈ Sd−1 such that Dju(Q) is a non-zero constant function.
Proof. Denote m :=
(
j+d−1
d−1
)
and let P˜ dj : R
d → Rm be defined by P˜ dj (x) :=
(xα)|α|=j, where α is a multi-index. We first note that the image of Sd−1 under P˜ dj
is not contained in any proper linear subspace of Rm. This follows since otherwise
there would exist η ∈ Sm−1 such that η · P˜ dj (u) = 0 for all u ∈ Sd−1 contradicting
the fact that η · P˜ dj is a non-zero homogeneous polynomial.
Now decompose Q as Q = Q1 +Q2 where Q1 is a non-zero homogeneous poly-
nomial of degree j and Q2 is of degree at most j − 1. Write Q1(x) =
∑
|α|=j aαx
α.
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It follows from the above that we may choose u ∈ Sd−1 such that P˜ dj (u) is not
orthogonal to (aα)|α|=j. Hence taking ρ ∈ R, we see that Q(ρu) is a non-zero poly-
nomial of degree j in ρ, from whence it follows that for every x ∈ Rd, Q(x+ ρu) is
a polynomial of degree j in ρ with the same leading coefficient. Finally, we deduce
that d
j
dρj
Q(x+ ρu)|ρ=0 is a non-zero constant function as required. 
Lemma 2.16. There is ck > 0 such that for every direction η ∈ SPolyDim(k,d)−1 the
function η · P dk satisfies that there exists 1 ≤ j ≤ k and u ∈ Sd−1 with
min
x∈[−1,1]d
|Dju(η · P dk )(x)| ≥ ck.
Proof. Fix η ∈ SPolyDim(k,d)−1 and denote P (x) := η · P dk (x). Since P (x) is a
non-zero polynomial of some degree j ≤ k, by the previous lemma, there ex-
ists a u ∈ Sd−1 such that DjuP is a non-zero constant. Hence, in particular,
minx∈[−1,1]d |Dju(P )(x)| > 0. The lemma follows since
max
u∈Sd−1
max
1≤j≤k
min
x∈[−1,1]d
|Dju(η · P dk )(x)|
is a continuous function of η and SPolyDim(k,d)−1 is a compact set. 
Proof of Theorem 1.12. Denote f(λ) := Mˆ1(λ). Fix a direction η ∈ SPolyDim(k,d)−1,
let r > 0 and consider
(32) f(rη) = Eeirη·M1 =
∫
[−1,1]d
eirη·P
d
k
(x)dx.
Our goal is to prove an estimate of the form
(33) |f(rη)| ≤ Cˆkr−s
for some Cˆk and s > 0 independent of η and r. Such an estimate will imply (30)
for p > PolyDim(k,d)
s
.
Applying Lemma 2.16, we obtain a number 1 ≤ j ≤ k and a direction u ∈ Sd−1
such that
(34) min
x∈[−1,1]d
|Dju(η · P dk )(x)| ≥ ck,
where ck > 0 is independent of η. In addition, we may define
(35) C¯k := max
η∈SPolyDim(k,d)−1
max
x∈[−1,1]d
max
u∈Sd−1
|D2u(η · P dk )(x)| <∞.
We now decompose our space to the line H = {ρu}ρ∈R and H⊥. We say that
y ∈ H⊥ is contributing if there exists ρ ∈ R such that ρu + y ∈ [−1, 1]d. For
contributing y’s define
ay = min{ρ ∈ R | ρu+ y ∈ [−1, 1]d},
by = max{ρ ∈ R | ρu+ y ∈ [−1, 1]d}.
For non-contributing y’s set ay = by = 0. Note that by a simple l2 estimate, if
|y| > √d, then y is non-contributing. We note that we may estimate the integral
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(32) we are after as
|f(rη)| =
∣∣∣∣∣
∫
H⊥
∫ by
ay
eirη·P
d
k
(ρu+y)dρdy
∣∣∣∣∣ ≤
∫
H⊥∩[−√d,√d]d
∣∣∣∣∣
∫ by
ay
eirη·P
d
k
(ρu+y)dρ
∣∣∣∣∣ dy.
Using the inequalities (34) and (35) we may apply Proposition 2.13 and Lemma
2.14 to φy(ρ) := (η · P dk )(ρu+ y) to obtain
(36)
∣∣∣∣∣
∫ by
ay
eirφy(ρ)dρ
∣∣∣∣∣ ≤ C˜kr−1/j ≤ C˜kr−1/k,
for C˜k independent of η, r and y. Plugging this estimate in the previous integral
we finally obtain
|f(rη)| ≤ Cˆkr−1/k
as required. 
2.4. Local cubature formulas. In this section we prove Theorems 1.13 and
1.14. The idea behind the proof of Theorem 1.13 is to present the sphere in spher-
ical coordinates. Partition the spherical coordinate space into suitable boxes and
then use the fact that the measure on each box is a product measure to construct
Chebyshev-type quadratures for them using our one-dimensional quadrature re-
sults. The same idea with a few variations was used in Wagner [27]. To prove
Theorem 1.14, we use the fact that the measure on the cylinder is a product of
the measures on the x-axis and the measure on the sphere. We then partition
the x-axis to small intervals and construct a product Chebyshev-type cubature
on each interval using our construction for the sphere and our one-dimensional
quadrature results.
2.4.1. Sphere Construction. We begin the proof by introducing spherical coordi-
nates. Let Angd := (φ, θ1, . . . , θd−1) ∈ Rd and Ωd := {0 ≤ φ ≤ 2pi, 0 ≤ θi ≤
pi for 1 ≤ i ≤ d− 1}. Then define T : Ωd → Rd+1 (formally Td) by
T (Angd)1 := sin(φ)
d−1∏
i=1
sin(θi),
T (Angd)2 := cos(φ)
d−1∏
i=1
sin(θi),
T (Angd)j := cos(θj−2)
d−1∏
i=j−1
sin(θi) for 3 ≤ j ≤ d+ 1.
This is a continuous and onto mapping of Ωd to S
d. Further endowing Ωd with
the measure
dµd(Angd) := dφ
d−1∏
i=1
sini(θi)dθi,
the map becomes measure preserving (Sd is endowed with the surface area mea-
sure σd). We will embed Ωd into Ωd+1 and write (with slight abuse of notation)
Angd+1 = (Angd, θd). Note also that dµd+1(Angd+1) = sin
d(θd)dθddµd(Angd).
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Similarly, we will embed Sd = T (Ωd) into S
d+1 = T (Ωd+1) by T (Angd+1) =
(sin(θd)T (Angd), cos(θd)).
We now construct the partition we shall use in Theorem 1.13. In the spherical
coordinates space Ωd, the sets of the partition will be taken as boxes, that is,
Cartesian products of intervals.
Proposition 2.17. For each d ≥ 1 and 0 < τ < 1 there exist C(d), c(d) > 0
(independent of τ), K = K(τ, d) > 0, and a partition of Ωd (up to measure 0)
into boxes D1, . . . , DK with side lengths smaller than 1, Diam(T (Di)) ≤ C(d)τ
and µd(Di) ≥ c(d)τd for all i.
Proof. We proceed by induction. For d = 1, we partition Ω1 = [0, 2pi] into ⌈2piτ ⌉
intervals of length 2pi/⌈2pi
τ
⌉ < 1. It is straightforward to see that the required
properties hold. Assume that the proposition holds for dimension d − 1. We will
construct boxes D1, . . . , DK satisfying the required properties for dimension d.
First partition [0, pi] into m := ⌈pi
τ
⌉ length pi
m
< 1 intervals (Ii)
m−1
i=0 (overlapping in
their end points) by Ii := [ai, ai+1] with ai := i
pi
m
. For each 0 ≤ i ≤ m − 1 we
will define a set Ci of boxes of the form D˜ × Ii where D˜ ⊆ Ωd−1 is a box. Then
D1, . . . , DK will be the union of all of the Ci.
Fix 0 ≤ i ≤ m − 1 and define r := sin(ai+ai+1
2
) and τ ′ := min( τ
r
, 1
2
). We then
have for any α > 0,
max
ai≤θ≤ai+1
sin(θ) ≤ Cr,∫ ai+1
ai
sinα(θ)dθ ≥ c˜(α)rατ,
cτ ≤ rτ ′ ≤ τ
(37)
for some C, c > 0 independent of all other parameters and c˜(α) > 0 depending only
on α. Indeed, the first inequality follows from the facts that 0 ≤ ai < ai+1 ≤ pi
and sin is non-negative, concave and continuously differentiable on this interval.
The second follows from these facts and |ai+1 − ai| = pim ≥ pipi
τ
+1
≥ 3
4
τ . Finally, the
RHS of the third inequality follows directly from the definition of τ ′ and the LHS
relies on the facts that sin x ≥ 5
6
x for 0 ≤ x ≤ 1 and |ai+1 − ai| ≥ 34τ to deduce
that r ≥ 15
48
τ , from which the inequality follows.
Using the induction hypothesis, let D˜1, . . . , D˜K˜ be the partition of Ω
d−1 which
satisfies the proposition for τ ′. The set Ci is the set (D˜j × Ii)K˜j=1. Fix 1 ≤ j ≤ K˜
and let D := D˜j×Ii. It remains to check that Diam(T (D)) ≤ C(d)τ and µd(D) ≥
c(d)τd for some C(d), c(d) > 0 independent of τ . To check the former, note that
T (D) = {(sin(θd−1)T (D˜j), cos(θd−1)) | ai ≤ θd−1 ≤ ai+1} and hence by the triangle
inequality, the induction hypothesis and (37), we have
Diam(T (D)) ≤ max
ai≤θd−1≤ai+1
sin(θd−1)Diam(T (D˜j)) + cos(ai)− cos(ai+1) ≤
≤ Cr · C(d− 1)τ ′ + Cτ ≤ C(d)τ.
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To check the second bound, note that by the product structure of the measure
and (37), we have
µd(D) = µd−1(D˜j)
∫ ai+1
ai
sind−1(θd−1)dθd−1 ≥ c(d−1)(τ ′)d−1·c˜(d−1)rd−1τ ≥ c(d)τd
as required. 
For the subsets {Ei} of Theorem 1.13 we take Ei := T (Di) where {Di}Ki=1 are
the boxes of Proposition 2.17 (with the same d and τ as in the theorem). For the
rest of the proof fix 1 ≤ i ≤ K and, for brevity, denote D := Di and E := Ei. Let
h : Rd+1 → R be defined by h(z) := zα for a multi-index α with |α| ≤ k. Since
D is a box, we may write D := J × I1 × · · · × Id−1 (these {Ii} are different from
those used in the proof of Proposition 2.17). Note that
(38)
∫
E
h(z)dσd(z) =
∫
D
h(T (Angd))dµd(Angd) =
=
∫
D
sinα1(φ) cosα2(φ)dφ
d−1∏
q=1
sin
∑q+1
j=1 αj (θq) cos
αq+2(θq) sin
q(θq)dθq =
=
∫
J
sinα1(φ) cosα2(φ)dφ
d−1∏
q=1
∫
Iq
sinq+
∑q+1
j=1 αj (θq) cos
αq+2(θq)dθq.
We begin the construction of our cubature formula by constructing quadratures
for the intervals J and Iq.
Lemma 2.18. Given 0 ≤ γ ≤ 1, integers k ≥ 1, 0 ≤ q ≤ d − 1 and any
0 ≤ σ1 < σ2 ≤ τq, where τ0 := 2pi and τq := pi for 1 ≤ q ≤ d − 1, and such that
σ2−σ1 ≤ 1, let m ≥ 1 be the minimal integer such that
(
ke
m+1
)m+1 ≤ γ
2
. Then there
exists C = C(d) such that for any integer n ≥ Cm there exist (yj)nj=1 ⊆ (σ1, σ2)
satisfying
(39)
∣∣∣∣∣ 1∫ σ2
σ1
sinq(θ)dθ
∫ σ2
σ1
sink1+q(θ) cosk2(θ)dθ − 1
n
n∑
j=1
sink1(yj) cos
k2(yj)
∣∣∣∣∣ ≤ γ
for all integers k1, k2 ≥ 0 such that k1 + k2 ≤ k.
We first show how to use the lemma, then give its proof.
Proof of Theorem 1.13. Denote I0 := J . Using the lemma, for each 0 ≤ q ≤ d−1,
let (yq,i,j)
n
j=1 be the (yj) satisfying (39) for the given k and for γ :=
δ
d2k
. Let
(xi,j)
nd
j=1 be the Cartesian product (y0,i,j)
n
j=1×· · ·×(yd−1,i,j)nj=1. Finally let (zi,j)ndj=1
be defined by zi,j := T (xi,j). Note that for any h as in (38), we have by (38), (39)
and using that | sin(θ)| ≤ 1 and | cos(θ)| ≤ 1 that∣∣∣∣∣∣
1
σd(E)
∫
E
h(z)dσd(z)− 1
nd
nd∑
j=1
h(zi,j)
∣∣∣∣∣∣ ≤ dγ.
To finish the proof of the theorem, it remains to show that the zi,j provide an
approximate Chebyshev-type quadrature also for g(z) of the form g(z) = (z−w)α
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for w ∈ Sd and a multi-index α with |α| ≤ k. Fix such a g. For a multi-index
β ∈ (N ∪ {0})d+1 we write β  α if βq ≤ αq for all q. Then∣∣∣∣∣∣
1
σd(E)
∫
E
g(z)dσd(z)− 1
nd
nd∑
j=1
g(zi,j)
∣∣∣∣∣∣ =
=
∣∣∣∣∣∣
1
σd(E)
∫
E
∑
βα
zβ(−w)α−β
d+1∏
q=1
(
αq
βq
)
dσd(z)− 1
nd
nd∑
j=1
∑
βα
zβi,j(−w)α−β
d+1∏
q=1
(
αq
βq
)∣∣∣∣∣∣ ≤
≤
∑
βα
dγ
d+1∏
q=1
(
αq
βq
)
= dγ2|α| ≤ dγ2k = δ
which completes the proof of the theorem. 
Proof of Lemma 2.18. Fix γ > 0, integers k ≥ 1, 0 ≤ q ≤ d − 1 and k1, k2 ≥ 0
such that k1 + k2 ≤ k. Fix also 0 ≤ σ1 < σ2 ≤ τq satisfying σ2 − σ1 ≤ 1. Let
f(θ) := sink1(θ) cosk2(θ) and write
f(θ) =
m∑
i=0
ai(θ − σ1)i + rm(θ)(θ − σ1)m+1
the Taylor expansion with remainder term of f(θ) up to degree m. Recall that
rm(θ) =
f(m+1)(θ˜)
(m+1)!
where for θ ≥ σ1, θ˜ is some number in (σ1, θ). By the Cauchy
estimates, we have for any ρ > 0,
|rm(θ)| ≤ ρ−(m+1) max|z|=ρ
θ˜∈(σ1,θ)
|f(z + θ˜)| ≤ ρ−(m+1) max
|z|=ρ
θ˜∈(σ1,θ)
|ei(k1+k2)(z+θ˜)| ≤ ρ−(m+1)ekρ.
Choosing ρ = m+1
k
we obtain |rm(θ)| ≤
(
ke
m+1
)m+1
. We thus choose m ≥ 1 to be
minimal such that
(
ke
m+1
)m+1 ≤ γ
2
. If we now find (yj)
n
j=1 satisfying
(40)
1
n
n∑
j=1
ysj =
1∫ σ2
σ1
sinq(θ)dθ
∫ σ2
σ1
θs sinq(θ)dθ
for all integer 0 ≤ s ≤ m, then these (yj) will satisfy the requirements of the
lemma since∣∣∣∣∣ 1∫ σ2
σ1
sinq(θ)dθ
∫ σ2
σ1
f(θ) sinq(θ)dθ − 1
n
n∑
j=1
f(yj)
∣∣∣∣∣ ≤
≤
∣∣∣∣∣ 1∫ σ2
σ1
sinq(θ)dθ
∫ σ2
σ1
rm(θ)(θ − σ1)m+1 sinq(θ)dθ − 1
n
n∑
j=1
rm(yj)(yj − σ1)m+1
∣∣∣∣∣ ≤ γ,
where we used |σ2 − σ1| ≤ 1 and sinq(θ) ≥ 0 for θ ∈ [0, τq] in the last in-
equality. To find (yj)’s satisfying (40), first scale the problem from [σ1, σ2] to
the [0, 1] interval. Theorem 1.4 then shows that (yj)
n
j=1 exist for any integer
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n ≥ 75e4mM (12eM)(m−1) where M = σ2−σ1∫ σ2
σ1
sinq(θ)dθ
maxθ∈[σ1,σ2] sin
q(θ). The lemma
follows since M ≤ C(q) independently of σ1 and σ2. 
2.4.2. Cylinder Construction. We prove Theorem 1.14 in the special case W = 1.
The general case follows from this as follows. If we want the general case with
parameters k, L′,W ′, τ ′ and δ′ we can take the W = 1 construction with the same
k and parameters L := L
′
W ′
,W = 1, τ := τ
′
W ′
, δ := δ
′
(W ′)k
and rescale its result by a
factor of W ′.
Proof of Theorem 1.14 for W = 1. We first use Theorem 1.13 with its input pa-
rameters d, k, τ, δ taken to be, in terms of the input parameters to Theorem 1.14,
d − 2, k, τ, δ
(4L)k
, respectively. We thus obtain sets E1, . . . , EK ′ ⊆ Sd−2 and, for
each 1 ≤ i ≤ K ′, (zi,j)Nj=1 ⊆ Ei, satisfying the assertions of Theorem 1.13. Next,
for each 1 ≤ i ≤ K ′, we define intervals (Ii,q)miq=1 ⊆ [−32L, 32L] by the following
procedure: Ii,q := [ai,q−1, ai,q] with ai,0 := −32L, with subsequent ai,q’s defined by
the rule
(41)
∫
[ai,q−1,ai,q]
v(x)dx =
τd−1
σd−2(Ei)
,
and with the integer mi set to be the maximal one for which [ai,mi−1, ai,mi] ⊆
[−3
2
L, 3
2
L]. Here we recall that, by Property (1) of Theorem 1.13, we have that
τd−1
σd−2(Ei)
≤ C ′(d)τ for some C ′(d) > 0 and, thus, using that 1 ≤ v(x) ≤ 2, τ < 1
and our assumption that L > C(d), we can, and do, take C(d) sufficiently large
to ensure that mi is well-defined and ai,mi > L for all i. Note also that the (Ii,q)
satisfy Diam(Ii,q) ≤ C˜(d)τ for some C˜(d) > 0 and all i and q. Finally, we take
K :=
∑K ′
i=1mi and the required sets (Dj)
K
j=1 to be all sets of the form Ii,q ×Ei for
1 ≤ i ≤ K ′ and 1 ≤ q ≤ mi.
We continue by establishing properties (I) and (II). By the fact that the (Ei) are
disjoint up to surface measure 0, and our construction, it follows that the (Dj) are
disjoint up to ν2L,1-measure 0. Furthermore, as remarked above, we have ai,mi > L
for all i and, thus, ν2L,1
(
PL,1 \
(∪Kj=1Dj)) = 0, proving (I). In addition, as noted
above, Diam(Ii,q) ≤ C˜(d)τ for all i and q and thus, by the diameter bound on the
(Ei) and our construction, it follows that Diam(Dj) ≤ C¯(d)τ for some C¯(d) > 0
and all j. Relation (41) ensures that ν2L,1(Dj) = τ
d−1 for all j and this implies
the bound on K by a volume estimate. Thus, (II) is proved.
It remains to establish (III). Fix 1 ≤ i ≤ K ′, 1 ≤ q ≤ mi and, for brevity,
denote D := Ii,q × Ei. We start by constructing the points (wD,j)nj=1. We apply
Theorem 1.4 to the interval Ii,q with the weight v restricted to that interval (by
rescaling the interval to [0, 1] and renormalizing the measure to be a probability
measure) and obtain (xi,q,j)
n0
j=1 ⊆ [ai,q−1, ai,q] satisfying
(42)
1
n0
n0∑
j=1
xri,q,j =
1∫ ai,q
ai,q−1
v(x)dx
∫ ai,q
ai,q−1
xrv(x)dx
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for any integer 0 ≤ r ≤ k. Furthermore, n0 may be any integer such that n0 ≥
75e4kM (12eM)(k−1) where M := ai,q−ai,q−1∫ ai,q
ai,q−1
v(x)dx
maxx∈[ai,q−1,ai,q ] v(x) ≤ 2. Hence,
there exists C > 0, independent of all other parameters, such that n0 may be any
integer satisfying n0 ≥ Ck. Finally, we take the points (wD,j)nj=1 to be the Carte-
sian product of (xi,q,j)
n0
j=1 and (zi,j)
N
j=1 (of Theorem 1.13). This implies n := n0N ,
where N = nd−21 and n1 can be any integer satisfying n1 ≥ C1(d)m0(d−2,k,δ/(4L)k)
for some C1(d) > 0. Note that m0(d − 2, k, δ/(4L)k) ≥ k (using that L > C(d)
and taking C(d) > 1), implying that n can be any integer of the form nd−12 for
n2 ≥ C2(d)m0(d−2,k,δ/(4L)k), for some C2(d) > 0, as required.
It remains only to verify the approximate quadrature condition of (III). Fix
h : Rd → R, h(w) := (w − y)α for y ∈ P2L,1 and a multi-index α with |α| ≤ k.
Let h˜ : Rd−1 → R be defined by h˜(w˜) := (w˜ − y˜)α˜, where y˜ ∈ Rd−1 is defined by
y˜i := yi+1 (so that y˜ ∈ Sd−2) and α˜ ∈ (N∪ {0})d−1 is defined by α˜i := αi+1. Using
the product structure of the (wD,j), D, ν2L,1 and h, and (42) and (14), we obtain∣∣∣∣∣ 1n
n∑
j=1
h(wD,j)− 1
ν2L,1(D)
∫
D
h(w)dν2L,1(w)
∣∣∣∣∣ =
=
∣∣∣∣∣ 1∫ ai,q
ai,q−1
v(w1)dw1
∫ ai,q
ai,q−1
(w1 − y1)α1v(w1)dw1
∣∣∣∣∣ ·
·
∣∣∣∣∣ 1N
N∑
j=1
h˜(zi,j)− 1
σd−2(Ei)
∫
Ei
h˜(w˜)dσd−2(w˜)
∣∣∣∣∣ ≤
≤ max
w,y∈P2L,1
|w1 − y1|α1 · δ
(4L)k
≤ δ,
where we used that L > C(d) and took C(d) > 1 in the last inequality. 
3. Open questions
(1) What is the best possible upper bound on n0σ(k) and nσ(k) using only the
information contained in Rσ or using other simple properties of σ? Can
the conclusion of Theorem 1.3 be improved? In our lower bounds section,
we showed that Theorem 1.3 is sharp, up to constants, for measures with
bounded density. Is this also the case for other measures?
(2) For which measures σ does n0σ(k) or nσ(k) grow only polynomially with
k? Can such behavior be deduced using only simple properties of σ (i.e.,
without knowing the orthogonal polynomials of σ)? Is it always the case
for measures on a finite interval, with a density which is bounded away
from 0 and infinity?
(3) Salkauskas [23] puts a probability measure on the set of length k mo-
ment vectors (normalized volume measure) from which he deduces that
the proportion of those vectors for which a Chebyshev quadrature (i.e., a
Chebyshev-type quadrature with n nodes and algebraic degree at least n)
exists is exponentially small in n. Can Salkauskas’ result be extended to
32 RON PELED
give the typical degree of a n node Chebyshev-type quadrature? Is this
typical degree a power of n or logarithmic in n?
(4) Obtain quantitative theorems for random Chebyshev-type quadratures.
Do they help to show existence of Chebyshev-type quadratures? In par-
ticular, for the case of the uniform measure on the cube, what is the order
of magnitude of N0 in Theorem 1.12? (see also remarks preceding the
theorem)
(5) Theorem 1.3 and its extensions give upper bounds for nσ(k) for measures
σ supported on a finite interval. Can similar theorems be written for
measures in higher dimensions? or for measures with unbounded support?
(6) Theorems 1.3 and 1.5 give upper bounds for nσ(k) in the cases when σ
has at least k + 4 atoms, or a non-atomic part. However, we know from
Theorem 1.1 that Chebyshev-type quadratures exist once we have roughly
k
2
atoms. Can we bound nσ(k) using simple properties of σ for measures
having between k
2
and k + 4 atoms?
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