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Abstract – We study the slow crossing of non-equilibrium quantum phase transitions in
periodically-driven systems. We explicitly consider a spin chain with a uniform time-dependent
magnetic field and focus on the Floquet state that is adiabatically connected to the ground state
of the static model. We find that this Floquet ground state undergoes a series of quantum phase
transitions characterized by a non-trivial topology. To dynamically probe these transitions, we
propose to start with a large driving frequency and slowly decrease it as a function of time.
Combining analytical and numerical methods, we uncover a Kibble-Zurek scaling that persists in
the presence of moderate interactions. This scaling can be used to experimentally demonstrate
non-equilibrium transitions that cannot be otherwise observed.
Recent experiments on artificial quantum many-body
systems demonstrated quantum-coherent evolution under
various external perturbations [1, 1–4] and triggered the
study of fundamental aspects of quantum non-equilibrium
physics. One important direction is the quest for uni-
versal properties in the dynamics [4–11]. A universal
non-equilibrium behaviour can originate from the uni-
versality of an underlying equilibrium problem [5, 6]: A
well known example is offered by the Kibble-Zurek (K-
Z) scaling observed when crossing a quantum phase tran-
sition [4, 7, 12–14]. In addition, recent studies found
evidence of genuine non-equilibrium universality follow-
ing a quantum quench [8–11], or in presence of a time-
dependent noise [15, 16]. Another important direction is
the exploration of the conditions for an asymptotic steady
state [4, 17–40]. In the context of quantum quenches, it
was found that systems with a continuous spectrum gener-
ically relax to a diagonal ensemble [37, 38]. Current in-
vestigations focus on understanding when this asymptotic
condition is thermal (ergodic dynamics) and when it is not
(regular dynamics) [20,21,23–25,39]. The transition from
regular to ergodic dynamics is connected to the emergence
of quantum chaos [41–43] and to the many-body local-
ization/delocalization transition [24, 25, 39, 44–48]. These
studies are deeply related to the main problem of statis-
tical mechanics: how microscopic quantum coherent dy-
namics can induce macroscopic thermalization [20, 39, 49,
50].
In this work we address the universal scaling and the ab-
sence of thermalization in periodically-driven many-body
systems [51–78]. We focus on Floquet states, the eigen-
states of the periodically driven dynamics. We specifically
address a Floquet state which shows many properties anal-
ogous to the ground state in the static system: we term
“Floquet ground state” (FGS). We emphasize that – oppo-
site to the GS of a static Hamiltonian – the FGS depends
on time in a periodic fashion (up to a phase factor) and,
in general, cannot be found as the minimum-energy eigen-
state of any Hamiltonian. Nevertheless it shows many
properties similar to the GS of a static Hamiltonian. First
of all, it shows an area-law entanglement entropy, in con-
trast to thermal steady states whose entanglement grows
as a volume law [56]. Furthermore, the FGS can undergo
second-order quantum phase transitions. In the case of
an integrable spin-chain model, we show that these tran-
sitions are associated with the closing of a Floquet gap
and separate non-equilibrium phases with distinct topol-
ogy. Next, we discuss how to dynamically probe such
transitions: in contrast to the static case, the Floquet
ground state in general cannot be found either numeri-
cally or experimentally at an extremum of the spectrum
of some Hamiltonian. We propose to reach the FGS by
initially preparing the system at high frequency in the
ground state of the time-averaged Hamiltonian – which in
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the high frequency limit coincides with the FGS – and then
slowly decreasing the driving frequency. In this way we
can adiabatically follow the FGS, until a non-equilibrium
transition is crossed. As we discuss in detail, this is possi-
ble thanks to the Floquet adiabatic theorem [79–81] and
the fact that the FGS is the adiabatic continuation at fi-
nite frequency of the GS of the time-averaged Hamiltonian
taken in the high frequency limit. We discover that the
crossing of the non-equilibrium transition is marked by
a Kibble-Zurek scaling of physical observables (we define
this phenomenon “Floquet Kibble-Zurek”), which can be
used to determine the position and critical exponents of
the transition.
Because the entanglement entropy remains small dur-
ing the dynamical crossing of the transition, this process
can be efficiently studied with the time-dependent DMRG
algorithm. We find that the Floquet-Kibble-Zurek scaling
persists even in the presence of moderate integrability-
breaking terms. It is important to stress that, in spite of
the slowness of the crossing, the Floquet adiabatic the-
orem does not directly apply. Due to the folding of the
Floquet spectrum (described in detail later), interactions
can in principle give rise to a large number of exponen-
tially small gaps which will prevent the observation of the
transition. The persistence of the non-equilibrium tran-
sition is probably connected with its topological nature,
which prevents these gaps from opening. We conjecture
that in the presence of larger interactions a strong mixing
of the Floquet states is expected, leading to Floquet states
obeying Eigenstate Thermalization [20,49,50,62,65,67].
Floquet theory [82–84] is the basis of our analysis.
For any time-periodic Hamiltonian, Hˆ (t) = Hˆ (t+ 2pi/Ω)
(here and in the following, Ω is the frequency and τ =
2pi/Ω is the period), it is possible to find a complete
basis of solutions of the Schro¨dinger equation (the Flo-
quet states) which are periodic up to a phase |Ψγ,Ω(t)〉 =
e−iµ¯γt |Φγ,Ω(t)〉. The many-body quasi-energies µ¯γ are
real, and the Floquet modes |Φγ,Ω(t)〉 are periodic. These
states are analogous to the Bloch wave eigenfunctions of
space-periodic Hamiltonians [84,85]. Like the Bloch quasi-
momenta, the quasi-energies are not unique and are de-
fined up to translations of an integer number of Ω [83].
In this way, the whole Floquet spectrum can be folded
in any interval of length Ω which defines thereby a Bril-
louin zone. Like eigenenergies, the quasi-energies can be-
come degenerate: two of them taken in the same Brillouin
zone are degenerate (or in resonance) if they coincide or
if they differ by Ω. Each degeneracy in the Floquet spec-
trum corresponds to a many-photon resonance in the sys-
tem [83]. Floquet modes at time1 0 ≤ t ≤ τ and quasi-
energies can be extracted diagonalizing the evolution op-
erator over one period Uˆ(t + τ, t): we have Uˆ(t + τ, t) =
exp
(
−iHˆF,Ω(t)τ
)
with the so-called “Floquet Hamilto-
nian” defined as HˆF,Ω(t) ≡
∑
γ µγ |Φγ,Ω(t)〉 〈Φγ,Ω(t)|,
1We can restrict to this time interval thanks to the τ -periodicity
of the Floquet modes.
where µγ are conventionally taken in the first Brillouin
zone [−Ω/2,Ω/2].
In this work the Floquet adiabatic theorem [79–81] plays
a very important role. We prepare the driven system at
time 0 in a Floquet state |Ψγ(0)〉 and we very slowly
change (on a time scale tf ) some parameters R of the
periodic driving (for instance, the frequency or the ampli-
tude), starting from a value R(0). Floquet adiabatic the-
orem states that, if the parameters are changed in time
slowly enough, the dynamics transports the system af-
ter a time t to a state
∣∣Ψγ,R(t)(t)〉, which is a Floquet
state for the driving with the instantaneous parameters
R(t). The Floquet state
∣∣Ψγ,R(t)(t)〉 is defined as the adi-
abatic continuation of the initial Floquet state: we will
explain below how to construct it in our case. In a close
analogy to the standard adiabatic theorem, the Floquet
adiabatic evolution is valid if tf is much larger than the
inverse gap in the Floquet spectrum. So, if there is a time
t∗ in the evolution and a quasi-energy µβ(t
∗) such that
tf ∼ 1/(µβ(t∗)−µγ(t∗)), the dynamics for t & t∗ deviates
from the adiabatic continuation. It is important that, at
all times, tf is much larger than the instantaneous inverse
frequency: in this way the driving can be considered lo-
cally periodic and the use of Floquet states is meaningful.
In our protocol, we start our evolution with a driving
whose frequency Ω is very high. In this limit, the time-
averaged Hamiltonian coincides with the Floquet Hamil-
tonian [63], its GS is therefore a legitimate Floquet state 2.
We take this state as the initial state of the dynamics: we
slowly decrease the driving frequency and we follow its
evolution. Thanks to the Floquet adiabatic theorem, the
evolution will follow the adiabatic continuation of the ini-
tial state until the gap in the Floquet spectrum becomes
too small. We give the definition of Floquet ground state
(FGS) to this adiabatic continuation of the high-frequency
ground state. We emphasize that, in general, the FGS
is not the ground state of any Hamiltonian3. We stress
again that the FGS is the adiabatic continuation at finite
frequency of the GS of the high-frequency average Hamil-
tonian; that is why it inherits the word “ground”. As we
will show, it inherits also many interesting properties.
Before doing that, being this adiabatic continuation so
important, we will give some notion concerning its for-
mal construction. We fix the phase of the periodic motion
θ ≡ t/τ ∈ [0, 2pi], we take a Floquet mode 4 at frequency Ω
|Φγ,Ω(τθ)〉 and we give the prescription for its adiabatic
continuation for an infinitesimal change of frequency. If
2Being constant in time is a particular case of periodic time-
dependence.
3For instance, it is not the ground state of the Floquet Hamilto-
nian HˆF,Ω(t), because of the folding of the quasi-energies in the first
Brillouin zone.
4The Floquet mode |Φγ(t)〉 is equal to the Floquet state |Ψγ(t)〉
up to a phase, but it has the advantage of being time-periodic. If
we know the Floquet modes we usually know also the quasi-energies
(they are respectively eigenvectors and eigenvalues of the same op-
erator, as we have explained above); if needed we can obtain the
Floquet state by inserting the phase factor e−iµγt.
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we take a frequency infinitesimally smaller Ω − δΩ, the
adiabatic continuation is the Floquet mode at the new
frequency
∣∣Φη,Ω−δΩ (τ (1 + ∆ΩΩ ) θ)〉 maximizing the over-
lap
∣∣〈Φη,Ω−δΩ (τ (1 + ∆ΩΩ ) θ) |Φγ,Ω(τθ)〉∣∣2. “Integrating”
this infinitesimal step from Ω = ∞ (where we initialize
the state as the GS of the time-averaged Hamiltonian) to
the desired value of Ω, and repeating for all the values of
θ ∈ [0, 2pi] we obtain the full time-dependence of the Flo-
quet ground mode |ΦFGS Ω(t)〉 (the Floquet ground state
|ΨFGS Ω(t)〉 is obtained by multiplying the phase factor
e−iµFGSt, where µFGS is the corresponding quasi-energy).
We are not able to do this adiabatic continuation in gen-
eral, but only in the case of an integrable system where we
have access to all the Floquet modes and quasi-energies.
In the integrable spin chain we explicitly discuss, we nu-
merically iterate the elementary step, starting from the
GS of the time-averaged Hamiltonian at a value of Ω very
high compared to the spectral width of the elementary
excitations. In this way we are going to show that, in
analogy to the ground state of static systems, the FGS of
a physical system can undergo (non-equilibrium) quantum
phase transitions.
We consider a homogeneous quantum Ising chain (see
Ref. [86–88] for the experimental realization of this model
with trapped atoms and ions):
Hˆ(α)(t) = −1
2
L∑
j=1
[
Jσˆzj σˆ
z
j+1 + h(t)σˆ
x
j + α σˆ
z
j σˆ
z
j+2
]
. (1)
Here, the σˆx,zj are spins (Pauli matrices) at site j of
a chain of length L, the J is a longitudinal nearest
neighbour coupling, the α a longitudinal next-nearest-
neighbour coupling and the h(t) a transverse field. We
assume in all the paper J = 1 and start our anal-
ysis by considering α = 0. Although at this point
the model is integrable, it describes many universal
properties of 1d models with the same symmetry: as
we will see, we propose that the same can happen
for the properties of the FGS in the non-equilibrium
case. Through a Jordan-Wigner transformation [89],
Hˆ(0)(t) can be reduced to an integrable quadratic-fermion
form. (see Refs. [6, 31, 32, 63, 64, 68, 89–91] for details).
After a Fourier transform, the Hamiltonian can be
decomposed in L/2 2 × 2 blocks of the form Hˆ(0)k (t) =[
k (h(t))
(
cˆ†k cˆk − cˆ−k cˆ†−k
)
− i∆k
(
cˆ†k cˆ
†
−k − cˆ−k cˆk
)]
(cˆk
are fermionic destruction operator) and the time-
dependent Schro¨dinger equation is solved by a BCS-like
state |Ψ(t)〉 = ∏k>0 (vk(t) + uk(t)cˆ†k cˆ†−k) |0〉. We numer-
ically calculate, for each k, the two single-particle Floquet
modes [63, 64]
∣∣φ±k (t)〉 = (v±k (t) + u±k (t)cˆ†k cˆ†−k) |0〉 (with
u+k (t) = (v
−
k (t))
∗ and v+k (t) = −u−k (t))∗ τ -periodic) and
the quasi-energies (in the first Brillouin zone) ±µk. It is
important to notice that we can define a time-periodic
creation operator γˆ†P k(t) = u
+
k (t)cˆ
†
k + v
+
k (t)cˆ−k such that∣∣φ+k (t)〉 = γˆ†P k(t)γˆ†P −k(t) ∣∣φ−k (t)〉: one Floquet mode can
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Fig. 1: Second derivative of the Floquet ground state (FGS)
quasi-energy versus the driving frequency, displaying second-
order divergences in correspondence to each non-equilibrium
transition. The labels l and p identify the transitions, and the
winding-number w sets the topological order parameter of the
different phases. (Inset) Half-chain entanglement entropy of
the FGS versus the system size L (the considered frequencies
are indicated by the corresponding points in the horizontal
axis of the main figure). SL/2(FGS) grows logarithmically at
the transitions, and follows an area law (saturates for large L)
elsewhere. (Numerical parameters: h0 = 2.3, A = 1.0, L = 200
in the main figure, periodic boundary conditions in the spins,
antiperiodic in the fermions.)
be obtained from the other by adding two quasi-particle
operators. Numerically applying the adiabatic continu-
ation prescription, we find that, for this model, we can
explicitly evaluate the FGS: its corresponding Floquet
mode has the BCS-like form |ΦFGS(t)〉 =
∏
k>0
∣∣φ−k (t)〉
with quasi-energy µFGS = −
∑
k>0 µk. In this lucky
case, |ΦFGS(t)〉 coincides with the ground state of the
instantaneous Floquet Hamiltonian taken in the first
Brillouin zone.
This model shows a series of interesting Floquet reso-
nances [6, 68]. They are discussed in detail in Ref. [6],
where it is shown that their positions depend only on
the time-averaged value h0 of the periodic drive h(t).
They are associated to many-photon resonances and oc-
cur only at k = 0, pi. The k = 0-resonances occur when
2 |h0 − 1| = pΩ, the k = pi-ones if 2 |h0 + 1| = lΩ (p, l ∈ Z
is the order of the resonance – see Refs. [6, 78] for more
details).
In this work we find that the resonances actually mark a
series of non-equilibrium quantum phase transitions where
the properties of the FGS change. To see that, we com-
pute SL/2(FGS), the half-chain entanglement entropy of
|ΦFGS(0)〉. We find that SL/2(FGS) grows logarithmically
with L at the resonance points while it remains constant
elsewhere (see the inset of Fig. 1); the same happens at
equilibrium for the ground-state quantum phase transi-
tion [93,94]. Remarkably the quasi-energy is non-analytic
at the resonance points: its second derivative with respect
to Ω diverges (see Fig. 1). This means that at these points
the Floquet Hamiltonian undergoes second order quantum
phase transitions [13]. In order to simplify the numerical
analysis, we obtain the results in Fig. 1 applying a square-
wave driving of the form h(t) = h0 + A sign (sin(Ωt))
p-3
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Fig. 2: (Left panel) Number of excitations vs Ω for differ-
ent values of tf : it starts increasing after crossing the tran-
sition. (Right panel) Kibble-Zurek scaling of the number of
excitations: the rescaled curves for different tf overlap after
the rescaling (the overlap is not perfect because we initialize
the system in the ground state of the time-averaged Hamilto-
nian, see SM of Ref. [92] for details). (Numerical parameters:
h0 = 2.3, A = 1, L = 300, Ωi = 10, Ωf = 4; periodic bound-
ary conditions in the spins, antiperiodic in the fermions.)
However, we stress that the specific form of the driv-
ing does not affect the position in Ω of the resonances
– which only depends on h0 – and the nature of the non-
analiticities occurring there. In a future publication, we
will discuss these transitions in the spin representation,
showing that the different phases are characterized by a
local or string order parameter [95]. Here, we focus on
the fermionic representation, where the transitions are of
topological nature. We consider the time-reversal invari-
ant points ta = pi/(2Ω) and tb = 3pi/(2Ω) [96], where
the Floquet Hamiltonian falls in the Z symmetry class
(see [97]). The different phases are characterized by a Z
topological invariant, the winding number w (see Ref. [98]
and Fig. 1). The time-reversal invariant Floquet Hamilto-
nian Hˆ
(0)
F,Ω(ta = pi/(2Ω)) can be factorized in 2× 2 blocks
which can be represented as fy(k)σy + fz(k)σz (thanks
to time-reversal invariance, there is no component along
σx); defining f(k) ≡ fy(k) + ifz(k), the winding num-
ber is defined as [98] w ≡ 12pii
∫ pi
−pi dk
d
dk log f(k). From a
geometric perspective, w is the number of times the vec-
tor
(
fy(k), fz(k)
)
turns around the origin
(
0, 0
)
in counterclockwise sense, when k moves from −pi to pi.
Interestingly, if we consider the FGS at t 6= ta, tb, time-
reversal symmetry is broken, the Floquet Hamiltonian falls
in the Z2 symmetry class [97]: the transitions are in the
same points of the parameter space, but the phases are
characterized by a different topological invariant, ν de-
fined in [99], which, in the sequence of different phases,
is alternately 1 and -1. Therefore, the symmetries of the
FGS and the topological invariant characterizing it are dif-
ferent according to the considered time t of the periodic
driving. These transitions are reminiscent of those occur-
ring in Floquet topological insulators [71–74] and are a
manifestation of a genuine many-body phenomenon: we
will see that they persist in presence of interactions.
The linear crossing of one of these non-equilibrium tran-
sitions leads to the breaking of the adiabatic evolution
(the gap in the Floquet spectrum closes at these points):
this gives rise to a K-Z-scaling phenomenon which we de-
fine “Floquet Kibble-Zurek”. In order to observe it, we
apply to the system a time-dependent drive of the form
h(t) = h0 + A sign [sin(φ(t))] where we linearly ramp the
instantaneous frequency, Ω(t) = ddtφ(t) = Ωi+(Ωf−Ωi) ttf .
We specifically choose Ωf below Ωc, but above the other
transitions and Ωi quite larger than Ωc. Ωi is large enough
that the ground state of the time-averaged Hamiltonian is
a very good approximation for the FGS: we prepare the
system in this ground state and we ramp it in a time tf to
Ωf : We cross the first (l = 1) non-equilibrium transition
at frequency Ωc. The adiabatic limit of this protocol is at-
tained when tf →∞, implying that tf is our adiabaticity
parameter. Being tf  2pi/Ωf , 2pi/Ωi, we can approxi-
mate the driving as locally periodic, with a period which
slowly changes from one cycle to the next, and apply Flo-
quet adiabatic theorem. To make our analysis simpler,
in our numerics we will focus on the times tn where the
instantaneous phase of the locally periodic driving is 0:
these times are given by φ(tn) = 2pin.
We can see that, beyond the critical point Ωc –
where the gap in the Floquet spectrum closes, adi-
abaticity breaks down and fluctuations cannot adia-
batically follow the FGS; this results in the creation
of excitations whose density is defined as nex(t) =
1
L 〈Ψ(t)|
∑
k>0 γˆ
†
P k(t)γˆP k(t) |Ψ(t)〉. The sum extends over
the L/2 values of k allowed by the chosen periodic
boundary conditions in the spins (antiperiodic in the
fermions) [63]; the creation operators and the state |Ψ(t)〉
solution of the Schro¨dinger equation have been defined
in the discussion above5. We show numerical results for
nex in Fig. 2: we see a very clear K-Z scaling of the
form nex = t
−1/2
f N
(
(Ωc − Ω)t1/2f
)
. A similar scaling is
obeyed by the energy difference with respect to the FGS.
To observe these quantities it is however necessary to com-
pare the dynamics with the FGS, which is generically not
accessible in experiments and numerical methods like t-
DMRG. In contrast, objects of experimental interest show
at most a scaling along the Ω − Ωc axis. For instance,
the derivative of the (doubled) transverse magnetization
dsx/dΩ (sˆx = 2mˆx =
1
L
∑
j σˆ
x
j ) shows very clear oscilla-
tions which obey a “partial” scaling law in tf . Indeed,
the nodes of the oscillations overlap if the results for dif-
ferent tf are plotted vs (Ω− Ωc) t1/2f , but the oscillation
amplitudes do not show a clear scaling (see Fig. 3(a),(b)).
To study the non-integrable case (α 6= 0 in Eq. (1)) we
employ the openMPS package [100, 101] to directly com-
pute the time evolution of the system. As in the inte-
grable case, we initialize the system in the ground state
of the time-averaged Hamiltonian. In contrast to the case
of sudden quenches where the entanglement entropy and
the truncation error rapidly grow in time, we find that for
5As we will present in [95], the phase below Ωc is characterized
in the spin representation by a local order parameter: the stag-
gered magnetization along the z axis. Therefore, excitations have
the physical meaning of defects as in the standard Kibble-Zurek
phenomenon [4,7].
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Fig. 3: K-Z scaling of the transverse magnetization derivative
crossing a non-equilibrium quantum phase transition. (a-b) At
the integrable point α = 0 the system allows for an exact solu-
tion and displays a clear scaling behavior close to the resonance
(at Ωc = 6.6); we plot also the FGS value diverging at the tran-
sition. (c-d) For small values of the integrability breaking term
α = 0.1, an exact solution is not available, but our numeri-
cal results are consistent with a K-Z scaling. (e-f) Far from
integrability, at α = 0.3, the K-Z scaling still persists with ap-
proximately the same exponent. The values of Ωc(α) and β(α)
used in subplots (b) and (d) were found by maximizing the
distance between the rescaled functions. In the gray regions
the truncation error is large (see SM of Ref. [92]) (Numerical
parameters: h0 = 2.3, A = 1, M = 30, Ωi = 10, Ωf = 4,
open boundary conditions. L = 300 in panels (a-b), L = 100
in panels (c-f).)
our protocol both quantities remain very small for long
times (see SM of Ref. [92] for details). To observe the
Floquet Kibble-Zurek scaling, we still plot dsx/dΩ as a
function of the driving frequency Ω, for different values
of the adiabatic parameter tf . As shown in Fig. 3, each
curve oscillates differently but the nodes of all the curves
overlap if plotted versus (Ω− Ωc)tβf .
The two fitting parameters Ωc and tf are chosen to min-
imize the distance between the rescaled curves (see SM of
Ref. [92] for details). Interestingly, the overlap between
the curves extends beyond the strict validity of the numer-
ical precision, in the region of large truncation error (gray
areas in Fig. 3), and provides further indications of the
correctness of the scaling. By comparing different fitting
procedures we obtain that for α = 0.1, Ωc = 6.78 ± 0.16
and β = 0.51 ± 0.09, while for α = 0.3, Ωc = 6.6 ± 0.3
and β = 0.44 ± 0.09. These values are consistent with a
universal scaling with the same exponent as in the inte-
grable case, β = 0.5, but the large error-bars do not allow
us to make a strong statement. Note that in one dimen-
sion there are cases of topological transitions at equilib-
rium with continuously varying critical exponents (see for
example Ref. [102–104]). To address this question it is
necessary to improve the quality of the numerical method
(we keep here only up to M = 30 eigenstates of the den-
sity matrix) by employing parallelized algorithms, which
go beyond the scope of the present paper.
In conclusion, we find – in a many-body system – a
low-entanglement Floquet state analogous to the ground
state. We adiabatically follow it until a many-body Flo-
quet resonance occurs: the low entanglement gives the
possibility to numerically study non-integrable models by
means of t-DMRG. We explicitly discuss the case of an in-
tegrable model where the many-body resonances are non-
equilibrium phase transitions of the FGS. We see a strict
analog of the K-Z scaling when crossing the highest of
these transitions: this phenomenon allows us to identify
a similar effect for moderate non-integrabilities as well.
This is highly non-trivial, considering the high degree of
folding and mixing of the Floquet spectrum of a driven in-
teracting many-body system. We find that the integrable
transitions have topological properties which should per-
sist for weak interactions. The persistence of the critical
behaviour for moderate interactions suggests the absence
of many-body delocalization of the FGS. Although other
parts of the Floquet spectrum may undergo many-body
delocalization [56,57,60–62,105], our method does not give
the possibility to directly observe it. Our results were ob-
tained by means of limited resources [100]: the resulting
uncertainty does not allow us to clarify what happens in
our system for large interactions. Further work is there-
fore needed to see if the FGS itself can undergo many-
body delocalization in our model and in other interesting
1d systems [56,57,60–62,105].
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