Abstract
Our objective is to establish a more detailed data-driven description of the relationship among radiances,
111
AOD, and aerosol compositions to assist aerosol-related health studies. The MISR operational retrieval al- neighborhoods [1] [28]. This suggests a stronger spatial dependence among adjacent pixels at a finer scale.
123
When modeling at fine resolution, therefore, it is necessary and beneficial to borrow strength from AOD's 124 spatial smoothness to reduce model complexity. In particular, we construct a hierarchical Bayesian model 125 with a built-in spatial dependence using a Gaussian Markov Random Field prior for AOD. 
Defining the Likelihood Function

127
Let p = 1, . . . , P index the P = 4, 096 pixels on a two-dimensional lattice in a MISR Block at 4.4 km 128 resolution, and L = (L 1 , . . . , L P ) denote the MISR-observed top-of-atmosphere radiances. For each pixel p,
129
L p = (L 1p , . . . , L C p ) ∈ R C corresponds to MISR's C = 36 channels. For every channel c = 1, . . . , C, the 130 MISR retrieval algorithm sets a measurement error of size σ c as 5% of the smaller value between 0.04 131 andL c = ( P p=1 L cp )/P. For pixel p, our goal is to estimate its AOD value τ p ∈ R and mixing vector 
The MISR retrieval algorithm exhaustively searches over all combinations of pre-fixed AOD values and of all such AODs is the MISR retrieval at pixel p.
146
Inspired by MISR's weighted least squares criterion, we propose to use the weighted differences between 147 observed L and radiative transfer simulated L RT in (1) to form the following operational likelihood function:
If we carry out a Maximum Likelihood estimation, the above Gaussian likelihood function coincides with
149
MISR's weighted least squares criterion, assessing how relatively probable are the unobserved parameters 150 τ = (τ 1 , . . . , τ P ) and θ = (θ 1 , . . . , θ P ), given the MISR observations L. More importantly, this operational 151 likelihood provides a formal device for us to construct a spatial smoothness structure for the AOD values τ 152 into the Bayesian hierarchy.
both (1) and (2) is that the differences between L RT and L are independent of the channel c 7 , if the correct 157 values of (τ , θ) have been selected.
158
Now we are ready to describe our hierarchical model through building conditional relationships within 159 the Bayesian hierarchy and assigning reasonable priors to the unobserved variables. 
Construction of Priors and Conditional Probabilities
161
For fixed atmospheric pressures, humidity, wind levels, and a set of component aerosols involved, the top- priors for τ and θ to simplify computation, i.e., p(τ , θ) = p(τ )p(θ). a downwind pixel. This paper works with a homogenous precision κ and thus has its limitations.
176
To estimate κ, we assign it a hyperprior. Due to AOD's large variability within a day and the lack of pre-177 existing records to specify a prior belief of τ 's behaviors, we consider a noninformative prior: p(κ) ∝ 1/κ.
178
The posterior is a proper Gamma distribution,
For the above prior to work well, the number of groups, namely P, is to be larger than 5 [9]. In our case,
180
P is commonly larger than 1000 at 4.4 km resolution. The simulation to be described in Section 3. 
Even though the mixing vectors' spatial smoothness is not explicitly formulated, it is still captured and
190
implicitly enforced by the spatial structure of AOD τ through their dependence on the observed radiances L.
remain relatively simple and computationally efficient.
193
We can further control the overall sparsity of the mixings of component aerosols by adjusting the mag-194 nitude of α. In general, we obtain no prior information on the mixing's sparsity; we assign α a hyperprior to 195 estimate it. Since (5) belongs to an exponential family, we adopt its conjugate:
196
This prior of α gives larger probability to a smaller sum of α m 's, which suggests a sparse mixing of com- 
Hyperprior for σ 2 200
In our approach, we regard {σ 2 c } C c=1 as unknown and they are estimated together with (τ , θ). The likelihood
, follows a normal distribution with known mean and unknown
202
variance. We adopt a noninformative scaled inverse-χ 2 hyperprior for σ 2 to model the channel weights also follows the scaled inverse-χ 2 distribution, The full Bayesian model discussed above can be summarized as follows:
MCMC Retrieval Algorithms
With no additional information on the hyperparameters, ν 0 , α 0 , and β 0 are chosen to be 0 for convenience 212 and later shown to be robust. The marginal posterior of AOD values τ is,
The marginal posterior distribution of the mixing vectors θ can be expressed as,
Both posteriors contain radiative transfer simulated L RT , which can be obtained at necessary values through 
Metropolis-within-Gibbs Sampling from the Posterior Distributions
218
The Gibbs sampler [11] is a numerical technique to sample from a joint distribution, p(τ , θ, σ 2 , κ, α|L) in 219 our case. We sample for τ p and θ p using a Metropolis-Hastings (M-H) sampler, for each pixel p on the
where n p is the number of adjacent pixels to pixel p, and κ the scalar precision of the Markov Random Field.
223
A Dirichlet proposal distribution with parameter α is used in M-H for θ p . Denote vector (τ p , . . . , τ p ) by 224 τ p:p and similarly for θ and their Dirichlet parameter α. Given initializations (
the sampler proceeds as described in the following Metropolis-within-Gibbs Algorithm.
226
Metropolis-within-Gibbs Algorithm (M-w-G) At step t, iterate the following process:
Use M-H to sample τ
Each cycle of the algorithm generates a realization of a Markov chain, which gives approximate samples 227 from the marginal posteriors after a successful burn-in process [11] . We check that the acceptance rate of the 228 Metropolis-Hastings sampler is roughly between 25% and 50% for adequate mixing of posterior samples [8] .
229
The potential scale reductionR [10] is also used to check convergence of the Markov chains. We run the 230 chains untilR is less than 1.1 or 1.2, usingR of the logarithm of the posterior distribution as a benchmark.
231
A geometric decay of the autocorrelation as a function of the lag also suggests well mixing of our chains.
232
We also conduct a simulation study to verify the M-w-G's ability to converge to the target distribution:
233
The trace plots of the MCMC samples of AOD values (Figure 9 9 ) show good convergence after ap-234 8 The noise's standard deviation σ is set as 10% of the averaged radiance, while the MISR operational algorithm estimates σ as 5% of the same average. 9 We attach in appendix two trace plots showing one example of each type, up to the first 1000 iterations. By this token, we devise a parallel MCMC algorithm to improve the computational efficiency: each 249 MISR block is divided into 2 × 8 patches of equal size with at least four overlapping columns and rows for 250 adjacent patches; the M-w-G sampler is applied to each patch independently to generate samples for (τ , θ).
251
This independent sampling on different patches can therefore benefit from parallel computing. in parallel improve the computational efficiency. We now describe the parallel MCMC algorithm in detail:
260
Parallel MCMC Algorithm Obtain a MISR Block of 32×128 pixels at 4.4 km resolution and divide the Block into 2×8 patches, each of 20×20 pixels, with at least 4 overlapping columns/rows between adjacent patches. At step t, iterate the following process:
α ) within each patch in parallel for 50 iterations. 2: Average the samples of the overlapping pixels between any two adjacent patches. 3: Calculate summary statistics using current samples, T
The above process can be automated using the Perl programming language. For a MISR block at 4.4 km This parallel MCMC sampling scheme can be generalized to improve the computational efficiency of 264 MCMC sampling based on spatial data of a large scale. By conditioning on a summary statistic which 265 preserves the global spatial dependence level, we can partition the original sampling problem into many 266 sub-samplings and distribute them to different processing units concurrently. Samples generated from each 267 processing unit can be periodically collected to renew the summary statistic, which is then returned to each target distribution, it can largely speed up the computation.
270
The global and the parallel MCMC algorithms produce reasonably consistent results. The outputs gen-271 erally agree, except for a small group of pixels that mostly lie on the patch edges. The spatial smoothness is 272 interrupted between patches; the benefits of a stabilizing factor from neighboring pixels are lost. This con-273 firms that maintaining an appropriate spatial structure is important, and that our parallel MCMC algorithm's 
Validation and Results: Case Studies on Aerosol Retrievals for the Greater Beijing Area, China
279
In this section, we compare our retrievals to MISR outputs for the greater Beijing area (latitude: 38.95N∼40.15N; 280 longitude: 115.57E∼119.50E) and discuss their differences. We validate our results using AERONET mea-281 surements and Google Earth satellite images. Through case studies, we demonstrate the importance of 282 fine-resolution retrievals and a greater variety of compositions to improve retrieval accuracy and coverage. 
296
On the other hand, Figure 2 also demonstrates increased diversity in our Bayesian-retrieved AOD across 297 the MISR Block, as the retrieval resolution improves. This is expected, since a finer resolution leads to more 298 information observed and piped into the model. The reliability of such diversity needs to be further validated 
Model Validation for Bayesian Retrievals by Ground-based Measurements and Google Earth
312
As a result of this scarcity of ground-based validation, we also carry out qualitative validation using 313 satellite images from Google Earth and discuss the findings in Section 4.2.3. As long as a pixel is cloudless, our MCMC algorithms provide an AOD retrieval. However, the MISR show that on March 15, 2009, the city was trapped in a sandstorm originated in Inner Mongolia.
328
We would like to discuss one particular case when the Bayesian retrieval (0.8560) is much worse than AERONET record we used might not be ideal to validate the remote-sensed retrieval, but our best option. Figure 5 compares the remote-sensed retrievals to AERONET measurements at the pixel that contains the 336 AERONET Xianghe station 13 . From December to February, AERONET measurements are mostly higher 337 than remote-sensed retrievals, but no distinctive pattern afterwards.
338
AERONET Xianghe station has the Jingshen Expressway to its north, which is a major path connecting 339 two hub cities: Beijing and Shenyang 14 . The northwest wind in winter carries car exhaust to the AERONET
340
Xianghe station, possibly leading to high AOD measurements. Yet for remote-sensing retrievals, the green 341 fields in a larger neighborhood balance this factor, which possibly results in a washed-out signal. However,
342
the fine-resolution retrievals seem to suffer less from the balancing factors and display a better accuracy.
343
We would like to discuss one of the cases where our AOD retrieval is much higher than AERONET We observe other disagreements in our Bayesian-retrieved AOD values and those of MISR, in addition 351 to those at the two pixels that contain the two AERONET stations in the MISR Block. Since they are 352 retrievals at different spatial scales, they could as well be different, that is, they could both be but both efficiency, which can be generalized to speed up other MCMC sampling algorithms based on spatial data.
406
From the case studies, we become more aware of the complexity in aerosol conditions and thus hope 407 to use our results to study the aerosols' impact on public health in urban areas at the enhanced resolution.
408
We also hope to explore the possibility of improving the retrieval accuracy by incorporating more prior 409 knowledge in the model, such as wind measurements and dependence among the four spectral bands. We also thank the AERONET PIs, Hong-Bin Chen, Philippe Goloub, Pucai Wang, Zhanqing Li, Brent 
