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ABSTRACT
Significant parts of the recent stochastic optimization literature focused on analyzing the theo-
retical and practical behaviour of stochastic first order schemes under various convexity prop-
erties. Due to its simplicity, the traditional method of choice for most supervised machine
learning problems is the stochastic gradient descent (SGD) method, which is known to have a
relatively slow convergence. Many iteration improvements and accelerations have been added
to the pure SGD in order to boost its convergence under different (strong) convexity conditions
when constraints are present. However, full projections on complicated feasible set, smooth-
ness or strong convexity assumptions are an essential requirement for these improved stochas-
tic first-order schemes. In this paper novel convergence results are presented for the stochastic
proximal point (SPP) algorithm for (non-)strongly convex optimization with many constraints.
We show that a prox-quadratic growth assumption is sufficient to guarantee for SPP O
(
1
k
)
convergence rate, in terms of the distance to the optimal set, using only projections onto a
simple component set. Furthermore, linear convergence is obtained for interpolation setting,
when the optimal set of the expected cost is included into the optimal sets of each functional
component.
KEYWORDS
Stochastic proximal point, randomized alternating projections, quadratic growth, nonsmooth
optimization, linear convergence, sublinear convergence rate
1. Introduction
In this paper we consider the following constrained stochastic convex optimization problem:
min
x∈Rn
f(x) := (E[f(x; ξ)]) , (1)
s.t. x ∈
⋂
ζ∈Ω2
Xζ ,
where ξ and ζ are a random variables associated with probability spaces (P,Ω1) and (P,Ω2),
respectively. Each function f(·, ξ) : Rn 7→ (−∞,+∞] is proper convex and lower-
semicontinuous, each set Xξ is closed and convex and Eξ∈Ω1 [·] is the expectation over ξ.
In general, many existing primal schemes encounter computational difficulties when a large
(possibly infinite) number of constraints are present, since they require projections onto com-
plicated feasible set. Clearly, when f = 0, the model (1) reduces to a convex feasiblity prob-
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lem (CFP):
min
x∈Rn
E[IXζ(x)], (2)
asking to find a feasible point in the intersectionX :=
⋂
ζ∈Ω2
Xζ . There exist plenty of iterative
algorithms which solve CFPs efficiently under various regularity conditions on the feasible
sets, from which we mention only the (randomized) alternating projections schemes due to
their relevance to our paper, see [4,6,15,17].
On the other hand, for the unconstrainted case X = Rn, when the model reduces to
min
x∈Rn
E[f(x; ξ)], (accelerated) stochastic gradient schemes are available under suitable as-
sumptions on the smoothness and convexity properties of the functions f(·; ξ).
However, in general, the nonsmooth components defined by the indicator functions bring
several difficulties in the behavior of traditional stochastic schemes. These algorithms typi-
cally tend to compute projections on the entire feasible set X, which can be computationally
prohibitive. The method of choice for general stochastic optimization, confirmed by the liter-
ature, is the stochastic gradient descent (SGD). Usually regarded as very simple and intuitive,
SGD randomly samples ξ at each iteration and takes a step along the gradient of the cho-
sen individual function. In the constrained case, projected SGD performs additionally a full
projection step onto the entire feasible set [13,16,29]. The theoretical guarantees of SGD
and of its improved or accelerated variants show sublinear convergence rates under appro-
priate continuity or strong convexity assumptions, see [3,8,13,16,19,21,22,25,27,29]. How-
ever, different modern applications request minimization of generic non-smooth non-strongly
convex stochastic objective functions given by regularized expected risk, with complicated
constraints [5,20,29].
In the particular setting (2), when X is nonempty, the RAP schemes are advantageous for
large scale CFP, since at each iteration they compute a projection onto a simple set Xξ . It is
well-known, by using the Moreau smoothing for each indicator function component:
dist2Xξ(x) := minz
IXξ(z) +
1
2
‖z − x‖2,
then applying SGD on the new surrogate problem minx E[dist
2
Xξ(x)] yields the alternating
projections (RAP). Sublinear and linear converngence rated have been obtained under typical
assumptions [6,15,17]. However, for general problems (1), the natural extension of RAP leads
to stochastic schemes based on the Moreau smoothing envelope (see [24]). For this purpose,
consider the Moreau envelope of each individual component f(·; ξ) and IXξ which produces
a modified smooth approximation of the original objective function F :
min
x∈Rn
E [fµ(x; ξ)] + E
[
1
2µ
dist2Xξ(x)
]
:= E
[
min
z
f(z; ξ) +
1
2µ
‖z − x‖2
]
+ E
[
1
2µ
dist2Xξ(x)
]
,
let smoothing parameter µ > 0. Following a similar algorithmic reasoning as in the alternating
projections and SGD, using stepsize sequence {µk}k≥0 the stochastic proximal point (SPP)
algorithm is obtained by randomly choosing a sample ξk and further computing one of the
following iterations:
xk+1 = xk − µk∇fµk(xk; ξk) or xk+1 = πXξk (xk).
Recently its convergence behaviour has been analyzed under various assumptions and several
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advantages have been theoretically and empirically illustrated over the standard or modified
SGD schemes [3,20,26,28]. Moreover, the optimal convergence guarantees for SPP have been
obtained under strong convexity and smoothness properties on the objective function F . In
this paper we address these issues. The main contributions of this paper are:
(i) We offer a unified theoretical perspective over SPP and AP schemes, using a unified con-
vergence rate analysis based on simple novel arguments. Up to our knowledge, this is the first
unified analysis providing complexity results for stochastic proximal point and randomized
alternating projections.
(ii) We provide sublinear/linear convergence rates for SPP scheme on constrained convex
optimization under . The key structural assumption allowing this general result is the prox-
quadratic growth property, which proves to be a natural generalization of classical linear
regularity property of convex sets.
(iii) Our analysis applies to nonsmooth constrained optimization with complicated con-
straints (see Section 4), unlike to most of related papers on stochastic schemes. In our analysis
SPP requires only simple projections onto individual sets, while most projected stochastic first
order scheme require full projections onto the entire feasible set, which are computationally
expensive.
(iv) The new proof techniques based on the prox-quadratic growth property are simpler
than previous approaches. They allow us to show a sublinear O ( 1k) convergence rate for
the stochastic proximal point algorithm in terms of the distance from the optimal set. More-
over, in the particular interpolation case when the functional components share minimizers,
linear convergence is obtained.
1.1. Related work
Significant parts of the tremendous literature on stochastic optimization algorithms focused
on the theoretical and practical behaviour of stochastic first order schemes under different
convexity properties, see [8,13,16,19,21,25,27]. Due to its simplicity, the traditional method
of choice for most supervised machine learning problems is the SGD method. At each iter-
ation k, the vanilla SGD algorithm randomly samples a functional component ξ and takes a
step along the gradient of the chosen individual function. Interesting results regarding SGD’s
nonasymptotic theoretical complexity has been given in [27], where a sublinear O
(
log(k)
k
)
iteration complexity was provided for strongly convex objective functions with bounded gra-
dients (in the SGD iterates). These assumptions matches the main ℓ2-regularized Support
Vector Machine (SVM) application considered in [27], but are uncertainly satisfied by more
general models. Further, in [21] the clear O( 1k ) convergence rate of average SGD was es-
tablished, in context of stochastic smooth (Lipschitz gradient continuity) strongly convex
objective functions, while in the bounded gradients (of the iterates) case a simple modifi-
cation in the averaging step of average SGD improved the previously known O( log(k)k ) rate
to the better O( 1k ) estimate. Similar complexity results has been provided in [8] in context
of the stochastic and online, convex and strongly convex functions, but the authors further
assumes computation of full projection on the feasible set and bounded gradients on the gen-
erated iterates. All these previously mentioned papers approached the classical choice of de-
creasing stepsize µk =
1
k in the SGD algorithm. A recent extensive nonasymptotic analysis
of the SGD scheme for more general decreasing stepsizes µk =
µ0
kγ , γ ∈ [0, 1], has been
provided in [13], under various differentiability and convexity assumptions on the objective
function. The theoretical estimates for smooth case obtained in [13] highlights a mandatory
limitation of the stepsize to small values through an exponential term which naturally appears
in the convergence rate. Thus, general vanishing stepsize SGD was proved to converge as
3
O
(
eC1µ
2
0
kαµ0 +
C2
k
)
in terms of average distance from the optimal point, under strong convexity
and gradient Lipschitz assumptions on the objective function F . However in the complexity
estimate corresponding to the strongly convex nonsmooth case, when the bounded gradients
condition holds, the exponential term vanishes but in order to avoid a contradictory setting
an additional limitation of the domain was considered. It can be easily seen, and also ob-
served by authors of [13,19,29], that the strong convexity and bounded gradient assumptions
are somehow contradicting on the unbounded domain. Thus, to avoid this situation, the au-
thors of [19] analyzed some (distributed) SGD variants under the combination of Lipschitz
continuity and strong convexity properties. Also to avoid this situation, in [30] the strong con-
vexity assumption is relaxed to a local growth condition and a domain restriction is imposed.
In [30] the constrained stochastic optimization problemmin
x∈X
F (x) (:= E[f(x; ξ)]) is analyzed
and an accelerated SGD (ASSG) method has been devised, avoiding the typical strong con-
vexity and gradient continuity assumptions. On short, ASSG represents a restarted projected
variant of the vanilla SGD scheme involving an additional ball constraint to the subproblem:
xk+1 = πX∩B(x0,D)
[
xk − µkg(xk; ξk)
]
. It is worth to observe that the projection step im-
pose to consider particularly simple feasible sets, otherwise the projection would involve an
impractical computational burden which can be further augmented by the intersection with lo-
cal ball. Note that when many constraints are involved, our analysis of the SPP scheme alows
us to consider only projection onto a single set per iteration. The authors of [30] suppose the
objective function F has G−bounded gradients and satisfies the functional θ−local growth
in the ǫ−sublevel set. Under these circumstances the ASSG algorithm guarantees with high
probability an impressive rate O ( 1k1/[2(1−θ)] ). However, this convergence rate order requires
bounded gradients condition, which is violated, for example, for smooth quadratically grow-
ing functions (θ = 1/2), such as the linear regression cost ‖Ax− b‖2. We show in Section 4
that SPP scheme attain O ( 1k) rate on this type of functions.
The stochastic proximal point algorithm has been recently analyzed using various differentia-
bility assumptions, see [3,11,20,26,28,31]. In [28] is considered the typical stochastic learning
model involving the expectation of random particular components f(x; ξ) defined by the com-
position of a smooth function and a linear operator, i.e.: f(x; ξ) = ℓ(aTξ x), where aξ ∈ Rn.
The complexity analysis requires the linear composition form, i.e. ℓ(aTξ x), and that the objec-
tive function E[ℓ(aTξ x)] to be smooth and strongly convex. The nonasymptotic convergence
of the SPP with decreasing stepsize µk =
µ0
kγ , with γ ∈ (1/2, 1], has been analyzed in the
quadratic mean and anO ( 1kγ ) convergence rate has been derived. The generalization of these
convergence guarantees is undertaken in [20], where no linear composition structure is re-
quired and an (in)finite number of constraints are included in the stochastic model. However,
the stochastic model from [20] requires strong convexity and Lipschitz gradient continuity
for each functional component f(·; ξ). Furthermore, it is explicitly specified that their anal-
ysis do not extend to certain models, such as those with nonsmooth functional components
fˆ(x; ξ) := f(x; ξ) + IXξ(x), where f(·; ξ) is smooth and convex. Note that our analysis
surpasses these restrictions and provides a natural generalization of [20] to nonsmooth con-
strained models.
In [26], the SPP scheme with decreasing stepsize µk =
µ0
k has been applied to problems with
the objective function having Lipschitz continuous gradient and the restricted strong convex-
ity property, and its asymptotic global convergence is derived. A sublinearO ( 1k) asymptotic
convergence rate in the quadratic mean has been given. In this paper wemakemore general as-
sumptions on the objective function, which hold for restricted strongly convex functions, and
provide nonasymptotic convergence analysis of the SPP for a more general stepsize µk =
µ0
kγ ,
with γ > 0. Further, in [3] a general asymptotic convergence analysis of slightly modified
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SPP scheme has been provided, under mild convexity assumptions on a finitely constrained
stochastic problem. Although this scheme is very similar to the SPP algorithm, only the al-
most sure asymptotic convergence has been provided in [3].
Recently, in [1], the authors analyze SPP schemes for shared minimizers stochastic opti-
mization obtaining linear convergence results, for variable stepsize SPP. Also they obtain
O ( 1k1/2 ) for convex Lipschitz continuous objectives and, furthermore, O ( 1k) for strongly
convex functions. Remarkably, they eliminate any continuity assumption for the sublinear
rate in the strongly convex case, which allows indicator functions. However, our analysis uses
non-trivially the linear regularity of feasible set for obtaining better convergence constants.
Moreover, we use quadratic growth relaxations of strong convexity assumption which allow
a unified treatment of SPP and AP schemes.
Notations. We use notation [m] = {1, · · · ,m}. For x, y ∈ Rn denote the scalar product
〈x, y〉 = xT y and Euclidean norm by ‖x‖ =
√
xTx. The projection operator onto set X is
denoted by πX and the distance from x to the set X is denoted distX(x) = minz∈X‖x− z‖.
The indicator function of a setX is denoted: IX(x) =
{
0, if x ∈ X
∞, otherwise . For function f(·; ξ),
we use notations ∂f(x; ξ) the subdifferential set at x and gf (x; ξ) for a subgradient of f at
x. If f(·; ξ) is differentiable we use the gradient notation ∇f(·; ξ). Also we use gX(x, ξ) ∈
NXξ(x) for a subgradient of IXξ(x). Finally, we define the function ϕα : (0,∞) → R as:
ϕα(x) =
{
(xα − 1)/α, if α 6= 0
log(x), if α = 0.
1.2. Problem formulation
In order to analyze in a unifying manner the stochastic projection and proximal point algo-
rithms, we unify the two expectation terms from the composite model (1), i.e.
min
x∈Rn
E[f(x; ξ)] + E[IXζ(x)].
into a single one, resulting the following simple reformulation of the composite model:
F ∗ = min
x∈Rn
F (x) (:= E[F (x; ξ)]) (3)
where F (·; ξ) : Rn → (−∞,+∞] are proper convex and lower-semicontinuous functions.
The random variable ξ has its associated probability space (Ω,P), where Ω = Ω1 ∪ Ω2. If
ξ ∈ Ω2, then f(x; ξ) = IXξ(x). In the sequel, some results require the composite formulation,
thus we will return to it when it is necessary. We denote the set of optimal solutions with X∗
and x∗ any optimal point for (3).
Assumption 1.1. The central problem (3) satisfies:
(i) The optimal setX∗ is nonempty.
(ii) There exists subgradient mapping gF : R
n×Ω 7→ Rn such that gF (x; ξ) ∈ ∂F (x; ξ) and
E[gF (x; ξ)] ∈ ∂F (x).
(iii) F (·; ξ) has bounded gradients on the optimal set: there exists S∗F ≥ 0 such that
E
[‖gF (x∗; ξ)‖2] ≤ S∗F <∞ for all x∗ ∈ X∗;
The first part of the above assumption is natural in the stochastic optimization problems. The
Assumption 1.1(ii) guarantee the existence of a subgradient mapping. Moreover, since 0 ∈
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∂F (x∗) for any x∗ ∈ X∗, then we assume in this paper that g(x∗) := E[gF (x∗; ξ)] = 0. We
also denote gf (x; ξ) ∈ ∂f(x; ξ) a subgradient of f(x; ξ) at x. Also the third part Assumption
1.1 (iii) is standard in the literature related to stochastic algorithms.
As wemotived in the introduction, we approximate the functional componentsF (·; ξ) through
their Moreau envelope, that is:
Fµ(x; ξ) := min
z∈Rn
F (z; ξ) +
1
2µ
‖z − x‖2
for some smoothing parameter µ > 0. The approximate Fµ(·; ξ) keeps the convexity proper-
ties of F (·; ξ) and additionally has Lipschitz continuous gradient with constant 1µ , see [24].
By this smoothing we obtain at a new stochastic smooth optimization problem:
F ∗µ = min
x∈Rn
Fµ(x) (:= E[Fµ(x; ξ)]) (4)
in a tight connection with the original one. Features of this connection are presented in Section
3. For this resulting problem we denoteX∗µ = argminx Fµ(x), which in generalX
∗
µ 6= X∗. As
we have pointed in the Introduction, this approach arises naturally in the CFPs where for finite
Ω: F (x; ξ) = IXξ(x) and X
∗ =
⋂
ξ∈Ω
Xξ. In this particular case the smooth approximation
becomes Fµ(x; ξ) = dist
2
Xξ(x) and the objective of (4) becomes:
Fµ(x) =
1
2µ
E[dist2Xξ(x)]. (5)
When X∗ 6= ∅ then X∗µ = X∗ for all µ > 0 which yields that, in this particular setting, the
problem (4) is equivalent with the original nonsmooth problem (3).
2. Stochastic Proximal Point algorithm
In the following section we propose a stochastic iterative scheme for solving the problem (4)
and analyze its convergence behaviour towards the optimal set of the original problem (3).
For this purpose, we denote the prox operator corresponding to f(·; ξ) with:
zµ(x; ξ) = arg min
z∈Rn
F (z; ξ) +
1
2µ
‖z − x‖2.
In particular, when F (x; ξ) = IXξ(x) the prox operator becomes the projection operator
zµ(x; ξ) = πXξ(x). Indeed, given a fixed µ > 0, by applying the pure constant stepsize SGD
to solve (4) it is easy to observe that:
xk+1 = xk − µ∇Fµ(xk; ξk) = zµ(xk; ξk).
Following the equivalence of the prox and projection operators on feasibility problems, the
above algorithm might be interpreted as a natural generalization of RAP (see e.g. [4]). Since
in general X∗µ 6= X∗, the smoothing parameter should be decreased in order to guarantee
convergence towards the minimizer of the original problem.
Let x0 ∈ Rn be a starting point and {µk}k≥0 be a nonincreasing positive sequence of step-
sizes.
6
Stochastic Proximal Point (SPP) (x0, {µk}k≥0) : For k ≥ 1 compute
1. Choose randomly ξk ∈ Ω w.r.t. probability distribution P
2. Update: xk+1 = zµk(x
k; ξk).
Note that there are many practical cases when the prox operator zµ can be computed easily or
even has a closed form. To exemplify a few:
(i) the least-square loss F (x; ξ) = 12 (a
T
ξ x− bξ)2, zµ(x; ξ) = x−
µ(aTξ −bξ)
1+µ‖aξ‖2 aξ;
(ii) regularized hinge-loss F (x; ξ) = max{0, aTξ x − bξ} + λ2 ‖x‖22, zµ(x; ξ) =
1
1+λµ (x− µaξs), where s = π[0,1]
(
1−λµ
µ(1+λµ)
aTξ x
‖aξ‖2 −
1+λµ
µ
b
‖aξ‖2
)
.
(iii) halfspace:Hξ = {x : aTξ x ≤ bξ}, F (x; ξ) = IHξ(x), zµ(x; ξ) = x−
max{0,aTξ x−bξ}
‖aξ‖2 aξ.
2.1. Preliminary results
We derive first some simple auxiliary results, we will be intensively used in the sequel. By
returning to the CFP framework (5), we define the linear regularity property.
Definition 2.1. Let {Xξ}ξ∈Ω be convex sets with nonempty intersection X =
⋂
ξ∈Ω
Xξ . They
are linearly regular with constant κ > 0 if:
κdist2X(x) ≤ E
[
dist2Xξ(x)
]
∀x ∈ Rn. (6)
Further we present bounds on the gap between the smooth approximations and the optimal
values of the objective function.
Lemma 2.2. Given µ > 0, let {Xξ}ξ∈Ω be some convex sets satisfying linear regularity with
constant κx > 0 and recall F (x) = f(x) + E[IXξ(x)]. Then the following relations hold:
(i) Fµ(x) ≤ F (x) ∀x ∈ Rn,
(ii) F ∗ − Fµ(x) ≤ µ2E
[‖gF (x∗; ξ)‖2] ≤ µ2S∗F ∀x ∈ Rn.
(iii) F ∗ − Fµ(x) ≤ E
[µ
2 ‖gf (x∗; ξ)‖2
]
+ µ2κ‖gf (x∗)‖2 ∀x ∈ Rn.
Proof. It is straightforward that
Fµ(x; ξ) = min
z∈Rn
F (z; ξ) +
1
2µ
‖z − x‖2 ≤ F (x; ξ) ∀x ∈ Rn.
By taking expectation w.r.t. ξ in both sides we get (i). In order to prove (ii), let z ∈ Rn. Then,
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given x∗ ∈ X∗ and gF (x∗; ξ) ∈ ∂F (x∗; ξ), by convexity of f(·; ξ) we have:
F ∗ − Fµ(x) = E
[
F (x∗; ξ)− F (zµ(x; ξ); ξ) − 1
2µ
‖zµ(x; ξ)− x‖2
]
≤ E
[
〈gF (x∗; ξ), x∗ − zµ(x; ξ)〉 − 1
2µ
‖zµ(x; ξ)− x‖2
]
≤ E
[
〈gF (x∗; ξ), x∗ − x〉+ 〈gF (x∗; ξ), x − zµ(x; ξ)〉 − 1
2µ
‖zµ(x; ξ) − x‖2
]
≤ E
[
〈gF (x∗; ξ), x∗ − x〉+max
z
〈gF (x∗; ξ), x− z〉 − 1
2µ
‖z − x‖2
]
≤ 〈E [gF (x∗; ξ)] , x∗ − x〉+ E
[µ
2
‖gF (x∗; ξ)‖2
]
∀x∗ ∈ X∗,
where we recall that we consider E [gF (x
∗; ξ)] = 0. Therefore, we finally obtain
F ∗ − Fµ(x) ≤ µ
2
E
[‖gF (x∗; ξ)‖2] ≤ S∗F .
which confirms result (ii). For the third part (iii), denote Dµ(x) := E
[
1
2µdist
2
Xξ(x; ξ)
]
and
gf (x
∗) := E [gf (x∗; ξ)] . Then we derive that:
Fµ(x)− F (x∗) = fµ(x)− f(x∗) +Dµ(x) (7)
≥ E
[
〈gf (x∗; ξ), zµ(x; ξ) − x∗〉+ 1
2µ
‖zµ(x; ξ)− x‖2
]
+Dµ(x)
≥ E
[
〈gf (x∗; ξ), zµ(x; ξ) − x〉+ 1
2µ
‖zµ(x; ξ)− x‖2
]
+ E [〈gf (x∗; ξ), x− x∗〉] +Dµ(x)
≥ −E
[µ
2
‖gf (x∗; ξ)‖2
]
+ 〈gf (x∗), x− x∗〉+Dµ(x)
≥ −E
[µ
2
‖gf (x∗; ξ)‖2
]
+ 〈gf (x∗), πX(x)− x∗〉+ 〈gf (x∗), x− πX(x)〉+Dµ(x)
≥ −E
[µ
2
‖gf (x∗; ξ)‖2
]
+ 〈gf (x∗), x− πX(x)〉+Dµ(x)
≥ −E
[µ
2
‖gf (x∗; ξ)‖2
]
− ‖gf (x∗)‖distX(x) + κx
2µ
dist2X(x)
≥ −E
[µ
2
‖gf (x∗; ξ)‖2
]
− µ
2κ
‖gf (x∗)‖2, (8)
where in the fifth inequality we used the optimality conditions: 〈gf (x∗), z − x∗〉 ≥ 0 for all
z ∈ X.
A simple key inequality for the convergence rate results is given in the following lemma.
Lemma 2.3. For any x ∈ Rn, µ > 0, ξ ∈ Ω, the following relation holds:
E
[‖zµ(x; ξ)− z‖2] ≤ ‖x− z‖2 + 2µ (F (z)− Fµ(x)) .
Proof. Note that F (·; ξ) + 12µ‖· − x‖2 is strongly convex with constant 1µ , which further
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yields:
F (z; ξ) +
1
2µ
‖z − x‖2 ≥ F (zµ(x; ξ); ξ) + 1
2µ
‖zµ(x; ξ)− x‖2 + 1
2µ
‖zµ(x; ξ)− z‖2
= Fµ(x; ξ) +
1
2µ
‖zµ(x; ξ)− z‖2, ∀z ∈ Rn.
By taking expectation in both sides, the last relation leads to the above result.
3. Iteration complexity of SPP under prox-quadratic growth
In this section we derive sublinear and linear convergence rates of stochastic proximal point
scheme under various convexity and regularity conditions of the objective function.
Further we derive convergence rate of stochastic proximal point scheme under a general reg-
ularity assumption similar with the functional quadratic growth [5].
Assumption 3.1. The objective function F satisfies prox-quadratic growth property if there
exists positive constants σF,µ and β such that for any µ > 0:
σF,µ
2
dist2X∗(x) ≤ Fµ(x)− F ∗µ + µβ ∀x ∈ Rn. (9)
Moreover, the mapping µ 7→ σF,µ is nonincreasing in µ.
Assumption 3.1 can be interpreted as a generalized quadratic growth since for µ = 0 re-
duces to the well-known pure quadratic growth property for the objective function F , which
has been extensively analyzed in the deterministic setting, see for example [4,14,29,30]. Al-
though in many practical applications the strong convexity does not hold, first-order algo-
rithms exhibit linear convergence under pure quadratic growth and certain additional smooth-
ness conditions [14]. However, for general stochastic first order algorithms the geometric
convergence feature cannot be attained, due to the variance of the chosen stochastic direction.
In [29,30], sublinear convergence of the restarted SGD has been shown under the quadratic
growth property and bounded gradients. A simple look at the particular instance of CFP case
f = 0 will provide more intuition about the Assumption 3.1. Since the right hand side of (6)
is equivalent with F1(x) then, in general, the linear regularity is also recovered by particular
prox-quadratic growth with constants σF,µ =
κ
µ and β = 0. In Section 4 we properly analyze
several well-known classes of functions and prove that they satisfy the Assumption 3.1.
The recurrence which establishes the SPP iteration convergence is given by the following
lemma.
Theorem 3.2. Let Assumptions 1.1 and 3.1 hold. The sequence {xk}k≥0 generated by SPP
satisfies:
E
[
dist2X∗(x
k+1)
]
≤
[
k∏
i=0
(1−µiσF,µ0)
]
dist2X∗(x
0)+(S∗F+2β)
k∑
i=0

 k∏
j=i+1
(1−µjσF,µ0)

µ2i .
Proof. By taking z = πX∗(x
k), µ = µk, x = x
k in Lemma 2.3, then for any x∗µk ∈ X∗µk we
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obtain:
E
[
‖xk+1 − πX∗(xk)‖2
]
≤ ‖xk − πX∗(xk)‖2 + 2µk
(
F (πX∗(x
k))− Fµk(xk)
)
= dist2X∗(x
k) + 2µk
(
F ∗ − Fµk(x∗µk)
)
+ 2µk
(
F ∗µk − Fµk(xk)
)
Lemma 2.2 (i)
≤ dist2X∗(xk) + µ2kE
[‖gF (x∗; ξ)‖2]+ 2µk (F ∗µk − Fµk(xk))
Assumption 3.1
≤ (1− µkσF,µk)dist2X∗(xk) + µ2k
(
E
[‖gf (x∗; ξ)‖2]+ 2β) .
(10)
By observing that ‖xk+1− πX∗(xk)‖ ≥ distX∗(xk+1) then by taking full expectation in both
sides of (10) we get:
E
[
dist2X∗(x
k+1)
]
≤ (1− µkσF,µk)E
[
dist2X∗(x
k)
]
+ µ2k
(
E
[‖gF (x∗; ξ)‖2]+ 2β)
≤ (1− µkσF,µ0)E
[
dist2X∗(x
k)
]
+ µ2k
(
E
[‖gF (x∗; ξ)‖2]+ 2β) ,
where we used that σF,µk ≥ σF,µ0 , since σF,µ is nonincreasing in µ. Now for simplicity if we
denote θk = (1− µkσF,µ0), then we can further derive:
E
[
dist2X∗(x
k+1)
]
≤ θkE
[
dist2X∗(x
k)
]
+ µ2k(S∗F + 2β)
≤
(
k∏
i=0
θi
)
dist2X∗(x
0) + (S∗F + 2β)
k∑
i=0

 k∏
j=i+1
θj

µ2i ,
which confirms our result.
Remark 1. The universal upper bound provided in Theorem 3.2 will be used to generate
sublinear rate for non-interpolation context, i.e. S∗F +β > 0, and linear convergence rates for
constant stepsize SPP under interpolation assumption, i.e. S∗F = β = 0.
3.1. Sublinear convergence rate
The sublinear convergence rate for SPP under the prox-quadratic growth property can be
easily obtained from Theorem 3.2.
Theorem 3.3. Let Assumptions 1.1, 3.1 hold. Also let the decreasing stepsize sequence µk =
µ0
kγ and {xk}k≥0 be the sequence generated by SPP(x0, {µk}k≥0). Then, for any k ≥ 0, the
following relation holds:
(i) If γ ∈ (0, 1) : E[‖xk − x∗‖2] ≤ O
(
1
kγ
)
(ii) If γ = 1 : E[‖xk − x∗‖2] ≤


O ( 1k) if µ0σF,µ0 > e− 1
O ( lnkk ) if µ0σF,µ0 > e− 1
O ( 1k)2 ln(1+µ0σF,µ0 ) if µ0σF,µ0 < e− 1.
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Proof. For simplicity denote θk = (1− µkσF,µ0) , then Theorem 3.2 implies that:
E
[
dist2X∗(x
k+1)
]
≤
(
k∏
i=0
θi
)
dist2X∗(x
0) + S∗F
k∑
i=0

 k∏
j=i+1
θj

µ2i .
By using the Bernoulli inequality 1 − tx ≤ 11+tx ≤ (1 + x)−t for t ∈ [0, 1], x ≥ 0, then we
have:
u∏
i=l
θi =
u∏
i=l
(
1− µ0
iγ
σF,µ0
)
≤
u∏
i=l
(1 + µ0σF,µ0)
−1/iγ = (1 + µ0σF,µ0)
−
u∑
i=l
1
iγ
. (11)
On the other hand, if we use the lower bound
u∑
i=l
1
iγ
≥
u+1∫
l
1
τγ
dτ = ϕ1−γ(u+ 1)− ϕ1−γ(l). (12)
then we can finally derive:
k∑
i=0

 k∏
j=i+1
θj

µ2i = m∑
i=0

 k∏
j=i+1
θj

µ2i + k∑
i=m+1

 k∏
j=i+1
θj

µ2i
(11)+(12)
≤
m∑
i=0
(1 + µ0σF,µ0)
ϕ1−γ(i+1)−ϕ1−γ(k)µ2i + µm+1
k∑
i=m+1

 k∏
j=i+1
(1− µjσF,µ0)

µi
≤ (1 + µ0σF,µ0)ϕ1−γ(m)−ϕ1−γ (k)
m∑
i=0
µ2i +
µm+1
σF,µ0
k∑
i=m+1

 k∏
j=i+1
(1− µjσF,µ0)

 (1− (1− σF,µ0µi))
= (1 + µ0σF,µ0)
ϕ1−γ(m)−ϕ1−γ (k)µ20
m∑
i=0
1
i2γ
+
µm+1
σF,µ0
k∑
i=m+1

 k∏
j=i+1
(1− µjσF,µ0)−
k∏
j=i
(1− µjσF,µ0)


≤ (1 + µ0σF,µ0)ϕ1−γ(m)−ϕ1−γ (k)
m1−2γ − 1
1− 2γ +
µm+1
σF,µ0

1− k∏
j=m+1
(1− µjσF,µ0)


≤ (1 + µ0σF,µ0)ϕ1−γ(m)−ϕ1−γ (k)ϕ1−2γ(m) +
µm+1
σF,µ0
.
By denoting the second constant θ˜0 =
1
1+µ0σF,µ0
, then the last relation implies the following
bound:
E
[
dist2X∗(x
k+1)
]
≤ θ˜ϕ1−γ(k)0 dist2X∗(x0) + θ˜ϕ1−γ(k)−ϕ1−γ(m)0 ϕ1−2γ(m)S∗F +
µm+1
σF,µ0
S∗F .
To derive an explicit convergence rate order we analyze upper bounds on function φ.
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(i) First assume that γ ∈ (0, 12). This implies that 1− 2γ > 0 and that:
ϕ1−2γ
(⌊
k
2
⌋)
≤ ϕ1−2γ
(
k
2
)
=
(
k
2
)1−2γ − 1
1− 2γ ≤
(
k
2
)1−2γ
1− 2γ . (13)
On the other hand, by using the inequality e−x ≤ 11+x for all x ≥ 0, we obtain:
θ˜
ϕ1−γ(k)−ϕ1−γ( k−22 )
0 ϕ1−2γ
(
k
2
)
= e(ϕ1−γ(k)−ϕ1−γ(
k−2
2
)) ln θ˜0ϕ1−2γ
(
k
2
)
≤ ϕ1−2γ
(
k
2
)
1 + [ϕ1−γ(k)− ϕ1−γ(k2 − 1)] ln 1θ˜0
(13)
≤
k1−2γ
21−2γ(1−2γ)
1
1−γ [k
1−γ − (k2 − 1)1−γ ] ln 1θ˜0
=
k1−2γ
21−2γ(1−2γ)
k1−γ
1−γ [1− (16)1−γ ] ln 1θ˜0
=
1− γ
1− 2γ
2γk−γ
21−2γ [1− (16 )1−γ ] ln 1θ0
= O
(
1
kγ
)
.
Therefore, in this case, the overall rate will be given by:
r2k+1 ≤ θO(k
1−γ)
0 r
2
0 +O
(
1
kγ
)
≈ O
(
1
kγ
)
.
If γ = 12 , then the definition of ϕ1−2γ(
k
2 ) provides that:
r2k+1 ≤ θ˜O(
√
k)
0 r
2
0 + θ˜
O(
√
k)
0 O(ln k) +O
(
1√
k
)
≈ O
(
1√
k
)
.
When γ ∈ (12 , 1), it is obvious that ϕ1−2γ
(
k
2
) ≤ 12γ−1 and therefore the order of the conver-
gence rate changes into:
r2k+1 ≤ θ˜O(k
1−γ)
0 [r
2
0 +O(1)] +O
(
1
kγ
)
≈ O
(
1
kγ
)
.
(ii) Lastly, if γ = 1, by using θ˜lnk+10 ≤
(
1
k
)ln 1
θ˜0 we obtain the second part of our result.
A similar convergence rate result can be found [20] under the Lipschitz gradient and strong
convexity assumptions. However, our analysis is much simpler and requires only prox-
quadratic growth, which holds even for some particular nonsmooth non-strongly convex ob-
jective functions.
3.2. Linear convergence rate
In this section we show that we can improve further the convergence rate of SPP scheme
under an additional stronger assumption related to the interpolation setting.
Assumption 3.4. The functional components F (·; ξ) share common minimizers, i.e. for any
x∗ ∈ X∗
0 ∈ ∂F (x∗; ξ) ∀ξ ∈ Ω.
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The interpolation condition is typical for CFPs, where is aimed to find a common point of
a collection of convex sets, i.e. f(·; ξ) = IXξ(·) and X∗ =
⋂
ξ∈ΩXξ . For example in [10],
for the interpolation least-squares problem the linear rate behaviour of SGD has been exten-
sively analyzed. Notice that an immediate consequence of Assumption 3.4 is that given any
optimal x∗ we can find subgradients gF (x∗; ξ) for each ξ such that E
[‖gF (x∗; ξ)‖2] = S∗F =
0,∀x∗ ∈ X∗. Further by taking into account that the Moreau envelope preserves the set of
minimizers corresponding to each functional component, then we have
X∗ = X∗µ and E
[‖∇fµ(x∗; ξ)‖2] = 0 ∀x∗ ∈ X∗, µ > 0.
This fact implies that the decaying stepsize of the SPP iteration is not necessary any more. A
straightforward application of Theorem 3.2 leads to the following constant decrease:
Corollary 3.5. Let Assumption 3.1 hold with β = 0 . If also the Assumption 3.4 holds, then
Theorem 3.2 implies that the sequence {xk}k≥0 generated by constant stepsize SPP satisfies:
E
[
dist2X∗(x
k)
]
≤ (1− µσF,µ)kE
[
dist2X∗(x
0)
]
. (14)
As proved in Section 4, the indicator functions w.r.t. linearly regular sets, the restricted
strongly convex functions and some particularly structured quadratically growing functions
satisfy the Assumption 3.1 with β = O (E[‖gF (x∗; ξ)‖2]), which is possibly vanishing in the
interpolation context when the Assumption 3.4 holds. It seems that using other analysis from
[20,28] cannot be guaranteed that SPP converges linearly in the interpolation settings. The
work [1] is centered on behaviour of vanishing stepsize SPP for interpolation (”easy”) prob-
lems and obtain impressive complexity and stability results. However, we focus on quadratic
growth relaxations of strong convexity assumption which allow the a unified treatment of
interpolation and non-interpolation contexts.
Let us consider CFP case f = 0. In this case the SPP iteration becomes the vanilla RAP:
given x0 ∈ Rn, then for k ≥ 0
1.Choose randomly set ξk
2.Compute: xk+1 = πXξk (x
k).
As we have shown in this case
µσF,µ = κ,
which proves that Corollary 3.5 recovers the widely known linear convergence rate (see [15,
17]):
E
[
dist2X∗(x
k)
]
≤ (1− κ)kE [dist2X∗(x0)] .
4. Function classes satisfying prox-quadratic growth
Further we will enumerate some classes of functions which often proved empirical utility in
the optimization and machine learning literature, and then show for each class that satisfies
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the prox-quadratic growth property. For brevity, we recall our original constrained model (1):
min f(x) = E[f(x; ξ)]
s.t. x ∈ X =
⋂
ζ∈Ω2
Xζ .
As in the previous sections, we will refer to F (x) = E[F (x; ξ)] = f(x) + E[IXζ(x)].
4.1. Quadratically growing functions with linearly regular constraints
A well known strong convexity relaxation which is often used in the linear convergence anal-
ysis of the deterministic first-order methods is the quadratic growth property. In this section
we prove that usual quadratic growth together with a smoothness assumption further implies
the prox-quadratic growth.
Definition 4.1. The function f satisfies quadratic growth with constant σf if the following
relation holds:
f(x)− f∗ ≥ σf
2
dist2X∗(x) ∀x ∈ X.
From convexity of function f we have
〈gf (x), x − πX∗(x)〉 ≥ f(x)− f∗ ≥ σf
2
dist2X∗(x),
which by Cauchy-Schwartz inequality implies:
‖gf (x)‖ ≥
σf
2
distX∗(x) ∀x ∈ X. (15)
Assumption 4.2. Each function f(·; ξ) has Lipschitz continuous gradients with constant Lξ ,
i.e. there exists Lξ such that the following relation holds:
‖gf (x; ξ) − gf (y; ξ)‖ ≤ Lξ‖x− y‖, ∀x, y ∈ Rn.
It is easy to see that under Lipschitz continuity, there exist a relation between norms of gradi-
ents gf and∇fµ.
Lemma 4.3. Let Assumption 4.2, then the following relation holds:
E
[‖gf (x; ξ)‖2
(1 + Lξµ)2
]
≤ E [‖∇fµ(x)‖2] ∀x ∈ Rn.
Proof. Based on the Lipschitz gradient assumption and the triangle inequality we have:
‖gf (x; ξ)‖ ≤ ‖gf (x; ξ)− gf (zµ(x; ξ); ξ)‖ + ‖gf (zµ(x; ξ); ξ)‖
L.c.g.
≤ Lξ‖x− zµ(x; ξ)‖ + ‖gf (zµ(x; ξ); ξ)‖
= (1 + Lξµ)‖∇fµ(x; ξ)‖.
By taking expectation in both sides we obtain the result.
14
Further we derive the prox-quadratic growth relation for the extended function F .
Lemma 4.4. Let Assumption 4.2 hold and suppose that f satisfies quadratic growth with
constant σf . Also assume that the constraints sets {Xξ}ξ∈Ω are linearly regular with constant
κ. Then, the composite objective F satisfies prox-quadratic growth (Assumption 3.1) with
constants:
σF,µ =
σfµκ
σfµ2 + 8(1 + 2κ)(1 + µLmax)2
β = E
[‖gf (x∗; ξ)‖2]+
[
1
κ
+
1
4κ3
(
1 +
σf
4L2max
)2]
‖gf (x∗)‖2,
where Lmax = maxξ∈Ω Lξ.
Proof. We make two central observations. First, using the linear regularity of the feasible set,
it can be easily seen that:
Fµ(x) = fµ(x) + E
[
1
2µ
dist2Xξ(x)
]
≥ E
[
f(x∗; ξ) + 〈gf (x∗; ξ), zµ(x; ξ)− x∗〉+ 1
2µ
‖zµ(x; ξ) − x‖2
]
+
κ
2µ
dist2X(x)
= f∗ + E
[
〈gf (x∗; ξ), zµ(x; ξ)− x〉+ 1
2µ
‖zµ(x; ξ)− x‖2
]
+ 〈gf (x∗), πX(x)− x∗〉+ 〈gf (x∗), x− πX(x)〉+ κ
2µ
dist2X(x)
≥ f∗ − µE [‖gf (x∗; ξ)‖2]+ 1
4µ
E
[‖zµ(x; ξ)− x‖2]
− ‖gf (x∗)‖distX(x) + κ
2µ
dist2X(x)
≥ f∗ − µE [‖gf (x∗; ξ)‖2]+ µ
4
E
[‖∇fµ(x; ξ)‖2]− µ
κ
‖gf (x∗)‖2 + κ
4µ
dist2X(x), (16)
for all x ∈ Rn. In the first inequality we used convexity of f(·; ξ) and in the second the
optimality conditions: 〈gf (x∗), z − x∗〉 ≥ 0 for all z ∈ X, and in the third the inequality
ab ≤ a2α + αb2 , for a = ‖gf (x∗)‖, b = distX(x), α = κ2µ . Now we derive two auxiliary in-
equalities, useful for the final constant bounds. First, using the smoothing gradient inequality
from Lemma 4.3 we obtain:
µ
4
E[‖∇fµ(x; ξ)‖2] ≥ µ
8
E
[‖∇fµ(πX(x); ξ)‖2]− µ
4
E
[‖∇fµ(x; ξ)−∇fµ(πX(x); ξ)‖2]
≥ µ
8
E
[‖∇fµ(πX(x); ξ)‖2]− 1
4µ
dist2X(x)
Lemma 4.3≥ µ
8
E
[‖gf (πX(x); ξ)‖2
(1 + µLξ)2
]
− 1
4µ
dist2X(x)
(15)
≥ σfµ
16(1 + µLmax)2
dist2X∗(πX(x)) −
1
4µ
dist2X(x)
≥ σfµ
32(1 + µLmax)2
dist2X∗(x)−
(
1
4µ
+
σfµ
16(1 + µLmax)2
)
dist2X(x). (17)
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Second, based on similar lines as in the proof of Lemma 2.2(ii), notice that:
fµ(x) ≥ f∗ + E
[
〈gf (x∗; ξ), zµ(x; ξ)− x∗〉+ 1
2µ
‖zµ(x; ξ)− x‖2
]
≥ f∗ − µ
2
E
[‖gf (x∗; ξ)‖2]+ 〈gf (x∗), x− πX(x)〉 + 〈gf (x∗), πX(x)− x∗〉
C.S.≥ f∗ − µ
2
E
[‖gf (x∗; ξ)‖2]− ‖gf (x∗)‖distX(x), (18)
where in the last inequality we used Cauchy-Schwartz inequality and the first order optimality
conditions. By combining (16)-(17)-(18), then we have:
Fµ(x)− F ∗ ≥ σfµ
32(1 + µLmax)2
dist2X∗(x)− µE
[‖gf (x∗; ξ)‖2]− µ
κ
‖gf (x∗)‖2
+
κ
4µ
dist2X(x)−
[
1
4µ
+
σfµ
16(1 + µLmax)2
]
dist2X(x)
l.r.≥ σfµ
32(1 + µLmax)2
dist2X∗(x)− µE
[‖gf (x∗; ξ)‖2]− µ
κ
‖gf (x∗)‖2
+
κ
4µ
dist2X(x)−
[
1
2κ
+
σfµ
2
8κ(1 + µLmax)2
]
(Fµ(x)− F ∗ − (fµ(x)− F ∗))
(18)
≥ σfµ
32(1 + µLmax)2
dist2X∗(x)− µE
[‖gf (x∗; ξ)‖2]− µ
κ
‖gf (x∗)‖2
−
[
1
2κ
+
σfµ
2
8κ(1 + µLmax)2
](
Fµ(x)− F ∗
+
µ
2
E
[‖gf (x∗; ξ)‖2]+ ‖gf (x∗)‖distX(x)
)
+
κ
4µ
dist2X(x),
where in the second inequality we used linear regularity. By transferring all the terms con-
taining Fµ in the left hand side and denoting c =
1
2κ +
σfµ2
8κ(1+µLmax)2
, then we finally obtain:
(1 + c)(Fµ(x)− F ∗) ≥ σfµ
32(1 + µLmax)2
dist2X∗(x)
− (1 + c)µE [‖gf (x∗; ξ)‖2]− (1 + c2)µ
κ
‖gf (x∗)‖2, (19)
which immediately confirms our above result.
Remark 2. In the unconstrained finite case, whenX = Rn,Ω = [m], a well-known class of
problems having quadratic growth is given by:
F (x) := E[g(Aξx; ξ)],
where g(·; ξ) is strongly convex with constant σξ > 0 and has Lipschitz gradients. However,
for completeness we provide the main arguments for proving the property is satisfied. From
the strong convexity property of g(·; ξ) we derive the restricted-strong convexity for each ξ:
g(Aξx; ξ) ≥ g(Aξy; ξ) + 〈∇ATξ g(Aξy; ξ), x − y〉+
σξ
2
‖Aξ(x− y)‖2, ∀x, y ∈ Rn. (20)
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Let x∗1, x
∗
2 ∈ X∗, then setting x = x∗1 and x = x∗2 and by taking expectation in both sides,
results:
F (x∗1) ≥ F (x∗2) + 〈∇F (x∗2), x∗1 − x∗2〉+
1
2
〈x∗1 − x∗2,E[σξATξ Aξ](x∗1 − x∗2)〉
≥ F (x∗2) +
1
2
〈x∗1 − x∗2,E[σξATξ Aξ](x∗1 − x∗2)〉.
Since F (x∗1) = F (x
∗
2), the relation yields that there are unique y
∗
ξ = Aξx
∗ for all x∗ ∈
X∗, ξ ∈ Ω. Therefore, we clearly have that X∗ = {x : Aξx = y∗ξ} and we can use the
Hoffman’s bound to derive: there is κc such that E[‖Aξx − y∗ξ‖2] ≥ κcdist2X∗(x). Using this
fact in (20) with y = x∗ then we reach our conclusion.
For example, linear regression can be casted by the above particular model, i.e.
F (x) = E[(aTξ x− bξ)2].
Notice that we do not assume the interpolation property and thus the model admits systems
Ax = b without solution.
Based on standard arguments from literature, it can be shown that the above unconstrained
model can be further generalized to linear constraints and polyhedral regularization (see [5,
14,30]). Many practical applications can be casted into one these models (see [5,30]), such
as constrained linear regression, LASSO-regularized regression, support vector machine with
polyhedral regularization etc.
4.2. Restricted strongly convex function with general constraints
A slightly more restrictive class of functions is described by the restricted strong convexity
(RSC) property, which has been extensively analyzed in [1,26,28,29]. Notice that in [1] the
authors derive complexity of SPP under RSC of component f(·; ξ) and strong convexity of
F , which might indirectly allow indicator functions. However, our analysis allows using the
linear regularity and deriving better constant bounds.
Definition 4.5. The function f(·; ξ) isMξ−restricted strongly convex if there existsMξ  0
such that
f(x; ξ) ≥ f(y; ξ) + 〈gf (y; ξ), x − y〉+ 1
2
〈x− y,Mξ(x− y)〉, ∀x, y ∈ Rn.
Although it describes the behaviour of each component f(·; ξ), this restricted convexity allows
the elimination of other smoothness assumptions, which for the previous quadratic growth is
not the case. Next, we show that the smoothing function also inherits the restricted strong
convexity with specific parameter.
Lemma 4.6. Let f(·; ξ) be Mξ−restricted strongly convex (RSC). Then, given µ > 0, the
approximation fµ is E
[
Mξ
λmax(I+µMξ)
]
−RSC:
fµ(x) ≥ fµ(y) + 〈∇fµ(y), x− y〉+ 1
2
〈x− y,E
[
Mξ
λmax(I + µMξ)
]
(x− y)〉 ∀x, y ∈ Rn.
Proof. The proof can be found in the appendix.
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Recall the fact that for a strongly convex function with constant σ, its Moreau smoothing
remains strongly convex with constant σ1+µσ , see [23]. Thus it is obvious that the RSC matrix
Mξ
λmax(I+µMξ)
might be regarded as a natural generalization of the previous fact. TheMξ-RSC
property do not require that the functional component f(·; ξ) to be strongly convex since
Mξ  0. However, ifMf = E[Mξ] ≻ 0, then f is λmin(Mf )−strongly convex. Although we
are more interested in the non-strongly convex objective functions, further we also analyze for
completeness the strongly convex case. Moreover, we show that the linear regularity brings
significant advantages when F is strongly convex.
Now we provide the result stating that, under RSC, the extended objective function F satisfies
the prox-quadratic growth property.
Theorem 4.7. Let f(·; ξ) be Mξ−RSC and denote Mˆf = E
[
Mξ
λmax(In+µMξ)
]
. Then the com-
posite function F (x) := E [f(x; ξ)] + E
[
IXζ(x)
]
satisfies the following properties:
(i) Assume that Mf  0, y∗ = M1/2f x∗ is unique for all optimal points x∗ and {Xξ}ξ∈Ω
are linearly regular with constant κ. By denoting Xˆ = {x : M1/2f x = y∗}, assume that the
optimal set is defined by X∗ = X ∩ Xˆ and (Xˆ, {Xξ}ξ∈Ω) are linearly regular with constant
κf,X . Then F satisfies Assumption 3.1 with constants:
σF,µ=
min{1, λmax(Mmax)}
2(1 + µλmax(Mmax))
κf,X , β =
µ
2
(
1 +
2
κ
)
E
[‖gf (x∗; ξ)‖2]+ µ
2κ
‖gf (x∗)‖2,
whereMmax = max
ξ∈Ω
λmax(Mξ).
(ii) IfMf ≻ 0, then F satisfies Assumption 3.1 with constants:
σF,µ = λmin(MˆF ) β =
1
2
E[‖gF (x∗; ξ)‖2].
(iii) If Mf ≻ 0 and {Xξ}ξ∈Ω are linearly regular with constant κ, then F satisfies prox-
quadratic growth assumption 3.1 with constants:
σF,µ = λmin(MˆF ) β =
1
2
E[‖gf (x∗; ξ)‖2] + 1
2κ
‖E[gf (x∗; ξ)]‖2.
Proof. Recall that Fµ(x) = fµ(x) + Dµ(x), where Dµ(x) := E[dist
2
Xξ(x)]. Let x
∗
µ ∈
argminx Fµ(x), x˜
∗
µ = argmin
x∈X
fµ(x) and denote Mˆf = E
[
Mξ
λmax(In+µMξ)
]
. Then, by using
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Lemma 4.6 for Fµ, we obtain:
Fµ(x) = fµ(x) +Dµ(x)
≥ fµ(x˜∗µ) + 〈∇fµ(x˜∗µ), x− x˜∗µ〉+
1
2
〈x− x˜∗µ, Mˆf (x− x˜∗µ)〉+Dµ(x)
= Fµ(x˜
∗
µ) + 〈∇fµ(x˜∗µ), πX(x)− x˜∗µ〉+ 〈∇fµ(x˜∗µ), x− πX(x)〉+
1
2
〈x− x˜∗µ, Mˆf (x− x˜∗µ)〉+Dµ(x)
C.S.≥ Fµ(x˜∗µ)− ‖∇fµ(x˜∗µ)‖distX(x) +
1
2
〈x− x˜∗µ, Mˆf (x− x˜∗µ)〉+Dµ(x)
l.r.≥ Fµ(x˜∗µ)− ‖∇fµ(x˜∗µ)‖distX(x) +
1
2
〈x− x˜∗µ, Mˆf (x− x˜∗µ)〉+
1
2
Dµ(x) +
κ
4µ
dist2X(x)
≥ Fµ(x˜∗µ)−
µ
κ
‖∇fµ(x˜∗µ)‖2 +
1
2
〈x− x˜∗µ, Mˆf (x− x˜∗µ)〉+
1
2
Dµ(x), (21)
where in the second inequality we used Cauchy-Schwartz inequality and in the third we used
linear regularity of feasible sets {Xξ}ξ∈Ω. To bound further the right hand side, we first have
from Lemma 6.1:
‖∇fµ(x˜∗µ)‖2 ≤
2
µ
(
fµ(x˜
∗
µ)− f∗µ
) ≤ 2
µ
(
fµ(x
∗)− f∗µ
)
Lemma 2.2 (i)
≤ 2
µ
(
f(x∗)− f∗µ
) (18)≤ E [‖gf (x∗; ξ)‖2]+ 2
µ
‖gf (x∗)‖distX(x), (22)
where in the last inequality we applied Lemma 2.2(ii) with F = f . Second, by applying (21)
with x = x∗ and by using (22), we obtain:
1
2
〈x∗ − x˜∗µ,Mˆf (x∗ − x˜∗µ)〉 ≤ Fµ(x∗)− Fµ(x˜∗µ) +
µ
κ
E
[‖gf (x∗; ξ)‖2]
≤ F (x∗)− Fµ(x˜∗µ) +
µ
κ
E
[‖gf (x∗; ξ)‖2]
Lemma 2.2 (iii)
≤ µ
2
(
1 +
2
κ
)
E
[‖gf (x∗; ξ)‖2]+ µ
2κ
‖gf (x∗)‖2 (23)
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Combining the upper bounds (22)-(23) into relation (21), we derive:
fµ(x) ≥ fµ(x˜∗µ)−
µ
κ
‖∇fµ(x˜∗µ)‖2 −
1
2
〈x∗ − x˜∗µ, Mˆf (x∗ − x˜∗µ)〉+
1
4
〈x− x∗, Mˆf (x− x∗)〉+ 1
2
Dµ(x)
(22)−(23)
≥ Fµ(x˜∗µ)−
µ
2
(
1 +
2
κ
)
E
[‖gf (x∗; ξ)‖2]− µ
2κ
‖gf (x∗)‖2
− 2
κ
‖gf (x∗)‖distX(x) + 1
2
Dµ(x)
+
1
4
〈x− x∗, Mˆf (x− x∗)〉+ 1
4
Dµ(x)
l.r.≥ Fµ(x˜∗µ)−
µ
2
(
1 +
2
κ
)
E
[‖gf (x∗; ξ)‖2]− µ
κ
(
1
2
+
2
κ2
)
‖gf (x∗)‖2
+
1
4
〈x− x∗, Mˆf (x− x∗)〉+ 1
4
Dµ(x).
Lastly, by taking into account that X∗ = {x∗ : M1/2f x∗ = y∗, x∗ ∈ Xξ, ξ ∈ Ω}, then:
‖Mˆ1/2f (x− x∗)‖2 +Dµ(x)
=
1
1 + µλmax(Mmax)
(
〈x− x∗, [1 + µλmax(Mmax)] Mˆf (x− x∗)〉
+
1 + µλmax(Mmax)
2µ
E[dist2Xξ(x)]
)
≥ 1
1 + µλmax(Mmax)
(
〈x− x∗,E
[
1 + µλmax(Mmax)Mξ
λmax(In + µMξ)
]
(x− x∗)〉
+
λmax(Mmax)
2
E[dist2Xξ(x)]
)
≥ min{1, λmax(Mmax)/2}
1 + µλmax(Mmax)
(
〈x− x∗,Mf (x− x∗)〉+ E[dist2Xξ(x)]
)
≥ min{1, λmax(Mmax)/2}
1 + µλmax(Mmax)
(
‖M1/2f x− y∗‖2 + E[dist2Xξ(x)]
)
l.r.≥ min{1, λmax(Mmax)/2}
1 + µλmax(Mmax)
κf,Xdist
2
X∗(x), ∀x ∈ Rn, (24)
where in the last inequality we have used that X∗ = Xˆ ∩ X and the linear regularity. This
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last argument leads to the final lower bound:
Fµ(x) ≥ Fµ(x˜∗µ)−
µ
2
(
1 +
2
κ
)
E
[‖gf (x∗; ξ)‖2]− µ
κ
(
1
2
+
2
κ2
)
‖gf (x∗)‖2
+
1
4
〈x− x∗, Mˆf (x− x∗)〉+ 1
4
Dµ(x)
(24)
≥ Fµ(x˜∗µ)−
µ
2
(
1 +
2
κ
)
E
[‖gf (x∗; ξ)‖2]− µ
κ
(
1
2
+
2
κ2
)
‖gf (x∗)‖2
+
min{1, λmax(Mmax)/2}
4(1 + µλmax(Mmax))
κf,Xdist
2
X∗(x),
which confirms the constants from part (i). For (ii) and (iii) we commonly derive
Fµ(x) = fµ(x) +Dµ(x)
≥ Fµ(x∗µ) + 〈∇Fµ(x∗µ), x− x∗µ〉+
1
2
〈x− x∗µ, Mˆf (x− x∗µ)〉
≥ Fµ(x∗µ)−
1
2
〈x∗ − x∗µ, Mˆf (x∗ − x∗µ)〉+
1
4
〈x− x∗, Mˆf (x− x∗)〉 (25)
On the other hand, by taking x = x∗ in (25), we get
1
2
〈x∗ − x∗µ,Mˆf (x∗ − x∗µ)〉 ≤ Fµ(x∗)− Fµ(x∗µ)
Lemma 2.2 (i)
≤ F ∗ − Fµ(x∗µ)
Lemma 2.2 (ii)
≤ µ
2
E[‖gF (x∗; ξ)‖2]. (26)
From (25) and (26) we obtain the prox-quadratic growth relation:
Fµ(x) ≥ F ∗µ +
1
4
〈x− x∗, Mˆf (x− x∗)〉 − 1
2
〈x∗ − x∗µ, Mˆf (x∗ − x∗µ)〉
≥ F ∗µ +
λmin(Mˆf )
4
‖x− x∗‖2 − µ
2
E[‖gF (x∗; ξ)‖2] ∀x ∈ Rn,
which confirms result (ii). Lastly if X is linearly regular then, using Lemma 2.2 (iii), (26)
transforms into:
1
2
〈x∗ − x∗µ, Mˆf (x∗ − x∗µ)〉 ≤ F ∗ − Fµ(x∗µ)
Lemma 2.2 (iii)
≤ µ
2
E[‖gf (x∗; ξ)‖2] + µ
2κ
‖gf (x∗)‖2, (27)
and following the same lines as in the previous result (ii), we immediately obtain the con-
stants from (iii).
Remark 3. It is clear that the assumptions of Theorem 4.7 (i) hold for similar models as in
the previous quadratic growth case:
min
x∈Rn
E[g(Aξx; ξ)]
s.t. Cξx ≤ dξ, ∀ξ ∈ Ω.
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where g(·; ξ) is strongly convex with constant σξ > 0 and Ω = {1, · · · ,m}. However, the
Lipschitz gradient assumption is not necessary any more. Since Mξ = A
T
ξ Aξ , using similar
arguments as in Remark 2, we have that there are unique y∗ξ = Aξx
∗ and y∗ = M1/2f x
∗ for
all x∗ ∈ X∗, ξ ∈ Ω. By observing that
M
1/2
f x = y
∗ ⇔ 〈x− x∗,E[ATξ Aξ](x− x∗)〉 = 0 ⇔ Aξx = y∗ξ
we clearly have that X∗ = {x∗ : M1/2f x∗ = y∗, Cξx ≤ dξ, ξ ∈ Ω}.
Remark 4. The other two cases (ii) and (iii) hold for more general optimization problems
such as:
min
x∈Rn
E[g(Aξx; ξ)] + E[h(x; ξ)]
s.t. x ∈ X =
⋂
ζ∈Ω
Xζ ,
where E[ATξ Aξ] ≻ 0 and h(·; ξ) are general convex functions. It is important to observe that,
under restricted strong convexity with Mf ≻ 0, the prox-quadratic growth hold for general
convex constraints, i.e. even if the constraints are not linearly regular. However, we provide a
brief argument for the fact that when the linear regularity condition do not hold, the variance
term E[‖g(x∗; ξ)‖2] might be arbitrarily large.
Assume that Ω = [m] and Xξ = {x : hξ(x) ≤ 0}. Then from the first-order stationarity
conditions we have:
0 ∈ ∂f(x∗) +NX1(x∗) + · · ·+NXm(x∗) ∀x∗ ∈ X∗.
Notice that from these conditions one can derive the KKT optimality conditions ([23]), and
thus yields the primal-dual optimality relation:
∃λ∗ ∈ Rm such that 0 ∈ ∂f(x∗) +
m∑
i=1
λ∗i ∂hi(x
∗) ∀x∗ ∈ X∗,
which implies that the term E[‖g(x∗; ξ)‖2] might be dependent on the norm of the Lagrange
multipliers. In the case when constraint qualifications do not hold, the optimal Lagrange mul-
tipliers might be significantly large, making the β constant from (iii) significantly safer and
smaller over the β from (ii).
In [20], the linear regularity property of the constraint sets was essential to get the sublinear
convergence rates. Also in [29] no regularity assumption is made on the feasible set, but note
that a full projection on the entire feasible set is required at each iteration. This fact can be
prohibitive when many constraints are present.
4.3. Convex feasibility problems
The most intuitive function class in our framework proves to be the indicator functions class,
where f(x; ξ) = 0. Let {Xξ}1≤ξ≤m be a finite collection of convex sets andX = ∩ξXξ 6= ∅.
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Under these terms yields that:
Fµ(x) = E
[
dist2Xξ(x)
]
, F ∗µ = F
∗ = 0, X∗µ = X
∗ = X.
Then, it is easy to see that under the linear regularity assumption, the prox-quadratic growth
property is immediately implied
Fµ(x)− F ∗µ = E
[
1
2µ
dist2Xξ(x)
]
≥ κ
2µ
dist2X(x) ∀x ∈ Rn,
with corresponding constants σF,µ =
κ
µ and β = 0. Most common example of linearly regular
sets are the polyhedral sets. Also in the case when the intersection has nonempty interior and
contains a ball of radius δ, then the linear regularity holds with constant κ dependent on δ,
see [15].
5. Conclusions
We presented novel convergence results for stochastic proximal point algorithm in the (non-
)strongly convex setting. In particular, we show that the prox-quadratic growth assumption
is sufficient to guarantee O ( 1k) convergence rate, in terms of the distance to the optimal
set. Also, linear convergence is recovered for interpolation setting, when SPP becomes RAP
scheme.
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6. Appendix
Lemma 6.1. Let h : Rn → R be convex and having Lipschitz continuous gradient with
constant Lh, then the following relation hold:
‖∇h(x)‖ ≤ 2Lh(h(x)− h(x∗)) ∀x ∈ Rn,
where x∗ ∈ argminx h(x).
Proof. From Lipschitz continuity, we have:
h(y) ≤ h(x) + 〈∇h(x), y − x〉+ Lh
2
‖x− y‖2.
By minimizing both sides over y, we obtain:
h(x∗) ≤ h(x)− 1
2Lh
‖∇h(x)‖2,
which confirms the result.
Lemma 6.2. Let f be continuously differentiable, then f is M−restricted strongly convex if
and only if:
〈∇f(x)−∇f(y), x− y〉 ≥ 〈x− y,M(x− y)〉 ∀x, y ∈ Rn. (28)
Proof. Assume that f isM−restricted strongly convex, then by adding the relation
f(x) ≥ f(y) + 〈∇f(y), x− y〉+ 1
2
〈x− y,M(x− y)
with the same but with interchanged x and y then we obtain the first implication. Next, assume
that (28) holds. By the Mean Value Theorem we have:
f(x) = f(y) +
1∫
0
〈∇f(τx+ (1− τ)y), x− y〉dτ
= f(y) + 〈∇f(y), x− y〉+
1∫
0
1
τ
〈∇f(τx+ (1− τ)y)−∇f(y), τ(x− y)〉dτ
(28)
≥ f(y) + 〈∇f(y), x− y〉+
1∫
0
τ
2
〈x− y,M(x− y)〉dτ
= f(y) + 〈∇f(y), x− y〉+ 1
2
〈x− y,M(x− y)〉dτ,
which confirms the second implication.
proof of Lemma 4.6. From theMξ−restricted strong convexity assumption we have:
〈∇f(x; ξ)−∇f(y; ξ), x− y〉 ≥ ‖x− y‖2Mξ .
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By taking x = zµ(x; ξ) and y = zµ(y; ξ) then the above relation implies:
‖zµ(x; ξ)− zµ(y; ξ)‖2Mξ ≤ 〈∇f(zµ(x; ξ); ξ) −∇f(zµ(y; ξ); ξ), zµ(x; ξ)− zµ(y; ξ)〉
≤ 1
µ
〈x− zµ(x; ξ)− (y − zµ(y; ξ)), zµ(x; ξ)− zµ(y; ξ)〉
≤ 1
µ
〈x− y, zµ(x; ξ)− zµ(y; ξ)〉 − 1
µ
‖zµ(x; ξ)− zµ(y; ξ)‖2.
(29)
After simple manipulations, using the Cauchy-Schwartz inequality the last inequality (29)
further implies:
〈zµ(x; ξ)− zµ(y; ξ),(In + µMξ)(zµ(x; ξ) − zµ(y; ξ))〉 ≤ 〈x− y, zµ(x; ξ)− zµ(y; ξ)〉
= 〈(In + µMξ)−1/2(x− y), (In + µMξ)1/2(zµ(x; ξ) − zµ(y; ξ))〉
C.−S.≤ ‖(In + µMξ)−1/2(x− y)‖‖(In + µMξ)1/2(zµ(x; ξ)− zµ(y; ξ))‖.
(30)
An important consequence of (30) is the following contraction property:
‖(In + µMξ)1/2(zµ(x; ξ)− zµ(y; ξ))‖ ≤ ‖(In + µMξ)−1/2(x− y)‖ ∀x, y ∈ Rn, ξ ∈ Ω.
(31)
Now by using the particular structure of ∇fµ(·; ξ) and that fact that In + µMξ is invertible,
we have:
〈∇fµ(x; ξ)−∇fµ(y; ξ), x− y〉 = 1
µ
‖x− y‖2 − 1
µ
〈zµ(x; ξ)− zµ(y; ξ), x− y〉
=
1
µ
‖x− y‖2 − 1
µ
〈(In + µMξ)1/2 (zµ(x; ξ)− zµ(y; ξ)) , (In + µMξ)−1/2(x− y)〉.
By taking expectation in both sides and also using the Cauchy-Schwartz inequality and the
contraction property (31) we get:
〈∇Fµ(x)−∇Fµ(y), x− y〉
=
1
µ
‖x− y‖2 − 1
µ
E
[
〈(In + µMξ)1/2 (zµ,ξ(x)− zµ,ξ(y)) , (In + µMξ)−1/2(x− y)〉
]
C.S.≥ 1
µ
‖x− y‖2 − 1
µ
E
[
‖(In + µMξ)1/2 (zµ(x; ξ)− zµ(y; ξ))‖‖(In + µMξ)−1/2(x− y)‖
]
(31)
≥ 1
µ
‖x− y‖2 − 1
µ
E
[
‖(In + µMξ)−1/2(x− y)‖2
]
=
1
µ
‖x− y‖2 − 1
µ
〈x− y,E [(In + µMξ)−1] (x− y)〉
=
1
µ
〈x− y, I − E [(In + µMξ)−1] (x− y)〉. (32)
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We further deduce that:
In − (In + µMξ)−1 =
[
In − (In + µMξ)−1
]1/2 [
In − (In + µMξ)−1
]1/2
= [In + µMξ − In]1/2 (In + µMξ)−1/2(In + µMξ)−1/2 [In + µMξ − In]1/2
= µM
1/2
ξ (In + µMξ)
−1M1/2ξ . (33)
By using this bound into (32), then we finally obtain the strong convexity relation:
〈∇Fµ(x)−∇Fµ(y), x− y〉 ≥ 1
µ
〈x− y, In − E
[
(In + µMξ)
−1] (x− y)〉
(33)
≥ 〈x− y,E
[
M
1/2
ξ (In + µMξ)
−1M1/2ξ
]
(x− y)〉
≥ 〈x− y,E [Mξλmin ((In + µMξ)−1)] (x− y)〉. (34)
As the last step of the proof, by observing λmin
(
(In + µMξ)
−1) = 1λmax(In+µMξ) and by
applying Lemma 6.2 with f = Fµ and M = E
[
Mξλmin
(
(In + µMξ)
−1)], makes the con-
nection between (34) and the above result.
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