In this paper we describe a method for enhancing speech that is corrupted by additive background noise varying in time. The proposed nonlinear spectral-subtraction approach is based on sequentially updating the estimated noise per frame and adapting a masking property of the human ear. This speech enhancement method aims to decrease noise perception on the speech voice segments, based on sequential noise estimation that follows changes in the background noise. Furthermore, to enhance speech elements obtained by using the masking effect, we developed an adaptive control of a scaling function, calculated by the regression line using the noise-masking signal-tonoise ratio (NMSNR). Experimental results show that the proposed approach can efficiently remove additive noise related to various types of noise corruption.
Introduction
The well-known basic method of speech enhancement is based on spectral subtraction [1, 2] , which tries to calculate the spectral speech magnitude by subtracting a noise component estimated from the noisy speech and then combines this calculated spectral speech magnitude with the phase of the noisy speech. In previous papers, we proposed an approach to speech enhancement that was based on the introduction of a perceptual criteria using a frequencyweighting filter in a subtractive-type enhancement process [6, 7, 9] . Our previous presented paper suggested that "the noise elements are considered to be masked by the speech power in the formant regions, and, conversely, unmasked in the valleys between the formants. Therefore the gain factor, which decides the amount of estimated noise subtracted from the noisy speech, is controlled to be lower in the formants and higher in the valleys" in 2007 [7] , referred by Chowdhury, F.A. et al. in their paper [8] . On the other hand, conventional spectral subtraction has two major problems: 1) it cannot trace properly the current varying in time of the noise without re-estimating the noise component on consecutive frames; 2) it causes degradation of the speech quality by oversubtracting, because the subtracting factor is used as a large constant value in order to eliminate completely the noise element.
In this paper, we propose a nonlinear spectralsubtraction approach to speech enhancement that consists of updating the estimated noise in each frame sequentially and adapting a masking property of the human ear. This speech enhancement method aims to decrease the noise perception on the speech voice segments, based on the sequential noise estimation that follows the change of background noise. Furthermore, in order to enhance the speech element obtained by using the masking effect, we develop an adaptive control of the scaling function calculated by the regression line using the noise-masking signal-to-noise ratio (NMSNR).
Conventional Spectral Subtraction
Spectral subtraction is performed by subtracting an estimated noise from the noisy speech, as shown in Figure 1 .
Consider a clean speech signal s(i, n) corrupted by an additive stationary noise signal n b (i, n), where i and n denote the index number of the current frame and the sample index per frame, respectively. The noisy speech signal can be expressed as follows:
where N denotes the number of samples in a frame (N = 256 in this paper), and the sampling frequency is 8 kHz. The processing is performed on a frame-by-frame basis in the frequency domain. Frames with an overlap of 50% are used, and Hamming windowing is applied. The enhanced speech short-time magnitude |Ŝ(i, ω)| is obtained by subtracting the noise spectral-magnitude estimate |N b (ω)|, which is estimated during non-speech activity, from the noisy speech short-time magnitude |X(i, ω)|. The spectral-magnitude subtraction of the noise estimate is expressed as follows:
where α c denotes a constant value that controls the amount of the noise estimate. Because the phase of the noisy speech is not modified, the enhanced speech signal is obtained by the inverse-FFT as follows:
In the basic case of the conventional system, the value of α c in Eq. (2) is obtained empirically through simulation until the enhanced speech is perceived to be of a quality that is acceptable to a human listener.
The noise spectral-magnitude estimate |N b (ω)| is generally computed during non-speech activity. However, in the present study, during the first period of 512 msec, the noise spectral-magnitude estimate contained only a noise signal, as shown in Figure 2 . The noise estimate was obtained from the noise sections between the first frame and the M -th frame as follows:
where |N b (i, ω)| is the noise spectral magnitude of the i-th frame, and M = 32 (512 msec / 16 msec overlap). | are calculated as the estimated spectral magnitudes using an exponential smoothing method, where λ B and λ X are forgetting factors that determine how much of the previous estimated noise spectral magnitude is added to the current estimate. Eq. (7) works as a gain filter to extract only the speech-signal element.
Condition to update maximum noise power
The average power of the i-th frame P (i) is calculated by Eq. (9) , where N is the frame length.
By calculating P (i) in each frame, the maximum value of the P (i)s in the first 8 frames is set as P max, which is a standard value for the current noise power. After calculating P max, if Eq. (10) was continuously satisfied within a segment of 8 consecutive frames, the new P max would be updated in order to follow the change of the noise power. Here, T H denotes the threshold value to decide whether P max should be updated.
Characteristics of the forgetting factor λ
, the spectral magnitude of the noisy speech, can be regarded as a noise. |Ẍ(i, ω)| and |Ẍ(i − 1, ω)| denote the spectral magnitudes of the current weighted input and of the noise spectral magnitudes up to the previous frame, respectively. It has been suggested that λ X take a constant value
Speech enhancement using noise masking
Conventional spectral subtraction (SS) subtracts the estimated noise scaled by a value of α c , which is constant in all frequency bands. In speech enhancement by noise masking, the noise-masking signal (NMS) is calculated using the Bark scale and a spreading function, which are a scale for human perception and a mask shape described in Sec. 3.2.2, respectively. The adaptive gain factor α(i, ω) is derived from the ratio between N M S(i, ω) and the estimated noise signal. In our research, we calculated α(i, ω) using a regression line of the noise-masking signal-to-noise ratio, N M SN R(i, ω).
Frequency dividing by Bark scale
The Bark scale denotes a nonlinear frequency scale corresponding to the human ear, in which the resolution at low frequency is higher than that at high frequency. We divided the input speech signal into the frequency bins of the 18 Bark scales, then, for each Bark scale, we extracted the maximum value of the frequency bins. Table 1 and Figure 4 show the frequency divisions of the Bark scale and an example of extracting the maximum values from each division of the Bark scale, respectively.
Spreading function
The frequency of a vowel masks the noise at nearby frequencies. This mask is called a 'Spreading Function' SF (b) and is expressed by Eq. (11). The spreading function SF (b) is used to take into account the masking between different Bark scales, as shown in Figure 5 . Figure 6 indicates the spreading functions scaled SF (b) to each Bark scale in Figure 4 . Figure 7 shows the summation obtained by adding the SF (b)s in Figure 6 . 
Calculation of the noise-masking signal
First of all, a rough estimate of the speech signal is calculated by the conventional subtraction method using the constant scaling factor α c . Next, the 18 maximum values are extracted from the 18 Bark-scale frequency bins that were obtained by calculating the FFT of the rough estimated speech signal, as shown in Figure 4 . Then the 18 spreading functions, scaled by each of the maximum values, are calculated by using the spreading functions of Eq. (11) and Figure 5 , as shown in Figure 6 . Finally, the summation level obtained by adding SF (b) in Figure 6 is calculated, as shown in Figure 7 . We define the summation level as the noise-masking signal, N M S(i, ω). Figure 8 shows an example of the noise-masking signal N M S(i, ω) with the linear frequency index as the horizontal axis. Figure 4 
Calculation of the noise-masking signal-to-noise ratio
We aim to improve the effectiveness of the conventional α(i, ω) by calculating the noise-masking signal-to-noise ratio N M SN R(i, ω) that is expressed in Eq. (12) .
Calculation of α(i, ω) using a regression line
After setting the maximum and minimum values of both N M SN R(i, ω) obtained by 3.2.4 and α to some proper values, we can calculate the new gain factor α(i, ω) by using a regression line, as shown in Figure 9 . Here m and b denote the gradient obtained from Eq. (13) and the intercept from Eq. (14), respectively. Therefore, the new gain factor α(i, ω) can be calculated by Eq. (15).
Performance Evaluation
In order to verify the effectiveness of the proposed method, we carried out a simulation. Clean speech samples spoken by two male and two female speakers were used. The sampling frequency and quantization were 8 kHz and 16 bits, respectively. The noisy speech samples were corrupted with the noise signals from a) car noise, b) noise at an intersection (traffic-like noise), c) noise at an exhibition, d) noise at a concourse, and e) white noise, with the average power varying after 2 sec within the whole length of 4 sec, as shown in Figure 10 .
We compared the performance of the proposed method, with the sequential noise estimate and the noisemasking algorithms, to the performance of the conventional spectral subtraction, with only the sequential noise estimation algorithm. For the common parameters, we set λ B = 0.95, λ X = 0.1, T H = 0.002, and the constant scaling factor α c = 1.5. For the parameters of our proposed algorithm, we set α max = 3, α min = 1, N M SN R max = 30, and N M SN R min = −40.
Spectral-to-distortion ratio
We evaluated the spectral-to-distortion ratio (SDR) that is expressed by Eq. (16) [11] .
Here S(i, ω) is the original speech spectral magnitude, S(i, ω) is the enhanced speech spectral magnitude, and n [·] is the operation of time averaging, respectively. Figure 11 shows the performance, defined as (Proposal SDR) − (Conventional SDR), when varying the segmental signal-to-noise ratio (SNR) from 10 dB to 0 dB, and Figure 12 shows it when varying the segmental SNR from 0 dB to 10 dB. The higher positive value of the proposed SDR means that the performance was improved.
Itakura-Saito distortion error (IS)
We evaluated the Itakura-Saito distortion error (IS), which is one of the objective evaluation methods for speech quality and is expressed by Eq. (17).
Here S(i, ω) andŜ(i, ω) are the original speech spectral magnitude and the enhanced speech spectral magnitude, respectively. K is the analysis frame length of FFT, and L is the total number of frames. Figure 13 shows the performance of (Conventional IS) − (Proposal IS) when varying the segmental SNR from 10 dB to 0 dB. Figure 14 shows the performance of (Conventional IS) − (Proposal IS) when varying the segmental SNR from 0 dB to 10 dB. The higher positive value of the proposed IS means the performance was improved. 
Cepstrum distance (CD)
The cepstrum distance (CD), which is considered to be a human auditory measure, is calculated as follows:
where
n are the cepstrum coefficients of the clean original speech s(n) and the enhanced speechŝ(n) obtained in the simulation, respectively, in the i-th frame, F is the number of speech-activity frames, and N is the number of frequency bins of the FFT analysis frame.
Assessment
As we can see from Figures 11 through 16 , all results indicate that the performance of our proposed method is an improvement over the conventional method under the conditions of varying speech type, background noise, and SNR. The average values for the improvement were 0.62 dB in SDR, 0.57 dB in IS, and 1.29 in CD.
Subjective listening tests confirmed that the proposed enhancement method with the sequential noise estimate and noise masking provides a better result for a human listener compared to the conventional spectral magnitude subtraction with the sequential noise estimate. 
Conclusion
In the present paper, a speech enhancement approach based on the introduction of a sequential noise estimation and a noise-masking algorithm is proposed. Sequential noise estimation allows our method to adapt to a noise environment that varies in time, and a noise-masking algorithm that uses a regression line of a noise-masking signal-to-noise ratio was introduced to attain a better enhanced speech. Experimental results show that the proposed method can efficiently remove additive noise related to various types of noise corruption.
In the future, we will evaluate the performance with various subjective measures, such as the mean opinion score (MOS) and the intelligibility of the enhanced speeches.
