Pore fluids strongly influence the seismic properties of rocks. The densities, bulk moduli, velocities, and viscosities of common pore fluids are usually oversimplified in geophysics. We use a combination of thermodynamic relationships, empirical trends, and new and published data to examine the effects of pressure, temperature, and composition on these important seismic properties of hydrocarbon gases and oils and of brines. Estimates of in-situ conditions and pore fluid composition yield more accurate values of these fluid properties than are typically assumed. Simplified expressions are developed to facilitate the use of realistic fluid properties in rock models.
INTRODUCTION
We will examine properties of the three primary types of Primary among the goals of seismic exploration are the identification of the pore fluids at depth and the mapping of hydrocarbon deposits. However, the seismic properties of these fluids have not been extensively studied. The fluids within sedimentary rocks can vary widely in composition and physical properties. Seismic interpretation is usually based on very simplistic estimates of these fluid properties and, in turn, on the effects they impart to the rocks. Pore fluids form a dynamic system in which both composition and physical phases change with pressure and temperature. Under completely normal in-situ conditions, the fluid properties can differ so substantially from the expected values that expensive interpretive errors can be made. In particular, the drastic changes possible in oils indicate that oils can be differentiated from brines seismically and may even produce reflection bright spots (Hwang and Lellis, 1988; Clark, 1992) . pore fluids: hydrocarbon gases, hydrocarbon liquids (oils) and brines. Hydrocarbon composition depends on source, burial depth, migration, biodegradation, and production history. The schematic diagram in Figure 1 of hydrocarbon generation with depth shows that we can expect a variety of oils and gases as we drill at a single location. Hydrocarbons form a continuum of light to heavy compounds ranging from almost ideal gases to solid organic residues. At elevated pressures, the properties of gases and oils merge and the distinction between the gas and liquid phases becomes meaningless. Brines can range from nearly pure water to saline solutions of nearly 50 percent salt. In addition, oil and brine properties can be dramatically altered if significant amounts of gas are absorbed. Finally, we must be concerned with multiphase mixtures since reservoirs usually have substantial brine saturations. Numerous mathematical models have been developed that describe the effects of pore fluids on rock density and seismic velocity (e.g., Gassmann, 1951; Biot, 1956a, b and Kuster and Toksoz, 1974 ; O' Connell and Budiansky, 1974; Mavko and Jizba, 1991) . In these models, the fluid density and bulk modulus are the explicit fluid parameters used. In addition, fluid viscosity has been shown to have a substantial effect on rock attenuation and velocity dispersion (e.g., Biot, 1956a Jones, 1986; Vo-Thanh, 1990 ). Therefore, we present density, bulk modulus, and viscosity for each fluid type. Many rock models have been applied directly in oil exploration, and expressions to calculate fluid properties can allow these more realistic fluid characteristics to be incorporated.
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The densities, moduli (or velocities), and viscosities of typical pore fluids can be calculated easily if simple estimates of fluid type and composition can be made. We present simplified relationships for these properties valid under most exploration conditions, but must omit most of the mathematical details. The most immediate applications of these properties will be in bright spot evaluation, amplitude versus offset analysis (AVO), log interpretation, and wave propagation models. We will not examine the role of fluid properties on seismic interpretation; neither will we explicitly calculate the effects of fluids on bulk rock properties, since this topic was covered previously (Wang et al., 1990 ). Nor will we consider other pore fluids that are occasionally encountered (nitrogen, carbon dioxide, drilling RELATIVE QUANTITY OF HYDROCARBONS GENERATED-FIG. 1. A schematic of the relation of liquid and gaseous hydrocarbons generated with depth of burial and temperature (modified from Hedberg, 1974; and Sokolov, 1968) . A geothermal gradient of 0.0217"Um is assumed. fluids, etc.) Even though our analyses can be further complicated by rock-fluid interactions and by the characteristics of the rock matrix, the gas, oil, and brine properties presented here should be adequate for many seismic exploration applications.
GAS
The gas phase is the easiest to characterize. The compounds are relatively simple and the thermodynamic properties have been examined thoroughly. Hydrocarbon gases usually consist of light alkanes (methane, ethane, propane, etc.). Additional gases, such as water vapor and heavier hydrocarbons, will occur in the gas depending on the pressure, temperature, and history of the deposit. Gas mixtures are characterized by a specific gravity, G, the ratio of the gas density to air density at 15.6"C and atmospheric pressure. Typical gases have G values from 0.56 for nearly pure methane to greater than 1.8 for gases with heavier components of higher carbon number. Fortunately, when only a rough idea of the gas gravity is known, a good estimate can be made of the gas properties at a specified pressure and temperature.
The important seismic characteristics of a fluid (the bulk modulus or compressibility, density, and sonic velocity) are related to primary thermodynamic properties. Hence, for gases, we naturally start with the ideal gas law:
where P is pressure, v is the molar volume, R is the gas constant, and T, is the absolute temperature [T, = T ("C) + 273.151. This equation leads to a density p of
where M is the molecular weight. The isothermal compressibility Br is
where the subscript T indicates isothermal conditions. If we calculate the isothermal compressional wave velocity VT we find (4) Hence, for an ideal gas, velocity increases with temperature and is independent of pressure.
To bring this ideal relationship closer to reality, two mitigating factors must be considered. First, since an acoustic wave passes rapidly through a fluid, the process is adiabatic not isothermal. In most solid materials, the dilference between the isothermal and adiabatic compressibilities is negligible. However, because of the larger coefficient of thermal expansion in fluids, the temperature changes associated with the compression and dilatation of an acoustic wave have a substantial effect. Adiabatic compressibility is related to isothermal compressibility through y, the ratio of heat capacity at constant pressure to heat capacity at constant volume; i.e., but only for pure compounds. The approach using pseudoreduced values is preferable for mixtures, and components such as CO2 and N2 can even be incorporated by using molar averaged Tpc and P,,.
7P.S = PT. (5)
Under reasonable exploration pressure and temperature conditions, the isothermal value can differ from the adiabatic by more than a factor of two (Johnson, 1972) . The heat capacity ratio (difficult to measure directly) can be written in terms of the more commonly measured constant pressure heat capacity (C,), thermal expansion (u), isothermal compressibility, and volume (Castellan, 1971 
The modulus can be obtained, therefore, if Z can be adequately described.
The variable composition of natural gases adds a further complication in any attempt to describe their properties. For pure compounds, the gas and liquid phases exist in equilibrium along a specific pressure-temperature curve. As pressure and temperature are increased, the properties of the two phases approach each other until they merge at the critical point. For mixtures, this point of phase homogenization depends on the composition and is referred to as the pseudocritical point with pseudocritical temperature Tpc and pressure P,,. The properties of mixtures can be made more systematic when temperatures and pressures are normalized 
This approximation is adequate as long as P,, and TPr are not both within about 0.1 of unity. As expected, the gas densities increase with pressure and decrease with temperature. However, Figure 2 also demonstrates how the densities are strongly dependent on the composition of the gas mixture. The adiabatic gas modulus KS is also strongly dependent on composition. To complete our description of gas properties, we need to examine viscosity. The viscosity of a simple, single component gas can be calculated using the kinetic theory of molecular motion. This procedure would be similar to our derivation of modulus from the ideal gas law. When the compositions become complex however, more empirical methods must be used. Petroleum engineers have made extensive studies of gas viscosity because of its importance in fluid transport problems (see, for example, Carr et al., 1954; Katz et al., 1959). We will include some simple relationships here although more precise calculations can be made, particularly if there is detailed information on the gas composition.
The viscosity of an ideal gas is controlled by the momentum transfer provided by molecular movement between regions of shear motion. Such a kinetic theory predicts 
PO
This results in numbers of about five for very heavy oils to near 100 for light condensates. This API number is often the only description of an oil that is available. The variable compositions and ability to absorb gases produce wide variations in the seismic properties of oils. However, these variations are systematic and by using p. or the API gravity we can make reasonable estimates of oil properties. If we had a general equation of state for oils, we could calculate the moduli and densities as we did for the gases. Numerous such equations are available in the petroleum engineering literature; but they are almost always strongly dependent on the exact composition of a given oil. In exploration, we normally have only a rough idea of what the oils may be like. In some reservoirs, adjacent zones will have quite distinct oil types. We will, therefore, proceed first along empirical lines based on the density of the oil.
The acoustic properties of numerous organic fluids have been studied as a function of pressure or temperature. (e.g., Rao and Rao, 1959.) Generally, away from phase boundaries, the velocities, densities, and moduli are quite linear with pressure and temperature. In organic fluids typical of crude oils, the moduli decrease with increasing temperature or decreasing pressure. Wang and Nur (1986) did an extensive study of several light alkanes, alkenes, and cycloparaffins. They found simple relationships among the density, moduli, temperature, and carbon number or molecular weight. The velocity at temperature V(T) varies linearly with the change in temperature AT from a given reference temperature.
where V. is the initial velocity at the reference temperature and b is a constant for each compound of molecular weight M.
Similarly, the velocities are related in molecular weight by
where V(T, M) is the velocity of oil of molecular weight M at temperature T, and V. is the velocity of a reference oil of weight MO at temperature To. The variable a, is a positive function of temperature and so oil velocity increases with increasing molecular weight. When compounds are mixed, velocity is a simple fractional average of the end components. This is roughly equivalent to a fractional average of the bulk moduli of the end components. Pure simple hydrocarbons, therefore, behave in a simple and predictable way. We need to extend this analysis to include crude oils which are generally much heavier and have more complex compositions. The general density variation with pressure and temperature has been examined in detail by petroleum engineers (e.g., McCain, 1973) . For an oil that remains constant in composition, the effects of pressure and temperature are largely independent. The pressure dependence is comparatively small and the published data for density at pressure pp can be described by the polynomial pp = p. + (0.00277P -1.71 x lo-' P3)(po -1.15)' + 3.49 x 10P4P.
The effect of temperature is larger, and one of the most common expressions used to calculate the in-situ density was developed by Dodson and Standing (1945 
The results of these expressions are shown in 
where V is velocity in m/s. Using this relationship with the density from equation (19), we get the oil modulus shown in Figure 7 .
As an alternative approach, we could derive the velocity and adiabatic modulus using pressure-volume-temperature relationships, such as in equations (18) 6 . However, the analysis is further complicated by the drastic changes in oil composition typical under in-situ conditions. Large amounts of gas or light hydrocarbons can go into solution in crude oils. From the hydrocarbon generation indicated in Figure 1 , large dissolved gas contents should be typical at depth. In fact, very light crude oils are often condensates from the gas phase. We would expect gas saturated oils (live oils) to have significantly different properties than the gas-free oils (dead oils) commonly measured. As an oil is produced, the original single phase fluid will separate into a gas and a liquid phase. The original fluid in-situ is usually characterized by R,, the volume ratio of liberated gas to remaining oil at atmospheric pressure and 15.6"C. The maximum amount of gas that can be dissolved in an oil is a function of pressure, temperature, and composition of both the gas and oil. 
where R, is in Liters/Liter (1 L/L = 5.615 cu ft/BBL) and G is the gas gravity (after Standing, 1962). Equation (21) indicates that much larger amounts of gas can go into the light (high-API number) oils. In fact, heavy oils may precipitate heavy compounds if much gas goes into solution. We have found this equation to occasionally be a more reliable indicator of in-situ gas-oil ratios than actual production records: if a reservoir is drawn down below its bubble point, gas will come out of solution and be preferentially produced. The effect of dissolved gas on the acoustic properties of oils has not been well documented. Sergeev (1948) noted that dissolved gas reduces both oil and brine velocities. He calculated this would change some reservoir reflection coefficients by more than a factor of two. Hwang and Lellis (1988) showed the substantial decrease in moduli and densities of numerous oils with increasing gas content. They attributed several seismic bright spots to the reduced rock velocities resulting from gas-saturated oils. Similarly, Clark (1992) measured the ultrasonic velocity reduction in several oils with increasing gas content. She demonstrated how these live oils can produce dramatic responses in both seismic sections and sonic logs. Because such strong effects are possible, analyses based on dead oil properties can be grossly incorrect.
Seismic properties of a live oil are estimated by considering it to be a mixture of the original gas-free oil and a light liquid representing the gas component. Velocities can still be calculated using equation (20) by substituting a pseudodensity p' based on the expansion caused by gas intake. where po is the density at saturation. At temperatures and pressures that differ from those at saturation, pG must be adjusted using equations (18) effect, oil densities often decrease with increasing pressure or depth as more gas goes into solution. The viscosity of oils increases by several orders of magnitude when p0 is increased (lower API) or temperature is lowered. As temperatures are lowered, oil approaches its glass point and begins to act like a solid. The velocity increases rapidly and the fluid becomes highly attenuating (Figure 9 ). In the seismic frequency band, this effect can be significant for tar, kerogen, or heavy organic-rich rock (e.g., Monterey formation). For logging, and particularly for laboratory ultrasonic frequencies, this effect can be a problem for produced heavy oils. Even for oils where bulk velocity is still low, the viscous skin depth can be sufficient within the The most common pore fluid is brine. Brine compositions can range from almost pure water to saturated saline solutions. Figure 11 shows salt concentrations found in brines from several wells in Arkansas and Louisiana. Gulf of Mexico area brines often have rapid increases in salt concentration. In other areas, such as California, the concentrations are usually lower but can vary drastically among adjacent fields. Brine salinity for an area is one of the easiest variables to ascertain because brine resistivities are routinely calculated during most well log analyses. Simple relationships convert brine resistivity to salinity at a given temperature (e.g., Schlumberger log interpretation charts, 1977). However, local salinity is often perturbed by ground water flow, shale dewatering, or adjacent salt beds and domes.
pressure over a limited temperature range. Additional data on sodium chloride solutions were provided by Zarembo and Fedorov (1975) , and Potter and Brown (1977) . Using these data, a simple polynomial in temperature, pressure, and salinity can be constructed to calculate the density of sodium chloride solutions.
BRINE
The thermodynamic properties of aqueous solutions have been studied in detail. Keenen et al., (1969) gives a relation for pure water that can be iteratively solved to give densities at pressure and temperature. Helgeson and Kirkham (1974) used these and other data to calculate a wide variety of properties for pure water over an extensive temperature and pressure range. From their tabulated values of density, thermal expansivity, isothermal compressibility, and constant pressure heat capacity, the heat capacity ratio y for pure water can be calculated using equation ( salinity. Their corrections, unfortunately, are limited to 55°C and 1 molal ionic strength (55 000 ppm). We can extend their results by using the data of Wyllie et al., (1956) to 100°C and 150000 ppm NaCl. We could find no data in the high temperature, pressure, and salinity region. As with the gases, since we have an estimate of the heat capacity ratio and the density relation of equation (27) provides us with an equation of state, we could calculate the velocity and modulus at any pressure, temperature, and salinity. However, equation (27) The calculated moduli using equations (27) and (29) are shown in Figure 14 . Gas can also be dissolved in brine. The amount of gas that can go into solution is substantially less than in light oils. Nevertheless, some deep brines contain enough dissolved gas to be considered an energy resource. Culbertson 
where R, is the gas-water ratio at room pressure and temperature. Dodson and Standing (1945) 
where KB is the bulk modulus of the gas-free brine. Equation (32) shows that for a reasonable gas content, say 10 L/L, the isothermal modulus will be reduced by a third. We presume that the adiabatic modulus, and hence the velocity, will be similarly affected. Substantial decreases in brine velocity upon saturation with a gas were reported by Sergeev (1948) . We conclude this description of brines with a brief look at viscosity. Brine viscosity decreases rapidly with temperature but is little affected by pressure. Salinity increases the viscosity, but this increase is temperature dependent. Matthews and Russel(l967) presented curves for brine viscosity at temperature, pressure, and salinity. Kestin 
No pressure effect is considered in this approximation since even at 50 MPa the viscosity is increased only a few percent. Gas in solution lowers brine viscosity; but because much less gas can go into solution than in a light oil, we expect only a small change for live brine viscosity.
The effective modulus of the mixed phase fluid is easily calculable if we assume that the pressures in the two phases are always equal. (We must also assume that there is no mass interchange between the two phases during the passage of a sonic wave; otherwise, the analysis becomes considerably more complex). For any change in pressure, we get a change in each component volume. The well-known and dramatic velocity decrease caused by a small amount of free gas phase is explained by equations (33) and (35). For a small amount of gas, the density of the mixture is dominated by the liquid. However, since the modulus of the gas is so small, even a tiny amount will dramatically affect the inverse relationship in equation (35). Figure 16 shows the modulus of a mixture of brine and free gas as a function of composition and pressure. This behavior is responsible for the seismic reflection bright spot effect over gas deposits. The drop in the mixture modulus as small amounts of a gas phase are introduced is less abrupt at higher pressures because of the increased gas modulus. Thus bright spots detected at greater depths require higher gas saturation. The situation is more complex if we examine mixtures of brine and oil. As oil absorbs gas, its properties approach those of the free gas phase. The modulus of a brine-oil mixture is shown in Figure 17 both for constant composition liquids and for gas-saturated liquids at pressure and temperature. Increasing gas content decreases Koil with increasing pressure. If we compare Figures 16 and 17 , we see that, with increasing pressure (depth) a gas-saturated (live) oil appears much like a gas. Thus, estimates of in-situ pore fluids can be in substantial error when dissolved gas is not considered. Figure 17 indicates how bright spots can be developed off brine/oil interfaces as observed by Hwang and Lellis (1988) and Clark (1992) .
Further, as pore size decreases in a rock, the boundary conditions of our model change. We had assumed that as a wave passes, heat could not be conducted and so the process was adiabatic (even as the frequency is lowered, the wavelength and distance that heat must travel are proportionately increased). In reality, as a wave passes through a mixture of gas and liquid phases, most of the work is done on the gas phase but most of the heat resides in the liquid. Most of the adiabatic temperature changes are in the gas phase. If the particle size of the mixture is small enough, significant heat can be exchanged between the phases. The process is then isothermal and not adiabatic. This effect would lead to frequency dependent rock properties. In any case, since adiabatic and isothermal properties are usually so .close, the results of this effect should be small.
ADDITIONAL CONSIDERATIONS
This analysis of fluid properties has included brines, oils, and gases under pressures and temperatures typically encountered in exploration. By using these properties in such models as those by Gassmann (1951) Another factor neglected in our analysis is surface tension. If a fluid develops a surface tension at an interface, then a phase in a bubble within this fluid will have a slightly higher pressure. For a gas bubble within a brine, PG=PB+z, r (36) where P, and P, are the pressures within the gas and brine, respectively, u is the surface tension, and r is the bubble radius. We see from this equation that as the radius decreases, the pressure inside the bubble could become substantial. As the gas pressure increases, the gas modulus and density increase. At small enough radii, high enough P,, the gas will condense into a liquid. Kieffer (1977) examined this effect for air-water mixtures to evaluate its possible influence on the mechanics of erupting volcanoes and geysers. Her calculations indicated that the effect will become pronounced when the bubble radii go below about 100 angstroms. This is the pore size (and therefore bubble size) found in shales and fine siltstones (Hinch, 1980) . To the extent that this equation remains valid at such small radii, the depression of rock velocity expected from partial gas saturation, as was indicated in Figure 16 , will be precluded from shales. This important topic requires further investigation.
Last, in natural systems, the behavior of the fluids can be much more complex than we have described. Other compounds are often present, either as components of the gases, oils, or brines, or as separate phases. For example, under certain pressures and temperatures, hydrocarbon gases will react with water to form hydrates. The hydrocarbons themselves are usually complex chemical systems with pseudocritical points, retrograde condensation, phase compositional interaction, and other behaviors that can only be described with a far more detailed analysis than we have provided. These subtleties can become important, particularly in reservoir geophysics where fluid identification and phase boundary location are primary concerns.
CONCLUSIONS
The primary seismic properties of pore fluids: density, bulk modulus, velocity, and viscosity, vary substantially but systematically under the pressure and temperature conditions typical of oil exploration. Brines and hydrocarbon gases and oils are the most abundant pore fluids and their properties are usually oversimplified in geophysics. In particular, light oils can absorb large quantities of gas at elevated pressures significantly reducing their modulus and density. This reduction can be sufficient to cause reflection bright spots of oil-brine contacts. With simple estimates of composition and the in-situ pressure and temperature, more realistic properties can be calculated.
