We introduce the integrality number of an integer program (IP) in inequality form. Roughly speaking, the integrality number is the smallest number of integer constraints needed to solve an IP via a mixed integer (MIP) relaxation. One notable property of this number is its invariance under unimodular transformations of the constraint matrix. Considering the largest minor ∆ of the constraint matrix, our analysis allows us to make statements of the following form: there exist numbers τ (∆) and κ(∆) such that an IP with n ≥ τ (∆) many variables and n + κ(∆) · √ n many inequality constraints can be solved via a MIP relaxation with fewer than n integer constraints. Our results also show that for a fixed constraint matrix and objective vector, almost all IPs can be solved via a MIP relaxation with O( √ ∆) many integer constraints.
If W can be chosen such that every optimal vertex of W-MIP A,c (b) is integral, then an optimal vertex of W-MIP A,c (b) also solves IP A,c (b). Notice that Lenstra's algorithm combined with the ellipsoid method can find an optimal vertex of W-MIP A,c (b) in polynomial time when k is fixed (see [14] , also [7, 13] ). This leads us to consider the smallest k for which such a W exists: Our first main result bounds i A,c (b) using two well-studied data parameters. The first of these parameters is the largest minor of A, which we denote by ∆ = ∆(A) := max{| det(B)| : B is a (rank(A) × rank(A)) submatrix of A}.
We use ∆ to denote ∆(A) unless explicitly stated otherwise. Solving IP A,c (b) for bounded values of ∆(A) has been studied extensively over the years with recent renewed interest [1, 2, 17] . The second parameter is the cardinality of the column set of a matrix. For r, ∆ ∈ Z ≥1 define c(r, ∆) := max d : ∃ B ∈ Z r×d with d distinct columns, rank(B) = r, and ∆(B) ≤ ∆ .
Heller [11] and Glanzer et al. [9] showed that c(r, ∆) ≤ r 2 + r + 1 if ∆ = 1 ∆ 2+log 2 log 2 (∆) · r 2 + 1 if ∆ ≥ 2.
(1)
where A 1 ∈ Z n×n satisfies ∆ := ∆(A) = | det(A 1 )| and r := rank(A 2 ).
(a) If r = 0, then i A,c (b) ≤ 6∆ 1/2 + log 2 (∆).
Combining Theorem 1 and (1) yields the following corollary.
Corollary 1. There exist constants τ (∆), κ(∆) > 0 that satisfy the following: if IP A,c (b) has n ≥ τ (∆) many variables and at most n + κ(∆) · √ n many constraints, then it can be reformulated using fewer than n integrality constraints.
The number of distinct columns c(r, ∆) plays an important role in bounding i A,c (b) because we can aggregate equal columns and represent them with a single integer constraint. This is analogous to common aggregation techniques in onerow knapsack problems. In Theorem 1, the value c(r, ·) can be replaced by the number of distinct columns of A 2 , but we present the results in terms of c(r, ·) because (1) then allows us to bound i A,c (b) in terms of r and ∆ only.
Our proof of Theorem 1 is inspired by the notion of affine TU decompositions introduced by Bader et al. [3] . An affine TU decomposition of A is an equation
is totally unimodular and U is an integral matrix. It can be shown that such a decomposition implies that
is an integral polyhedron, and in particular that the optimal vertices are integral. Integral vertices of the latter polyhedron are preserved under unimodular maps, while the property of total unimodularity is not. This implies that affine TU decompositions are not robust under unimodular transformations of A. In contrast, the integrality number is preserved under unimodular maps (see Lemma 2) . We use this fact to create a new homogeneous matrix decomposition that produces integral vertices and is invariant under unimodular maps.
Our proof of Theorem 1 is constructive and provides a method for creating relaxations of IP A,c (b) for general A. This extends the work of Bader et al., who prove hardness results and only describe relaxations for certain examples [3, Section 3] . See also Hupp [12] who investigated computational benefits of affine TU decompositions.
If ∆(A 2 ) ≤ ∆, then Theorem 1 (b) is preferable to Theorem 1 (c). However, in general ∆(A 2 ) could be larger than ∆. In particular, this can occur when r < n because ∆ only bounds the n × n determinants of A rather than all determinants. In this case, Theorem 1 (c) is preferable to Theorem 1 (b). Our proof of Theorem 1 (c) requires an analysis of how the rows of A 2 are associated with the underlying group induced by the rows of A 1 . This group structure can be 'factored' out of the rows of A 2 via a matrix product of the form A 2 = Y A 1 . Using this factorization, we can bound the number of distinct columns of A 2 by bounding the number of distinct columns of Y . One hurdle that we need to overcome is that Y may be fractional, so we cannot apply (1) directly. However, we can extend (1) to matrices whose columns generate large minors but whose rows are generated by a matrix with small minors.
Then Y has at most c(r, ∆) many distinct columns.
The proof of Theorem 1 is constructive and given in Section 2. This construction is efficient if m and ∆ are fixed, and the encoding length of the resulting W is polynomial in the encoding length of A, c, b. Thus, Theorem 1, [1, Lemma 7] , and Lenstra's algorithm show that IP A,c (b) can be solved efficiently when ∆ is fixed and A has no singular n × n submatrices. This recovers [1, Theorem 8] . Theorem 8] . Let A ∈ Z m×n have rank(A) = n and c ∈ Z n . If A has no singular n × n submatrices and ∆ is considered fixed, then there exists a polynomial-time algorithm that solves
The bounds in Theorem 1 grow larger than n when r is larger than √ n. However, it turns out that most problems of the form IP A,c (b) have redundant constraints making it possible to bound i A,c (b) by a function of only ∆. To formalize this, we consider the family of parametrized integer programs
We define the density of right hand sides b in a set A ⊆ Z m to be
The value Pr(A) can be interpreted as the likelihood that the family {IP
However, the functional is not formally a probability measure but rather a lower density function. The functional Pr(·) has been used before to study sparse solutions of IP A,c (b) [5, 15] . Other significant asymptotic results were given by Gomory [10] and Wolsey [18] , who showed that the value function of IP A,c (b) has periodic asymptotic behavior.
Theorem 2 is proved in Section 3. In the proof we find a set G ⊆ Z m such that Pr(G) = 1 and for every b
We also provide an efficient construction for a matrix W such that W-MIP A,c (b) has integer optimal vertices. This allows us to conclude that almost all integer programs in n variables can be solved as a mixed integer problem with only O(∆ 1/2 ) many integer constraints. Corollary 3. Let A ∈ Z m×n and c ∈ Z n . There exists G ⊆ Z m such that Pr(G) = 1, and for every b ∈ G, IP A,c (b) can be solved as a mixed integer program with only O(∆ 1/2 ) many integer constraints.
A consequence of Corollary 3 is that almost all problems can be solved in polynomial time provided ∆ is constant. This consequence can also be derived from classic results by Gomory on the group relaxation [10] . However, his proof uses dynamic programming rather than mixed integer relaxations. To the best of our knowledge, Corollary 3 cannot be derived from his work.
Notation. Denote the largest minor of C ∈ R m×n by The first step in our proof of Theorem 1 is to perform a suitable unimodular transformation to A. The next result, which is proven in the appendix, states that the integrality number is preserved under unimodular transformations.
The particular unimodular transformation that we want to apply is the one that transforms A into Hermite Normal Form. Notice that if we permute the rows of (A b), then the optimization problem IP A,c (b) remains the same. After reordering the constraints of IP A,c (b), there exists a unimodular matrix U such that AU is in Hermite Normal Form (see, e.g., [16] ):
In light of Lemma 2, we assume that A is in Hermite Normal Form for the rest of the section.
We proceed by solving instances of the following problem:
Our use of (3) for bounding i A,c (b) is justified by the following lemma.
Lemma 3. Let W ∈ Z k×n be totally unimodular.
Proof. An optimal vertex z * of W-MIP A,c (b) has the form
where y ∈ Z k , J ⊆ {1, . . . , m}, and |J| = n− k. Because W is totally unimodular and (3) is satisfied, the rows of A J are drawn from the unit rows defining A 1 in (2). This implies the matrix in (5) is unimodular, and z * ∈ Z n by Cramer's Rule. Every optimal vertex of W-
It remains to discuss how to find a totally unimodular matrix W satisfying (3) for C ∈ R p×n . We could choose W to be I n . However, we want k to be as small as possible. In order to find W with fewer rows, we write Figure 1 gives examples of B and T . Every column u ∈ C can be written as u = v + t for some v ∈ B and t ∈ T ∪ {0}. If many representations exist, then choose one. We can write C as
W B ∈ {0, 1} |B|×n , and W T ∈ {0, 1} |T |×n . Note W T has |T | rows rather than |T | + 1 because any column of C that is in B can be represented without T . The benefit of creating W using (7) is that it only has |B| + |T | rows. Thus, if the box B and the translation set T are small, then W has few rows. We refer to the construction of B and T using an oracle called Boxes(C). We ensure W has full row rank by removing linearly dependent rows. Lemma 4 shows that W constructed in this way is totally unimodular. The proof is in the appendix. In order to prove Theorem 1 we use two specific constructions of B and T . The first construction solves (3) for C = A 1 I .
where
Lemma 5. The sets B and T defined in (8) satisfy (6) . Also, k 1 , . . . , k ℓ can be chosen such that |B| + |T | ≤ 6∆ 1/2 + log 2 (∆), where ∆ = ℓ i=1 α i . For the rest of this section we use W I to denote the totally unimodular matrix derived from Construction 1 and Lemma 5. We also use B I and T I to denote the corresponding box and translation set. By Lemma 5 W I has |B I | + |T I | ≤ 6∆ 1/2 + log 2 (∆) many rows and Proof (of Theorem 1 (a) ). This follows directly from Lemma 3 and (9).
⊓ ⊔
In order to prove Theorem 1 (b), we need to solve (3) for C = A 2 . Our construction is a simple enumeration of the distinct columns of A 2 . It is not difficult to combine Constructions 1 and 2 in order to solve (3) for C in (4). We state this as a lemma without proof.
If W ∈ Z k×n is constructed using (7) and (B, T ), then W solves
We are now prepared to prove Theorem 1 (b). 1 (b) ). Let B I , T I , and W I be as in (9) . Let A 2 ∈ Z r×n be any submatrix of A 2 with rank(A 2 ) = r. Thus, there exists V 2 ∈ R (m−n)×r such that
Proof (of Theorem
The number of distinct columns of A 2 is bounded by c(r, ∆(A 2 )).
Construction 2 yields a nonempty box B 2 of size at most c(r, ∆(A 2 )), an empty translation set T 2 , and a totally unimodular 
is at least n, then ∆(A 2 ) is the maximum over all n × n determinants of A 2 and thus ∆(A 2 ) ≤ ∆(A) = ∆. However, if r < n, then ∆(A 2 ) may be significantly larger than ∆. This follows from the fact that an r × r determinant of A 2 is a linear combination of r × r determinants of A from the Cauchy-Binet formula on the system A 2 = Y A 1 . Nevertheless, the number of distinct columns of A 2 can still be bounded by c(r, ∆) rather than c(r, ∆(A 2 )). To motivate why this is true, we note that the parallelepiped generated by the rows of A 1 induces a group on Z n of size ∆, and Y contains the coordinates mapping these group elements to the rows of A 2 . This mapping allows us to view distinct columns of A 2 as distinct columns of Y . We can bound distinct columns of Y using the group structure induced by A 1 . This is Lemma 1.
Proof (of Lemma 1). Define
The set {g ⊺ A 1 : g ∈ Π} is the additive quotient group of Z n factored by the rows of A 1 , and Π is isomorphic to this group. The identity element of Π is 0. The group operation of Π is addition modulo 1. It is known that |Π| = ∆ and for all z ∈ Z n there exists a unique g ∈ Π and w ∈ Z n such that z ⊺ = g ⊺ + w ⊺ A 1 (see, e.g., [4, §VII] ). Because Y A 1 ∈ Z r×n , this implies that there exist G ∈ R r×n and V ∈ Z r×n such that the rows of G are in Π and Y A 1 = G + V .
The rows G 1 , . . . , G r of G form a sequence of nested subgroups
The definition of α i implies that there are integers β 1 i , . . . , β i−1 i such that
We create a lower-triangular matrix E ∈ Z r×r from these linear forms as follows:
where the last inequality follows from Lagrange's Theorem and the fact that {G 1 , . . . , G r } is a subgroup of Π whose order is ∆.
Columns of Y are distinct if and only if the corresponding columns of EY are distinct because E is invertible. An r × r submatrix of EY is of the form EF for an r × r submatrix F of Y . The assumption ∆(Y ) ≤ 1 implies | det(F )| ≤ 1. Hence, | det(EF )| = | det(E)| · | det(F )| ≤ ∆ and ∆(EY ) ≤ ∆. The function c(r, ·) is nondecreasing, so c(r, ∆(EY )) ≤ c(r, ∆). The definition of c(r, ∆(EY )) implies EY (and thus Y ) has at most c(r, ∆) many distinct columns.
⊓ ⊔ Theorem 1 (c) ). Recall that we assume that A is in Hermite Normal Form (2) . We construct W satisfying Lemma 3. If we remove linearly dependent rows of A 2 , then W will still satisfy the conditions of the lemma. Thus, we assume A 2 ∈ Z r×n and rank(A 2 ) = r. The matrix A 1 is invertible, so there exist R ∈ R r×(n−ℓ) and Q ∈ R r×ℓ such that A 2 = [R Q]A 1 = [R 0 r×ℓ ] + QA 1 I . Using R and Q we can also rewrite A as
Proof (of
Note that
If (10) was false, then there exists a submatrix D of the matrix in (10) with | det(D)| > 1. The matrix in (10) contains I n , so we can extend D and assume D ∈ R n×n . Notice DA 1 is an n × n submatrix of A with | det(DA 1 )| > | det(A 1 )| = ∆. However, this contradicts the definition of ∆ and proves (10) . By Lemma 1 [R Q] has at most c(r, ∆) many distinct columns. The matrix [R Q 0 r×ℓ ] also has at most c(r, ∆) many distinct columns because ∆([R Q]) = ∆([R Q 0 r×ℓ ]). We can apply Construction 2 with C = [R 0 r×ℓ ] to obtain a box B R , an empty translation set T R , and a totally unimodular matrix W R ∈ Z τ ×n such that |B R | = τ ≤ c(r, ∆) and [R 0 r×ℓ ] = (B R T R )W R . Applying Lemma 6 to W I and W R yields a box B, a translation set T , and a totally unimodular matrix W ∈ Z k×n such that
The latter condition implies there is a submatrix V ∈ R ℓ×k of (B T ) such that A 1 I = V W . Using this and the displayed identity, we see that
Hence, W satisfies the assumptions of Lemma 3 and Let A ∈ Z m×n have rank(A) = n. First, we argue that we can prove Theorem 2 under the assumption that there does not exist a vector x ∈ R n such that Ax ≤ 0 and c ⊺ x > 0.
If (11) is violated, then LP A,c (b) is infeasible or unbounded for every b ∈ Z m . This implies every IP A,c (b) ∈ F A,c is infeasible or unbounded. This also shows that solving IP A,c (b) reduces to testing feasibility, which can be done by solving IP A,0 (b). If c = 0, then (11) is satisfied. Thus, after possibly replacing c with 0, we can assume (11) is satisfied. We assume (11) for the remainder of this paper. Our approach to bound i A,c (b) starts by solving LP A,c (b) and obtaining an optimal LP A,c (b) basis matrix A I . The matrix A I is square, so we can apply Theorem 1 to find a suitable W for which W-MIP AI ,c (b I ) has integer optimal vertices. These vertices may violate constraints A j x ≤ b j for j ∈ {1, . . . , m} \ I. Intuitively, this means the optimal vertices of W-MIP AI ,c (b I ) are close to other facets of LP A,c (b). The next lemma gives a bound on the coefficients b j that ensures the optimal vertices are valid for LP A,c (b) and IP A,c (b). The proof is in the appendix. A set I ⊆ {1, . . . , m} is a basis if |I| = n and rank(A I ) = n, and I is optimal if (A I ) −1 b I is an optimal solution for LP A,c (b). Set ∆ max := ∆ max (A).
is feasible and I ⊆ {1, . . . , m} an optimal LP A,c (b) basis. Let W ∈ Z k×n have rank(W ) = k and assume that z * is an optimal vertex of W-MIP AI ,c (b I ). If A j A −1 I b I + (n∆ max ) 2 < b j for all j ∈ {1, . . . , m} \ I}, then z * is also optimal for W-MIP A,c (b).
Lemma 7 inspires the following definition of G for Theorem 2:
A j A −1 I b I + (n∆ max ) 2 < b j for all optimal bases I of LP A,c (b) and j ∈ {1, . . . , m} \ I .
We now show Pr(Z m \ G) = 0 by showing that Z m \ G is contained in a finite union of hyperplanes in Z m . This is proven with the following lemma in the appendix. 
then we will have proven Pr(G) is defined by a true limit and Pr(G) = 1. The denominator of (13) is (2t + 1) m ; we show the numerator is in O((2t + 1) m−1 ). Lemma 8 implies that |{−t, . . . , t} m ∩ (Z m \ G)| is at most The previous two inequalities imply that |{−t, . . . , t} m ∩ (Z m \ G)| is at most m n (m − n)(n 2 (∆ max ) 3 + 1)(2t + 1) m−1 ∈ O((2t + 1) m−1 ). ⊓ ⊔
