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Abstract—This paper investigates two-terminal interactive
function computation with reconstruction constraints. Each
terminal wants to compute a (possibly different) function of
two correlated sources, but can only access one of the sources
directly. In addition to distortion constraints at the terminals,
each terminal is required to estimate the computed function
value at the other terminal in a lossy fashion, leading to the con-
strained reconstruction constraint. A special case of constrained
reconstruction is the common reconstruction constraint, in
which both terminals agree on the functions computed with
probability one. The terminals exchange information in multiple
rate constrained communication rounds. A characterization of
the multi-round rate-distortion region for the above problem
with constrained reconstruction constraints is provided. To gain
more insights and to highlight the value of interaction and order
of communication, the rate-distortion region for computing
various functions of jointly Gaussian sources according to
common reconstruction constraints is studied.
I. INTRODUCTION
The problem of computing functions of distributed cor-
related information sources arises in different networking
scenarios, such as sensor networks, cloud computing and
smart grids. With limited communication resources, one
important goal is to find the most effective way to operate
the network in order to exchange minimal information while
computing the desired functions with the required accuracy.
For scenarios involving sensitive information, in addition to
regular distortion constraints at the terminals, each terminal
may wish to estimate the function computed at the other
terminals within a certain accuracy. This leads to the con-
strained reconstruction constraint [1]-[2], which as a special
case includes common reconstruction constraint [3] where all
the terminals are required to agree on the computed function
values with probability one.
The classical lossy source coding with side information
problem investigated by Wyner and Ziv [4] involves one-way
communication from the encoder to the decoder and only
considers the distortion incurred in source reconstruction at
the decoder. Steinberg [3] considered an additional constraint
in which the encoder is also required to reproduce the recon-
struction at the decoder exactly, leading to the above common
reconstruction constraint. The setting in [3] suggests that
while the side information at the decoder can be used to
reduce the source rate through the binning process as in the
Wyner-Ziv setting, it cannot be further combined with the
compression index, thereby resulting in a higher distortion
at the decoder. Lapidoth et al [1] extended [3] to allow
for some distortion between the encoder’s and the decoder’s
reconstruction, leading to the constrained reconstruction con-
straint.
While the above papers consider information flow from
the encoder to the decoder only, Ma and Ishwar studied an
interactive communication scenario where the two terminals
exchange information in an alternating fashion for lossy
function computation [5]. The goal, as in the Wyner-Ziv
setting, is to satisfy distortion requirements individually at
each terminal. They showed that although for some functions
there is no need to use multiple rounds of communication,
there are functions for which every additional round of
communication, subject to a fixed total sum rate, further
decreases distortion.
In this paper we consider two terminal interactive function
computation with reconstruction constraints, hence extending
the framework in [1] to take into account interaction and
in [5] to take into account reconstruction constraints. We
assume each terminal computes a different function of the
two sources and reconstructs the function computed by the
other terminal, all subject to distortion constraints. Multiple
rounds of communication are allowed. Communication can
take place in a sequential fashion, where terminals take
turns, or in a simultaneous fashion. We first identify the
general rate-distortion region for this problem. We then
study the Gaussian case with common reconstruction and
compare sequential and simultaneous rate-distortion regions
for different functions. Overall, our results highlight the
importance of interaction under reconstruction constraints.
It is known that the coordination problem of [6] is closely
related to rate-distortion with side information. In particular,
interactive coordination framework of [7] can be used to
study the problem investigated in this paper. Apart from giv-
ing an explicit characterization for the rate-distortion region
with reconstruction constraints, we identify the individual
set of rates for each communication round, while [7] only
considers sum rates.
II. SYSTEM MODEL
We consider a two-terminal interactive function compu-
tation problem with t rounds of communication as shown
in Fig 1. Here the “round” refers to a one-way commu-
nication session between two terminals. Terminal A, TA,
observes source Xn, and terminal B, TB , observes Y n.
The sources are drawn i.i.d ∼ p(x, y). The objective of
Tk is to compute the function Znk = f
(n)
k (X
n, Y n) =
(fk(X1, Y1), . . . , fk(Xn, Yn)), k = A,B in a lossy fashion
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and with reconstruction constraints [1]. Corresponding dis-
tortion measures and constraints will be discussed below.
…
 
Fig. 1. Interactive function computation with t rounds of communication.
The messages sent in t rounds of communication are
denoted as M1, . . . ,Mt. These messages are sent sequen-
tially starting from TA (or TB). Alternatively, assuming t is
even, the terminals can send their messages simultaneously,
with the pair (Mj ,Mj+1), j = 2k − 1, k = 1, 2, . . . , t/2
transmitted at the same time. Below, we define encoding and
decoding functions for sequential transmission starting from
TA; definitions for sequential transmission starting from TB
or for simultaneous transmission similarly follow.
A message sent from TA can depend on Xn and all
previously communicated messages. In a similar manner
each message sent from TB can depend on Y n and all
previous messages. More formally, we can define encoding
functions as follows:
Mj = φ
(n)
j (X
n,M j−1) , j odd;
Mj = φ
(n)
j (Y
n,M j−1) , j even;
where
φ
(n)
j : Xn ×
j−1∏
k=1
Mk 7→ Mj , j odd;
φ
(n)
j : Yn ×
j−1∏
k=1
Mk 7→ Mj , j even.
and Mj = {1, 2, . . . , 2nRj} where Rj is the rate of the j’th
message. We assume M0 = 1 is deterministic. Note that φj
corresponds to the encoding operations at TA, for j odd,
and encoding operations at TB , for j even. After t rounds of
communication, each terminal computes its desired function
using Ψk, k = A,B as follows:
ZˆnA = Ψ
(n)
A (X
n,M t) (1)
ZˆnB = Ψ
(n)
B (Y
n,M t) (2)
Furthermore, each terminal also computes an estimate of the
other terminal’s function using ψk, k = A,B, as follows
WˆnA = ψ
(n)
A (X
n,M t) (3)
WˆnB = ψ
(n)
B (Y
n,M t) (4)
The tuple (φ(n)1 , . . . , φ
(n)
t ,Ψ
(n)
A ,Ψ
(n)
B , ψ
(n)
B , ψ
(n)
A ) is called
an (n,R1, . . . , Rt, DA, DB , DAB , DBA)-code if the pro-
duced sequences ZˆnA, Zˆ
n
B , Wˆ
n
A and Wˆ
n
B satisfy
1
n
n∑
i=1
EdA(ZA,i, ZˆA,i) ≤ DA (5)
1
n
n∑
i=1
EdAB(ZˆA,i, WˆB,i) ≤ DAB (6)
1
n
n∑
i=1
EdB(ZB,i, ZˆB,i) ≤ DB (7)
1
n
n∑
i=1
EdBA(ZˆB,i, WˆA,i) ≤ DBA (8)
where dk(., .) and dkl(., .), k, l = A,B, k 6= l, are single
letter distortion measures and Zk,i = fk(Xi, Yi) is the actual
value of the desired function at Tk, k = A,B. Note that (5)
and (7) are the usual distortion constraints for computing
fk(X,Y ) at Tk, k = A,B, whereas constraints (6) and
(8) are the constrained reconstruction constraints [1]. The
rate and distortion tuple (R1, . . . , Rt, DA, DB , DAB , DBA)
is achievable if for any  ≥ 0 and n sufficiently large
there exist an (n,R1 + , . . . , Rt + ,DA + ,DB +
,DAB + ,DBA + )-code. The set of all achievable
(R1, . . . , Rt, DA, DB , DAB , DBA) is denoted by R(t) and
the constrained-reconstruction rate-distortion region for t-
round interactive communication is given by:
R(t)(DA, DB , DAB , DBA) ,{
(R1, . . . , Rt)|(R1, . . . , Rt, DA, DB , DAB , DBA) ∈ R(t)
}
Similarly, we can define common-reconstruction rate-
distortion region R(t)CR(DA, DB) by replacing conditions (6)
and (8) with
Pr(WˆnB 6= ZˆnA) ≤ n (9)
Pr(WˆnA 6= ZˆnB) ≤ n (10)
where n goes to zero as n→∞.
Remark 1: The above set-ups differ from the interactive
function computation problem of [5] because of the addi-
tional reconstruction constraints (6) and (8), or (9) and (10).
Also, they differ from [1] and [3], where only one round of
communication was considered.
III. MAIN RESULT
In this section, we provide a characterization of the rate-
distortion region for t-round interactive function compu-
tation with reconstruction constraints for general discrete
memoryless sources. Hence we assume the alphabet sets
X ,Y, ZˆA, ZˆB , WˆA and WˆB are all discrete.
Theorem 1: For discrete memoryless sources
(X,Y ) ∼ p(x, y) and for sequential communication
starting from TA, the constrained-reconstruction rate-
distortion region R(t)(DA, DB , DAB , DBA) for computing
functions fA(X,Y ) and fB(X,Y ) is given by the set of all
rate vectors (R1, . . . , Rt) such that for odd j
Rj ≥ I(X;Uj |Y, U j−1), Uj − (X,SA, U j−1)− Y(11)
and for even j
Rj ≥ I(Y ;Uj |X,U j−1), Uj − (Y, SB , U j−1)−X(12)
for some auxiliary random variables Uj ∈ Uj j = 1, . . . , t,
SA ∈ SA and SB ∈ SB where SA−X −Y −SB , such that
there exist decoding functions:
ΨA : X × SA × U t 7→ ZˆA, (13)
ΨB : Y × SB × U t 7→ ZˆB , (14)
ψA : X × SA × U t 7→ WˆA, (15)
ψB : Y × SB × U t 7→ WˆB , (16)
satisfying
EdA(ZA, ZˆA) ≤ DA, (17)
EdAB(ZˆA, WˆB) ≤ DAB , (18)
EdB(ZB , ZˆB) ≤ DB , (19)
EdBA(ZˆB , WˆA) ≤ DBA, (20)
with Zk = fk(X,Y ), k = A,B, ZˆA = ΨA(X,SA, U t),
ZˆB = ΨB(Y, SB , U
t), WˆA = ψA(X,SA, U t), and WˆB =
ψB(Y, SB , U
t). Cardinality of the auxiliary random vari-
able alphabets satisfy |SA| ≤ 2, |SB | ≤ 2, and |Uj | ≤
|X ||SA|
∏j−1
i=1 |Ui| + t − j + 5 for j odd, and |Uj | ≤
|Y||SB |
∏j−1
i=1 |Ui|+ t− j + 5 for j even.
Proof: The proof is provided in Appendix I.
Remark 2: The region for sequential transmission starting
from TB or for simultaneous communication can be obtained
through simple modifications of Theorem 1. Note that in
general, the constrained-reconstruction rate-distortion region
depends on the order of communication. In particular for
simultaneous communication, the rate constraints and the
Markov conditions in (11) and (12) would have to take into
account that in each round the terminals transmit at the same
time.
Remark 3: The auxiliary random variables SA and SB are
defined by extending [2], where a single round of commu-
nication with multiple distortion/reconstruction constraints is
studied. In [2], an auxiliary random variable is needed only
in the reconstruction at the encoder. Due to the symmetry
of our problem, and since both terminals wish to obtain
reconstructions of functions estimated at the other terminal,
we need to use these auxiliary random variables in all
decoding functions.
Remark 4: Note that when the reconstruction constraints
(18) and (20) are removed, cardinality arguments similar
to [2] suggest that |SA| = |SB | = 1. Therefore, the rate-
distortion region in Theorem 1 coincides with that of [5].
Remark 5: Theorem 1 can easily be extended to include
multiple functions of the sources. The cardinality of SA
and SB are upper bounded by the total number of desired
functions at both ends.
Corollary 1: For discrete memoryless sources
(X,Y ) ∼ p(x, y), and for sequential communication
starting from TA, the common-reconstruction rate-distortion
region R(t)CR(DA, DB) for computing functions fA(X,Y )
and fB(X,Y ) is given by
R(t)CR(DA, DB) = R(t)(DA, DB , 0, 0).
Furthermore, to compute R(t)CR(DA, DB) directly for the
nontrivial case where X 6= Y , we can use the region in
Theorem 1 by removing constraints (18) and (20), while
having the decoding functions depend only on U t; i.e.
ZˆA = WˆB = ΨA(U
t), ZˆB = WˆA = ΨB(U t), with
|SA| = |SB | = 1.
Proof: Gu [8], and Jalali and Effros [9] showed that in
any network with any set of bounded distortion metrics, a rate
is achievable for zero distortion between two of the variables,
iff it is achievable with zero probability of error among
the same variables. In other words, lossless reconstruction
is achievable if and only if zero-distortion reconstruction
is achievable. This includes our setting as a special case,
where common reconstruction constraints become equivalent
to constrained reconstruction with DAB = DBA = 0.
To compute R(t)CR(DA, DB) directly, consider distor-
tion metrics dkl(., .), k, l = A,B, k 6= l, such that
dkl(x, y) = 0 iff x = y. Then (18) and (20) with
DAB = DBA = 0 imply that ΨA(X,SA, U t) =
ψB(Y, SB , U
t), with probability 1 and ΨB(Y, SB , U t) =
ψA(X,SA, U
t), with probability 1. Hence, we can argue
that there exist functions hA(U t) and hB(U t) such that
ΨA(X,SA, U
t) = ψB(Y, SB , U
t) = hA(U
t) with proba-
bility 1 and ΨB(Y, SB , U t) = ψA(X,SA, U t) = hB(U t)
with probability 1. Therefore, without loss of generality the
decoders only depend on U t. This also suggests that auxiliary
random variables SA and SB are not necessary and we can
set |SA| = |SB | = 1.
IV. GAUSSIAN SOURCES
In this section, we illustrate the common reconstruction
rate-distortion region, R(t)CR(DA, DB), for jointly Gaussian
sources. We set d(a, b) = (a−b)2 for the distortion functions
in (5) and (7). We first consider linear functions of X and
Y . We then study extensions to other functions.
Theorem 2: Let X and Y be i.i.d. jointly Gaussian
sources, with X ∼ N (0, σ2X) and Y = X + V where V ∼
N (0, σ2V ) is independent of X . For computing functions
ZA = fA(X,Y ) = αAX + βAY and ZB = fB(X,Y ) =
αBX + βBY , the t-round common-reconstruction rate-
distortion region starting from TA, R(t)CR(DA, DB), is given
by:
∑
m odd
Rm ≥ max
k=A,B
{
1
2
log
(
α2kσ
2
Xσ
2
V
Dkσ2Y − κ2y,k
)
,
1
2
log
((
σ2Xσ
2
V
σ2Y
)
Dk + α
2
kσ
2
X − 2αkκx,k
Dkσ2X − κ2x,k
)}
,
∑
m even
Rm ≥ max
k=A,B
{
1
2
log
(
β2kσ
2
Xσ
2
V
Dkσ2X − κ2x,k
)
,
1
2
log
((
σ2V
) Dk + β2kσ2Y − 2βkκy,k
Dkσ2Y − κ2y,k
)}
,
where |κx,k| ≤
√
Dkσ2X and |κy,k| ≤
√
Dkσ2Y , k = A,B.
Proof: We first find a lower bound on sum-rates in each
direction using Corollary 1. From TA to TB we have:∑
m odd
Rm≥
∑
j odd
I(X;Uj |Y, U j−1)
= I(X,U t|Y ) = h(X|Y )− h(X|Y,U t)
= h(X|Y ) + max
k=A,B
[log |αk| − h(αkX|Y,U t)]) (21)
= h(X|Y ) + max
k=A,B
{
log |αk| − h(Zk − Zˆk|Y,U t),
log |αk| − h(Zk − Zˆk|βkY − Zˆk, U t)
}
(22)
≥ h(X|Y ) + max
k=A,B
{
log |αk| − h(Zk − Zˆk|Y ),
log |αk| − h(Zk − Zˆk|Zk − Zˆk − αkX)
}
≥ max
k=A,B
{
1
2
log
(
σ2Xσ
2
V
σ2X + σ
2
V
Dk + α
2
kσ
2
X − 2αkκx,k
Dkσ2X − κ2x,k
)
,
1
2
log
(
α2kσ
2
Xσ
2
V
Dk(σ2X + σ
2
V )− κ2y,k
)}
(23)
where (21) holds because h(αX) = log |α|h(X), and (22)
holds because Zˆk is a function of U t. Finally, (23) follows by
upper bounding the conditional entropies using the fact that
for any given covariance matrix, Gaussian random variables
maximize the entropy. Similarly, we can find the sum-rate
from TB to TA.
We can achieve any rate in this region by two rounds of
communication using the (U1, U2)-pair U1 = X + U˜1 and
U2 = Y +U˜2, where U˜1−X−Y −U˜2 are all jointly Gaussian.
Decoding is done via Zˆk = Wˆl = αkU1+βkU2, k, l = A,B,
k 6= l. Using these variables in Corollary 1 and letting κx,k
be cov
(
(Zk − Zˆk), X
)
and κy,k be cov
(
(Zk − Zˆk), Y
)
, we
obtain the desired achievable region.
Remark 6: The achievability proof of Theorem 2 directly
applies for simultaneous transmission as well. Hence for
computing linear functions of Gaussian sources the order
of communication is not important and one can achieve the
optimal performance by two simultaneous rounds of com-
munication. However, this is not true for arbitrary functions
of Gaussian sources. Consider the functions fA(X,Y ) =
fB(X,Y ) , I(X ≥ Y ) again for (X,Y ) jointly Gaussian
and with common reconstruction constraint, where I(.) is the
indicator function. With sequential communication starting
from TA, by letting R1 to grow unboundedly, the rate pair
(R1, R2) = (∞, 1) will achieve arbitrary small DA and DB .
However, the same rate pair will result in strictly positive
distortions using simultaneous communication.
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Fig. 2. Ratio of the interactive sum rate R∗sum(D), to one-way rate
RCR(D) for computing fA(X,Y ) = c and fB(X,Y ) = X for σ2X = 4
and σ2V = 4.
To illustrate the significance of interaction in achieving the
desired common-reconstruction rate-distortion bounds, we
compare it with the non-interactive setting in [3]. Steinberg
found the common reconstruction rate-distortion region for
estimating X and when only one-way communication from
TA to TB is allowed as:
RCR(D) =
1
2
log
(
σ2X
σ2X + σ
2
V
.
D + σ2V
D
)
.
When the terminals are allowed to interact, the required
sum-rate Rsum(D) to achieve the same distortion can be
found by setting fA(X,Y ) = c and fB(X,Y ) = X ,
with c being a constant, and by minimizing Rsum(D) =∑
m odd Rm +
∑
m even Rm of Theorem 2. Note that by the
proof of Theorem 2 and by Remark 6, having t = 2 rounds
of interaction is sufficient. Let R∗sum(D) = minRsum(D).
One can easily verify that:
R∗sum(D)
RCR(D)
≤ 1
As Figure 2 illustrates for σ2X = 4 and σ
2
V = 4, it can be
shown that this ratio can get arbitrarily close to zero as D
increases, which suggests that interaction can significantly
outperform one-way communication in the presence of com-
mon reconstruction constraints. This is because the common
reconstruction constraint limits the use of the side informa-
tion. In the achievable scheme of [3], side information at TB
enables binning of the compression indices, thereby reducing
the required rate, but cannot be used in the decoding function
to further improve the quality of the estimate. Therefore,
as D increases, the dependence of the performance on
side information decreases. However, if some small rate is
allowed for TB to communicate with TA as in the interactive
case, some limited amount of side information would be
available at both TA and TB , improving the performance
significantly.
V. CONCLUSION
In this paper we have studied the interactive function
computation with reconstruction constraints and charac-
terized the constrained and common reconstruction rate-
distortion regions. We have also evaluated the common-
reconstruction rate-distortion region for linear functions of
Gaussian sources. An interesting observation we have made
is that two simultaneous rounds of communication are opti-
mal in this case. A comparison with one-way communication
has shown that a significant performance improvement is
possible when interaction is allowed.
APPENDIX I
PROOF OF THEOREM 1
The achievability proof is based on random coding and
binning as in [10] and is omitted. We next provide a proof
for the converse. The following lemma will be used without
proof.
Lemma 1: [Convexity and monotonicity of rate-region]
1) R(t)(DA, DB , DAB , DBA) is convex in distortion vec-
tors (DA, DB , DAB , DBA).
2) If Dk ≤ D′k for k ∈ {A,B,AB,BA} then
R(t)(DA, DB , DAB , DBA) ⊆ R(t)(D′A, D′B , D′AB , D′BA).
The first part of the converse proof follows the standard steps
in [5]. For an odd j we have:
n(Rj + ) ≥ H(Mj)
≥ I(Xn;Mj |M j−1, Y n)
=
n∑
i=1
(
H(Xi|Xi−1,M j−1, Y ni )
−H(Xi|Xi−1,M j , Y ni )
)
(24)
=
n∑
i=1
I(Xi;Uj |U1,i, U j−12 , Yi) (25)
Where (24) follows from chain rule and using the Markov
chain Xi − (Xi−1,Mk, Y ni ) − Y i−1 for any k = 1, . . . , t
and any i = 1, . . . , n and (25) holds by defining U1,i ,
(M1, X
i−1, Y ni+1) for i = 1, . . . , n and Uk , Mk for k =
2, . . . , t. Similarly for even j we get:
n(Rj + ) ≥
n∑
i=1
I(Yi;Uj |U1,i, U j−12 , Xi) (26)
It is easy to see that SA,i = Xni+1 and SB,i = Y
i−1 satisfy
Markov chains SA,i −Xi − Yi − SB,i and also
U1,i − (Xi, SA,i)− Yi,
Uj − (Xi, SA,i, U1,i, U j−12 )− Yi, j > 1 odd;
Uj − (Yi, SB,i, U1,i, U j−12 )−Xi, j > 1 even.
for any i = 1, . . . , n.
Let Ψ(n)A,i be the function that maps (X
n,M t) to the ith
symbol of Ψ(n)A (X
n,M t), and DA,i = EdA(ZA,i,Ψ
(n)
A,i)
be the corresponding distortion. Therefore, 1n
∑n
i=1DA,i ≤
DA. Similarly let Ψ
(n)
B,i, ψ
(n)
A,i , and ψ
(n)
B,i be the i
th symbol
of the corresponding functions with single letter distortions
DB,i, DAB,i, and DBA,i. We define decoding functions
ΨA,i(Xi, SA,i, U1,i, U
t
2) , Ψ
(n)
A,i(X
n,M t),
ΨB,i(Yi, SB,i, U1,i, U
t
2) , Ψ
(n)
B,i(Y
n,M t),
ψA,i(Xi, SA,i, U1,i, U
t
2) , ψ
(n)
A,i(X
n,M t),
ψB,i(Yi, SB,i, U1,i, U
t
2) , ψ
(n)
B,i(Y
n,M t).
To finish the proof we define
Rj,i(DA,i, DB,i, DAB,i, DBA,i) ,{
I(Xi;Uj |U1,i, U j−12 , Yi), j odd;
I(Yi;Uj |U1,i, U j−12 , Xi), j even.
We have
Rj,i(DA,i, DB,i, DAB,i, DBA,i) ∈
R(t)j (DA,i, DB,i, DAB,i, DBA,i)
where R(t)j (DA,i, DB,i, DAB,i, DBA,i) is the jth compo-
nent of R(t)(DA,i, DB,i, DAB,i, DBA,i). Then
n(Rj + ) ≥
n∑
i=1
Rj,i(DA,i, DB,i, DAB,i, DBA,i)
≥ nRj
(
1
n
n∑
i=1
DA,i,
1
n
n∑
i=1
DB,i,
1
n
n∑
i=1
DAB,i,
1
n
n∑
i=1
DBA,i
)
(27)
≥ nRj( DA, DB , DAB , DBA) (28)
Where (27) and (28) follow from Lemma 1, convexity and
monotonicity of the rate-region, respectively. Therefore Rj
should also be inR(t)j (DA, DB , DAB , DBA), completing the
converse.
The cardinality of SA and SB can be upper bounded using
techniques similar to [2]. Moreover, by considering super-
sources (X,SA) and (Y, SB), and using similar arguments
as [5], and taking into account that we have two extra re-
construction conditions to satisfy, we can get the cardinality
bounds for Uj , j = 1, . . . , t.
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