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Introduction
In the modern information age, analysis of large data sets is an integral part of both scientific research and practical problem-solving. In particular, high-dimensional time series analysis is commonplace in many fields including, among others, finance, economics, environmental and medical studies. For example, understanding the dynamics of the returns of large number of assets is the key to asset pricing, portfolio allocation, and risk management. Panel time series are frequently encountered in studying economic and business phenomena. Environmental time series are often of a high dimension because of the large number of indices monitored across many different locations. However the standard multiple time series models such as vector AR or vector ARMA are not practically viable when the dimension of time series p is high, as the number of parameters involved is in the order of p 2 . Furthermore, one may face a serious model-identification problem in a vector ARMA model. In fact the vector ARMA model has hardly been used in practice without further regularization in its matrix coefficients. Therefore dimensionreduction is an important step in order to achieve an efficient and effective analysis of high-dimensional time series data. In relation to the dimension-reduction for independent observations, the added challenge here is to retain the dynamical structure of time series.
Modeling by common factors is one of the most frequently used methods to achieve dimension-reduction in analyzing multiple time series. Early attempts in this direction include Anderson (1963) , Priestley et al. (1974) , Brillinger (1981) and Peña and Box (1987) . To deal with the situations when the number of time series p is as large as, or even larger than, the length of the time series n, more recent efforts focus on the inference when p goes to infinity together with n. See, e.g. Chamberlain and Rothschild (1983) , Chamberlain (1983) , Bai (2003) Forni et al. (2000 Forni et al. ( , 2004 Forni et al. ( , 2005 . Furthermore, in analyzing economic and financial phenomena, most econometric factor models seek to identify the common factors such that each of them affects the dynamics of most the original p time series. These common factors are separated from the so-called idiosyncratic noise components; each idiosyncratic noise component may at most affect the dynamics of a few original time series. Note that an idiosyncratic noise series is not necessarily white noise. The rigorous definition of the common factors and the idiosyncratic noise can only be established asymptotically when the number of time series p goes to infinity; see Chamberlain and Rothschild (1983) and Chamberlain (1983) . Hence those econometric factor models are only asymptotically identifiable when p → ∞. See also Forni et al. (2000) .
We adopt a different and more statistical approach in this paper from a dimensionreduction point of view. Our model is similar to those in Peña and Box (1987) , Bai and Ng (2002) , Peña and Poncela (2006) , and Pan and Yao (2008) , and we consider the inference when p is as large as, or even larger than, n. Different from the aforementioned econometric factor models, we decompose the p-dimensional time series into two parts: the dynamic part driven by low-dimensional factors and the static part which is a vector white noise. Furthermore, we allow the future factors to depend on past (white) noise.
Such a conceptually simple decomposition is convenient for both model identification and statistical inference. In fact, the model is identifiable for any finite p. Furthermore the estimation for the factor loading matrix and the factor process itself is equivalent to an eigenanalysis of a p × p non-negative definite matrix. Therefore it is applicable when p is in the order of a few thousands. Our approach is rooted in the same idea on which the methods of Peña and Poncela (2006) and Pan and Yao (2008) were based. However, our method is radically different and is substantially simpler. For example, Peña and Poncela (2006) requires the computation of the inverse of the sample covariance matrix for the data, which is computationally costly when p is large, and is invalid when p > n. (See also Peña and Box (1987) .) Moreover, in contrast to performing eigenanalysis for one autocovariance matrix each time, our method only requires to perform one single eigenanalysis on a matrix function of several autocovariance matrices, and it augments the information on the dynamics along different lags. The method of Pan and Yao (2008) involves solving several nonlinear optimization problems, which is designed to handle non-stationary factors and is only feasible for moderately large p. Our approach identifies factors based on the autocorrelation structure of the data, which, we argue, is more relevant than the least squares approach advocated by Bai and Ng (2002) and Bai (2003) in the context of identifying time series factors.
The major theoretical contribution of this paper is to reveal an interesting and somehow intriguing feature in factor modeling: the estimator for the factor loading matrix of the original p-dimensional time series converges at a rate independent of p, provided that all the factors are strong in the sense that the norm of each column in the factor loading matrix is of order p 1/2 . Our simulation indicates that the estimation errors are indeed independent of p. This result exhibits clearly that the 'curse' is canceled out by the 'blessing' in dimensionality. In the presence of weak factors, the convergence rate of the estimated factor loading matrix depends on p. In spite of this, we have shown that the optimal convergence rate is obtained under some additional conditions on the white noise, which include Gaussian white noise as a special case.
Although we focus on stationary processes only in this paper, our approach is still relevant for the nonstationary processes for which a generalized autocovariance matrix is well-defined; see remark 1(v) in section 3.
The rest of the paper is organized as follows. The model, its presentational issues and the estimation method are presented in section 2. Section 3 introduces the asymptotic properties of the proposed estimation method. Our simulation results are presented in section 4. A detailed analysis of a set of implied volatility data is reported in section 5.
All technical proofs are relegated to section 6.
Models and estimation methodology 2.1 Factor models
Let y 1 , · · · , y n be n p × 1 successive observations from a vector time series process. The factor model assumes
where {x t } is a r × 1 unobserved factor time series which is assumed to be strictly stationary with finite first two moments, A is a p × r unknown constant factor loading matrix, r(≤ p) is the number of factors, and { t } is a white noise with mean 0 and covariance matrix Σ .
We introduce some notation first.
Cov(x t+k , t ), and
The autocovariance matrices Σ (k), Σ ,x (k), and their sample versions are defined in a similar manner. Some assumptions on model 
(E) y t is strictly stationary and ψ-mixing with the mixing coefficients ψ(·) satisfying the condition that t≥1 tψ(t)
Assumption (A) is natural, as all the white noise linear combinations of x t should be absorbed into t . It implies that there exists at least one k ≥ 1 for which Σ x (k) is full ranked. Assumption (B) strengthens this statement for all 1 ≤ k ≤ k 0 , which entails that the non-negative definite matrix L, defined in (2.4) below, has only r positive eigenvalues.
Assumption (C) is also a natural condition which ensures each element in Σ x, (k) and Σ behaves normally when p increases. Assumption (D) relaxes independence assumption between {x t } and { t }, which is present in most factor model literature. It allows future factors to be correlated with past white noise. Finally, assumption (E) is not the weakest possible. The ψ-mixing condition may be replaced by the α-mixing condition at the expenses of more lengthy technical argument.
In this paper, we always assume that the number of factors r is known and fixed.
It is reasonable to assume r fixed while p → ∞, as model (2.1) is practically useful only when r p. There is a large body of literature on the determination of r.
See, for example, Bai and Ng (2002, 2007) , Hallin and Liška (2007) , Pan and Yao (2008) , Bathia et al. (2010) and Lam and Yao (2010) . We use the information criterion proposed by Bai and Ng (2002) to determine r in our numerical examples in section 4. Once such an A is specified, the factor process x t is uniquely defined accordingly. We see the lack of uniqueness of A as an advantage, as we may choose a particular A which facilitates our estimation in a simple and convenient manner. Before we specify explicitly such an A in section 2.3 below, we introduce an index δ to measure the strength of the factors. We always use the notation a b to In fact the convergence is slower in the presence of weak factors. Assumptions (F) and (G) together ensure that all r factors in the model are of the equal strength δ.
Identifiability and factor strength
To facilitate our estimation, we use the QR decomposition A = QR to normalize the factor loading matrix, so that (2.1) becomes
where f t = Rx t , and Q T Q = I r . Note that the pair (Q, f t ) in the above model can be replaced by (QU, U T f t ) for any r × r orthogonal matrix U. In the following section we will specify explicitly such a Q to be used in our estimation.
Estimation
where
Obviously L is a p × p non-negative definite matrix. Now we are ready to specify the factor loading matrix Q to be used in our estimation. Apply the spectral decomposition to the positive-definite matrix sandwiched by Q and Q T on the RHS of (2.4), i.e.
where U is an r×r orthogonal matrix, and D is a diagonal matrix with the elements on the main diagonal in descending order. This leads to L = QUDU
the columns of QU are the eigenvectors of L corresponding to its r non-zero eigenvalues.
We take QU as the Q to be used in our inference, i.e. A natural estimator for the Q specified above is defined as Q = ( q 1 , · · · , q r ), where
orthonormal, and
(2.5) whereȳ = n −1 n t=1 y t . Consequently, we estimate the factors and the residuals respectively by
Asymptotic theory
In this section we present the rates of convergence for the estimators Q for model (2.2), and also for the estimated factor Q f t . It goes without saying explicitly that we may replace some q j by − q j in order to match the direction of 
Both κ max and κ min may be viewed as the measures of the strength of the cross-correlation between the factor process and the white noise.
Theorem 1 Let assumptions (A) -(G) hold, and the r positive eigenvalues of matrix
Remark 1. (i) When all the factors are strong (i.e. δ = 0), Theorem 1(i) reduces to
The standard root-n rate might look too good to be true, as the dimension p goes to infinity together with the sample size n. But this is the case when 'blessing of dimensionality' is at its clearest. Note that the strong factors pool together the information from most, if not all, of the original p component series. When p increases, the curse of dimensionality is offset by the increase of the information from more component series. The condition κ max /p → 0 is very mild. It implies that the linear dependence between the factors and the white noise is not too strong.
(ii) When δ > 0, Theorem 1(i) shows that the stronger the factors are, the faster the convergence rate is. The condition ). This convergence rate is even faster than the rate p
. This is not surprising, as we assume that r is known and we estimate Q by extracting the information on the autocorrelation of the data, including the cross-autocorrelation between {f t } and { t }. See the definition of L in (2.4). However, this may create difficulties for estimating r; see the relevant asymptotic results in Lam and Yao (2010) .
(iv) The assumption that all the non-zero eigenvalues of L are different is not essential, and is merely introduced to simplify the presentation in the sense that Theorem 1 now can deal with the convergence of the estimator for Q directly. Otherwise a discrepancy measure for two linear spaces has to be introduced in order to make statements on the convergence rate of the estimator for the factor loading space M(A); see Pan and Yao (2008) .
(v) Theorem 1 can be extended to the cases when the factor x t in model (2.1) is non-stationary, provided that a generalized sample (auto)covariance matrix
T converges weakly, where α > 1 is a constant. This weak convergence has been established when, for example, {x t } is a two times integrated process (i.e. {x t } is I(2)) by Peña and Poncela (2006) . It can also be proved for other processes with linear trends, random walk or long memories. In this paper we do not pursue further in this direction.
Some conditions in Theorem 1 may be too restrictive. For instance when p n, (I) The distribution of each jt is symmetric. Furthermore E( 2k+1 jt ) = 0, and E(
for all 1 ≤ j ≤ p and t, k ≥ 1, where τ > 0 is a constant independent of j, t, k.
Theorem 2 In addition to the assumptions of Theorem 1, we assume (H) and (I). If
By comparing with Theorem 1, the rates provided in Theorem 2 are improved by a
. This also relaxes the condition on the strength of the factors. For instance, when p n, Theorem 2(i) only requires δ < 1 while Theorem 2(i) requires δ < 1/2.
Theorem 3 If all the eigenvalues of Σ are uniformly bounded from infinity (as p → ∞), it holds that
(3.7)
Theorem 3 specifies the convergence rate for the estimated factors. When all factors are strong (i.e. δ = 0), both Theorems 1 and 2 imply
). Now it follows Theorem 3 that
This is the optimal convergence rate specified in Theorem 3 of Bai (2003) . This optimal rate is still attained when the factors are weaker (i.e. δ > 0) but the white noise fulfils assumptions (H) and (I), as then Theorem 2(i) implies
).
Plugging this into the RHS of (3.7), we obtain (3.8).
Simulation
In this section, we illustrate our estimation method and their properties via two simulated examples.
Example 1. We start with a simple one factor model
where the factor loading matrix A is a p × 1 vector with 2 cos(2πi/p) as its i-th element, and the factor time series is defined as x t = 0.9x t−1 + η t , where η t are independent N (0, 2 2 ) random variables. Hence we have a strong factor for this model with δ = 0.
We set n = 200, 500 and p = 20, 180, 400, 1000. For each (n, p) combination, we generate from the model 50 samples and calculate the estimation errors. The results are listed in Example 2. We consider model (2.1) with three factors now (r = 3). We compare the performance of our estimators with the principle component (PC) method of Bai and Ng (2002) under two different scenarios: (I) t ∼ N (0, I p ), and (II) t ∼ N (0, Σ ), where Σ has elements σ ij following the fractional Gaussian noise, defined by
and H ∈ [0.5, 1] is the Hurst parameter. We set H = 0.9 in (II) to simulate strong cross-sectional dependence for the elements of t , which violates the weak cross-sectional dependence assumption in Bai and Ng (2002) , but is allowed in our setting.
The factors are defined by
x 2,t = −0.7x 2,t−1 + 0.85e 2,t−1 + e 2,t ,
where e i,t are independent N (0, 1) random variables. For each column of A, we generate the first p/2 elements randomly from the U (−2, 2) distribution; the rest are set to zero.
This increases the difficulty in detecting the signals from the factors. We then adjust the strength of the factors by normalizing the columns, setting a i /p
as the i-th column of A with δ 2 = δ 3 .
We estimate Q either using the true number of factors r = 3, or r obtained by minimizing the BIC type of information criterion proposed in Bai and Ng (2002) :
We set n = 100, 200, 400 and p = 200, 400, 800. We use k 0 = 4 in the definition of L in (2.5). The first factor has strength index δ 1 and the last two factors have strength index δ 2 . For each combination of (n, p, δ 1 , δ 2 ), we replicate the simulation 100 times, and calculate the mean and the standard deviation of the root-mean-square error (RMSE):
We also use y
(1)
n to forecast the factor Qf t , where f
n is the one-step predictor for f n derived from a fitted AR(4) model based on f 1 , · · · , f n−1 . We then calculate the mean and standard deviation of the factor forecast error (FFE) and the forecast error (FE): 
It is clear from Table 2 that the information criterion for estimating r performed very well on both methods under scenario (I). The PC method performs better in estimating the factors, reflected by the smaller RMSE in most cases. As n increases the RMSE for the two methods become closer. Moreover, the two methods perform equally well in terms of the forecast errors. Table 3 shows the results under the same scenario when the factors have different strength indices δ 1 and δ 2 , and p = 2n. It is clear that r is estimated very well even in the presence of weak factors, and the relative performance of the two methods is about the same as in Table 2 . Table 4 shows the results under scenario (II). The information criterion leads to overestimation of r for both methods, with a more adverse effect for the PC. Our method outperforms the PC method under this scenario in general for all the measures RMSE, FFE and FE. This is well-expected since { t } exhibits strong cross-sectional dependence, which violates the condition imposed in Bai and Ng (2002) .
Since r is overestimated in all cases in Table 4 , we repeat the simulation with the number of factors set at the true value r = 3. The results are reported in 
.65 (.03) .93 (.43) 1.40 (.40) .59 (.10) .93 (.42) 1.40 (.39) (n, p) = (200, 400) .60 (.03) .82 (.44) 1.29 (.34) .51 (.10) .81 (.44) 1.29 (.34) (n, p) = (400, 800)
.56 (.02) .86 (.56) 1.36 (.45) .42 (.12) .85 (.56) 1.35 (.44) are performing a large number of hypothesis tests, but even still the evidence in favor of unit roots is overwhelming. Therefore, instead of working with W t directly, we choose to work with ∆W t = W t − W t−1 . Our observations are then y t = vec{∆W t }, where 
We perform the factor model estimation on a rolling window of length 100 days, defined from the i-th day to the (i + 99)-th day for i = 1, · · · , 150. The length of the window is chosen so that the stationarity assumption of the data is approximately satisfied. For each window, we compare our method with the PC method by estimating the factor loading matrix and the factor series. For the i-th window, we use an AR model to forecast the (i + 100)-th value of the estimated factor series x
(1) i+100 , so as to obtain a one-step ahead forecast y
i+100 for y i+100 . We then calculate the forecast error for the (i + 100)-th day defined by
Estimation results
In forming the matrix L for each window, we take k 0 = 5 in (2.5) , taking advantage that the autocorrelations are not weak even at higher lags, though similar results (not second to eleventh largest. We obtain similar results for the Bai and Ng (2002) procedure and thus the corresponding graph is not shown.
From this diagram it is apparent that there is one eigenvalue that is much larger than the others for all three companies for each window. We have done automatic selection for the number of factors for each window using the IC criterion by Bai and Ng (2002) introduced in Example 2 in section 4, and a one factor model is consistently obtained for each window and for each company. Hence both methods choose a one factor model over the 150 windows. Bai and Ng (2002) procedure. Green: Taking forecast y 
A simple trading exercise
We use the one-step ahead forecast above to forecast the next day return of the three stocks. Figure 4 shows the plots of return against the estimated factor for all three companies for the data in the first window. Simple linear regression suggests that the slope of the regression lines are significant. Hence we can plug in the one-step ahead forecast of the factor into the estimated linear function to estimate the next day return.
All other windows for the three companies show linear pattern with similar plots, and hence we can do this for all the 150 windows.
After forecasting the return of the (t + 1)-th day, if it is higher than that of the t-th day, we buy $1; otherwise, we sell $1. Ignoring all trading costs, the accumulated return is calculated at the end of the whole time period. This is done for our method and the PC method. For the benchmark procedure, we calculated the average of the price of a stock for the past 5 days, and compare that to the price today. If the average is higher than the price today, we sell $1; otherwise we buy $1. We have two more similar benchmark procedures, which look at the average price of the past 10 and 15 days respectively. Figure 5 shows the results for the three companies. Our method outperforms others for IBM and Microsoft. For Dell, both the returns of our method and the PC method stay flat for around the first 100 days, and then gradually go up to perform similarly to other moving average benchmarks in the end. 
Proofs
Before proving the theorems in section 3, we need to have three lemmas.
Lemma 1 Under model (2.2) with assumptions (A) -(G) in sections 2.1 and 2.2, we
have
Proof. Model (2.2) is an equivalent representation of model (2.1), where
with A = QR and f t = Rx t . With assumptions (F) and (G), the diagonal entries of R are all asymptotic to p
(which is the order of a i ), and the off-diagonal entries are of smaller order. Hence, as r is a constant, using
Ru ,
Ru , we can conclude that
This, together with
where we used assumption (B) to arrive at
We used the inequality AB min ≥ A min · B min for any square matrices A and B, which can be proved by noting
Finally, using assumption (C) that Σ x, (k) = O(1) elementwisely, and that it has rp p elements, we have
denotes the Frobenius norm of the matrix M .
Lemma 2 Under model (2.2) and assumption (E) in section 2.1, we have for
Proof. From (2.1) and (2.2), we have the relation f t = Rx t , where R is an upper triangular matrix with R p 1−δ 2 R min (see the proof of Lemma 1). Then we
Also, the covariance matrix and the sample covariance matrix for {f t } are respectively
which is the rate specified in the lemma. We used the fact that the matrix
has r 2 elements, with elementwise rate of convergence being O(n
) which is implied by assumption (E) and that { t } is white noise. Other rates can be derived similarly using the Frobenius norm as an upper bound.
The following is Theorem 8.1.10 in Golub and Van Loan (1996) , which is stated explicitly since our main theorems are based on this. See Johnstone and Arthur (2009) also.
Lemma 3 Suppose A and A + E are n × n symmetric matrices and that
is an orthogonal matrix such that span(Q 1 ) is an invariant subspace for A (that is,
. Partition the matrices Q T AQ and Q T EQ as follows: 
then there exists a matrix P ∈ R (n−r)×r
such that the columns of Q 1 = (Q 1 + Q 2 P)(I + P
define an orthonormal basis for a subspace that is invariant for A + E.
In the proofs thereafter, we use ⊗ to denote the Kronecker product of matrices, and σ j (M ) to denote the j-th singular value of the matrix M . Hence σ 1 (M ) = M . We use λ j (M ) to denote the j-th largest eigenvalue of M .
Proof of Theorem 1. Under model (2.2), we have shown in section 2.3 that we have LQU = QUD. Since U is an orthogonal matrix, we have
so that we can replace QU with Q and U 
If B is an orthogonal complement of Q, then LB = 0, and To this end, define
Hence, assuming first that κ max = o(p 1−δ ), we have Next, we need to find E L , where we define E L = L − L, with L defined in (2.5).
Then it is easy to see that
Consider for k ≥ 1, using the results from Lemma 1,
Also, for k = 1, · · · , k 0 , using the results in Lemma 2, . Hence, it remains to show (6.9).
To this end, define 1 k the column vector of k ones, and E r,s = ( r , · · · , s ) for r ≤ s.
Since the asymptotic behavior of the three sample means
E k+1,n 1 n−k are exactly the same as k is finite and { t } is stationary, in this proof we take the sample lag-k autocovariance matrix for { t } to be
