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Abstract
The goal of this paper is to study a nonlinear viscoelastic wave equation with strong
damping, time-varying delay and dynamical boundary condition. By introducing suitable
energy and Lyapunov functionals, under suitable assumptions, we then prove a general
decay result of the energy, from which the usual exponential and polynomial decay rates
are only special cases.
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1 Introduction
In this paper, we consider the following problem:


utt −∆u+
∫ t
0
g(t− s)∆u(x, s)ds− α∆ut = 0, x ∈ Ω, t > 0,
u(x, t) = 0, x ∈ Γ0, t > 0,
utt(x, t) = −∂u
∂ν
(x, t) +
∫ t
0
g(t− s)∂u
∂ν
(x, s)ds− α∂ut
∂ν
(x, t)
−µ1ut(x, t)− µ2ut(x, t− τ(t)), x ∈ Γ1, t > 0,
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω,
ut(x, t− τ(0)) = f0(x, t− τ(0)), x ∈ Γ1, t ∈ (0, τ(0)),
(1.1)
where Ω is a regular and bounded domain of RN , (N ≥ 1), ∂Ω = Γ0 ∪ Γ1, mes(Γ0) > 0,
Γ0 ∩ Γ1 = ∅ and ∂∂ν denotes the unit outer normal derivative. Moreover, τ(t) > 0 is the time-
varying delay term, α, µ1 and µ2 are positive constants. The initial datum u0, u1 and f0 are
given functions belonging to suitable spaces.
From the mathematical point of view, these problems like (1.1) take into account acceler-
ation terms on the boundary. Such type of boundary conditions are usually called dynamic
boundary conditions (see [1], [2], [5], [11] for more details). The above model without delay
term (i.e., µ2 = 0), has been studied by many authors in recent years. For example, Gerbi and
Said-Houair in [7] studied problem (1.1) with source term |u|p−2u and nonlinear damping on
the boundary but without the relaxation function g. They showed that if the initial data are
large enough then the energy and the Lp norm of the solution of the problem is unbounded,
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grows up exponentially as time goes to infinity. Later in [8], they established the global exis-
tence and asymptotic stability of solutions starting in a stable set by combining the potential
well method and the energy method. A blow-up result for the case m = 2 with initial data in
the unstable set was also obtained. Recently, when the relaxation function g 6= 0, they in [10]
got the existence and exponential growth results. For the other works, we refer the readers to
([11], [12], [17], [19]) and the references therein.
On the other hand, the above model with delay term (i.e., µ2 6= 0) has become an active
area of research. The delay term may be a source of instability, we refer the readers to ([3],
[13], [14], [18]) and the references therein. For example, in [9], Stephane Gerbi and Belkacem
Said-Houari considered the following linear damped wave equation with dynamic boundary
conditions and a delay boundary term:

utt −∆u− α∆ut = 0, x ∈ Ω, t > 0,
u(x, t) = 0, x ∈ Γ0, t > 0,
utt(x, t) = −
(
∂u
∂ν
(x, t) + α
∂ut
∂ν
(x, t) + µ1ut(x, t) + µ2ut(x, t− τ)
)
, x ∈ Γ1, t > 0,
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω,
ut(x, t− τ) = f0(x, t− τ)) x ∈ Γ1, t ∈ (0, τ),
under the condition that if the weight of the delay term in the feedback is less than the
weight of the term without delay or if it is greater under an assumption between the damping
factor and the difference of two weights, they proved the global existence of the solutions and
the exponential stability of the system. Later, Mohamed FERHAT and Ali HAKEM in [6]
considered the following wave equation with dynamic boundary conditions:

utt −∆u− α∆ut −
∫ t
0
g(t− s)∆u(x, s)ds = |u|p−1u, in Ω× (0,+∞),
u(x, t) = 0, on Γ0 × (0,+∞),
utt(x, t) = −a
[
∂u
∂ν
(x, t)− α∂ut
∂ν
(x, t) −
∫ t
0
g(t− s)∂u
∂ν
(x, s)ds
+ µ1ψ(ut(x, t)) + µ2ψ(ut(x, t− τ))
]
, on Γ1 × (0,+∞),
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω,
ut(x, t− τ) = f0(x, t− τ), on Γ1 × (0,+∞).
By using the potential well method and introducing suitable Lyapunov function, they proved
the global existence and established general decay estimates for the energy.
Recently, the case of time-varying delay has been studied by ([4], [15], [16]). For example,
Nicaise, Valein and Fridman [16] in one space dimension. They proved the exponential stability
result under the condition
µ2 <
√
1− dµ1 (1.2)
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where d is a constant such that
τ ′(t) ≤ d < 1, ∀t > 0. (1.3)
Later, Serge Nicaise, Cristina Pignotti and Julie Valein considered the following problem


utt −∆u = 0, in Ω× (0,∞),
u(x, t) = 0, on ΓD × (0,∞),
∂u
∂ν
(x, t) = −µ1ut(x, t)− µ2ut(x, t− τ(t)), on ΓN × (0,∞),
u(x, 0) = u0(x), ut(x, 0) = u1(x), in Ω,
ut(x, t− τ(0)) = f0(x, t− τ(0)), on ΓN × (0, τ(0)),
(1.4)
they extend the last result to general space dimension under the hypothesis
τ(t) ≥ τ0 > 0, ∀t > 0,
assumed in [16], that is the delay may degenerate. They also gave a well-posedness result
and an exponential stability estimate for problem (1.4) under a suitable relation between the
coefficients.
Motivated by these results, in this paper, we intend to study the general decay result to
problem (1.1). Our main contribution is an extension of previous result from [9] to relaxation
function g and time-varying delays with τ(t) ≥ 0. By introducing new energy and Lyapunov
functionals, we show in this article that the decay rates of the solution energy is similar to
the relaxation function, which are not necessarily decaying like polynomial or exponential
functions.
The paper is organized as follows. In Section 2, we present some assumptions needed for
our work and state the main result. The general decay result is given in Section 3.
2 Preliminaries
In this section we present some assumptions and state the main result. For the relaxation
function g, we assume the following
(G1) g: R+ −→ R+ is a nonincreasing differentiable function satisfying
g(0) > 0, 1−
∫ ∞
0
g(s)ds = l > 0.
(G2) There exists a nonincreasing differentiable function ξ : R+ −→ R+ such that
g′(s) ≤ −ξ(s)g(s), ∀s ∈ R+
and ∫ +∞
0
ξ(t)dt =∞.
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We denote H1Γ0 = {u ∈ H1(Ω)|u|Γ0 = 0}, V = H1Γ0(Ω) ∩ L2(Γ1) and by (·, ·) we denote the
scalar product in L2(Ω); i.e.,
(u, v)(t) =
∫
Ω
u(x, t)v(x, t)dx.
As in [13], let us introduce the new variable
z(x, ρ, t) = ut(x, t− τ(t)ρ), x ∈ Γ1, ρ ∈ (0, 1), t > 0.
Then, we have
τ(t)zt(x, ρ, t) + zρ(x, ρ, t) = 0, in Γ1 × (0, 1) × (0,+∞).
Therefore, problem (1.1) is equivalent to


utt −∆u+
∫ t
0
g(t− s)∆u(x, s)ds− α∆ut = 0, x ∈ Ω, t > 0,
τ(t)zt(x, ρ, t) + zρ(x, ρ, t) = 0, x ∈ Γ1, ρ ∈ (0, 1), t > 0,
u(x, t) = 0, x ∈ Γ0, t > 0,
utt(x, t) = −∂u
∂ν
(x, t) +
∫ t
0
g(t− s)∂u
∂ν
(x, s)ds
−α∂ut
∂ν
(x, t)− µ1ut(x, t)− µ2z(x, 1, t), x ∈ Γ1, t > 0,
z(x, 0, t) = ut(x, t), x ∈ Γ1, t > 0,
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω,
z(x, ρ, 0) = f0(x,−ρτ(0)), x ∈ Γ1, ρ ∈ (0, 1).
(2.1)
We now state, without a proof, local existence result, which can be established by using
the Fadeo-Galerkin approximation method (see [15], [16] for more details).
Lemma 2.1 Suppose that (G1) and (G2) hold. Then given u0 ∈ H1Γ0(Ω), u1 ∈ L2(Ω) and
f0 ∈ L2(Ω × (0, 1)), then there exist T > 0 and a unique weak solution (u, z) of problem (2.1)
on (0, T ) satisfying
u ∈ C ([0, T ],H1Γ0(Ω)) ∩ C1 ([0, T ], L2(Ω)) ,
ut ∈ L2
(
0, T ;H1Γ0(Ω)
) ∩ L2 ((0, T ) × Γ1) .
We define the new energy of system (1.1) as
E(t) :=
1
2
[
‖ut(t)‖22 +
(
1−
∫ t
0
g(s)ds
)
‖∇u(t)‖22 + (g ◦ ∇u)(t) + ‖ut(t)‖22,Γ1
]
+
ζ
2
τ(t)
∫ 1
0
∫
Γ1
u2t (x, t− τ(t)ρ)dρdσ, (2.2)
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where ζ is a positive constant such that
2µ1 − µ2√
1− d − ζ > 0 and ζ −
µ2√
1− d > 0 (2.3)
and
(g ◦ ∇u)(t) =
∫ t
0
g(t− s)‖∇u(t)−∇u(s)‖22ds ≥ 0.
Then, we state the main result as follows
Theorem 2.2 Let (u0, u1) ∈ H1Γ0 × L2(Ω) be given. Assume that g and ξ satisfy (G1) and
(G2). Then, for each t0 > 0, there exist two positive constants K and k such that, for any
solution of the problem (1.1), the energy satisfies
E(t) ≤ Ke−k
∫
t
t0
ξ(s)ds
. (2.4)
3 Decay of solutions
As mentioned earlier, in this section, we prove the general decay result for problem (1.1) under
the assumption (1.2).
Proposition 3.1 For any regular solution of problem (1.1) we have
E′(t) =− α‖∇ut(t)‖22 − µ1‖ut(t)‖22,Γ1 − µ2
∫
Γ1
ut(x, t)ut(x, t− τ(t))dσ + 1
2
(g′ ◦ ∇u)(t)
− 1
2
g(t)‖∇u(t)‖22 −
ζ
2
∫
Γ1
u2t (x, t− τ(t))(1 − τ ′(t))dσ +
ζ
2
‖ut(t)‖22,Γ1 . (3.1)
Proof. Differentiating (2.2) we get
E′(t) =
∫
Ω
uttutdx+
(
1−
∫ t
0
g(s)ds
)∫
Ω
∇u∇utdx− 1
2
g(t)‖∇u‖22 +
1
2
(
g′ ◦ ∇u) (t)
+
∫
Γ1
uttutdσ +
ζ
2
τ ′(t)
∫ t
0
∫
Γ1
u2t (x, t− τ(t)ρ)dρdσ
+ ζτ(t)
∫ t
0
∫
Γ1
utt(x, t− τ(t)ρ)ut(x, t− τ(t)ρ)(1− τ ′(t)ρ)dρdσ. (3.2)
Case 1. If τ(t) 6= 0, then
ut(x, t− τ(t)ρ) = −τ−1(t)uρ(x, t− τ(t)ρ)
and
utt(x, t− τ(t)ρ) = τ−2(t)uρρ(x, t− τ(t)ρ).
So we get
∫ 1
0
utt(x, t− τ(t)ρ)ut(x, t− τ(t)ρ)(1 − τ ′(t)ρ)dρ
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=− τ−3(t)
∫ 1
0
uρρ(x, t− τ(t)ρ)uρ(x, t− τ(t)ρ)(1 − τ ′(t)ρ)dρ
=− τ−3(t) [u2ρ(x, t− τ(t)ρ)(1 − τ ′(t)ρ)]10
+ τ−3(t)
∫ 1
0
uρρ(x, t− τ(t)ρ)uρ(x, t− τ(t)ρ)(1 − τ ′(t)ρ)dρ
− τ ′(t)τ−3(t)
∫ 1
0
uρ(x, t− τ(t)ρ)uρ(x, t− τ(t)ρ)dρ
=− 1
2
τ ′(t)τ−3(t)
∫ t
0
u2ρ(t− τ(t)ρ)dρ
− τ
−1(t)
2
u2t (x, t− τ(t))(1 − τ ′(t)) +
τ−1(t)
2
u2t (x, t)
=− 1
2
τ ′(t)τ−1(t)
∫ t
0
u2t (x, t− τ(t)ρ)dρ
− τ
−1(t)
2
u2t (x, t− τ(t))(1 − τ ′(t)) +
τ−1(t)
2
u2t (x, t). (3.3)
By using (3.2), (3.3) and the boundary condition on Γ1, we obtain (3.1).
Case 2. If τ(t) = 0, then from (3.2), we get
E′(t) =− α‖∇ut(t)‖22 − (µ1 + µ2)‖ut(t)‖22,Γ1 +
1
2
(g′ ◦ ∇u)(t)− 1
2
g(t)‖∇u(t)‖22
+
ζ
2
‖ut(t)‖22,Γ1 . (3.4)
Therefore, (3.1) is proved for all times t > 0.
Lemma 3.2 For any regular solution of problem (1.1) the energy decays and there exists a
positive constant C such that
E′(t) ≤− α‖∇ut(t)‖22 +
1
2
(g′ ◦ ∇u)(t)− 1
2
g(t)‖∇u(t)‖22
− C (‖ut(t)‖22,Γ1 + ‖ut(t− τ(t))‖22,Γ1) . (3.5)
Proof. In the case of τ(t) 6= 0, by Cauchy-Schwarz’s inequality, we have
E′(t) ≤− α‖∇ut(t)‖22 +
1
2
(g′ ◦ ∇u)(t)− 1
2
g(t)‖∇u(t)‖22 − µ1‖ut(t)‖22,Γ1 +
µ2
2
√
1− d‖ut(t)‖
2
2,Γ1
+
µ2
√
1− d
2
‖ut(x, t− τ(t))‖22,Γ1 −
ζ
2
(1− τ ′(t))‖ut(x, t− τ(t))‖22,Γ1 +
ζ
2
‖ut(t)‖22,Γ1
≤− α‖∇ut(t)‖22 +
1
2
(g′ ◦ ∇u)(t)− 1
2
g(t)‖∇u(t)‖22 − C
(‖ut(t)‖22,Γ1 + ‖ut(t− τ(t))‖22,Γ1) ,
by (2.3) we easily get (3.5). In the case of τ(t) = 0, when ζ < 2µ1 <
2(µ1 + µ2)
d
, by (3.4) we
obtain (3.5).
Now, we use the following modified functional, for positive constants ε1, ε2 and ε3, we have
L(t) = E(t) + ε1ψ(t) + ε2φ(t) + ε3I(t), (3.6)
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where
ψ(t) =
∫
Ω
utudx+
∫
Γ1
utudσ +
α
2
‖∇u‖22, (3.7)
φ(t) = −
∫
Ω
ut
∫ t
0
g(t− s) (u(t)− u(s)) dsdx (3.8)
and
I(t) = −ζτ(t)
∫
Γ1
∫ 1
0
e−2τ(t)ρu2t (x, t− τ(t)ρ)dρdσ. (3.9)
It is easy to check that, by using Poincare’s inequality, trace inequality, (2.3) and for ε1, ε2, ε3
small enough, there exists two constants α1 and α2 such that
α1L(t) ≤ E(t) ≤ α2L(t). (3.10)
Next, we estimate the derivative of L(t) according to the following lemmas.
Lemma 3.3 Under the conditions of Theorem 2.2, the functional ψ(t) defined in (3.7) satisfies
ψ′(t) ≤‖ut(t)‖22 +
(
1 +
µ21
4δ
)
‖ut(t)‖22,Γ1 + (δ − l + 2cδ) ‖∇u(t)‖22
+
µ22
4δ
‖ut(t− τ(t))‖22,Γ1 +
1− l
4δ
(g ◦ ∇u) (t), (3.11)
for some δ > 0.
Proof. By using the differential equation in (1.1), we get
ψ′(t) =‖ut(t)‖22 +
∫
Ω
utt(t)u(t)dx+
∫
Γ1
utt(t)u(t)dσ + ‖ut(t)‖22,Γ1 + α
∫
Ω
∇ut(t) · ∇u(t)dx
=‖ut(t)‖22 + ‖ut(t)‖22,Γ1 +
∫
Γ1
∂u(t)
∂ν
u(t)dσ − ‖∇u(t)‖22 −
∫ t
0
g(t− s)
∫
Γ1
∂u(s)
∂ν
u(s)dσds
+
∫ t
0
g(t− s)
∫
Ω
∇u(s) · ∇u(t)dxds+ α
∫
Γ1
∂ut(t)
∂ν
u(t)dσ − µ1
∫
Γ1
ut(t)u(t)dσ
− µ2
∫
Γ1
ut(t− τ(t))u(t)dσ
=‖ut(t)‖22 + ‖ut(t)‖22,Γ1 − ‖∇u(t)‖22 +
∫
Ω
∇u(t) ·
∫ t
0
g(t− s)∇u(s)dsdx
− µ1
∫
Γ1
ut(t)u(t)dσ − µ2
∫
Γ1
ut(t− τ(t))u(t)dσ. (3.12)
We now estimate the right hand side of (3.12). For a positive constant δ, we have the estimates
as follows∫
Ω
∇u(t) ·
∫ t
0
g(t− s)∇u(s)dsdx ≤ (δ + 1− l)‖∇u(t)‖22 +
1− l
4δ
(g ◦ ∇u)(t). (3.13)
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By Young’s inequality and trace inequality, we have
−µ1
∫
Γ1
ut(t)u(t)dσ − µ2
∫
Γ1
ut(t− τ(t))u(t)dσ ≤2cδ‖∇u(t)‖22 +
µ21
4δ
‖ut‖22,Γ1
+
µ22
4δ
‖ut(t− τ(t))‖22,Γ1 . (3.14)
Combining (3.12)-(3.14), we arrive at (3.11).
Lemma 3.4 Under the conditions of Theorem 2.2, the functional φ(t) defined in (3.8) satisfies
φ′(t) ≤ (δ − g(0)) ‖ut(t)‖22 + µ1‖ut(t)‖22,Γ1 +
[
δ + 2δ(1 − l)2] ‖∇u(t)‖22 + α2 ‖∇ut(t)‖22
+
[
1− l
4δ
+
(
2δ +
1
4δ
)
(1− l)2 + α(1 − l)
2
+
1− l
2δλ1
]
(g ◦ ∇u)(t) + 1− l
4δλ1
(−g′ ◦ ∇u)(t)
+ µ2‖ut(t− τ(t))‖22,Γ1 , (3.15)
for some δ > 0.
Proof. By using the differential equation in (1.1), we get
φ′(t) =−
∫
Ω
utt(t)
∫ t
0
g(t− s) (u(t)− u(s)) dsdx−
∫
Ω
ut(t)
∫ t
0
g′(t− s) (u(t)− u(s)) dsdx
−
(∫ t
0
g(s)ds
)∫
Ω
|ut(t)|2dx
=
∫
Ω
∇u(t) ·
∫ t
0
g(t− s) (∇u(t)−∇u(s)) dsdx−
(∫ t
0
g(s)ds
)∫
Ω
u2t (t)dx
−
∫
Ω
(∫ t
0
g(t− s)∇u(s)ds
)(∫ t
0
g(t− s) (∇u(t)−∇u(s)) ds
)
dx
+ α
∫
Ω
∇ut(t) ·
∫ t
0
g(t− s) (∇u(t)−∇u(s)) dsdx
−
∫
Ω
ut(t)
∫ t
0
g′(t− s) (u(t)− u(s)) dsdx
+ µ1
∫
Γ1
ut(t)
∫ t
0
g(t− s) (u(t)− u(s)) dsdσ
+ µ2
∫
Γ1
ut(t− τ(t))
∫ t
0
g(t− s) (u(t)− u(s)) dsdσ. (3.16)
We now estimate the right side of (3.16), using Young’s inequality, Hoider’s inequality and
Cauchy-Schwarzs’s inequality, we get
∫
Ω
∇u(t) ·
∫ t
0
g(t− s) (∇u(t)−∇u(s)) dsdx ≤δ‖∇u(t)‖22 +
1− l
4δ
(g ◦ ∇u)(t), (3.17)
−
∫
Ω
(∫ t
0
g(t− s)∇u(s)ds
)(∫ t
0
g(t− s) (∇u(t)−∇u(s)) ds
)
dx
8
≤δ
∫
Ω
(∫ t
0
g(t− s)∇u(s)ds
)2
dx+
1
δ
∫
Ω
(∫ t
0
g(t− s) (∇u(t)−∇u(s)) ds
)2
dx
≤2δ(1 − l)2‖∇u(t)‖22 +
(
2δ +
1
4δ
)
(1− l)2(g ◦ ∇u)(t), (3.18)
α
∫
Ω
∇ut(t) ·
∫ t
0
g(t− s) (∇u(t)−∇u(s)) dsdx
≤α
2
‖∇ut(t)‖22 +
α(1− l)
2
(g ◦ ∇u)(t), (3.19)
µ1
∫
Γ1
ut(t)
∫ t
0
g(t− s) (u(t)− u(s)) dsdσ
≤µ1‖ut(t)‖22,Γ1 +
1− l
4δλ1
(g ◦ ∇u)(t), (3.20)
µ2
∫
Γ1
ut(t− τ(t))
∫ t
0
g(t− s) (u(t)− u(s)) dsdσ
≤µ2‖ut(t− τ(t))‖22,Γ1 +
1− l
4δλ1
(g ◦ ∇u)(t), (3.21)
since g is continuous and g(0) > 0, then for any t0 > 0, we have
∫ t
0
g(s)ds ≥
∫ t0
0
g(s)ds = g0, ∀t ≥ t0, (3.22)
then we use (3.22) to get
−
∫
Ω
ut(t)
∫ t
0
g′(t− s) (u(t)− u(s)) dsdx−
(∫ t
0
g(s)ds
)∫
Ω
u2t (t)dx
≤δ‖ut(t)‖22 +
1− l
4δλ1
(−g′ ◦ ∇u) (t)− g0‖ut(t)‖22. (3.23)
A combination of (3.16)-(3.23) yields (3.15).
Lemma 3.5 Under the conditions of Theorem 2.2, the functional I(t) defined in (3.9) satisfies
I ′(t) ≤ −2I(t) + ζ‖ut(t)‖22,Γ1 (3.24)
for some δ > 0.
Proof. Differentiating (3.9) we have
I ′(t) =ζτ ′(t)
∫
Γ1
∫ 1
0
e−2τ(t)ρu2t (x, t− τ(t)ρ)dρdσ
− 2ζτ ′(t)τ(t)
∫
Γ1
∫ 1
0
e−2τ(t)ρu2t (x, t− τ(t)ρ)dρdσ
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+ 2ζτ(t)
∫
Γ1
∫ 1
0
e−2τ(t)ρut(x, t− τ(t)ρ)utt(x, t− τ(t)ρ)(1− τ ′(t)ρ)dρdσ. (3.25)
Now, let us suppose τ(t) 6= 0 and integrate by parts the last term in (3.25). We get
∫ 1
0
e−2τ(t)ρut(x, t− τ(t)ρ)utt(x, t− τ(t)ρ)(1 − τ ′(t)ρ)dρ
=− τ−3(t)
∫ 1
0
e−2τ(t)ρuρ(x, t− τ(t)ρ)uρρ(x, t− τ(t)ρ)(1 − τ ′(t)ρ)dρ
=τ−3(t)
∫ 1
0
e−2τ(t)ρuρ(x, t− τ(t)ρ)uρρ(x, t− τ(t)ρ)(1 − τ ′(t)ρ)dρ
− τ ′(t)τ−3(t)
∫ 1
0
e−2τ(t)ρu2ρ(x, t− τ(t)ρ)dρ
− 2τ−2(t)
∫ 1
0
e−2τ(t)ρu2ρ(x, t− τ(t)ρ)(1 − τ ′(t)ρ)dρ
− τ−3(t)
[
e−2τ(t)ρu2ρ(x, t− τ(t)ρ)(1 − τ ′(t)ρ)
]1
0
, (3.26)
then we have ∫ 1
0
e−2τ(t)ρut(x, t− τ(t)ρ)utt(x, t− τ(t)ρ)(1 − τ ′(t)ρ)dρ
=− 1
2
τ ′(t)τ−1(t)
∫ 1
0
e−2τ(t)ρu2t (x, t− τ(t)ρ)dρ
−
∫ 1
0
e−2τ(t)ρu2t (x, t− τ(t)ρ)(1 − τ ′(t)ρ)dρ
− τ
−1(t)
2
e−2τ(t)u2t (x, t− τ(t))(1 − τ ′(t)) +
τ−1(t)
2
u2t (x, t). (3.27)
Inserting (3.27) in (3.25), we obtain
I ′(t) =ζτ ′(t)
∫
Γ1
∫ 1
0
e−2τ(t)ρu2t (x, t− τ(t)ρ)dρdσ
− 2ζτ ′(t)τ(t)
∫
Γ1
∫ 1
0
e−2τ(t)ρu2t (x, t− τ(t)ρ)dρdσ
− ζτ ′(t)
∫
Γ1
∫ 1
0
e−2τ(t)ρu2t (x, t− τ(t)ρ)dρdσ
− 2ζτ(t)
∫
Γ1
∫ 1
0
e−2τ(t)ρu2t (x, t− τ(t)ρ)(1 − τ ′(t)ρ)dρdσ
− ζe−2τ(t)
∫
Γ1
u2t (x, t− τ(t)ρ)(1 − τ ′(t)ρ)dσ + ζ
∫
Γ1
u2t (x, t)dσ
=− 2ζτ(t)
∫
Γ1
∫ 1
0
e−2τ(t)ρu2t (x, t− τ(t)ρ)dρdσ
− ζe−2τ(t)
∫
Γ1
u2t (x, t− τ(t)ρ)(1 − τ ′(t)ρ)dσ + ζ
∫
Γ1
u2t (x, t)dσ, (3.28)
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from which immediately follows estimate (3.24) for t such that τ(t) 6= 0. However, If τ(t) = 0,
from (3.11) we get
I ′(t) =ζτ ′(t)
∫
Γ1
∫ 1
0
e−2τ(t)ρu2t (x, t− τ(t)ρ)dρdσ
≤ζd
∫
Γ1
∫ 1
0
u2t (x, t)dρdσ
=ζd
∫
Γ1
u2t (x, t)dσ
=ζd
∫
Γ1
u2t (x, t)dσ − 2I(t).
Then, we obtain (3.24).
Proof of Theorem 2.2. From (3.1), (3.11), (3.15) and (3.24), then from (3.6), we get
L′(t) =E′(t) + ε1G
′(t) + ε2H
′(t) + ε3I
′(t)
≤− [−ε1 − ε2(δ − g0)] ‖ut(t)‖22 −
[
C − ε1
(
1 +
µ21
4δ
)
− ε2µ1 − ε3ζ
]
‖ut(t)‖22,Γ1
−
[
1
2
g(t)− ε1 (δ − l + 2cδ) − ε2
(
δ + 2δ(1 − l)2)
]
‖∇u(t)‖22
−
(
α− αε2
2
)
‖∇ut(t)‖22 +
[
1
2
− ε2(1− l)
4δλ1
]
(g′ ◦ ∇u)(t)
+
[
ε1(1− l)
4δλ1
+ ε2
(
1− l
4δ
+
(
2δ +
1
4δ
)
(1− l)2 + α(1 − l)
2
+
1− l
2δλ1
)]
(g ◦ ∇u)(t)
−
[
C − ε1µ
2
2
4δ
− ε2µ2
]
‖ut(t− τ(t))‖22,Γ1 − 2ε3I(t), (3.29)
By the trace inequality
‖ut‖22,Γ1 ≤ C‖ut‖W 1,2(Ω) ≤ C1‖ut‖22,
then we have
L′(t) =E′(t) + ε1G
′(t) + ε2H
′(t) + ε3I
′(t)
≤−
[
−ε1 − ε2(δ − g0) + C1
(
α− αε2
2
)]
‖ut(t)‖22
−
[
1
2
g(t)− ε1 (δ − l + 2cδ) − ε2
(
δ + 2δ(1 − l)2)
]
‖∇u(t)‖22
−
[
C − ε1
(
1 +
µ21
4δ
)
− ε2µ1 − ε3ξ
]
‖ut(t)‖22,Γ1 +
[
1
2
− ε2(1− l)
4δλ1
]
(g′ ◦ ∇u)(t)
+
[
ε1(1− l)
4δλ1
+ ε2
(
1− l
4δ
+
(
2δ +
1
4δ
)
(1− l)2 + α(1 − l)
2
+
1− l
2δλ1
)]
(g ◦ ∇u)(t)
−
[
C − ε1µ
2
2
4δ
− ε2µ2
]
‖ut(t− τ(t))‖22,Γ1 − 2ε3I(t). (3.30)
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At this point, we choose ε1, ε2 and ε3 so small that (3.10) remain valid and
k1 = −ε1 − ε2(δ − g0) + C1
(
α− αε2
2
)
> 0,
k2 =
1
2
g(t)− ε1 (δ − l + 2cδ) − ε2
(
δ + 2δ(1 − l)2) > 0,
k3 = C − ε1
(
1 +
µ21
4δ
)
− ε2µ1 − ε3ξ > 0,
k4 =
1
2
− ε2(1− l)
4δλ1
> 0,
k5 =
ε1(1− l)
4δλ1
+ ε2
(
1− l
4δ
+
(
2δ +
1
4δ
)
(1− l)2 + α(1 − l)
2
+
1− l
2δλ1
)
,
k6 = C − ε1µ
2
2
4δ
− ε2µ2 > 0.
Therefore, (3.30) takes the form
L′(t) ≤− k1‖ut(t)‖22 − k2‖∇u(t)‖22 − k3‖ut(t)‖22,Γ1 + k4(g′ ◦ ∇u)(t) + k5 (g ◦ ∇u) (t)
− k6‖ut(t− τ(t))‖22,Γ1 − 2ε3I(t). (3.31)
Since I(t) ≥ 0 and by (2.2), (G2) there exists a positive constant M such that
L′(t) ≤ −ME(t) + k5(g ◦ ∇u)(t), ∀t ≥ t0. (3.32)
Multiplying (3.32) by ξ(t), we have
ξ(t)L′(t) ≤ −Mξ(t)E(t) + k5ξ(t)(g ◦ ∇u)(t), ∀t ≥ t0, (3.33)
Because ξ and g are nonincreasing, we get
ξ(t)
∫ t
0
g(t− s)‖∇u(t)−∇u(s)‖22ds ≤−
∫ t
0
g′(t− s)‖∇u(t)−∇u(s)‖22ds
≤− 2E′(t)
Inserting the last inequality in (3.33), we obtain
ξ(t)L′(t) + 2k5E
′(t) ≤ −Mξ(t)E(t), ∀t ≥ t0. (3.34)
Now,we define
H(t) = ξL(t) + 2k5E(t).
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Since ξ(t) is nonincreasing positive function, we can easily get that H ∼ E. Thus (3.34) implies
that
H ′(t) ≤ −kξ(t)H(t), ∀t ≥ t0,
for some k > 0. Then, by direct integration over (t0, t), we have
H(t) ≤ H(t0)e−k
∫
t
t0
ξ(s)ds
, ∀t ≥ t0.
Consequently, using the equivalent relations of H(t) and E(t) , we can conclude
E(t) ≤ k5Φ(t0)e−k
∫ t
t0
ξ(s)ds
= Ke
−k
∫ t
t0
ξ(s)ds
, ∀t ≥ t0,
where k5 is a positive constant and K = k5Φ(t0). This completes the proof.
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