On-demand thermoelectric generation of equal-spin Cooper pairs by Keidel, Felix et al.
On-demand thermoelectric generation of equal-spin Cooper pairs
Felix Keidel,1 Sun-Yong Hwang,2 Bjo¨rn Trauzettel,1, 3 Bjo¨rn Sothmann,2 and Pablo Burset4
1Institute for Theoretical Physics and Astrophysics, University of Wu¨rzburg, D-97074 Wu¨rzburg, Germany
2Theoretische Physik, Universita¨t Duisburg-Essen and CENIDE, D-47048 Duisburg, Germany
3Wu¨rzburg-Dresden Cluster of Excellence ct.qmat, Germany
4Department of Applied Physics, Aalto University, 00076 Aalto, Finland
(Dated: July 9, 2019)
Superconducting spintronics is based on the creation of spin-triplet Cooper pairs in ferromagnet-
superconductor (F-S) hybrid junctions. Previous proposals to manipulate spin-polarized supercur-
rents on-demand typically require the ability to carefully control magnetic materials. We, instead,
propose a quantum heat engine that drives equal-spin supercurrents on-demand without the need
for manipulating magnetic components. We consider a S-F-S junction, connecting two leads at
different temperatures, on top of the helical edge of a two-dimensional topological insulator. The
heat and charge currents generated by the thermal bias are caused by different transport processes,
where electron cotunneling is responsible for the heat flow to the cold lead and, strikingly, only
crossed Andreev reflections contribute to the charge current. Such a purely nonlocal Andreev ther-
moelectric effect generates a spin-polarized supercurrent between the superconductors that can be
switched on/off by tuning their relative phase. We further demonstrate that the detection of the
spin-triplet supercurrent is facilitated by rather low fluctuations of the thermoelectric current for
temperature gradients comparable to the superconducting gap.
Introduction. — The new field of superconducting spin-
tronics has emerged since the creation of spin-triplet
Cooper pairs in experiments [1–3]. The development of
spintronics had already benefited from the use of super-
conducting materials, resulting in longer spin lifetimes
and energy-efficient components [4, 5]. Now, triplet su-
percurrents formed by spin-polarized Cooper pairs add
the possibility of transporting a net spin component at
zero resistance and thus pave the way for spintronic de-
vices that are less liable to overheat [6–16]. The key chal-
lenge in the field is the nonequilibrium and on-demand
generation of equal-spin Cooper pairs in a viable fash-
ion [17–21], desirably avoiding the complicated manipu-
lation of magnetic components.
In this Letter, we propose a thermoelectric engine that
produces a spin-polarized supercurrent on demand from
a temperature gradient. We consider a superconductor–
ferromagnetic-insulator–superconductor (S-F-S) junction
on top of the helical edge state of a quantum spin Hall
insulator (QSHI) [22–28] connecting a hot and a cold
bath, cf. Fig. 1(a). Only two microscopic transport
processes couple the baths: quantum tunneling of elec-
trons, known as electron cotunneling (EC), and crossed
Andreev reflection (CAR). The QSHI edge states com-
prise one-dimensional Dirac fermions characterized by
spin-momentum locking [29, 30]. Therefore, while EC
amounts to a spin-polarized normal current, the peculiar
transport properties of the helical edge states guarantee
that CAR always converts electrons into holes with the
same spin, creating equal-spin Cooper pairs at the su-
perconductors [31–33]. Our key finding is that the heat-
to-supercurrent conversion of this engine is near-perfect,
with almost complete suppression of the normal particle
current. This is only possible due to a unique interfer-
ence effect for CAR processes in our setup. As sketched in
Fig. 1(b), CAR requires a spin-flip process at the central
ferromagnet and an Andreev reflection at either the left
or the right superconductor. In an asymmetric junction,
the different phases acquired in each path constitute in-
terference, making CAR transmission strongly asymmet-
ric in energy and thus creating an Andreev-dominated
thermoelectric current, cf. Fig. 1(c,d).
Harvesting waste heat by quantum thermoelectric ef-
fects has become essential in modern nanoscale de-
FIG. 1. Quantum heat engine generating equal-spin Cooper
pairs. (a) SFS junction on the helical edge of a QSHI con-
necting hot (L) and cold (R) baths. (b) Lowest order con-
tributions to equal-spin CAR. (c) Transmission probabilities
for electrons (T eeRL) and holes (T
he
RL), and difference in Fermi
distributions δf for a temperature gradient θ. (d) Unequal
distance between F and SL (dNL) and SR (dNR) results in an
Andreev-dominated thermoelectric current IR(θ).
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2vices [34]. While tackling this problem in S-F hybrid
junctions can lead to potentially strong thermoelectric
effects [35–44], it requires a careful control of magnetic
elements and usually features a low heat-to-supercurrent
conversion. In this proposal, the unique interference of
CAR processes, together with the spin-polarization in-
duced by the helical edge state, create a strong spin-
polarized thermal supercurrent between the supercon-
ductors that can be simply controlled by tuning the
phase difference between the superconducting leads and
does not rely on manipulating the ferromagnetic domain.
We further demonstrate that the thermoelectric current
is enhanced over its fluctuations for temperature gradi-
ents comparable to the superconducting gap, facilitating
the experimental realization of our proposal by thermo-
voltage or thermophase measurements across the junc-
tion [45, 46].
Setup. — The spin polarization of nonlocal transport
and the absence of backscattering at the helical edge of
a QSHI is of great interest for traditional spintronics.
Moreover, proximity-induced superconductivity and fer-
romagnetism can confine the helical edge states, open-
ing new scattering channels [31–33] that can lead to the
emergence of Majorana bound states [47–50] or exotic
odd-frequency superconducting pairing [32, 33, 51, 52].
Given recent advances in the experimental realization
of helical edge states [26–28], hybrid structures like the
one sketched in Fig. 1(a) are within reach: superconduc-
tors [53–56] have been successfully coupled to QSHIs [57,
58], and monolayer QSHIs provide a new promising plat-
form to induce ferromagnetic order [28, 56]. The observa-
tion of Majorana modes in helical hinge states of Bi(111)
films under the influence of superconductivity and mag-
netic iron clusters has recently been reported in Ref. [59].
We theoretically describe the one-dimensional heli-
cal edge states of a QSHI in proximity to super-
conducting and ferromagnetic order by a Bogoliubov–
de Gennes Hamiltonian in the Nambu basis Ψ(x) =
(ψ↑, ψ↓, ψ
†
↓,−ψ†↑) of the form (~= vF =1)
HBdG = H0 +HS +HF, (1)
with H0 = pˆxτˆ3σˆ3−µτˆ3σˆ0 the Hamiltonian of the free he-
lical edge, HS =[∆(x) cosφ(x)τˆ1 + ∆(x) sinφ(x)τˆ2]σˆ0 the
proximity-induced superconductivity, and HF = τˆ0m(x)·
σ ≡ τˆ0(m‖ cosλ σˆ1 + m‖ sinλ σˆ2 + mzσˆ3) describing the
effect of the ferromagnetic barrier. Here, pˆx =−i∂x and
σˆi (τˆi) are Pauli matrices acting in spin (Nambu) space.
We consider a system with two S regions (named SL and
SR) separated by two normal regions (NL and NR) sur-
rounding one ferromagnetic insulator (F); their respec-
tive widths are dX for X∈{SL,NL,F,NR,SR}. The pair
potential is assumed equal for both superconductors and
constant, ∆(x)=∆0, a valid approximation as long as the
Fermi wavelength in each superconductor is much smaller
than the proximity-induced coherence length. For sim-
plicity, we take the phase of the pair potential φ(x) = φ
in SR and zero otherwise. The F region is modeled by
constant m‖(x) = m0 within F, and we choose mz = 0
since its effect can be absorbed in the phase difference φ
between the superconductors [33, 48, 60]. Without loss of
generality the angle λ is set to zero. Finally, we assume
that all regions reside at the same chemical potential,
i.e., µ(x)=0 everywhere.
In the following, we consider that all leads except L are
at the same temperature [61] (TSL =TSR =TR≡T0) and
set TL =T0 +θ, introducing the temperature difference θ.
The electric current in the right lead after a temperature
bias is applied to the left lead is given by IR =I
he
R + I
ee
R ,
where [62]
IheR = 2I0
∫ ∞
−∞
dE
∆0
TheRL(E) δf(E), (2a)
IeeR = −2I0
∫ ∞
−∞
dE
∆0
T eeRL(E) δf(E), (2b)
with TheRL the CAR probability, T
ee
RL the EC probability,
I0 = e∆0/h, δf(E) = f [E, 0, kB(T0 + θ)] − f(E, 0, kBT0),
and f(E,µ, τ)={1 + exp[(E−µ)/τ ]}−1 the Fermi distri-
bution function. The probabilities are obtained by solv-
ing the scattering problem defined by the solutions of
Eq. (1) in every region [32, 33, 48, 63–68].
Helicity determines that particles arriving to the right
lead have the same spin polarization as the injected par-
ticles on the left lead. While this does not restrict the
quantum tunneling of electrons through the junction,
i.e., EC processes, CAR processes are only possible if
injected electrons and transmitted holes have the same
spin [31–33]. By breaking time-reversal symmetry, the F
region facilitates equal-spin CAR processes. As sketched
in Fig. 1(b), incident electrons can be transmitted as
holes through the junction if at least one spin-flip process
takes place at the F region and one Andreev reflection
occurs at either superconductor. Crucially, scattering
events involving an Andreev reflection at the right su-
perconductor will acquire an extra phase φ and a phase
shift dNRE compared to the ones where the reflection
takes place at SL, which are only shifted by dNLE (note
that we set ~= vF = 1). The interference between these
two processes is a unique property of CAR, not present
in EC, resulting in an unusually strong asymmetry of the
transmission probability with the energy, cf. Fig. 1(c).
Furthermore, since δf(E) is odd in E, only the antisym-
metric part of the transmissions will contribute to the
charge current.
Resonant scattering at each S-F region always gives
rise to zero-energy Majorana (quasi-)bound states, with
additional finite energy Andreev states depending on the
cavity’s width [32, 33, 47, 48, 50]. The hybridization
between the bound states at each S-F cavity is controlled
by the phase difference between the superconductors [33,
60]. This, in turn, allows for the control of the electric
current through the junction.
3FIG. 2. Characterization of the thermoelectric effect through
the S-F-S heterostructure. Total current as well as normal and
Andreev contributions as a function of (a) the temperature
difference (phase difference φ in the inset) and (b) the base
temperature with θ=2T0 fixed. Unless specified otherwise, we
use the parameters dSL = dSR = ξ0, dFM = 0.6ξ0, dNL = 0.4ξ0,
dNR=0.9ξ0, m0=1.5∆0, T0=0.5Tc, θ=Tc, and φ=pi/2, with
ξ0=1/∆0 and Tc=∆0.
As we describe in detail below, the interference of
CAR processes leads to a particular thermoelectric ef-
fect, where the current can be completely dominated by
equal-spin Andreev processes. At the same time, the en-
ergy current is only given by the symmetric part of the
transmissions; therefore, it can be dominated by EC pro-
cesses. Such a decoupling of transport processes for the
heat and charge currents is a special feature of this setup.
Andreev-dominated thermoelectric effect. — Given a
positive temperature gradient, we find that a finite ther-
moelectric current is completely dominated by Andreev
processes when three requirements are fulfilled [cf. Fig. 2
(a,b)]: (i) the base temperature T0 is sufficiently large,
i.e., T0 & Tc/2; (ii) the junction is asymmetric, which
we realize by setting dNL 6= dNR; and (iii) the phase dif-
ference φ is not an integer multiple of pi. Under these
conditions, the energy asymmetry of the CAR trans-
mission is comparable to the energy-antisymmetric bias
δf as illustrated in Fig. 1 (c), whereas the asymmetry
in the EC probability occurs on a much smaller energy
scale [69]. As a result, the Andreev current IheR becomes
much larger than the EC current IeeR as the temperature
grows. The physical origin of the asymmetry of EC is the
spin-splitting of bound states, and it is thus of the order
of the hybridization energy. By contrast, the asymme-
try in CAR is the result of an interference effect that we
explain below. The CAR contribution is suppressed as
the base temperature approaches Tc, where the induced
gap vanishes. It is a good consistency check that simul-
taneously IeeR → 0, since without superconductivity the
resonant tunneling at the S-F regions disappears and so
does the thermoelectric effect [70].
The second condition for a CAR-dominated thermo-
electric current is that the S-F-S junction is asymmetric,
as shown in Fig. 1(d). This is a direct result of the in-
terference between different contributions to the CAR
current. Indeed, when dNL =dNR, I
he
R vanishes since the
two paths in Fig. 1(b) destructively interfere: their con-
tributions to the total scattering coefficient are equal and
given by an even function of the energy. In general, these
two contributions acquire an energy-dependent phase
coming from the fact that the Andreev reflection takes
place at different superconductors. For each path, the
electron or hole propagation at the S-F cavity where the
Andreev reflection takes place results in a different ac-
cumulated phase. The interference effect on the CAR
probability can thus be written as [62]
TheRL(E, φ) = γ(E) cos
2 [φ/2 + (dNR − dNL)E] , (3)
where γ(E) is an even function of the energy and φ is
the phase acquired by Andreev reflections at SR. Impor-
tantly, all higher order contributions are equal for both
paths and even in energy [62], so they are included into
the parameter γ(E).
Since only the odd part of TheRL contributes to the in-
tegration, it can be more conveniently expressed as
TheRL(−E)−TheRL(E) = γ(E) sin[2E(dNR−dNL)] sinφ. (4)
The sinusoidal behaviour of the current with φ is shown
in the inset of Fig. 2(a), revealing the phase differ-
ence as an ideal knob to tune the thermoelectric effect.
Eq. (4) clearly displays two of the three conditions for the
Andreev-dominated thermoelectric effect. A finite elec-
tric current is obtained when the phase difference and the
asymmetry result in a finite contribution to Eq. (4) that is
comparable to the integration window determined by the
temperature bias δf(T0, θ). We also note that the finite
thermoelectric effect indicates the simultaneous presence
of both even- and odd-frequency pairing amplitudes in
our setup [43].
Detection of the spin-polarized supercurrent. — Hav-
ing determined how the Andreev-dominated thermoelec-
tric effect takes place, we can now analyze the best con-
ditions for its observation.
Increasing the temperature gradient drives larger ther-
moelectric currents [see Fig. 2 (a)], but also potentially
larger fluctuations [71]. It is thus essential for the char-
acterization of the proposed heat engine to identify a pa-
rameter regime where the fluctuations are the smallest
with respect to the average current. That is, where the
Fano factor F = SRR/|2eIR|, with SRR the current fluc-
tuations in the right lead, is minimal. The zero-frequency
fluctuation of IR is given by [66]
SRR = eI0
∫ ∞
−∞
dE
∆0
∑
α,β,γ,δ,k,l
sgn(α) sgn(β)
×Akγ,lδ(Rα,E)Alδ,kγ(Rβ,E) fkγ(E) [1− flδ(E)] (5)
with
Akγ,lδ(iα,E) = δi,kδi,lδα,γδα,δ − [sαγik (E)]∗ sαδil (E), (6)
4FIG. 3. (a) Noise and (b) average current in the right lead as a function of the phase difference φ and for θ between 0.3Tc
and 1.0Tc in equidistant steps of 0.1Tc. The solid (dashed) lines in inset in (b) indicate ISR (ISL) at θ = 0.3Tc, 1.0Tc (colors
as in large panel). (c) Fano factor for selected temperature differences. The inset shows the minimum of F as a function of θ.
Other system parameters are the same as in Fig. 2.
where Greek letters label Nambu indices, with sgn(α) =
±1 for α = e, h, Latin symbols represent reservoirs
{L,R,SL,SR}, sαγik denotes the amplitude for a particle
of type γ in reservoir k to be scattered into reservoir i as
a particle of type α, and fjβ(E)=f(E, sgn(β)µj , kBTj) is
the Fermi distribution for particles β in reservoir j [72].
After identifying the phase difference φ as the tun-
ing parameter to control the thermoelectric current, it is
striking to see that the fluctuations are almost indepen-
dent of it, cf. Fig. 3(a). This indicates that they are
mostly caused by thermal noise. Because of the carrier-
selective heat and charge transfer in this setup, thermal
noise is due to normal processes that do not experience
interference and SRR increases steadily with the tempera-
ture bias θ. By contrast, the Andreev-dominated current
appears to saturate for higher bias, see Fig. 3(b). Im-
portantly, when the current is maximum, the Fano fac-
tor becomes minimum, see Fig. 3(c), thus demonstrating
that the current is enhanced over its fluctuations. More-
over, as the inset of Fig. 3(c) indicates, the minimum of
the Fano factor is rather stable for temperature biases
θ&Tc. Note that in order to find an Andreev-dominated
current we need T0 to be sufficiently large (T0 ≈ Tc/2),
which always leads to rather large Fano factors. We pro-
vide more details on the T0-dependence of the noise in the
supplemental material [62]. Recently, the electronic noise
due to temperature differences in mesoscopic conductors,
different than thermal or shot noise, was measured and
proposed as an accurate temperature probe [73].
Finally, an Andreev-dominated thermoelectric current
in R fulfills IL =−IR, with IL caused by local Andreev
processes. Importantly, even though current conserva-
tion demands that the currents on the superconducting
leads must be balanced, both ISL and ISR are nonzero for
finite θ and fulfill ISL(φ)=ISR(−φ), cf. inset in Fig. 3(b).
In our setup, CAR processes due to a temperature gra-
dient are only possible by the simultaneous creation of
equal-spin Cooper pairs on one superconductor and their
annihilation on the other. The temperature bias thus
creates opposite sign supercurrents in the superconduc-
tors that could be measured as a finite thermophase in a
setup similar to the one depicted in Fig. 1(a) [45]. More-
over, for a bias θ∼ Tc close to the minimum of fluctua-
tions, the magnitude of the temperature-induced super-
current is comparable to I0, the zero-temperature max-
imum Josephson current with a typical value of ∼ 1µA.
The sizeable spin-polarized thermoelectric current pro-
posed here is thus within experimental reach and its de-
tection and control should be accessible for temperature
biases comparable to the superconducting gap.
Summary. — We propose a quantum heat engine that
can be electrically controlled to drive spin-polarized su-
percurrents from a temperature bias on demand. Our
proposal is based on a unique transport mechanism tak-
ing place at a S-F-S junction on the helical edge of a
QSHI. Nonlocal Andreev processes through the junction
experience an interference effect between the contribu-
tions from each superconductor. This interference is not
present for normal processes, resulting in carrier-selective
heat and charge currents where normal processes transfer
heat and Andreev processes transfer charge. Due to the
strong spin-orbit coupling at the helical edge state, the
thermoelectric current is completely dominated by equal-
spin Andreev processes. We discussed how the proposed
spin-triplet thermoelectric effect could be measured as
a thermophase appearing between the superconductors.
The measurement is further facilitated by the low fluctu-
ations of the spin-polarized nonlocal current.
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8SUPPLEMENTAL MATERIAL TO “ON-DEMAND THERMOELECTRIC GENERATION OF
EQUAL-SPIN COOPER PAIRS”
In this supplemental material, we provide more details regarding the derivation of the expression for the current
in the right lead and the crossed Andreev reflection amplitude. Furthermore, we show the behavior of the current
fluctuations in the right lead as a function of the base temperature.
Current in right lead
In order to derive Eq. (2) of the main text, we follow the formalism developed in Refs. [74–77]. As a starting point,
by virtue of the standard approach in mesoscopic physics [66] and to recapitulate the main text, the charge current
on the right side of the setup IR is given by
IR =
e
h
∫ ∞
−∞
dE
∑
α,β,j
sgn(α)
[
δR,jδα,β − TαβRj (E)
]
fjβ(E), (S 1)
where Greek summation indices α, β ∈ {e, h} run over the electron/hole degree of freedom with sgn(α) = ±1
for α = e/h, the Latin index j ∈ {L,R,SL,SR} runs over all reservoirs, TαβRj = |sαβRj |2, with sαβRj the scatter-
ing amplitude for a particle of type β in reservoir j to be scattered into reservoir R as a particle of type α, and
fjβ(E) = f(E, sgn(β)µj , kBTj), with f(E,µ, τ) = {1 + exp[(E − µ)/τ ]}−1, is the Fermi distribution for particles β in
reservoir j.
The lengthy expression arising from performing the sum in Eq. (S 1) can be simplified substantially. Using our
assumption of grounded superconductors, i.e., µSL = µSR = 0, and equal superconductor temperatures, i.e., TSL =
TSR ≡ T0, the Fermi functions in the superconductors coincide and fSLe(E) = fSLh(E) = fSRe(E) = fSRh(E) ≡
f0(E) = f(E, 0, kBT0) follows.
Furthermore, by employing unitarity of the scattering matrix and conservation of quasiparticle current, which
implies ∑
j,β
Tαβij =
∑
i,α
Tαβij = 1, (S 2)
we can eliminate the coefficients involving SL,SR and arrive at
IR =
e
h
∫ ∞
−∞
dE
{[
1− T eeRR(E) + TheRR(E)
]
[fRe(E)− f0(E)]−
[
1− ThhRR(E) + T ehRR(E)
]
[fRh(E)− f0(E)]
+
[
TheRL(E)− T eeRL(E)
]
[fLe(E)− f0(E)]−
[
T ehRL(E)− ThhRL(E)
]
[fLh(E)− f0(E)]
}
.
(S 3)
Next, by recognizing that fih(E)− f0(E) = f0(−E)− fie(−E) and that particle-hole symmetry enforces Tαβij (E) =
T α¯β¯ij (−E) where α¯ = h, e if α = e, h, the terms in Eq. (S 3) corresponding to the injection of holes can be folded back
onto their charge conjugated counterparts, yielding
IR =
2e
h
∫ ∞
−∞
dE
{[
1− T eeRR(E) + TheRR(E)
]
[fRe(E)− f0(E)] +
[
TheRL(E)− T eeRL(E)
]
[fLe(E)− f0(E)]
}
. (S 4)
The first term in Eq. (S 4) corresponds to local current contributions in the right lead resulting from injection from
the right reservoir, while the second term in Eq. (S 4) describes the charge current in the right lead rooting in CAR
and EC processes of particles injected from the left reservoir.
We stress that for our choice of chemical potentials and temperatures Eq. (S 4) is general for a four terminal setup
with two superconducting leads, irrespective of the specific scattering problem at hand. Eq. (S 4) holds even when
including quasiparticle injection from and into the superconductors.
Importantly, since we assume equilibrium between the right reservoir and the superconductors, i.e., TR = T0, the
local current contribution vanishes identically. Therefore, the current in the right lead is a purely nonlocal effect and
solely given by IR = I
he
R + I
ee
R , with
IheR = 2I0
∫ ∞
−∞
dE
∆0
TheRL(E) [fLe(E)− f0(E)] , (S 5a)
9FIG. S 1. Sketch of the scattering region. Full (dashed) lines correspond to electrons (holes), whereas the color distinguishes
spin up (green) from spin down (brown) modes. Additionally, the arrows indicate the direction of propagation. The shaded
rectangles indicate the barriers, and the interfaces are numbered for clarity.
and
IeeR = −2I0
∫ ∞
−∞
dE
∆0
T eeRL(E) [fLe(E)− f0(E)] , (S 5b)
where I0 = e∆0/h. Upon identifying fLe(E)−f0(E) ≡ δf(E), Eqs. (S 5a) and (S 5b) correspond to Eqs. (2a) and (2b)
of the main text.
The helicity of the QSHI edge states profoundly affects the resulting current. By convention, incoming and right-
moving particles from the left and outgoing rightmoving particles and holes on the right of the system must have spin
↑. Consequently, the edge states act as a spin filter for nonlocally driven current.
Analysis of the crossed Andreev reflection amplitude
In this section of the supplementary material, we discuss the CAR amplitude in more detail and provide a derivation
of Eqs. (3) and (4) of the main text. To that end, we decompose the full scattering problem into simpler pieces, namely
the superconducting barriers SL and SR, the ferromagnetic region F, and the intermediate normal domains NL and
NR. We follow the same approximations as stated in the main text. For the sake of readability we slightly change
notation compared to the main text and denote transmissions and reflections as tαβij with i 6= j and rαβii , respectively.
In order to write the S-matrix elements of the full system in terms of the scattering coefficients of the single
constituents, we proceed as follows. Globally, the amplitudes of incoming and outgoing modes at the outmost interfaces
(1) and (6) (see Fig. S 1) are related by the full scattering matrix S according to
b
(1)
e
b
(1)
h
b
(6)
e
b
(6)
h
 = S

a
(1)
e
a
(1)
h
a
(6)
e
a
(6)
h
 , (S 6)
with
S =
(
R T ′
T R′
)
and R =
(
reeLL r
eh
LL
rheLL r
hh
LL
)
, R′ =
(
reeRR r
eh
RR
rheRR r
hh
RR
)
, T =
(
teeRL t
eh
RL
theRL t
hh
RL
)
, T ′ =
(
teeLR t
eh
LR
theLR t
hh
LR
)
. (S 7)
Here, a
(i)
α (b
(i)
α ) with i = 1, 6 denotes the amplitude of an incoming (outgoing) mode at interface (i) of particle/hole
type α. For the scattering coefficients of the total system we choose the convention that the right (left) sub- and
superscript refers to the incoming (outgoing) particle, e.g. theRL is the amplitude for an electron to be crossed Andreev
reflected from left to right.
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Within the system the amplitudes between positions (i) and (i+1) are related by scattering matrices associated with
single S and F barriers or the intermediate NL and NR regions. We denote the amplitude of rightmovers (leftmovers)
of type α at interface (i) with p
(i)
α (m
(i)
α ). Specifically, they are related by
b
(1)
e
b
(1)
h
p
(2)
e
p
(2)
h
 = SSL

a
(1)
e
a
(1)
h
m
(2)
e
m
(2)
h
 with SSL =

0 rehSL(11) t
ee
SL(12) 0
rheSL(11) 0 0 t
hh
SL(12)
teeSL(21) 0 0 r
eh
SL(22)
0 thhSL(21) r
he
SL(22) 0
 , (S 8a)

m
(2)
e
m
(2)
h
p
(3)
e
p
(3)
h
 = SNL

p
(2)
e
p
(2)
h
m
(3)
e
m
(3)
h
 with SNL =

0 0 teeNL(23) 0
0 0 0 thhNL(23)
teeNL(32) 0 0 0
0 thhNL(32) 0 0
 , (S 8b)

m
(3)
e
m
(3)
h
p
(4)
e
p
(4)
h
 = SF

p
(3)
e
p
(3)
h
m
(4)
e
m
(4)
h
 with SF =

reeF(33) 0 t
ee
F(34) 0
0 rhhF(33) 0 t
hh
F(34)
teeF(43) 0 r
ee
F(44) 0
0 thhF(43) 0 r
hh
F(44)
 , (S 8c)

m
(4)
e
m
(4)
h
p
(5)
e
p
(5)
h
 = SNR

p
(4)
e
p
(4)
h
m
(5)
e
m
(5)
h
 with SNR =

0 0 teeNR(45) 0
0 0 0 thhNR(45)
teeNR(54) 0 0 0
0 thhNR(54) 0 0
 , (S 8d)

m
(5)
e
m
(5)
h
b
(6)
e
b
(6)
h
 = SSR

p
(5)
e
p
(5)
h
a
(6)
e
a
(6)
h
 with SSR =

0 rehSR(55) t
ee
SR(56) 0
rheSR(55) 0 0 t
hh
SR(56)
teeSR(65) 0 0 r
eh
SR(66)
0 thhSR(65) r
he
SR(66) 0
 . (S 8e)
In Eqs. (S 8a) to (S 8e), rαβX(ii) corresponds to a reflection process of a particle of type β into type α at interface
(ii) of region X, whereas tααX(ij) represents a transmission of particle α from interface j to i through region X with
X ∈ {SL,NL,F,NR,SR}.
The scattering problems need to be set up such that the scattering coefficients alone capture the phase shifts
picked up due to propagation. Specifically, there are four solutions of the Bogoliubov–de Gennes Hamiltonian at each
interface (i) given by (note that we set ~ = vF = 1)
φe+(x) = e
iEx

1
0
0
0
 , φe−(x) = e−iEx

0
1
0
0
 , φh−(x) = e−iEx

0
0
1
0
 , φh+(x) = eiEx

0
0
0
1
 , (S 9)
corresponding to right- (+) and leftmoving (−) electrons and holes (e and h, respectively). The scattering matrix
relating interfaces (i) and (i+ 1) is then obtained by constructing scattering states out of the solutions φα±(x− x(i))
and φα±(x− x(i+1)), respectively, where x(j) denotes the location of interface (j).
One can now use all 16 subequations of Eqs. (S 8a) to (S 8e) not involving the outgoing amplitudes b
(i)
α in order
to write the 16 coefficients p
(i)
α , m
(i)
α in terms of the ingoing amplitudes a
(i)
α . Subsequently, the remaining 4 linear
equations can be used to relate the outgoing and ingoing amplitudes b
(i)
α and a
(i)
α in the form of Eq. (S 6) and we can
read off theRL.
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FIG. S 2. Schematic representation of the contributions to the crossed Andreev reflection amplitude theRL. Colors and dashing
distinguish spin and particle type, as defined in Fig. S 1. The black dashed lines are added to indicate reflection processes,
whereas transmissions are simply represented by lines crossing a scattering region. The two lowest order paths t1,2 are augmented
by the closed loops shown in the lower two rows according to Eq. (S 10).
We obtain
theRL =
t1 + t2
1−Σ = (t1 + t2)
∞∑
n=0
Σn, (S 10)
where we define self-energies as
Σ = ΣL1 + Σ
R
1 − ΣL1 ΣR1 + Σ↑2 + Σ↓2 − Σ↑2Σ↓2 + Σe3 + Σh3 . (S 11)
Before we provide the lengthy expressions for t1, t2 and Σ in terms of the elements of the scattering matrices
defined in Eq. (S 8), we first give a graphical explanation of Eq. (S 10) (see Fig. S 2). The CAR coefficient theRL is given
by the sum of the two lowest order processes t1 and t2 necessary to convert an electron incoming from the left into a
hole leaving the heterostructure to the right as also shown in the main text, augmented by the insertion of all possible
closed loops, denoted ΣL,R1 , Σ
↑,↓
2 and Σ
e,h
3 .
The schematic paths in Fig. S 2 correspond to the expressions
t1 = t
ee
SL(21)t
ee
NL(32)r
ee
F(33)t
ee
NL(23)r
he
SL(22)t
hh
NL(32)t
hh
F(43)t
hh
NR(54)t
hh
SR(65),
t2 = t
ee
SL(21)t
ee
NL(32)t
ee
F(43)t
ee
NR(54)r
he
SR(55)t
hh
NR(45)r
hh
F(44)t
hh
NR(54)t
hh
SR(65),
(S 12)
for the two lowest order paths for CAR, i.e., (i) transmission through SL, reflection at F, local Andreev reflection at
SL under electron-hole conversion, and then transmission all the way through to the right lead (t1); (ii) transmission
through SL and F, local Andreev reflection at SR under electron-hole conversion, reflection at F followed by tunneling
to the right lead (t2),
ΣL1 = t
ee
NL(32)r
ee
F(33)t
ee
NL(23)r
he
SL(22)t
hh
NL(32)r
hh
F(33)t
hh
NL(23)r
eh
SL(22),
ΣR1 = t
ee
NR(54)r
he
SR(55)t
hh
NR(45)r
hh
F(44)t
hh
NR(54)r
eh
SR(55)t
ee
NR(45)r
ee
F(44),
(S 13)
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for the two closed loops in the left (L) and right (R) S-F cavities,
Σ↑2 = t
ee
NL(32)t
ee
F(43)t
ee
NR(54)r
he
SR(55)t
hh
NR(45)t
hh
F(34)t
hh
NL(23)r
eh
SL(22),
Σ↓2 = t
hh
NL(32)t
hh
F(43)t
hh
NR(54)r
eh
SR(55)t
ee
NR(45)t
ee
F(34)t
ee
NL(23)r
he
SL(22),
(S 14)
for the two closed loops between the SL and SR barriers - i.e., one involving spin-up electrons and spin-down holes
(denoted with superscript ↑), and the other one built from spin-down electrons and spin-up holes (↓) - and finally
Σe3 = t
ee
NL(32)t
ee
F(43)t
ee
NR(54)r
he
SR(55)t
hh
NR(45)r
hh
F(44)t
hh
NR(54)r
eh
SR(55)t
ee
NR(45)t
ee
F(34)t
ee
NL(23)r
he
SL(22)t
hh
NL(32)r
hh
F(33)t
hh
NL(23)r
eh
SL(22),
Σh3 = t
hh
NL(32)t
hh
F(43)t
hh
NR(54)r
eh
SR(55)t
ee
NR(45)r
ee
F(44)t
ee
NR(54)r
he
SR(55)t
hh
NR(45)t
hh
F(34)t
hh
NL(23)r
eh
SL(22)t
ee
NL(32)r
ee
F(33)t
ee
NL(23)r
he
SL(22),
(S 15)
for the loops between the S regions with an additional detour in each of the cavities (see Fig. S 2). The superscript
refers to the particle type along the long paths connecting the S regions.
In order to derive Eq. (3) of the main text, one can now analyze the energy dependence of Σ by making use of
particle hole symmetry. The terms ΣL1 and Σ
R
1 involve all four modes and all possible reflections and thus are invariant
under charge conjugation, i.e.,
Σ
L/R
1 (E) =
(
Σ
L/R
1 (−E)
)∗
, (S 16)
which implies that the real and imaginary parts fulfill
Re
[
Σ
L/R
1 (E)
]
= Re
[
Σ
L/R
1 (−E)
]
, Im
[
Σ
L/R
1 (E)
]
= − Im
[
Σ
L/R
1 (−E)
]
. (S 17)
By contrast, Σ
↑/↓
2 and Σ
e/h
3 are charge conjugated partners of one another, such that
Σ↑2(E) =
(
Σ↓2(−E)
)∗
, Σe3(E) =
(
Σh3 (−E)
)∗
, (S 18)
and hence
Re
[
Σ↑2(E)
]
= Re
[
Σ↓2(−E)
]
, Im
[
Σ↑2(E)
]
= − Im
[
Σ↓2(−E)
]
,
Re
[
Σe3(E)
]
= Re
[
Σh3 (−E)
]
, Im
[
Σe3(E)
]
= − Im
[
Σh3 (−E)
]
.
(S 19)
Next, we consider the complex valued functions u(E), w(E), z(E) defined as
u(E) = ΣL1 (E) + Σ
R
1 (E)− ΣL1 (E)ΣR1 (E),
w(E) = Σ↑2(E) + Σ
↓
2(E)− Σ↑2(E)Σ↓2(E),
z(E) = Σe3(E) + Σ
h
3 (E),
(S 20)
such that u+ w + z = Σ. Importantly,
u∗(E) = u(−E), w∗(E) = w(−E), z∗(E) = z(−E), (S 21)
because of Eqs. (S 16) and (S 18). Eq. (S 21) immediately leads to the crucial result
[Σ(E)]
∗
= Σ(−E), (S 22)
demonstrating that |Σ| is indeed even in E. Going back to the full crossed Andreev reflection coefficient, we can
rewrite Eq. (S 10) as
theRL = (t1 + t2)
1−Σ∗
1 + |Σ|2 −Σ −Σ∗ , (S 23)
where the denominator d(E) = 1 + |Σ(E)|2 −Σ(E)− (Σ(E))∗ is real and obeys
d∗(E) = d(−E) ⇒ |d(E)|2 = |d(−E)|2, (S 24)
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while finally the numerator of the second term in Eq. (S 23) is n(E) = 1− (Σ(E))∗ with the property
n∗(E) = n(−E) ⇒ |n(E)|2 = |n(−E)|2. (S 25)
In conclusion, the modulus of the contribution of all higher order corrections given by 1/(1−Σ) = d/n is indeed even
in energy.
As the final step, we turn to the first term in Eq. (S 23) responsible for the interference effect. From Eq. (S 12), we
first write
t1 + t2 = t
ee
SL(21)t
ee
NL(32)t
hh
NR(54)t
hh
SR(65)
(
reeF(33)t
ee
NL(23)r
he
SL(22)t
hh
NL(32)t
hh
F(43) + t
ee
F(43)t
ee
NR(54)r
he
SR(55)t
hh
NR(45)r
hh
F(44)
)
. (S 26)
Now, using the explicit form of the coefficients we provide in Eq. (S 32) below, we have
thhF(43) = t
ee
F(43), r
ee
F(33) = r
hh
F(44), r
he
SR(55) = e
iφ rheSL(22)
teeNL(23) = t
hh
NL(32) = e
idNLE , and teeNR(54) = t
hh
NR(45) = e
idNRE .
(S 27)
Thus, Eq. (S 26) simplifies to
t1 + t2 = t
ee
SL(21)t
ee
NL(32)t
hh
NR(54)t
hh
SR(65)r
ee
F(33)r
he
SL(22)t
ee
NR(54)
(
e2idNLE + e2idNRE+iφ
)
, (S 28)
which is of the form
t1 + t2 = 2|t(E)|eiτ(E) cos (∆ϕ/ 2). (S 29)
Here, we have introduced the phase difference between the two paths ∆ϕ = φ+2(dNR−dNL)E, an unimportant global
phase τ , and the modulus of a product of scattering coefficients fulfilling |t(E)| = |t(−E)| (see below). Combining
Eqs. (S 23) to (S 25) and (S 29), we thus show that the absolute squared of the CAR coefficient can be written in the
form
|theRL|2 = TheRL(E) = γ(E, φ) cos2 [φ/2 + (dNR − dNL)E] , (S 30)
where γ(E, φ) is even in E and given by (we have restored the dependence on the phase difference φ)
γ(E, φ) =
4|t(E, φ)|2|n(E, φ])|2
|d(E, φ)|2 , (S 31)
as stated in Eq. (3) in the main text.
In order to show that |t(E)| is indeed even in E, we define AS(E) = arccosh(E/∆), AF(E) = arccosh(E/m‖) and
ΩS(E) =

√
E2 −∆2 for E > ∆
i
√
∆2 − E2 for −∆ < E < ∆
−√E2 −∆2 for E < −∆
, ΩF(E) =

√
E2 −m2‖ for E > m‖
i
√
m2‖ − E2 for −m‖ < E < m‖
−
√
E2 −m2‖ for E < −m‖
.
The coefficients are then found to be [together with Eq. (S 27)]
teeSL(21)(E) =
sinh [AS(E)]
sinh [AS(E)− idSLΩS(E)] , r
he
SL(22)(E) = −i
sin [ΩS(E)]
sinh [AS(E)− idSLΩS(E)] ,
thhSR(65)(E) =
sinh [AS(E)]
sinh [AS(E)− idSRΩS(E)] , r
ee
F(33)(E) = −i
sin [ΩF(E)]
sinh [AF(E)− idFΩF(E)]
teeF(43)(E) =
sinh [AF(E)]
sinh [AF(E)− idFΩF(E)] , t
ee
NL(32)(E) = e
idNLE , thhNR(54)(E) = e
idNRE .
(S 32)
From Eq. (S 32) one can check that the modulus of all coefficients is an even function of E, and thus |t(E)| must be
even as well.
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FIG. S 3. (a) Noise, (b) average current, and (c) Fano factor in the right lead as a function of the base temperature T0
with temperature differences θ = 2T0 (cyan) and θ = Tc (orange) fixed. The dashed black line in (a) shows the noise in the
equilibrium case for θ = 0. The phase difference is φ = pi/2 for all panels, and the other parameters are chosen as in the main
text.
Dependence of the noise in the right lead on the base temperature
In the main text, we focus on the behavior of the current fluctuations and the Fano factor as a function of the
temperature difference θ at fixed base temperature T0. Here, we provide some information about the dependence on
T0. We fix the phase difference between the superconductors to be at the optimal operating value φ = pi/2. The
temperature difference is set to be θ = 2T0 (plotted in cyan) and θ = Tc (orange). Note that at T0 = Tc/2, both cases
coincide and we also recover the results of the main text.
Fig. S 3 (a) shows the noise in the right lead SRR. For all choices for the temperature gradient θ the fluctuations do
not grow monotonically up to T0 = Tc, but reach a maximum below that value. This is connected to the fact that the
scattering problem and thus the conductance change dramatically when the two superconducting barriers are removed.
Note that there are several contributions to the noise in setups like this, namely an equilibrium contribution due to
finite temperatures, a non-equilibrium contribution due to a temperature gradient and, additionally, a contribution
due to the thermoelectrically created nonlocal charge current. The interplay of these sources of fluctuations has been
carefully studied in [73]. In Fig. S 3 (b), we plot the total current in the right lead produced by the temperature
gradient. For smaller values of T0, the current for θ = Tc is of course much larger than for θ = 2T0, but for both
cases it is not dominated by Andreev contributions below T0 ≈ Tc/2. The quite sharp drop of the θ = Tc case for T0
smaller than Tc/2 is mostly due to the vanishing of the normal contribution. Finally, Fig. S 3 (c) displays the Fano
factor F = SRR/|2eIR| resulting from noise and average current in Fig. S 3 (a) and (b). For small base temperatures,
Fano factors below 10 are possible. However, note that a dominating Andreev contribution to the current requires T0
to be of the order of Tc/2, which increases the Fano factor at the optimal working point of our device.
