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Abstract
Optimization of Materials for Magnetic Refrigeration
and Thermomagnetic Power Generation
by
Anthony Nicholas Tantillo
Advisor: Karl G. Sandeman
The magnetocaloric effect, by which a magnetic material experiences a change in temper-
ature due to an applied magnetic field, can be used for refrigeration. The corollary to the
magnetocaloric effect – known as the pyromagnetic effect – is the phenomenon by which
a magnetic material experiences a thermally-induced change in magnetization that can be
used to harvest thermal energy. This dissertation has two main parts: one focusing on novel
materials for energy harvesting; and another focusing on methods of materials discovery for
refrigeration purposes.
Thermomagnetic power generation (TMG) is the process by which magnetic flux, which
comes from a temperature-driven change of magnetization, is converted into usable energy.
The first part of this dissertation investigates the ways in which magnetically hard ma-
terials, which have strong magnetic anisotropy and non-zero magnetic remanence, can be
incorporated into TMG cycles in order to expand the area of M -H plane available for energy
conversion. Two cases are considered: (i) hard ferrite magnets as the functional material for
a two-quadrant TMG cycle; (ii) and a hard magnet applying a bias field to a soft functional
v
material, thus opening the second quadrant of the M -H plane. Experiments on commer-
cially available hard ferrites reveal that these materials are not yet good TMG candidates,
but hard magnets with higher thermal conductivity and a greater change of magnetization
with temperature could outperform existing TMG materials. Computational results using
Radia [1] indicate that biasing a soft magnet with a hard magnet is essentially equivalent to
shifting the M -H loop by an amount proportional to the field of the biasing magnet. In the
case of polycrystalline gadolinium, the work output increases from 13.6 J/kg [2] without a
bias field to 33.6 J/kg with a bias field for the same temperature range, but experimental
verification is needed.
High-throughput workflows, guided by machine learning and other statistical methods
in material informatics, are essential to streamlining the process of screening new possible
materials, making the experimental process as targeted and efficient as possible. The second
part of this dissertation describes two approaches to materials screening based on simulated
data. The first approach is a modification of the screening method of Bocarsly et al. [3],
wherein lattice deformation across the magnetic phase transition (magnetic deformation)
was computed based on the difference between unit cell dimension lengths with and without
magnetic interactions in models based on density function theory (DFT). The addition of
a phenomenological parameter, calculated from the electronic density of states available
from the Materials Project [4], can enhance the prediction of magnetic field-induced entropy
change, ∆Sm, with nearly 60% better mean squared error than using magnetic deformation
alone.
A method of scraping the Materials Project database for DFT results on magnetically
ordered compounds using the pymatgen open-source Python library is presented. By an-
alyzing the electronic density of states, computed unit cell volume and other parameters
obtained through the Materials Project database for over 20,000 materials, a data subset is
compiled to propose directions for magnetocaloric material research.
vi
Finally, a computational approach is established to discern between compositions which
undergo a magnetic first-order phase transition (FOPT) and second-order phase transition
(SOPT) across two different doping schemes in the La-Fe-Si family of compounds [5, 6]. One
potential categorization scheme uses the Fréchet distance [7] as a metric for the similarity
between the non-magnetic (NM) and ferromagnetic (FM) density of states (DOS). Another
possible implementation considers the deviation of the difference between the NM and FM
DOS upon resolving for the shift between the NM and FM DOS curves. The Fréchet distance
method provides a clear delineation between materials in the La-Fe-Si compound family
which undergo a FOPT versus a SOPT across both doping schemes considered. When the
majority-spin electronic DOS are appropriately scaled, the critical Fréchet distance is near




Reflecting on the past five years evokes a plethora of emotions: relief; nostalgia; excitement;
fulfillment; but most of all, gratitude. I’ve had the pleasure of meeting some very smart and
interesting people as I reach the end of 23 years of consecutive schooling. Here are some of
the people who have been absolutely essential in making all of this possible.
First of all, I’d like to express my deepest gratitude to my advisor, Karl Sandeman. Karl
is one of the most intelligent, kindest people I’ve worked with, and he has been a fantastic
role model and mentor throughout my graduate work.
I’d also like to thank the rest of my dissertation committee: Nicolas Giovambattista,
who taught my Statistical Mechanics course at the Graduate Center four years ago and has
been a great mentor while I worked at Brooklyn College; Sophia Suarez, who led my final
research rotation during the first year of my PhD and has been incredibly supportive ever
since; Radhika Barua, who I met at the IEEE Magnetics Summer School in 2019 and has
been a fantastic resource for magnetocalorics; and David Schwab, who taught my Machine
Learning for Scientists course at the GC and introduced me to the world of data science.
I want to thank our collaborators who have helped with the projects contained in this
dissertation. Thanks to Nora Dempsey and her colleagues in Grenoble, France, for providing
data for ferrite magnets in thermomagnetic power generation cycles – during the World Cup,
no less! – and to Markus Gruner for the density functional theory calculations he sent us
for my work.
viii
I have had the pleasure of speaking with some truly great scientists directly about my
work, and their guidance has been invaluable. Thank you to Asaya Fujita and Markus
Gruner for answering my emails very patiently and thoroughly. And thank you to Zsolt
Gercsi for speaking with me virtually from Dublin. Your input has been essential in forming
and solidifying my understanding of magnetic materials.
One of my favorite parts of graduate school was traveling – I’ve loved getting to meet new
people and see new places in the name of science. Thank you to Morgan Almanza, Martino
Lobue, and Victorino Franco, who engaged me in some very interesting conversations about
magnetism at the cafeteria (and at the pub) in Darmstadt, Germany. And thank you to Ravi
Hadimani and Radhika Barua (once again!) from Virginia Commonwealth University, Brian
Kirby from the IEEE, and the rest of the organizers of the 2019 IEEE Magnetics Summer
School at VCU, as well as all the friends I made during that week. And thanks as well to the
organizers of the 2020 Advanced Cyber Infrastructure Summer School, hosted virtually by
Joel Giedt and the faculty at Rensselaer Polytechnic Institute, for delivering an informative
and fun month of coding. I’d also like to acknowledge Shyam Dwaraknath and the rest of
the organizers of the Materials Project Workshop, held virtually over the summer of 2020.
I would not have made it into graduate school without the help of my college professors.
Thank you to Vassilios Fessatidis for keeping me in the Physics program and not letting
me switch into Engineering Physics – I’m glad I stayed the course! Thanks as well to my
undergraduate research advisor, Petr Shibayev, for guiding me into the world of academic
research. If it wasn’t for the help of Antonios Balassis (a graduate of the PhD program at
CUNY), I may not have even passed my first qualifying exam, so I owe Dr. Balassis a deep
gratitude. And thank you very much to Christopher Aubin, who has been a great teacher,
mentor, and friend.
I’d also like to acknowledge the great friends I’ve made at the Graduate Center, especially
Steven Vallone, whose music taste made every day we spent together in the lab that much
ix
better. Thanks as well to all of the faculty at the Graduate Center I’ve had in class, and
thanks especially to Renee Sasaki and Daniel Moy at the Physics Department Office.
And, of course, I can’t thank my support system enough. My friends have been here for
me through all of the ups and downs that come with working on a PhD, and I am extremely
grateful for them. My sisters and my parents have also been an incredible help, and I want
to thank them for all of their love – not to mention the fact that their scientific minds helped
guide me towards the academic life in the first place. And, finally, I want to thank Lana
(and Appa!) for the love, support, kindness, patience, and comfort she has provided through
my PhD studies – we began graduate school together, and now, we are moving into the next




List of Tables xiii
List of Figures xiv
1 The Physics and Applications of Magnetocalorics 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The Magnetocaloric Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Thermomagnetic Power Generation . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.1 Operating Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.2 The Role of Magnetic Fields . . . . . . . . . . . . . . . . . . . . . . . 10
1.3.3 Material Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Magnetic Refrigeration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4.1 Operating Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4.2 Data-Driven Approaches to Materials Discovery . . . . . . . . . . . . 16
1.4.3 Prior Work: Magnetic Deformation . . . . . . . . . . . . . . . . . . . 18
1.4.4 Itinerant Electron Ferromagnetism . . . . . . . . . . . . . . . . . . . 23
1.4.5 The Order of Magnetic Phase Transitions . . . . . . . . . . . . . . . . 26
1.5 Current Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
CONTENTS xi
2 Overview of Data Science and Statistical Methods 30
2.1 Machine Learning Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.1.1 Linear Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.1.2 Overview of Neural Networks . . . . . . . . . . . . . . . . . . . . . . 34
2.1.3 Logistic Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2 Distance Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.1 Relative Standard Deviation . . . . . . . . . . . . . . . . . . . . . . . 39
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Chapter 1
The Physics and Applications of
Magnetocalorics
This chapter will introduce the magnetocaloric effect and two of its applications: thermo-
magnetic power generation and magnetic refrigeration. We will discuss the magnitude of
the magnetocaloric effect and the sharpness of the associated phase transitions in magne-
tocaloric materials. Then, we will move on to the operating principles of thermomagnetic
power generation. Finally, we will introduce the mechanisms behind magnetic refrigeration
and conclude that both technologies rely heavily on the discovery of new functional materials.
1.1 Motivation
The purpose of this work is to investigate novel materials for thermomagnetic power gen-
eration (TMG) and magnetic refrigeration (MR). The underlying socioeconomic imperative
of both TMG and MR is the environment; efficient and responsible energy use, combined
with “green” disruptive technologies, are essential to combating global climate change. Mag-
netic materials play an important role in recycling thermal energy and replacing refrigerant
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materials which contribute to global warming.
Waste heat is the term given to describe the thermal energy produced as a part of some
other process. It is estimated that 20-50% of energy consumed by industrial processes is
expelled as waste heat. Of that quantity of wasted heat energy, about 60% is deemed “low-
grade,” with a temperature less than 232 ◦C. Because waste heat is such a ubiquitous energy
source, numerous technologies have been investigated for harvesting the low-temperature
thermal energy expended by industrial processes. These technologies include organic Rankine
cycles, piezoelectric generators, and thermoelectric generators; however, none of these energy
harvesting techniques have been widely adopted due to high costs and low efficiencies [8].
Thermomagnetic generators present an alternative to organic Rankine cycles and piezo-
electric generators. Brillouin and Iskenderian calculated the efficiency of TMG to be 55%
of Carnot efficiency [9]. This compares favorably with the data reported in [8] for existing
methods. Using low-cost materials and low magnetic fields can reduce the overall operating
cost of TMG; therefore, TMG is a promising candidate for the cost-efficient harvesting of
low-grade thermal energy.
Just as magnetic materials play a role in energy recycling, magnets may take a cen-
tral role in the ways in which cooling technology develops. So-called “caloric” materials
are materials which exhibit changes in temperature under certain physical stimuli; elas-
tocalorics (stretch/strain induced), barocalorics (pressure induced), electrocalorics (electric
field induced), and magnetocalorics are interesting materials for cooling applications [10].
The gradual increase in the volume of caloric-related research is accelerated in part by the
growing need for high-efficiency refrigerators and air conditioners. Additionally, the Kigali
Amendment to the Montreal Protocol outlines a plan by the global community to depart
from the use of hydrofluorocarbons due to their high global warming potential (GWP), with
the goal of avoiding a 0.5 ◦C global temperature increase by the end of the 21st century [11].
According to the California Air Resources Board, the GWP of a coolant gas quantifies its
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global warming contribution relative to carbon dioxide, which is defined as having a GWP
equal to 1. To give an example of the potential issues, consider the Frigidaire 6,000 BTU
Window Mounted Room Air Conditioner, which uses R-410A as its coolant. (This happens
to be the air conditioning unit in my living room - a since discontinued model which is
representative of the type of AC unit seen in windows all over New York City.) R-410A has
a GWP of 2088, and the technical specifications from Frigidaire’s website list the charge of
refrigerant in the A/C unit as 13.76 oz (by weight). The molar mass of R-410A is listed at
the website for Southern Industrial Gas as 72.6 g/mol. A back-of-the-envelope calculation
reveals that improper disposal of this specific A/C unit is the equivalent of nearly 1800 lbs of
CO2 escaping into the atmosphere. (For reference, the EPA has estimated the annual CO2
emissions of a typical passenger car to be 4.6 metric tons, or 10,100 lbs. [12]) On the scale
of an entire city, even 1% of this value in leakage could be environmentally impactful.
As a result of the high potential for environmental damage, refrigerant companies have
created and implemented coolants with a low GWP (defined as a GWP ≤ 150), with some
coolants having a GWP equal to that of CO2. Although this presents significant progress,
existing refrigerators and air conditioners using older materials are not retrofitted with low
GWP coolants. In light of the progress in low GWP coolants, magnetic cooling materials —
based on the magnetocaloric effect — must present increases in performance and efficiency
(both in terms of energy and cost) in order to become more commercially viable than vapor-
compression cycle coolants.
1.2 The Magnetocaloric Effect
There is actually a bit of controversy regarding the discovery of the magnetocaloric effect
(MCE). The literature largely credits Emil Warburg [13] as the originator of research on
the MCE; this, however, is historically inaccurate. As explained in a 2013 paper by Anders
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Smith [14], the discovery of the magnetocaloric effect should be credited to Weiss and Piccard
in 1917, who coined the term “magnetocaloric” in their description of the reversible, field-
induced temperature change experience by nickel near its Curie temperature [15].
Strictly speaking, all magnetic materials experience some degree of a MCE as well as a
transition between high magnetization and low magnetization phases. The temperature at
which the magnetic phase transition between ferromagnetic and paramagnetic states occurs
is the Curie temperature, TC . If a material has a Curie temperature, then it is possible to
apply a magnetic field at TC and drive a temperature change in the material. Materials which
have a Curie temperature near room temperature are useful in magnetic refrigeration, but
lower TC materials have been used successfully for low-temperature cooling applications. For
example, the magnetocaloric effect in paramagnetic gadolinium sulfate was used to attain
milliKelvin temperatures [16], which contributed to William Giauque winning the 1949 Nobel
Prize in Chemistry.
The magnetocaloric effect is the phenomenon by which a magnetic material experiences
an adiabatic temperature change, ∆Tad, or an isothermal change in magnetic entropy, ∆Sm,
as a result of the sudden application of a magnetic field. MCMs can undergo a temperature-
driven phase transition between a high magnetization state and a low magnetization state.
The high magnetization state is often an ordered ferromagnetic phase (though it is possible
for a ferrimagnet to exhibit a MCE), and the low magnetization state can be an ordered
antiferromagnetic or a disordered paramagnetic state.
The size of the MCE in a material can be quantified by the change in magnetic entropy,
∆Sm, that a MCM experiences for a given change of applied magnetic field. An analysis of
the free energy of a magnetic system produces an expression for ∆Sm. The free energy F
for a system at temperature T , volume V , and applied magnetic field H is given by
F (T, V,H) = −SdT − pdV −MdH, (1.1)
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where S is the entropy, p is pressure, and M is magnetization. A similar expression can be
written by the method of differentials:











































Integrating both sides in the applied magnetic field from some initial field value H0 to final
value Hmax gives the final result for the change in magnetic entropy,









It is clear from Equation 1.5 that the size of the magnetocaloric effect is directly correlated
to the profile of magnetization as a function of temperature. In particular, a discontinuity in
the magnetization - which is the first derivative of the free energy - corresponds to a sharp,
first order phase transition (FOPT). A gradually changing magnetization profile corresponds
to a second order phase transition (SOPT), which has a discontinuity in the second deriva-
tive of the free energy, (∂M
∂T
). For applications in magnetic refrigeration and thermomagnetic
power generation, it is favorable to use materials with sharp, large transitions. Although
FOPT materials meet the criteria for large and sharp magnetization changes, they also ex-
hibit thermal hysteresis, or a lag in the transition depending on the previous state. Such a
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dynamical challenge for FOPT materials offsets the increased temperature sensitivity and
larger magnetocaloric effects in FOPT materials compared to the MCE in SOPT materials.
It has been a significant research question to find materials which combine the sharpness
and magnitude of a first-order transition with the lack of hysteresis in a second-order tran-
sition [17].
Figure 1.1: Plot of annual number of publications with keywords, titles, or abstracts per-
taining to “magnetocalorics.” Data scraped from Web of Science.
Research into MCMs has increased dramatically over the last few decades, as shown
in Fig. 1.1. Some of the essential characteristics of a good magnetocaloric material are as
follows [18]:
• Non-toxic and non-critical, easily sourced components;
• Low porosity;
• Corrosion-resistant;
• Retains MCE in powder/microbead form;
• Low heat capacity and high thermal conductivity;
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• Large ∆Tad and ∆Sm, and appropriate TC .
Numerous potential MCM candidates have been discovered over the past 45 years, al-
though gadolinium remains the standard MCM for applications in refrigeration and power
generation. Gadolinium has remained the “gold-standard” in room-temperature MCE appli-
cations because it exhibits a good magnetocaloric effect (∆Tad = 4 K, ∆Sm = 6 J/kg/K for a
2 T magnetic field) with a Curie temperature of 293 K and no thermal hysteresis [19]. In order
to improve on the performance of magnetic refrigeration devices, alternative compounds have
been investigated, with a particular focus on economic concerns for each potential candidate
material [20]. Because the primary obstacle to widespread adoption of magnetocaloric-based
technology is the lack of commercially viable materials, experimental efforts to find new
material families and new members of existing material families have recently been comple-
mented by in silico computational methods for screening new materials [3, 21, 22].
1.3 Thermomagnetic Power Generation
1.3.1 Operating Principles
The fundamental physics behind TMG and magnetic refrigeration is essentially the same;
both technologies make use of the connection between thermal and magnetic properties. Both
the Curie wheel and induction-type motors rely on the same underlying physical principles
for energy conversion. Generally, TMG utilizes the thermally driven change in magnetic
energy to convert heat into usable electrical energy. Figure 1.2 shows an example of a of
thermodynamic cycle exploited for TMG using a member of the La(FexSi1−x)13 family of
compounds. In this example cycle, constructed using data provided by Vacuumschmelze,
the material begins at point (1) in a low temperature, high magnetization state at a low
applied field value. The magnetic field is increased isothermally up to point (2). Then,
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the material is heated at a constant magnetic field, dropping its magnetization to point
(3). Finally, the field is decreased at constant temperature, bringing the material back
down to a low magnetization, high temperature state at point (4). Qualitatively, the change
in magnetization of the material can be used to generate motion relative to a magnetic
stator. Devices of this kind include those which use a ”Curie wheel.” Similarly, the change
of magnetic flux between points (2) and (3) or (1) and (4) can be used to induce an electrical
current in a pickup coil; this is the principle underlying the operation of an ”induction-type”
TMG device. Devices of both types will be explored in Chapter 3.
Figure 1.2: Isothermal magnetizatiion curves for a La-Fe-Si compound doped with Mn and
H. The shaded region represents the (idealized) work output for the compound in a thermo-
dynamic cycle, where Tcold = 50
◦C and Thot = 70
◦C. Data provided by Vacuumschmelze in
Hanau, Germany.
For a more quantitative description of the mechanisms behind TMG, it is useful to
consider the efficiency of the thermodynamic cycle from Figure 1.2. An analysis of this
efficiency, similar to the one done by Hsu et al. [2], can emphasize the areas in which work
can be done to increase the work outputs of TMG devices. For a material cycled between a
heat reservoir at a temperature Thot and a heat sink at a temperature Tcold, the efficiency η
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Similarly, the engine operates with a limit determined by the Carnot efficiency ηCarnot, defined










It is worth noting that most of the literature on TMG reports ηrel when discussing device
efficiency. Also, because the maximum (Carnot) efficiency is limited by the temperature span
between the heat reservoir and heat sink, ηCarnot can be as low as 7% for a device operating
near room temperature with a temperature span of 20 ◦C. Therefore, reports of efficiencies
near 50% of the Carnot efficiency [9] correspond to absolute efficiencies on the order of 3%.
However, the low absolute efficiency is compensated by the ubiquity of low-grade waste heat
as a viable heat source [8].
The expression for efficiency in Equation 1.6 can be decomposed into contributions from
different parts of the magnetic system. The work output, W , is equal to the shaded area in




where H is the applied magnetic field and M is the magnetization. The heat input, Qh, can
be rewritten as Qh = Qc+W and broken down into three contributions: the energy required
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to heat the material itself, given by
∫
CpdT ; the entropy change of the magnetic subsystem,








Some distinct conclusions can be drawn from this result. First, a decrease in the entropy
change of the magnetic subsystem leads to an increase in overall efficiency. Second, the work
output W should be maximized in order to obtain the highest performance for an engine.
This means making the area of the loop,
∮
HdM , as large as possible. This work explores
how to potentially exploit entropic contributions while simultaneously maximizing the work
output and minimizing the size of the magnetic field needed to operate a TMG device.
1.3.2 The Role of Magnetic Fields
A key motivation of this work is to minimize the magnetic field required to drive a pyromag-
netic motor. Applying high magnetic fields is an expensive endeavor; fields greater than one
Tesla can be achieved by means of electromagnets or by strong, rare-earth magnets (usually
containing Nd, a highly critical material). Electromagnets are ruled out due to the inherent
energy cost of operation, which can detract from the energy recovered by TMG to the point
of unviability. Therefore, the only remaining option is the use of an expensive permanent
magnet array. In light of the economic barriers to high magnetic fields, it is favorable to look
for implementations which decrease the required magnetic field strength while retaining a
useful degree of work output.
In addition to the purely economic and financial considerations, there are also physical
motivations to decrease the magnetic field used in a thermomagnetic power generator. Ac-
cording to Hsu et al. [2], the efficiency η for a TMG device operating on the pyromagnetic
effect is given by Equation 1.10. The entropy change in the denominator of the equation
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relates to the reorientation of spins between isotherms in Fig. 1.2. It has been shown [2]
that the entropy change scales linearly with the applied magnetic field in a gadolinium TMG
device. Therefore, it is energetically favorable to minimize the magnetic field in order to
reduce contributions which decrease the overall efficiency of the pyromagnetic motor.
1.3.3 Material Selection
Figure 1.3: Sketches of magnetization curves for soft magnets. The shaded area represents
the work output, obtained by the integral W =
∮
MdH.
Regardless of the magnetic material chosen, the structure of a typical TMG loop can be
described in reference to Figure 1.3. Suppose the working material starts at a low temper-
ature, high magnetization and high field state, as shown at point (1). The material is then
heated at constant field, typically reducing the magnetization and raising the temperature
until the material reaches point (2). Then, the field is decreased at a constant temperature
up to point (3). Next, the material is cooled (again, at a constant field) until it reaches
point (4). Finally, the field is ramped back up until the cycle reaches point (1) again. The
work output from this thermodynamic cycle is written as W =
∮
MdH, which is equal to
the shaded area formed by connecting points (1) through (4).
The standard material for use in room temperature TMG devices is gadolinium; it ex-
hibits a gradual phase transition between a ferromagnetic, low temperature state and a
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non-magnetic, high temperature state very close to room temperature. The large change in
magnetization, M which results from the phase transition makes Gd well-suited to harvesting
low grade waste heat in a pyromagnetic motor.
Figure 1.4: Isothermal M -H curves for polycrystalline Gd and signle-domain Gd (dashed
line). The shaded area is the work output for a theoretical single-domain Gd, whereas the
bold loop is the work output for the polycrystalline sample under the same conditions. The
single domain material retains a finite magnetization for zero applied field. Reprinted with
permission from Hsu et al. [2], c©2011 American Institute of Physics.
In [2], the authors report an increase in the work output of a pyromagnetic material
by using a single domain, single crystal (soft) ferromagnetic working material, which would
expand the area of M -H space available for energy conversion compared to that of a sim-
ilar polycrystalline material. At the core of the single-domain approach is the increase of
magnetic anisotropy observed in a single domain ferromagnet over a polycrystalline magnet.
As shown in Figure 1.4, the single-domain material retains magnetization for zero applied
magnetic field, thus expanding the available area of the M -H plane available for work out-
put. This dissertation investigates a similar approach, using hard ferromagnetic materials
to increase the available area in M -H space for energy harvesting.
Gadolinium is a soft magnetic material, meaning it does not retain its magnetization
without an applied magnetic field. By contrast, a hard magnetic material is one which has a
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finite magnetization, or magnetic remanence, without an applied field, H. Soft magnets can
be magnetized isotropically; the magnetization vector for a magnetically soft material points
in the same direction as the applied field. The M -H profile for a soft magnetic material is
comprised of odd functions, M(−H) = −M(H), with no parts of the curve in the second or
fourth quadrant. If a loop were made from positive and negative field contributions, the +H
portion would be negated by the −H portion; therefore, TMG loops are only constructed in
one M -H quadrant for soft magnets.
Figure 1.5: Sketch of magnetization curves for a hard magnet with α > 0. The shaded area
represents the work output, obtained by the integral W =
∮
MdH.
Unlike soft magnets, magnetically hard materials have finite remanence. Hard magnets
do not remagnetize quite as easily as soft magnets due to their finite coercivity, or the amount
of field required to demagnetize the material at a given temperature. Hard magnets do not
exhibit the same isotropic behavior as soft magnets, and the M -H profile for a hard magnet
reflects this broken symmetry. Consequently, the magnetization curves for hard magnets
occupy all four quadrants, meaning it is possible to construct TMG loops which encompass
multiple quadrants with a net positive work output.
It is worth noting that magnetically hard materials have been used for thermal energy
harvesting by utilizing a spin-reorientation transition (SRT), in which the direction of the
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magnetization vector in a material changes – as opposed to the transitions described in this
work, which focus on changes in the magnitude of the magnetization to drive a pyromagnetic
generator. In 1977, Ohkoshi et al. proposed a magnetic “pretzel” to direct changes of
magnetic flux in a spin-reorientation material through a magnetic circuit to maximize the
energy harvested by a thermomagnetic generator [23]. A 2011 study outlined the benefits
of spin-reorientation transitions over Curie point transitions for pyromagnetic applications,
including highly tunable transitions and higher relative efficiency [24]. The group led by Greg
Carman at UCLA has explored SRT-TMG extensively, finding that SRT embodiments can
generate 10 times as much energy as Curie point transitions [25]. A significant obstacle for
SRT-TMG is sample purity; the NdCo5 samples synthesized by Carman’s group had oxide
formation and non-uniform crystal epitaxy, limiting their utility in thermal applications [26].
While SRT working materials are magnetically hard, there is no precedent in the literature
for the use of hard ferromagnets as the working materials in a multiple-quadrant TMG cycle.
Although there are many hard magnets to choose from, this work will focus on magneti-
cally hard ferrites as the TMG functional material. Figure 1.5 depicts a schematic of a TMG
loop formed by magnetically hard ferrites. There are two major reasons for selecting ferrites
over materials which have higher energy densities, such as NdFeB magnets. First, ferrites are
relatively inexpensive and readily available from commercial vendors. Both samples studied
were provided directly by manufacturers at a cost of a few cents per sample. Second, ferrites
have a positive temperature coefficient of coercivity. The temperature dependence of the
coercivity of a hard magnet can be approximated, to first order, by:
Hc(T ) = Hc(T0)[1 + α(T − T0)], (1.11)
where α is the temperature coefficient of coercivity, in units of %◦C . Ferrite magnets are
unique in that α > 0 for ferrites. This implies that the coercivity will only increase with
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increasing temperature, meaning that the red curve for Thot in Fig. 1.5 will never be narrower
than the blue curve for Tcold. Therefore, a ferrite will not experience an unexpected loss of
magnetizability upon heating, which is possible if the Thot isotherm were narrower than the
Tcold isotherm. In addition, the magnetic remanence is assumed to decrease as temperature
increases; although this is true for the ferrite magnets studied here, it is not necessarily the
case in general over all temperature ranges for all hard magnets.
It is important to briefly discuss two quantities which are relevant to the samples studied.
The first is the demagnetizing field, Hd, which is a geometric effect in magnetic materials
that opposes the lines of magnetic flux inside the material. Applied magnetic fields must be
corrected for demagnetization in order to obtain correct magnetization curves. The second
quantity is the reported BHmax, which is supplied by the manufacturer for different grades of
magnetic material. The BHmax corresponds to the energy density of the magnetic material,
in units of J/m3 (or, in our case, kJ/m3). A material with a higher BHmax will generally
be a stronger magnet; therefore, we hypothesize that materials with the highest BHmax will
exhibit the best TMG potential.
1.4 Magnetic Refrigeration
1.4.1 Operating Principles
Having thoroughly discussed material considerations for TMG, we can now contextualize
research into materials for magnetic refrigeration. The use of magnetocaloric materials for
refrigeration purposes is best understood by analogy to existing refrigeration methods. The
operation of a vapor-compression (VC) refrigeration cycle is as follows: a liquid refrigerant
passes through towards the cabinet of the fridge; upon absorbing heat from the main cabinet,
the liquid (isothermally) expands into a gas; the gas then continues towards a compressor
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or condenser; finally, the gas is compressed back into a liquid; and the temperature of the
refrigerant material decreases, bringing the material back to its original state and allowing
the cycle to continue pumping heat from the system.
Rather than utilizing the latent heat of a solid/liquid phase transition, near-room tem-
perature magnetic refrigerators take advantage of the adiabatic temperature change asso-
ciated with a magnetic/non-magnetic phase transition. (It is worth mentioning that low-
temperature refrigeration does not utilize a phase transition to illicit a strong magnetocaloric
effect, though the general principles are the same regardless of operating temperature.) First,
a MCM is brought into a magnetic field; the rapid application of field increases the tem-
perature of the MCM by an amount ∆Tad; once the material is allowed to cool, the field is
quickly removed, thus decreasing the temperature by the same amount, ∆Tad; finally, the
material can accept the thermal load from the refrigerator cabinet, which puts the material
back into its original state. Whereas VC refrigerators rely on the use of volatile compounds,
which often have significant ozone impacts [11], MR technology does not rely on any gaseous
components.
1.4.2 Data-Driven Approaches to Materials Discovery
A number of studies have been conducted in recent years to apply data insights to the
discovery and screening of magnetocaloric materials for refrigeration applications [27, 3,
21, 22, 28]. Computational methods for finding and vetting new materials - sometimes
referred to as in silico studies - enable researchers to consider far more material candidates
than previously possible. The use of computers allows for relatively fast and inexpensive
material testing compared with a more hands-on experimental approach of fabricating or
acquiring and testing any potential materials of interest. Furthermore, the improvement
and availability of computing resources over the past few decades - including the growth of
open-source machine learning libraries and the increase in laptop computational power - has
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made computational methods accessible to scientists from all over the world.
Statistical and computational approaches have been implemented for magnetocaloric ma-
terials research in a variety of ways. The work of Zarkevich et al. [27] outlines the paradigm
established by the CaloriCool consortium on calorics (not only magnetocalorics) for creat-
ing a high-throughput screening algorithm to find new materials. The CaloriCool approach
begins with non-toxic, abundant, relatively inexpensive, and non-volatile elements on the pe-
riodic table, along with crystallographic databases and known phase diagrams, to generate
a database of potentially viable compounds. The initial screening consists of encoding the
chemical composition of materials and ensuring that the transition does not lead to a new
composition - thus ensuring a martensitic, diffusionless transformation - and evaluating the
price of a compound as the sum of the prices of the constituent materials. Gaseous or toxic
compounds, and materials with transitions outside of a promising temperature range, are
rejected. Next, density functional theory (DFT) calculations are used to probe the electronic
and physical properties of materials, and the results are used for later screening. Materials
which pass screening are fabricated and characterized; materials which could pass screening
if certain properties with slightly different properties are re-computed; and materials which
fail screening are rejected. The workflow diagram from the CaloriCool approach will be
revisited in Chapter 4.
Other computational methods have focused on the magnetocaloric behavior of a specific
family of compounds across compositions. Zhang et al. [21] used machine learning to predict
the Curie temperature TC and isothermal change of magnetic entropy ∆Sm for applied field
changes of µ0∆H = 2 T and µ0∆H = 5 T for the La(Fe,Si/Al)13 family of materials.
They used a gradient boosted regression tree (GBRT) model which takes in the composition
as a descriptor and predicts ∆S and TC as target values. Using 144 data points as their
full dataset with a train/test split of 80% to 20%, respectively, they obtained coefficients
of determination, R2, in the range of 0.87 to 0.96. They conclude that the inclusion of
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additional parameters, such as lattice constant and saturation magnetization, could improve
the predictive ability of models in the future.
1.4.3 Prior Work: Magnetic Deformation
Here, we will introduce the use of the degree of lattice deformation between nonmagnetic and
ferromagnetic unit cells as a computational proxy for magnetocaloric materials screening, as
described by the Seshadri group at the University of California at Santa Barbara in Bocarsly
et al. [3] and expanded upon to include ensemble methods for solid solutions in Garcia et
al. [28]. Our goal is to use the so-called “magnetic deformation” as a starting point for an
enhanced model for magnetocaloric materials screening and performance prediction.
Magnetocaloric materials are often studied under the framework of the well-established
connection between magnetovolume coupling and first-order magnetic phase transitions. The
Bean-Rodbell model [29] — a mean field model used to describe magnetic materials — holds
that the Curie temperature of a material is directly related to its volume change by the
expression




where T0 is the volume-independent Curie temperature for an incompressible material, v is
the volume, v0 is the volume in the exchange-free material, and β is the coupling constant
between the Curie temperature (or the exchange interaction) and the volume change. When
the material is not allowed to expand (β = 0), a second-order change in the magnetization
occurs; however, if β is large — corresponding to a large coupling between the exchange
interaction and interatomic spacing — then a first-order transition takes place. Therefore,
the first-order magnetic phase change is accompanied by a large change in lattice volume.
A more general approach than considering volume changes — which neglect isovolume
structural changes — is to compute the degree of lattice deformation between a non-magnetic
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(a) A non-deformed lattice, representative of
a non-magnetic state.
(b) A deformed lattice, representative of a
magnetic state.
Figure 1.6: Sketches of non-magnetic and magnetic versions of the same lattice; the resulting
deformation between the two lattices can be quantified as ΣM .
and magnetic unit cell. Consider two matrices, A and B. If A and B are related by a (linear)
transformation matrix, T , then
AT = B. (1.13)
If A is an invertible matrix, then
T = A−1B. (1.14)
Notice that the T is a dimensionless matrix representing ratios of length elements. Now, the
Lagrangian finite strain tensor η can be computed from the transformation matrix,
2η = T − I, (1.15)
where I is the identity matrix. (The leading 2 in the above equation is conventional —
see [30]). The normalized eigenvectors of η represent the axes along which the deformation
T occurs; the eigenvalues wi correspond to the degree of lattice deformation along each
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deformation axis. In [3], the root mean square of the (dimensionless) eigenvalues is converted








Because of the relationship between structural changes and magnetocaloric effects, mag-
netic deformation is used in [3] as a “computational proxy” for the isothermal change in
magnetic entropy, ∆Sm. This is especially useful because ΣM is a parameter which can be
extracted from density functional theory (DFT) calculations. If a given compound is studied
in a ferromagnetic form and in a non-magnetic (or, more specifically, paramagnetic) form,
then ΣM is computed from the relaxed unit cells in each magnetic arrangement.
The dataset used by the Seshadri group to construct ΣM is comprised of 33 materials —
24 of which have reported ∆Sm in the literature, while the other 9 materials were analyzed
experimentally by the authors of [3]. Entropy change values were computed for magnetic
field changes from 0 T to 2 T using the Maxwell relation described in Chapter 1. Density
functional theory (DFT) calculations were performed on all 33 compounds for both ferro-
magnetic and non-magnetic unit cells, and the relaxed structures were used to compute the
magnetic deformation for each material. (The details of the DFT calculations can be found
in the “Methods” section of [3].) The chemical formula, ∆Sm, and ΣM for each compound
in the dataset are listed in Table 1.1.
The increasing trend in the entropy change as a function of magnetic deformation can be
graphically in Figure 1.7. Materials with large ΣM are found to exhibit a correspondingly
large ∆Sm, as evidenced by the coefficient of determination, or R
2, between ΣM and ∆Sm,
of 0.7056. An R2 value close to 1 implies a strong correlation between two variables; thus,
the magnetic deformation is closely related — from a statistical viewpoint — to the entropy
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Table 1.1: Dataset used in Bocarsly et al. [3]. The entropy change ∆Sm is reported for a
magnetic field change from 0 T to 2 T.
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Figure 1.7: Plot of ∆Sm under an applied magnetic field from 0 T to 2 T as a function of
the magnetic deformation ΣM , as reported in [3].
change. While this result is impressive, the authors conclude that ΣM is more appropriate
as a screening parameter than as a predictor, and they report a cutoff value of ΣM =1.5%
for promising magnetocalorics.
The authors of Bocarsly et al. note an interesting observation: the correlation between
ΣM and ∆Sm holds for materials which do not have discontinuous structural changes at their
magnetic transition temperatures as well as for more classically first-order compounds [3].
The goal of applying ΣM as a screening parameter is to find materials which have the largest
possible magnetocaloric effects, regardless of the nature of the associated phase transition.
This goal is accomplished by their case study material; MnCoP has ∆Sm = −3.1 J/kg/K
under a change of magnetic field from 0 T to 2 T, even though it undergoes a gradual phase
transition near its TC .
The work done by Seshadri’s group marks a notable advance, with wide-ranging appli-
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cability to materials discovery — but there is also room for improvement. There are two
distinct goals of this work which will build on the foundation set in Bocarsly et al. [3]: first,
we will create an improved screening parameter using ΣM in combination with a quantity
derived from the electronic density of states (see Chapter 4); then, we will consider the elec-
tronic density of states to generate a screening method to discern between first-order phase
transitions and second-order phase transitions across a family of materials (see Chapter 5).
Before incorporating the electronic density of states (DOS) into our analysis, it is necessary
to outline the framework in which the DOS can be connected to magnetocaloric behavoir.
1.4.4 Itinerant Electron Ferromagnetism
Figure 1.8: Model DOS as described by the Stoner model of itinerant electron ferromag-
netism. Electrons with energies EF − δE are moved from the spin-down channel into the
spin-up channel; the resulting energy considerations constitute the basis of the Stoner model.
Magnetism arises in materials because the intrinsic (spin) and orbital angular momentum
of electrons generates magnetic moments which combine to form a magnetization in the bulk
material. In semiconductors and metals, conduction electrons are delocalized and are free to
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move throughout the material. The magnetic character given to a material by these mobile
electrons is referred to as itinerant electron magnetism - “itinerant” because the electrons
are not bound to a specific lattice site and can move freely. From the bandstructure of a
material, one can obtain the electronic density of states.
Consider, for example, a material which can exist in a ferromagnetic state. The DOS
consists of a spin-up (majority) and spin-down (minority) polarization channel, as depicted
in Figure 1.8. The expressions to find the number of electrons in each spin-polarization










where g(E) is the DOS, EF is the Fermi energy, and ↑ and ↓ represent the spin-up and spin-
down polarizations, respectively. For a non-magnetic state, as depicted by the (symmetric)
dashed boxes in Figure 1.8, n↑ = n↓ = n/2, where n can be found by integrating the total





To study the effects of spin-polarization, suppose spin-down electrons with energies in the
range of [EF − δE,EF ] are flipped. Now, those electrons will occupy the spin-up channel
with energies in the range of [EF , EF + δE]. Since the total DOS is symmetric in the spin-
polarization, the number of spin-flipped electrons is equal to 1
2
g(EF )δE. Since the energy
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This is the amount of energy that needs to be supplied to generate a spin-polarized DOS
(and, likewise, a ferromagnetic material).
The number of spin-up electrons is n↑ = 1
2
(n + g(EF )δE) and the number of spin-
down electrons is n↓ = 1
2
(n − g(EF )δE). The magnetization m of the material is given by
m = µB(n
↑− n↓), where it is assumed that each electron has a magnetic moment equal to 1
Bohr magneton, µB. Substituting the expressions for n
↑ and n↓ into m gives
m = µBg(EF )δE. (1.21)
If the mean-field approximation is applied, then the finite magnetization induces a molec-

















where U = λµ0µ
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2[1− Ug(EF )]. (1.24)
For spin-flipping to occur spontaneously, the change of magnetization must be energetically





2[1− Ug(EF )]. (1.25)
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Since the term outside of the square brackets is, in general, non-zero, this means 1−Ug(EF ) <
0, or
Ug(EF ) > 1. (1.26)
Equation 1.26 is the Stoner criterion, which can be used to determine if a material will
exhibit a ferromagnetic state based on the DOS at the Fermi energy.
The Stoner criterion has important implications for the magnetocaloric behavior of com-
pounds. Assume that U is the same for two different magnetization states in a given material.
In general, the DOS at the Fermi energy, g(EF ), will be different between the two states.
If the change in g(EF ) from one state to the other is large enough, then the material will
transition from satisfying the criterion described by Equation 1.26 to not satisfying the cri-
terion. While the material satisfies the Stoner criterion, it exists in a ferromagnetic state;
when it no longer satisfies the Stoner criterion, the material will transition to a non-magnetic
(generally, paramagnetic) state. This line of reasoning implies that significant changes in
the DOS at the Fermi energy indicate the presence of a transition between magnetization
states. It is important to note that this line of reasoning compares zero-temperature calcu-
lations to finite-temperature effects. There is a precedent in the literature [6, 5, 3] to explore
zero-temperature DFT results for finite-temperature magnetocaloric behavior. Our analy-
sis, therefore, is situated within the framework of acceptable approaches for magnetocaloric
materials investigations.
1.4.5 The Order of Magnetic Phase Transitions
While it is important to accurately predict the size of the magnetic phase transition in
a magnetocaloric material - as quantified by the change in the entropy of the magnetic
subsystem - it is equally important to understand the nature of the transition as well. The
Banerjee criterion [31] is one method of discerning between first and second order phase
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transitions; the shape of the Arrott plot of M2 vs H/M at a variety of fixed temperatures
gives insight into the order of a magnetic transition. Later attempts to model the difference
between FOPTs and SOPTs include work combining the Banrejee criterion with mean field
theory methods and universal curves [32]. Recent work has also implemented an elegant
solution relating the exponent of the field dependence of the entropy change ∆Sm to the
character of the phase transition. [33]. These methods are effective means to deduce the
order of the magnetic phase transition from experimental data, but they do not present a
method for predicting the order of a transition for materials. In order to obtain a screening
method for the magnetic phase transition of materials, it is useful to return to the results of
DFT simulations and the spin-polarized density of states.
Recall that the DOS has implications on the number of electrons that occupy a given
energy - at T = 0 K, the number of electrons is equal to the integral of the DOS up to the
Fermi energy, EF . Similarly, the magnetization per formula unit can be computed by the
difference between the occupation of spin-up and spin-down electrons, assuming a magnetic
moment of 1 Bohr magneton per electron. There also exists a precedent for considering the
DOS as an indicator for the presence of a metamagnetic transition, based on the theory
of itinerant ferromagnetism; for example, Singh et al. report a giant magnetocaloric effect
for the FOPT material Nd7Pd3 as a result of the metamagnetic transition near its Curie
temperature [34], and Yamada et al. explicitly state that materials with sharp neighboring
peaks in the DOS near the Fermi energy can be expected to exhibit large magnetocaloric
effects [35]. Further, Gruner et al. [5] describe the origins of the first-order transition in
LaFe11.5Si1.5 in terms of the changing DOS near the Fermi energy between the ferromagnetic
and paramagnetic states. The well-established connection between DOS and magnetocaloric
effects – bridged by itinerant electron metamagnetic transitions – provides a framework
within which DOS profiles can be compared to predict phase transitions.
As will be discussed in Chapter 4, the changes in the electronic DOS from a NM state to
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a FM state can be twofold - the DOS can experience a shift in the peaks due to the effects of
spin polarization, and the DOS profile can reshape entirely. If the DOS is considered to be a
probability density, where the “probability” in question is the likelihood of finding an electron
occupying a given energy level, then the distance between DOS profiles is analogous to
the distance between probability distributions. Discounting the impact of spin-polarization
(which shifts peaks without substantially altering their shape), a large rearranging of the
DOS profile would indicate a significant change in the likelihood of electrons occupying
specific energy levels. Noticeable changes in occupations would also lead to changes in the
nature of the metamagnetic transitions experienced.
1.5 Current Work
In both the fields of thermomagnetic power generation and magnetic cooling, materials re-
search is essential; the discovery of new, cheaper, and better materials could be the difference
between disruptive technologies becoming widespread and becoming obsolete. This thesis
focuses on the ways in which materials can be optimized for magnetocaloric applications.
First, magnetically hard materials will be investigated for use in thermomagnetic power gen-
eration cycles. Experimental results using ferrites as functional materials will be discussed,
and the possibility for using thin layers of magnetically hard material to provide a “bias”
field for magnetocalorics will be explored. Next, a data-centric approach is applied to a
database of DFT results to construct a predictor for the change in magnetic entropy based
on the spin-polarized density of states. This predictor is combined into statistical models
with the magnetic entropy, and the predictive power of such models will be investigated. Fi-
nally, distance metrics will be applied to the ferromagnetic DOS and non-magnetic DOS to
discern between a FOPT and a SOPT across material families. The insights and limitations
of the Fréchet distance between FM DOS and NM DOS will be discussed. If the FM DOS
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is shifted back towards the NM DOS, it is possible to use the relative standard deviation of
the difference between the two DOS plots to categorically predict a FOPT versus a SOPT.
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Chapter 2
Overview of Data Science and
Statistical Methods
The previous chapter introduced the underlying physics for magnetocaloric materials, ther-
momagnetic power generation, and magnetic refrigeration. Before discussing the new work
of this dissertation, we must first outline the statistical methods applied to the modeling
projects in Chapters 4 and 5.
2.1 Machine Learning Methods
Broadly speaking, “machine learning” refers to computer methods of pattern recognition [36].
In practice, machine learning can be reduced to the optimization of a function which describes
how closely a model reproduces a dataset and, subsequently, how well that model generalizes
to predictions outside of the dataset. Three classes of machine learning models are used;
linear regression is a technique to predict continuous outputs from one or more variables;
logistic regression is a method to predict discrete labels or categories from data; and neural
networks are non-linear models which can be used for either regression or classification
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problems. These three model classes are described in detail below.
2.1.1 Linear Regression
The work contained in this chapter utilizes both constrained and normal linear regression
models, making it desirable to keep the two regression techniques as similar as possible so
the results can be analyzed together. Because the linear regressions in the Python package
scikit-learn do not have the necessary level of customization, a linear regression model has
been built from scratch using linear algebra calculations in the numerical Python package
numpy. Below, the details of linear regression are discussed.
In statistical modeling, a descriptor is an independent variable which is fed into a model
to predict a target value, or dependent variable. A linear regression model is a computational
approach to solve for the coefficients β̂ which satisfy the matrix equation
ŷ = x̂β̂, (2.1)









while the design matrix x̂ is a (p+ 1)× n matrix of n data entries with p descriptors and a
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column of ones appended on the beginning,
x̂ =

1 x1,1 x1,2 . . . x1,p
1 x2,1 x2,2 . . . x2,p
...
1 xn,1 xn,2 . . . xn,p

, (2.3)










Substituting these matrices into Equation 2.1 yields a system of n linear equations with p+1
coefficients:
y1 = β0 + x1,1β1 + x1,2β2 + · · ·+ x1,pβp
y2 = β0 + x2,1β1 + x2,2β2 + · · ·+ x2,pβp
...
yn = β0 + xn,1β1 + xn,2β2 + · · ·+ xn,pβp
(2.5)







(ypred,i − yi)2, (2.6)
is a commonly used cost function in machine learning for regression problems. Here, yi
is the ith element of ŷ, the vector of target values, whereas ypred,i is the i
th element of
ŷpred = x̂β̂, the vector of predicted values computed by the model. In order to figure out
CHAPTER 2. OVERVIEW OF DATA SCIENCE AND STATISTICAL METHODS 33
an appropriate update scheme for the coefficients β̂, the cost function must be optimized.
In practice, minimizing the cost function E(β̂) entails computing the derivatives ∂E
∂βj
for









xi,jβj − yi)2. (2.7)











xi,jβj − yi)xi. (2.8)
Finally, β can be updated according to gradient descent. For a given iteration, the current
parameters β′ are driven towards the values which minimize the cost function by the equation




where α is the learning rate – a hyperparameter of the linear regression model which can be
tuned to give better convergence of the algorithm.
To better generalize to unseen data, the algorithm utilizes three-fold cross validation.
In general, k-folds cross validation is a data sampling technique that splits the data into k
groups, or folds; k − 1 folds are used for training the model, and the other fold is used for
testing, or validating, the model. The training/testing procedure is repeated k times until
all folds have been held out for validation once. Each iteration of a k-folds cross validation
will generate a new set of β̂, as shown in Figure 2.1. The final output of the model is the
average of the parameters over all folds, whereas the model error (reported, for example, as
the mean square error) is an average of the error on the three held-out folds upon each cross
validation iteration.
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Figure 2.1: A schematic of the partitioning of the dataset in k-folds cross validation (k = 3).
The final output parameters β̂ are an average of the parameters found in each fold.
2.1.2 Overview of Neural Networks
In preparation of a brief discussion of neural network architecture, it is important to define
and clarify the terms used to describe neural networks. Note that the following description
is based on the treatment of neural networks in “A high-bias, low-variance introduction
to Machine Learning for physicists” by Mehta, Bukov, Fisher, and Schwab [36]. A neural
network is a class of machine learning models which operates similarly to a model of neural
action in the human brain. The simplest unit of a neural network — the neuron — accepts
a vector of inputs x̂ and returns a scalar ai(x̂), where i is the index of the neuron in the
network. Each neuron applies a bias bi and a weight ŵito the data to produce a linear
transformation of the form
zi = ŵi̇̂x+ bi. (2.10)
The final output of the neuron depends on the form of the non-linearity σ(zi). Recall
from the discussion on linear regression that gradient descent is a common method used
for training machine learning models — we optimize the cost function with respect to the
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Figure 2.2: The sigmoid function, σ(z) = 1
1+e−z
, is a commonly used non-linearity in neural
networks. One drawback to the sigmoid function is that it levels off for large z.
Figure 2.3: The rectified linear unit (ReLU), σ(z) = max(0, z), is another common non-
linearity for neuron activation. Unlike the sigmoid function, ReLUs have a non-zero deriva-
tive for large z.
parameters of the model in order to find the parameters which provide the best model
performance. Traditionally, functions such as the sigmoid function, σ(z) = 1
1+e−z
, have been
used (see Fig. 2.2). The problem with the sigmoid function is that it levels off for large
magnitudes of zi, meaning it is possible for a gradient descent algorithm to cease progress on
such functions. One solution is to utilize other types of non-linearities, such as the rectified
linear unit (ReLU), σ(z) = max(0, z) (see Fig. 2.3). Regardless of the non-linearity selected
for the network, the output of a neuron, ai(x̂), is given by ai(x̂) = σ(zi).
CHAPTER 2. OVERVIEW OF DATA SCIENCE AND STATISTICAL METHODS 36
Figure 2.4: An example of a feed-forward neural network with one input neuron, one hidden
layer consisting of two neurons, and one output layer.
Neurons are combined into an arrangement known as the architecture of the neural net-
work. An example of an architecture is given in Figure 2.4. In a feed-forward neural network,
the output of one neuron becomes the input for the next neuron. The input layer accepts
the data and produces a scalar output, as described above. The output of the first layer
becomes the input for the first hidden layer, which is the name given to all interior neurons
of the network. The last layer, known as the output layer, is usually a simple model, de-
pending on the type of problem (logistic regression for categorical data, or linear regression
for continuous data). Architectures can be made arbitrarily complex, leading to increasingly
complicated models.
When training the model, there are a number of hyperparameters which can be tuned
to find the optimal model performance. The data used to train the network are broken
up into batches, or groups. The batch size is the number of data points per group, and
the size of each group can have an impact on the performance of the final model. Batches
are reshuffled every epoch, or training iteration. The optimizer refers to the choice of cost
function. Common optimizers are variations on gradient descent: stochastic gradient descent
utilizes a random walk in conjunction with gradient descent; and various algorithms, such
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as AdaGrad, AdaDelta, RMS-Prop, and ADAM, utilize a “momentum” term in addition to
stochastic gradient descent. (See the machine learning review, [36], for a more detailed
description.) Hyperparameters can be tuned using a grid-search in sci-kit learn, which
reconstructs the neural network for a user-specified range of hyperparameters and determines
the best model.
2.1.3 Logistic Regression
Logistic regression is used to predict binary, categorical dependent variables based on the
value of a continuous dependent variable. The discrete outcomes must be encoded as yi =
0 or 1 value to be predicted by the model. Logistic regression models the probability of the





The model generates predictions by mapping continuous probabilities onto discrete events:
P ≥ 0.5 implies the outcome assigned a value of yi = 1; whereas P < 0.5 implies the
outcome assigned a value of yi = 0. Note that the assignment of continuous probabilities
may be illustrative in situations where there is uncertainty in the label assigned to a specific
data point (such as the phase transition of LaFe11.5Si1.5 in Chapter 5).
The underlying mechanism of logistic regression is somewhat similar to linear regression.




where x̂i ≡ (1, x̂i) is a matrix of the data appended by a row of 1’s, and ŵ ≡ ŵ+ b0 contains
the weights (or coefficients) w and the offset term b0. The probability can then be expressed
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in terms of the weights and data as





and P (yi = 0|x̂i, ŵi) = 1− P (yi = 1|x̂i, ŵi).
Ultimately, a logistic regression is optimized to maximize the probability of observing the
correct labels on the data, much like how a linear regression is optimized to minimize the
error between the observations and predictions. The logistic regression algorithm computes
the parameters ŵ which maximize the probability of observing the data fed into the model,
just as the linear regression (using gradient descent, for example) computes the parameters
β̂ which minimize the mean squared error. [36]
The models in this dissertation are built using the scikit-learn package in Python 3.7.
By default, the logistic regression class in scikit-learn uses an l2 regularization which makes










i w+c) + 1), (2.14)
where the first term represents the l2 regularization penalty and the second term comes from
the maximum likelihood estimation for the prediction. All models are trained using five-fold
cross-validation, meaning the resulting model is an average of the parameters from the five
logistic regression models trained on the different combinations of the dataset. (See the
section on linear regression for a detailed discussion of cross-validated models.)
2.2 Distance Metrics
In addition to the machine learning models described in the previous section, we will also
explore two different ways to quantify the distance between curves. One method is to com-
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pute the point-wise difference between the curves and then evaluate the relative standard
deviation of the difference. Evaluated in this way, the distance between curves (reported as a
percent value) quantifies how much the profiles of the two curves differ. The second method
is the Fréchet distance, which can be visualized as the shortest leash that a person can use to
walk their dog to connect both the person’s path and the dog’s path over the entire duration
of the walk. These two metrics will be described below in terms of the distance between the
non-magnetic (NM) and ferromagnetic (FM) electronic density of states (DOS) for magnetic
materials.
2.2.1 Relative Standard Deviation
The most naive approach begins by compensating for the shift in the DOS that arises as
a direct consequence of spin-splitting (see Chapter 5). By manually shifting the FM DOS
so that corresponding peaks line up directly with the NM DOS, the reshaping of the DOS
profile can be considered separately from the spin-induced shifting.
After correcting for shifting, the absolute difference between the FM DOS and NM DOS
in a point-wise manner, as shown in Figure 2.5. The DOS are linearly interpolated over an
energy range of length N before subtraction in order to account for any slight offset between
the energies used in computing the FM and NM DOS. In order to quantify the deformation









(xi − x̄)2, (2.15)
where x̄ is the mean of x. Relative standard deviation is more robust to the magnitude of
the variable x than standard deviation because the relative standard deviation is scaled by
the mean.
Because σrel provides a measure of the variation of the data from the mean, relative
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Figure 2.5: Sketch of the method to calculate the difference (dotted vertical lines) between
NM (black) and FM (red) DOS profiles.
standard deviation gives insight into how the shape of the DOS changes from the NM state
to the FM state. A larger σrel indicates a greater degree of reshaping, whereas a low σrel
hints towards more similar NM and FM plots; therefore, it is hypothesized that the relative
standard deviation provides a simple measure to discern between a FOPT and SOPT based
on the difference between the NM DOS and the shifted FM DOS.
2.2.2 Fréchet Distance
Although the relative standard deviation is a computationally simple metric to apply, it may
be more accurate to quantify the difference between the NM and FM DOS in more sophisti-
cated terms. The Fréchet distance, in spite of its computational complexity, is conceptually
simple. First described by Maurice Fréchet [7] in 1906, the Fréchet distance relates two
curves as follows. Consider two curves, A and B, which can be reparameterized as α and β,
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respectively, which are non-decreasing functions of a parameter t ∈ [0, 1]. Then the Fréchet
distance F between A and B is





where d represents the Euclidian distance between A and B.
Figure 2.6: Sketch of the method to calculate the Fréchet distance, F (gNM , gFM), denoted
by the double-headed blue arrow, between NM (black) and FM (red) DOS profiles.
Equation 2.16 contains very useful information about how to apply the discrete Fréchet
distance. Calculating the distance between A and B creates a set of the connections between
all points in A and all points in B - a set with m× n elements for sets A with n points and
B with m points. Considering the algorithm from the perspective of the points in A, the
maximum distance between a point in A and every point in B is computed for each point in
A. Then, taking the infimum over reparameterizations means the smallest of the maximum
values is chosen; therefore, the Fréchet distance is the smallest maximum separation between
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two curves. Figure 2.6 shows a schematic representation of the Fréchet distance; a large
Fréchet distance corresponds to dissimilar curves, whereas a small Fréchet distance implies
highly similar curves.
The Fréchet distance is much easier to understand in terms of a canonical example of
a person walking their dog. The person and the dog take two different trajectories - A for
the person and B for the dog - which can be written in terms of time t. The underlying
assumption is that both the person and the dog can only progress forward along the trajectory
or stop; neither can walk backward. Given these stipulations, the Fréchet distance is the
shortest leash that can be used to keep the dog tethered to the person over the entire
duration of the walk. Considering that the Fréchet distance is a complicated optimization
problem, the time complexity of the calculation becomes relevant. For a discrete trajectories
A with n points and B with m points, the discrete Fréchet distance is computed with a time
complexity which is O(nm) at best and up to O(nm ln2 nm) in the original proposal [38].
One important caveat to the Fréchet distance is that it is highly sensitive to the relative
scaling between the horizontal and vertical axes. Since Euclidian distances are calculated at
each step, if the vertical scaling is orders of magnitude greater than the horizontal scaling, the
Fréchet distance will be dominated by the vertical difference. Therefore, a clever rescaling
is necessary to ensure that shifting and reshaping effects are both captured in the Fréchet
distance. Rescaling the DOS plots also allows different batches of calculations - which
may have different parameters used for the density functional theory computations, thus
generating DOS magnitudes which can differ dramatically - to be compared easily.
A significant advantage of the Fréchet distance method over the relative standard devi-
ation method is that the Fréchet distance does not require the use of an estimated shifting
factor. Whereas it is important to match corresponding peaks when considering the way in
which the FM DOS profile deviates from the shape of the NM DOS, the Fréchet distance
includes the possibility of the one curve being shifted horizontally with respect to the other.
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Without the inclusion of an observed, estimated parameter, the Fréchet distance method is
simpler to apply than a method requiring additional data preparation.
Having fully described the principles and methods applied in this dissertation, we can
shift our focus to the optimization of materials for thermomagnetic power generation. In the
next chapter, we will detail the novel cycles proposed for TMG as well as materials which
can be used for these cycles. Then, we will return to the modeling principles introduced in
in this chapter as we consider improved techniques for discovering materials which exhibit
large magnetcaloric effects (Chapter 4) and sharp phase transitions (Chapter 5).
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Chapter 3
Hard Magnetic Materials for Power
Regeneration
This chapter will describe the use of hard magnets as the functional material for a pyromag-
netic motor. First, the history of patents for thermomagnetic motors will be summarized.
Then, hard ferrite magnets are considered to test their viability as working materials in a
multi-quadrant TMG embodiment. It is found that, although ferrites can rival the work
output of gadolinium by cycling between small positive and negative values of magnetic
field, the ferrites in this study require too large a temperature span to be cycled reliably
and quickly. Finally, computational methods are applied to a working material made from
a composite of hard and soft magnets. The aim is to create a model of a pyromagnetic
cycle in the presence of a bias magnetic field. Preliminary numerical simulations show that
a soft/hard layered material exhibits an increased work output over a magnetic field H with
a small magnitude Hmax such that H ∈ [−Hmax, Hmax].
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3.1 A Review of TMG Patents
TMG at the Turn of the 20th Century (1888-1904) In the initial phase of thermo-
magnetic generator development, device design began with cumbersome mechanisms that
were refined into more elegant machines with each passing iteration. Motors that made use
of intermediate kinetic energy eventually began to fit into a recognizable “Curie wheel” type
of motor that we still see today (a wheel, disc, ring, etc. of functional material with a local-
ized heat source at one section). Concurrently, relatively simple electromagnetic induction
motors were investigated as a potential alternative to the kinetic-type machines, with their
many moving parts.
Figure 3.1: The first four figures from Thomas Edison’s 1888 “Pyromagnetic Motor”
patent [39]. Notice that the central operating principle is the thermally-induced demag-
netization and subsequent remagnetization of a ferromagnetic material near its Curie tem-
perature.
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The history of patents for TMG begins with Thomas Edison. In March 1888, Edison was
issued a patent for his “Pyromagnetic Motor.” [39] The design “is based upon the principle
that the capacity of iron for magnetism diminishes as its temperature is raised” until it
reaches some critical, “red-hot” point, at which it is paramagnetic (incorrectly labelled by
Edison as diamagnetic). The engine consisted of a bundle of iron tubes fixed around a
rotating shaft, a furnace to heat some of the tubes, a cold air box to cool the other tubes,
and a permanent magnet (or an electromagnet) that would attract cold iron but not hot
iron. The rotating shaft would attach to an assembly of gears to use the resultant mechanical
energy to do work. Interestingly, Edison noted that thin iron pipes are favorable, because
the thinner material “will be capable of rapid changes in temperature.” Further, the speed
of rotation would be “largely dependent on the rapidity with which the armature-tubes can
be heated and cooled.” To bias the rotation even more, Edison incorporated an extra coil
to magnetize a section of the pipes “at right angles to the poles of the field-magnet and to
cause a repulsion as well as an attraction between the field-magnet and the armature.”
Less than one year later, Nikola Tesla was granted a patent for his own version of TMG.
Patented in January 1889, Tesla’s “Thermo Magnetic Motor” [40] took advantage of the
delicate balance of forces at play when magnets, balanced by springs or gravity, are heated
until they begin to lose magnetization. The oscillation of the functional “armature” between
the magnetic force and the spring or gravitational force would result in movement; the kinetic
energy of this motion is then harvested by the apparatus.
In May 1890, Tesla was granted another patent for a “Pyromagneto Electric Gener-
ator.” [41] Instead of converting thermal energy to magnetic energy to kinetic energy to
electrical energy, Tesla’s new design skipped the “kinetic” step by incorporating the princi-
ple of electromagnetic induction - “that electricity is developed in any conducting-body by
subjecting such a body to varying magnetic influence.” The device heated and cooled an
iron core to create a magnetic flux, which, in turn, drove a current through a coil around
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the core. Tesla likened this method to moving an iron bar in and out of a current loop to
create a current.
Edison created his own invention working on similar induction-based principles, and
his patent was granted in June 1892. His “Pyromagnetic Generator” [42] could allegedly
generate “powerful electric currents more economically than heretofore and more directly
from the combustion of coal.” A furnace heats a bundle of thin iron tubes, but half of those
tubes are blocked from the heat by a rotating insulated shield. The heated tubes experience
a decrease in magnetization while the cooled tubes experience an increase in magnetization;
since both changes represent a magnetic flux, both sets of bundled tubes generate current in
the coils surrounding them. Edison notes that this current could be directed to appropriate
transformers to be used as alternating or direct current.
The final patent to emerge from the late 19th and early 20th centuries was granted to
Hugo Bremer in July 1904. Bremer’s “Electrical Heat Motor” [43] is the first TMG design
with a recognizable “Curie wheel” structure; a ring of “magnetizable” material rotates under
the influence of an external magnet. Here, local heating of the ring is achieved by resistive
heating at the end of the electromagnet rather than directly heating the functional material.
The ring heats up as it passes through a slot in the hot core material. Essential to Bremer’s
design are two metallic rollers, which are in direct contact with the ring to cool it while “at
the same time ... conducting away the thermo-electric currents generated in said ring.”
The chronology of TMG patents that came from the turn of the 20th century reveal some
interesting patterns. It is clear that engine designs became significantly smaller as time pro-
gressed, from massive assemblies on top of furnaces to small tabletop-sized demonstrations.
Induction-type motors were a promising avenue for inventors, as fewer moving parts made
for simpler, more elegant designs. By the end of this first age of TMG, inventors began to
implement a variety of heat sources and ways to apply heat to specific areas while keeping
other areas cool - furnaces and flame heat sources gave way to more localized flares, which,
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in turn, were replaced by resistive electric heating. Over time, many more advances followed
as technology caught up with inventors’ ambitions.
TMG in the WWII Era (1930-1945) Following the first initial burst of TMG inno-
vation, there was a gap of roughly 25 years without many new patents in TMG. In 1930,
Morris A. Schwartz was granted a patent for his “Distortion Motor.” [44] Schwartz’ rotary
motor had metallic spools which varied in magnetic susceptibility with temperature. The
spools were resistively heated by electrical current passing directly through them. Current
could only flow through spools when they were very slightly offset from the magnetic poles
of the device, which gave rise to a net torque to drive the motor. Conceptually, this design
is similar to Bremer’s 1904 machine, although it presents a more elegant heating method.
While some patents were simply improvements of earlier concepts, others brought new
scientific understanding to TMG devices. Erich Schwarzkopf received a patent in 1935 for a
“Thermo-Magnetically Actuated Source of Power.” [45] Although the designs presented are
fairly standard when compared to contemporary device plans (rotation of a disk, turning a
drum, oscillation of a bar, and thermomagnetic induction), his phrasing in describing the
device looks remarkably similar to our terminology today. Schwarzkopf mentions a variety
of functional materials — “Swedish iron”, “manganese steel”, and “Heusler manganese-
copper-bronzes” are all mentioned with different transition temperatures. In contrast, the
previous art only mentions iron in particular. Schwarzkopf also points out, “The efficiency
is so much the greater, the steeper permeability curve is disposed within the heating range”
because the process requires less energy input to see the greatest change in magnetization.
Efficiency can also be increased using “bodies which show a sudden permeability variation at
higher temperature” because cooling can occur rapidly at ambient temperatures. Further,
Schwarzkopf cites the reversible cycle (i.e. cooling to bring the system back to a magnetized
state) as a reason to prefer materials “which have little or no hysteresis of temperature.”
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Thermal hysteresis remains a central part of the debate on TMG, and Schwarzkopf’s 1935
document contains the first reference to thermal hysteresis in patent literature.
The next major patent from the time around WWII is not explicitly a power generation
device; however, it does claim to convert “radiant energy by magnetic means into other forms
of energy.” Herman G. Wehe’s “Magnetic Structure” [46] was patented in 1940, and although
it was designed to use a light-dependent selective phase transition to process signals, it utilizes
pyromagnetic principles from TMG patents and builds on them. His functional material is
an alloy made of 30% nickel and 70% iron, and he notes that “the permeability ... may be
readily changed by radiant energy if the surface of the magnetic material is darkened.” By
simply coating the alloy with something dark, such as a thin layer of “lampblack or graphite”
and an adhesive, the phase transition of the material can be driven by radiant light. Wehe’s
designs are induction-type or Curie wheel generators with a darkened piece of nickel-iron
alloy; the dark coating allows the metal to reach its transition temperature by exposure to
light rather than a furnace or some other hot component.
The final patent from this period was granted to James A. Hindle in 1945. Hindle’s
“Pyromagnetic Motor” [47] follows the standard design principles up to that point. These
designs differ from prior art in their incorporation of unique, highly influential ideas for
heating and cooling the functional material. Fifty-seven years after Edison’s first patent
for TMG, Hindle was the first to suggest using waste heat, such as “the exhaust from a
Diesel engine, or hot chimney gases from a furnace or a boiler,” to drive the magnetic phase
transition. He also proposes the use of compressed air for cooling because it allows for
two distinct cooling actions - the initial blast of cold air, plus secondary cooling from the
expansion of air as it hits the rotor.
The second age of TMG is best characterized by sophisticated heating and cooling tech-
niques as well as a wider assortment of functional materials. These developments are es-
sentially connected - as materials with lower Curie points became available and known, the
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requisite operational temperatures decreased. Since high temperatures were no longer neces-
sary, inventors were free to experiment with lower temperature heating options. This allowed
for the rapid growth of available heating methods, from resistive electrical heating to radiant
light absorption and waste heat recycling.
TMG in Second Half of the Twentieth Century (1969-1988) The third major
phase of TMG patent advances began in the late 1960s and continued well into the 1980s.
Characterized by sophisticated materials and novel approaches to rotational motion, these
patents benefitted greatly from technological advances which allowed for a wider variety of
working materials as well as innovative heating mechanisms. Patents from the 1960s through
the 1980s built on the foundations of the previous era while ushering in the search for a heat
engine capable of low-grade waste heat regeneration.
The first patent from the second half of the 20th century came from George G. Merkl in
1969. The “Step-by-Step Thermomagnetic Motor” [48] consisted of twelve “stator” members
in four groups, with each group member spaced in a 1-2-3-1-2-3-... pattern. These members
were made from a pyromagnetic element (in this case, a nickel-iron alloy), and as such,
they could couple to a four-armed permanent magnet at the center of the assembly. Each
pyromagnetic element could be heated by electrical resistance heating or by some type of
heating fluid, and selective heating of these elements caused a torque which rotated the
assembly. Rotation would happen slowly - step-by-step - as controlled by an electrical
switching mechanism (or, in the case of fluid heating, some type of valve system to control
the flow of heating fluids).
Around the same time, Miklos Kemenczky filed two patents relating to his “Pyromagnetic
Motor,” [49, 50] both of which were granted in 1970. As designed, the device “derives its
motive power from a Christmas tree bulb and causes an ornamental appendage to rotate
about the bulb.” Infrared radiation from the bulb would strike the inner surface of a ring
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of pyromagnetic material on the ornament, which would be treated to allow for maximal
energy absorption and heat transfer from the light source to the material. The resulting
change in magnetic permeability would rotate the rotor with respect to the magnetic field
from a stator magnet on the side of the bulb. Infrared shielding was necessary to allow parts
of the rotor to cool down and regain their magnetization.
One of the most influential patents from this period was granted to Anton Pirc in 1973.
Pirc’s “Rotary Curie Point Magnetic Engine” [51] was a seminal patent because of its ap-
plication of essential scientific information to the development of TMG. Pirc claimed that a
low Curie temperature material, such as gadolinium or thulium, was ideal because it allowed
for a more efficient motor, due to the lower heat inputs required to reach the transition
point. He also emphasized the use of strong applied magnetic fields to drive the motor,
using materials such as SmCo or AlNiCo magnets. Thin laminae of gadolinium would act
as a functional material, using the thinnest possible pieces of Gd in order to minimize the
time required to heat and cool the material. The system would be cooled by liquid nitrogen,
Freon, cold water, or some other coolant fluid.
Another innovative and highly mathematical patent was granted to Aisuke Katayama in
1984. His “Non-Self-Starting Thermal Magnetic Recycling Ferrite Ring Engine” [52] reads
more like a journal paper than a patent, and his design utilized a ferrite functional material
and supplied a counter-torque to the rotating rings to ensure the rings rotated at a constant
speed. Katayama claimed that a constant speed of rotation would allow for a spatially
uniform temperature gradient through the rings. Constant rotational speed would resolve
the discontinuity of motion involved in the “finite stroke method” used in other motors.
Heat was localized to a hot water bath directly adjacent to the permanent magnet which
supplied the driving field. Power was generated by the magnetic flux on the surface of the
ferrite rings.
The patent granted to Gary Vollers in 1988 was also scientifically thorough and innova-
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tive. Vollers’ “Energy Conversion System” [53] claimed to change the magnetic state of a
system from one state to another; it is noteworthy that his claim is ambiguous regarding
the exact nature of those states. Vollers’ patent opens up possibilities in spin-reorientation
transitions, ferro-to-antiferromagnetic transitions, and any other kind of state change other
than “ordered” to “disordered.” Vollers even states that “the magnetic state of the material
may even be reversed” to create a further driving torque for the motion.” It is clear, based
on the relationship between friction and the driving force on a moving object, that rotation
speed cannot be increased without limit; there is some critical range below which the engine
will lose power output and above which the material can not remagnetize quickly enough.
In summary, the latter half of the 20th century saw the improvement of TMG in the
novel approaches to rotary motion as well as unique materials being used. Devices which
used intentionally slow and deliberate motion, constant angular velocity devices, and even
light-based devices were developed and refined in this period. At the same time, new mate-
rials (Gd, ferrites, spin-reorientation materials) were considered for use in power generation.
These approaches laid the groundwork for further developments in TMG functional materials
as materials science and metallurgic techniques were improved and refined.
TMG Into Today In recent years, there has been impressive progress in TMG device
technology. The Swiss Blue Energy project, led by Dr, Nikolaus Vida, represents the cul-
mination of over a century of industrial advancements. The startup company has designed
a Curie-wheel motor which uses gadolinium with a minimum temperature span of 20 ◦C to
generate power in the multi-kiloWatt range with zero emissions [55]. Notice that the image
(Figure 3.2) from the US Patent Application [54] has a strikingly similar design principle to
the original patent by Thomas Edison in 1888. After nearly a century and a half of devel-
opment, the most essential difference between the state-of-the-art machine by Dr. Vida and
the original work by Edison is the material employed in the thermomagnetic cycle.
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Figure 3.2: Design drawing from the US Patent Application for Dr. Nikolaus Vida’s TMG
device [54]. The main concept is the thermal demagnetization and subsequent remagnetiza-
tion of a gadolinium rotor, which is very similar in principle to the 1888 patent by Thomas
Edison [39] from Figure 3.1.
In addition to patented technological developments, academic contributions have im-
proved TMG in the last few years. Sebastian Fähler’s group at IFW Dresden has made
significant advances in TMG from the academic sector. The group tested a tabletop-sized
induction motor using creative magnetic circuit topologies to optimize the induced volt-
age and work output for the induction-type pyromagnetic generator [56]. The group also
performed a cost-benefit analysis of thermomagnetic materials and found that the most
promising – and least expensive – materials outperform thermoelectrics at a temperature
range of 10 K when operated slightly above room temperature [57]. Over time, the most
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progress appears to be possible with the discovery and implementation of better functional
materials and cycles which can optimize the properties of these new materials. The next
section will detail the results of a novel approach to TMG cycle optimization — utilizing
the largest possible area of the M -H plane by accessing negative magnetic field values with
magnetically hard functional working materials.
3.2 Hard Ferrites as TMG Functional Materials
3.2.1 Methods
Figure 3.3: Isothermal magnetization loops for Y30BH grade ferrite, corrected for demagne-
tizing fields.
Materials Two hexaferrite (BaFe12O19) samples were studied in a vibrating sample mag-
netometer at the Neél Institute in Grenoble, France, during a visit by thesis advisor, Karl
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Figure 3.4: Isothermal magnetization loops for HF8/22 grade ferrite, corrected for demag-
netizing fields.
Sandeman. One is a cylindrical HF8/22 grade ferrite measuring 3 mm in height and 3 mm in
diameter, with a reported BHmax of 6.5 to 6.8 kJ/m
3, provided by Distrelec in Switzerland.
The other is a cylindrical Y30BH grade, measuring 5 mm in height and 4 mm in diameter,
with a reported BHmax 27.5 to 32 kJ/m
3, provided by AMF Magnetics in Australia.
Experiments An initial viability test was conducted for each material by measuring
isothermal magnetization loops for a wide range of temperatures between -2 T and 2 T,
as shown in Figure 3.3 for Y30BH and Figure 3.4 for HF8/22. Then, the M -H loops were
analyzed as work for this dissertation to select isotherms which yield significant enough
changes in magnetization to generate substantial work outputs. For the second set of tests,
materials were cycled between a variety of magnetic field and temperature values, as re-
ported in Table 3.1. In the last test, both materials were cycled between -0.25 T and 0.25 T,
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although an operational temperature range of 200 K (from Tcold = 320 K to Thot = 520 K)
was used for Y30BH, whereas a range of 320 K (from Tcold = 280 K to Thot = 600 K) was
used for HF8/22.
Figure 3.5: Thermomagnetic generation cycles for Y30BH grade ferrite, with applied fields
between -0.25 T and 0.25 T. and a temperature range from 320 K to 520 K.
For all tests, each sample was loaded into the magnetometer and an initial magnetic
field of 2 Tesla was applied atTcold in order to ensure an axial magnetization in the positive
z-direction, regardless of sample orientation. Then, the field was set to -0.25 T and the loops
proceeded in a clockwise fashion, as enumerated by points (1) through (4) in Figure 3.5 for
Y30BH and Figure 3.6 for HF8/22. Each sample was cycled through four loops.
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Figure 3.6: Thermomagnetic generation cycles for HF8/22 grade ferrite, with applied fields
between -0.25 T and 0.25 T. and a temperature range from 280 K to 600 K.
Analysis Demagnetization factors were computed for each sample based on the geometry.
Both the preliminary data and the cyclical data were corrected for demagnetization factors.
The data were integrated in Microsoft Excel using trapezoidal integration. As a point of
comparison, the work output of gadolinium is taken to be 13.6 J/kg for a field range from
0.0 T to 0.3 T and a temperature range of 0.0 ◦C to 50 ◦C [2]. A promising new material or
technique should approach or surpass the performance of gadolinium.
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The results of magnetization measurements taken over thermomagnetic cycles are shown
in Figures 3.5 and 3.6. In both sets of loops, the first cycle is noticeably higher than the
remaining cycles. This is an artifact of the experimental procedure. When the samples
were set into the magnetometer, an initial magnetic field of +2.0 T was applied to ensure
magnetization in the positive direction, regardless of sample orientation. This imparts an
additional magnetic remanence to the sample, which lingers until thermal demagnetization
(points 2 to 3 on the labelled graphs).
The drop in magnetization between the first and second loop for the clockwise experi-
ments could pose a serious issue for the cyclic performance of TMG; therefore, the percentage
loss of work output over subsequent loops must be considered. As described in Table 3.1,
the loss after the first loop is always the greatest, even for the counterclockwise loops. One
promising feature is that the percentage change in the work output stabilizes under 1% for
each material studied. This may indicate good performance over numerous cycles, but fur-
ther research is required into the magnetic and mechanical stability over 1 × 106 or more
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cycles to truly test cyclical performance.
The highest performing material tested was Y30BH grade ferrite, with a clockwise (pos-
itive) work output of 9.8 J/kg under cycling between magnetic field values of -0.25 T and
0.25 T and a temperature range from 320 K to 520 K. This work output compares well with
that of polycrystalline Gd — 13.6 J/kg under cycling between field values of 0 T to 0.3 T
and a temperature range from 273 K to 323 K. Although the work outputs are comparable,
Gd operates under a temperature span of 50 K, whereas the ferrites in this study require
temperature spans of 200 K or more. Furthermore, pyromagnetic generators generally work
with a frequency around 0.5 Hz to 2 Hz — unattainable frequencies for a temperature change
of 200 K. However, with this study we have demonstrated a novel two-quadrant magnetic
cycle which is not present in the academic literature or the patent literature to this date.
Future work, for example in the optimization of hard ferromagnets with large coercivity
close to their Curie temperature, could lead to a new class of magnetically hard, high per-
formance TMG materials. We will explore some further new TMG ideas which flow from
the two-quadrant concept in the next section.
3.3 Soft Materials Biased with a Hard Magnet
Although there is a good deal of work that must be done to properly utilize hard magnets
as TMG functional materials, the fundamental concept of exploiting two-quadrants of M -H
space for pyromagnetic generators can be extended to a material composite made of a mag-
netically hard layer and a magnetically soft layer. For a temperature change which is much
smaller than the 300 K range used in the previous section, many hard magnetic materials
- such as NdFeB, SmCo, and ferrites - experience a relatively low change in magnetization,
so long as the temperature does not approach the Curie temperature of the hard material.
Therefore, hard magnets can be placed directly in contact with (or in very close proximity
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to) a soft ferromagnetic material in order to provide a (roughly) constant biasing magnetic
field - opposite to the external applied field - resulting in a M -H profile similar to the one
depicted in Figure 3.7. This bias field shifts the entire magnetization curve into the second
quadrant, thus enabling the possibility of two-quadrant TMG loops. The following computa-
tional work delves into the work outputs of such shifted loops for low magnitudes of applied
magnetic field. The relative size effects of the hard/soft composite are also explored, and
the optimal ratio of hard material to soft material is discussed.
Figure 3.7: Sketch of the magnetization curves for a soft magnetic materials at Thot and
Tcold for the unbiased (solid lines) and biased (dashed lines) cases. The M and H axes are
denoted by the black dashed lines.
3.3.1 Methods
Materials Two magnetically soft materials with known magnetocaloric effects were simu-
lated: La(Fe,Si)13, with a sharp phase transition; and Gd, with a gradual phase transition.
For the La-Fe-Si compounds from Vacuumschmelze, hydrogen was added and Mn was sub-
stituted in place of some of the Fe to tune the Curie temperature of the compound. Thus,
the (proprietary) composition takes the general form La(Fe,Mn,Si)13Hx, where x denotes
the hydrogenation of the material. (Note that this is the same compound for which the
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magnetization isotherms are plotted in Figure 1.2.) For the sake of simplicity, the material
will be referred to as La(Fe,Si)13.
Each material was combined with a magnetically hard NdFeB magnet, which was sim-
ulated in Radia [1], a magnetostatics package for Mathematica. Each simulation used a
temperature range of 50 ◦C, centered on the Curie temperature of the soft material: for
La(Fe,Si)13 (TC = 60
◦C), the temperature range was from 35 ◦C to 85 ◦C; and for Gd
(TC = 25
◦C), the temperature range was 0 ◦C to 50 ◦C. A 50 ◦C temperature range was
chosen to facilitate comparison to Hsu et al. 2011, which shows a work output of 13.6 J/kg
for polycrystalline Gd under an applied field from 0 T to 0.3 T and a temperature range
of 0 ◦C to 50 ◦C. Data for magnetization as a function of temperature and applied field for
La(Fe,Si)13 were provided by Vacuumschmelze, whereas data for Gd were extracted from the
2011 study by Hsu et al [2].
Simulations The hard magnetic NdFeB was simulated in Radia, a magnetostatics pack-
age for Mathematica. Radia utilizes a second-order polynomial model for the temperature
dependence of the magnetic remanence Br and the coercivity Hc,
Br(T ) = Br(T0)[aB,1(T − T0) + aB,2(T − T0)2], (3.1)
and
Hc(T ) = Hc(T0)[aH,1(T − T0) + aH,2(T − T0)2], (3.2)
where aB,i and aH,i (i = 1, 2) are constants and T0 is the temperature at which the ini-
tial values Br(T0) and Hc(T0) are set. The values used in the model are provided in the
“Demagnetization” example Mathematica notebook found on the Radia website [58]. The
coercivity at 20 ◦C is 2.1 T, and the remanence is 1.2 T; it seems likely, therefore, that this
specific NdFeB compound is a N30SH grade neodymium magnet. For the purposes of this
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exploratory calculation, pre-determined values of the coercivity and remanence are sufficient;
but experimentally-verified values which can be confirmed with vendors are desirable for a
more in-depth analysis for future work.
The magnetic field from a rectangular prism of NdFeB magnetized in the positive z-
direction was computed as a function of temperature and applied field. The soft materials
were simulated by interpolating the magnetization data as a function of temperature and
applied field to construct a magnetization “surface,” M(H,T ), as shown in Figure 3.8. The
magnetic field experienced by the soft material is equal to the sum of the external field and
the magnetic field due to the hard material in the presence of an external magnetic field.
Therefore, by tracing along the M(H,T ) surface to the relevant temperature and field values,
a good approximation for the magnetization of the soft material is obtained. The material
geometry was a 3mm × 3 mm square in the x-y plane, and the thickness was varied in order
to ascertain relative size effects.
The above technique is not without limitations. Without fringe effects or finite size effects
in the soft material, this is essentially a quasi-1D model. The influence of the soft material on
the hard material is neglected. There is no explicit calculation of the magnetic susceptibility;
by simply tracing the three-dimensional linear interpolation comprising the magnetization
surface for the soft materials, an approximate magnetization at a finite distance from the
hard magnet is obtained. Finally, it is assumed that the magnetization of a soft magnet
should be an odd function in the applied field, or M(−H,T ) = −M(H,T ). With these
assumptions and limitations in mind, it is still instructive to analyze the approximate work
output from a composite of a magnetically hard material biasing a soft magnet.
Analysis The magnetization curves obtained are used to compute the work output for
the soft magnetic materials. Work outputs W are calculated as W =
∮
MdH, which corre-
sponds to the area within the loop formed by two isothermal magnetization curves between
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Figure 3.8: M(H,T ) surface constructed from a linear interpolation of Figure 1.2. Tracing
along this surface the the appropriate values of produces input values for Radia.
applied field values Hmin and Hmax. Curves were integrated numerically in Mathematica
by trapezoidal integration. For the unbiased curves, µ0Hmin = 0 T, but for the biased
curves, µ0Hmin is set equal to the optimal field value, at which point the low-temperature
and high-temperature isotherms intersect at M = 0. The optimal value of the minimum
magnetic field is equal to the bias magnetic field; in other words, the applied field should
reach the intersection of the isotherms to maximize the area between the curves. Taking
µ0Hmax = 0.3 T enables calibration of this model to a benchmark value of 13.6 J/kg for
unbiased polycrystalline Gd, as in Hsu et al.[2] For direct comparison, unbiased La(Fe,Si)13
with µ0Hmax = 0.3 T yields a computed benchmark value of 20.4 J/kg. Relative size effects
are calculated as work outputs per combined mass of hard and soft material.
3.3.2 Results
First, the magnetization surfaces were computed by looping the composite of NdFeB with
either Gd or La(Fe,Si)13 over the range of temperatures and magnetic fields outlined in the
Methods section. Then, magnetization surfaces were constructed (Figure 3.8) to generate the
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Figure 3.9: Simulated M -H loop for gadolinium without magnetic biasing.
isothermal magnetization curves from Figures 3.9 and 3.10 for Gd and Figures 3.11 and 3.12
for La(Fe,Si)13. These M -H curves are finally integrated to generate work outputs.
For both soft materials studied, there is a clear increase in work output per mass of soft
magnetic material over the benchmark values. As shown in Table 3.2, the work output
increases from the benchmark value for all amounts of biasing material. This makes sense,
because the introduction of the biasing field necessarily opens up a larger amount of the M -
H plane for useful work production for a fixed value of Hmax. As the mass of soft material
increases (and, correspondingly, the biasing field decreases), the work output per soft material
mass decreases; however, this monotonic behavior does not appear when considering work
outputs per total mass of hard and soft material.
Because the functional material is a combination of hard and soft materials, it is ap-
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Figure 3.10: Simulated M -H loop for gadolinium under the influence of a NdFeB biasing
magnet.
propriate to consider the work output in terms of the mass of the entire magnetic system,
consisting of both the hard and soft material. The work output is plotted as a function of
the total mass in Figure 3.13. From this graph, it is clear that the maximum work output
per total mass occurs at a ratio of 67% soft material to 33% hard material for both Gd and
La(Fe,Si)13. The existence of an optimal ratio of soft to hard material in a composite TMG
device could have significant implications for future TMG device design.
The calculated bias fields - as computed by Radia - are plotted in Figure 3.14. Data were
fitted to a linear function by the scientific Python package, scipy. As one might expect, the
amount of biasing field scales linearly as a function of the mass of hard magnetic material
in the composite. Note that this result holds for bulk NdFeB - it may not be the case for
thick film ferromagnets, which are highly susceptible to demagnetizing fields.
Although this work presents a foundation for biased TMG, more detailed investigations
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Figure 3.11: Simulated M -H loop for La-Fe-Si without magnetic biasing.
are necessary prior to device implementation. A more rigorous model can be designed using
finite element analysis (FEA) for both the hard and soft magnetic material; a FEA approach
would resolve both the dimensionality limitations and the assumptions about the magneti-
zation surface by solving the relevant thermodynamic and magnetostatic equations directly.
Also, experimental measurements of the bulk magnetization of a bilayered composite of hard
and soft magnets would give a clearer picture of the true M(H,T ) surface for the bilayered
system.
3.4 Example of Two-Quadrant TMG
In constructing novel TMG cycles, it is important to also consider how such cycles would
operate in real life. One possible version of a two-quadrant TMG gedankenexperiment is
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Figure 3.12: Simulated M -H loop for La-Fe-Si under the influence of a NdFeB biasing
magnet.
described below. The functional material could be a ferrite (as in Section 2), or it could
be a composite of a hard magnet with a soft magnet (as in Section 3). In the schematics
below, the numbered states (1) through (4) refer to corresponding points along the curves in
Figure 1.5. The following in-text description will use the term “ferrite” in lieu of “functional
material” for the sake of brevity, but a soft/hard magnetic composite can be used as well.
The system consists of a ferrite simultaneously influenced by two permanent magnets
with opposite magnetization directions: one magnet is in proximity to a heat sink at a low
temperature Tcold; while the other is in proximity to a heat reservoir at a high temperature
Thot. The ferrite has a magnetization M which changes as a function of temperature, and the
magnetic fields from the permanent magnets are selected such that both of the applied fields
are less than the coercivity of the ferrite. As the ferrite undergoes a change of magnetization,
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Table 3.2: Computed work outputs for Gd and La(Fe,Si)13 NdFeB biasing fields.
Mass Fraction of Soft
Magnet (%)
Gd Work Output per
Mass of Soft Magnet
(J/kg)
La(Fe,Si)13 Work Output









the restoring force F which drives motion is provided by a spring. The balance of the restoring
force and magnetic forces provides the motion for the device.
In Figure 3.15, the ferrite is pulled to the left by the spring force, while the cold magnet
repels the ferrite and the hot magnet attracts it simultaneously. The forces can be tuned
such that the system stays in position (1) at equilibrium until local heating from the hot
magnet causes the ferrite’s magnetization to decrease, as depicted in Figure 3.16.
Once the magnetization decreases enough, the spring force can overcome the magnetic
forces, thus bringing the ferrite towards the cold magnet, as shown in Figure 3.17. Now,
the ferrite is close enough to the cold magnet that its temperature begins to drop. As
the magnetization increases with decreasing temperature, the ferrite will eventually regain
magnetization and take on the state depicted in Figure 3.18. Finally, the magnetic forces
overcome the spring force, bringing the ferrite back into state (1) and restarting the cycle.
3.5 Summary
We have presented a novel concept of multi-quadrant thermomagnetic power generation cy-
cles using magnetically hard working materials. Two-quadrant TMG cycles have been con-
structed using magnetically hard ferrites. Computational results have shown the increases
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Figure 3.13: Relative size effects on the work output per mass total system mass.
in work output that are possible when a magnetically hard material provides a biasing
field to a magnetically soft La-Fe-Si or Gd working material. Both results are subject to
further optimization and refinement; however, this chapter has demonstrated the concept of
multi-quadrant TMG and revealed possible avenues of optimization for thermomagnetic gen-
erator applications.
The focus of this dissertation so far has been primarily on conceptual exploration instead
of true optimization. We have also centered our discussion in the last chapter on TMG
applications, without much attention to magnetic refrigeration. In the next chapter, we will
shift our attention to the optimization of screening criteria for magnetocaloric materials –
which can be used for TMG or refrigeration – but with a heavy emphasis on refrigeration
applications.
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Figure 3.14: Relative size effects on the biasing field provided by the NdFeB magnet in the
composite.
Figure 3.15: (1) The ferrite is in its low-temperature, high-magnetization state, in close
proximity to the heat reservoir. The spring force is cancelled by the magnetic force to the
right.
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Figure 3.16: (2) The ferrite heats up, decreasing in magnetization at a constant magnetic
field. The magnetic force of attraction to the right decreases.
Figure 3.17: (3) The spring force overcomes the magnetic attraction to the right; therefore,
the ferrite is pulled towards the left, where it cools down and regains magnetization.
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Figure 3.18: (4) The ferrite regains magnetization and returns to its original low-temperature
state. The magnetic force of repulsion from the left, combined with the magnetic attraction





Up to this point, “materials optimization” has implied the use of unique methods to increase
the performance of materials in applications — in the previous chapter, hard magnets are
used to increase the work outputs of thermomagnetic power generators — but now, we shall
investigate optimal screening criteria for the discovery of high performance magnetocalorics
for magnetic refrigeration. This chapter will describe a set of magnetocaloric material screen-
ing criteria inspired by and building on work by Ram Seshadri’s group at UCSB, as described
in Bocarsly et al. [3] and introduced in Chapter 1. First, the model constructed by Seshadri’s
group will be described. Then, itinerant electron ferromagnetism will provide the theoretical
background for a novel statistical model using the electronic density of states (DOS). The
results of all the models considered in this dissertation will be summarized and evaluated
based on model performance, simplicity, and physical relevance.
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4.1 Magnetic Deformation Revisited
As discussed in Chapter 1, the Seshadri group at UCSB described a computational proxy
for magnetocaloric effects derived from density functional theory calculations. The screening
parameter – referred to as the magnetic deformation, ΣM – described in their 2017 paper [3]
is computed as the degree of lattice deformation between non-magnetic and ferromagnetic
arrangements of a material, expressed as a percentage. While the results are quite impressive
as a screening criterion for new magnetocaloric materials, it is desirable to create a framework
under which the prediction of magnetocaloric performance, as quantified by the change of
entropy ∆Sm, can be predicted for new materials.
Models which can predict the magnitude of ∆Sm are more powerful than screening mod-
els which indicate the possibility of useful magnetocaloric effects in candidate materials.
Therefore, this section focuses on amending the magnetic deformation model to create a pre-
dictor rather than a screening criterion. It is important to point out that there is evidence
that a better model for ∆Sm may either be linear in ΣM or proportional to
√
ΣM , based on
thermodynamics and spontaneous magnetostriction.





where ∆M is the change of magnetization experience by the bulk material, and dHc
dT
is the
rate of change of the critical magnetic field Hc with respect to temperature T . Spontaneous
volume magnetostriction ∆ω, or the structural change of a material in response to a change
in magnetic moment, is given by
∆ω = κC(∆m)2, (4.2)
where κ is the compressibility of the material, C is a coupling constant, and ∆m is the
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change in local magnetic moment [59]. Now, one can assume (perhaps naively) that the local
magnetic moment change ∆m is approximately equal to the change in bulk magnetization




Therefore, it may be instructive to consider models which are proportional to the square
root of the magnetic deformation as well as those which are linear in magnetic deformation.
4.2 Density of States Ratio
Although magnetic deformation is a very good screening criterion for magnetocaloric behav-
ior, the compound proposed by the ΣM method in [3] is MnCoP, which exhibits a gradual,
second-order magnetic phase transition with a ∆Sm of 3.1 J/kg/K for a magnetic field
change from 0 T to 2 T. The highest performing material in the dataset, however, is MnAs,
a first-order material with a ∆Sm of 20 J/kg/K over the same magnetic field change. There-
fore, there is room to improve the ability of DFT-based screening criteria to predict high-
performance magnetocalorics.
Computing the magnetic deformation requires DFT calculations; and although this is
a relatively low computational cost to obtain a reliable screening criterion, it is desirable
to extract as much information as possible from these non-trivial computations. Any data
that can be extracted from DFT calculations, including bandstructure or electronic density
of states (DOS) information, can be used to generate additional screening criteria. In ac-
cordance with the theory of itinerant electron ferromagnetism – introduced in Chapter 1 –
electronic bandstructures (and, correspondingly, DOS) can give significant insight into the
potential of a material to exhibit a useful magnetocaloric effect.
There is evidence in the literature to corroborate the claim that the DOS near EF is
related to magnetic phase transitions. A 2003 paper by Yamada and Goto asserts that
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“itinerant electron metamagnets show a giant magnetocaloric effect ... when the Fermi level
lies near a minimum of density of states with closely neighboring sharp peaks” [35]. The
goal of the following analysis is to quantify the preceeding statement. A model using a
DOS-based parameter – referred to as the “DOS ratio” – can be constructed to increase the
predictive capabilities of computational proxies for magnetocaloric materials screening.
4.2.1 Magnetocaloric Model from the Electronic Density of States
Figure 4.1: Model DOS for the construction of a DOS-based parameter to predict magnetic
entropy changes. The energy separation sE and peak difference dp are explicitly denoted
above.
In order to fully quantify the implications of itinerant electron ferromagnetism theory
for magnetocalorics, it is important to fully describe the quantities of interest. Figure 4.1
shows an example of a Stoner ferromagnet: the shift of the spin-up and spin-down densities
of state result in a magnetic moment in the material. Suppose the Fermi energy, EF , is
situated in between adjacent peaks in opposite spin polarizations. The peak in the majority
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spin channel should be below EF , because that peak represents electrons in the majority
spin polarization. The peak in the minority spin channel should be above the Fermi level,
as this peak corresponds to electrons which will have “flipped” their spins to decrease the
magnetization of the system after a transition. The vertical difference between the two peaks
can be defined as dp, and the separation of the two peaks along the energy axis is sE. Since
the peaks should also be “sharp,” as per [35], the curvature of the peaks is also relevant; the
average of the magnitude of the curvature of the peaks is defined as cavg.
From these parameters, a “DOS ratio,” ρd, can be constructed. The exact form of ρd is





where the αi are constants. Now, the exact DOS ratio can be computed by assuming ρd is





where C1 is a constant of proportionality. Taking the natural log of both sides:
ln ∆Sm = C + α1 ln dp + α2 ln sE + α3 ln cavg, (4.6)
where C = lnC1 is a constant. Notice that Equation 4.6 strongly resembles a multiple linear
regression model:
y = a0 + a1x1 + a2x2 + a3x3. (4.7)
Therefore, by considering the natural logarithm of the parameters, the DOS ratio can be
constructed statistically from entropy measurements and computed densities of states.
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4.3 Methods
4.3.1 Data
Similar to the magnetic deformation, the DOS ratio is constructed from the results of DFT
calculations. The DFT results used for this project are found in the Materials Project [4],
an open, web-based database containing information computed for hundreds of thousands
of materials. The Materials Project employs the the Vienna Ab initio Simulation Package
(VASP), a quantum mechanical simulation suite for solving first-principles materials cal-
culations. For a recent example of work utilizing the Materials Project for screening and
prediction, see the April 2021 pre-print article by Long et al. [60].
In Bocarsly et al. [3], there are 33 compounds for which ∆Sm under field changes of
2 T are reported. Out of these, only 28 materials have spin-polarized DOS available in
the Materials Project database. (Non-integer stoichiometries are not found in the database,
and missing materials could not be found by resolving the unit cell stoichiometry of doped
compounds into whole number ratios.) Therefore, the dataset used to construct the DOS
ratio, shown in Table 4.1, is a subset of the original 33 compounds listed in [3].
4.3.2 Computational Methods
Calculations were performed using Jupyter notebooks, written in Python 3.7, and executed
on a 2015 MacBook Pro with a 2.9 GHz Dual-Core Intel Core i5 processor with 8 GB of RAM.
Data were scraped from the Materials Project using the Python library pymatgen, and results
were analyzed using the pandas, numpy, scikit-learn, and tensorflow Python libraries. For
the linear regressions in this chapter, a learning rate of 0.005 allowed the model to converge
within 2000 iterations. The neural network is optimized using the GridSearchCV function
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Table 4.1: Subset of the dataset from Bocarsly et al. [3] used for the current study. The
entropy change ∆Sm is reported for a magnetic field change from 0 T to 2 T.
Chemical For-
mula
∆Sm (J/kg/K) ΣM (%)
Order of Phase
Transition
MnAs -20 3.97 FOPT [61]
CrO2 -6.8 3.09 SOPT [62]
AlFe2B2 -4.5 2.12 SOPT [63]
Mn5Ge3 -3.8 2.33 SOPT [64]
Fe3C -3.1 1.05 SOPT [65]
LaMnO3 -3 1.43 SOPT [66]
MnCoGe -3 1.93 SOPT [67]
Mn5PB2 -2.6 1.17 SOPT [68]
Y2Fe17 -2.5 1.98 SOPT [69]
Mn3GaC -2.5 0.44 FOPT [70]
MnSi -2.2 0.23 SOPT [71]
Mn3Sn2 -1.9 2.76 SOPT [72]
MnP -1.8 0.41 FOPT [73]
Mn3AlC -1.6 0.43 SOPT [70]
MnNi2Ga -1.5 0.75 FOPT [74]
Fe5Si3 -1 0.96 SOPT [75]
La2MnNiO6 -1 0.27 SOPT [76]
MnFeGe -0.75 1.42 SOPT [67]
SrRuO3 -0.6 0.17 SOPT [77]
Ni -1.4 0.07 SOPT [3]
Fe2P -1.5 1.23 FOPT [78]
MnB -5.1 1.72 FOPT [79]
FeB -1.7 2.17 SOPT [79]
MnNiSb -1.5 1.61 SOPT [3]
MnNi2Sn -1.2 0.93 SOPT [80]
FeRu2Sn -0.3 0.67 SOPT [3]
MnFe2Si -0.6 0.39 SOPT [3]
MnCoP -3.1 3.03 SOPT [3]
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in scikit-learn with the following values for the hyperparameters:
• batch size = [2, 3, 5, 6, 9];
• epochs = [10, 20, 30, 40, 50, 60, 70, 80, 90, 100];
• optimzer = [SGD, RMSProp, Adagrad, Adam, Adamax].
(See Chapter 2 and the machine learning review [36] for a more detailed discussion of linear
regression, neural networks, and hyperparameters in machine learning models.)
The DOS ratio is calculated based on the values of the DOS within +/- 1.5 eV of the Fermi
energy. In order to uniformly determine which spin polarization channel is the majority spin
channel, the DOS of both spin polarizations have been integrated up to EF to determine
the occupancy of each channel. The magnetization is the difference of the occupations
(m = n↑ − n↓); a positive magnetization implies n↑ > n↓, where as negative magnetization
implies n↓ > n↑. If m > 0, then the spin-up channel is majority channel; if m < 0, the
spin-down channel is the majority channel. Then, the algorithm searches for the nearest
occupied peak in the majority polarization channel and the nearest unoccupied peak in the
minority channel. (For the purposes of this work, a “peak” is defined as a point at which
the DOS decreases for the nearest two points.) Then, the difference in the magnitude of
the DOS peaks (dp), the separation between the peaks along the energy axis (sE), and the
average of the curvatures of the two peaks (cavg) can be computed for each material’s DOS.
The parameters and the entropy changes ∆Sm have been log-transformed to fit Equa-
tion 4.6. A linear regression is applied to discern the values of the coefficients αi, which are
substituted back into Equation 4.4 to make the phenomenological, data-based DOS ratio,
ρd. Although the DOS ratio is constructed from physical insights, it is useful to also con-
sider other potential descriptors in our models. In total, eleven descriptors, or independent
variables for the statistical models, were used to build the various regression models. They
are:
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• density;
• unit cell magnetization
• unit cell volume
• Curie temperature
• magnetic deformation
• DOS height difference
• DOS energy separation
• DOS peak curvature
• molar mass
• magnetic mass fraction
• DOS ratio.
The results of neural networks constructed using the tensorflow library in Python were
compared to those obtained using linear and log-transformed non-linear regressions. Opti-
mization of the neural networks consists of performing a grid-search (using the appropriate
function in the scikit-learn library) over a range of batch sizes, training epochs, and optimiz-
ers for the neural networks. It is useful to compare the performance of linear and log-linear
regressions to neural network performance because of the complexity of the neural network
architecture. The architecture chosen for this neural network has a single neuron input layer,
a two-neuron ReLU-activated hidden layer, and a single neuron output layer; but the neural
network model has 19 trainable parameters, making it far more complex than any of the
other regression models studied. Therefore, the performance of an optimized neural network
will give a good insight into how model complexity can impact the results.
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4.4 Results
The electronic densities of state from the Materials Project were used to create a DOS ratio
– a statistical model to determine the ∆Sm for a magnetocaloric material. After fitting to






avg . Written in the form of







where dp is the difference between the DOS values of the peaks in the spin-up and spin-down
channels, sE is the energy separation between the two peaks, and cavg is the average of the
curvature of the two peaks.
Figure 4.2: A heatmap depicting the correlation matrix. Note that ΣM and ρd have the
largest absolute values in the heatmap, indicating a strong correlation for both parameters
to ∆Sm.
Once the DOS ratio was computed, 13 different models were constructed using ΣM , ρd,
density ρ, unit cell magnetization M , unit cell volume V , Curie temperature TC , molar mass
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Table 4.2: Results of regression modeling to predict ∆Sm from different model structures
and sets of descriptors. Note that non-linear models correspond to linear regressions of







Linear ΣM , ρd 10.6281





Non-Linear All, ∝ ΣM 17.1934










Neural Network, optimized All 5.0862
mmol, and magnetic mass fraction mmag. We also incorporated the individual components
of the DOS ratio — dp, sE, and cavg — to see the correlations between ∆Sm the parts of
the DOS ratio. The correlations are plotted in a heatmap in Figure 4.2. Notice that both
ΣM and ρd are strongly correlated to ∆Sm, implying that ΣM and ρd are the most useful
variables in the set for statistical modeling.
The results of all statistical models are reported in Table 4.2. It is worth mentioning
that R2 is an inappropriate metric for comparing the models we have used. Although R2
is useful for linear models, it is poorly defined for non-linear models; in the interest of
comparing results across all model classes, it is best to introduce one single metric. Further,
when introducing additional variables, R2 naturally tends to increase; while it is possible to
express an adjusted R2 with corrections for the number of variables and the number of data
points, it is more instructive to discuss the mean squared error (MSE, Equation 2.6) instead.
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MSE gives more physical insight into model performance than R2 since MSE has the same
units as the square of the target value. Also, MSE is sensitive to outliers, meaning model
performance is given more weight on the high-∆Sm end of our set, where there is less data.
Figure 4.3: Actual ∆Sm vs predicted ∆Sm from a linear regression model to predict ∆Sm
using ΣM alone (MSE = 11.0964).
The benchmark model for this study is a linear regression based only on magnetic de-
formation, as shown in Figure 4.3, with a MSE of 11.0964. (Notice in the figure that our
dataset is lacking in materials with large values for ∆Sm, as the only material we have studied
with ∆Sm > 7 J/kg/K is MnAs.) The most favorable model is one which has a lower MSE
than the model using only magnetic deformation, but with as few parameters as possible.
There are a few key observations to make about the results from Table 4.2. First, almost
every model with a higher complexity than the linear ΣM model has a lower MSE than the
benchmark. Such an improvement is to be expected, because more complex models will
generally perform better on training sets. Second, there is an improvement in MSE from the
linear combination of ΣM and ρd to the linear combination of the decomposed values of the
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Figure 4.4: Actual ∆Sm vs predicted ∆Sm from a multiple linear regression model using all
of the descriptors to predict ∆Sm (MSE = 7.9933).
DOS ratio (dp, sE, and cavg) and ΣM ; this may be due to the increase in model complexity
from a two-descriptor model to a four-descriptor model. Based on these observations, it is
not surprising that the best linear model is a multiple linear regression using all available
descriptors, as shown in Fig. 4.4.
Interestingly, the highest performing model that does not use all 11 possible descriptors
is the non-linear model that takes the form ∆Sm = κρ
c1
d ΣM , where κ is a constant (Fig. 4.5).
Explicitly, the model is found to be
∆Sm = 2.0943ρ
0.2653
d ΣM . (4.9)
This model emerges from a log-transformed dataset and only uses two descriptors - magnetic
deformation and the DOS ratio - but fixes the exponent of ΣM to be 1.0. The fact that this
constrained model outperforms a more general formulation may indicate that the algorithm
has difficulty finding a global minimum in the cost function. Regardless, the low MSE for
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Figure 4.5: Actual ∆Sm vs predicted ∆Sm from a linear regression model using ρd, but
constrained in ΣM , to predict ∆Sm (MSE = 5.6806).
the ρc1d ΣM model indicates that including the DOS ratio, another DFT-based parameter, in
the screening process of magnetocaloric compounds, can increase the predictive power of the
pre-existing magnetic deformation screening technique.
There are some shortcomings to this approach. Most notably, the dataset used for this
study lacks high ∆Sm materials, making modeling difficult in the high-performance regime.
The ρd method is also limited by the availability of high-quality spin-polarized electronic
DOS data. As more data becomes available, it is worth revisiting the exact numerical
forms of the expressions from Equations 4.8 and 4.9. That being said, the introduction
of second DFT-based computational proxy to the model based on magnetic deformation
significantly increases the modeling accuracy and predictive capability of the work done by
Seshadri’s group at UCSB [3]. Using the improvements presented in this work, it is possible
to apply the combination of computational parameters from Equation 4.9 to screen for new
magnetocaloric materials.
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4.5 Materials Project Data Scraping
Figure 4.6: Workflow diagram for the materials discovery procedure proposed by this dis-
sertation. Starting from the selection of appropriate databases, materials are pre-screened
based on established criteria and the availability of relevant data. Then, relevant quantities
are computed before selecting the best materials for further study in the laboratory.
To conclude this chapter, a workflow is proposed for utilizing the DOS ratio in conjunction
with the magnetic deformation for predictive modeling and material screening. We will first
analyze a workflow proposed by Zarkevich et at. [27] for use with the CaloriCool Consortium
for caloric cooling materials. Though the diagram in Figure 4.7 looks complicated, their
approach is cyclic in nature – databases feed algorithms which propose materials that are
characterized for databases. Here we propose a somewhat simplified workflow (Fig. 4.6) with
the goal of reducing the amount of time spent synthesizing and characterizing sub-optimal
materials in the laboratory.
First, a dataset must be defined; here, the Materials Project database presents a large
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Figure 4.7: Workflow diagram for the materials discovery procedure proposed by Zarkevich
et al. for the CaloriCool Consortium. Note that the process here is recursive; the goal of this
approach is to create an extensive database of caloric materials for refrigeration applications.
Reprinted with permission from [27], c©2017 IOP Publishing Ltd.
and promising pool of materials. Then, advanced screening criteria can be applied to a
subset of the database which satisfies some baseline criteria. Finally, further calculations
can be queued for promising candidates before completing a list of approved candidates for
laboratory testing. The workflow, described in detail below, is depicted in Figure 4.6.
First, public databases are pre-screened for viability. If a workflow does not involve DFT
calculations, then materials must have electronic density of states available. The Materials
Project is established as a highly suitable database for materials screening and discovery.
There are hundreds of thousands of materials with computed electronic density of states,
relaxed crystallographic structures, and magnetization properties. Through the use of the
pymatgen Python library, it is possible to filter through the entire database for materials
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with spin-polarized DOS; the data subset for further screening is, therefore, the subset of
materials with magnetic interactions considered in the construction of their DOS. In addition,
the criteria outlined in Gottschall et al. [18] (listed in Chapter 1) can be applied during this
step.
Now, the DOS ratio can be computed for each member of the data subset. Ranking
the results from highest to lowest, it is expected that materials with a large DOS ratio
will exhibit magnetocaloric effects. Crystallographic information files, or CIFs, are available
from the Materials Project; these CIFs are the basis for a new set of DFT calculations to
obtain the magnetic deformation. Unit cells can be computed for materials with magnetic
interactions enabled and disabled, and the relaxed lattice parameters can be put into the
algorithm found in the Supporting Information from [3] to generate magnetic deformation
values.
Equipped with DOS ratios and magnetic deformations for a large set of potential materi-
als, one can predict the magnitude of the magnetic entropy change according to Equation 4.9.
Finally, the materials with the largest predicted values for ∆Sm are the best candidates for
experimental validation - these are the compounds which should be synthesized and charac-
terized in the lab.
Alternatively, it is possible to compute the magnetic deformation and DOS ratio in the
same batch of DFT calculations. This approach leads to better predictive modeling than
the ΣM approach does on its own, but there is no additional pre-screening as seen in the
previous implementation. However, this method would be highly effective for batches of
DFT simulations across a material family, such as the well-studied La-Fe-Si compounds.
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4.6 Summary
Up to now, we have largely avoided the question of discerning between materials which
undergo first-order phase transitions or second-order phase transitions. In the next chapter,
the La-Fe-Si compounds will be explored in greater detail. By exploring the relationship
between ferromagnetic and non-magnetic electronic DOS for two different batches of DFT
calculations on La(Fe,Si)13 compounds, we will discuss statistical approaches to modeling
the order of the magnetic phase transition in magnetocaloric materials.
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Chapter 5
Categorizing the Order of Phase
Transitions
In the previous chapter, we considered the work of Ram Seshadri’s group at the University
of California at Santa Barbara — published in Bocarsly et al. [3] — as a starting point
for a novel approach to statistical modeling for magnetocaloric materials discovery. By
incorporating a parameter based on the electronic density of states, we created a model that
outperforms a model based solely on the magnetic deformation between non-magnetic and
ferromagnetic lattices. One question still remains unanswered to this point: how can we
predict the phase transition of a candidate material? Phase transitions can be analyzed
experimentally by means of calorimetry and/or magnetic studies. It is also possible to
consider phase transitions from the computational framework of a mean-field theory, as will
be described later this chapter. However, it is a significant challenge to predict the order
of a transition for a new material. Considering the fact that the material proposed by [3]
experiences a second-order phase transition, we want to create a model that can utilize
the electronic density of states to predict the order of a magnetic phase transition for new
material candidates.
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This chapter will explore a set of statistical models to predict the order of the magnetic
phase transition in the well-studied La(FexSi1−x)13 material family. Assuming that the zero-
temperature DOS has some bearing on the corresponding plots for finite temperatures, it
may be possible to observe effects of the finite-temperature phase transition in electronic
density of states plots computed by density functional theory. A dataset comprised of two
sets of density functional theory calculations will be considered: one which varies the value of
x in the formula La(FexSi1−x)13; and another which varies the dopant added to LaFe12SiR3,
where R is C, N, B, or H, or the material is undoped. Using these two doping schemes as
case studies, we will investigate different schemes to establish if it is possible to predict the
order of the phase transition experienced by each member of the material family, based on
the electronic DOS of each material. Finally, we will comment on how well each method
generalizes across both datasets.
5.1 Magnetism in LaFeSi
One very important reason for focusing on La(FexSi1−x)13 is that there is ample literature
on the compound. For example, LaFe10.6Si2.4 has an entropy change ∆Sm = 3.2 J/kg/K for
a 2 T field change with a Curie temperature of 245 K [81]. A thorough study of the entropy
change of La(FexSi1−x)13 (x = 0.90, 0.88, 0.86, 0.84) for field changes of 2 T and 5 T is found
in Fujieda et al. [82]. It has been reported in the literature that increasing the Si content
in La(FexSi1−x)13 simultaneously decreases ∆Sm and shifts TC towards higher temperatures,
with an accompanying change in the nature of the phase transition from first-order (FOPT)
to second-order (SOPT) [83, 82].
Much of our understanding of the phase transition in La(FexSi1−x)13 comes from the
work of Kuz’min and Richter [84]. In their work, Kuz’min and Richter conducted fixed spin
moment (FSM) calculations – a variety of DFT which sets the number of electrons in each
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spin-polarization channel rather than allowing the channels to populate self-consistently –
on LaFe12Si. Their FSM calculations of energy versus magnetic moment show that there
are multiple shallow minima in the energy profile for LaFe12Si, indicating that there are
different magnetization states between which the system can easily transition. Therefore,
such a system can be changed to exhibit a FOPT or a SOPT by chemical doping. Doping
can be carried out by varying the concentration of Si (as in [5]), hydrogenation, or adding
interstitial dopants (as in [6]).
The data we will consider utilize two different types of doping. One set, originally pub-
lished in Gercsi et al. [6], contains doped LaFe12SiR3 materials with interstitials R = B, C,
N, or H as well as undoped LaFe12Si. The other set, originally published in Gruner et al. [5],
contains materials of the form LaFexSi13−x, where x = 13, 12.5, 12, 11.5, 11, 10.5, 10, or 9.5.
The phase transitions assigned to each material in this study are based on accepted values
from the literature. In [6], the phase transitions for the undoped LaFe12Si and LaFe12SiH3
are first order, whereas the transitions for LaFe12SiR3 (R = B, C, and N) are all second order
in nature. The authors of [33] determine that the cutoff concentration for the transition in
La(FexSi1−x)13 is between x = 0.877 and x = 0.862; therefore, all compounds with x ≥ 0.87
are considered first order, and all compounds with x < 0.87 are considered second order.
This means that the cutoff value for the data in [5] is between x = 11 and x = 11.5.
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5.2 Finding the Order of Phase Transitions from the
Density of States
As stated in Chapter 1, the DOS represents the occupation of electrons up to the Fermi
energy, EF , as explicitly quantified by the equation n = n





where n↑ and n↓ represent the occupations of the majority and minority spin-channels of the
DOS, respectively. The magnetic moment m of the material can similarly be represented by
the DOS as m = n↑ − n↓.
With this in mind, it is worth revisiting the discussion of phase transitions from the
Introduction. Recall that the free energy for a magnetic system can be written as
F (T, V,M) = −SdT − pdV −MdH. (5.2)
The first partial derivatives of interest from the above equation are the temperature and








respectively. The condition for a FOPT is a discontinuity in the first derivative of the free
energy. A discontinuity in the entropy S or the magnetization M implies a FOPT. For a
SOPT to take place, there must be a discontinuity in the second derivative of the free energy,
which corresponds to the derivatives of S and M .
Note that the analysis in this chapter depends on the assumption that zero-temperature
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(a) First order phase transition material. (b) Second order phase transition material.
Figure 5.1: Plots of the densities of electronic states for La(FexSi13−x) for (a) x = 9.5 and
(b) x = 12.5. After correcting the dashed line for ridgid-band shifting of the spin-polarized
DOS, the solid lines show corresponding peaks. Data from Gruner et al. [5].
DFT calculations can be used to understand finite-temperature physics and phenomena.
Although this assumption is central to the study presented here, it has a significant prece-
dent in the literature — many of the DFT studies on magnetocaloric materials utilize zero-
temperature calculations, in spite of the fact that the observed phenomena occur at finite
temperature (for example, see [84, 5, 6, 3]).
For example, consider the plots from Figure 5.1, which utilize data from [5] provided by
Markus Gruner. After shifting the ferrmoagnetic (FM) DOS by an amount which compen-
sates the spin-splitting between the non-magnetic (NM) and FM majority DOS (see Kuz’min
and Richter [84]), the most prominent peaks of the NM and FM plots align. Interestingly,
there appears to be a difference in how the peaks reshape from the FM to the NM state
for the FOPT material LaFe12.5Si0.5 and the SOPT material LaFe9.5Si3.5. Specifically, the
FOPT material appears to have a greater overall separation from the SOPT material.
Here, we hypothesize that the “distance” between the FM and NM spin-up DOS can
provide insight into the nature of the magnetic phase transition. A large distance, which
corresponds to a large change in the magnetic moment m, may be correlated to a sharp
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transition in the first derivative of the free energy. This hypothesis is supported by the
theory of itinerant ferromagnetism. The Stoner criterion, discussed in Chapter 1, holds that
the DOS at the Fermi energy relates to the likelihood of a material being ferromagnetic by
the formula
Ug(EF ) > 1. (5.5)
Ferromagnetic materials satisfy the Stoner criterion, whereas non-magnetic materials do not.
As shown in Figure 5.1, the densities of states are different for the FM and NM arrangements
of a material. In general, gFM(EF ) 6= gNM(EF ), where gFM and gNM are the FM DOS and
NM DOS, respectively. Since FM materials satisfy the Stoner criterion, UgFM(EF ) > 1; and,
since NM materials do not satisfy the Stoner criterion, UgNM(EF ) 6> 1. Thus, if the FM
DOS near the Fermi level is significantly different from the NM DOS near the Fermi level,
there is a high likelihood of an itinerant electron metamagnetic transition for that material.
As shown by Kuz’min and Richter [84], the giant magnetocaloric effect in LaFe12Si can be
related to the numerous small metamagnetic transitions. This work aims to search for hints
of these metamagnetic transitions in the difference between the FM and NM DOS.
5.3 Methods
5.3.1 Data
Just as in Chapter 4, the data used for this section are all calculated using DFT. All of the
DOS analyzed here are computed for compounds in the broad La-Fe-Si family of materials.
One dataset is provided by Markus Gruner and contains La(FexSi1−x)13 compounds analyzed
in [5]. The other set is provided by Karl Sandeman and contains doped compounds of the
form LaFe12SiR3, where R is C, N, B, or H. The undoped material LaFe12Si is contained in
this set as well [6].
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In both of the datasets under investigation, the non-magnetic density of states is com-
puted from a truly non-magnetic system - the relevant majority and minority DOS, g↑(E)
and g↓(E), respectively, are assumed to be equal to one another and constitute one-half the
total DOS: g↑(E) = g↓(E) = 1
2
g(E). The NM system is, fundamentally, different from the
more realistic model of a paramagnetic (PM) system, which would display subtle signs of
magnetism in the spin-asymmetry of the DOS because of the (low) finite magnetization for
PMs. Although the use of a NM system introduces some inherent errors into the model, the
relative ease of converging NM calculations (compared with the computationally expensive
PM systems) makes the approximation worthwhile.
(a) LaFe12Si DOS computed in Gruner et
al. [5].
(b) LaFe12Si DOS computed in Gercsi et
al. [6].
Figure 5.2: Plots of the densities of state for LaFe12Si from two different sources. The
difference in the magnitudes seen in (a) and (b) underscores the importance of scaling the
DOS prior to computing the Fréchet distance.
The datasets are computed using different parameters and on different machines, and this
fact is reflected by the discrepancy between the DOS plots for LaFe12Si, as seen in Figure 5.2.
The plot in Fig. 5.2(a) is smoothed and has a finite DOS above the Fermi energy, whereas
the plot in Fig. 5.2(b) is more jagged and reaches zero within a 5 eV range of EF – even
though both DOS are computed for the same material. The significant differences between
the two datasets motivates the scaling used prior to computing the Fréchet distance, so that
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Table 5.1: Summary of the dataset used. The labels “FOPT” and “SOPT” must be encoded
as 1 and 0, respectively, to be used in a logistic regression model.
Compound FOPT/SOPT Source
LaFe9.5Si3.5 SOPT Gruner et al. [5]
LaFe10Si3 SOPT Gruner et al. [5]
LaFe10.5Si2.5 SOPT Gruner et al. [5]
LaFe11Si2 SOPT Gruner et al. [5]
LaFe11.5Si1.5 FOPT Gruner et al. [5]
LaFe12Si1 FOPT Gruner et al. [5]
LaFe12.5Si0.5 FOPT Gruner et al. [5]
LaFe13Si0 FOPT Gercsi et al. [5]
LaFe12SiB3 SOPT Gercsi et al. [6]
LaFe12SiC3 SOPT Gercsi et al. [6]
LaFe12SiN3 SOPT Gercsi et al. [6]
LaFe12SiH3 FOPT Gercsi et al. [6]
LaFe12Si FOPT Gercsi et al. [6]
the shapes of the NM and FM DOS are more important than the relative magnitudes.
The full dataset is reported in Table 5.1. It is important to note a couple of key points.
First, the points on the cusp of a FOPT/SOPT may have some uncertainty in the order of
their transitions; for example, the entropy change as a function of temperature may have a
very slight jump discontinuity for LaFe11.5Si1.5, which is labelled as a FOPT although the
first-order nature may be subtle. Second, the two datasets will ultimately be considered
together, but it is essential to establish a metric by which the two vastly different calculation
results can be compared. This is one of the key motivating factors behind rescaling the
Fréchet distance.
For our analysis, the DOS are considered within a range of +/- 1.0 eV on either side
of the Fermi energy. This restriction is applied so that the only parts of the profiles which
impact the models are close to the Fermi level. Since the Stoner criterion considers the DOS
at the Fermi energy, g(EF ), the relevant portions of the DOS profiles are in the immediate
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vicinity of the Fermi level. A 1.0 eV window is chosen to encapsulate a wide enough section
of the DOS to detect distinguishing peaks, but narrow enough to focus on EF .
The task of categorizing the compounds under study as either FOPT or SOPT materials
can be done “by eye,” but such an analysis is rife with error and confirmation bias. Instead,
it is worthwhile to introduce a machine learning algorithm to determine which materials
belong in each category based on an underlying predictor. As stated in Chapter 2, all
logistic regression models in this section are constructed using five-fold cross-validation.
5.4 Results
(a) DOS data from Gercsi et al. [6]. (b) DOS data from Gruner et al. [5].
Figure 5.3: Relative standard deviation (%) for the absolute difference between the unshifted
FM DOS and the NM DOS. There is no discernible trend between FOPT and SOPT materials
across both datasets.
Relative Standard Deviation of Difference The results of applying the RSD of the
difference between NM and FM DOS within an energy window of +/- 1 eV away from the
Fermi energy are shown in Figures 5.3 and 5.4 for unshifted FM DOS and shifted FM DOS,
respectively. The data from [6] were shifted to equate the points at which the FM and NM
DOS equal zero, whereas the data from [5] were shifted to match up corresponding peaks in
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(a) DOS data from Gercsi et al. [6]. (b) DOS data from Gruner et al. [5].
Figure 5.4: Relative standard deviation (%) for the absolute difference between the shifted
FM DOS and the NM DOS. There is no discernible trend between FOPT and SOPT materials
across both datasets.
the FM and NM DOS. The less rigorous matching criterion for the data in [5] may account
for the lack of a significant trend in the relative standard deviation for this subset.
Regardless, there does not seem to be any general information which can be extracted
from the relative standard deviation of the difference between the DOS of different magne-
tization states. The RSD varies too greatly from one dataset to the next. The shifted RSD
using the subset from [6] is in the range of 52% to 66% with a clear trend of decreasing RSD
from SOPT to FOPT, which is a counterintuitive result. The shifted RSD from [5] varies
wildly between 65% and 90% with no clear trend across the transition type.
The RSD is an average of the deviation from the mean value of the difference between
the DOS, expressed as a percentage. Naturally, for identical plots, the RSD goes to zero;
similarly, if one plot sits directly above the other, and the two move perfectly in parallel,
then the RSD will also be zero. A large RSD corresponds to a significant average difference
between two plots; however, RSD is susceptible to the same statistical issues as the mean;
for instance, outliers can disproportionately impact the reported value. Although the time
to compute the RSD for the materials in this study is on the order of milliseconds, compared
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with calculations on the order of seconds for more complex metrics, the RSD proves insuf-
ficient. A more robust and relevant metric is necessary for any meaningful categorization
attempts.
Figure 5.5: Scaled Fréchet distance between the NM and FM DOS. (DOS data from Gercsi
et al. [6].) The dotted horizontal line denotes a majority-spin Fréchet distance of 0.77, which
appears to be a cutoff value between SOPT and FOPT materials. The vertical SOPT/FOPT
cutoff is only meant to illustrate the known order of each transition; it is not meant to
represent a continuous cutoff value.
Fréchet Distance The Fréchet distance provides a significantly more promising method
than the naive approach of using RSD. Figures 5.5 and 5.6 shows the trend of the Fréchet
distance across both data subsets. In both subsets, the majority spin Fréchet distance
presents a clear distinction between FOPT and SOPT compounds. Importantly, both sets
have the same scale for the Fréchet distance - values range from 0.4 to 0.9. One note about the
units of the Fréchet distance: the rescaled DOS are dimensionless, so the distance between
any two points in a rescaled DOS plot have arbitrary units. The exact value of the Fréchet
distance only becomes relevant when using a uniform scaling.
The DOS are scaled in this study so that the maximum value of the DOS is 1. This
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Figure 5.6: Scaled Fréchet distance between the NM and FM DOS. (DOS data from Gruner
et al. [5].) The dotted horizontal line denotes a majority-spin Fréchet distance of 0.77, which
appears to be a cutoff value between SOPT and FOPT materials. The vertical SOPT/FOPT
cutoff here happens near a Fe concentration of x = 11.31.
selection is not arbitrary; normalizing the DOS by the maximum value within the range from
-1.0 eV to 1.0 eV ensures that the magnitude of the DOS — especially any contribution from
occupied d-orbital with energies much lower than the Fermi energy — does not impact the
calculation. In this way, the only relevant factor becomes the shape of the DOS.
A trend in the Fréchet distance follows the hypothesis for this analysis - namely, FOPT
materials have a larger “distance” between the FM and NM DOS than SOPT materials. This
trend only seems to be valid for the majority-spin Fréchet distance, as there is not a clear
trend across both data subsets with the minority-spin Fréchet distance. Upon discussing a
more in-depth data analysis of the results, it will become clear for which combinations of the
majority- and minority-spin Fréchet distance, if any, yield a better correlation to the phase
transition labels than the majority-spin Fréchet distance alone.
Remarkably, there appears to be the same cutoff Fréchet distance for a FOPT/SOPT dis-
tinction. In both datasets, the transition from FOPT to SOPT happens for a majority-spin
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Fréchet distance around 0.77. It is insufficient to simply look at the data and try to extract
such a cutoff parameter; rather, machine learning can be applied to the labeled Fréchet dis-
tances to ascertain the proper cutoff value for the Fréchet distance and to determine how
well the Fréchet distance can categorize the order of the phase transition for the materials
in the dataset.
Figure 5.7: Correlation matrix for the Fréchet distance analysis.
Logistic Regression Models Before training models, it is useful to consider a few pa-
rameters which can be derived from the Fréchet distances by simple means. The sum and
difference of the majority and minority Fréchet distances, and the ratio of the majority to
minority Fréchet distance, are computed. Then, the correlations can be checked using the
Python package pandas.
Based on the correlation matrix shown in Figure 5.7, constructed using the seaborn pack-
age in Python, the quantities with the strongest correlation to the labels are the difference
and ratio between the Fréchet distances and the Fréchet distance for the majority channel.
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These three quantities are used to construct three different logistic regression models with
5-fold cross-validation. For each model, the logistic regression algorithm chooses parameters
ŵ such that the probability of observing the (properly-labeled) data is maximized; this is
accomplished by optimizing the maximum likelihood estimator (Equation 2.14), which is
detailed in the documentation of scikit-learn [37].
Figure 5.8: Probability of a FOPT as a function of the majority-spin Fréchet distance –
accuracy = 92%.
The predicted probabilities of a material undergoing a FOPT for the three models are
shown in Figures 5.8, 5.9, and 5.10. The horizontal dotted lines at P = 0.5 denote the cuttoff
value for the independent variable on each probability curve. The highest performing model
is the regression on the majority Fréchet distance shown in Figure 5.8, with an accuracy of
92%. The only compound misrepresented by the model is LaFe11.5Si1.5. Considering this
material has a concentration very close to the critical concentration reported in [33], it is
reasonable that LaFe11.5Si1.5 would exhibit a borderline phase transition which is difficult for
the model to categorize. The cutoff value for the majority-spin Fréchet distance is determined
by the model to be 0.775 for the scaling used in this work.
The other two models slightly underperform the majority-spin model. The model which
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Figure 5.9: Probability of a FOPT as a function of the ratio of the majority-spin Fréchet
distance to the minority-spin Fréchet distance – accuracy = 85%.
uses the ratio of the majority and minority Fréchet distances (Figure 5.9) has the same
accuracy as the model which uses the difference between the majority and minority Fréchet
distances (Figure 5.10) - both models correctly categorize eleven out of the thirteen com-
pounds in the set, for an accuracy of 85%. Interestingly, the two misrepresented compounds
for these models are the same; both LaFe11Si2 and LaFe12Si1 are incorrectly labeled by the
models, but neither LaFe11.5Si1.5 nor LaFe12Si (the undoped compounds from [6]) are missed
by these models.
Regardless, all compounds which are wrongly categorized by logistic regression models
have compositions which are close to the critical composition of La(FexSi1−x)13. Having the
most accuracy possible in this critical region is important because critical compositions may
have desirable characteristics of both first-order (large ∆Sm) and second-order (no thermal
hysteresis) materials [33]. Because of the importance of the critical region between a FOPT
and SOPT, the majority-spin Fréchet distance is the best predictor studied here to discern
the phase transition of a material based on computational results. The majority-spin model
assigns a FOPT probability of 48% to LaFe11.5Si1.5; therefore, materials with probabilities
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Figure 5.10: Probability of a FOPT as a function of the difference between the majority-spin
and minority-spin Fréchet distances – accuracy = 85%.
near 0.5 are the most likely to exhibit critical behavior.
5.5 Outlook
This work presents a clear method to check the probability of a material undergoing a first-
order magnetic phase transition based on the Fréchet distance between its ferromagnetic and
non-magnetic zero-temperature densities of state. When the DOS are considered within an
energy range of -1 eV to +1 eV, and when the DOS is scaled to provide a normalized profile
within the relevant energy range, the Fréchet distance becomes a reliable measure of the
distance between the NM and FM DOS profiles. Further, the Fréchet distance can provide
insight into the nature of the phase transition across different calculations for the same class
of material.
The fact that the Fréchet distance method generalizes to different datasets from different
batches of calculations is very promising. It is yet to be seen, however, if the method can
generalize to materials outside of the La-Fe-Si family of compounds. Further testing will
require additional DOS calculations, using both NM and FM states, for new materials with
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known phase transitions. Such model validation is essential to determining if this model can
be generalized to any properly scaled DOS calculations. Importantly, this study opens the
possibility for statistical modeling of the results from ab initio calculations for the purposes
of designing and optimizing magnetocaloric materials.
5.6 Summary
In this chapter, we have sought to find a way to predict the order of a finite-temperature
magnetic phase transition using zero-temperature DFT calculations. By examining data
from two different calculations on the La-Fe-Si system, we have ruled out the RSD method,
but the Fréchet distance method seems to provide a promising new approach, but it must
be tested with more materials.
Thinking back to Chapter 4, it is now possible to reconsider the materials proposed by
the Seshadri group in Bocarsly et al. [3]. Using the DFT bandstructure of MnCoP — the
primary new material investigated by the 2017 study — we can compute its Fréchet distance
and try to fit it into our new statistical framework. We believe, however, that there is no
reason that the critical Fréchet distance will be 0.77 for a different material. Therefore, is is
necessary to consider the Fréchet distance method for a variety of materials in order to test
its validity outside of a single material family prior to applying the metric as a screening
criterion for different materials.
This completes the original work of this dissertation. The final chapter will conclude
with a summary of what has been found and an outlook towards avenues of future research.
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Chapter 6
Conclusions and Future Work
This chapter will provide a summary of the results described in this dissertation. It will also
present potential applications and future avenues of research.
6.1 Conclusions
The work described in this dissertation demonstrates methods to find new materials - and
improve upon existing materials - for use in thermomagnetic power generation and magnetic
refrigeration. It is shown in Chapter 3 that magnetically hard materials can be used in
thermomagnetic power generation cycles to increase the area of M -H space available to the
device; this, in turn, results in the potential to increase the work output of the device with-
out increasing the applied magnetic field. Although the magnetically hard ferrites studied in
this work are not viable TMG materials, the experiments on ferrites give insight into what
characteristics a hard magnet should have for TMG: a positive temperature coefficient of co-
ercivity; high thermal conductivity; and a relatively large change in saturation magnetization
with temperature.
Even though they are not ideal TMG functional material candidates on their own, com-
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mercially available hard magnets are useful as biasing magnets for soft magnetic materials
in TMG. Computational results show that placing a hard magnet in close proximity to a
soft magnetic material (ideally, a magnetocaloric material with a Curie temperature near
the operating temperature of the cycle) with the field from the biasing magnet opposing the
applied magnetic field leads to a shift of the unbiased M -H curve for the soft magnet. The
shifted curve moves into the second quadrant of the M -H plane, thus opening the possibility
for two-quadrant TMG using negative fields with smaller magnitudes than traditional one-
quadrant TMG. Keeping the fields the same, however, biasing with a NdFeB magnet leads
to more than a 10% increase in the work output per total mass both La-Fe-Si and Gd over
the unbiased values.
In Chapter 4, statistical modeling is used to improve the screening criteria for magne-
tocaloric compounds. By adding a DOS-based parameter (the DOS ratio ρd) to an existing
computational screening proxy (the magnetic deformation ΣM), the predictive capabilities
of DFT-derived screening parameters increase substantially. Using a predictor which is pro-
portional to the DOS ratio and is linear in the magnetic deformation leads to a 58% decrease
in the mean squared error on predicting the magnetic entropy change. Like the magnetic
deformation, the DOS ratio is obtained using the results of density functional theory calcu-
lations. Therefore, the same set of DFT calculations can produce both a DOS ratio and a
magnetic deformation for a given compound, meaning the quality of the screening criterion
can increase substantially with little extra computational overhead.
We detail a novel statistical approach to predicting the phase transition in the La-Fe-
Si family of compounds in Chapter 5. It is found that a normalized DOS, in a range of
+/- 1 eV about the Fermi energy, can provide insight into the nature of the magnetic phase
transition, based on the performance of statistical modeling on the discrepancy between the
ferromagnetic and non-magnetic densities of state for compounds in the La-Fe-Si family.
The Fréchet distance between the majority-spin non-magnetic and ferromagnetic densities
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of states is found to vary most directly with the change (across both doping schemes studied)
from a second-order transition to a first-order transition. This Fréchet distance is used to
construct a logistic regression to predict the order of the transition, with an accuracy of 92%
on the thirteen compounds in this study. Based on this regression analysis, a compound with
a large majority-spin Fréchet distance between its NM and FM DOS is expected to exhibit a
FOPT, while a compound with a small majority-spin Fréchet distance is expected to exhibit
a SOPT, and compounds with a majority-spin Fréchet distance near 0.775 is predicted to
display critical behavior.
6.2 Future Work
Further research based on the results of experiments using ferrites as TMG functional ma-
terials includes a comprehensive analysis of magnetically hard materials which satisfy the
criteria for a “good” TMG hard magnet. Materials with a positive temperature coefficient
of coercivity, high thermal conductivity, and a relatively large change in saturation mag-
netization with temperature would show promise for two-quadrant, hard magnet TMG. An
in-depth look at the temperature coefficients of coercivity, thermal conductivity, and temper-
ature dependence of saturation magnetization for a wide array of hard magnetic materials is
a solid starting point. Then, specific materials can be studied more carefully and fine-tuned
to yield the best possible results.
There is more work to be done with regard to biased TMG. Experimental verification
is necessary; even though the initial computational results are promising, it is important
to measure the temperature and field dependent magnetization of the bulk composite in
order to determine the viability of a hard magnetic-biased soft material for TMG. More
sophisticated modeling, using methods such as finite element analysis, is also a logical next
step towards validating the biased TMG model. It is also worth considering the use of single
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materials which exhibit coexisting soft and hard magnetic phases.
The statistical approaches for materials discovery both benefit most from a more rich
dataset. The DOS ratio should be tested on sets containing more high-performance materials,
since the only material in the dataset with ∆Sm > 7 J/kg/K is MnAs. Validating the
DOS ratio model, which includes the magnetic deformation, on a greater number of high-
performance materials will dictate whether the augmented computational screening proxy
can discover the best possible materials. Furthermore, large database methods can be applied
to scrape open materials databases for structural data to compute the magnetic deformation
and bandstructure data to compute the DOS ratio. Applying these parameters to a large
set of materials can detect promising new magnetocaloric compounds.
One aspect of continuing the work on phase transitions involves model validation; both
in terms of finding new materials on which the method can be tested and in applying the
method to more calculations on the same materials. Applying the Fréchet distance method
to new calculations of NM and FM DOS provides a chance to test the robustness of the
method outside of the La-Fe-Si family of compounds. This type of out-of-family validation
is essential if the method is to work for novel materials – in particular, it is important to see
if the cutoff value of 0.775 is universal, or if it only applies to the La-Fe-Si compounds. It is
also useful to obtain more DOS data on the La-Fe-Si compounds studied in this work; such
a study would further validate the generalizability of the method to new calculations. Other
distance metrics can also be studied, and the results should be compared to the Fréchet
distance to determine the best metric for magnetic phase transitions based on the DOS.
6.3 Closing Remarks
Even though this dissertation presents a number of avenues of further inquiry, we have
demonstrated that there are concrete improvements to be made in materials research for
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thermomagnetic power generation and magnetic refrigeration. We have explored the pos-
sibility of incorporating magnetically hard materials into the functional working materials
used in unique and creative thermodynamic cycles for TMG. Our statistical models show a
promising additional screening criterion for the discovery of magnetocaloric materials using
publicly available databases. Further statistical modeling provides a simple computational
metric, based on the electronic density of states for ferromagnetic and non-magnetic material
arrangements, to differentiate between first-order or second-order phase transitions across the
La-Fe-Si system. In combination, the modeling techniques and screening criteria described
in this dissertation can be used to predict the magnetocaloric potential of novel materials for
further characterization and experimental validation, with the intention of bringing magne-




I would like to acknowledge my contribution to S. Vallone et al., 2019 [85]. The paper, while
a significant contribution to the field of barocalorics, is not related to this dissertation enough
to warrant its full inclusion or discussion. Therefore, I will briefly describe my contribution
to the aforementioned paper.
Our work in [85] centered on the barocaloric effect in a spin-crossover compound. My
part in this work was to analyze calorimetry and magnetometry data to compute the entropy
change upon a spin-crossover transition from a low-spin, low magnetization state to a high-
spin, high magnetization state. The work showed the potential of spin-crossover materials
for barocaloric – or pressure-driven – cooling applications.
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Appendix B: Python Code
This appendix lists the code for obtaining the density of states parameters used to compute
the DOS ratio, ρd. Note that, in order to execute code which communicates with the
Materials Project database, the user must have an internet connection and an API key
to access the web-scraping capabilities of pymatgen.
First, the necessary Python packages must be imported. Although they will not appear
explicitly in the included code blocks, pandas will help with data management and matplotlib
is an incredibly useful plotting package.
import pandas as pd
import numpy as np
from pymatgen import MPRester
import matp lo t l i b . pyplot as p l t
from sc ipy . i n t e r p o l a t e import inte rp1d
from sc ipy . i n t e g r a t e import quad
In order to obtain the density of states for a material based on its Materials Project ID
(“mpid”), use the following code block.
de f download dos (mpid ) :
ap i key = ’YOUR API KEY ’ # need t h i s to a c c e s s MP data
with MPRester ( ap i key=api key ) as mpr :
d e n s i t y o f s t a t e s = mpr . g e t d o s by ma t e r i a l i d (mpid )
i f d e n s i t y o f s t a t e s i s None or l en ( d e n s i t y o f s t a t e s . d e n s i t i e s ) i s not 2 :
r e turn 0
#load in DOS from MP
dos up = d e n s i t y o f s t a t e s . d e n s i t i e s [ l i s t ( d e n s i t y o f s t a t e s . d e n s i t i e s . keys ( ) ) [ 0 ] ]
dos down = d e n s i t y o f s t a t e s . d e n s i t i e s [ l i s t ( d e n s i t y o f s t a t e s . d e n s i t i e s . keys ( ) ) [ 1 ] ]
energy = d e n s i t y o f s t a t e s . e n e r g i e s − d e n s i t y o f s t a t e s . e f e rmi #s h i f t E−Efermi
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r e turn dos up , dos down , energy
Finally, the following block of code will use the DOS obtained above to compute the
height difference, energy separation, and average curvature for the two relevant peaks.
de f d o s r a t i o ( dos up , dos down , energy ) :
’ ’ ’
Find the two l a r g e s t peaks in the major i ty and minor i ty sp in channels ,
then use these two peaks to bu i ld a model which can g ive i n s i g h t in to
the ac tua l shape o f the DOS Ratio
’ ’ ’
#i n t e r p o l a t e so that we can i n t e g r a t e to f i nd the major i ty /minor i ty channe l s
dos up = inte rp1d ( energy , dos up )
dos down = inte rp1d ( energy , dos down )
#energy = inte rp1d ( energy , energy )
#f i g u r e out which i s the major i ty and minor i ty sp in channel
n up = quad ( dos up , min ( energy ) , 0 . 0 , l im i t =250 , f u l l o u t pu t =1) [ 0 ]
n down = quad ( dos down , min ( energy ) , 0 . 0 , l im i t =250 , f u l l o u t pu t =1) [ 0 ]
p o l a r i z a t i o n = n up − n down
i f p o l a r i z a t i o n > 0 :
dos maj = dos up
dos min = dos down
i f p o l a r i z a t i o n < 0 :
dos maj = dos down
dos min = dos up
# try to f i nd the l a r g e s t dos va lue f o r the major i ty channel below e f e rm i ( occupied )
# and the l a r g e s t dos va lue f o r the minor i ty channel above e f e rm i ( unoccupied )
e maj = np . l i n s p a c e (−1.50 , 0 . 00 , 21)
e min = np . l i n s p a c e ( 0 . 0 0 , 1 . 50 , 21)
de = e maj [ 1 ] − e maj [ 0 ]
#f i nd what c o n s t i t u t e s a ”peak” −−> g r e a t e r than po in t s be f o r e and a f t e r
peaks maj = [ ]
peaks min = [ ]
index maj = [ ]
index min = [ ]
curve maj = [ ]
curve min = [ ]
f o r i in range ( l en ( e maj ) − 1) :
i f ( dos maj ( e maj [ i ] ) > dos maj ( e maj [ i −1]) ) and ( dos maj ( e maj [ i ] ) > dos maj ( e maj [
i +1]) ) :
peaks maj . append ( dos maj ( e maj [ i ] ) )
index maj . append ( i )
f o r i in range ( l en ( e min ) − 1) :
i f ( dos min ( e min [ i ] ) > dos min ( e min [ i −1]) ) and ( dos min ( e min [ i ] ) > dos min ( e min [
i +1]) ) :
peaks min . append ( dos min ( e min [ i ] ) )
index min . append ( i )
# f a i l s a f e in case the re i s a f l a t DOS f o r e i t h e r p o l a r i z a t i o n channel
i f l en ( peaks min ) == 0 :
peaks min . append (max( dos min ( e min ) ) )
index min . append (np . where ( peaks min == max( peaks min ) ) [ 0 ] )
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i f l en ( peaks maj ) == 0 :
peaks maj . append (max( dos maj ( e maj ) ) )
index maj . append (np . where ( peaks maj == max( peaks maj ) ) [ 0 ] )
#adding t h i s norma l i za t i on f a c t o r keeps the l a r g e r DOS mate r i a l s from d ive rg ing
norm value = max(max( peaks min ) , max( peaks maj ) )
# Se l e c t the l a r g e s t peaks f o r the maj/min channe l s :
major i ty peak = max( peaks maj )
minor i ty peak = max( peaks min )
i maj = np . where ( dos maj ( e maj ) == max( peaks maj ) ) [ 0 ]
i min = np . where ( dos min ( e min ) == max( peaks min ) ) [ 0 ]
# curvature = second d e r i v a t i v e
curve maj = abs ( ( dos maj ( e maj [ i maj ] + de ) − 2 .0∗ dos maj ( e maj [ i maj ] ) +
dos maj ( e maj [ i maj ] − de ) ) / (2 . 0∗ de ) )
curve min = abs ( ( dos min ( e min [ i min ] + de ) − 2 .0∗ dos min ( e min [ i min ] ) +
dos min ( e min [ i min ] − de ) ) / (2 . 0∗ de ) )
peak he ight = ( major i ty peak + minor i ty peak ) /norm value
ene rgy s epa ra t i on = abs ( e maj [ i maj ] ) + abs ( e min [ i min ] )
curvature = 0 . 5∗ ( curve maj + curve min )
re turn peak height , ene rgy separa t i on , curvature
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