Abstract-Nonlinear integer programming has not reached the same level of maturity as linear programming, and is still difficult to solve, especially for large-scale systems. Branch-and-bound (B&B) and its variants are widely used methods for integer programming, and numerical solutions obtained by them still can be far away from the global optimum. In this paper, we propose a novel approach to guide the deterministic/heuristic methods and the commercial solvers for nonlinear integer programming, and aim at improving the solution quality by taking advantage of transformation under stability-retraining equilibrium characterization (TRUST-TECH) method. Moreover, we examine the effectiveness by developing and simulating TRUST-TECH guided B&B and TRUST-TECH guided commercial solver(s), and compare their performance with that of the original methods/solvers (e.g., GAMS (General Algebraic Modeling System)/ BARON, GAMS/SCIP, and LINDO (Linear, INteractive, Discrete Optimizer)/MINLP) and also with that of recentlyreported evolutionary-algorithm (EA)-based methods. Simulation results provide evidence that, the solution quality is substantially improved, and the global-optimal solutions are usually obtained after the application of TRUST-TECH. The proposed approach can be immediately utilized to guide other EA-based methods and commercial solvers which incorporate intelligent searching components.
I. INTRODUCTION

N
ONLINEAR integer programming is a family of feasibility and decision-making problems, whose objective and/or constraints are nonlinear (usually nonconvex and nonquadratic), and some or all the variables are restricted to be integers. It is commonly known as mixed integer nonlinear programming (MINLP). Indeed, integer programming has numerous important applications in engineering and operations-research (OR) practice. For instance, designing automated manufacturing systems [1] - [4] , fault diagnosis and test selection [5] , [6] , resource allocation [7] - [14] , telecommunication network design, and optimization, DNA data compression, traveling-salesman problems, power grid reconfiguration [16] - [18] , and service restoration in distribution systems [19] . MINLP problems are recognized well to be difficult to solve [20] . In the past half-century, a variety of deterministic techniques and intelligent metaheuristics have been developed to deal with integer programming problems [21] . Above all, a general-purpose method branch-and-bound (B&B) was proposed by Land and Doig [22] in 1960. Later on, by incorporating the cutting-plane method with B&B, it yielded a more powerful hybrid method branch-and-cut (B&C) [23] . In contrast to B&B, this hybrid method usually obtains better solutions with less computational effort, mainly because the cutting-plane component usually shortens the process for obtaining an integer solution, and in turn a larger collection of subproblems can be discarded as fruitless candidates in an earlier stage. To further improve performance, metaheuristics are commonly integrated in the solution methods and numerical computational packages, including evolutionary algorithms [15] , [24] - [26] , particle swarm optimization (PSO) [12] , [27] , ant colony [28] , simulated annealing [29] , [30] . However, these methods may encounter several difficulties [31] , e.g., the solutions obtained by them still can be far from being globally optimal.
In general, there are a number of local-optimal solutions (LOSs) widely dispersed in the search space of a nonlinear optimization problem (nonconvex and nonquadratic), which are divided-off by barriers and can easily trap the local methods (e.g., sequential quadratic programming method, nonlinear interior point method, genetic algorithm) before the global optimum is attained. To address this issue, the transformation under stability-retraining equilibrium characterization (TRUST-TECH) method has been developed to deal with the general constrained continuous nonlinear optimization (CNO) problems [32] - [37] . This method can direct the search away from a trap, and locate better solutions by finding a collection of LOSs and singling out the best ones.
TRUST-TECH is built on nonlinear dynamical systems, theory of stability region, characterization of stability boundary, optimization theory, and advanced numerical methods, which has found many successful applications in various disciplines [33] - [37] . As the outstanding features, TRUST-TECH translates the task of finding all the feasible components of general constrained CNO problems, into the task of finding all the stable equilibrium manifolds of the so-called quotient gradient system, whose vector field is associated with the feasible region of the optimization problem [38] . In addition, it translates the task of finding all the LOSs located in a feasible component of the general constrained CNO, into the task of finding all the stable equilibrium points (SEPs) of the socalled projected gradient system. By applying the dynamic decomposition point scheme [34] , we can obtain the LOSs tier-1/neighboring to a given LOS x * , and the outer-tier LOSs (i.e., tier-k to x * , with k ≥ 2) by repeating the scheme, where a tier-k LOS is defined by [38, Definition 11.1] .
To deal with MINLP, we propose a novel and extensively applicable approach based on TRUST-TECH in this paper, with an aim of guiding the deterministic methods, metaheuristics and commercial solvers/packages, improving the global-searching capability, and locating better solutions. This paper is organized as follows. Section II briefly describes the integer programming problem, B&B and some basic concepts of dynamical systems. Section III reviews the preliminaries and numerical algorithms for TRUST-TECH, and Section IV details the TRUST-TECH guided B&B method. Subsequently, experimental tests are summarized in Section V, which includes a comparative analysis of the implemented methods/solvers and the evolutionaryalgorithm (EA)-based methods. The conclusion is made in Section VI.
II. BACKGROUND
A. Integer Programming
Integer-programming is a class of optimization problems that contain one or more variables taking integer values and may have constraints [39] , which are commonly called (MINLP). To fix the ideas, we consider an n-dimensional pure, unconstrained MINLP that all the variables are restricted to be integers, or to say
where the feasible region Z n refers to the n-dimensional integer lattice, and the objective f is preliminarily assumed to be twice-differentiable, nonquadratic, and nonconvex. By convention, a point y * ∈ Z n is called a global-optimal solution to the integer program (1), if f (y * ) ≤ f (y) for all y ∈ Z n . Apparently, the proposed approach for solving (1) can be directly extended to solve other MINLP problems. In addition, the maximization problem can be put into the form (1) by negating the objective. Thus, we only consider the optimization problem of the form (1) in the sequel.
For convenience, the relaxation of (1) is represented by
where the integrality restriction is removed and the feasible region R n is the n-dimensional space of real numbers. Usually, we say that a point y * ∈ R n is a LOS to (2), if there is an open set U ⊆ R n containing the point y * and satisfying that f (y * ) ≤ f (y) for all y ∈ U, while it is called globaloptimal if f (y * ) ≤ f (y) for all y ∈ R n . Generally speaking, the global-optimal solutions to (2) can have no overlap with those of (1). while L = ∅ do 6: select a subproblemS from L
7:
if a feasible solutionỹ ofS is solved by L.S. then L.S.: an abbreviation for local solver 8: if f (ỹ) < B u then bounding-operation 9: ifỹ = (ỹ 1 , . . . ,ỹ n ) ∈ Z n then 10: y * ←ỹ 11:
the bound is tightened 12: else branching-operation 13: find a fractional coordinateỹ k ofỹ 14:S 1 ←S ∩ {y;
end if 18: end if 19: end if 20 :
pruning-operation 21: end while 22: return y * 23: end procedure
B. B&B Method
To treat integer programming, B&B method had been prevailing for decades [39] . It adopts a divide-and-conquer methodology, and systematically breaks the given problem into a collection of easy subproblems. By solving the subproblems, the lower and the upper bounds are progressively updated by the solutions, which are crucial in determining the subproblems to be discarded or to be further branched. Usually, the computing burden is alleviated dramatically, as an effect of bounding and pruning operations.
We denote the integer program (1) and the associated relaxation (2) by S I and S R , respectively. The problem (1) can be solved by B&B, the following procedure presented in Algorithm 1. This is an algorithm employing implicit enumeration scheme which only evaluates a small portion of all the possible solutions and discards other useless solutions by the pruning operation. The subproblems generated by branching operation are mutually exclusive. It is also necessary to point out that the collection of unsolved subproblems may keep growing and become computationally intractable in limited time, especially for highly-nonlinear problems. Hence, B&B may return a numerical solution far way from the global optimum. This is also a common problem exhibited by the hybrid methods incorporating sophisticated techniques. In the sequel we select B&B as the starting point for an application of TRUST-TECH for solving MINLP problems, aiming to improve the global-searching capability.
C. Dynamical System and Stability Region
Prior to introducing TRUST-TECH, we review some basic concepts regarding nonlinear dynamical systems [33] , saẏ
The solution of (3) starting from x ∈ R n at t = 0 is called a trajectory, and denoted by φ(·, x):R → R n . A point x * ∈ R n is called an equilibrium point of system (3), if F(x * ) = 0. In addition, an equilibrium point x * ∈ R n is hyperbolic, if the Jacobian matrix of F(·) at x * has no eigenvalues with a zero real part.
Moreover, a type-k equilibrium point refers to a hyperbolic equilibrium point at which the Jacobian has exactly k eigenvalues with positive real part. In the analysis, a hyperbolic equilibrium point, is called an asymptotically SEP if at this point each eigenvalue of the Jacobian has negative real part, and it is called an unstable equilibrium point if an eigenvalue has a positive real part. For a type-k equilibrium point x * , its stable manifold W s (x * ) and unstable manifold W u (x * ) are defined by
where the dimensions of W u (x * ) and W s (x * ) are k and (n−k), respectively. Consider the system (3), a set K ⊆ R n is invariant if every trajectory starting in K stays in K for all t ∈ R. Clearly, the stable manifold of an equilibrium point is always invariant. In addition, the stability region of an asymptotically SEP x s is
Usually, the structure of the stability region A(x s ) or the stability boundary ∂A(x s ) can be very complex. As an alternative, we turn to study the practical stability region A p (x s ) and the practical stability boundary ∂A p (x s ), which are defined by
Here, A is the closure of the set A, and int(·) is the interior. In the sequel, a stability boundary always refers to ∂A p .
III. TRUST-TECH: METHODOLOGY, FOUNDATION,
AND NUMERICAL ALGORITHM Clearly, a LOS of the relaxation (2) is a SEP of the gradient systemẏ
if the Hessian matrix ∇ 2 f is nonsingular at the LOS. Thus, the terms "SEP" and "LOS" can be used interchangeably, without causing any confusion.
To deal with (2), TRUST-TECH moves the search away from a located LOS, and finds a collection of LOSs of (2) by using the following steps [see Fig. 1 (top)].
Step 1: Given a LOS of problem (2) [i.e., a SEP of system (4)], direct the search out of the stability region of the LOS.
Step 2: Detect the stability boundary, and then follow a search direction after crossing the stability boundary.
Step 3: After crossing the boundary another LOS usually will be located by the following trajectory of (4). (1), andŷ is a different integer solution obtained by starting the search near z s1 and using B&B.
Step 4: A collection of LOSs can be obtained in a tier-bytier manner by repeating step 1. Indeed, TRUST-TECH explores the following results on the complete characterization of (practical-) stability boundary.
Theorem 1 [38] : Let A p (x s ) be the practical stability region x s of system (4) and let x i , i ∈ N be all decomposition points of x s . If the system (4) satisfies the following conditions.
1) The equilibrium points on A p (x s ) are hyperbolic and finite in number.
2) The stable and unstable manifolds of the equilibrium points on A p (x s ) satisfy the transversality condition. Then, the practical stability boundary ∂A p (x s ) is the union of the closure of the stable manifold of x i . Here, an equilibrium point is called a decomposition point [40] , [41] , if it is a typeone equilibrium point lying on ∂A p (x s ).
Theorem 2 [38] : Let A p (x s ) be the practical stability region x s of system (4) that satisfies the following conditions.
1 A LOS z s1 of the problem (2) is called a tier-1 / neighboring LOS to a given LOS z s0 , if the closures of the stability regions of z s0 and z s1 of system (4) intersect each other. Actually, the tier-1 / neighboring stability regions can be defined analogously. In addition, we observe the following dynamic relationship:
). This above dynamic relationship asserts that the tier-1 LOS can be identified by studying the practical stability region, and a tier-1 LOS z s1 is joined with z s0 by the unstable manifolds of a decomposition point z d on ∂A p (z s0 ) (see Fig. 1 ).
To implement TRUST-TECH, the dynamic decomposition point scheme has been developed [34] to compute the tier-1 SEPs by starting from an initial SEP [i.e., a LOS of problem (2) ] and the following steps.
Step 1: Construct a path moving away from the initial SEP, and moving toward its practical stability boundary.
Step 2: Identify the exit point at which the constructed path intersects with the practical stability boundary [38, Sec. 11.5.1.1].
Step 3: Move along the practical stability boundary starting from the exit point and compute the decomposition point which separates the initial and corresponding SEP whose stability boundary contains the joint stability boundary.
Step 4: Generate one point, starting from the decomposition point, which lies inside the stability region of the corresponding SEP.
Step 5: Simulate the trajectory starting from the point generated at step 4, which will converge to the corresponding SEP (i.e., a tier-1 LOS). By virtue of [38, Th. 11.2 and 11.3], an exit point must lie in the closure of stable manifold of a decomposition point on the stability boundary ∂A p (x s0 ), and any decomposition point is shared by no more than two stability boundaries in light of the transversality condition. Thus, when implementing the dynamic decomposition point scheme, it is usually not necessary to proceed to the subsequent steps if the exit point in step 3 converges to a visited decomposition point, because no new SEP will be found in step 5. This scheme can effectively reduce the computational burden.
IV. TRUST-TECH GUIDED B&B
B&B method is fundamental in the sense that many popular and successful methods evolve from B&B, such as B&C, branch-and-price, branch-and-reduce, branch-andterminate [42] . B&B also is the mainstay of many numerical packages and commercial solvers, which usually integrate B&B with other deterministic techniques and metaheuristics. Along this line, we apply TRUST-TECH first to guide B&B.
A natural way to incorporate TRUST-TECH with B&B is to invoke and implement TRUST-TECH at step 7 in Algorithm 1 to guide the local solver, and usually a better solution for the relaxation of the subproblem can be obtained. Nevertheless, the optimal integer solution to S I at (1) can be far away from the global-optimal solution of the relaxation S R at (2) . Numerical studies also suggest that an improvement of the local solver, may make little difference to the best integer solution obtained by the search, and it consumes much more computational resources. Hence, we must adopt a different approach for incorporating TRUST-TECH into B&B, instead of guiding the local solver.
To motivate the following approach, we observe that B&B usually can effectively solve the convex programming problems and the nonconvex problems restricted to one single trap.
It is expected that this advantage can be brought into full play, if B&B is systemically directed to search the feasible solutions starting from different LOSs. These observations motivate the "TRUST-TECH guided B&B" method [see Fig. 1 (bottom) ], which is described below.
Step 1 : Apply B&B to compute a feasible solution (i.e., integer solution) of the integer program S I at (1).
Step 2 : Apply local methods to compute the SEP of the system (4) of the relaxation (2) that the integer solution converges to. In other words, the integer solution is contained in the stability region of this SEP.
Step 3 : Apply TRUST-TECH to compute a collection of tier-1 SEPs of the SEP obtained in step 2 .
Step 4 : Select a tier-1 SEP obtained in step 3 with the objective value less than the bound, and compute an integer solution for S I by starting from this tier-1 SEP by B&B. In the above, TRUST-TECH is applied to guide B&B (as a whole) after B&B returns the final integer solution, rather than guiding the local solver in B&B. Moreover, different SEPs of the system (4) correspond to different stability regions (i.e., traps), and thereby the SEPs in Z indicate the different traps of the problem (2) in (or near) which different integer solutions are expected to be found. Clearly, steps 2 -4 can be repeated multiple times if necessary, and the controlling number for the repetition is denoted by N max . Moreover, the entire process is described by Algorithm 2.
In the TRUST-TECH guided B&B method, TRUST-TECH plays the role of commander and directs B&B to carry out extensive search (see Fig. 2 ), which usually yields distinct and better integer solutions if the global optimum is not attained. Other outstanding features and important remarks on this method are summarized.
1) To make full use of B&B, the application of TRUST-TECH aims at leading the search from a stability region to another nearby, and then B&B is dispatched to seek new integer solution. 2) Since an integer solution is solved at step 1 , its objective value can be used as the initial upper bound at step 2 , with which many tier-1 SEPs are identified as fruitless points and can be safely discarded without further search.
3) The bounds are progressively tightened by the bounding operation (see step 16 in Algorithm 2), when searching for new integer solutions (by taking the promising tier-1 SEPs as initial points). 4) By the bounding operation, the solution obtained by the guided method is usually better than the solution solved by B&B at step 1 . 5) The search for tier-1 SEPs is easy to be parallelized, so is TRUST-TECH guided method. 6) This methodology is widely applicable. Any other solution method, numerical package or commercial solver for MINLP can be guided in a similar manner by substituting it for B&B in Algorithm 2, e.g., EA-based solution methods [12] , [15] , [25] , and the solver Linear, INteractive, Discrete Optimizer (LINDO)/MINLP. y * new ← y *
5:
End_Ind ← false an indicator of forcible ending 6: while N new ≤ N max and End_Ind == false do 7: y new ← y * new 8:
Find the SEP z * new in (4) that attracts y * new 10:
Return the set Z of SEPs tier-1 to z * new 12: end procedure 13: while Z = ∅ do 14: Select a pointẑ ∈ Z with minimum f (·) 15 : 
V. EXPERIMENTAL TESTS AND DISCUSSION
A. Comparison of TRUST-TECH Guided B&B With B&B
We have tested TRUST-TECH guided B&B method on a number of nonconvex benchmark problems [43] for global optimization by means of a laptop computer with Intel Core i3-2370M CPU @ 2.4 GHz and 8.00 GB RAM. These benchmark functions, are all nonnegative over R n and have global minimum 0 in Z n . It should be mentioned that, when simulating TRUST-TECH guided B&B, we have fixed the controlling number N max = 3 in step 6 in Algorithm 2. To avoid an endless search (in B&B), an upper limit 600 n is assigned to the number of subproblems to be solved, and the search will be terminated if the limit is hit.
In the simulation, B&B and TRUST-TECH guided B&B have been applied to solve the pure integer programming problem min x∈Z n f (x). The simulated objective functions include Rosenbrock's function, Griewank's function, Rastrigin's function, and Ackley's function [43, Sec. IV]. To assess the solution quality, a comparative analysis is presented on the objective values of solutions obtained by either method, where the arithmetic mean (mean) and the standard deviations (std.) are obtained by ten independent runs. For each run, an initial point is randomly generated, and then B&B method and TRUST-TECH guided B&B start the search with the same initial point. The statistics for computing time is also summarized, and B&B method usually consumes a great deal of computing time when solving the integer programs for n = 100, 200, which thus restricts the number of computer simulations that we can carry out for these high-dimensional problems.
When the objective f (x) is the Rosenbrock's function, B&B, and TRUST-TECH guided B&B have been tested with the problems with dimension n = 10, 30, 100. As shown in Table I and Fig. 3 , the improvement on solution quality is substantial, and the mean objective value is reduced by more than 99.99% after B&B is guided by TRUST-TECH, e.g., the improvement in solution-quality = (1 − 99/1.66E08) > 99.999% at n = 100, where 1.66E08 is an abbreviated notation for the number 1.66 × 10 8 . The std. further suggests that the solutions returned by TRUST-TECH guided B&B are more consistent, and they are all globally optimal for n = 10, 30, even though the integer solutions returned by B&B are far away from the global-optimal solutions. On the computational efficiency, TRUST-TECH guided B&B consumes more time than B&B, because the whole B&B constitutes a component of TRUST-TECH guided B&B (see step 1 ), and extra time is required for the search at steps 2 -4 . Moreover, the increase in computing time ranges from 18.41% to 374.23%, and it is negligible in the tests for n = 30 in comparison with the improvement in solution quality (see Fig. 3 ). Fig. 3 . Comparison of the performance of B&B and TRUST-TECH guided B&B on the Rosenbrock's function at dimension n = 30. Here, the mean objective value of solutions returned by TRUST-TECH guided B&B is zero. Hence, the associated bar has zero height, which is almost masked by the horizontal axis.
Regarding the tests on the Griewank's function and the Rastrigin's function (see Table II ), TRUST-TECH guided B&B also significantly outperforms B&B in all the tested dimensions, and the global-optimal solutions are usually found by TRUST-TECH guided B&B. Besides, the relative gap between the (mean) computing times required by B&B and TRUST-TECH guided B&B, tends to shrink as the dimension increases. Take the Rastrigin's function for example, in comparison with B&B, TRUST-TECH guided B&B needs 19.27% = (1.17E03/981.04 − 1) more computing time at n = 100, and only 9.05% more at n = 200, respectively. That is, the relative gap decreases from 19.27% to 9.05%, when the problem dimension is doubled. It is also worthwhile mentioning that the (mean) objective values 1.85E4 and 2.69E04 both are reduced to 0 (i.e., the global minimum). This indicates that the search at steps 2 -4 (see Fig. 2 ) only consumed a short amount of time in these tests, but indeed substantially improved the integer solutions obtained by B&B at step 1 . Moreover, TRUST-TECH guided B&B presents much stronger global-searching capability than B&B.
On the Ackley's function (see Table III and Fig. 4 ), the average objective value is reduced by at most 44% ≈ (1 − 9.81/17.64) by TRUST-TECH guided B&B method, and this improvement is not so significant as the tests by the aforementioned benchmark functions. This indicates that the solutions obtained by B&B, are far away from the global-optimal solution, and the search still gets trapped in LOSs at steps 2 -4 .
TRUST-TECH guided B&B is very promising and always markedly better than B&B, which brings a dramatic improvement in solution quality and consistency. Global-optimal solutions are usually located by TRUST-TECH guided B&B. In addition, the guided method always needs more computingtime than B&B, where the increase is insignificant in many simulations. Furthermore, for some benchmark functions (e.g., the Ackley's function) B&B did not locate the global-optimal solutions to the corresponding MINLP problem in all the tests, neither did TRUST-TECH guided B&B. In this situation, it is expected that better results can be obtained by searching the outer-tier stability regions (i.e., increasing the number N max at step 6 in Algorithm 2).
B. Comparison of TRUST-TECH Guided B&B With EA-Based Methods
An efficient heuristic method (RA-PSO) is recently reported [12] for solving the resource allocation problem (RAP), by using PSO. It has been applied to solve a discrete resource allocation problem (D-RAP), of the form
where Q ≥ 0 refers to the total resources in the allocation problem. By [12, Table I ] different objective functions f had been tested in [12] , including the four nonconvex benchmark functions examined in the previous section. To examine the performance, TRUST-TECH guided B&B (TT-B&B) is implemented to solve the instances of the problem (5) in Table IV . For convenience, the problem is converted to an equivalent unconstrained integer program
where σ > 0 is the penalty coefficient. It is worthwhile noting that, when Q and g(x) are integers for all x ∈ Z n , the constant σ refers to the minimum penalty if an integer solution x violates the constraint g(x) = Q. In the simulation, we usually select a constant σ ≥ f (x), wherex = Q/n · (1, . . . , 1), and Q/n is the largest integer less than Q/n. It is clear that the global minimum of (5) cannot exceed f (x). Consequently, if g(x) = Q, the penalty is significant, in comparison with the objective value f (·). This guarantees that a solution of (6) usually satisfies the equality constraint in (5). According to this guideline, we choose σ = 50 for RAP 2−11 and RAP 3−11 , while σ = 1.0E4 for the other instances. Several EA-based schemes had been implemented in [12] as well, including the genetic-algorithm-based resource allocation scheme (GA-RAS) [13] , the bandwidth control-GA (BC-GA) approach [14] and the PSO for RAP (PSO-RAP) approach [44] . The experimental setup and simulation results of these heuristic methods have been tabulated in [12, Tables II-IX] . For the sake of clarity, we compare the performance of the six algorithms: GA-RAS, BC-GA, PSO-RAP, RA-PSO, B&B, and TT-B&B. Together with the results in [12, Tables V-IX], our test results and comparisons are listed  in Tables V and VI . It is necessary to point out that the EA-based algorithms are programmed and run on a personalcomputer [12] . B&B and TT-B&B are simulated on a laptopcomputer of significantly different system configuration. So only the comparisons of solution quality are presented in the sequel.
In Table V , for the instances with Q = 100 and n = 10, the (mean) objective values of 30 independent runs are summarized, and the algorithms are ranked according to the solution quality. We observe that RA-PSO outperforms the other five algorithms, and always obtains the lowest average value. Moreover, RA-PSO and PSO-RAP both find the best solutions for all the instances, but the average results generated by PSO-RAP are not so impressive. The proposed TT-B&B follows closely after RA-PSO and is ultimately ranked second, in spite of the undesirable performance of B&B. Besides, TT-B&B obtains the smallest mean results and finds the best solution in every run, except the instance RAP 2−11 . In Table VI , for the instances with Q = 1000 and n = 20, the advantage of TT-B&B has grown all the more obvious and gives the best performance in the six algorithms, though B&B is still one of the poorest. In particular, TT-B&B finds a new (best) minimum 12.6434 for RAP 3−11 , at the point x = (47, 49, 49, 50, 49, 46, 50, 53, 47, 50, 52, 54, 45, 47, 48, 50, 51, 53, 54, 56). This minimum has never been attained by B&B and these EA-based methods. In addition, the results generated by BC-GA and RA-PSO on the instances RAP 3−9 and RAP 3−10 , are also competitive, and the global-optimal solutions are solved in many tests.
In summary, we have examined the effectiveness of TT-B&B, B&B, and these EA-based heuristic methods by the D-RAPs. These results suggest that, TT-B&B and B&B have polarized performance, and the EA-based methods usually demonstrate much more powerful global-searching capability than B&B. In addition, in Section V-A different benchmark problems of dimensions up to 200 have been simulated to show the potentials of TRUST-TECH in enhancing general MINLP methods/solvers and producing high-quality solutions; and nevertheless, solving integer programs of large size is generally very time-consuming.
On the other hand, by taking advantage of various sophisticated searching techniques heuristic methods usually are much more time-efficient as well. Thus, we can expect that an even more time-efficient and powerful hybrid MINLP method will be obtained, by first using the heuristic method which takes less time and obtains a better solution (than B&B) and then feeding this solution to the TRUST-TECH guided search for seeking better solutions to the integer program. These observations provide reasons to believe that such TRUST-TECH guided EA-based methods will outperform the present TRUST-TECH guided B&B and also the other five algorithms (B&B, GA-RAS, BC-GA, PSO-RAP, and RA-PSO) when solving large-size problems.
C. Comparison of Commercial Solvers GAMS/BARON and GAMS/SCIP With TRUST-TECH Guided B&B
In the OR practice, many modeling languages and commercial solvers/packages have been developed for mixed-integer nonlinear programs, as AMPL, GAMS/BARON, GAMS/SCIP, LINDO/MINLP, and SBB. Indeed, branch and reduce optimization navigator (BARON) and solving constraint integer programs (SCIP) are state-of-the-art solvers according to the MINLP resource repositories, 1 and can handle nonlinear functions that involve exp(x), log(x), x α , β x , x y and |x| for real α, β. However, currently there is no support in BARON and SCIP for trigonometric functions, as sin(x) and cos(x). Thus, we construct an objective function
having multiple local optimal solutions, by a composition of the power functions that
It is straightforward to see that w(·) is concave on the interval [−2,2]. In addition min z∈ [−8.5,8.5] g(z) + 1 = −2.576 × 10
where the minimum is attained at z * = 4.712, and max z∈ [−8.5,8.5] g(z) = − min z∈ [−8.5,8.5] 
since g is an odd function.
Observe that |h(x) − 8.5| ≤ 8.5 for all x ∈ Q n 17 , where the n-hypercube Q n r . = {x ∈ R n ; |x i | ≤ r, 1 ≤ i ≤ n}. Consequently, the objective function satisfies that
The solvers GAMS/BARON, GAMS/SCIP, and TRUST-TECH guided B&B method have been applied to solve the unconstrained problem min f (x), subject to x ∈ (Q n 17 ∩ Z n ), where f is defined by (7) . In the simulations, problems with dimension n = 1, 3, 5 are solved. For each given n, the solvers and the method have been tested for 30 times/runs, and each run starts with a randomly generated initial point shared by BARON, SCIP and TRUST-TECH guided B&B. In the GAMS platform (for BARON and SCIP), we use the default running-time limit ("reslim"= 1000 s). If the limit is hit, the solvers will terminate and return the incumbent integer solution. The simulation setting of the TRUST-TECH guided B&B method is same as Section V-A.
The (arithmetic) mean, min, max, and standard deviation of the running-time and the value of the objective function at the numerical (integer) solutions are tabulated in Table VII . Take the simulation results at n = 3 for example, the mean of objective value is 7.49×10 −4 (=7.49E−04) for TRUST-TECH guided B&B, which is approximately 0.0158% of that of BARON and 0.0154% of SCIP. That is, the mean is reduced by about 99.98%, compared to the simulation results of BARON and SCIP. In the tests, a best solution (not unique) located by TRUST-TECH guided B&B is x TB = (0, −12, 0) ∈ Q n 17 with f (x TB ) = 1.30E−5, which is believed to be a globaloptimal integer solution in Q n 17 due to (8) . On the other hand, the best solution returned by BARON is x BAR = (12, 0, −1) with f (x BAR ) = 7.017E−3, same for SCIP. Manifestly, the best solutions produced by BARON and SCIP are even worse than a worst solution x TB solved by TRUST-TECH guided B&B, where x TB = (−15, −17, −3) ∈ Q n 17 and f (x TB ) = 9.73E−04. For clarity, a statistical test has been conducted to capture the distribution of the objective value at n = 3 (see Fig. 5 ), which shows that TRUST-TECH guided B&B has produced the (near) global-optimal solutions in all runs, but most solutions returned by BARON and SCIP are far from being globally optimal in Q n 17 . As far as the computational efficiency is concerned, at n = 3 the TRUST-TECH guided B&B (on an average) only consumes 20% ≈ 21.30/99.34 ≈ 21.30/103.9 of the computing time needed by BARON and/or SCIP for a run. In addition, the computing time needed at most by TRUST-TECH guided B&B for a run is even less than the least computing time consumed by BARON and SCIP. These facts can be directly observed from the distribution plot of the computing time in Fig. 6 (and also Fig. 5 ).
To sum-up, TRUST-TECH guided B&B just needs roughly one-fifth of the computing time (as consumed by BARON and SCIP), but can find thousand times better solutions than the two commercial solvers when n = 3, in view of (8) 
D. TRUST-TECH Guided LINDO/MINLP
Besides comparison of performance of the proposed method with state-of-the-art solvers GAMS/BARON and GAMS/SCIP in Section V-C, the original (LINDO) MINLP solver and a TRUST-TECH guided (LINDO) MINLP solver are implemented, to examine the effectiveness of TRUST-TECH for enhancing a commercial solver/package, instead of B&B. Here, the TRUST-TECH guided MINLP solver is obtained by substituting (LINDO) MINLP for B&B in Algorithm 2. Indeed, (LINDO) MINLP is efficient, and can match the performance of TRUST-TECH guided MINLP when solving the benchmark problems previously tested in Sections V-A and V-B.
In this regard, new test problems are generated by adding nonintegral displacements to these benchmark problems, in order to discriminate the solvers. Actually, a generalized Griewank's function is defined by
and a generalized Rastrigin's function
where the displacements p i 's are tabulated in Table VIII . It is straightforward to see that the generalized functions are all nonnegative in R n (and thereby also in Z n ).
In the simulation, the solvers MINLP and TRUST-TECH guided MINLP are implemented to solve the nonlinear integer program min x∈Z n f (x), where f is either the generalized Griewank's function, or the generalized Rastrigin's function. The average of computing time and objective value (at the numerical solution) are obtained from 30 independent runs, as summarized in Table IX. Simulation results in Table IX show that, for the problem (1) minimizing the generalized Griewank's function, the mean objective values of numerical solutions returned by MINLP, have been reduced by roughly 50% after being guided by TRUST-TECH, for n = 10, 20. Since the global minima of the generalized functions in Z n are nonnegative, and strictly greater than zero. For instance, consider the generalized Griewank's function with n = 10, the objective value of the best numerical solution found by the solvers is 0.0340, and we have reason to believe that the global-optimal solution to this problem (1) has objective value 0.0340 or a close value. In this sense, TRUST-TECH guided MINLP even performs better than the original MINLP by taking 0.0340 as the reference, in view of (0.0431 − 0.0340)/(0.0825 − 0.0340) = 18.76%. That is, the objective value is cut down by 81.34%(= 1 − 18.76%). We also observe that the advantage of TRUST-TECH guided MINLP becomes more obvious when solving problems with larger n, and the obtained solutions are all global-optimal, rather than the ones output by the original MINLP solver.
Concerning the computational efficiency, TRUST-TECH guided MINLP usually needs 15% more time (on an average) than MINLP in all dimensions, e.g., the percentage of extra time at n = 20 is computed by (514.50 − 448.64)/448.64 = 14.68%. Similar observations can be made for the test results when minimizing the generalized Rastrigin's function, and TRUST-TECH guided MINLP demonstrates even strikingly better global-searching capability than MINLP. Especially, the mean objective value is reduced by 99.26% = 1 − (1105.64 − 558.10)/(74428.44 − 588.10), at n = 30.
To sum up, the simulation results provide evidence that the commercial solver will be further dramatically improved in solution quality, consistency of solutions and global-searching capability after being guided by TRUST-TECH.
VI. CONCLUSION
We have proposed a novel and efficient TRUST-TECH guided B&B method for solving nonlinear integer programs, with the aim of improving the solutions obtained by B&B. According to the numerical tests, the TRUST-TECH guided B&B method can achieve substantial improvements in: 1) solution quality; 2) solution consistency; and 3) globalsearching capability, compared to the original B&B method, the recently-reported EA-based methods and also the state-ofthe-art commercial solvers GAMS/BARON and GAMS/SCIP. It should be pointed out that the TRUST-TECH guided method obtained the global-optimal solutions in most tests, and the increase in computing time is negligible for some runs. In addition, TRUST-TECH has been applied to guide the solver LINDO/MINLP in a similar manner. We firmly believe that better TRUST-TECH guided methods/solvers can be obtained by incorporating other deterministic and/or EA-based methods and commercial solvers for nonlinear integer programming.
