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1. Introduction 
Connectionist models of language have been critiqued for lacking “variables that stand for sets of 
individuals, regardless of their featural decomposition and over which quantified generalizations 
can be made” (Pinker and Prince 1988:176; emphasis theirs). A number of processes observed in 
natural language seem to require the use of variables (Marcus 2001). One of these is reduplication, 
a common morphological process that involves copying all or part of a word’s stem, as in (1): 
(1) Reduplication in Karao (from Ŝtekaurer et al. 2012): 
manbakal      manbabakal 
‘fight each other (two people)’  ‘fight each other (more than two people)’ 
Typically, symbolic accounts of reduplication use templates that cause copying to occur 
(McCarthy 1981) or compare the stem and reduplicant directly (McCarthy and Prince 1995). 
Crucially, these accounts are able to learn reduplication in a generalizable way. For example, if 
trained on the mappings [ba][baba] and [ga][gaga], symbolic theories would predict the 
production of [dada] from the input [da]. 
Because most connectionist models can’t make this kind of stem-reduplicant comparison, it 
has been suggested that learning a generalizable pattern of this type in a connectionist framework 
is impossible (Tupper and Shahriari 2016). While this finding has been supported by a number of 
simulations using simple recurrent neural networks and multilayer feed forward networks (for 
example, see Marcus et al. 1999 and Tupper and Shahriari 2016, respectively), it is not obvious 
that it generalizes to more state-of-the-art neural network architectures. Sequence-to-Sequence 
neural networks with LSTM (henceforth Seq2Seq; Sutskever et al. 2014) are a recent innovation 
that have been shown to correlate well with human behavior on a number of morphological tasks 
(Kirov 2017). This paper reports the results of testing one such model (Rahman 2016), to see if it 
can learn a reduplication rule that generalizes to novel stems. 
2. Methods 
Seq2Seq models were originally created for machine translation tasks (Sutskever et al. 2014). They 
are made up of two separate recurrent neural networks: the encoder and the decoder. The encoder 
steps through an input string one element at a time, and transforms the sequence into an output that 
it gives to the decoder. The decoder then unpacks the encoder’s output one element at a time, 
creating the model’s output string. This is illustrated in (2). 
For the simulations reported here, I used the Seq2Seq Python package (Rahman 2016), which 
automatically creates a Seq2Seq neural network with LSTM (“Long short-term memory”; 
Hochreiter and Schmidhuber 1997). LSTM is a mechanism used in many recurrent neural 
networks to help the model more easily keep track of long-distance dependencies. The presence 
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of LSTM is another important difference between this model and those that have been used to 
model reduplication in the past.2  
(2) An illustration of a Seq2Seq Model (adapted from Nag 2016): 
 
The Seq2Seq package also allows users to specify the number of hidden layers, the number of 
nodes in each layer, and the input/output lengths. The results presented in §3 are from a model 
with three hidden layers each in the encoder and decoder, ten nodes in each hidden layer, and four 
nodes in the input and output layers. The length for inputs was set to 2 segments and the length of 
outputs was set to 4. I experimented with a variety of settings for these parameters and none seemed 
to have an effect on the model’s ability to properly learn reduplication. 
The toy languages used in these simulations had eight different consonants and a single vowel. 
To represent these segments, I used four standard phonological features: [±voice], [±labial], 
[±continuant], and [±syllabic]. The first three features allowed the model to differentiate between 
the consonants, while the last feature was used to differentiate between consonants and the vowel. 
The table in (3) shows these feature-segment relationships:3 
(3) Features for the toy language 
 
Segment [voice] [labial] [continuant] [syllabic] 
[b] + + - - 
[p] - + - - 
[d] + - - - 
[t] - - - - 
[v] + + + - 
[f] - + + - 
[z] + - + - 
[s] - - + - 
[V] - - - + 
 
The model was trained to map CV stems to reduplicated forms of the shape CVCV, where both 
C’s in the reduplicated form were identical to the original C in the stem. There were two types of 
simulation: in the first type, the model was exposed to all eight of the possible CV syllables in 
training. In the second type, the model was exposed to seven of the possible syllables, with [zV] 
being excluded from training. Each of the simulations reported here had 5000 epochs, with every 
exposure syllable occurring ten times per epoch, and initial weight values being randomized. 
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Multiple simulations were run with various parameter settings to ensure that the results presented 
here were an accurate representation of the model’s ability.  
3. Results 
When the learner was exposed to a reduplication mapping for all eight of the possible CV stems, 
it correctly learned reduplication. The results for one of these simulations are shown in (4), with 
segmental representations to the left of the colons and the actual feature vectors the model 
received/returned to the right of the colons4.  
(4) Inputs at Testing     Outputs at Testing 
b: [10, 10, -10, -10]     b: [ 1,  1, -1, -1,] 
V:  [-10, -10, -10, 10]     V: [-1, -1, -1,  1,] 
b: [ 1,  1, -1, -1,] 
         V: [-1, -1, -1,  1,] 
p: [-10, 10, -10, -10]     p: [ -1,  1, -1, -1,] 
V:  [-10, -10, -10, 10]     V: [-1, -1, -1,  1,] 
p: [ -1,  1, -1, -1,] 
         V: [-1, -1, -1,  1,] 
d: [10, -10, -10, -10]     d: [ 1,  -1, -1, -1,] 
V:  [-10, -10, -10, 10]     V: [-1, -1, -1,  1,] 
d: [ 1,  -1, -1, -1,] 
         V: [-1, -1, -1,  1,] 
t: [-10, -10, -10, -10]     t: [ -1,  -1, -1, -1,] 
V:  [-10, -10, -10, 10]     V: [-1, -1, -1,  1,] 
t: [ -1,  -1, -1, -1,] 
         V: [-1, -1, -1,  1,] 
v: [10, 10, 10, -10]     v: [ 1,  1, 1, -1,] 
V:  [-10, -10, -10, 10]     V: [-1, -1, -1,  1,] 
v: [ 1,  1, 1, -1,] 
         V: [-1, -1, -1,  1,] 
f: [-10, 10, 10, -10]     f: [ -1,  1, 1, -1,] 
V:  [-10, -10, -10, 10]     V: [-1, -1, -1,  1,] 
f: [ -1,  1, 1, -1,] 
         V: [-1, -1, -1,  1,] 
z: [10, -10, 10, -10]     z: [ 1,  -1, 1, -1,] 
V:  [-10, -10, -10, 10]     V: [-1, -1, -1,  1,] 
z: [ 1,  -1, 1, -1,] 
         V: [-1, -1, -1,  1,] 
                                                          
4 The use of 10/-10 was for convenience. It caused the model (whose output activation ranged from -1 to 1) to 
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s: [-10, -10, 10, -10]     s: [ -1,  -1, 1, -1,] 
V:  [-10, -10, -10, 10]     V: [-1, -1, -1,  1,] 
s: [ -1,  -1, 1, -1,] 
         V: [-1, -1, -1,  1,] 
When the model was not exposed to all eight of the possible syllables in training, it only learned 
how to apply reduplication correctly to those syllables that it was trained on. The results for the 
input [zV] at testing when it was withheld from training are given in (5). The results for every 
other CV syllable in this simulation were identical to the results given in (4). 
(5) Inputs at Testing     Outputs at Testing 
z: [10, 10, -10, -10]     b: [ 1,  1, -1, -1] 
V:  [-10, -10, -10, 10]     V: [-1, -1, -1,  1] 
b: [ 1,  1, -.99999994, -1] 
         V: [-1, -1, -1,  1] 
Instead of mapping [zV] to [zVzV] as the reduplication rule would require, the model that had 
[zV] withheld from its training data mapped [zV] to [bVbV]. Which segment [z] becomes in the 
incorrectly reduplicated form varies from simulation to simulation, but the fact that the output is 
not [zVzV] stays the same. 
4. Discussion 
It is possible for neural nets to model reduplication-like processes, but they typically need some 
added piece of architecture that was designed for that purpose (see, for example, Gu et al. 2016 
and Alhama 2017). This paper describes the results of a series of simulations that were designed 
to test whether a general-purpose Seq2Seq neural network could learn a reduplication pattern in a 
generalizable way. The results suggest that without a special mechanism for the task, even state-
of-the art neural networks struggle with learning this type of mapping. 
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