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Abstract
In this paper, we prove that the Cauchy problem to a hyperbolic conservation laws with relaxation
with singular initial data admits a unique global entropy solution in the sense of Definition 1.1.
Compared with former results in this direction, the main ingredient of this paper lies in the fact that
it contains a uniqueness result and we do not ask f (u) to satisfy any convex, monotonic conditions
and the regularity assumption we imposed on f (u) is weaker.
 2003 Elsevier Inc. All rights reserved.
1. Introduction and the main results
In this paper, we consider the well-posedness of the Cauchy problem of the global en-
tropy solutions to a hyperbolic conservation laws with relaxation{
ut + σx = 0,
(σ − f (u))t + σ−µf (u)δ = 0,
(1.1)
with singular initial data
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u(0, x), σ (0, x)
)= (u0(x), σ0(x)), (1.2)
where 0 < µ < 1, δ > 0 are constants.
It has been proved in [24] that the global smooth solution to the Cauchy problem (1.1),
(1.2) exists for smooth initial data provided that the C0-norm of the initial data is suffi-
ciently small. However, for a special type of the initial data
(
u0(x), σ0(x)
)= { (u−,µf (u−)), x < 0,
(0,0), x > 0,
Greenberg and Hsiao [9] found that even if u− is sufficiently small, to solve such a initial
value problem, shock waves and contact discontinuities must be introduced and conse-
quently the corresponding initial value problem does not have globally defined smooth
solutions. Therefore, for discontinuous initial data, only discontinuous solutions may exist
in the large and we have to seek the global weak solutions for the Cauchy problem (1.1),
(1.2). By a global weak solution here, we shall mean that it satisfies (1.1), (1.2) in the sense
of distributions. However since the class of weak solutions is too broad, uniqueness of the
global weak solutions is lost even for the simplest model ut +(u2/2)x = 0, some additional
conditions which are called entropy conditions, must be imposed on the weak solutions to
exclude the so-called nonphysical solutions. Motivated by former results in this direction,
it is natural to ask the global weak solutions to satisfy the Lax integral entropy condition
as in [5]. Note that although Chen and Liu give the explicit formula for the entropy to the
system (1.1), to guarantee the existence of a nontrivial convex entropy, some additional
monotonic and convex assumptions should be imposed on the nonlinear function f (u).
Thus for general f (u), such an entropy condition seems inappropriate. In this paper, due
to the special structure of (1.1), we can give an entropy condition by a slight modification
of the Kruzkov’s entropy condition (see [10]).
Before stating the definition, we first notice that (1.1), (1.2) can be reformulated into{
ut + (f (u) − v)x = 0,
vt + v−(1−µ)f (u)δ = 0,
(1.3)
with initial data(
u(0, x), v(0, x)
)= (u0(x), v0(x))= (u0(x), σ0(x) − f (u0(x))), (1.4)
where v(t, x) = σ(t, x) − f (u(t, x)). In what follows, we only consider the Cauchy prob-
lem (1.3), (1.4).
(1.3) is a scalar conservation law coupled with a first order ordinary differential equa-
tion. Thus one can expect the theory of scalar conservation laws to be valid for (1.3). Based
on this observation and motivated by the work of Kruzkov [10], our definition of the global
entropy solutions to the Cauchy problem (1.3), (1.4) can be stated as follows.
Definition 1.1. A pair of functions (u(t, x), v(t, x)) is called an entropy solution of the
Cauchy problem (1.3), (1.4) if they satisfy the following requirements:
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
u(t, x) ∈ L∞([0, T ];L2(p+1)(R)) ∩ L∞([0,∞);L1(R)),
v(t, x) ∈ L∞([0,∞)× R),
vx(t, x) ∈ L∞([0, T ];L2(p+1)(R)) ∩ L∞([0,∞);L1(R));
(ii) For each given T > 0,(
u(t, x), v(t, x), vx(t, x)
) ∈ C([0, T ];L1loc(R) × L1loc(R) × L1loc(R))
and (
u(t, x), v(t, x), vx(t, x)
)→ (u0(x), v0(x), v0x(x)) in L1loc as t → 0+;
(iii) For each k ∈ R and 0 φ(t, x) ∈ C∞0 (R+×R),
∫∞
0
∫
R f (u(t, x))φ(t, x) dx dt makes
sense and the following inequalities hold:

∫∫
t>0
{
φt(t, x)|u(t, x)− k| + sign(u(t, x)− k)(f (u(t, x)) − f (k))φx(t, x)
+ sign(u(t, x)− k)φ(t, x)vx(t, x)
}
dx dt  0,∫∫
t>0
{
φt(t, x)|v(t, x)− k| − 1δ sign(v(t, x) − k)
× φ(t, x)(v(t, x)− (1 − µ)f (u(t, x)))}dx dt  0,∫∫
t>0
{
φt(t, x)|s(t, x)− k|
+ µ(1−µ)
δ2
sign(s(t, x) − k)φ(t, x) exp(µ
δ
t
)
u(t, x)
}
dx dt  0.
(1.5)
Here
s(t, x) =
(
vx(t, x)+ 1 − µ
δ
u(t, x)
)
exp
(
µ
δ
t
)
. (1.6)
Under the above definition, our main results of this paper can be summarized as follows.
Theorem 1.2 (Main results). Suppose that the nonlinear function f (u) and the initial data
(u0(x), v0(x)) satisfy
(i) For each given p  0, u0(x) ∈ L2(p+1) ∩L1(R), v0(x) ∈ L1loc(R), v0x(x) ∈ L2(p+1) ∩
L1(R);
(ii) f (u) ∈ C(R), f (0) = 0 and f (u) satisfies the following growth condition at infinity:∣∣f (u)∣∣ C(1 + |u|q), 0 q < 2(p + 1),
and the αth order Hölder continuous condition at the point u = 0,
lim
λ→0 sup
|f (λ)|
|λ|α < ∞, 0 < α  1.
Then the Cauchy problem (1.3), (1.4) admits a unique entropy solution (u(t, x), v(t, x)) in
the sense of Definition 1.1.
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istence part of Theorem 1.2, we adopt the vanishing viscosity method, i.e., we first consider
the global smooth solvability of the following viscous system:{
uεt + (f N(uε) − vε)x = εuεxx,
vεt + v
ε−(1−µ)fN(uε)
δ
= εvεxx,
(1.7)
with initial data(
uε(0, x), vε(0, x)
)= (uε0(x), vε0(x)). (1.8)
And then pass to the limit as ε → 0+, N → +∞ to get the desired global existence result.
Here uε0(x), v
ε
0(x) and f
N(u) are, respectively, the regularizations of u0(x), v0(x) and
f (u), i.e.,

uε0(x) = 1ε
∫
R ρ
( x−y
ε
)
u0(y) dy,
vε0(x) = 1ε
∫
R ρ
( x−y
ε
)
v0(y) dy,
f N(u) = N ∫R ρ(N(u − v))f (v) dv,
where and in what follows ρ(x) is used to denote a mollifier, i.e., 0  ρ(x) ∈ C∞0 (R),
suppρ(x) ∈ [−1,1], ∫R ρ(x) dx = 1.
The main difficulties we confronted in this step lie in the following:
(i) Since in our results, we do not ask f (u) to satisfy any monotonic and convex condi-
tions, the theory of positively invariant regions developed by Chueh et al. in [6] cannot be
used to tackle the global smooth solvability problem of the Cauchy problem (1.7), (1.8) as
in [5,22,25]. However by employing the special structure of the system, we succeeded in
solving this problem by combining the energy estimate method with the maximum princi-
ple, together with some delicate estimates.
(ii) Since there are no positively invariant regions for the viscous system, we cannot
hope that the viscosity approximate solutions is uniformly bounded in L∞(R+ × R) as in
[5,22,25]. Thus we can only hope that the viscosity approximate solutions are uniformly
bounded in Lqloc(R+ × R) for some q < ∞. But since it is not clear whether our system
admits a convex entropy η(u, v) satisfying η(u, v) = O(1)(|u|q + |v|q ) or not when we
only ask f (u) to satisfy the assumptions stated in our main results, such an estimate cannot
be obtained by employing the standard energy estimate method. Again by employing the
special structure of the system and by using the energy estimate method, we can indeed
show that the viscosity approximate solutions are uniformly bounded in Lqloc(R+ × R) for
some q < ∞.
Another contribution of this paper is a proof of a uniqueness results for the global en-
tropy solution to the Cauchy problem (1.3), (1.4). These results are derived by introducing
a ‘Kruzkov form’ for (1.3). We recall that the ‘Kruzkov form’ for scalar conservation
laws was introduced by Kruzkov and used in [10] in order to establish uniqueness and
continuous dependence results for such problems. For systems of hyperbolic conservation
laws, very recently, there are several important progress addressing the question of unique-
ness and continuous dependence provided that the global entropy solutions satisfy certain
regularity assumptions (cf. [1–4,8,11–14,16,18,26,28] and for a somewhat complete list
of references on the theory of conservation laws, the interested reader is referred to the
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results for the model (1.3) are a generalization of the results obtained in [22] and are mo-
tivated by the work of Szepessy (see [18]) and our analysis rely heavily on the fact that
the global weak solution (u(t, x), v(t, x)) obtained above belong to C([0, T ];L1loc(R)). It
is worth to pointing out that to deduce the uniqueness result for the Cauchy problem (1.3),
(1.4), the special structure of the system (1.3) plays an essential role.
Before concluding this section, we point out the as a typical model to which the theory
of scalar conservation laws can be applied, (1.3) has been studied by many mathemati-
cians by employing various methods. (A complete literature in this direction is beyond
the scope of this paper, however, we want to mention [5,9,15,17,19,21–25] and references
cited therein.) However, the results obtained in [5,9,15,17,21,22,25] rely heavily on the
existence of certain ‘positively invariant regions’ to (1.3) which, in turn, ask the nonlinear
function f (u) to satisfy certain convex and monotonic conditions. Although in [19,23], the
authors discussed the existence of the global entropy solution to the Cauchy problem (1.3),
(1.4) in the Lq -setting (q < ∞), the analysis performed in [19] are based on the framework
established in [20] hence it asks one of the characteristic field is not badly degenerate, i.e.,
meas{λ: f ′′(λ) = 0} = 0, while in [23] f (u) is assumed to be in Liploc(R) with additional
growth condition∣∣f ′(u)∣∣ C|u|2p+1, p  0,
and the most important is that no uniqueness results have been obtained in [19,23]. Thus
in this sense, our results in this paper complements the results obtained in [19,23].
This paper is arranged as follows. After this introduction and the statement of our main
results, which constitutes Section 1, we prove the our global existence results in Section 2.
The proof of the uniqueness results is given in Section 3.
2. Global existence
In this section, we consider the existence of a global entropy solution (u(t, x), v(t, x))
to the Cauchy problem (1.3), (1.4). For this purpose, we first consider the global smooth
solvability problem to the viscous system (1.7) with initial data (1.8).
First notice that from the assumptions listed in Theorem 1.2, we have for each compact
set K ⊂ R that

(uε0(x), v
ε
0(x)) ∈ C∞(R) × C∞(R),
‖uε0(x)‖Ls(R)  ‖u0(x)‖Ls(R), s ∈ {1,2(p + 1)},
‖vε0(x)‖L1(K)  ‖v0(x)‖L1(K),
‖vε0x(x)‖Ls(R)  ‖v0x(x)‖Ls(R), s ∈ {1,2(p + 1)},
(2.1)
and for s ∈ {1,2(p + 1)},
uε0(x) → u0(x) in Ls(R), vε0(x) → v0(x) in W 1,1loc (R) as ε → 0+. (2.2)
Since fN(u) ∈ C∞(R), we have from the well-established results on the local smooth
solvability of the Cauchy problem to parabolic conservation laws obtained by Ding and
Wang in [7] that
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admits a unique classical solution (uε(t, x;N),vε(t, x;N)) defined on the strip Πt1 =
{(t, x): 0 t  t1, x ∈ R}. Here t1 depends only on ‖uε0(x)‖L∞ and ‖vε0(x)‖L∞ .
To extend the local solution (uε(t, x;N),vε(t, x;N)) obtained in Lemma 2.1 globally,
we need to get certain a priori estimates. To this end, we first have the following results on
the asymptotic behaviors of the solution (uε(t, x;N),vε(t, x;N)) obtained above, i.e.,
Lemma 2.2. For each j = 0,1,2, . . . , we have
lim|x|→∞
(
∂j
∂xj
uε(t, x;N), ∂
j
∂xj
vε(t, x;N)
)
= (0,0) (2.3)
uniformly with respect to t ∈ [0, t1].
(2.3) is a direct consequence of the estimates obtained by Ding and Wang in [7] for
general 2 × 2 parabolic conservation laws. Thus we omit the details.
Our following lemma is on the special structure of the system (1.7) under our consider-
ations.
Lemma 2.3. Let (uε(t, x;N),vε(t, x;N)) be the solution of the Cauchy problem (1.7),
(1.8) obtained in Lemma 2.1, if we set
sε(t, x;N) =
(
vεx(t, x;N)+
1 − µ
δ
uε(t, x;N)
)
exp
(
µ
δ
t
)
, (2.4)
then we have
sεt (t, x;N)−
µ(1 − µ)
δ2
exp
(
µ
δ
t
)
uε(t, x;N) = εsεxx(t, x;N). (2.5)
Consequently
vεx(t, x;N) = exp
(
−µ
δ
t
)
T (t)
(
vε0x(x)+
1 − µ
δ
uε0(x)
)
− 1 −µ
δ
uε(t, x;N)
+ µ(1 −µ)
δ2
t∫
0
T (t − s) exp
(
µ
δ
(s − t)
)
uε(s, x;N)ds, (2.6)
where T (t)u(t, x) is defined by
T (t)u(t, x) =
∫
R
1√
4πεt
exp
(
− (x − y)
2
4εt
)
u(t, y) dy. (2.7)
The next lemma is concerned with certain L1-norm estimates on the solution (uε(t, x;
N),vε(t, x;N)) to the Cauchy problem (1.7), (1.8).
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obtained in Lemma 2.1 has been extended to t = T while (2.3) holds with t1 replaced
by T ; then we have∥∥uε(t, x;N)∥∥
L1  C1
(‖u0‖L1 + ‖v0x‖L1), 0 t  T , (2.8)∥∥vεx(t, x;N)∥∥L1  C2(‖u0‖L1 + ‖v0x‖L1), 0 t  T . (2.9)
Consequently∥∥vε(t, x;N)∥∥
L∞ 
∥∥vεx(t, x;N)∥∥L1  C2(‖u0‖L1 + ‖v0x‖L1), 0 t  T , (2.10)
where C1,C2 are positive constants independent of ε and N .
Proof. From (2.6) we deduce that uε(t, x;N) solves the Cauchy problem{
uεt + fN(uε)x + 1−µδ uε = εuεxx + g(t, x,uε),
uε(t, x;N)|t=0 = uε0(x).
(2.11)
Here
g(t, x,uε) = exp
(
−µ
δ
t
)
T (t)
(
vε0x(x) +
1 − µ
δ
uε0(x)
)
+ µ(1 − µ)
δ2
t∫
0
T (t − s) exp
(
µ
δ
(s − t)
)
uε(s, x;N)ds. (2.12)
Multiplying (2.11)1 by (signuε)β = β−1
∫
R sign(u
ε − v)ρ(v/β) dv deduces
( uε∫
0
(sign s)β ds
)
t
+
( uε∫
0
(sign s)β
df N(s)
ds
ds
)
x
+ 1 − µ
δ
uε(signuε)β
= ε
( uε∫
0
(sign s)β ds
)
xx
− d(signu
ε)β
duε
(uεx)
2 + (signuε)βg(t, x,uε). (2.13)
Integrating (2.13) with respect to t and x over [0, t] × R, we have from (2.3) and the fact
d
duε
(signuε)β = 2
β
ρ
(
uε
β
)
 0
that
∫
R
( uε∫
0
(sign s)β ds
)
dx + 1 − µ
δ
t∫
0
∫
R
uε(signuε)β dx ds

∫ ( uε0∫
(sign s)β ds
)
dx +
t∫ ∫ ∣∣g(s, x,uε)∣∣dx ds. (2.14)R 0 0 R
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∫
R
∣∣uε(t, x;N)∣∣dx + 1 − µ
δ
t∫
0
∫
R
∣∣uε(s, x;N)∣∣dx ds

∫
R
∣∣u0(x)∣∣dx +
t∫
0
∫
R
∣∣g(s, x,uε(s, x;N))∣∣dx ds. (2.15)
Now we turn to estimate the last term in the right-hand side of (2.15),
t∫
0
∫
R
∣∣g(s, x,uε(s, x;N))∣∣dx ds

t∫
0
exp
(
−µ
δ
s
)∥∥T (s)∥∥
L1
∥∥∥∥vε0x(x)+ 1 − µδ uε0(x)
∥∥∥∥
L1
ds
+ µ(1 − µ)
δ2
t∫
0
s∫
0
exp
(
µ
δ
(τ − s)
)∥∥T (s − τ )∥∥
L1
∥∥uε(τ, x;N)∥∥
L1 dτ ds
 δ
µ
(
1 − exp
(
−µ
δ
t
))(
‖v0x‖L1 +
1 − µ
δ
‖u0‖L1
)
+ µ(1 − µ)
δ2
t∫
0
s∫
0
exp
(
µ
δ
(τ − s)
)∥∥uε(τ, x;N)∥∥
L1 dτ ds
 C(δ,µ)
(‖v0x‖L1 + ‖u0‖L1)
+ µ(1 − µ)
δ2
t∫
0
∥∥uε(τ, x;N)∥∥
L1 dτ
t∫
τ
exp
(
µ
δ
(τ − s)
)
ds
 C(δ,µ)
(‖v0x‖L1 + ‖u0‖L1)+ 1 − µ
δ
t∫
0
∫
R
∣∣uε(s, x;N)∣∣dx ds. (2.16)
Substituting (2.16) into (2.15) deduces (2.8). Furthermore, the above analysis imply
t∫
0
∫
R
∣∣uε(s, x;N)∣∣dx ds  C(δ,µ). (2.17)
Having obtained (2.8), (2.9) follows easily from (2.6) and (2.17). This completes the proof
of Lemma 2.4. 
The following lemma is concerned with the L∞-norm estimates on g(t, x,uε).
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L∞  C(δ,µ, ε). (2.18)
Proof. Noticing
t∫
0
(t − s)−1/2 exp
(
µ
δ
(s − t)
)
ds  C(δ,µ), (2.19)
we have from (2.12) and Hausdorff–Young’s inequality that
∣∣g(t, x, uε(t, x;N))∣∣

∥∥T (t)∥∥
L1
(
‖vε0x‖L∞ +
1 − µ
δ
‖uε0‖L∞
)
+ µ(1 − µ)
δ2
t∫
0
exp
(
µ
δ
(s − t)
)∥∥T (t − s)∥∥
L∞
∥∥uε(s, x;N)∥∥
L1 ds
 C(δ,µ, ε)
(
1 +
t∫
0
(t − s)− 12 exp
(
µ
δ
(s − t)
)∥∥uε(s, x;N)∥∥
L1 ds
)
 C(δ,µ, ε)
(
1 +
t∫
0
(t − s)− 12 exp
(
µ
δ
(s − t)
)
ds
)
 C(δ,µ, ε).
This proves (2.18) and completes the proof of Lemma 2.5. 
Having obtained the above results, we can get
Lemma 2.6. Under the assumptions stated in Lemma 2.5, we have
∥∥uε(t, x;N)∥∥
L∞ 
{
‖uε0‖L∞ +
δ
1 − µ
(
1 − exp
(
−1 − µ
δ
t
))
× ∥∥g(t, x, uε(t, x;N))∥∥
L∞
}
 C(δ,µ, ε). (2.20)
Proof. Let
Uε(t, x;N) = uε(t, x;N) exp
(
1 − µ
t
)
.δ
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
Uεt +
{
exp
( 1−µ
δ
t
)
fN
(
exp(− 1−µ
δ
t)Uε
)}
x
= εUεxx + exp
( 1−µ
δ
t
)
g(t, x,uε),
Uε(t, x;N)|t=0 = uε0(x).
(2.21)
It is easy to see that
U¯ ε(t, x;N) = ‖uε0‖L∞ +
δ
1 − µ
∥∥g(t, x,uε)∥∥
L∞
(
exp
(
1 − µ
δ
t
)
− 1
)
is an upper solution to the Cauchy problem (2.21). Thus the comparison principle implies
Uε(t, x;N) U¯ ε(t, x;N). (2.22)
Similarly
Uε(t, x;N)−U¯ ε(t, x;N). (2.23)
(2.22) plus (2.23) already imply (2.20). This completes the proof of Lemma 2.6. 
From the local existence results Lemma 2.1 and the a priori estimates (2.10), (2.20), we
have the following global existence results for the Cauchy problem (1.7), (1.8).
Lemma 2.7. Under the assumptions listed in Lemma 2.4, we have that the Cauchy problem
(1.7), (1.8) admits a unique global smooth solution (uε(t, x;N),vε(t, x;N)) satisfying{‖uε(t, x;N)‖L1 + ‖vεx(t, x;N)‖L1 C1(‖u0‖L1 + ‖v0x‖L1),
‖vε(t, x;N)‖L∞  C2(‖u0‖L1 + ‖v0x‖L1), 0 t < ∞,
(2.24)
where C1,C2 are positive constants independent of ε and N .
Remark 2.8. In deducing our global existence result Lemma 2.7, we do not ask f (u) to
satisfy any growth condition. The assumption v0(x) ∈ L1loc(R) is also not used here.
Now we turn to obtain some Lq -norm estimates on (uε(t, x;N),vε(t, x;N)).
Lemma 2.9. Suppose that (uε(t, x;N),vε(t, x;N)) is the global smooth solution of the
Cauchy problem (1.7), (1.8) obtained in Lemma 2.7, then we have for each fixed T > 0
and each compact set K ⊂ R that
sup
[0,T ]
{∥∥uε(t, x;N)∥∥
L2(p+1) +
∥∥vεx(t, x;N)∥∥L2(p+1) + ∥∥vε(t, x;N)∥∥L1(K)}
 C3
(‖u0‖L2(p+1) ,‖v0x‖L2(p+1) , T )< ∞. (2.25)
Here C3(·, ·, ·) is a positive constant independent of ε and N .
Proof. Multiplying (1.7)1 by |uε|2puε and integrating the results with respect to t and x
over [0, t] × R, we get from the Cauchy–Schwarz inequality that
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R
∣∣uε(t, x;N)∣∣2(p+1) dx  ∫
R
∣∣u0(x)∣∣2(p+1) dx +
t∫
0
∫
R
∣∣vεx(s, x;N)∣∣2(p+1) dx ds
+ C(p)
t∫
0
∫
R
∣∣uε(s, x;N)∣∣2(p+1) dx ds. (2.26)
On the other hand, we get from (2.10) that for each compact set K ⊂ R,∥∥vε(t, x;N)∥∥
L1(K)  C(K)
(∥∥u0(x)∥∥L1 + ∥∥v0x(x)∥∥L1), (2.27)
and from (1.7)2 we can deduce that
vε(t, x;N) = T (t)vε0(x) −
1
δ
t∫
0
T (t − s)(vε − (1 − µ)fN(uε))(s, x;N)ds. (2.28)
Furthermore, from (2.6) and the Hausdorff–Young’s inequality, we can obtain∥∥vεx(t, x;N)∥∥L2(p+1)  C(δ,µ, t)(‖v0x‖L2(p+1) + ‖u0‖L2(p+1) + ∥∥uε(t)∥∥L2(p+1))
+ C(δ,µ, t)
t∫
0
∥∥uε(s)∥∥
L2(p+1) ds. (2.29)
Putting (2.26), (2.27) and (2.29) together, we can immediately deduce (2.25) from (2.24)1.
This completes the proof of Lemma 2.9. 
Now we turn to consider the strong convergence of the solution sequence {(uε(t, x;N),
vε(t, x;N))} obtained above. For this purpose, motivated by the techniques developed by
Kruzkov in [10], we only need to show the L1loc-continuity in space and in time of the
approximate solution sequence {(uε(t, x;N),vε(t, x;N))}, i.e.,
Lemma 2.10. For each γ > 0, τ > 0, h > 0, |∆x| h, θ ∈ (0,1), we have that the global
smooth solution (uε(t, x;N),vε(t, x;N)) to the Cauchy problem (1.7), (1.8) satisfies∫
|x|γ
∣∣uε(τ, x + ∆x;N)− uε(τ, x;N)∣∣dx
 C4(δ,µ, τ )
∫
|x|γ
(∣∣u0(x +∆x) − u0(x)∣∣
+ ∣∣v0x(x + ∆x)− v0x(x)∣∣)dx, (2.30)∫
|x|γ
∣∣vεx(τ, x + ∆x;N)− vεx(τ, x;N)∣∣dx
 C5(δ,µ, τ )
∫
|x|γ
(∣∣u0(x +∆x) − u0(x)∣∣
+ ∣∣v0x(x + ∆x)− v0x(x)∣∣)dx, (2.31)
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∫
|x|γ
∣∣uε(τ + ∆t,x;N)− uε(τ, x;N)∣∣dx
 C6(δ,µ, τ, θ)
∫
|x|γ
(∣∣u0(x + ∆x)− u0(x)∣∣+ ∣∣v0x(x + ∆x)− v0x(x)∣∣)dx
+ C6(δ,µ, τ, θ)
{
∆t + ∆th−1 + ε∆th−2 + h 2p+12(p+1) }, (2.32)∫
|x|γ
∣∣vεx(τ + ∆t,x;N)− vεx(τ, x;N)∣∣dx
 C7(δ,µ, τ, θ)
∫
|x|γ
(∣∣u0(x + ∆x)− u0(x)∣∣+ ∣∣v0x(x + ∆x)− v0x(x)∣∣)dx
+ C7(δ,µ, τ, θ)
{
∆t + ∆th−1 + ε∆th−2 + h 2p+12(p+1) }. (2.33)
Here Ci (i = 4,5,6,7) are positive constants independent of ε and N .
Proof. The proof of (2.30)–(2.33) follows essentially the same way as in the proof of
Corollary 2.7 and Lemma 2.8 as in [22]. The only difference lies in the fact that the
L∞-norm of the solution sequence {(uε(t, x;N),vε(t, x;N))} depends on ε. But checking
(2.15) in [22] carefully, we find that to guarantee that (2.15) in [22] holds, we only need
that uε(t, x;N) is bounded and whether its bound depends on ε or not does not matter.
Thus (2.30), (2.31) can be proved similarly to that of [22].
As to (2.32), (2.33), the only term we had to pay attention to is
I1 =
∫
|x|γ
f
(
uε(t + θ∆t, x;N))Gx(t, x) dx, (2.34)
where
G(τ, x) =
{
βh(τ, x), |x| γ,
0, |x| > γ, (2.35)
with
β(τ, x) =
{
sign(uε(τ + ∆t,x;N)− uε(τ, x;N)), |x| γ − h,
0, |x| > γ − h,
and
βh(τ, x) = h−1
∫
R
ρ
(
x − y
h
)
β(τ, y) dy.
In fact, due to∣∣Gx(t, x)∣∣O(1)h−1, (2.36)
(2.34) can be estimated as in the following:
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∫
|x|γ
(∣∣uε(t, x;N)∣∣α + ∣∣uε(t, x;N)∣∣q)dx
 C(γ )h−1
[( ∫
|x|γ
∣∣uε(t, x;N)∣∣2(p+1) dx
) α
2(p+1)
+
( ∫
|x|γ
∣∣uε(t, x;N)∣∣2(p+1) dx
) q
2(p+1) ]
 C(γ )h−1. (2.37)
Having obtained (2.37), by repeating the arguments used in [22], we can deduce (2.33) and
(2.34) easily. This completes the proof of Lemma 2.10. 
Remark 2.11. In [22], the author also obtained a similar L1loc-continuity in time and in
space estimates on vε(t, x;N). From (2.27), it is easy to see that to get a similar L1loc-
continuity in time and in space estimates on vε(t, x;N) in the Lq -setting for some q < ∞,
certain growth condition on f ′(u) should be imposed. For the reason which will be appar-
ent in the following analysis, we do not get such estimates on vε(t, x;N) while we can still
get the strong convergence of vε(t, x;N) as ε → 0+ and N → +∞.
Having obtained (2.30)–(2.33), we now turn to prove our global existence result.
First from (2.30)–(2.33), we deduce that there exist two subsequences {εk} and {Nk}
and two functions u(t, x) and vx(t, x) such that(
uεk(t, x;Nk), vεkx (t, x;Nk)
)→ (u(t, x), vx(t, x)) in L1, as k → +∞.
Furthermore, (u(t, x), vx(t, x)) satisfies four inequalities similar to (2.30)–(2.33) and from
which we deduce(
u(t, x), vx(t, x)
) ∈ C([0, T ];L1(R) × L1(R))
with (
u(t, x), vx(t, x)
)→ (u0(x), v0x(x)) in L1, as t → 0+.
The next step is to prove the strong convergence of a subsequence of vε(t, x;N). To do this,
we have from (2.28), the strong convergence of uεk (t, x;Nk) and |f (u)|O(1)(1 + |u|q)
that
vεk (t, x;Nk) = exp
(
− t
δ
)
T (t)v
εk
0 (x)
+ 1 − µ
δ
t∫
exp
(
s − t
δ
)
T (t − s)f Nk (uεk (s, x;Nk))ds0
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v(t, x) = exp
(
− t
δ
)
v0(x) + 1 − µ
δ
t∫
0
exp
(
s − t
δ
)
f
(
u(s, x)
)
ds. (2.38)
From (2.38) and the fact that u(t, x) ∈ C([0, T ];L1(R)), we can immediately deduce that
v(t, x) ∈ C([0, T ];L1(R)) and v(t, x) → v0(x) in L1, as t → 0+.
Having obtained the above results, it is a routine matter to verify that (u(t, x), v(t, x)) is
indeed an entropy solution of the Cauchy problem (1.3), (1.4) in the sense of Definition 1.1.
This completes the existence of a global entropy solution to the Cauchy problem (1.3),
(1.4).
3. Uniqueness
In this section, we prove our uniqueness results. It should be pointed out that our analy-
sis are motivated by the work of Kruzkov in [10] and Szepessy in [18].
First we give the following results.
Lemma 3.1. Suppose that (u¯(t, x), v¯(t, x)) and (u(t, x), v(t, x)) are two entropy solutions
to the system (1.7) corresponding to the initial data (u¯0(x), v¯0(x)) and (u0(x), v0(x)),
respectively, then we have for each 0ψ(t, x) ∈ C∞0 (R+ × R) that∫ ∫
t>0
{
ψt (t, x)
∣∣u¯(t, x) − u(t, x)∣∣+ ψx(t, x) sign(u¯(t, x)− u(t, x))
× (f (u¯(t, x))− f (u(t, x)))+ ψ(t, x) sign(u¯(t, x)− u(t, x))
× (v¯x(t, x)− vx(t, x))}dx dt  0, (3.1)∫ ∫
t>0
{
ψt (t, x)
∣∣v¯(t, x)− v(t, x)∣∣− 1
δ
sign
(
v¯(t, x)− v(t, x))
× (v¯(t, x)− v(t, x))ψ(t, x) − 1 − µ
δ
sign
(
v¯(t, x)− v(t, x))ψ(t, x)
× (f (u¯(t, x))− f (u(t, x)))}dx dt  0, (3.2)
∫ ∫
t>0
{
ψt (t, x)
∣∣s¯(t, x)− s(t, x)∣∣+ µ(1 − µ)
δ2
sign
(
s¯(t, x)− s(t, x))
× exp
(
µ
δ
t
)(
u¯(t, x)− u(t, x))ψ(t, x)}dx dt  0. (3.3)
Here {
s¯(t, x) = (v¯x(t, x)+ 1−µδ u¯(t, x))exp(µδ t),
s(t, x) = (vx(t, x)+ 1−µδ u(t, x))exp(µδ t).
452 C. Zhu, H. Zhao / J. Math. Anal. Appl. 291 (2004) 438–458We only pay attention to (3.1) in the following. To this end, from the techniques devel-
oped by Kruzkov in [10], we only need to get the following results.
Lemma 3.2. Under the assumptions stated in Lemma 3.1, we have
lim
h→0+
∫ ∫ ∫ ∫ ∣∣u¯(t + s, x + y)− u(t − s, x − y)∣∣ψt (t, x)ρh(s)ρh(y) dx dy ds dt
=
∫ ∫
t>0
∣∣u¯(t, x) − u(t, x)∣∣ψt(t, x) dx dt, (3.4)
lim
h→0+
∫ ∫ ∫ ∫
ψx(t, x)ρh(s)ρh(y) sign
(
u¯(t + s, x + y)− u(t − s, x − y))
× (f (u¯(t + s, x + y))− f (u(t − s, x − y)))dx dy ds dt
=
∫ ∫
t>0
ψx(t, x) sign
(
u¯(t, x) − u(t, x))(f (u¯(t, x))− f (u(t, x)))dx dt, (3.5)
lim
h→0+
∫ ∫ ∫ ∫
ψ(t, x)ρh(s)ρh(y) sign
(
u¯(t + s, x + y)− u(t − s, x − y))
× (v¯x(t + s, x + y) − vx(t − s, x − y))dx dy ds dt
=
∫ ∫
t>0
ψ(t, x) sign
(
u¯(t, x) − u(t, x))(v¯x(t, x) − vx(t, x))dx dt. (3.6)
Here ρh(x) = h−1ρ(x/h) and ρ(x) is the standard mollifier.
Proof. We only prove (3.5), the rest can be treated similarly.
Note that when u¯(t, x), u(t, x) are bounded measurable functions satisfying the entropy
conditions proposed in Definition 1.1, (3.5) has been proved by Kruzkov in [10]. The main
purpose of our Lemma 3.2 is to show that (3.5) is still true even when u¯(t, x), u(t, x) are
just uniformly bounded in Ll for certain l < ∞ provided that f (u) satisfies certain growth
condition at infinity.
Now we turn to prove (3.5).
First, we choose the partition of unity
1 =
∞∑
n=0
χn(λ), λ ∈ R, (3.7)
where 0 χn(λ) ∈ C∞0 (R) and{
suppχn(λ) ⊂ {λ: 2n−1  |λ| 2n+1}, if n 1,
suppχ0(λ) ⊂ [−2,2], if n = 0.
It is easy to see that∫ ∫ ∫ ∫
ψx(t, x)ρh(s)ρh(y) sign
(
u¯(t + s, x + y) − u(t − s, x − y))
× (f (u¯(t + s, x + y))− f (u(t − s, x − y)))dx dy ds dt
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∑
n,j0
∫ ∫ ∫ ∫
ψx(t, x)ρh(s)ρh(y) sign
(
u¯(t + s, x + y) − u(t − s, x − y))
× (f (u¯(t + s, x + y))− f (u(t − s, x − y)))χn(u¯)χj (u) dx dy ds dt
=
∑
n,j0
ahn,j . (3.8)
Since for each fixed n  0, j  0, ahn,j is bounded in L∞(R+ × R), we have from
Kruzkov’s result that
lim
h→0+
ahn,j =
∫ ∫
t>0
ψx(t, x)χn(u¯)χj (u) sign
(
u¯(t, x) − u(t, x))
× (f (u¯(t, x))− f (u(t, x)))dx dt
= an,j . (3.9)
Noticing
∑
n,j0
an,j =
∫ ∫
t>0
ψx(t, x) sign
(
u¯(t, x)− u(t, x))
× (f (u¯(t, x))− f (u(t, x)))dx dt, (3.10)
we have that, to prove (3.5), we only need to show that the following result is true:
lim
h→0+
( ∑
n,j0
ahn,j
)
=
∑
n,j0
lim
h→0+
ahn,j . (3.11)
To this end, we have from the Lebesgue’s dominated convergence theorem and the fact
|f (u)|O(1)(|u|α + |u|q) with q < 2(p + 1) that we only need to show
an,j O(1)
(
2−
(n+j−2)(2(p+1)−q)
2 + 2− (n+j−2)(2(p+1)−α)2 ). (3.12)
In fact, from the assumption imposed on f (u), we deduce
|an,j | =
∣∣∣∣∣
∫ ∫
t>0
ψx(t, x)χn(u¯)χj (u) sign
(
u¯(t, x)− u(t, x))
× (f (u¯(t, x))− f (u(t, x)))dx dt
∣∣∣∣∣

∫ ∫
t>0
∣∣ψx(t, x)∣∣ |f (u¯(t, x))− f (u(t, x))|χn(u¯)χj (u)|u¯(t, x)|2(p+1) + |u(t, x)|2(p+1)
× (∣∣u¯(t, x)∣∣2(p+1) + ∣∣u(t, x)∣∣2(p+1))dx dt
O(1)
∫ ∫ ∣∣ψx(t, x)∣∣(∣∣u¯(t, x)u(t, x)∣∣ q−2(p+1)2 + ∣∣u¯(t, x)u(t, x)∣∣α−2(p+1)2 )
t>0
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(∣∣u¯(t, x)∣∣2(p+1) + ∣∣u(t, x)∣∣2(p+1))dx dt
O(1)
(
2−
(n+j−2)(2(p+1)−q)
2 + 2− (n+j−2)(2(p+1)−α)2 ). (3.13)
Here we have used the facts that∣∣f (u¯) − f (u)∣∣O(1)(|u¯|α + |u|α + |u¯|q + |u|q), (3.14)
and the inequality
|x|m + |y|m
|x|l + |y|l  2|xy|
m−l
2 , |x| 
= 0, |y| 
= 0, l m > 0. (3.15)
(3.13) is precisely the results we desired and thus the proof of Lemma 3.2 is complete. 
Remark 3.3. (3.12) also guarantee that the equality∫ ∫ ∫ ∫ ∑
n,j0
ψx(t, x)χn(u¯)χj (u) sign
(
u¯(t, x) − u(t, x))
× (f (u¯(t, x))− f (u(t, x)))dx dt
=
∑
n,j0
∫ ∫ ∫ ∫
ψx(t, x)χn(u¯)χj (u) sign
(
u¯(t, x)− u(t, x))
× (f (u¯(t, x))− f (u(t, x)))dx dt
is true.
Lemma 3.4. Under the assumptions listed in Lemma 3.1, then we have for each compact
set K ⊂ R that∫
K
∣∣v¯(t, x) − v(t, x)∣∣dx

∫
K
∣∣v¯0(x)− v0(x)∣∣dx + 1
δ
t∫
0
∫
K
∣∣v¯(t, x)− v(t, x)∣∣dx dt
+ 1 − µ
δ
t∫
0
∫
K
∣∣f (u¯(t, x))− f (u(t, x))∣∣dx dt, (3.16)
∫
R
∣∣v¯x(t, x)− vx(t, x)∣∣dx

∫
R
∣∣v¯0x(x) − v0x(x)∣∣dx + 1 − µ
δ
∫
R
∣∣u¯(t, x)− u(t, x)∣∣dx
+ µ(1 − µ)
δ2
t∫
0
∫
R
∣∣u¯(t, x) − u(t, x)∣∣dx dt. (3.17)
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L1loc(R)), the inequalities (3.16) and (3.17) can be proved by repeating the arguments de-
veloped by Kruzkov in [10]. Thus we omit the details.
However, when discussing the corresponding estimates on u¯(t, x) − u(t, x), the tech-
niques developed by Kruzkov in [10] is no longer applicable. By choosing the test function
ψ(t, x) suitably, we can get
Lemma 3.5. Under the conditions listed in Lemma 3.1, we have∫
R
∣∣u¯(t, x)− u(t, x)∣∣dx

∫
R
∣∣u¯0(x) − u0(x)∣∣dx +
t∫
0
∫
R
∣∣v¯x(t, x)− vx(t, x)∣∣dx dt. (3.18)
Proof. Letting ψn(|x|) as in the following:
ψn
(|x|)=


1, 0 |x| n,
2
(
1 − |x|2n
)
, n < |x| 2n,
0, |x| > 2n,
(3.19)
and setting
ψεn
(|x|)= ψn(|x|) ∗ ρε,
if we choose the test function in (3.1) as follows:
ψ(t, x) = (αh(t) − αh(t − τ ))ψεn(|x|), αn(t) =
t∫
−∞
ρh(s) ds, (3.20)
we have∫ ∫
t>0
{(
ρh(t) − ρh(t − τ )
)
ψεn
(|x|)∣∣u¯(t, x)− u(t, x)∣∣
+ (αh(t) − αh(t − τ ))∂ψεn(|x|)
∂x
sign
(
u¯(t, x) − u(t, x))
× (f (u¯(t, x))− f (u(t, x)))
+ (αh(t) − αh(t − τ ))ψεn(|x|) sign(u¯(t, x)− u(t, x))
× (v¯x(t, x)− vx(t, x))
}
dx dt
=
3∑
i=0
Ii  0. (3.21)
Since |f (u¯) − f (u)| satisfies (3.14), we have
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τ∫
0
∫
R
∣∣∣∣∂ψεn(r)∂r
∣∣∣∣(∣∣u¯(t, x)∣∣α + ∣∣u(t, x)∣∣α + ∣∣u¯(t, x)∣∣q + ∣∣u(t, x)∣∣q)dx dt
 C(τ)
{∥∥∥∥∂ψεn(r)∂r
∥∥∥∥
Lp
′
(∥∥u¯(t, x)∥∥α
L2(p+1) +
∥∥u(t, x)∥∥α
L2(p+1)
)
+
∥∥∥∥∂ψεn(r)∂r
∥∥∥∥
Lp
′′
(∥∥u¯(t, x)∥∥q
L2(p+1) +
∥∥u(t, x)∥∥q
L2(p+1)
)}
 C(τ)
(∥∥∥∥∂ψεn(r)∂r
∥∥∥∥
Lp
′
+
∥∥∥∥∂ψεn(r)∂r
∥∥∥∥
Lp
′′
)
 C(τ)
(
n
− p′−1
p′ + n−
p′′−1
p′′
)
. (3.22)
Here
p′ = 2(p + 1)
2(p + 1) − α , p
′′ = 2(p + 1)
2(p + 1) − q . (3.23)
On the other hand
|I3|
τ∫
0
∫
R
∣∣v¯x(t, x)− vx(t, x)∣∣dx dt. (3.24)
Substituting (3.22) and (3.24) into (3.21) deduces
∞∫
0
∫
R
(−ρh(t) + ρh(t − τ ))ψεn(|x|)∣∣u¯(t, x)− u(t, x)∣∣dx dt

τ∫
0
∫
R
∣∣v¯x(t, x)− vx(t, x)∣∣dx dt + C(τ)(n− p′−1p′ + n− p′′−1p′′ ). (3.25)
Letting first n → ∞ in (3.25) and then letting ε → 0+ in the corresponding inequality, we
have ∫ ∫
t>0
(
ρh(t − τ ) − ρh(t)
)∣∣u¯(t, x)− u(t, x)∣∣dx dt

τ∫
0
∫
R
∣∣v¯x(t, x)− vx(t, x)∣∣dx dt. (3.26)
Setting h → 0+ in (3.26) and noticing u¯(t, x), u(t, x) ∈ C([0, T ];L1(R)), we can get
(3.18) immediately. This completes the proof of Lemma 3.5. 
From (3.17) and (3.18), we have
Corollary 3.6. Under the conditions listed in Lemma 3.1, we have
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∫
R
(∣∣u¯(t, x)− u(t, x)∣∣+ ∣∣v¯x(t, x)− vx(t, x)∣∣)dx
 C(T )
∫
R
(∣∣u¯0(x) − u0(x)∣∣+ ∣∣v¯0(x)− v0(x)∣∣)dx, 0 t  T . (3.27)
Now we turn to prove the uniqueness result.
Suppose that for some initial data (u0(x), v0(x)) satisfying the conditions listed in The-
orem 1.2, there exist two entropy solutions, in the sense of Definition 1.1, (u¯(t, x), v¯(t, x))
and (u(t, x), v(t, x)). Then from (3.27), we have
u¯(t, x) = u(t, x), v¯x(t, x) = vx(t, x). (3.28)
Furthermore, from (3.28) and (3.16), we have for each compact set K ⊂ R that
∫
K
∣∣v¯(t, x)− v(t, x)∣∣dx  1
δ
t∫
0
∫
K
∣∣v¯(t, x)− v(t, x)∣∣dx dt
and we can deduce from Bellman inequality
v¯(t, x) = v(t, x).
This proves the uniqueness result.
Remark 3.7. The uniqueness result implies that the whole sequence of {(uε(t, x;N),
vε(t, x;N))} converges to (u(t, x), v(t, x)), not only just a subsequence.
Remark 3.8. We can only get the L1-stability result for u(t, x) and vx(t, x) with respect
to the initial data. It should be of some interest to get the corresponding L1-stability result
for v(t, x).
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