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We propose a new model-free method to detect change points between distinct phases in a single
random trajectory of an intermittent stochastic process. The local convex hull (LCH) is constructed
for each trajectory point, while its geometric properties (e.g., the diameter or the volume) are used
as discriminators between phases. The efficiency of the LCH method is validated for six models of
intermittent motion, including Brownian motion with different diffusivities or drifts, fractional Brow-
nian motion with different Hurst exponents, and surface-mediated diffusion. We discuss potential
applications of the method for detection of active and passive phases in the intracellular transport,
temporal trapping or binding of diffusing molecules, alternating bulk and surface diffusion, run and
tumble (or search) phases in the motion of bacteria and foraging animals, and instantaneous firing
rates in neurons.
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I. INTRODUCTION
Identifying transport mechanisms in complex systems
and building their mathematical models is a challenging
problem of paramount importance, especially in microbi-
ology. While numerous experimental observations clearly
revealed anomalous diffusion features in the intracellular
transport, their microscopic biophysical origins remain
debatable [1–9]. The significant technological progress in
optical microscopy over the past decade has opened new
opportunities in the statistical analysis of single particle
trajectories but also raised challenges in the biophysical
interpretation of a small number of random trajectories.
Most theoretical works remain focused on the simplest
observable, the time-averaged mean square displacement
(TA MSD), which has been studied for many anoma-
lous diffusion models (see [10–12] and references therein).
However, since this observable does not discriminate be-
tween various models, other observables have been pro-
posed, e.g., first passage times [13, 14], the maximum
excursion [15], fundamental moments [16], and the frac-
tal dimension of the explored space [17] (see also [18]
and references therein). At the level of a single tra-
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jectory, elaborate statistical tools have been developed
to recognize fractional Brownian motion (fBm) [19], to
distinguish between fBm and Continuous Time Random
Walk (CTRW) [20–22], and to reveal ergodicity break-
ing [23, 24]. In addition, various statistical tests from
econometric studies can be employed in the biophysical
context, e.g., testing the Markov hypothesis [25]. Once
an appropriate model of anomalous diffusion is identified,
one can estimate its parameters that are related to the
intracellular transport, and then rely on the theoretical
knowledge about the model to predict biological impli-
cations, e.g., biochemical reaction rates, translocation or
transcription mechanisms, drug delivery, etc. [9, 26].
The advantages of conventional models such as fBm or
CTRW are the reduced number of model parameters and
a possibility to describe the underlying process in a sim-
plified but unified mathematical language. This is also
one of the major limitations of such effective descriptions.
Many biological processes are intermittent, i.e., they
switch between two or several phases. The most com-
mon examples are the run-and-tumble motion of bacte-
ria [27–29] and foraging strategies of animals, e.g., preda-
tors who adopt hunting strategies by alternating between
slow careful search and fast displacement (see the re-
view [30] and references therein). In microbiology, exam-
ples include alternating phases of three-dimensional bulk
diffusion and one-dimensional sliding along DNA chains
of DNA-binding proteins [31–34], temporal trapping of
tracers in polymer cages [35, 36], binding/unbinding of
macromolecules to form temporal ligand-receptor pairs
or to neutralize pathogens by antibodies [37–42], switch-
2ing between distinct conformational states [43, 44], alter-
nating phases of active and passive vesicle transport by
motor proteins [45–49], alternating phases of bulk and
surface diffusion [50–54], etc. The intermittent character
of the motion makes the statistical analysis and biophysi-
cal interpretation of single particle trajectories even more
challenging. If the intermittence is ignored, switching be-
tween several phases can be (mis)interpreted as a single
effective phase with peculiar properties. For instance,
switching between active (ballistic, α = 2) and passive
(diffusive, α = 1) motion of a vesicle can be effectively
understood as super-diffusion, with an intermediate scal-
ing exponent 1 < α < 2. Moreover, intermittency can be
also misleadingly interpreted as non-stationarity or non-
ergodicity of the process according to statistical tests.
Identifying change points between distinct phases and
their durations from a single trajectory is therefore an
important statistical problem that can bring a finer, more
accurate description of the underlying biological process.
Different statistical methods have been developed
to detect change points of an intermittent stochas-
tic process. Traditionally, Bayesian methods based on
prior knowledge on the motion are preferred [55–61].
The prior knowledge is represented by the probabil-
ity P (x1, . . . ,xN | a1, . . . , aK) of observing a trajec-
tory x1, . . . ,xN with N points, given the parameters
a1, . . . , aK of the model. In other words, one defines
a specific model-based functional of the trajectory to
“process” the observed data. Once the model is cho-
sen, its parameters a1, . . . , aK can be found by maximiz-
ing the likelihood of the observed trajectory according
to the Bayesian rules. Although the Bayesian methods
are statistically efficient, their practical implementation
is rather time consuming, especially for long trajectories,
while the results can be strongly biased by the choice
of the underlying model made by researchers. In addi-
tion, when dealing with intermittent processes, one may
need to probe many combinations of possible microscopic
models for each phase. In this light, model-free methods
can be preferred for the analysis of complex dynamics
such as the intracellular transport.
In this paper, we address the challenging question of
detection of change points between distinct phases in
a single random trajectory without prior knowledge of
the underlying stochastic model. The phases are distin-
guished by their dynamical properties such as different
(i) diffusivities, (ii) drifts, (iii) auto-correlations of incre-
ments, (iv) distributions of increments, (v) dimensional-
ities (e.g., bulk/surface), (vi) isotropic/anisotropic char-
acter, or (vii) space accessibility (e.g., restricted charac-
ter due to reflecting obstacles or confinement). The basic
idea of such model-free methods consists in considering a
local functional of the trajectory, Q(n), which depends on
a relatively small number of points around the point xn.
When applied to successive points along the trajectory,
this local functional transforms the trajectory into a new
time series, which can then be used either to characterize
the dynamics (e.g., to get local drift or diffusivity), or to
discriminate between different phases of the motion. For
instance, the points xn with Q(n) below some threshold
can be assigned to one phase while the remaining points
are assigned to the other phase. In contrast to Bayesian
methods, the functional Q(n), which is used to process
the data, does not depend on the model, though the effi-
ciency of this binary classification clearly depends on the
choice of the functional Q(n). The simplest choices,
Qµ(n) =
1
2τ
(xn+τ − xn−τ ), (1)
Qσ(n) =
1
2τ + 1
τ∑
k=−τ
‖xn+k+1 − xn+k‖2, (2)
are respectively the drift estimator and the variance esti-
mator (over a window of size 2τ +1) of isotropic Brown-
ian motion. Another standard functional is the angle be-
tween successive increments of the trajectory, which is of-
ten used to detect ballistic parts of the motion [49]. Hav-
ing a differential form (i.e., involving differences between
points), these functionals are rather sensitive to noise,
exhibit large fluctuations and thus yield large statistical
uncertainties. This drawback can be reduced by increas-
ing the window size τ . However, too large τ would make
the functional Q(n) less sensitive to phase alternations,
especially for short phases. Several improvements have
been proposed, e.g., the root mean square estimator for
the variance [62] or the scaling exponent extracted from
the local TA MSD [47]. Nevertheless, these improved es-
timators still have the differential form and thus remain
sensitive to noise.
To overcome this fundamental limitation, we propose
the geometric properties of a local convex hull (LCH) as
robust discriminators of different phases. In contrast to
earlier used differential-like estimators, the convex hull
is intrinsically an integral-like characteristic that is thus
less sensitive to noise, as shown below. This new method
is applicable for the analysis of single trajectories of any
dimensionality. The method is model-free because it re-
lies exclusively on geometric properties of the trajectory.
We demonstrate its efficiency in recognizing different in-
termittent dynamical scenarios inspired from biology.
II. LOCAL CONVEX HULL METHOD
The convex hull of a finite set of points, {x1, . . . ,xn} ⊂
R
d, is the set of all convex combinations based on these
points:
Conv(x1, . . . ,xn) =
{
n∑
k=1
αkxk | αk ≥ 0,
n∑
k=1
αk = 1
}
.
(3)
In simpler terms, it is the minimal convex shape that en-
closes all the points x1, . . . ,xn. In the planar case, the
convex hull of a finite set of points {x1, . . . ,xn} is a con-
vex polygon whose vertices are some of the points in this
set. The construction of a convex hull is thus reduced
3to identifying these points in a clockwise or counter-
clockwise order. In higher dimensions, the convex hull
is a convex polytope (e.g., a convex polyhedron in three
dimensions) whose vertices are some of the points in the
input set. Among several efficient algorithms [63, 64], we
chose the quickhull algorithm [65] because of its avail-
able implementation in Matlab as functions “convhull”
(in two dimensions) and “convhulln” (in higher dimen-
sions). The convex hull has been used for home range
estimations of animal territories [66–68] and for compu-
tation of fractal dimensions [69]. Some basic properties of
the convex hull applied to stochastic processes are sum-
marized in Appendix A.
We propose to consider the diameter and the volume
of the local convex hull, computed over 2τ +1 trajectory
points xn−τ ,xn−τ+1, . . . ,xn+τ , as two functionals:
Qd(n) = diam(Conv(xn−τ , . . . ,xn+τ )), (4)
Qv(n) = vold(Conv(xn−τ , . . . ,xn+τ )) (5)
(the volume is replaced by the area in two dimen-
sions). Note that the diameter of the LCH is simply the
largest distance between any two points in the sequence
{xn−τ , . . . ,xn+τ}, i.e., it is particularly easy to compute.
Any significant change in the dynamics (i.e., switching
between phases) is expected to be reflected in a notable
change in the geometric form of the trajectory that is
captured here by the local convex hull (Fig. 1). For in-
stance, an increase in the diffusion coefficient or in the
drift leads to larger increments and thus a larger LCH,
with larger Qd(n) and Qv(n). In addition, anisotropic
features of the motion, such as dimensionality reduction
or presence of a reflecting wall, would be reflected in an
anisotropic shape and in a reduced volume of the LCH.
Depending on the observable chosen, the identification
will be more sensitive to a particular aspect of the mo-
tion. The diameter is more sensitive to correlations and
diffusion coefficients, whereas the volume is more sensi-
tive to changes in the dimensionality and anisotropy. The
window size τ is a parameter of the method that con-
trols the compromise between reactivity and robustness
in change points detection: smaller τ facilitates identi-
fication of short phases (the method is more reactive)
but makes it less robust, as the estimators become more
sensitive to fluctuations, noises, and outliers.
According to Eqs. (4, 5), the point xn contributes to
2τ+1 estimators Qd(k) (or Qv(k)) with k ∈ [n−τ, n+τ ].
It is therefore natural to classify the point xn by using all
the estimators Qd(k) (or Qv(k)), to which it contributed.
We define thus the discriminator Sd(n) as a weighted sum
of Qd(k) over τ left and τ right neighbors of xn (similar
for Sv(n)). The simplest choice consists in setting equal
weights to each contribution:
Sd(n) =
1
2τ + 1
n+τ∑
k=n−τ
Qd(k), (6)
Sv(n) =
1
2τ + 1
n+τ∑
k=n−τ
Qv(k). (7)
FIG. 1: Illustration of the local convex hull method ap-
plied to an intermittent planar trajectory, alternating a “fast”
phase of Brownian motion (with D = 1/2) and a “slow” phase
of an Ornstein-Uhlenbeck process (with D = 1/2 and k = 0.1,
see Sec. III D), of equal durations T1 = T2 = 40. Only two
LCHs (based on 2τ + 1 = 41 points) are shown by shadowed
regions that correspond to the fast (dark red) and slow (light
green) phases.
Other weighting schemes (e.g., exponential) are as well
possible.
The LCH method for change points detection consists
in two steps. In the first step, for a given trajectory with
N points, discriminators Sd(n) and Sv(n) are computed
for all points xn with n from 2τ+1 toN−2τ (the first and
last 2τ points of the trajectory are discarded and remain
unclassified). In other words, these discriminators trans-
form the trajectory in Rd into two new one-dimensional
time series. Due to the integral-like nature of the LCH,
these times series are expected to be less erratic than tra-
jectories and more sensitive to changes in the dynamics.
In the second step, these time series are used to detect
change points between two phases. In the basic setting,
the points xn with Sd(n) > Sd (or Sv(n) > Sv) are clas-
sified as belonging to the “fast” phase whereas the points
xn with Sd(n) ≤ Sd (or Sv(n) ≤ Sv) as belonging to the
“slow” phase. The choice of the threshold value Sd (resp.
Sv) is crucial for an efficient detection of change points.
Without a priori knowledge of the underlying stochastic
process, we set Sd (resp. Sv) to be the empirical mean
of Sd(n) (resp., of Sv(n)) over the trajectory, i.e.,
Sd =
1
N − 4τ
N−2τ∑
n=2τ+1
Sd(n),
Sv =
1
N − 4τ
N−2τ∑
n=2τ+1
Sv(n).
(8)
In Sec. IVA, we discuss this point and possible improve-
ments.
4We emphasize that the LCH method can be applied to
a single trajectory of essentially any intermittent stochas-
tic process. In turn, the quality of change points detec-
tion depends on how distinct the geometric properties of
two phases are, as well as on durations of these phases.
We also stress that the method does not rely on specific
properties of the underlying stochastic model, nor does it
identify the properties of each phase. This analysis can
be done by conventional methods after the change points
detection. Finally, the same two phases do not need to
be repeated along the trajectory. Although many distinct
phases could in principle be present in a single trajectory,
we focus on the particular case of two alternating phases
(that we qualitatively called “fast” and “slow”).
Note that the convex hull diameter can be considered
as an alternative to the maximal excursion, i.e., the great-
est distance from the origin that a particle reaches until
time t [70]. The latter has been shown to have a nar-
rower distribution than the conventional TA MSD, and
thus proposed as an estimator of the scaling exponent
that can be applied to single particle trajectories [15].
III. NUMERICAL VALIDATION
In this section we investigate the efficiency of the LCH
method by simulating six models of intermittent pro-
cesses with the following phases:
1. two planar Brownian motions with distinct diffu-
sion coefficients D1 and D2 (change in diffusivity);
2. two planar Brownian motions with the same diffu-
sion coefficient D, with and without drift (change
in directionality);
3. two planar fractional Brownian motions with dis-
tinct Hurst exponents H1 and H2 (change in auto-
correlations);
4. planar Brownian motion and Ornstein-Uhlenbeck
process (change in auto-correlations);
5. planar Brownian motion and exponential flights
(change in the distribution of increments);
6. surface-mediated diffusion, with alternating phases
of three-dimensional bulk diffusion and two-
dimensional surface diffusion (change in dimension-
ality).
Although many other intermittent processes could be
considered, we focus on the above cases as representa-
tive examples.
The simulations are performed as follows. First, we
generate a thousand random trajectories, each with a
thousand points (i.e., N = 1000). The intermittence is
implemented by partitioning these points into two alter-
nating phases by assigning random, exponentially dis-
tributed durations, with prescribed mean durations T1
and T2 of two phases. Throughout this section, we con-
sider two phases of equal mean duration, T1 = T2 = T ,
while the situation of unequal phases is discussed in Sec.
IVB. A white Gaussian noise of standard deviation σn
is added to each trajectory point in order to check the
robustness of the LCH method to measurement noises.
The noise level σn is set to be proportional to the em-
pirical standard deviation σ of increments, computed for
each trajectory. Note that the noise has a stronger im-
pact onto the “slow” phase than onto the “fast” phase.
Second, we fix the window size τ and compute the di-
ameter, Qd(n), and the volume, Qv(n), of the LCH at
all time steps n from τ + 1 to N − τ for each trajectory.
These estimators are then transformed into the weighted
discriminators Sd(n) and Sv(n) according to Eqs. (6, 7)
for n from 2τ + 1 to N − 2τ . The default value of the
window size τ is 10, other sizes being considered in Sec.
IVA. Third, for each trajectory, we assign the points
with Sd(n) > Sd (resp. Sv(n) > Sv) to the “fast” phase
and the points with Sd(n) ≤ Sd (resp. Sv(n) ≤ Sv) to
the “slow” phase, where Sd (resp. Sv) is the empirical
mean diameter (resp., volume) of the LCH given by Eq.
(8). We stress that the threshold value is computed sep-
arately for each trajectory. In this way, we obtain two
unrelated binary classifications, the one based on the di-
ameter and the other based on the volume. A priori, it
is unclear which classification results in a better detec-
tion of change points. In practice, one would use one of
these classifications, depending on the anticipated prop-
erties of the phases. Finally, to quantify the efficiency of
the LCH method, we introduce the recognition score, R,
as the fraction of points that have been correctly clas-
sified. This score is computed for each trajectory and
then averaged over all simulated trajectories. The score
0.5 would be obtained by a completely random classifi-
cation, whereas the score 1 corresponds to the perfect
classification. We will analyze how the efficiency of the
LCH method is affected by the phase duration T , the
window size τ , and noise level σn. We emphasize that
the phase classification is performed individually for each
trajectory, whereas the ensemble average appears only at
the last step to assess the quality of the method through
the recognition score.
Throughout the paper, we employ dimensionless units.
In particular, time is identified with the point index n.
A. Two Brownian motions
We start with heterogeneous diffusion, in which a par-
ticle diffuses in a composite medium with high and low
diffusivities. A simplified model of this dynamics is a
Brownian motion switching between two diffusion coef-
ficients D1 and D2. This model can also represent the
motion of a polymer that switches between two confor-
mational states having distinct hydrodynamic radii (e.g.,
a compact globular structure versus an extended fibrous
one).
5(a)
Fast
Slow
0 200 400 600 800 1000
n
0
5
10
15
20
S d
(n)
(b)
10 20 30 40 50 60 70 80 90 100
T
0.5
0.6
0.7
0.8
0.9
1
R
(c)
10 20 30 40 50 60 70 80 90 100
T
0.5
0.6
0.7
0.8
0.9
1
R
(d)
10 20 30 40 50 60 70 80 90 100
T
0.5
0.6
0.7
0.8
0.9
1
R
(e)
FIG. 2: (Color online) Model 1 (a) A single trajectory of planar Brownian motion alternating a “slow” phase (D1 = 1/2,
dark blue) and a “fast” phase (D2 = 2, light green), of the mean phase duration T = 100. Circle and square indicate the
starting and ending points. (b) The weighted LCH diameter Sd(n) with the window size τ = 10, applied to this trajectory.
Pink shadow highlights the false classification zones. Dashed horizontal line shows the empirical mean Sd over that trajectory.
(c,d,e) Recognition score R of the diameter-based discriminator Sd(n) (c), the volume-based discriminator Sv(n) (d), and the
TA MSD-based discriminator (e) as a function of the mean phase duration T . Lines show the results for the case D1 = 1/2,
D2 = 2 with three noise levels σn: 0 (blue solid), 0.5σ (red dashed), and σ (gray dash-dotted) (σ being the empirical standard
deviation of increment calculated for each trajectory). Symbols correspond to the case D1 = 1/2, D2 = 1 with the same levels
of noise σn: 0 (circles), 0.5σ (crosses), and σ (triangles). Thin black solid line shows the hypothetical curve 1 − τ/(2T ) for
qualitative comparison.
Figure 2a shows a single planar trajectory with two
alternating phases of slow (D1 = 1/2) and fast (D2 = 2)
diffusion, each phase of the mean duration T = 100.
The weighted LCH diameter Sd(n) with the window size
τ = 10 is shown in Fig. 2b. The change points are
identified as crossings of Sd(n) by the dashed horizon-
tal line which indicates the empirical mean Sd over that
trajectory. As expected, the detected change points are
slightly delayed with respect to the actual change points
(shown by changes of color/brightness in the curve). This
delay is caused by the fact that the LCH at the actual
change point, nc, includes half points of one phase and
half points of the other phase. Only when n = nc+2τ+1,
the LCH gets rid off the points of the previous phase. As
a consequence, the delay is expected to be of the order of
2τ , as qualitatively confirmed by this figure. The delay
results in a false classification of some points, as illus-
trated by pink shadowed regions in Fig. 2b. The false
classification can also result from spontaneous crossings
by Sd(n) of the dashed horizontal line (e.g., see the shad-
owed region at the time step around 640). This is just a
random nature of the motion: the particle in the “fast”
(resp., “slow”) phase starts to explore the space slower
(resp., faster) than usual due to stochastic fluctuations.
Figure 2c shows the recognition score R as a function
of the mean phase duration T for the diameter-based
discriminator Sd(n). When the phase duration is too
short (say, T = 10), the LCH of window size τ = 10
includes 21 consecutive points and thus almost always
contains points from both phases. In this extreme case,
the method is clearly unable to detect change points,
in agreement with the obtained recognition score close
to 0.5. When the phase duration T is comparable to
2τ + 1 = 21 (the number of points used to construct
the LCH) and two phases are quite distinct (the example
D1 = 1/2, D2 = 2), the recognition score is around 0.67,
i.e., two thirds of points are correctly classified. The
recognition score further increases up to 88% as the mean
phase duration grows up to T = 100. If the delay in
detection was equal on average to cτ , the curve would be
(T − cτ)/T = 1 − cτ/T , as illustrated by thin black line
for c = 1/2. One can see that this hypothetical curve
over-estimates the recognition score, probably because of
additional spontaneous false classifications.
Figure 2d presents the recognition score for the
volume-based classification. While this classification
6slightly outperforms the diameter-based one, the behav-
ior is very similar to that shown in Fig. 2c. This is not
surprising because both phases and thus the shapes of the
LCHs are isotropic so that the volume and the diameter
of the LCH bear essentially the same information.
Figures 2c,d also show that the LCH estimators are
robust against measurement noises. In fact, adding the
white Gaussian noise of amplitude σn which is compa-
rable to the amplitude of one-step increments, has al-
most no effect on the recognition score. This is an im-
portant advantage of the LCH method, which is based
on integral-like characteristics of the trajectory, as com-
pared to conventional techniques based on differential-
like estimators such as local TA MSD, which are more
sensitive to noise. This point is illustrated in Fig. 2e,
which shows the recognition score of the classification
scheme, in which the LCH-based estimator Qd(n) is re-
placed by the local TA MSD estimator Qσ(n) from Eq.
(2). We use the same window size τ = 10 as for the
LCH estimators. When there is no noise, the local TA
MSD estimator outperforms the LCH-based estimators
Qd(n) and Qv(n). This is not surprising as the diffusiv-
ity estimator Qσ(n) is known to be optimal for Brownian
motion [62, 71, 72]. However, the presence of noise dras-
tically deteriorates the quality of change points detection
by TA MSD. In turn, the effect of the same level of noise
onto the LCH-based estimator is much weaker.
When the diffusion coefficients of two phases become
closer, the recognition score is reduced. This is illustrated
in Fig. 2c,d,e by symbols that show the recognition score
for the case D1 = 1/2 and D2 = 1. In the ultimate
case D1 = D2, the two phases become identical, and any
phase detection is meaningless, yielding the recognition
score close to 0.5 (not shown).
B. Brownian motion with a drift
In the second example, we consider a planar Brow-
nian motion alternating two phases (of the same dif-
fusivity), without and with a drift µ in a fixed direc-
tion. This is a very basic model for active intracellular
transport, in which cargos can attach to motor proteins,
be transported ballistically along microtubules, sponta-
neously detach, and resume diffusion [9, 48]. If the inter-
mittent character of this process was ignored, switching
between two phases would effectively look like a superdif-
fusive motion with a scaling exponent α between 1 and
2.
As the drift tends to elongate the trajectory in one di-
rection, one should be able to identify the drifted phase
via anisotropic and larger LCH. To test the efficiency of
the LCH method, we generate a planar Brownian motion
alternating two phases, one of which has a small drift
µ in a fixed direction. As previously, the durations of
both phases are random and exponentially distributed
variables with the mean phase duration T . Figure 3
shows an example of a single trajectory of this process,
the weighted LCH diameter Sd(n), and the recognition
scores for the diameter-based and volume-based discrim-
inators. For a relatively strong drift, µ = 0.5 (with the
one-step standard deviation σ = 1), both estimators ef-
ficiently detect the change points. For a much smaller
drift µ = 0.1, the recognition scores are decreased but
remain good enough. For instance, one attains the recog-
nition score of 80% at the mean phase duration T = 100.
In both cases, the diameter-based discriminator outper-
forms the volume-based discriminator, and both discrim-
inators are very robust against noise. As expected, the
local TA MSD estimator, which is a priori not adapted
to detect drift, shows a poor performance (Fig. 3e).
C. Two fractional Brownian motions
The fractional Brownian motion BH(t) [73] is a cen-
tered Gaussian process, which is defined by its covariance
function:
〈BH(t)BH(s)〉 = DH
[
t2H + s2H − |t− s|2H], (9)
where 0 < H < 1 is the Hurst exponent, and DH is
the generalized diffusion coefficient. This is the long-
range memory process that is often used to model anti-
persistent subdiffusive motion for H < 1/2 (e.g., the mo-
tion of a tracer in a visco-elastic medium with no charac-
teristic timescale [4, 8, 74]) and persistent superdiffusive
motion for H > 1/2 (e.g., active transport of cargos on
microtubules by molecular motors [46–48, 75]).
For each planar trajectory, X and Y coordinates
were generated by concatenating independent “pieces”
(phases) of one-dimensional fBm with alternating phases
of subdiffusive (H1 = 0.35) and superdiffusive (H2 =
0.7) motion, with DH = 1/2 in both cases. As pre-
viously, durations of phases are independent exponen-
tially distributed random variables, with a prescribed
mean phase duration T . In other words, the numer-
ical algorithm consists in (i) generating a sequence of
independent exponentially distributed durations τ1, τ2,
. . ., from which the integer change points are defined as
tk = tk−1 + ⌊τk⌋ (with t0 = 0); and (ii) generating suc-
cessive phases {xtk−1+1, . . . , xtk} and {ytk−1+1, . . . , ytk}
(with k = 1, 2, . . .) as one-dimensional fBms, with the
covariance defined in Eq. (9), where H is equal to H1 for
even k and to H2 for odd k. The starting point of the
“piece” k is the ending point of the “piece” k − 1. The
whole trajectory is thus composed of points{
(x1, y1), . . . , (xt1 , yt1)︸ ︷︷ ︸
“piece” 1: fast phase
, (xt1+1, yt1+1), . . . , (xt2 , yt2)︸ ︷︷ ︸
“piece” 2: slow phase
,
(xt2+1, yt2+1), . . . , (xt3 , yt3)︸ ︷︷ ︸
“piece” 3: fast phase
, . . . ,
. . . , (xtK+1, ytK+1), . . . , (xN , yN )︸ ︷︷ ︸
“piece” K
}
.
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FIG. 3: (Color online) Model 2 (a) A single trajectory of an intermittent process alternating a “slow” phase of planar
Brownian motion without drift (dark blue) and a “fast” phase with drift (µ = 0.5, light green), of the mean phase duration
T = 100 (both phases with D = 1/2). Circle and square indicate the starting and ending points. (b) The weighted LCH
diameter Sd(n) with the window size τ = 10 applied to this trajectory. Pink shadow highlights the false classification zones.
Dashed horizontal line shows the empirical mean Sd over that trajectory. (c,d,e) Recognition score R of the diameter-based
discriminator Sd(n) (c), the volume-based discriminator Sv(n) (d), and the TA MSD-based discriminator (e) as a function
of the mean phase duration T . Lines show the results for the case µ = 0.5 with three noise levels σn: 0 (blue solid), 0.5σ
(red dashed), and σ (gray dash-dotted) (σ being the empirical standard deviation of increment calculated for each trajectory).
Symbols correspond to the case µ = 0.1 with the same levels of noise σn: 0 (circles), 0.5σ (crosses), and σ (triangles).
Note that the last “piece” (with index K) is truncated
to get the whole trajectory with N points. We empha-
size that this algorithm yields the successive phases that
are independent from each other, and there is no cross-
correlation in increments along X and Y coordinates. In
this model, switching between two phases mimics changes
in auto-correlations of increments.
Figure 4 shows an example of such intermittent trajec-
tory, the weighted LCH diameter Sd(n) with the window
size τ = 10 applied to this trajectory, and the recognition
score for both the diameter-based and the volume-based
classifications. The results are similar to that shown in
Fig. 2 for intermittent Brownian motion. When the dis-
tinction between two phases is lower (the example with
H1 = 0.35 and H2 = 0.5), the recognition scores are re-
duced (symbols) but remain satisfactory. These scores
are particularly favorably compared to that of the TA
MSD discriminator which cannot detect phases at all
(Fig. 4e). Although the conventional TA MSD esti-
mator may be modified to show a better performance,
such a modification would implicate additional knowl-
edge on the model. The results for the case H1 = 0.5
and H2 = 0.7 (normal versus superdiffusive motion) are
very similar to the latter case and thus not shown.
D. Brownian motion and Ornstein-Uhlenbeck
process
The Ornstein-Uhlenbeck (OU) process is a Gaus-
sian process modeling the diffusive motion of a parti-
cle trapped by a harmonic potential. This is a widely
used model of particle interactions (e.g., a Rouse or bead-
spring model in polymer physics [76, 77]) and of the trap-
ping effect of optical tweezers [8, 74, 78–80]. The one-
dimensional OU process can be defined as a solution of
the Langevin equation dXt = −kXtdt+
√
2DdWt, where
k is the relaxation rate (which is related to the spring
constant), D is the diffusion coefficient, and Wt is the
standard Brownian motion. For each planar trajectory,
X and Y coordinates were generated as two indepen-
dent intermittent processes, alternating a “fast” phase of
Brownian motion (k = 0) and a “slow” phase of Ornstein-
Uhlenbeck process (k > 0), with D = 1/2 for both
phases. Phase durations were independent exponentially
distributed random variables, with a prescribed mean
phase duration T . This intermittent process can model
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FIG. 4: (Color online) Model 3 (a) A single trajectory of planar fBm, alternating a “slow” phase (H1 = 0.35, dark blue)
and a “fast” phase (H2 = 0.7, light green), of the mean phase duration T = 100 and DH = 1/2. Circle and square indicate
the starting and ending points. (b) The weighted LCH diameter Sd(n) with the window size τ = 10 applied to this trajectory.
Pink shadow highlights the false classification zones. Dashed horizontal line shows the empirical mean Sd over that trajectory.
(c,d,e) Recognition score R of the diameter-based discriminator Sd(n) (c), the volume-based discriminator Sv(n) (d), and the
TA MSD-based discriminator (e) as a function of the mean phase duration T . Lines show the results for the case H1 = 0.35,
H2 = 0.7 with three noise levels σn: 0 (blue solid), 0.5σ (red dashed), and σ (gray dash-dotted) (σ being the empirical standard
deviation of increment calculated for each trajectory). Symbols correspond to the case H1 = 0.35, H2 = 0.5 with the same
levels of noise σn: 0 (circles), 0.5σ (crosses), and σ (triangles).
the motion of a particle evolving in a medium where it
freely moves until it interacts with an attracting trap,
fluctuates near this trap via the OU process, liberates it-
self until the next interaction, etc. In neurosciences, the
OU process is traditionally used as a model of the instan-
taneous firing rate of neurons in the neocortex [81, 82].
Recently, a change-point detection procedure to detect
changes in the spiking activity of neurons has been pro-
posed [83]. In this section, we check the ability of the
LCH method to detect the phases of motion governed by
the OU process.
Figure 5 shows an example of such intermittent trajec-
tory, the weighted LCH diameter Sd(n) with the window
size τ = 10 applied to this trajectory, and the recognition
score for both the diameter-based and the volume-based
classifications. The results are similar to that shown in
Fig. 2 for intermittent Brownian motion. When k is get-
ting smaller, the OU process becomes close to Brownian
motion, and the recognition scores are reduced (symbols).
The TA MSD discriminator shows poorer performance
(Fig. 5e).
E. Brownian motion and exponential flights
In order to test the efficiency of the LCH method in
detection of change points between phases with distinct
distributions of increments, we consider an intermittent
process, alternating a “slow” phase of planar Brown-
ian motion (with D = 1/2) and a “fast” phase of two-
dimensional exponential flights. In the “fast” phase, an
increment at each time step was generated independently
from the others as (r cos θ, r sin θ), with the exponential
distribution of flight length r (with the mean length ℓ)
and the uniform distribution of angle θ. In other words,
Gaussian increments (in the “slow” phase) are just re-
placed by such exponentially distributed increments (in
the “fast” phase).
Figure 6 shows an example of such intermittent trajec-
tory, the weighted LCH diameter Sd(n) with the window
size τ = 10 applied to this trajectory, and the recognition
score for both the diameter-based and the volume-based
classifications. The results are similar to that shown in
Fig. 2 for intermittent Brownian motion. The second
choice of the mean flight length, ℓ =
√
2, ensures that the
variances of exponential flights and of Gaussian jumps are
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FIG. 5: (Color online) Model 4 (a) A single trajectory of planar motion, alternating a “slow” phase (k = 0.1, dark blue)
and a “fast” phase (k = 0, light green), with D = 1/2 and the mean phase duration T = 100. Circle and square indicate the
starting and ending points. (b) The weighted LCH diameter Sd(n) with the window size τ = 10 applied to this trajectory.
Pink shadow highlights the false classification zones. Dashed horizontal line shows the empirical mean Sd over that trajectory.
(c,d,e) Recognition score R of the diameter-based discriminator Sd(n) (c), the volume-based discriminator Sv(n) (d), and the
TA MSD-based discriminator (e) as a function of the mean phase duration T . Lines show the results for the case k = 1 with
three noise levels σn: 0 (blue solid), 0.5σ (red dashed), and σ (gray dash-dotted) (σ being the empirical standard deviation of
increment calculated for each trajectory). Symbols correspond to the case k = 0.1 with the same levels of noise σn: 0 (circles),
0.5σ (crosses), and σ (triangles).
equal. In this case, two phases differ only in the distri-
bution of increments (Gaussian versus exponential). Al-
though these two distributions are relatively close (e.g.,
both distributions prohibit very large increments), the
achieved classification is reasonably good. The perfor-
mance of the TA MSD discriminator is comparable to
that of the LCH for small noises but is reduced signifi-
cantly for a larger noise.
We emphasize that our realization of exponential
flights is different from the run-and-tumble model of bac-
teria motion, in which case a walker performs a ballistic
motion for a random time and then undergoes random
rotations [27, 28]. We expect that the recognition score
would be even higher for the run-and-tumble motion (as
compared to our model) because two phases are geomet-
rically more distinct.
F. Surface-mediated diffusion
In many biological and chemical applications, particles
can adsorb to and desorb from the surface and thus alter-
nate between bulk and surface diffusions. For instance,
this so-called surface-mediated diffusion has been sug-
gested as an efficient search mechanism for DNA-binding
proteins [31–34]. The statistics of durations of bulk and
surface phases plays an important role, in particular, in
predicting the mean first passage times [51–54]. For this
reason, we test the LCH method on the surface-mediated
diffusion inside a three-dimensional sphere of radius R.
The particle starts from the origin of the sphere and un-
dergoes Brownian motion in the bulk with diffusion coef-
ficient D3d, until the first arrival onto the surface. From
this moment, the particle adsorbs to the surface and dif-
fuses on the surface with the diffusion coefficient D2d.
The surface diffusion occurs during a random exponen-
tially distributed waiting time (with the rate λ). After
desorption, the particle is ejected into the bulk to the
distance a = 0.05R from the boundary and then resumes
its bulk diffusion. Here we consider the equal diffusion
coefficients D2d = D3d = 10
−3.
Figure 7 shows an example of such intermittent trajec-
tory, the weighted LCH diameter Sd(n) with the window
size τ = 10 applied to this trajectory, and the recognition
score for both the diameter-based and the volume-based
classifications. The significant difference of the surface-
mediated diffusion as compared to the earlier considered
models of intermittent processes is that the bulk phase
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FIG. 6: (Color online) Model 5 (a) A single trajectory of an intermittent process, alternating a “slow” phase of planar
Brownian motion (with D = 1/2, dark blue) and a “fast” phase of two-dimensional exponential flights (with ℓ = 3, light green),
of the mean phase duration T = 100. Circle and square indicate the starting and ending points. (b) The weighted LCH
diameter Sd(n) with the window size τ = 10 applied to this trajectory. Pink shadow highlights the false classification zones.
Dashed horizontal line shows the empirical mean Sd over that trajectory. (c,d,e) Recognition score R of the diameter-based
discriminator Sd(n) (c), the volume-based discriminator Sv(n) (d), and the TA MSD-based discriminator (e) as a function
of the mean phase duration T . Lines show the results for the case ℓ = 3 with three noise levels σn: 0 (blue solid), 0.5σ
(red dashed), and σ (gray dash-dotted) (σ being the empirical standard deviation of increment calculated for each trajectory).
Symbols correspond to the case ℓ =
√
2 with the same levels of noise σn: 0 (circles), 0.5σ (crosses), and σ (triangles).
duration is not an exponentially distributed random vari-
able, it is determined by the statistics of first arrivals onto
the surface. In turn, the duration of surface diffusion can
be controlled by the desorption rate λ. Given that the
mean surface duration is 1/λ, we formally set T = 1/λ.
This distinction explains new features in the recogni-
tion scores shown in Fig. 7c,d. First, one can see that
the volume-based discriminator greatly outperforms the
diameter-based one. This is not surprising because the
volume of the LCH is much more sensitive to the dimen-
sionality reduction than the diameter. Second, in both
cases, the recognition score does not grow monotonously
with the mean phase duration T . In fact, the mean du-
ration of the bulk phase, (R2 − (R − a)2)/(6D), is fixed
(and equal to 16.25 in our example), whereas the mean
duration of the surface phase is progressively increased.
As a consequence, as T grows, it becomes more difficult
to detect the short bulk phases that results in the de-
crease of the recognition score. A similar behavior can be
seen in Fig. 10 for intermittent Brownian motion (Model
1) when the durations of two phases differ significantly.
Note also that the impact of noise is stronger than in
other cases. The performance of the TA MSD discrimi-
nator is good but poorer than that of the volume-based
estimator. This good performance is explained by the
fact that the change in dimensionality from three dimen-
sions to two dimensions also reduces the MSD from 6Dt
and 4Dt that is captured by TA MSD estimator.
IV. DISCUSSION
The numerical validation has shown that the LCH
method can detect change points between the phases that
differ either by amplitudes of increments, or by the pres-
ence of drift, or by auto-correlations between increments,
or by distribution of increments, or by dimensionality
of the explored space. Moreover, the method is robust
against noise due to the integral-like nature of the LCH-
based estimators. In this section, we discuss the choice of
the parameters, several limitations and future improve-
ments of the method.
A. Parameters of the method
Although the LCH method is model-free, there are two
parameters to be chosen: the window size τ and the
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FIG. 7: (Color online) Model 6 (a) A single trajectory of surface-mediated diffusion in a three-dimensional sphere of radius
R = 1, alternating bulk diffusion (light green) and surface diffusion (dark blue), with D2d = D3d = 10
−3 and λ = 10−2. Circle
and square indicate the starting and ending points. (b) The weighted LCH diameter Sd(n) with the window size τ = 10 applied
to this trajectory. Pink shadow highlights the false classification zones. Dashed horizontal line shows the empirical mean Sd over
that trajectory. (c,d,e) Recognition score R of the diameter-based discriminator Sd(n) (c), the volume-based discriminator
Sv(n) (d), and the TA MSD-based discriminator (e) as a function of the mean duration of the surface phase T = 1/λ. Three
curves correspond to three noise levels σn: 0, 0.5σ, and σ (σ being the empirical standard deviation of increment calculated
for each trajectory).
threshold Sd (or Sv) used for the binary classification.
Let us discuss the choice of these parameters in more
detail.
Throughout Sec. III, we set τ = 10. Figure 8 shows the
effect of the window size τ on the recognition score R for
intermittent Brownian motion (Model 1) with D1 = 1/2,
D2 = 2, and the mean phase durations T1 = T2 = 40.
First, one can see that the recognition score as a func-
tion of τ is not monotonous, i.e., there is an optimal win-
dow size τc that maximizes the recognition score. This
optimality results from a compromise between the reac-
tivity and the robustness of the method. In fact, the
LCH contains too many points at large τ that leads to
larger delays between actual and detected change points
and thus increases the fraction of false classifications. In
turn, when τ is too small, the method is reactive (delays
are short) but also too sensitive to stochastic fluctua-
tions within one phase; as a consequence, the fraction
of false classifications is also higher due to spontaneous
crossings of the discriminator Sd(n) (or Sv(n)) of the
mean level Sd (or Sv). This latter effect is drastically en-
hanced in the presence of noise (see how the curves with
larger noise levels σn are diminished at short τ). As a
consequence, the optimal window size τc is increased for
noisier data. Clearly, the τc should also depend on the
phase duration. One cannot therefore choose the optimal
window size without a priori knowledge about the noise
and phase durations. In practice, the range 5 ≤ τ ≤ 10
seems to be the reasonable choice of the window size.
Note that the recognition score versus τ for the intermit-
tent fBm (Model 3) exhibits very similar behavior (not
shown).
The second parameter of the method is the threshold
Sd (or Sv) that is used to distinguish “slow” and “fast”
phases. Without prior knowledge about the process, we
chose the arithmetic mean of the discriminator Sd(n) (or
Sv(n)) over the trajectory as the threshold. However,
this choice is not necessarily optimal. For instance, one
could use another mean (e.g., quadratic or harmonic),
or set the threshold to be proportional to the mean, or
choose another function or constant. In order to justify
this empirical choice, we consider a receiver operating
characteristic (ROC) curve for both diameter-based and
volume-based discriminators. For this purpose, we com-
pute the true positive rate (the fraction of “fast” phase
points that were identified as “fast”) and the false pos-
itive rate (the fraction of “slow” phase points that were
identified as “fast”) by varying the threshold from the
minimal to the maximal value of the discriminator Sd(n)
(or Sv(n)). Figure 9 shows the ROC curves for six con-
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FIG. 8: (Color online) Effect of the window size τ on the
recognition score R for intermittent Brownian motion (Model
1) with D1 = 1/2, D2 = 2, and the mean phase durations
T1 = T2 = 40. (a) The diameter-based discriminator Sd(n);
(b) the volume-based discriminator Sv(n). Four curves cor-
respond to four noise levels σn: 0, 0.5σ, σ, and 2σ (σ being
the empirical standard deviation of increment calculated for
each trajectory).
sidered models and for two discriminators at the mean
duration time T = 40. An ideal discriminator would
yield the true positive rate at 1 and the false positive
rate at 0 (the left upper corner), whereas a random dis-
criminator would fill the diagonal. The threshold at the
minimal value of the discriminator classifies all points as
belonging to the “fast” phase (as Sd(n) ≥ minn{Sd(n)})
that corresponds to the right upper corner. Similarly,
the threshold at the maximal value of the discriminator
classifies all points as belonging to the “slow” phase (as
Sd(n) ≤ maxn{Sd(n)}) that corresponds to the left lower
corner. The intermediate thresholds yield a concave ROC
curve lying above the diagonal. The diamond symbols in-
dicate the threshold at the mean value Sd (or Sv) that
we suggest and use in this paper. One can see that this
value is the closest to the left upper corner and thus the
optimal choice, at least for the considered models and
sets of parameters.
The choice of the threshold is related to another impor-
tant question about the choice of the LCH-based geomet-
ric property as the discriminator. The local convex hull
captures changes in the mutual arrangment of points, in
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FIG. 9: (Color online) Effect of the threshold on the recogni-
tion quality for six models (following the enumeration at the
beginning of Sec. III), for the diameter-based discriminator
(top 6 plots) and the volume-based discriminator (bottom 6
plots). The left lower corner and the right upper corner cor-
respond to the threshold at the maximal and the minimal
values, whereas diamonds indicate the mean value Sd (or Sv)
used as the threshold throughout the paper. Legend of six
curves on each plot is the same as in Figs. 2, 3, 4, 5, 6, 7
for the recognition score (three levels of noise and two sets of
model parameters, except for the Model 6).
a somewhat similar way as our eyes do. The diameter
and the volume are the basic geometric characteristics of
the LCH that reflect, respectively, the overall size and
anisotropy of points. Although these characteristics ap-
pear to be natural, one can use any function of these (or
other) characteristics as well. It is still unclear what is
the optimal function of the local convex hull to distin-
guish between two phases. In other words, among all
possible functions of the LCH, which one would yield the
highest recognition score. We expect that the optimal
choice that maximizes the recognition score, depends on
the stochastic model of both phases.
B. Phase durations
In all examples studied in Sec. III (except for surface-
mediated diffusion), phase durations were chosen as inde-
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pendent exponentially distributed random variables with
equal mean phase durations: T1 = T2 = T . This means
that all phases have distinct but similar durations, whose
average and standard deviation are equal to T .
When two phases have significantly different durations,
the detection of the shorter phase can be problematic. To
illustrate this point, we consider again the intermittent
Brownian motion (Model 1), in which one phase dura-
tion is kept fixed, whereas the other phase duration is
variable (in contrast to earlier figures, here the phase du-
rations are fixed, not exponentially distributed). Figure
10 shows the recognition score as a function of T2/T1,
with fixed T1 = 40. Solid line corresponds to the case,
in which the first phase is “slow” and the second phase
is “fast”. As the duration of the fast phase increases, its
points start to dominate in the geometric properties of
the LCH, and thus to shift the threshold Sd (or Sv) to
higher values. As a consequence, the detection of shorter
slow phases becomes more difficult, and the recognition
score decreases. In the opposite case when the first phase
is “fast” and the second phase is “slow” (dashed line),
the situation is slightly different. One can see that the
recognition score first increases and then decreases. We
conclude that short “slow” phases are on average more
difficult to detect than short “fast” phases. In both cases,
the method is incapable of detecting the phases shorter
than or comparable to the window size τ , which in turn
should not be smaller than 5− 10 steps.
If we assume that there are no phases shorter than
some T0 (≈ 10 − 20), any shorter phase detected by the
algorithm can be attributed to a spontaneous crossing
of Sd(n) (or Sv(n)) of the mean level. The recognition
quality can thus be improved by re-classifying such in-
appropriate phases. For instance, if a too short slow
phase is detected between two fast phases, the slow phase
can be re-classified into the fast one, i.e., these three
consecutive phases are merged and classified as a single
fast phase. This post-processing correction is particu-
larly important when one aims at getting the statistics of
slow and fast phase durations. In fact, a spurious short
slow phase of the above example cut a long fast phase
into two shorter pieces and thus significantly affected the
statistics of phase durations. For a better performance,
such post-processing corrections or more elaborate sta-
tistical techniques (such as an estimation of likelihood
of short phases) need to be elaborated and tested on an
application-specific basis. Note also that even if the cor-
rected short phase was not spurious (and thus the correc-
tion was erroneous), the correction may still improve the
overall recognition score, as it eliminates two false clas-
sifications related to the delays. We emphasize that this
correction procedure has not been used in this paper.
V. CONCLUSION
We introduced a new model-free local convex hull
method for detecting change points in a single-particle
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FIG. 10: (Color online) Effect of unequal phase durations
for planar Brownian motion alternating “slow” and “fast”
phases (Model 1). Recognition score R of the diameter-based
discriminator Sd(n) (a) and the volume-based discriminator
Sv(n) (b) as a function of the second phase duration T2 while
the first phase duration T1 is kept fixed: T1 = 40. Solid line:
the first phase is “slow” (D1 = 1/2), the second phase is “fast”
(D2 = 2); dashes line: the first phase is “fast” (D1 = 2), the
second phase is “slow” (D2 = 1/2).
trajectory. The LCH is constructed on a small number
of consecutive points of the trajectory and thus reflects
the dynamics locally. In this way, the trajectory is trans-
formed into two time series, the diameter and the vol-
ume of the LCH along the trajectory. These time series
are then used for a binary classification into “slow” and
“fast” phases.
The LCH method was validated on six common models
of intermittent processes: Brownian motion with two dif-
fusivities, Brownian motion with and without drift, frac-
tional Brownian motion with different Hurst exponents,
Brownian motion with and without harmonic potential,
Brownian motion and exponential flights, and surface-
mediated diffusion. For all these models, we computed
the recognition score R as the fraction of successfully
classified points. We showed that R grows with the mean
phase duration and reaches the values as high as 90% at
T = 100 when two phases were quite distinct. We ana-
lyzed how distinct two phases should be for a robust clas-
sification. We also showed that, due to the integral-like
character of the LCH, the method is much more robust
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against noise than conventional methods such as, e.g.,
time averaged mean square displacement. In particular,
the TA MSD discriminator has outperformed the LCH
discriminators only in the case of two alternating Brow-
nian motions and only without noise. In all other cases,
the performance of LCH estimators was much higher.
The LCH method, being based on purely geometric fea-
tures of the trajectory, can be applied to a wide range of
relevant intermittent processes such as animal foraging,
active/passive motion in the cell or motion exhibiting a
change in dimensionality. The LCH method also has the
potential to be successfully applied to detect changes in
instantaneous firing rates in neurons.
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Appendix A: Some properties of the convex hull
The convex hull of points of a random trajectory is
a highly nontrivial geometric functional of this trajec-
tory. Here we summarize several rigorous results for both
Brownian motion and simple random walk.
Takacs showed that the mean perimeter of the convex
hull of standard Brownian motion Wt in the plane is
E{vol1(Conv(Wt))} =
√
16πDt, (A1)
whereas El Bahir obtained the mean area [84, 85]
E{vol2(Conv(Wt))} = πDt. (A2)
More general results for a standard Brownian motion Wt
in Rd read [86]
E{vold(Conv(Wt))} = (πDt)
d/2
Γ(d/2 + 1)2
, (A3)
E{vold−1(Conv(Wt))} = 2(4πDt)
(d−1)/2
Γ(d)
. (A4)
Extensions to a set of n Brownian paths have been pro-
vided in [85]. The perimeter of the planar convex hull in
the case of confinement to a semi-infinite domain presents
nontrivial behavior as a function of distance from the
starting point to the boundary [87].
These formulas are exact for continuous Brownian mo-
tion. However, experimental trajectories are discretized
so that Eqs. (A3, A4) can only be valid asymptotically
when the number of points in the convex hull is large. In
turn, our LCH estimators are based on a relatively small
number of points, and Eqs. (A3, A4) are thus not appli-
cable. Spitzer and Widom considered a two-dimensional
discrete random walk, modeled as a sum of independent
random variables in the complex plane, and derived the
average perimeter of the related convex hull [88],
〈LN〉 = 2
N∑
k=1
E(|xk + iyk|)
k
(A5)
(here xk+iyk is the position of the walker in the complex
plane after k steps), with the concentration inequality
[91]
P{|LN − 〈LN 〉| ≥ ε} ≤ 2 exp
(
− ε
2
8π2N
)
. (A6)
Some other properties were reported in [91]. The asymp-
totic behavior of the mean perimeter and the mean area
of the convex hull over planar random walks was investi-
gated in [89]. The obtained formulas are even applicable
to a moderate number of jumps that makes them suit-
able for the analysis of the local convex hulls. The dis-
tributions of the area and of the perimeter of the convex
hull were computed numerically by a sophisticated large-
deviation approach in [90]. The properties of the convex
hull of Gaussian samples and of d-dimensional fractional
Brownian motion were analyzed in [92, 93].
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