The Tactical Decision Problem (TDP) associated with oil spill clean up operations prescribes the time-phased allocation of available components over the planning horizon so that the clean up requirement at each critical time point is met. The objective is to minimize response time to allow for the most effective clean up possible. In this paper, we formulate the TDP as a general integer program.
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INTRODUCTION
In recent years a number of catastrophic oil spills have gained public attention due to their potential ecological impact, demonstrating the need for effective response management. Texas' Gulf region is particularly vulnerable to oil spills. The United States (U.S.) now imports over half of the crude oil it uses and about two thirds enters through these waters, the lion's share through the Galveston Bay Area (GBA). In 1990 Texas was the nation's oil spill leader, the location of 11 of the 50 largest spills [Pope (1991) ]. Some of the world's largest spills have occurred in the area including the 1991 Megaborg spill. The incidence of oil spills increases with the level of traffic, since many spills result from collisions between tankers and/or barges. In addition, a number of environmentally sensitive regions in the GBA, including fisheries and wildlife preserves, must be protected through effective response.
The purpose of this paper is to present a model which prescribes effective response to an oil spill. Because of its heavy traffic and environmentally sensitive regions, the GBA is the focus of this study. In the following subsection we describe the problem setting and current response practices. A succinct statement of the problem follows. We then review relevant literature and give a summary of the method of approach. Finally, we present an overview of the paper.
Problem Setting and Current Response Practices.
The systems approach to oil spill response includes three levels of decision making -strategic, tactical and operational. At the strategic level, components (i.e., equipments, materials, and personnel) must be pre-positioned to allow a timely response. Strategic planning involves determining locations for storing resources and the quantities and types of resources to be stockpiled at each location so that adequate capability is provided to deal with the range of oil spills that are likely to occur over a specified planning horizon. Decisions made at the strategic level thus impose constraints on those that must be made at the tactical and operational levels.
The tactical level involves prescribing response systems for a specific oil spill that has occurred and involves decisions such as which components to dispatch, how many, and when. Decisions at the tactical level are predicated on the strategic plan which prepositions components. This paper addresses the Tactical Decision Problem (TDP) involved in oil spill response.
The operational level deals with effective clean up of an oil spill over time. Operational decisions determine exactly how to utilize the response systems prescribed by the tactical level.
Spill response occurs within a complex environment that requires time-phased deployment; it must deal with legal constraints and the interests of various political entities as it attempts to minimize damage to the ecology and to the quality of human life. The Oil Pollution Act of 1990 (OPA-90) designates the Department of Transportation as the lead government agency, with the U.S. Coast
Guard having authority to make final on-site decisions regarding the acceptability of response. The party responsible for a spill is obligated by OPA-90 to effect a clean up that meets with Coast Guard approval.
Spill response is dictated by three factors: the type of oil (for example, heavy crude oil, light oil, etc.); the amount of oil; and the spill conditions which are described by temperature, prevailing wind and weather conditions (which affect wave height and current direction), and proximity to ecologically sensitive areas. Four common methods are used in clean up operations: (1) mechanical systems to contain and recover the oil, (2) chemical dispersants, (3) burning, and (4) bioremediation. Depending on prevailing spill conditions, a combination of these methods may be used. However, due to the proximity of environmentally sensitive regions, mechanical systems are most often used in the Galveston Bay Area.
Components may be equipments such as boom which is used to contain the spread of oil, skimmers which are used to recover oil, and barges which transport the recovered oil to disposal sites.
However, components by themselves have no clean up capability; they must be combined to form a component system which does. For example, a component system could consist of a length of, say, 2000 feet of boom, two pumps, a skimmer, a barge, ancillary equipment, supplies, and personnel. The number of component system types (CSTs) is determined by clean up technologies. A component system of a given type may be used to form a response system as described below. System clean up capability, measured in gallons per hour, depends upon factors such as the type of oil and spill conditions. In addition, the clean up capability of a system may degrade over time, due, for example, to oil changing consistency as it ages in water.
Timing is of critical importance in achieving effective clean up. Floating oil spreads rapidly, and a slow response may allow oil to spread over a large area so that boom could not be effective in containing it, and the slick would be too thin to permit burning or skimming. Furthermore, floating oil emulsifies as it mixes with water, forming a chocolate-colored mousse which cannot be effectively treated with dispersants. Thus, when off shore responses are delayed, as in the case of Exxon Valdez, they are likely to prove ineffective. In addition, spills close to shore may quickly reach recreational beaches, fisheries or wildlife preserves. Thus, timely mobilization is vital to assuring required response capabilities.
A variety of oil spill cleanup components owned by companies, co-operatives, government bodies, or contractors are stored at known locations for dispatching to a staging area where they can be assembled to form a response system. A response system type (RST) is a CST which is defined more specifically to include the particular locations from which each of its constituent component types is obtained and the staging area where it is composed. Several systems of a given RST may be dispatched to the spill site.
The clean up capability, measured as a gallons per hour rate that must be on site at each critical time point, is based on the type of oil, the spill discharge rate and the spill condition as legislated by OPA 90. Figure 1 depicts one scenario of cumulative clean up requirements at critical time points t = 1, ..., 5 and also shows the major events related to the spill: start of spill, spill notification, end of spill, and end of clean up activities. The duration of each time period (e.g., 6 or 24 hours) is spill specific, and critical time points need not be uniformly distributed throughout the response horizon.
We emphasize that in the TDP, the definition of an RST includes not only the types of components that compose it, but also the locations from which each component type is obtained and the staging area at which it is assembled. For example, an RST which is composed at staging area 1 by dispatching boom from location A and skimmers from location B is different from the system that is composed in the same area by dispatching boom from location B and skimmers from location C.
When a spill occurs, decision makers must first determine the number of components that are actually available at each location for use: equipment in repair and sick personnel are not available to respond.
The number of response systems that can be composed in each staging area is constrained by the finite capacity of the area. Since components may be owned by a variety of organizations and stored in diverse locations, it is important to prescribe response systems that utilize them effectively.
The response time for an RST is the duration from the time at which components are ordered from storage locations until a system can be deployed at the spill site (i.e., set up and ready to begin clean up operations). Response time consists of shipping components to the staging area, composing the system at the staging area, and deploying the system on site.
Problem Statement.
Once notice has been received that a spill has occurred, the type of oil, spill amount, and spill conditions must be assessed. With this characterization of the spill and knowledge of the locations of available components, the Tactical Decision Problem is to prescribe the number of each RST to be deployed in each time period so that, collectively, the clean up requirements specified for each critical time point are met. Each RST must be defined a priori, specifying the associated CST, the locations from which each component type is obtained, and the staging area where the RST is composed.
The objective function minimizes total response time, reflecting the current practice of expediting deployment to ameliorate environmental impact. Facilitating a rapid response is in the best interests of all parties, and the response requirements are intended to define minimum acceptable capabilities that must be on site at the critical time points. It is difficult to deal with an objective of minimizing the cost incurred by a spill, since it is typically not possible to predict the actual cost of ecological damage that might ensue. Social consciousness along with the penalties accessed in recent court cases have led to the objective of responding as quickly as possible, regardless of the cost of the response itself.
Prior Research.
To address this complex problem, prior research has focused on developing strategic and tactical management capabilities with the goal of effective oil spill clean up operations. Psaraftis et al (1986) developed a strategic model which prescribes storage locations for clean up equipment, accounting for the frequency at which oil spills occur and different possible spill conditions. Their model minimizes total cost, consisting of the fixed costs related to opening warehouses and acquiring equipment, and the estimated costs of damage as a function of spill volume and response level. Charnes et al (1976) developed a chance constrained goal programming method to assist the U.S. Coast Guard in formulating response plans for major oil spill disasters. However, their model attempts to simultaneously consider strategic and lower level decisions, thereby limiting the model to small problems. In a companion paper, Wilhelm and Srinivasa (1995) present a strategic model based on current legal requirements and operating practices and demonstrate its application on data representing the Galveston Bay Area.
Previous quantitative approaches to prescribe tactical response have been rather limited. Psaraftis and Ziogas (1985) developed a model for allocating individual components, minimizing a weighted combination of spill-specific response cost and estimated damage cost. Inputs to their model include information about the oil discharge, availability and performance of cleanup "equipment sets", and costs of transporting "equipment sets" and on-site operation.
While the Psaraftis and Ziogas model has merit, it does not deal with the current legal requirements for oil spill response. Also, while minimizing damage cost is a desirable goal, it is difficult to quantify damage cost, and recent laws give top priority to a timely response, providing predetermined response capabilities at critical time points. Furthermore, their model assumes availability of "equipment sets" and does not prescribe how they might be composed using components that are available. Thus, each equipment component is preassigned to one and only one "set", thereby reducing the ability to utilize components effectively (i.e., in different RSTs). Finally, they do not deal with staging areas.
1.4 Method of Approach. We structure the TDP by invoking several assumptions and then formulate it as a general integer program in which the decision variables prescribe the RSTs and number of each deployed at each critical time point. We define RSTs using subproblems that are specially constructed to facilitate computation. We then describe several pre-processing procedures and two types of valid inequalities giving GUB bounds on sets of RSTs.
Because general integer models of this type are known to be NP-Hard [Nemhauser and Woolsey (1988) ], we investigated heuristics for the rather large instances that would represent practical cases. In actual applications, the model would be most useful if it prescribed tactical response within short run times so that the decision maker could perform "what if" tests to explore potential alternatives. This consideration further motivates the use of heuristics.
We present two heuristics based on linear programming (LP) relaxation. Heuristic I increases lower bounds on variables by exploiting a phenomenon called "splitting" and by prioritizing variables, then rounding up fractional solution values for use as lower bounds. The procedure continues, treating variables one-at-a-time, updating the LP relaxation iteratively until an integer solution is obtained.
Heuristic II updates lower bounds according to the splitting procedure, then invokes the branch and bound routine of OSL to solve the restricted problem. Our test problems are based on data describing application in the GBA. Both heuristics prescribe good solutions within reasonable run time; Heuristic I, within a few seconds.
1.5 Organization of the Paper. The body of this paper is organized in five sections. Section 2 formulates the TDP as a general integer program. Section 3 describes a graph theoretic approach to generating feasible RSTs. Section 4 describes preprocessing methods and the two heuristics, and section 5 discusses computational evaluation. Section 6 relates conclusions.
ASSUMPTIONS AND FORMULATION OF THE TACTICAL DECISION PROBLEM
This section structures the TDP by describing specific assumptions, formulating basic relationships and summarizing notation, then presenting the model.
Assumptions.
We assume that the problem is deterministic, that an oil spill of known type and quantity has occurred at a known location, and that spill conditions have been characterized. The spill could have resulted from a variety of events, for example, a catastrophic collision. The tactical problem implicitly considers the movement of oil over time as it disperses in the water. We assume that cumulative response requirements are based on the volume and rate of oil spilled, the clean up needs that result from the particular spill conditions, and the proximity of environmentally sensitive regions.
We assume that the locations of available components are known and that, if a response system degrades to the point at which it must be taken out of service, its components cannot be used to compose another response system before time |T|. Finally, we assume that the capacity of each staging area can be adequately represented by a constraint on the area (in square feet) required to compose systems in each time period, reflecting, for example, a beach or a dock.
Formulation of Basic Relationships.
The number (or amount) of component type e stored at location m is prescribed by strategic planning. However, some components may not be available at the time of this spill, so the model designates that Aem components of type e at location m are available to respond.
The response horizon is composed of a series of time periods. By law, predetermined clean up capabilities must be provided at critical time points, t = 1, ..., T which mark the ends of the corresponding time periods (see Figure 1 ). To ensure adequate response, the tactical model requires that a response capability of ? t gallons/hour be on site by critical time point t, t e T. Thus, response requirements { ? t : t e T} are measured in terms of the cumulative clean up rate for all deployed systems.
To formulate response time, we define notation to denote component shipping time, system shipping time, staging time, deployment time, and response time, respectively. This notation is defined in Table 1 , which first defines notation used in the model. : set of em combinations used in CST p q to comprise RST q. ____________________________________________________________________________ Since components composing an RST can be obtained from different locations, the system shipping time for RST q to staging area j is the maximum of its component shipping times:
(1)
The response time for RST q is then rq = sjq + gjq + djq.
The area required by RST q during time gjq while it is being composed in staging area j, bq, must be accommodated within the capacity of the staging area, Bjt.
Once a response system is deployed, its clean up capability may degrade over time. Citq gives the clean up capability of RST q at time t if it were deployed at time i (1 ≤ i ≤ t ≤ |T|).
It may not be necessary to compose all types of response systems in a staging area before deployment; for example, a complete component system might be stored at one location. The model allows for component systems to be transported directly to the spill site and the response time for such a system consists only of deployment time. In fact, stockpiling complete component systems may be crucial to meeting clean up requirements in the early phase of a spill.
Model.
In this section, the TDP is formulated as a general integer program which prescribes the number of each RST to be used in each period, the type and number (or amount) of each component type in each RST, the locations from which each component type is dispatched, and the staging area where each RST is composed. The model prescribes response over the horizon so that the clean up requirement at each critical time point is met, availability of components is considered, staging area capacity constraints are observed, and response systems are deployed to minimize total response time.
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The objective (2) is to minimize total response time. Inequality (3) incorporates the degradation of response system capability over time and assures that the cumulative clean up requirement at any critical time point t e T will be satisfied. Constraint (4) assures that prescribed response systems utilize no more than the amount of component type e that is available at location m.
In this constraint, set Q'(emji) denotes the set of all RSTs that could respond by critical time point i from staging area j, and use component type e obtained from location m. Inequality (5) invokes the capacity limitations at each staging area. Set T'' represents a subset of critical time points in which the RSTs can be staged, and set G(j, t) represents the RSTs that could be composed in staging area j and time period t. Sets are used to allow formulation of a succinct model. Finally, constraint (6) requires that decision variables be non-negative, bounded integers. Initially, all lower bounds, ? tq, are assumed to be zero.
The TDP is a general integer programming problem. Its structure is such that both "≤" and "≥" types of constraints are present. Thus, lower bounds and feasible solutions cannot be guaranteed by a straightforward rounding of the solution to the LP relaxation.
GENERATION OF RSTs
Since an RST is defined not only by the CST that comprises it, but also by the locations from which the components are obtained and the staging area where it is composed, the potential number of RSTs can be very large and complete enumeration is impossible. Hence, we employ subproblems to generate a sufficiently large number of "attractive" RSTs based on response time criteria (for each CST we generate about 10 RSTs). These RSTs can then be used to define variables in the integer programming model. We now describe a generator to compose RSTs.
The first step is to construct a set of Response System Graphs, one for every combination of CST and staging area. Once the graph is constructed, an RST is defined by tracing a path from the starting node to the terminal node in the graph. This scheme for generating RSTs does not take into account the number (or amount) of each type of component required in an RST. Rather, it provides a graphical representation of various alternatives available to form an RST, and determines the 'cost' associated with each alternative in terms of the response time of the system. We now describe the construction of a Response System Graph. The actual feasibility of a set of response systems vis-a-vis component availability and staging area capacity is addressed by the optimization model.
Construction of the Response System
Graph. Let ? be the set of CSTs. Then, for every pair (j, p ), j e J and p e ? , define a directed graph G (j, p) = (N, A) where N is the set of nodes and A is the set of arcs. Each component type in CST p is represented as an 'echelon' in G (j, p) , and each echelon contains e-m pairs (represented by nodes) corresponding to the locations from which component type e is obtained. In addition, the graph contains two other nodes: s representing the starting node; and t, the staging area. The nodes are arranged such that all nodes (e-m pairs) corresponding to the particular component type e are placed in one echelon of the graph. The echelons are arranged in serial order, starting at node s, passing through each echelon e, and ending at node t. That is, the echelon corresponding to component type e1 occurs before the echelon associated with component type e2, and so on. The arc set is formed by linking pairs of nodes. Two nodes n and n' are linked if they belong to adjacent echelons and node n is in the echelon preceding the echelon to which n' belongs.
The arc length cnn' linking nodes n and n' (n ≠ s) is defined by the time taken to transport component type e from storage location m (represented by node n) to staging area j. Thus, cnn' = hemj.
Note that the arc length cnn' does not depend on the node to which it is directed; rather, it depends only on the node from which it emanates. Arcs emanating from the starting node have no special significance, and each is assigned an arc length zero. A set of RSTs is then described by the set of all paths in G j,p from node s to node t, where s is the starting node and t is the terminal node. The length of the longest edge on a path from node s to node t represents the shipping time for the RST associated with that path. For example, in Figure 2 , a path, say, (s)-(1, 4)-(2, 5)-(3, 6)-(t) indicates that RST q is composed at staging area j using component type 1 from storage location 4, component type 2 from storage location 5, and component type 3 from storage location 6. Since staging and deployment times are known once the CST and the staging area are fixed, we can add these times to the system shipping time to obtain the response time of the RST. Thus, the length of the longest edge from node s to node
, is the shipping time for RST q (i.e., s jq) and the total response time is given by equation (1).
We now describe the generation scheme. We know of no prior study that generates variables by minimizing the maximum arc length in a path through a generating graph.
3.2 Procedure for Generating RSTs. First, we build some background, defining terms and noting some observations. G(N, A) is a directed graph, S (S ⊂ B n ) is the set of all feasible paths from node s to t in graph G and if x e S, xa = 1 if arc a lies on the path, and 0 otherwise.
Minimax Problem (MMP):
The MMP is to find a path between start and terminal nodes in G in which the length of the longest edge is minimized: MMP = min maxj { cj xj  x e S}.
Minisum Problem (MSP):
The MSP is to find a minimum-length path in G between start and terminal nodes. The MSP is MSP = min {d x  x e S}.
Since the shipping time for an RST is defined by the longest component shipping time, the problem of determining the system shipping time is equivalent to solving MMP on G (j, p) . However, solving a minimax problem is considerably harder than solving a minisum problem. Hence, we adapt a method based on the work of Jorgensen and Powell (1987) If the objective function coefficients for MMP (i.e, cj's) are unique, then the transformation (7) defines unique coefficients (dj's) for MSP as well.
Since we are interested in generating several (say, k) different RSTs for each CST p , we need to solve a k-best MMP on each G (j, p) . These k-best solutions are obtained iteratively, each time solving MMP to identify a path from s to t which minimizes the length of the longest included edge. A particular path is not repeated on successive solutions, but an objective function value might be. Proof: see the Appendix.
The Response System Generation procedure first constructs the Response System Graph G (j, p) for each CST p e ? and staging area j e J, then transforms the graph into G '(j, p) using transformation (7). The k th shortest path on G' (j, p) [e.g., found by an appropriate algorithm such as Shier (1976)] represents RST q with the k th best response time rq. We now describe two efficient solution procedures for the TDP.
SOLUTION METHODOLOGY
Since the TDP is a general integer program with no apparent structure that might be exploited, even obtaining feasible solutions is a difficult problem, and other approaches known to be effective in solving integer programs offer little help in addressing this one. Indeed, efforts to solve the TDP using IBM's general purpose OSL proved to be futile. Furthermore, prior heuristics for general integer programming problems cannot prescribe solutions to the TDP. For example, the heuristic of Kochenberger et al (1974) is not guaranteed to find feasible solutions for the TDP, since the right hand sides become negative when cast in the format required by that method. Other heuristics [e.g., Senju
and Toyoda (1968), Zanakis (1977) , and Balas and Martin (1980) ] require decision variables to be binary.
This rationale led us to develop two heuristics that rely upon the LP relaxation. Heuristic I prescribes a complete solution based on information available from the LP relaxation. Heuristic II uses the LP relaxation to tighten bounds on decision variables, then branch and bound to find an optimal solution that is conditioned on these bounds. Before describing the two heuristics, we present several bounding and preprocessing procedures that facilitate solution.
Bounding And Preprocessing Procedures. We derive expressions for valid upper bounds on
sets of integer variables related in GUB-type constraints. We also devise specialized pre-processing procedures to apply blatant infeasibility checks and develop a goal programming formulation for the TDP.
Upper bounds for CST p . An upper bound on variables representing RSTs that utilize CST p
is given by the maximum number of component systems of type p that can be formed over the response horizon. We now derive such an upper bound using the following notation: 
We now derive bounds on the number of response systems of type q.
Upper bound for RST q. RST q is composed of CST p q and is defined uniquely by the staging area at which it is composed and the locations from which each constituent component type is obtained, so the number of systems of type q is limited by (em) combinations. The bottleneck (em) combination is the one which allows the fewest response systems to be formed (i.e., the em e EM(q) yielding the minimum ratio Aem / q e n π 17) and gives UB q, an upper bound on the number of response systems of type q that can be used over the planning horizon:
These bounds can be incorporated by appending inequality (9) to the TDP.
Pre-processing Procedures. First, we present a simple check for blatant infeasibility. Since µ iq represents an upper bound for decision variable Siq (see (6)), if
holds for any t e T, the problem is infeasible. This check is especially useful for the initial time periods when the set R(t) is small (i.e., few response systems can be deployed fast enough to respond in early time periods) so the condition is easy to verify.
A second preprocessing method uses reduced costs to fix variables at their lower bounds [e.g., see Balas and Martin (1980) ]. Finally, slacks corresponding to the requirement constraints can be incorporated in the objective function to obtain a formulation for the TDP analogous to goal programming. This is useful, since the slacks can be expected to stabilize the model so that the objective function makes continuous, gradual changes rather than discontinuous jumps [Williams (1978) ]. Slacks should have large objective function coefficients to penalize under achievement of requirements. Each slack may be viewed as a sub-contractor that offers a high performance RST at very high cost (relative to the set of actual RSTs). This device guarantees that a mathematically feasible, albeit costly, solution is always possible, but is not intended to imply that such sub-contractors actually exist.
Heuristic I.
Heuristic I starts by optimizing the LP relaxation of the TDP and judiciously sets lower bounds on certain variables in an iterative fashion, resulting in a "good" feasible solution. The next two sections describe techniques used to select the variables whose lower bounds will be iteratively increased by rounding fractional values obtained by the LP relaxation.
Rounding Procedure Based on Response Splitting. Lower bounds can be set by exploiting "response system splitting". Since the clean up capability of a response system degrades over time, LP solutions typically prescribe splitting, whereby the same RST is deployed at different time points, each time at a fractional level, but such that all fractional values sum exactly to an integer. For example, 1.2 units of RST 1 might be deployed in period 1, 0.7 units in period 2, and 1.1 units in period 3, so that these fractional values sum exactly to an integer (i.e., 3.0). Splitting means that the lower bounds on variables representing the deployment of RST 1 can be set to 1.0 at these three time points (for example) without violating feasibility vis-a-vis resource availability (i.e. constraints (3) and (4) given priority, so bounds for some variables related to later time periods may not be increased.
In the above example, the procedure will increase the lower bound of the variable representing the deployment of system 1 in period 1 to 2.0 ( ? 11 = 2.0); that of the variable representing deployment in period 2 to 1.0 ( ? 12 = 1.0); and that of the variable representing deployment in period 3 remains at 0.0 ( ? 13 = 0.0). This approach is greedy, since we deal with each time period in T S only once. The bounds tend to force response in earlier time periods.
Rounding Procedure Based on Priority Index. Of course, it may be that no splitting is prescribed by the LP relaxation. In such a case, our method increments lower bounds for variables selected according to priority indices, which are similar to the 'effective gradients' of Kochenberger, et al (1974) . However, the priority index makes use of the contribution that a system makes to total clean up capability, instead of its contribution to the objective function. viq, the priority index for variable Siq, is the ratio of cumulative clean up capability provided by RST q to the portion of available resources required. That is, viq (i e T, q e R(i)) is given by
The numerator indicates the cumulative capability that RST q would contribute if deployed in period i. The first term in the denominator describes the portion of available components required by RST q (from inequality (3)), and the second term indicates the portion of available staging area capacity needed by RST q (from inequality (4)). This ratio has no straightforward intuitive interpretation but has proven to work effectively in our tests. HEURISTIC I:
Step (1) Solve the LP relaxation of TDP.
Step (2) For each Siq that has integer value in the LP solution, set ? iq = Siq * .
Step (3) Invoke Procedure SPLIT.
Step (4) Invoke Procedure PRIORITY.
Step (5) Repeat steps (1) through (4) until a feasible solution is found.
Heuristic II. This method uses
Steps (1)- (3) to tighten variable lower bounds and then invokes OSL's branch and bound routine, which uses the lower bounds { ? iq} from Steps (2)-(3). While OSL's branch and bound routine fails to find a feasible integer solution for most problem instances in reasonable time, we have found through empirical tests that Steps (2) and (3) restrict the range of values for variables, yielding instances that can often be solved in acceptable times.
COMPUTATIONAL EVALUATION OF THE TWO APPROACHES
Our test problems are based on actual data representing the GBA; Table 2 itemizes primary characteristics. Response requirement scenarios { ? t : t e T} are specified in Table 3 ; each reflects a different spill defined by the type of oil, volume, and spill characteristics. Figure 3 depicts the GBA, including six storage locations and two areas that might be used for staging. 1  8  5  8  5  5  3  2  35  40  15  18  7  6  3  75  80  25  22  12  12  4  100  120  35  38  15  18  5  200  200  45  45  20  20  6  25  27  7  30  32  8  35  35  9  40  38  10 45 45 ____________________________________________________________ For Problems 1_11 1_21 2_11 2_21 3_11 3_21 (See Table 4 
We defined three "base" cases and four variations of each, representing the combinations of two response scenarios and two component availabilities. Each base case was defined by a particular combination of the numbers of RSTs, critical time points, components, storage locations, and staging areas as shown in Table 4 . Consequently, each case has a unique number of rows and columns. Four problems were created from each base case by taking different combinations of two factors: response scenario { ? t : t e T} and component availability (Aem). tdp1_11  42  5  31  6  2  1  107  138  1  1   tdp2_11  90  5  30  6  2  3  143  294  1  1   tdp3_11  60  10  30  5  2  5  164  372  1  1   tdp1_12  42  5  31  6  2  1  101  132  1  2   tdp2_12  90  5  30  6  2  3  143  283  1  2   tdp3_12  60  10  30  5  2  5  164  360  1  2   tdp1_21  42  5  31  6  2  2  107  138  2  1   tdp2_21  90  5  30  6  2  4  143  294  2  1 Problem  Number   Problem Size  Problem Parameters   tdp3_21  60  10  30  5  2  6  164  372  2  1   tdp1_22  42  5  31  6  2  2  102  131  2  2   tdp2_22  90  5  30  6  2  4  135  277  2  2   tdp3_22  60  10  30  5  2  6  158  353  2  2  1 see Table 3   Table 5 gives the response capability of each CST in Base Case I as it degrades over time (i.e., Citq values) as estimated by experienced specialists. Because of the sizes of these problems, we are not able to provide all parameters (e.g., Aem) in a compact, tabular form. However, the MPS data files can be obtained from the authors.
Table 5: Component System Degradation over Time
To illustrate the base cases, we describe one in detail. In Base Case 1, denoted tdp1_, we considered 6 locations at which 31 component types are stored and identified 9 CSTs which we used to generate a total of 21 RSTs, all using one staging area. By specifying a second staging area for composing the RSTs, the number of RSTs was doubled. The planning horizon consists of five time points (|T| = 5). Problem tdp1_12 denotes Base Case 1 in combination with the first spill scenario and the second component availability level.
Care has been taken to assemble data to represent actual application. Lee et al (1993) note that test problems such as these should be "given priority" over randomly generated problems, "since they are most likely to represent algorithm performance in practice". Table 5 displays results obtained by applying the heuristics to each test problem; both were successful in finding "good" solutions quickly. Indeed, the heuristics found the optimal solution for each of the four problems related to Base Case 1. Overall, both heuristics found the same solution value for 4 problems while Heuristic I found a better solution for 4 and Heuristic II found a better solution for the remaining 4. Results from OSL's Branch and Bound (B&B) routine are also shown in Table 6 . To solve each problem, OSL was initialized using the best heuristic solution as a bound. The B&B routine prescribed the optimal solution to each of the four problems related to "base" case 1 but failed to identify any feasible solution for 3 of the 12 test problems within 300 seconds. B&B found a feasible, but not good, solution within 300 seconds for each of the remaining 5 problems. Table 6 gives the tactical response prescribed for problem tdp1_11 in time period 1. Columns indicate the time period, the staging area at which the RST is composed, the type of CST that composes the RST, the number of each RST prescribed, the clean up capability of an RST of the type indicated, the component types that comprise the CST, the quantity of each component type required by the CST, and the locations from which each component type is drawn to compose the RST. The prescribed response demonstrates model output that can be used as a decision support aid by decision makers in the field to facilitate a co-ordinated, timely and effective response. Table 7 shows that the model prescribes four RSTs, all based on a single CST (i.e., SKIM_1), co-ordinating response by drawing components from different storage locations and/or using different staging areas. The response meets time-phased clean up requirements. The capabilities (in Gallons/hour) prescribed to meet the clean up requirements of 8000, 15000, 25000, 35000, and 45000 (see scenario 3 of Table 3 ) for the five critical time points are 8730, 15430, 27220, 37410, and 45090 (the degradation of capabilities was considered in computing the prescribed response capabilities and only the capability prescribed for time period 1 is tabled).
These results allow us to characterize problem instances for which each solution method is best suited. Base Case 1 involved a family of "dominant" RSTs which were able to effectively meet response requirements { ? t : t e T}. Heuristics I and II prescribed solutions with essentially equal values for the associated four problems, but Heuristic I required much less run time to do so.
When no subset of RSTs is dominant (i.e., RSTs have similar capabilities), the bounding procedures incorporated in Heuristic II may be unable to efficiently fathom nodes in the search tree so that Heuristic I may be preferred.
Another characterization of problem instances that can affect the performance of the heuristics is the rate of degradation of response systems. A faster rate may force Heuristic I to include a larger "greedy" component in its solution, leading to a wider gap between the LP optimum and the IP heuristic solution values. Since the clean up capabilities of response systems degrade over time, LP solutions satisfy response requirements but tend not to deploy response systems in advance of the critical time points. This property manifests itself by "splitting" response systems in the LP solutions, causing a portion of the response system to be "conserved" for future use.
On the other hand, the heuristics force the variables representing early deployment of response systems to assume integer values in a greedy manner. The "gap" between the LP optimum and the heuristic solution value is thus largely a result of the greediness of the heuristics in forcing an integer response.
CONCLUSIONS
This paper describes the modern Tactical Decision Problem associated with oil spill clean up and presents a general integer program to prescribe an optimal response, facilitating an effective clean up. Our study focused on the particular aspects of the TDP found in the Galveston Bay
Area. We expect that most aspects of response planning are common to all areas so that the model described in this paper could be applied, or readily adapted for application, in other areas
[for details see Code of Federal Regulations (1994) ]. Each area may have a unique set of characteristics that affect spill response; for example, the GBA is rather warm so that oil slicks tend to evaporate quickly, but areas in Alaska encounter different problems due to icy water.
However, the differences of which we are aware can be represented by input data and would not require changes to the model itself.
While our model appears able to deal with any type of spill from any source, we expect that it would find most widespread application to spills that involve medium-to-large amounts of oil, since small spills can typically be handled easily by components stored at the site and need not entail systemic response. However, the amount spilled is not the only measure to consider; for example, even a small spill may present serious problems if it is confined to a shallow body of water or if it is a refined oil such as No. 2 fuel oil.
The model takes into account the fact that the performance of response systems may degrade over time and prescribes time-phased response so that clean up requirements are met at all critical time points. The model could be invoked periodically to revise response in light of unexpected changes or to take into consideration any improved estimates of spill-specific information (e.g., spill discharge rate) as it becomes available. Random events that lead to significant changes in spill conditions (e.g., changes in wind and weather conditions) can also be addressed by invoking the model to update planned response, revising ? t, Aem, and Bjt parameters to reflect the response systems already on site and any components in transit.
The two heuristics proposed in this paper prescribed "good" solutions quickly on all test problems, which represent spill scenarios that could occur in the GBA. Heuristic I is preferred, however, since it has polynomial time complexity and Heuristic II does not.
This solution approach could be applied as a decision support aid in prescribing time-phased response to an oil spill. The model can also be used as a planning tool to evaluate the policies by which clean up is conducted. For example, test problems demonstrate application to evaluate alternative response scenarios and could be used in contingency planning to establish required response scenarios or to evaluate the ability of the system to respond to certain types of spills at selected risk points. In addition, test problems demonstrate application to evaluate system-wide response capability and could be used, for example, to assess the need to require contractors to provide minimum levels of component availability to assure adequate response capability.
This paper structures the modern TDP, which has attracted little attention, incorporating salient aspects. It integrates several innovative, problem-specific techniques (e.g., response system generation and splitting) in effective heuristics. By focusing attention on this problem, this paper is expected to encourage others to study the TDP, because it is important to both the and the initial assumption that ℘53 k ≠ P k is wrong. Therefore, ℘54 k = P k . QED. 1 this column records the best solution values after running OSL for some time, in some cases over 10 hours 2 optimal solution Note: (1) All times are in seconds.
(2) All runs were carried out on an IBM RISC System/6000, Model 550 machine. 
