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It is known that weak measurement can significantly amplify the mean of measurement results,
sometimes out of the range limited in usual quantum measurement. This fact, as actively demon-
strated recently in both theory and experiment, implies the possibility to estimate a very small
parameter using the weak measurement technique. But does the weak measurement really bring
about the increase of ginformationh for parameter estimation? This paper clarifies that, in a gen-
eral situation, the answer is NO; more precisely, the weak measurement cannot further decrease the
lower bound of the estimation error, i.e. the so-called CramLer-Rao bound, which is proportional
to the inverse of the quantum Fisher information.
PACS numbers: 03.65.Ta, 03.67.-a
I. SIGNAL AMPLIFICATION AND
PARAMETER ESTIMATION
The importance of quantum metrology is self-evident
in a wide area of applications such as the atomic clock
and gravitational wave detection [1]. The most sim-
ple form of this problem is to estimate an unknown
small parameter θ contained in the unitary evolution
Uˆ = exp(−iθHˆ), where the Hamiltonian Hˆ is assumed
to be known.
Among various approaches to this problem, a specif-
ically attractive one is the method based on weak mea-
surement [2], in the situation where Hˆ is an interaction
Hamiltonian and we want to estimate the interaction
strength θ. The method is briefly described as follows;
For a system H and a probe K, an interaction Hamilto-
nian Hˆ = AˆH ⊗ pˆK with pˆK the probe momentum op-
erator is given to us. (In what follows we will omit the
subscript H or K when obvious.) Also, we are allowed
to freely set a system’s initial state |i〉H and a final state
|f〉H, which are respectively called pre and post selec-
tion. Then, for a small θ, the probe position operator xˆK
satisfying [xˆ, pˆ] = i experiences a shift proportional to
the weak value 〈Aˆ〉w := 〈f |Aˆ|i〉/〈f |i〉; in fact, the mean
value is given by (see [3])
〈xˆK〉 ∝ θ · Re〈Aˆ〉w. (1)
This implies that, by choosing a nearly orthogonal pair
of |i〉 and |f〉, we obtain a largely amplified signal 〈xˆK〉,
which would give us a chance to estimate θ highly ac-
curately. This signal’s amplification technique was orig-
inally developed by Hosten et al. in an application to
detect the spin hall effect of light [4]. Also Dixson et al.
have demonstrated the detection of a slight tilt of a mir-
ror in a Sagnac interferometer [5]. Furthermore, in some
recent works [6–11] it was clarified that the amplification
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is still possible to a certain extent even when θ is not
small.
The above-described method, however, lacks a statisti-
cal viewpoint for analyzing how accurate we can estimate
the parameter θ. In other words, rather than the mean,
we should evaluate the estimation error, based on quan-
tum statistics [12–16]. Especially in our case we invoke
the theory of a one-parameter estimation described as
follows; When n independent copies of a state Sˆθ with
single parameter θ are given to us, any estimator (an
observable to be measured) Tˆ is limited in estimation
performance by the quantum Crame´r-Rao inequality
〈(Tˆ − θIˆ)2〉Sˆθ = Tr
[
Sˆθ(Tˆ − θIˆ)2
] ≥ 1
nI(Sˆθ)
. (2)
Here, I(Sˆθ) is the SLD quantum Fisher information:
I(Sˆθ) := 〈Lˆ2θ〉Sˆθ = Tr
[
Lˆ2θSˆθ
]
, (3)
where Lˆθ is a Hermitian operator called the symmetric
logarithmic derivative (SLD) satisfying the following lin-
ear algebraic equation:
∂θSˆθ =
1
2
(
SˆθLˆθ + LˆθSˆθ
)
. (4)
In this paper, we simply call Eq. (3) the Fisher informa-
tion. Equation (2) means that a state with larger Fisher
information allows us to estimate the parameter θ with
better accuracy. Actually, despite that the Crame´r-Rao
bound 1/nI(Sˆθ) generally depends on the unknown pa-
rameter θ, there have been developed some estimation
techniques to attain the equality in Eq. (2) [17, 18].
From the above discussion, we should turn our atten-
tion from the mean to the Fisher information, for evalu-
ating possible advantages of the weak measurement tech-
nique in signal amplification in the sense of parameter es-
timation. That is, our question is the following; Does the
weak measurement amplify the information for parameter
estimation, in the sense of Fisher information multiplied
by the number of copies of the state (i.e. the inverse
of the Crame´r-Rao bound)? Actually this problem has
2FIG. 1: Procedure of the postselection.
been studied by Knee et al. in [19] in a specific example
and they found that the Crame´r-Rao bound cannot be
decreased by weak measurement (and more broadly by
postselection as mentioned later). This fact leads us to
have a negative impression for the use of weak measure-
ment technique in parameter estimation problems. The
main contribution of this paper is to clarify that the an-
swer to the above question is NO; that is, we prove that,
in a general situation, the weak measurement cannot de-
crease the Crame´r-Rao bound.
Before closing this section, we make two remarks.
First, in the literature there are several works address-
ing the weak measurement in the framework of parameter
estimation, particularly with classical Fisher information
[20–23]. Second, as motivated by the previous results [6–
11], we will work on the subject without assuming that θ
is small. In this sense, the scheme is not anymore what
is based on weak measurement, rather at the heart of the
scheme is the postselection; hence the above question is a
bit modified. Note that this problem setting also discerns
our work and [19] from [20–23].
II. QUANTUM FISHER INFORMATION OF
THE POSTSELECTED STATE
We study the composition of a system H and a probe
K with initial state |i〉H〈i| ⊗ ρˆKi . This state is subjected
to the interaction Uˆ = exp(−iθHˆ), which yields
ρˆH⊗Kint = Uˆ(|i〉H〈i| ⊗ ρˆKi )Uˆ †. (5)
Again, θ is a single unknown parameter. We then con-
sider a specific state with its system component projected
onto a fixed state |f〉H, i.e., the following postselected (ps)
state (see Fig. 1):
ρˆKps =
TrH
[
(|f〉H〈f | ⊗ IˆK)ρˆH⊗Kint ]
Pr(f)
=
BˆρˆKi Bˆ
†
Tr
(
BˆρˆKi Bˆ
†
) , (6)
where Bˆ = H〈f |Uˆ |i〉H and Pr(f) is the success probabil-
ity of the postselection:
Pr(f) = Tr
[
(|f〉H〈f | ⊗ IˆK)ρˆH⊗Kint
]
= Tr
(
BˆρˆKi Bˆ
†
)
. (7)
What we are concerned with is, under the assumption
that both H and K are accessible as in the case of [4, 5],
if the postselected state (6) would contain more valuable
information than the whole state without conditioning,
(5). Hence here we can formulate our first problem; is
the Fisher information of the state (6) bigger than that
of the state (5)? In general, it is not straightforward to
calculate the Fisher information, but in the case of pure
states it is uniquely and explicitly obtained. That is,
for a pure state Sˆθ = |χθ〉〈χθ|, the Fisher information is
given by
I(Sˆθ) = 〈Lˆ2〉Sˆθ = 4
(
〈∂θχθ|∂θχθ〉−
∣∣〈∂θχθ|χθ〉∣∣2
)
,
where |∂θχθ〉 = ∂|χθ〉/∂θ. To use this formula, let us
assume ρKi = |ψ〉K〈ψ|. Then, the Fisher information of
the state (5) is obtained as
I(ρˆH⊗Kint ) = 4
[
〈i, ψ|Hˆ2|i, ψ〉 − 〈i, ψ|Hˆ|i, ψ〉2
]
= 4
(〈Hˆ2〉 − 〈Hˆ〉2), (8)
while that of the postselected state (6) is given by
I(ρˆKps) =
4〈ψ|∂θBˆ†∂θBˆ|ψ〉
Pr(f)
− 4|〈ψ|∂θBˆ
†Bˆ|ψ〉|2
Pr(f)2
. (9)
Here the success probability is Pr(f) = 〈ψ|Bˆ†Bˆ|ψ〉.
Equation (9) shows that I(ρˆKps) takes a large number, or
equivalently the postselected state becomes more valu-
able, if Pr(f) is taken to be small by the postselection.
In particular, when Hˆ = Aˆ⊗ pˆ, we find that
lim
θ→0
I(ρˆKps) =
∣∣〈Aˆ〉w∣∣2〈ψ|(pˆ− 〈pˆ〉)2|ψ〉. (10)
Hence, in the weak interaction limit θ → 0, increasing the
weak value |〈Aˆ〉w| via the postselection directly means
increase of the Fisher information. This fact leads us
to expect that the signal amplification technique based
on the weak measurement [4–11] would be statistically
consistent.
III. SENSITIVITY AMPLIFICATION VIA
POSTSELECTION
In this section, we compare the two Fisher informa-
tions presented above in a specific example. Note that,
as seen in Eq. (2), the Fisher information itself does not
provide the lower bound of the estimation error in a re-
peated experiment; we will discuss this in the next sec-
tion. Here the Fisher information is identified with the
“distinguishability” of states [12–16]. That is, in terms
of the Bures distance between two states Sˆ1 and Sˆ2:
b(Sˆ1, Sˆ2) =
[
2− 2Tr
√
Sˆ
1/2
1 Sˆ2Sˆ
1/2
1
]1/2
,
3the Fisher information gives a metric measuring the small
shift of a parameter-dependent state Sˆθ as follows:
b(Sˆθ, Sˆθ+dθ) = I(Sˆθ)(dθ)
2/4.
This means that, if the Fisher information takes a large
number, the state Sˆθ+dθ is very sensitive to the parameter
change dθ and thus can be easily distinguished from Sˆθ.
Here we study the following example. The system is
H = C2 and the probe is a one dimensional meter device.
The interaction is given by exp(−iθHˆ) = exp(−iθσˆHz ⊗
pˆK), where σˆHz is the Pauli matrix and pˆ
K is the mo-
mentum operator. Also let the pre and post selected
states of H be |i〉 = cos t1|0〉 + eis1 sin t1|1〉 and |f〉 =
cos t2|0〉 + eis2 sin t2|1〉. The initial probe state is Gaus-
sian with wave function 〈p|ψ〉 = (2σ2/pi)1/4 exp(−σ2p2).
Then, the Fisher information of ρˆKps is calculated as
I(ρˆKps) =
1
σ2
w2+ +
θ2
σ2w+w−e
− θ
2
2σ2 − w2−e−
θ
2
σ2(
w+ + w−e
− θ
2
2σ2
)2 , (11)
w± =
(|〈f |i〉|2 ± |〈f |σˆz|i〉|2)/2,
while that of ρˆH⊗Kint is given by
I(ρˆH⊗Kint ) = 1
/
σ2. (12)
Figure 2 shows the Fisher informations (11) and (12)
versus the parameter θ. The blue region represents the
set of curves of I(ρˆKps) generated with various values of the
parameters (t1, t2, s1 − s2), while the yellow dashed line
indicates I(ρˆH⊗Kint ). This figure shows that, in a certain
range of θ, the appropriate postselection brings about
the increase of Fisher information; especially for small
θ, I(ρˆKps) becomes infinitely large when |f〉 is nearly or-
thogonal to |i〉, which is indeed expected from Eq. (10).
As a summary, the postselected state can become more
sensitive to the parameter change and thus, in this sense,
contain more valuable information than the whole state
without conditioning.
Here note that the quantum Fisher information does
not depend on how we actually measure the system and
extract information from it. Because of this fact, the
quantum Fisher information is always bigger than any
classical Fisher information of a probabilistic distribu-
tion generated from a certain fixed measurement. Thus,
to maintain practical superiority of the postselection, we
need to show that the classical Fisher information as-
sociated with ρˆKps is bigger than that of ρˆ
H⊗K
int . Specifi-
cally here let us consider measuring the probe position
operator xˆK. Then, when cos2 t1 = cos
2 t2 = 1/2 and
c := cos(s1 − s2) = ±1, the probabilistic distribution is
calculated as
fps(x) =
e−
(x−θ)2
2σ2 + e−
(x+θ)2
2σ2 + 2ce−
x
2+θ2
2σ2
2
√
2piσ2
(
1 + ce−
θ2
2σ2
) ,
FIG. 2: Fisher informations versus the parameter θ. The
blue region represents the set of curves of I(ρˆKps), while the
yellow dashed line indicates I(ρˆH⊗Kint ). The red dashed-dotted
and green dotted lines show the classical Fisher information
Ic(fps(x)) with c = 1 and c = −1, respectively.
and its classical Fisher information is
Ic
(
fps(x)
)
:=
∫ ∞
−∞
dx
{
∂θ log fps(x)
}2
fps(x)
=
1
σ2
1 + c θ
2
σ2 e
− θ
2
2σ2 − e− θ
2
σ2(
1 + e−
θ2
2σ2
)2 .
Figure 2 shows that Ic
(
fps(x)
)
with c = 1 reaches the
quantum Fisher information I(ρˆKps) in the range where
I(ρˆKps) ≥ I(ρˆH⊗Kint ) holds. Clearly, in this case, Ic
(
fps(x)
)
is bigger than any classical Fisher information associated
with ρˆH⊗Kint . Thus, by measuring xˆ
K with c = 1, we can
indeed extract more information by the postselection.
IV. COMPARING ESTIMATION ERRORS IN
ASYMPTOTIC CONDITION
In the last section, we have seen that the sensitivity
of the state to the parameter θ can be enhanced via the
postselection. This would suggest, as shown in Eq. (2),
that the postselection can bring about further decrease
of the Crame´r-Rao bound, i.e, the strict lower bound of
the estimation error of θ. However, the critical issue with
this postselection technique is that we obtain the state
only when the postselection succeeds; that is, we have
to construct the estimator using less measurement data,
compared to the standard method based on the whole
state ρˆH⊗Kint . Therefore, the problem becomes comparing
the Crame´r-Rao bounds 1/npsI(ρˆ
K
ps) and 1/nintI(ρˆ
H⊗K
int ),
where nps and nint are the number of trials in those meth-
ods, respectively.
The above problem is not straightforward to solve.
However, if we are allowed to perform the trial infinitely
many times, it is possible to have a general answer. In
fact, in such asymptotic condition, there exist estima-
tors attaining the Crame´r-Rao bounds [17, 18], and fur-
thermore, the number of trials are explicitly given by
nps = Pr(f)n and nint = n, as was also discussed in [19].
Hence, the problem is now to compare Pr(f)I(ρˆKps) and
I(ρˆH⊗Kint ).
4To solve the problem, let us define
B˜ := H〈f |e−iθ(Hˆ−〈Hˆ〉)|i〉H, (13)
where 〈Hˆ〉 = Tr (ρˆH⊗Kint Hˆ), which leads to
ρˆKps = B˜ρˆ
K
i B˜
†/Tr(B˜ρˆKi B˜
†), Pr (f) = 〈ψ|B˜†B˜|ψ〉.
Then, since |f〉H〈f | ⊗ IK ≤ IˆH⊗K, we have
Pr (f) I(ρˆKps)/4
= 〈ψ|∂θB˜†∂θB˜|ψ〉 −
∣∣〈ψ|∂θB˜†B˜|ψ〉∣∣2
〈ψ|B˜†B˜|ψ〉
≤ 〈ψ|∂θB˜†∂θB˜|ψ〉
= K〈ψ|H〈i|(Hˆ − 〈Hˆ〉)e−iθ(Hˆ−〈Hˆ〉)|f〉H
× H〈f |(Hˆ − 〈Hˆ〉)eiθ(Hˆ−〈Hˆ〉)|i〉H|ψ〉K
≤ 〈i, ψ|(Hˆ − 〈Hˆ〉)2e−iθ(Hˆ−〈Hˆ〉)eiθ(Hˆ−〈Hˆ〉)|i, ψ〉
= 〈i, ψ|(Hˆ − 〈Hˆ〉)2|i, ψ〉 = I(ρˆH⊗Kint )/4.
As a result,
Pr (f) I
(
ρˆKps
) ≤ I(ρˆH⊗Kint ). (14)
Therefore, we now obtain a general answer to the ques-
tion considered throughout the paper; in the asymp-
totic condition, the postselection method does never
yield a better estimator that outperforms the standard
method that allows us to perform any measurement on
the whole composite system. Within the context of quan-
tum metrology mentioned at the beginning of Sec. I, this
fact has the following interpretation. Again, the problem
is to estimate the unknown parameter θ contained in the
given system S in the form Uˆ = exp(−iθHˆ). Then, the
weak-value amplification techniques found in the litera-
ture suggest us to divide the system into two parts H
and K, perform a suitable postselection on H, and then
detect a rare event on K, which would contain valuable
information about θ. However, the inequality (14) im-
plies that this strategy does not have an advantage in
estimating θ for any partitioning of the given system S
into two subsystems, S = H ⊗ K, and for any type of
postselection on H. In this sense, the inequality (14) is
a no-go theorem in the field of quantum metrology.
V. DISCUSSION
The main conclusion we have obtained is that, in gen-
eral, the signal amplification technique based on the weak
measurement or more broadly the postselection is use-
less in the statistics sense. Note again that this result
is obtained under asymptotic condition; in other words,
when the measurement can be carried out only finite
times, Pr(f)n does not anymore have the meaning of
the number of success of the postselection, and it is not
(a) (b)
FIG. 3: (a) The success probability Pr(f) and (b) Fisher
information normalized by Pr(f), as functions of θ/σ. The
regions represent the set of curves of Pr(f) and Pr(f)I(ρˆKps)
generated with various values of (t1, t2, s1 − s2).
clear whether or not a similar inequality holds. Actu-
ally we have the following fact: Let us reconsider the
example studied in Sec III. Figure 3 shows the success
probability Pr(f) and the Fisher information normalized
by Pr(f). In the right panel, the yellow dashed line
shows I(ρˆH⊗Kint ) = 1/σ
2. This figure demonstrates that,
by performing a suitable postselection, it is possible to
attain nearly the equality in Eq. (14) for almost all θ;
hence, it seems that such a fine postselection could re-
alize npsI(ρˆ
K
ps) > nintI(ρˆ
H⊗K
int ) for finite numbers of trial
nps and nint. However, Ferrie and Combes proved in [24]
that this conjecture does not hold; that is, the postse-
lection does not enhance the precision of the parameter
estimate for any amount of data. We also should point
out the recent preprint [25] by Knee and Gauger, which
proves no advantage of the postselection-based amplifi-
cation technique in a slightly different setting.
Another important question is about how to exper-
imentally demonstrate the inequality (14). To achieve
this goal, we need to construct a system such that we
can measure the whole system globally for computing
I(ρˆH⊗Kint ) as well as each subsystem locally for comput-
ing I(ρˆKps). For instance a pair of trapped ions, which
corresponds to H ⊗ K, fulfills these requirements; actu-
ally, Riebe, et al. showed in [26] that it is possible to
couple two trapped calcium ions, manipulate each ion
individually, and perform a complete global (Bell) mea-
surement by detecting fluorescence from the ions. On
the other hand, for instance a nano-mechanical oscilla-
tor (H) driven by optical force with unknown strength
θ, which arises due to the interaction between the os-
cillator and an environment field (K), is not a suitable
system for the experimental demonstration, because in
this case the environment field is not accessible. Here we
remark that this issue further raises the following impor-
tant questions: Can we apply the postselection technique
to estimate unknown parameters of an open system? If
this is the case, does the postselection offer any advan-
tage? Parameter estimation problems for an open sys-
tem now constitute an important research area [27], so
the applicability of the postselection technique should be
explored.
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