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Abstract: In this paper an algorithm is presented for calculating an estimate for the spectral norm of the inverse of a 
matrix. This algorithm is to be used in combination with solving a linear system by means of the Gauss-Jordan 
algorithm. The norm of the inverse is needed for the condition number of that matrix. The algorithm exploits the 
effect that Gauss-Jordan elimination is equivalent with writing the matrix as a product of n elementary matrices. 
These elementary matrices are sequentially used to maximize (locally) the norm of a solution vector that matches a 
right-hand side vector under construction. In n steps this produces a satisfactory estimate. Our algorithm uses 
5n2 + O(n) extra floating-point multiplications for the calculation of the required estimate and is tested for a 
multitude of matrices on the CYBER 205 vector computer of the Academic Computer Centre, SARA, in Amsterdam. 
Keywords: Gauss-Jordan algorithm, condition estimation, vector algorithms. 
1. Introduction 
In this paper we present an algorithm for estimating the spectral norm of the inverse matrix of 
a linear system. A norm of the inverse matrix is used to calculate the condition number with 
respect to inversion or solving linear systems. Many articles on condition number estimation and 
related problems have already been published [1,2,3,8,9,14,17,18]. In these publications an 
LU-factorization or QR-decomposition of the coefficient matrix A is considered and all 
algorithms use forward and/or backward substitution for the solution of triangular systems. Our 
estimator is designed for the Gauss-Jordan algorithm which can be viewed as an algorithm for 
writing a matrix as the product of n elementary matrices [ll]. 
In spite of the fact that solving a linear system by Gauss-Jordan uses approximately 1.5 times 
as many operations compared to Gaussian elimination, the interest in the Gauss-Jordan 
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algorithm has not diminished in recent years [16,19,23]. On the contrary, the introduction of 
parallel and vector computers induced a revival of the Gauss-Jordan algorithm; its application 
has some advantages in the parallel case. 
The Gauss-Jordan algorithm in its standard form was shown to be unsafe [16], but it can be 
made practically as stable as Gaussian elimination with partial pivoting by using suitable column 
interchanges instead of row interchanges as has been shown in [4]. 
In Section 2 we briefly overview the stabilized version of the Gauss-Jordan algorithm and 
extend it with our rules for estimating I( A -’ I] *. Our estimator uses the factorization of A into 
the product of elementary matrices (I + g,ez) for the construction of two vectors, t and f, for 
which At = f and ]I t 11 */iI f II 2 is “large”. We recall that the spectral norm (or &-norm) of 
matrix A -’ is defined by the supremum of ]I A -If 11 J II f II 2, taken over all nonzero vectors f. 
In Section 3 we present the results of computer experiments. For a large number of matrices 
we compared our estimate for ]I A-i ]I 2 with the correct value. For a specific selection of test 
matrices we present our results in a form that makes them comparable with results of estimating 
the norm of the inverse matrix that have been presented in the literature. In this respect we 
especially mention the work of Higham [9], who reviewed a number of estimators for ]I A -’ I] p 
for various values of p (including p = 2) but none of which was especially suited to work with 
the Gauss-Jordan factorization. 
In Section 4 we present our conclusions. 
2. A supplement to the Gauss-Jordan algorithm 
We consider the Gauss-Jordan algorithm described in [6] using stabilizing column inter- 
changes instead of the traditionally used row interchanges. 
Let A be a given matrix of order n. The Gauss-Jordan algorithm consists of n consecutive 
transformation steps reducing the matrix to a diagonal matrix. The basic form of the algorithm 
we use is repeated here: 
For k = l(l)n do 
Determine p such that k <p < n and I A’k”p’ I = maxk Gj G n I A$$j I 
Pk := I - ( ek - e,)( ek - ep)T 
{permutation matrix for interchanging columns p and k} 
)j, := Al;“d 
D, := I + (6, - 1) e,ez { = diag(1,. . . , 1, a,, 1,. . . , 1)} 
g, := 6,e, - Ack’e 
Ack+l) := (I+ gk$)D;lA(k)Pk 
bck+‘) := (I+ gkeE)D,lb(k) 
enddo 
For the description of our algorithm to estimate I( A-’ I\ 2, we recall that Gauss-Jordan can be 
used for the explicit calculation of A-‘. For that purpose it should be extended with the 
calculation of the iterated product of matrices (I + gke:) D;’ as described in the following rules: 
B(O)=1 and BCk)= (I+gke~)D;lB(k-‘), k=l, 2,..., n. (1) 
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If P denotes the product of all permutation matrices applied, i.e., P = PI . . . P,, then one can 
verify for the matrix B’“): 
A-l = PB’“‘. (2) 
We would like to remark that in a practical implementation to calculate A-l, one likely uses the 
fact that A -’ can overwrite A and can be calculated in the memory location that has been 
occupied by A itself. An implementation using this observation combined with the stabilized 
Gauss-Jordan algorithm is presented in [5]. 
We here consider, however, the calculation of 11 A-’ 11 2 in a situation where A-i itself is not 
needed. We require that computing the estimate of the norm should be feasible in O(n*) 
operations so that it can be seen as only a slight overhead in the total cost for the factorization of 
A itself. 
The /,-norm of A-l, which is equal to the [,-norm of B(“‘, is defined as the maximal value of 
II A-if II 2 taken over all vectors f with II f II 2 = 1. Our algorithm constructs a row of estimates 
for II B(k)11 *, k= 1, 2 ,..., n. 
For this purpose we construct vectors fi, f2,. . . , f,, with II fk 11 2= 1, k = 1, 2,. . . , n, such that 
II B’k’fk II 2 approximates II B(k) II I. An optimal vector fk is searched for in the 2-dimensional 
subspace span{ fk- i, ek } . 
This choice is motivated as follows. We would like to deal correctly with the case that g,ez 
wipes out all other information in the calculation of Bck) and with the case that gkez is 
negligible compared to B (k-1) In the first case the optimal value for fk eqUdS ek and in the . 
other case we observe that fk_l is still optimal. 
Our algorithm starts with fi = e,; consequently, fk E span{ e,, . . . , ek), k = 1,. . . , n. The 
construction of f2,. . . , f, and t,, t,, . . . , t,, with t, = Bck’fk iS aS fOllOWS. Obviously, 
t, = S,‘(e, + gl). (3) 
Suppose that for k > 1 the unit length vector fk__l is given and that II tk_i II 2 = II B(k-l)fk_l II 2 
approximates )I Bck-‘) II 2. In step k, the following optimization problem is to be solved. 
Determine x and p with X2 + p* = 1 such that the vector tk defined by 
t, = Bck’fk = B(k)(hfk_l + /be,), (4 
has maximal l,-norm. We stress that matrix Bck) appearing in this expression is not needed 
explicitly, which follows from the observations: 
(i) Bck-l)ek = ek and (ii) B(k-l)fk_l = tk_, (by definition). (5) 
From (5) we deduce 
t, = (I + gkez)D,‘Bck-‘) X ( fk-l + pek) = (I+ gke~)Di’(htk-l + pek). 
The I,-norm of vector tk yields a homogeneous quadratic equation in A and p, the coefficients of 
which are denoted by a, /3 and y: 
(6) 
With the introduction of quantities t;(_i, T, [ and 8, defined by 
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the values of cr, p and y are given by: 
a = a-2(1 + II g, II 2)’ (7) 
P = s-l{ r(1-t II g, II ‘> + K}, (8) 
Y = II 4-I II 2 + r2 II g, II 2 + 275. (9) 
The optimal A and p, under the constraint A2 + p2 = 1, can be calculated by means of standard 
techniques. 
(a) For p = 0 we have I] t, 11: = a + (y - a)A2 which yields 
(al) for (y-(Y)>O: h=l; p=O; 
(a2) for(y-cr)<O: X=0; p=l. 
(b) For fi # 0 the maximal value for I] t, II 2 is attained for: 
a-Y a-y 2 f= 2p + 2p \i( 1 +1, (10) 
where the plus-sign applies if /3 > 0 and the minus-sign if p < 0. The values for h and Al. follow 
from the relations 
x = l//l + (/L/x)2 and p= (p/h) XX. 
The vector tk can be constructed via 
t, = hFk_, + 6-‘pe, + (AT + 6_lp)g,. 01) 
Note that the vector fk is not needed explicitly, so that finally the calculation of t, can be 
realized in 4n2 + O(n) multiplications and 3n2 + O(n) additions. 
The resulting vector t, can be interpreted as a single inverse iteration step applied to the 
vector f,; the fact that f,, itself is constructed during this process is merely a technical detail. 
Denoting the singular value decomposition of A by A V = U_Z, it follows that f, approximates u, 
and t, approximates a,,-‘~,,. From the theory of inverse iteration applied to the calculation of 
singular vectors [13], we find that a second iteration step yields a better approximation to the 
required singular vector. In the general case where the matrix is not symmetric, this second step 
should be applied with matrix AT. In our situation this means that (AT)-‘t”/ll t, II approximates 
-1 
% u,* Especially when a,, is small, this can give a considerable improvement in the estimation of 
(( A-l I( 2 = a,-‘. 
The Gauss-Jordan algorithm calculates scalars 6, and vectors g,, k = 1,. . . , n, for which we 
have 
(AP)-‘=(I+g,ez)D,-‘...(I+g,eT)D,’, (cf. (l)and(2)). 
The quantities 6, and g, also define the following factorization of (AT) -l: 
(12) 
(AT)-’ = D;‘( I + e,g,T) . . . Di’( I+ e,g,T)PT; (13) 
so the calculation of (AT)-‘tn/lI t, II can be performed in n2 + O(n) multiplications and 
additions. 
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3. Numerical experiments 
The technique as explained in Section 2 was built into routine GJPCF [lo], our linear system 
solver based on the Gauss-Jordan algorithm with column interchanges as explained in [4]. In 
GJPCF we have implemented the stable algorithm without explicit row-scaling in each step. For 
the application of the algorithm to estimate the norm of the inverse as described in Section 2, 
this explicit row-scaling cannot be avoided, however. This gives an overhead of in” + O(n) 
multiplications in the optimal Gauss-Jordan routine. The effect on the execution time is shown 
in Table 1. 
The algorithm as described in Section 2 (without the extra inverse iteration step) has been 
implemented in our routine GJE_NRM_INVl. In this routine, the vector t, is calculated for an 
estimate of ai’ with an extra amount of work of 4n2 + O(n) multiplications and 3n2 + O(n) 
additions. The Gauss-Jordan algorithm with explicit row-scaling for solving a linear system with 
one right-hand side vector requires a total amount of work of in’ + in’ + O(n) multiplications 
and the same number of additions. 
For a large number of matrices we estimated the /,-norm of the inverse matrix and compared 
it with the correct value. In all our experiments with various matrices having orders varying 
between 10 and 100, we never observed an estimate that was wrong by a factor of more than 10. 
The experiments were carried out on the CYBER 205 vectorcomputer of SARA, the Academic 
Computer Centre in Amsterdam. 
In Table 1 the CPU time for our implementation of the stabilized Gauss-Jordan algorithm is 
compared with the total time if only the concept of explicit row-scaling is included and with the 
total time if also the extension for the calculation of 11 t, 11 2 is included. 
For two classes of matrices we report the behaviour of our algorithm more extensively. These 
are classes of matrices that have been used by Higham in his overview on various algorithms for 
estimating a norm of A -’ [9]. We present our results in the same form that Higham used, in 
order to enable easy comparison. 
Table 1 
Solution of a linear system having one right-hand side for various orders 
n = 25 n = 50 n =lOO n = 200 
GJPCF 0.0014 0.0054 0.0256 0.1394 
GJPCF, with explicit rowscaling 0.0014 0.0056 0.0260 0.1404 
GJE_ NRM_ INVl (estimates also 11 A-‘II *) 0.0019 0.0067 0.0285 0.1479 
Table 2 
Test results with ui = (Y’-‘, i=l,...,n; GJE_NRM_INVl; 
Minimum and mean over ‘estimate’/ 11 A-t II z for groups of 100 matrices 
K2 n=lO n = 25 n = 50 n=100 
10 0.50/0.77 0.62/0.81 0.67/0.86 0.84/0.90 
lo3 0.27/0.69 0.45/0.73 0.61/0.80 
106 
0.78;0.87 
0.19/0.62 0.35/0.68 
log 
0.58/0.78 0.73/0.83 
0.19/0.64 0.29/0.69 0.58/0.77 0.71/0.83 
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Table 3 
Test results with e,=l, i=l,...,n-1; o~=IcK;~; GJE_NRM_INVl; 
Minimum and mean over ‘estimate’/ 11 A-i 11 for 2 groups of 100 matrices 
K2 n =lO n = 25 n = 50 
10 0.56/0.81 0.43/0.73 0.59/0.77 
lo3 0.50/0.82 0.36/0.71 0.53,‘0.76 
lo6 0.47/0.80 0.46/0.71 0.51/0.77 
log 0.53/0.80 0.41/0.72 0.57/0.77 
n =lOO 
0.69/0.83 
0.71/0.83 
0.68/0.81 
0.70/0.82 
The matrices we use in our overview are constructed with prescribed singular values. A given 
diagonal matrix, containing the singular values, is pre- and postmultiplied with pseudorandom 
(products of) orthogonal Householder matrices. This way of constructing pseudorandom test- 
matrices is described in [17]. 
For various values of the order n, varying from 10 to 100 and for various values of the 
condition number K 2, varying from 10 to 109, we used groups of 100 pseudorandom matrices. 
For each matrix we calculate the quotient ( < 1) of the estimated norm of the inverse and the true 
value of that norm. For each group of 100 matrices we calculate the arithmetic mean of these 
quotients and we report the minimal value. The results of these tests are given in Tables 2 and 3. 
Firstly we use a group of matrices having their singular values distributed exponentially. The 
singular values cri are defined by ui = ai-‘, i = 1,. . . , n for an appropriate constant (Y such that 
K 
-(n-l) 
z=ff . 
Secondly we use a group of matrices with a sharp break in the distribution of their singular 
values. They are defined by ui = 1, i = 1,. . . , n - 1 and a, = ( K~)-~. The test-matrices are again 
constructed via pre- and postmultiplication with pseudorandom orthogonal matrices. 
We also experimented with a different choice for the starting vector fr. The iteration as 
defined in Section 2 was started with fr = e,; the matching vector t, is given by (3). This vector is 
not in the direction of the appropriate left singular vector of B(r) so that I] B(r) I] 2 is underesti- 
mated already. It is easy to verify that this left singular vector is a linear combination of e, and 
g1. 
The iteration may be started with the correct right and left singular vectors of B(l), fl and t, 
respectively, so that the estimate for 1) B(l) ]I 2 matches its correct value. The implementation of 
this idea showed a change in the calculated estimate of at most two units in the second digit, 
while requiring the explicit calculation of fk in the k th step, which requires an extra n* 
multiplications and additions. 
Table 4 
Testresultswithoi=ai-‘; i=l,...,n; GJE_NRM_INV2; 
Minimum and mean over ‘estimate’/ 11 A-’ 11 for groups 2 of 100 matrices 
K2 n=lO n = 25 n = 50 n =lOO 
10 0.60,‘0.92 0.75/0.92 0.85/0.94 0.92,‘0.96 
lo3 0.49/0.96 0.66/0.93 0.75/0.95 0.91/0.97 
106 0.34/0.97 0.84/0.97 0.74/0.97 0.80/0.97 
log 0.98/1.0 0.85/0.98 0.91/0.98 0.89/0.98 
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Table 5 
Testresultswithq=l, i=l,...,n-1; a,=~;~; GJE_NRM_INV2; 
Minimum and mean over ‘estimate’/ 11 A-r 1) 2 for groups of 100 matrices 
K2 n=lO n = 25 n = 50 n =lOO 
10 0.99/1.0 0.98/1.0 l.O/l.O 0.99/1.0 
lo3 LO/l.0 l.O/l.O l.O/l.O LO/l.0 
lo6 l.O/l.O l.O/l.O l.O/l.O l.O/l.O 
lo9 l.O/l.O l.O/l.O l.O/l.O l.O/l.O 
In GJE_NRM_INV2 we implemented the extended version of our algorithm where the extra 
inverse iteration step is finally applied. It uses 5n2 + O(n) extra multiplications and 4n2 + O(n) 
additions. 
This routine never produced estimates that were wrong by a factor of more than 3. The 
estimates are much sharper than the estimates of GJE_NRM_INVl as can also be judged from 
Tables 4 and 5. 
4. Conclusion 
The algorithms we present to calculate an estimate for the spectral norm of the inverse matrix 
produce reliable estimates. In extensive tests on matrices of order up to 100, our favourite 
estimator, implemented as GJE_NRM_INV2, was never wrong by more than a factor of 3 and 
almost always correct within a factor of 2. The somewhat faster routine GJE_NRM_INVl was 
never wrong by a factor of more than 10, which, in the context of estimating the condition 
number of a matrix, is mostly good enough. 
Comparing our results with the test results by Higham shows that the behaviour of our 
estimator is good; it is comparable with the I,-norm estimator SIGMAN [9,18] and the well 
known I,-norm estimator which is implemented in LINPACK [6]. Our estimator, however, fits 
the Gauss-Jordan algorithm while the others fit Gaussian elimination or the QR-decomposition. 
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