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Abstract 
Social interaction is one of the basic components of human life which impacts 
thoughts, emotions, decisions, and the overall wellbeing of individuals. In this regard, 
monitoring social activity constitutes an important factor for a number of disciplines, 
particularly the ones related to social and health sciences. Sensor-based social interac-
tion data collection has been seen as a groundbreaking tool which has the potential to 
overcome the drawbacks of traditional self-reporting methods and to revolutionize so-
cial behavior analysis. However, monitoring social interactions typically implies a 
trade-off between the quality of collected data and the levels of unobtrusiveness and 
of privacy respecting, aspects which can affect spontaneity in subjects’ behavior. De-
spite the substantial research in the area of automatic recording of social interactions, 
the existing solutions remain limited: they either capture audio/video data which may 
raise privacy concerns in monitored subjects and may restrict the application to very 
specific areas, or provide low accuracy in detecting social interactions that occur on 
small spatio-temporal scale. 
The objective of this thesis is to provide and evaluate a solution for mobile 
monitoring of face-to-face social interactions, which maximizes privacy and minimiz-
es obtrusiveness. In order to reliably detect social interactions that occur on small 
spatio-temporal scale, the proposed solution infers two types of information, namely 
spatial settings between subjects and their speech activity status. The challenge was to 
select appropriate sources that do not restrict application scenarios only to certain are-
as and do not capture privacy sensitive data, which are the drawbacks of video/audio 
systems. The second stage was to interpret the data acquired from non-visual and non-
auditory sources and to model social interactions on small space- and time- scales. 
The work in this thesis assesses the reliability of the proposed approach in several 
scenarios, demonstrating the accuracy of approximately 90% in detecting the occur-
rence of face-to-face social interactions. 
The feasibility of using the proposed approach for social interaction data col-
lection is further evaluated with respect to the study of social psychology, which 
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serves as the guideline for extracting the relevant features of social interactions. The 
evaluation has demonstrated the possibility to extract various nonverbal behavioral 
cues related to spatial organization between individuals and their vocal behavior in so-
cial interactions. By modeling social context using the extracted features, it is possible 
to achieve the accuracy of 81% in the automatic classification between formal versus 
informal social interactions. In addition, the proposed approach was applied to gather 
daily patterns of social activity for investigating their correlation with the mood 
changes in individuals, which has been explored so far only using the traditional self-
reporting methods. The findings are consistent with previous studies thus indicating 
the possibility to use the proposed method of collecting social interaction data for in-
vestigating psychological effects of social activities.  
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Chapter 1  
1. Introduction 
“Man is by nature a social animal; an individual who is unsocial naturally 
and not accidentally is either beneath our notice or more than human. Society is 
something that precedes the individual. Anyone who either cannot lead the common 
life or is so self-sufficient as not to need to, and therefore does not partake of society, 
is either a beast or a god.” 
Aristotle (384 BC – 322 BC) 
 
Social behavior has been the subject of vigorous observations, debates, and 
analysis of thinkers and philosophers even 2,500 years ago, who attempted to describe 
and classify such a basic and core human phenomena. Throughout the history the so-
cial interaction was the aspect of humanity analyzed by intellectuals from nearly all 
disciplines, from philosophy and psychology to arts and medicine. Despite the fact 
that the efforts and keen interest of humanists to understand social behavior dates back 
to the times of ancient civilizations, it is significant to notice that first incidences of 
scientific data collection on human interactions took place in the beginning of the 20th 
century [1][2][3]. At that time an emerging discipline of social psychology aimed to 
understand individual and group behavior in social context relying on the data collect-
ed through surveys or by engaging a human observer who was taking notes about so-
cial interactions within monitored groups. Pioneering experimental findings already 
had a multidisciplinary impact on human resource movements [2], the study of chil-
dren [3], and leadership styles [4], thus demonstrating the importance of social inter-
action data collection. Nowadays, almost a century later, the same methods for analyz-
ing social behavior are still prevalent in social and health sciences although they 
exhibit a number of drawbacks. Periodical surveys, diaries and similar self-reporting 
methods suffer from memory dependence, recall bias and a high end user effort for 
continuous long-term monitoring [5][6]. Moreover they correspond poorly to commu-
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nication patterns as recorded by independent observers [7]. Albeit being a more relia-
ble method, relying on a human observer to record social interactions in groups is in-
efficient particularly if the size of the group is large, the interactions occur in various 
physical locations, or the study requires longitudinal data collection [8]. 
As an alternative to annotating social interactions by hand, automatic data col-
lection methods such as tracking mobile phone calls, SMS messages, email exchange 
or activity in online social networks, emerged as a result of a high penetration of elec-
tronically mediated communications in the last fifteen years. Nevertheless, an elec-
tronic communication lacks the richness of social signals transmitted during a face-to-
face interaction mediated by physical proximity [9] which is still considered the most 
important form of communication [10]. Furthermore, establishing social behavior 
solely through electronically mediated interactions has been seen as its oversimplifica-
tion and, in many cases, to be incorrect [5]. However, in addition to the possibility of 
tracking electronically mediated interactions, the last decades of technological ad-
vancements have brought also automatic tools for monitoring face-to-face social inter-
actions. The advent of sensor based instruments for recording social activity of indi-
viduals is considered to be a critical point in the evolution of social behavior analysis, 
exhibiting the potential to overcome the limitations of self reporting and observational 
methods [5]. Buchanan [11] envisioned that sensors will transform social sciences as 
much as microscopes transformed medicine in the 18th and the 19th century. Un-
doubtedly, pervasive computing paradigms already afforded the new findings on so-
cial interaction phenomena by providing an insight into domains that are difficult or 
impossible to be recorded by hand-annotating methods, such as: interpersonal distanc-
es can be detected with 1mm precision; hand gestures can be analyzed 10 times per 
second; vocal behavior can be extracted with the resolution of 10-50ms; and body ori-
entation can be recognized with the accuracy of 1°. However, acquiring high quality 
social interaction data typically remains within confines of experimental conditions.  
1.1. Research question 
It is interesting to note that the current systems for automatic sensing of face-
to-face social interactions have relied on the same senses as human observers – the 
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visual and auditory, thus capturing video and/or audio data. However, the use of mi-
crophones and cameras can negatively affect the subjects’ perception of privacy; be-
sides, video systems constrain the movements of monitored subjects into the areas 
covered with machine vision systems. Therefore, when monitoring social interactions 
and, in general, human behavior there is a trade-off between the quality of collected 
data and ecological validity in the study. In this regard, enabling natural experimental 
settings depends on the level of obtrusiveness, respecting subjects’ privacy and spatial 
restrictions. More invasive methods typically provide richer information while being 
prone to affecting the natural behavior in subjects and consequently the reliability of 
measurements. Therefore, the work in this thesis answers the following questions: 
What is the extent of trade-off between the quality of obtained data and provi-
sioning of a mobile solution for monitoring face-to-face social interactions that mini-
mizes obtrusiveness and maximizes privacy? Can face-to-face social interactions be 
reliably detected without using visual and auditory sources? 
In other words – while microscope restricts experiments within laboratory, do 
we have a mobile magnifying glass to conduct reliable field research? 
1.2. Objective 
The objective of the work in this thesis is to allow continuous and reliable so-
cial interaction data collection by interpreting information acquired from non-visual 
and non-auditory mobile sources while maximizing privacy and minimizing obtru-
siveness. The focus is placed on social interactions that occur on small spatio-
temporal scale i.e. co-located face-to-face conversations, and the rest of the thesis re-
fers only to that form of social interaction. By relying on non-visual and non-auditory 
sources for monitoring social interactions, this work takes on the challenges of inter-
preting noisy data in order to maximize privacy, minimize obtrusiveness and minimize 
spatial limitations of experimental settings. However, despite acquiring rudimentary 
evidences, the proposed solution reliably detects the occurrence of social interaction 
and provides valuable data for further social interaction analysis.  
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1.3. Overview of the proposed approach   
One can estimate whether two persons are having a face-to-face conversation 
by simply observing them from a relatively long, unobtrusive, distance and judging 
solely by the mutual position of their bodies. In order to ascertain if they are talking or 
just facing each other but not interacting, it is necessary to obtain the evidence about 
speech activity. Yet, approaching the earshot of monitored subjects may raise privacy 
concerns and consequently affect their natural behavior. Witnessing speech activity 
but not affecting the perception of privacy in subjects and observing them but not be-
ing obtrusive is the strategy that would lead towards capturing greater mundane real-
ism regarding interaction data collection. This principle was followed to develop the 
approach proposed in this thesis, which is intended for continuous monitoring of face-
to-face social interactions, while not using visual or auditory evidences.  
 
Figure 1.1 Concept of the proposed system 
 
The first task is to infer spatial settings between subjects, described by parame-
ters of interpersonal distance and relative body orientation (Figure 1.1). Groh et al. 
[12] demonstrated that these two parameters provide sufficient evidence to detect the 
occurrence of social interaction, however using a highly precise camera-beacon sys-
tem with the accuracy of <1mm and <1°. The use of the mounted camera system was 
avoided in order to follow individuals continuously, regardless of their location, and 
not to capture video, which may contain sensitive information. Instead, the method for 
recognizing spatial settings between subjects, proposed in this thesis, relies on sensing 
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capabilities available in one of the most familiar and widely used wearable devices, 
the mobile phone. Being a device that is not dedicated to inferring face-to-face social 
interactions, the mobile phone does not provide interpersonal distances and body ori-
entations directly such as purpose-designed camera system, rather requiring a complex 
interpretation of noisy data obtained from available embedded sensors. Thus, such an 
approach trades-off the quality of acquired information for allowing mobile and min-
imally obtrusive solution. However, the work in this thesis demonstrates that spatial 
settings parameters can be extracted by using mobile phone sensing mechanisms with 
a sufficiently high precision to indicate social encounters. 
Since solely spatial settings do not always provide enough evidence for infer-
ring the occurrence of social interaction [13] (for instance, the situation depicted in 
Figure 1.1 may also correspond to two subjects sitting across from each other in the 
office and not engaging in an interaction), the second task is acquiring the knowledge 
about speech activity of co-located subjects. In order to prevent a negative impact on 
the perception of privacy in monitored individuals, the approach proposed in this the-
sis is based on identifying another manifestation of speech different than voice, name-
ly the vibration of vocal chords. The method relies on an external off-the-shelf accel-
erometer intended to infer speech activity by detecting vibrations at the chest level 
that are generated by vocal chords during phonation. Although a microphone embed-
ded in the mobile phone could be used for speech detection (such as in [13]), the pro-
posed system involves an additional sensor due to the fact that activating microphone 
may raise privacy concerns with subjects despite privacy sensitive techniques, thus af-
fecting their natural behavior. Moreover, nearby conversations, in which the moni-
tored subjects do not participate, can be unintentionally picked up by the microphone. 
The accelerometer-based approach does not require capturing sensitive information 
but, on the other hand, faces the challenges of interpreting noisy data acquired from a 
source, which is not dedicated for speech activity detection. In addition, wearing a 
sensor at the chest level may be perceived as obtrusive and consequently it may stig-
matize monitored subjects. This issue, while currently a concern, is expected to be 
mitigated, since accelerometers are increasingly becoming widely adopted both in re-
search and everyday life. The shape and size of already accepted commercial accel-
erometer-based solutions can suit also the speech recognition purpose (such as Fitbit 
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[14] – an accelerometer device for tracking wellbeing aspects of individuals’ behav-
ior), while the chest area is convenient for attaching a sensor with an elastic band 
(similarly to attaching respiratory or cardio sensors) minimizing the interference with 
typical daily routines. Therefore, relying on an accelerometer as an alternative to the 
use of microphone was a compromise for preventing privacy concerns in subjects 
while providing a mobile solution for continuous monitoring of speech activity.  
This work provides an approach for automatic monitoring of co-located social 
interactions, tackling issues from selecting sensors to interpreting the obtained data. 
The proposed solution infers speech activity and establishes spatial settings between 
them, while respecting subjects’ privacy and minimizing obtrusiveness. Referring to 
social psychology literature, the system is capable to extract meaningful social interac-
tion features, which is demonstrated through two studies on 1) identification of social 
context, perceived by subjects as formal or informal, and 2) inferring patterns of social 
activity that provoke similar responses in individuals’ mood. 
1.4. Background  
“To observe is to disturb.” 
Werner Heisenberg (1901 – 1976) 
 
Capturing spontaneous social interactions that occur in natural conditions per-
tains to recording people as they freely go about their lives [13]. The ultimate goal is 
to develop a method with the highest precision in collecting social interaction data 
which is fully privacy respecting and invisible from users’ perspective, while not re-
stricting the application to a limited number of scenarios. However, in practice there is 
typically a trade-off between these aspects – the more privacy respecting and unobtru-
sive the approach is, the more limited possibilities of acquiring social interaction data 
are [15].  
1.4.1 Obtrusiveness 
Although defined in quantum mechanics, Werner Heisenberg’s uncertainty 
principle, which rejects the notion of a passive observer, may be applied also in the 
domain of social behavior analysis, regardless of conducting manual or automatic 
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method for interaction data collection. Neither hand-annotating methods nor the cur-
rent sensor-based systems, including the work in this thesis, enable monitoring of so-
cial interactions without disturbing subjects. The goal of the method for collecting so-
cial interaction data is to extract the most information out of the least obtrusive 
sources; however this is a challenging problem since noninvasive methods typically 
result in the output that is difficult to be processed effectively and vice versa, invasive 
methods provide more detailed information that is easier to process but tend to change 
the behavior of monitored subjects [15].  
1.4.2 Privacy 
In addition to physical obtrusiveness, monitoring of human behavior is often 
closely linked to disturbing one’s privacy. Privacy issues relate to an array of ethical 
norms that need to be addressed. All subjects in the study should always know that 
they are being monitored, moreover they must have the right to authorize the use and 
the diffusion of the collected data [15]. If monitoring involves audio or video archives, 
they can be partially or totally deleted by subjects while recording uninvolved parties 
without their consent is considered unethical and illegal [13]. However, despite ad-
dressing all the ethical norms, people are prone to change their behavior if they have 
concerns about the way of monitoring, which negatively affects the reliability of the 
collected data. In the case of old methods, such concerns can be raised due to a human 
observer, while for sensor-based approaches the presence of audio/video data analysis 
becomes an issue to consider. When automatically recording social interactions, pro-
tecting privacy often implies discarding sociologically useful information [13] which 
is not always an acceptable compromise. However, even though privacy sensitive re-
cording techniques are applied, the fact that a microphone or a camera is activated 
may still raise concerns. This often depends on the technical education and cultural 
background of monitored subjects, which can affect their perception of privacy 
[16][17].  
Regardless whether applying observational, self-reporting or sensor-based 
method for collecting interaction data, when sensing social interactions and, in gen-
eral, human behavior, important issues are the levels of subjects’ privacy and of obtru-
siveness of the method [15]. The problem illuminates a well-known trade-off between 
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the spectrum and quality of collected data and enabling natural conditions, where typ-
ically the solution reflects the trade-off.  
1.5. Motivation 
Monitoring of social interactions represents an important aspect for social be-
havior analysis, a domain which has a wide-reaching, multi-disciplinary impact. These 
disciplines range from medicine where quantitative evaluation of social activity repre-
sents a tool in coaching and diagnosis [12], to economics where social relationships 
are used to model both micro- and macroeconomic phenomena  [18], to anthropology, 
which analyzes differences in social behavior across different cultures [19], to epide-
miology which examines interpersonal contacts as the main cause behind spreading of 
an epidemic [20]. However, the work in this thesis was greatly motivated by the re-
search initiatives on understanding social behavior in two disciplines, namely social 
psychology and ubiquitous computing.  
Social psychology is the scientific discipline which studies how individuals’ 
thoughts, feelings, and behaviors are influenced by the presence of other people [21].  
Since exploring the phenomenon of social facilitation in 1898 [1] considered to be the 
first published experimental study in this area, social psychologists have examined 
various aspects related to interaction dynamics, formation, structure and performance 
of small groups (including status, norms, roles, productivity and decision making) 
[22]. In addition to investigating dynamics of social behavior, the focus of social psy-
chology is also on nonverbal behavior in human interactions, shown to be crucial in 
inference of emotions, attitudes, relationships and traits of individuals 
[9][15][22][23][24]. However, typically small amounts of manually annotated interac-
tion data limit the research in interaction dynamics and nonverbal cues analysis. By 
enabling collection of larger amounts of interaction data and, at the same time provid-
ing more precise insight into domains of social behavior, technological solutions have 
potential to advance the knowledge in social psychology. Referring to the previous lit-
erature helps identifying nonverbal cues that are meaningful for interpreting behavior 
[8] thus setting goals for the research in ubiquitous computing of what needs to be ex-
tracted for the analysis.  
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Mark Weiser, who coined the term “ubiquitous computing” in 1988, envi-
sioned physical environments and everyday objects with computational and network-
ing facilities, supporting people in everyday life. According to his vision, researchers 
have been working on sensor-based approaches to identify subjects, recognize their 
activities and context, offering to users a wide-range of services that are adaptive and 
responsive to their needs, habits or the environmental factors. Nevertheless, sensing 
technologies are always moving towards further miniaturization and increased compu-
tational power, constantly challenging researchers to creatively exploit new sensing 
potentials while dealing with sensor uncertainty and noise. One outcome of the re-
search in ubiquitous computing is human behavior analysis with an important focus on 
social interactions. Along this line, reality mining, the approach of analyzing human 
behavior and social patterns at large scale [25], has been identified as one of the 10 
technologies with a potential to change the world [26]. More generally, social signal 
processing is an emerging technological domain that aims to provide computers with 
the ability to sense and understand social signals [27]. However, unobtrusiveness and 
privacy respecting are the aspects of sensor-based monitoring which are important 
both for users and also for researchers who aim to decrease the observation effect on 
the monitored subjects. The goal is to attain the highest possible spontaneity of the 
behavior in the subjects, which becomes a very challenging and a well-known prob-
lem regarding data collection.  
1.6. Contributions and thesis structure 
The main contributions of this thesis are: 
• proposing and evaluating a new mobile-based approach for social interaction 
data collection, which does not capture privacy-sensitive data and does not 
interfere with most of typical daily activities of individuals; 
• the method for inferring spatial settings and speech activity of subjects by in-
terpreting data obtained from non-visual and non-auditory sources; 
• assessing possibilities of nonverbal cues extraction and demonstrating the 
high predictive power of several cues for detecting the occurrence of social 
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interactions on small spatio-temporal scale and for classifying the social con-
text;  
• initial validation of the proposed approach to analyze social activity as it cor-
relates with mood changes 
 
This thesis is organized as follows. 
Chapter 2 reviews the state of the art in the field of automatic sensing of so-
cial interactions. Relevant studies are divided according to the utilized sensors which 
can be wearable or part of external infrastructure.  
Chapter 3 presents and evaluates the approach for using mobile phones to es-
timate interpersonal distances and relative body orientations. The evaluation is con-
ducted across multiple environments and using diverse phone models in order to as-
sess the accuracy of the method and to identify factors which can cause accuracy 
degradation. 
Chapter 4 describes the accelerometer-based approach for speech activity de-
tection. The approach was assessed during mild and intense activities and in several 
vehicles whose engines may cause false positives, including car, train, bus, airplane 
and elevator. 
Chapter 5 provides the evaluation of the detection of face-to-face social inter-
actions using the two proposed sensing modalities, namely spatial settings detection 
and speech activity status recognition. The experiments were conducted in both con-
trolled and continuous real-life settings, indicating performances of each modality in 
isolation and of their fusion.    
Chapter 6 examines which features of social interactions are relevant for dis-
tinguishing between formal and informal context according to the theory of social 
psychology. Afterwards, this chapter discusses the possibilities of extracting the rele-
vant features using the proposed solution. Finally, it presents the performance in the 
automatic classification between formal and informal contexts. 
Chapter 7 describes the use of the proposed solution for collecting social in-
teraction data in three experimental trials, conducted with the goal to investigate the 
correlations between patterns of social activities at workplace and the mood changes 
of workers. After each presented trial, the results are compared with the current stud-
ies reported in the social psychology literature which relied on survey-based methods. 
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Chapter 8 summarizes the main contributions of this thesis and indicates fu-
ture directions.  
 
 
 
 
 12 
 
  
 13 
 
Chapter 2  
2. State of the art in sensing social interactions 
Steady decrease in device form factor, coupled with an increase in computa-
tional capabilities, has enabled monitoring of many aspects of social behavior, from 
quantifying dynamics of social activity to extracting various social signals expressed 
during social interactions. The choice of sensors and their arrangement in experi-
mental settings determines the level of privacy, obtrusiveness and the spectrum of in-
teraction data that can be extracted. The use of video/audio infrastructure, wearable 
dedicated hardware or mobile phones provide different trade-offs between the quality 
of collected data and the constraints for experimental settings. It is difficult to com-
pare methods for collecting interaction data on a general basis; however, with these is-
sues in mind, Table 2.1 provides a relative comparison between different methods re-
garding concepts that are typically applied, which is reviewed in this section in more 
detail. 
Table 2.1: Summary of methods for collecting social interaction data 
Method for col-
lecting data 
Accuracy in 
detecting so-
cial interac-
tion occur-
rence 
Spectrum of ex-
tracted non-
verbal behavior-
al cues 
Spatial limi-
tations 
Privacy 
concerns 
Obtru-
siveness 
Survey based Low Low Low Low Medium 
Human observer High Medium Medium-
High 
High 
 
Medium 
Video/Audio  
Infrastructures 
High High High High Low-
Medium 
Dedicated devices High Low-Medium Low Medium-
High 
High 
Mobile phones Low 
(medium)* 
Low Low Low 
(high)* 
Low 
Proposed system High Medium Low Low Low-
Medium 
                                                                                                          *using audio data 
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2.1. Video/audio infrastructures 
This section reviews the work done in monitoring social interaction by relying 
on the video/audio infrastructures. Infrastructure refers to the equipment installed for a 
specific scenario (rather than for a longitudinal study), in order to track social interac-
tions and to extract behavioral cues for the analysis. The common equipment includes 
cameras and/or microphones mounted in the area of interest and arranged in a struc-
ture that suits the objective of investigation. Such systems vary in complexity, from a 
single camera/microphone to fully equipped smart meeting rooms capable to capture 
complex group interactions [15]. Extracted behavioral cues are used to model interac-
tion management (such as turn-taking patterns and the problem of addressing), inter-
nal states (such as interest), personalities (such as dominance and extroversion), social 
relations (such as roles and status), which is a domain thoroughly reviewed by Gatica-
Perez in [24]. In addition, automatic analysis of behavioral cues relates to the emerg-
ing area of Social Signal Processing (SSP) which aims to bridge the social intelligence 
gap between computers and humans i.e. to provide computers the ability to sense and 
understand human social signals [9][15].    
Significant results have been achieved in automatic recognition of physical ap-
pearance, gesture and posture, facial and eyes behavior, vocal behavior and spatial set-
tings (extensive surveys of this domain from the perspective of SSP, conducted by 
Vinciarelli et al., can be found in [15] and [27]). Automatic sensing of physical ap-
pearance was examined in a few studies, extracting the color of skin, hair and clothes 
[28][29][30] and there were also attempts in measuring the beauty of faces [31][32]. 
Gesture recognition was addressed regarding automatic understanding of sign lan-
guages [33] or controlling computer through arm movements as an alternative to the 
use of keyboard and mouse [34]. In addition, Cristiani et al. [35] used automated ges-
ture analysis to detect speech activity. Posture detection was mostly directed towards 
activity recognition or surveillance; the review of this field can be found in [36] and 
[37]. A number of works addressed the recognition of facial and eyes behavior along 
several research areas: identifying faces in the picture, capturing facial features or the 
motion of eyes/facial parts, classifying extracted information into interpretative cate-
gories (for instance, regarding emotions, social signals and facial muscle actions) [15]. 
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Vocal behavior was analyzed through detected patterns of speech and silences, voice 
quality (pitch, tempo and energy) and vocalization (non-linguistic such as laughing or 
crying, and linguistic such as detecting hesitations in speech) [15]. Detecting spatial 
settings was mostly realized through machine video systems finding its application in 
a number of studies including the inference of social relations [38], intelligent video 
surveillance [39] and detection of social interactions [12].   
Automatic video/audio analysis of face-to-face social interactions extracts an 
ample spectrum of information which can provide a high scientific and technological 
value. Since subjects are not required to wear sensors, such systems allow monitoring 
which is not physically intrusive (except for the cases when it is needed to attach mi-
crophones with headsets onto the subjects). However, the use of video/audio systems 
typically implies moving restrictions to the monitored subjects since video analysis 
requires a direct line of sight between subjects and cameras whereas the audio data is 
usually captured from single/multiple microphones installed in the area of interest. In 
addition, video and/or audio data can contain privacy sensitive information which cre-
ates additional issues when monitoring social interactions.  
Summarizing, video/audio analysis provides precise insight into behavioral as-
pects of subjects during social interactions in a non-obtrusive manner; on the other 
hand, such monitoring limits applications to certain areas and captures sensitive data 
which may affect the spontaneity of subjects (Table 2.1). Extracting social signals is 
not limited only to external infrastructures, however the current wearable solutions are 
still not commonly utilized for SSP since they do not provide suitable quality of video 
and audio data [12]. Therefore, wearable solutions are mostly used for recording the 
occurrences of social interactions and for quantifying dynamics of social activity on a 
long-term scale. 
 
2.2. Wearable devices 
2.2.1 Dedicated hardware 
Several purpose-built wearable devices have been developed for monitoring 
specific aspects of social interactions or aiming to support communication among in-
dividuals.  
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A leader amongst wearable devices for tracking face-to-face interactions is 
Sociometric Badge [10][40] (Figure 2.1) which was successfully applied in a number 
of studies, including investigation of productivity in enterprises [41], job satisfaction 
[42], and individual personalities [43]. Sociometric Badge is a pendant-like hardware 
that is worn at the chest-level, which can detect the occurrence of face-to-face interac-
tions with a high accuracy. It achieves this through the use of an infrared sensor (IR) 
that can detect another badge when in a direct line of sight up to 1m and within a cone 
of 30°. The device has a microphone which can record the audio data or can capture 
only speech features including volume, frequency, and speaking time. In addition, 
body movements and physical activities are recognized using the embedded accel-
erometer, while the proximity to non-monitored people can be sensed by Bluetooth 
scanning.  
 
 
 
Figure 2.1: Sociometric badge developed by MIT Media Lab [10][40]  
 
Sociopatterns sensing platform [44] relies on a small active Radio Frequency 
Identification (RFID) tag which estimates the proximity of other tags by exchanging 
low-power radio packets. When setting the weakest power level, packets can be de-
tected only when subjects are facing each other within 1m, which was used to identify 
social interactions assuming that RFID tags are worn at the frontal side of the body. 
The approach was applied in modeling the propagation of diseases and for evaluating 
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control measures in a primary school [45], for measuring social patterns in healthcare 
settings [46] and social dynamics in conferences [47].  
The Electronically activated recorder (EAR) is the concept of sampling ambi-
ent sounds from a wearable recorder [48], [49]  with the goal to capture a set of behav-
ioral aspects of a user from daily acoustic logs. The recognized events are mostly re-
lated to socializing, including talk, laugher and arguments among individuals. As the 
audio recording technologies were progressing, the EAR has undergone three genera-
tions of improvement since 1998, from an analog micro-tape recorder to a software-
based solutions installed on modern mobile devices. This concept was used in various 
studies on investigating differences in social interaction patterns between different 
cultures [50], genders [51] or personalities [52], the impact of social interactions on 
well-being and mood disorders [53], and in exploring phenomena such as narcissism 
[54] or job disengagement [55].  
Several projects aimed to facilitate social interactions during group events, typ-
ically by providing the information to subjects about other individuals in their close 
proximity which share common interests. Although the goal of stimulating face-to-
face interactions is not entirely related to the work in this thesis, this line of investiga-
tion is reviewed due to the necessarily performed task prior to supporting a conversa-
tion – detecting potential social situations. One of the pioneering projects was nTag 
intended to improve networking by displaying items of mutual interest on tags when 
two subjects face each other. The badges use IR to detect face-to-face orientation and 
proximity between subjects, while embedded semi-passive RFID tags provide confer-
ence organizers with security information, the attendance in sessions and the number 
of participants in certain areas at the conference venue [56]. Along the same line, 
SpotMe system was designed as a wearable device that informs users of who is stand-
ing within 30 meters radius and if a person with same interests step within 10 meters. 
Radio frequency based communication allows for exchanging messages or electronic 
business cards between users. Another similar device, called IntelliBadge, relied on 
RF location markers installed at the points of interests thus inferring position of indi-
viduals and their proximity during events. Since the device did not have a display, 
public screens were used for providing useful information to attendees. SpotMe [57] 
and nTag (now called Intelligent Events [58]) have recently reappeared in advanced 
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forms providing tools for improved networking among conference attendees, logistic 
information such as schedule and map of a venue, and to electronically collection of 
surveys. A few projects aimed to support face-to-face interactions at workplace such 
as Hummingbird [59], a mobile RF device which alerts users when other group mem-
bers are close.  
For achieving a high accuracy in detecting the occurrence of face-to-face so-
cial interactions in a mobile way, the knowledge of both proximity between subjects 
and their speech activity status is required (such as in the case of Sociometric Badge). 
In order to infer speech activity status, typical approach is audio analysis which, as 
previously discussed, often faces ethical issues and privacy concerns. Besides, most of 
dedicated devices for inferring face-to-face contacts require a direct line of sight be-
tween two units which imposes a specific position on the body for their placement; 
therefore such approaches are prone to affect the natural behavior of the subjects since 
they can interfere with daily activities.  
In sum, utilizing dedicated devices for tracking social interactions provides a 
high accuracy in detecting social interactions, allows continuous monitoring without 
spatial limitations in comparison to video/audio infrastructures, and in a few cases 
provides the possibility to extract certain social signals (such as speech features using 
EAR and Sociometric Badge [10]) - Table 2.1. Approaches based on the use of dedi-
cated hardware may cause privacy concerns in monitored subjects due to the fact that 
achieving a higher accuracy in detecting face-to-face conversations requires activating 
a microphone. Moreover, dedicated devices can be perceived as obtrusive from the 
perspective of subjects that should wear them on visible places of the frontal part of 
the body.   
One way to address the issue of stigmatizing subjects is to utilize the sensing 
capabilities available in one of the most familiar device – the mobile phone. Current 
work on mobile phone sensing to infer social activity is reviewed in the following.  
2.2.2 Mobile phone sensing 
The rapid adoption of mobile phones brings the opportunity for an unobtrusive 
and continuous monitoring of social interactions and, in general, individuals’ behavior 
[5]. The challenge is how to address monitoring of specific activities relying on exist-
ing sensing technologies that are embedded in mobile phones, which is the issue not 
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encountered when using purpose-manufactured devices which already have dedicated 
sensors incorporated.  
Current work on mobile phone sensing to detect social interactions has relied 
mostly on using Bluetooth to sense nearby mobile phones. Using Bluetooth as a prox-
imity sensor to reconstruct social dynamics at large scale has been extensively investi-
gated under the umbrella of reality mining initiative [60][61][5]. Since the Bluetooth 
communications range is in the order of ten meters, this approach provides only a 
coarse spatial granularity in recognizing interpersonal distances; therefore, the 
knowledge about proximity between individuals is used to model the dynamics of so-
cial interactions at large scale rather than detecting each single social encounter which 
takes place at small spatio-temporal scale. MIT Media Lab’s Reality Mining project 
launched in 2004 with the goal of sensing complex social systems which included in-
ferring patterns in daily user activity, relationships, socially meaningful locations, and 
organizational structures [60]. Along the same line, Raento et al. [62] were one of the 
first who proposed mobile phone data collection for large-scale context sensing. More 
recent algorithm for identifying social groups and inferring frequency/duration of 
meetings within each group was proposed by Mardenfeld et al. [63] who tested their 
approach on the Reality Mining dataset. In addition to modeling the patterns of per-
son-to-person interactions, Do and Gatica-Perez [64] showed that it is possible to infer 
different interaction types using a probabilistic model applied on longitudinal Blue-
tooth data.  
In order to address the limitation of Bluetooth scan to detect actual face-to-face 
proximity between subjects, the Virtual Compass project [65] estimates interpersonal 
distances using RSSI analysis of Bluetooth and Wi-Fi signals. By applying empirical 
propagation models, the approach achieves the median accuracy between 0.9 m and 
1.9 m while also detecting position of subjects in 2D plane. However, the lack of sub-
jects' orientation information and the lack of the knowledge of speech activity might 
not be sufficient for modeling the occurrence of face-to-face social interactions. One 
of the recent works on detecting face-to-face conversations using mobile phones, de-
scribed in [13], demonstrated that interactions inferred from speech and co-location 
are different. The authors proposed the method of extracting audio data features using 
microphones from a pair of co-located mobile phones, in order to detect who was 
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speaking and when thus detecting face-to-face interactions. The algorithm does not 
capture raw audio data but a set of features which does not contain verbal information. 
However, the limitations of this approach include: 1) sensitivity to false positives 
since the conversations occurring in close proximity of the monitored subjects in 
which they are not involved, can be incorrectly classified, 2) activating microphone 
can negatively affect the perception of privacy in subjects.   
To recap, mobile phones have shown to be a platform for an unobtrusive, pri-
vacy respecting and continuous sensing of proximity of subjects which was further 
used to quantify social interactions of individuals at large scale. Such an approach 
does not suffice for detecting social interactions that occur on small spatio-temporal 
scale. As an alternative, the use of a microphone embedded in mobile phones provides 
a solution for inferring real-time face-to-face conversations, with the drawbacks of 
causing privacy concerns and unintentional picking up of the nearby conversations in 
which the monitored subject are not involved. 
2.3. Summary 
The existing solutions for recognizing social interactions remain limited with 
respect to the following aspects: they either require expensive infrastructures which 
spatially constrain applications, involve devices that are often not available off-the-
shelf, provide limited accuracy in gathering real-time data with spatial and temporal 
granularities, or make the use of microphone whose activation may raise privacy con-
cerns in monitored subjects.  
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Chapter 3 
3. Inferring interpersonal spatial settings 
Social interaction is not only spoken words – in parallel a wealth of infor-
mation is conveyed nonverbally through interpersonal distances, body gestures and 
posture, eye gaze, tone of the voice, and facial expressions [24]. Through these social 
signals, expressed as temporal patterns of nonverbal cues, people communicate emo-
tions, relationships, and attitudes and also infer traits of other participants in social in-
teractions [22][9]. One of the most significant nonverbal cues related to social and 
emotional closeness is the interpersonal distance [12], reflecting also other phenomena 
such as the cultural background and the type of personality. Besides, setting an appro-
priate interpersonal distance is a prerequisite for carrying out a face-to-face conversa-
tion (for instance, it is unlikely that in an ordinary interaction two people communi-
cate standing on 5 m distance), thus the distance between subjects becomes also a 
meaningful evidence of the existence of social interaction. In particular, the high pre-
dictive power of the interpersonal distance when combined with the relative body ori-
entation (both parameters detected using a camera system) was demonstrated for 
inferring an ongoing face-to-face interaction in [12], . Therefore, the two parameters, 
namely interpersonal distance and the relative body orientation (which is a dimension 
of posture) were selected to represent spatial settings between subjects.  
The criterion for achieving continuous interaction data collection excludes the 
choice of using video/audio infrastructures (which limit monitoring only to certain ar-
eas), self-reporting methods (which have difficulties in capturing single occurrences 
of social interactions) or human observers (who typically have limited set of locations 
where to follow subjects). These limitations lead to the choice of a mobile wearable 
solution, which allows tracking subjects regardless of their location. However, the cri-
teria of mitigating privacy concerns and minimizing obtrusiveness renders unsuitable 
use of currently available dedicated devices, since they typically use the microphone 
and may also physically interfere with subjects’ daily routines. On the other hand, 
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mobile phones are already ubiquitous devices that have been adopted faster than any 
technology in human history [5]. The process of monitoring behavior conducted 
through mobile phones fades into the background, allowing continuous data collection 
with a minimal effect on the users’ behavior and consequently, their social interaction 
patterns.  
However, relying on mobile phone sensing to infer spatial settings creates 
unique challenges which are not encountered when dedicated monitoring devices are 
used or when this task is shifted to the infrastructure such as machine vision systems. 
These challenges, chief of which is estimation of interpersonal distances and relative 
body orientation, are addressed in this chapter by exploiting available mobile phone 
sensors. Whether the achieved accuracy is sufficient for indicating the occurrence of a 
face-to-face interaction is analyzed in chapter 5. 
3.1. Estimating interpersonal distances 
3.1.1 Interpersonal distances and social interactions 
Regarding distances between people as they interact, a psychologist Robert 
Sommer explained that “the best way to learn the location of invisible boundaries is to 
keep walking until somebody complains” [66]. Yet, the most commonly used classifi-
cation of interpersonal distances hold in social interactions was defined by the study 
of proxemics. Proxemics, the term originally coined by Hall [19], refers to the study 
of the communicative function of space characterized as an out-of-awareness distance-
setting. Hall defined four categories of interpersonal distances, including close phase 
(denoted with c) and far phase (denoted with f). For North American culture, catego-
ries of interpersonal distances include the following metrics (Figure 3.1): intimate dis-
tance (c: 0 – 0.15 m, f: 0.15 – 0.45 m), personal distance (c: 0.45 – 0.76 m, f: 0.76 – 
1.2 m), social distance (c: 1.2 – 2.1 m, f: 2.1 – 3.6 m) and public distance (c: 3.6 – 7.6 
m, f: 7.6 and more) [67]. According to the study of proxemics, these four categories of 
space are typically used for the following activities: intimate for embracing, touching 
or whispering; personal for interactions among good friends or family members; so-
cial for interactions among acquaintances; public for public speaking. 
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Figure 3.1: Proxemics: Categories of interpersonal distances 
 
The recent investigation conducted by Cristani et al [38] measured interper-
sonal distances using computer vision techniques with the goal to investigate the fact 
that people tend to unconsciously organize the space around them in concentric zones 
corresponding to different degrees of intimacy. The results reflected the main postu-
lates of proxemics confirming that interpersonal distances depend on the social close-
ness between individuals i.e. whether they are acquainted, friends or in a romantic re-
lationship. In addition to social and emotional closeness, other parameters such as 
gender, age, extrovert/introvert personalities also affect setting interpersonal distances 
[12]. Furthermore, it is well-known that different cultures hold different standards of 
personal and social space; for example, in Latin cultures these distances are usually 
smaller than in Nordic cultures. 
However, despite the fact that the absolute distances depend on a number of 
factors, the space partitioning into concentric areas is common to all situations [38]; 
therefore, the categories of distances indicated by the study of proxemics can provide 
reference points for inferring the occurrence of social interactions and also bench-
marks for assessing the accuracy of the system intended for interaction data collection.  
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3.1.2 Estimating distance between two mobile phones based on the analysis of radio 
signal strength 
Existing solutions for distance estimation between two mobile phones exploit 
either acoustic components or mechanisms for transmitting/receiving radio signals. 
There has been only a few solutions based on the former approach which used ultra-
sound [68], which is not available in standard mobile phones, or acoustic signals emit-
ted from the speaker [69], which require devices to be in earshot and in non-noisy en-
vironments. The current literature mostly reports the use of electromagnetic 
transmitting/receiving mechanisms to sense the presence of nearby mobile phones 
(such as Bluetooth scans [25][70]) or to infer the proximity based on co-location (such 
as NearMe [71]). However, both approaches have shown to provide the distance esti-
mation accuracy in the order of 10 meters, which does not suffice for detecting the oc-
currence of social interaction on small spatio-temporal scale. With the respect to the 
study of proxemics, such a precision does not allow distinguishing distances linked to 
public and inner zones (related to social interactions).  
The concept for estimating distance between two mobile phones, proposed in 
this thesis, is based on the RSSI analysis, which has been shown already to be a prom-
ising solution. RSSI based method is not limited to line of sight like infrared sensors 
are, and it is not privacy-sensitive in comparison to capturing audio data. In contrast to 
the approach of building a generic empirical model (regardless of the phone used, as 
implemented by Virtual Compass [10]), the approach proposed in this thesis maps 
RSSI values to distances relying on supervised learning, thus trading-off between the 
accuracy in distance estimation and the user effort in signal fingerprint collection. The 
reason for using a more costly method in terms of the end user effort is the fact that 
one of the pre-dominant factors affecting RSSI patterns is the receiver’s characteris-
tics [72] whose capturing can lead to a better system’s accuracy. This hypothesis was 
tested in the experiments that follow, demonstrating that environmental factors have 
less prevailing impact on RSSI patterns than receiver’s characteristics due to relatively 
short distances and no obstacles between receiver and transmitter. Unlike time-
consuming measurements typically required for fingerprinting methods, the user effort 
is decreased to only a couple of minutes to calibrate the phone signal while achieving 
a comparable accuracy to full fingerprinting method.  
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The concept for estimating distance is tested using Wi-Fi signals. Nevertheless, 
other radio transmitting/receiving mechanism with accessible RSSI (such as FM or 
Bluetooth) available in mobile phones could be used for the same purpose or in com-
bination with Wi-Fi. 
3.1.3 Estimating distance between two mobile phones using Wi-Fi RSSI 
Similar to indoor positioning systems that use fingerprinting technique, the 
method for distance estimation is based on analyzing RSSI values, observed on an un-
known distance from the phone which transmits Wi-Fi signal (colloquially known as 
Portable Hot Spot or Personal Hot Spot). The receiving phone reports RSSI and esti-
mates the unknown distance (Online phase - Figure 3.2) by applying the model built 
using a database that matches RSSI values with actual distances (Offline Phase –
Figure 3.2). Considering the fact that RSSI patterns depend on a wide array of factors 
including receiver’s characteristics and the type of environment, repeating the Offline 
phase would be required often to prevent accuracy degradation. Section 3.1.7 further 
discusses this issue and offers a solution for a fast calibration.  
To acquire the training set, Wi-Fi signal was measured at different distances 
following a grid of 0.5 m while using two mobile phones (one in transmitting, the oth-
er one in receiving mode). Using smaller grid spacing for capturing RSSI pattern, 
which corresponds to acquiring more points in the training set, improves the system’s 
performance but only up to a certain threshold when the accuracy starts to level off or 
even to degrade [72]. In the experiments, the grid of 0.5 m was found to be best suited 
considering the accuracy and the distances relevant for social interactions (Figure 3.1). 
For the same reasons, including measurements for distances greater than 8 m was su-
perfluous. 
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Figure 3.2: Block diagram of the interpersonal distance estimation 
3.1.4 Feasibility of Wi-Fi RSSI pattern for distance estimation 
In order to evaluate the feasibility of distance estimation based on Wi-Fi RSSI, 
the RSSI dependence on distance was analyzed for three different transmitting power 
levels (Figure 3.3a): 32 dBm (1.6 W) – maximal available power level, 13 dBm 
(20 mW) and 0 dBm (1 mW) - minimal power level. The measurements were carried 
out in the same environment using HTC Desire mobile phone, while recording 300 
samples with the sampling rate of 1 Hz for each of the distances following the grid of 
0.5 m. The transmitting power of 0 dBm provided the smoothest and the most mono-
tone characteristics (Figure 3.3a presents mean RSSI values) thus proving to be the 
best fit for short distance estimation. Afterwards, RSSI patterns were further analyzed 
setting the transmission power to 0 dBm, in seven different environments (indoor are-
as ranging from 30 m² to 90 m²) recording 300 samples every 0.5 m up to the distance 
of 8 m. The cumulative RSSI patterns are presented in  
Figure 3.3b where small circles represent outliers, thick horizontal lines corre-
spond to median values, bottom and top of each box corresponds to the first and the 
third quartiles of distribution and the whiskers extend up to 1.5 times the interquartile 
range (IQR). It can be seen that the RSSI shows relatively monotone characteristics 
across different environments while demonstrating the instability and fluctuations of 
the Wi-Fi signal, typically due to environmental factors [73]. Therefore, the distance 
estimation approach based on a simple RSSI threshold analysis (assigning ranges of 
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-learning techniques for distance estimation.
a) Three different power levels, one environment 
 
b) Power level of 0dBm, seven environments 
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3.1.5 Estimating distance through classification and regression techniques 
1. Data segmentation and features extraction 
As the first step of data processing RSSI values were segmented by grouping 
every 10 consecutive samples (which, due to the sampling rate of 1Hz, corresponded 
to 10 seconds) and calculated signal characteristics for each group separately. The 
goal of grouping samples was to mitigate the effects of Wi-Fi signal instability in a 
short time frame [74]. Reducing the number of grouped samples resulted in the sys-
tem’s accuracy degradation while grouping more samples yielded no notable im-
provement in the distance recognition. Since RSSI distribution varies according to its 
mean [74], the mean value was selected as a candidate parameter to represent the 
RSSI pattern. It turned out that among other tested signal characteristics (such as 
standard deviation, minimum and median), the combination of the mean and maximal 
value provided the highest accuracy in distance estimation. Adding more parameters 
did not result in significant improvements of accuracy while, on the other hand, it in-
creased computational requirements. Hence, every block of 10 consecutive RSSI sam-
ples (recorded over approximately 10 seconds) was represented in the training set with 
its mean and maximal value and was assigned to the corresponding distance. 
2. Techniques Selection 
Although the lognormal distribution of Wi-Fi RSSI was often assumed in the 
literature, it only represents a part of real RSSI distributions [74]. Therefore, Naïve 
Bayes with Kernel Density Estimation (KDE) classification was suitable choice con-
sidering the fact that it stands for a flexible nonparametric technique; it was also evi-
denced in the experiments to provide the best accuracy. However, several classifica-
tion techniques that were tested demonstrated similar performance in distance 
estimation; as an illustration, the results for Linear classification are reported as well. 
On the regression side, Gaussian Process (GP) is a well-suited regression 
method for localization for the following reasons: a) it does not require a discrete rep-
resentation of an environment, b) being non-parametric approach it provides adequate 
approximation for a wide range of non-linear functions, c) GP parameters can be esti-
mated from training data applying well-known algorithms [75].  
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3.1.6 Experimental setup and results 
The testbed consisted of six mobile phones (with Android operating system) 
including three different models, namely HTC Desire, Samsung Nexus S, and HTC 
Nexus One that were modified to allow adjustment of transmitting power. Distance 
estimation accuracy results were consistent for all tested phone models across six en-
vironments; evaluating performance for other phone models is out of the scope of this 
work; however, based on the phone models already tested, large disparities are not to 
be expected. 
Measurements were taken in three offices with dimensions of 12x8 m, 6x5 m 
and 6x3 m, a balcony of 12x2.5 m, a meeting room of 10x8 m and outdoors in front of 
the building. For testing the system’s accuracy, a pair of phones was used – one in 
transmitting and the other one in receiving mode. Following a grid of 0.5 m, RSSI was 
measured for 5 minutes on each distance between phones starting from 0.5 m to the 
point in which either signal degraded to its minimal level or it was the furthest acces-
sible point within room dimensions. The maximal distance in the experiments was be-
tween 5 and 8 m thus covering all the distances relevant to the study of proxemics 
[76][19]. The measurements were stored locally on the phone memory but for facili-
tating data analysis uploaded on the server during the evaluation period. The 
standalone implementation is presented in [77]. 
The accuracy was estimated in the offline phase by applying a cross-validation 
method: RSSI pattern captured in one out of six environments (outdoor, three offices, 
balcony and a meeting room) was used for building the model (i.e. as a training set) 
while measurements from five remaining environments were used for testing. In this 
manner, the procedure was repeated to cover all the combinations regarding distinct 
training and test sets across six environments. The RSSI characteristics were calculat-
ed over every block of 10 samples and queried separately to estimate an unknown dis-
tance. The cumulative distribution function of the distance estimation error was plot-
ted to evaluate the system’s accuracy. 
 Figure 3.4 shows the system’s accuracy in the case of using the same phone 
(same model) acting as a receiver in both training and test phase. The median estima-
tion error (50th percentile) of approximately 0.5 m was achieved using all the three 
applied machine learning techniques. Naive Bayes with KDE showed a slightly better 
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overall performance, providing distance estimation with 50th percentile error of 0.5 m 
and 90th percentile error of 1.5 m. It should be mentioned that the system’s accuracy 
did not significantly differ when tested separately in outdoor conditions; therefore the 
results for this case were not reported independently. 
 
a) Classification 
 
b) GP Regression 
Figure 3.4: Cumulative distribution function of the distance estimation errors (same receiving phone for 
training and testing) 
 
When different models of phones were used for training and test phase, the 
system’s accuracy significantly degraded (Figure 3.5). This is due to the fact that 
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RSSI patterns highly depend on the receiver characteristics [72] which are likely to be 
different across different phone models. Figure 3.5 presents distance estimation accu-
racy plotted against the baseline performance represented as a random estimation out 
of the set containing distances from 0 to 5 meters. The median error was approximate-
ly 1 m while 90th percentile error was between 2.5 m and 3 m. However, considering 
the main goal of recognizing distances related to social interactions, the system did not 
provide satisfactory accuracy in this case. The next section further discusses this issue. 
The change of a mobile device, which acts as a hot-spot while keeping the 
same transmitting power did not result in significantly different RSSI patterns; there-
fore the results for this case were not reported separately. 
 
a) Classification 
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b) Regression 
Figure 3.5: Cumulative distribution function of the distance estimation errors (different receiving phone 
for training and testing) 
3.1.7 Fast calibration based on propagation model 
Having a generic application for inferring social interactions would require a 
generic radio propagation model that would reflect RSSI patterns considering various 
models of mobile phones and environmental conditions. However, the possibility of 
creating such model, which would provide a reasonable system’s accuracy for a num-
ber of phone models, is limited given that the range of RSSI values is a function of ef-
fective transmitter power, path loss, receiver antenna gain, and receiver sensitivity 
[72]. In addition, fluctuations of RSSI may be caused by environmental factors includ-
ing furniture layout in the room of interest, air temperature, humidity and presence of 
people [73]. Since some sources of uncertainty are difficult or impossible to be taken 
into account, the main goal becomes identifying pre-dominant factors that influence 
RSSI patterns and modeling their effects.  
Considering the fact that other conditions in the experiments remained con-
stant, the main cause of degradation in the case of using different phones for model 
building and for distance estimation (the difference in results shown in Figure 3.4 and 
in Figure 3.5) lies in the change of receiver’s characteristics. The application should 
keep the transmitting power constant to 1 mW, however the remaining issues to be 
addressed are related to receiver characteristics and path loss. This would require a 
calibration i.e. acquisition of a RSSI pattern database for any new model of the phone 
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intended to use the application. Repeating RSSI measurements would be laborious and 
time-consuming process since achieving satisfactory accuracy requires a number of 
distances (in this case following a grid of 0.5 m). To avoid this, a proposed solution is 
based on calibrating only one point by measuring RSSI for a couple of minutes on a 
fixed distance of, for instance, 1 m. Once the RSSI is captured, the rest of the training 
set is estimated applying the following propagation model [78]: 
X
d
d
ndBmdPdBmdP o −−= )log(10])[(])[(
0
 (3.1) 
where n is the path loss exponent, P(d0) is the signal power at the reference 
distance d0 from the transmitter phone (in this case 1 m) and d is the distance in which 
RSSI is estimated by applying the model. X is a component that reflects the sum of 
losses induced by each wall between the transmitter and receiver. It was found empiri-
cally from the training sets that the best suited value for the coefficient n is 1.5, while 
for X is zero (there are no walls or other obstacles between points).  
This method was evaluated by measuring RSSI on the distance of 1m in one 
out of six environments, generating the rest of training set by applying the propagation 
model and assess the accuracy using RSSI measurements from five remaining envi-
ronments. The procedure was repeated for all the environments and overall perfor-
mance is plotted in Figure 3.6 as a cumulative distribution function of distance estima-
tion errors (for each of the phone model that was used).  
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b) GP regression 
 
Figure 3.6: Distance estimation accuracy using training set generated by applying the propagation mod-
el 
 
This demonstrates that similar performance as in the case of acquiring a full 
training set can be achieved by investing a minimal effort of performing the calibra-
tion for a couple of minutes (Figure 3.4 and Figure 3.6). All tested models showed 
similar performance - the median accuracy of approximately 0.5 m and 90th percentile 
error between 1.5 m and 2.5 m. 
Unexpectedly, calibrating the phone and testing in the same environment pro-
vided similar accuracy as in the case of performing calibration and testing in different 
environments (which was evidenced across all six environments). This may be indica-
tive that the pre-dominant factor that influence RSSI pattern lies in receiver’s charac-
teristics. Less prevailing impact of environmental conditions may be explained by rel-
atively short distances and no obstacles between receiver and transmitter which could 
affect the signal propagation. This was further evidenced in the experiments of real-
life settings conducted in a wide array of environments and different phone models 
which is presented in chapter 5 and chapter 6. 
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3.1.8 Accuracy in distinguishing classes of distances related to proxemics 
Previous sections (3.1.6 and 3.1.7) provided the evaluation of the system’s ab-
solute accuracy. By mapping of estimated distances into different categories of social 
interactions through the study of proxemics, this section assesses the accuracy in dis-
tinguishing interpersonal distances with respect to personal, social and public space. 
The intimate space which includes distances up to 0.45 m cannot be reliably detected 
using the proposed method, thus all the recognized distances below 1.2 m were cate-
gorized as a personal space. The reason lies in the fact that the detection of such short 
distances between people is highly affected by the place of carrying the phone (such 
as a pocket, a case or a bag). The distance estimation accuracy is broken down into the 
three classes – personal, social and public space and the results are presented in Table 
3.1 in the form of a confusion matrix. 
 
Table 3.1: Break-down classification accuracy related to the categories of interpersonal distances de-
fined by the study of proxemics 
 
Ground-truth a) Same phone for training/test b) Calibration method 
Personal Social 
 
Public Personal Social Public 
Personal  81% 19% 0% 81% 19% 0% 
Social 0% 67% 33% 28% 51% 21% 
Public 0% 17% 83% 2% 14% 84% 
 
Distances related to personal and public space were recognized in more than 
80% of cases both when a) performing training and test procedure with the same 
phone and b) using calibration method (Table 3.1). Distinguishing social space from 
personal and public space resulted in lower accuracy, 67% and 51% with respect to 
different methods for acquiring the training set.  
According to the study of proxemics, distances related to personal and social 
space are used by subjects for different types of social interactions thus distinguishing 
these two categories from public space would correspond to inferring the distances 
relevant for social interactions in general. Table 3.2 presents the results when the sys-
tem’s accuracy is broken down further in two groups – social interactions related dis-
tances and public space distances. In 82% - 86% of cases the system successfully dis-
tinguished the two groups. 
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Table 3.2: Recognizing two groups of distances related to social interactions and public space 
 
Ground-truth a) Same phone for training/test b) Calibration method 
Social Public Social Public 
Social Interaction Distances 82% 18% 86% 14% 
Public Space 17% 83% 16% 84% 
 
Spatial settings in social interactions can be affected by a number of factors 
thus the boundaries of personal, social and public space may vary across different 
testbeds. However, once absolute interpersonal distances are estimated, it becomes 
trivial to adjust their categorization according to the culture where the experiments 
were conducted or some other factor that affects setting interpersonal distances.  
3.1.9 Comparison of distance estimation systems 
Table 3.3 shows related systems for peer-based distance estimation that are re-
ported in the current literature. 
Table 3.3: Comparison of proximity/distance estimation systems 
 
Project Accuracy Method 
Virtual Compass 
[65] 
50th percentile error: 0.9m, 90th percentile: 2.7m Wi-Fi + Bluetooth 
BeepBeep [69] 50th percentile error: within 2cm  Acoustic-based 
NearMe [71] RMS error: 10m-20m  Comparing Wi-Fi fingerprints  
Relate System 
[68] 
50th percentile error: 2cm – 4cm Ultrasound 
 
Relate System [68] calculates the relative position of devices relying on a cus-
tom ultrasound hardware. This approach provides a very accurate estimate of distance, 
with the median accuracy in the order of centimeters, but it requires ultrasound emit-
ters/receivers that are not available in standard mobile phones. Moreover, techniques 
that rely on ultrasound or detection of the phase offset of transmitted radio waves are 
difficult to implement using the hardware and APIs available on commodity mobile 
phones [65].  
NearMe compares clients’ list of Wi-Fi access points and signal strengths to 
compute the distance between devices. Unlike localization system based on Wi-Fi fin-
gerprints, NearMe does not rely on calculating an absolute location thus it requires no 
calibration and minimal setup. This method achieves relatively low accuracy in com-
parison to other systems with an RMS (Root Mean Square) error of 10 to 20 meters. 
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BeepBeep [69] is a highly accurate acoustic-based system for estimating dis-
tance between devices which requires only a set of commodity hardware – a speaker, 
a microphone and a form of device-to-device communication. Each device emits a 
sound signal and collects its own signal and a signal from its peer. Distance estimation 
is based on counting the number of samples between these signals and exchanging the 
time duration with its peer thus calculating two-way time of flight. The approach re-
quires wireless communication to coordinate devices and to exchange the time dura-
tion. Noisy environments impact the accuracy of the system while the devices that are 
not in earshot cannot be detected; this limits applicability for mobile phones consider-
ing the fact that they are typically carried in places that affect sound propagation in-
cluding pockets, cases and bags.  
 Similarly to the distance estimation system proposed in this thesis, Virtual 
Compass [65] exploits transmitting mechanisms embedded in mobile phone and RSSI 
analysis. Mapping RSSI to distance was performed with empirical propagation models 
enhanced by incorporating the uncertainty which provided the average accuracy of 
3.4m and 3.91m when Bluetooth and Wi-Fi (respectively) were tested separately using 
nine devices in a 100m² indoor area. The fusion of the two transmitting mechanisms 
achieved the median error of 1.41m for nine devices while in the case of two devices 
in the same area the median error was 0.9m and the 90th percentile error was 2.7m. In 
comparison to the distance estimation method proposed in this chapter, the advantages 
of Virtual Compass includes estimating positions of devices in 2D plane, algorithms 
for energy efficient use and not requiring training phase. However, the system pro-
posed by this thesis provides a higher accuracy with the use of solely Wi-Fi, does not 
require communication between devices and broadcasting the distance to each of 
peers, while training phase is facilitated with a fast calibration method which makes 
the approach adaptive to different applications, environments and phone models.  
3.2. Estimating relative body orientations 
3.2.1 Relative body orientations and social interactions 
 
In addition to the interpersonal distance, posture is also often investigated 
measure of nonverbal behavior in social interactions, typically indicating a communi-
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cator’s attitude toward his peer [79]. One important dimension of posture, the relative 
body orientation, represents the angle between the torso’s orientations. It can reflect 
the level of immediacy in face-to-face interaction; in addition, several experiments 
demonstrated that, in the case of female individuals, a more direct position indicates a 
more positive attitude [79]. Nevertheless, a direct face-to-face position refers to the 
need of continuous mutual monitoring and this type of interaction is usually more ac-
tive [9]. When two subjects hold more parallel position, this may be a sign that they 
are either buddies or less mutually interested [9]. In addition to interpreting subjects’ 
attitudes, the relative body orientation shows the high predictive power for recogniz-
ing the occurrence of an ongoing social interaction, when combined with the interper-
sonal distance [12]. 
3.2.2 Estimating relative body orientation 
 
Relative body orientation refers to the angle between the orientations of torsos 
[12] considering two subjects that are facing each other. The solution proposed in this 
thesis makes the use of the orientation sensor embedded in mobile phones in order to 
estimate the relative body orientation of subjects. The orientation sensor reports the 
following values (expressed in degrees): 
Azimuth – the angle between the magnetic north direction and the y-axis, 
around the z-axis (0° to 359°); 0° corresponds to North, 90° to East, 180° to South, 
and 270° to West. 
Pitch – the rotation around x-axis (-180° to 180°) with positive values when 
the z-axis moves towards the y-axis. 
Roll – the rotation around y-axis (-90° to 90°) with positive values when the x-
axis moves towards the z-axis. 
Knowing the relative position between the body and the phone orientation is 
the fundamental condition in order to recognize the individual’s body orientation and 
the relative body orientation between subjects. Once this relationship is determined, 
calculating the relative body orientation would require relative processing of azimuth, 
pitch and roll values. In the experiments that follow, participants were instructed to 
carry the phone with a display facing outside in a case, placed on the right side of the 
hip. Depending on the body posture the phone could mostly rotate around y- and z-
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axes thus considering the sum of azimuth and roll was sufficient to compare the body 
orientations of subjects (being in a case, the display plane was always parallel to the 
body implying little or no rotations around x-axis). Evidently, the position for carrying 
phone is by no means limited to the hip but the constraint relates to the constant posi-
tion with respect to the body and must be known to the algorithm, in order to calculate 
relative body orientation. However, in the recent study, Shi et al. [80]  demonstrated 
that it is possible to automatically detect on-body position of the mobile phone by util-
izing the fusion of accelerometer and gyroscope. Furthermore, chapter 5 and chapter 6 
demonstrate that without knowing the position of the phone, meaningful and informa-
tive social interaction features can be extracted from orientation sensor data both for 
inferring the occurrence of social interaction and for social context analysis. 
It would be superfluous to test the accuracy of the sensor itself for each phone 
model that was used in the experiments as it is expected to be done at phone/sensor 
producer. Instead, the relationship between the estimated relative body orientation and 
the ground-truth position was analyzed during face-to-face social interaction. In this 
case, the ground-truth refers to the position perceived by subjects, for instance as a di-
rect face-to-face or parallel. Considering the approach of carrying the phone in a con-
stant place on the body, the uncertainty in estimating the subject’s orientation is intro-
duced by a human factor, which in this case particularly influences positions that 
subjects hold while interacting and placing the phone exactly on a pre-defined spot. 
Two sets of controlled experiments were conducted: one consisted of scheduled meet-
ings involving overall six different subjects (two of them meeting at time, both stand-
ing) and the other one was conducted in two sessions where each session included 
four people that were asked to talk for 20 minutes in the meeting room, constituting 
one-on-one interactions. There were overall 31 and 6 recorded social interactions re-
spectively with the duration of 3.6±3.4 minutes (varying from 1 to 10 minutes). The 
subjects, not introduced with this study, were asked to interact in a face to face for-
mation and to label each single social interaction by annotating using the start and the 
end button in the application. 
The phones were sampling orientation values with the frequency of 1Hz and 
were uploading to the server. As in the case of sampling Wi-Fi for estimating interper-
sonal distances, uploading data to the server was done for facilitated data analysis (the 
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stand-alone application which allows exchanging the information of absolute orienta-
tions without establishing a connection is described in [77]). The individual’s orienta-
tion (that corresponded to the sum of azimuth and roll in this case) was averaged eve-
ry frame of 10 seconds i.e. 10 samples while the relative body orientation of subjects 
was calculated only if the standard variation of the samples was less or equal to 10 de-
grees for each subject, otherwise the current frame of samples was taken out of the 
consideration. This was done for indicating the moments in which subjects do not hold 
a stable orientation due to body movement thus eliminating this source of uncertainty 
for relative body orientation estimation. The threshold of 10 degrees was selected 
through a trade-off between decreasing the threshold of standard deviation of the es-
timated relative body orientation and decreasing the amount of discarded data (propor-
tional to increasing threshold).  
Figure 3.7 shows the distribution of the estimated relative body orientation 
during 37 face-to-face social interactions observed in controlled experiments, where 
180 degrees between hip (i.e. torso) lines corresponds to a direct face-to-face for-
mation. 
 
Figure 3.7 Relative body orientation in two-person meetings (degrees) 
 
The mean value of angle was 178° with the standard deviation of 25°. Overall 
20% of data was discarded due to not stable orientation according to the threshold of 
10° described above. Such result indicates that estimated relative body orientation re-
flected the ground-truth position, which in this case was the relative body orientation 
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in direct face-to-face interactions. It was not expected that during two-person face-to-
face interactions the relative body orientation will be constantly 180°, thus the stand-
ard deviation of 25° may be taken as the acceptable one, mirroring the ground-truth 
position. 
3.3. Summary 
The way how people use and organize space they share with others in social 
interactions, reflects their social and emotional closeness, attitude, cultural back-
ground, type of personality and other similar phenomena. At a more basic level, set-
ting appropriate spatial settings is a necessary condition for accomplishing a co-
located face-to-face interaction. Therefore, inferring spatial settings represents an im-
portant aspect when it comes to monitoring of social interactions.  
This chapter investigated the possibility of using the mobile phone as a source 
for collecting information about interpersonal distances and relative body orientations, 
parameters which describe spatial settings between subjects. Using the RSSI analysis 
of the radio signals transmitted from one and received by the other phone, the pro-
posed method estimates the distances between users, assuming that they carry mobile 
phones, with the median accuracy of 0.5m (demonstrated with Wi-Fi signals). This al-
lowed distinguishing distances linked to public and social zones according to the study 
of proxemics with the accuracy of above 80%. In order to estimate relative body ori-
entation, the method relies on the compass sensor embedded in modern mobile phones 
assuming the knowledge of the position where users carry their mobile phones. The 
on-body position of the mobile phone can be either reported by subjects or automati-
cally detected through the existing algorithms. However, chapter 5 and chapter 6 
demonstrate that without knowing the position of the phone, compass sensor data can 
be used for detection of face-to-face interactions and for the social context analysis.  
The fact that people habitually carry the mobile phone makes this device a 
suitable source for unobtrusive and continuous monitoring of social interactions..  
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Chapter 4 
4. Speech Activity Detection 
Although people, consciously and unconsciously, communicate in a nonverbal 
way, speech is still considered to be the main modality of a conversation and its direct 
manifestation [22]. Looking from the perspective of a human observer whose task is 
to collect interaction data, annotating the occurrence of a conversation pertains to wit-
nessing the speech activity, while most of sensor-based systems for detecting social 
interactions rely on the audio data analysis. In certain situations nonverbal cues, such 
as interpersonal distance and relative body orientation, can suffice to recognize 
whether or not a social interaction takes place (which is further analyzed in chapter 5), 
however in order to ascertain the occurrence of a conversation, it requires also the 
knowledge about speech activity [8]. For example, two colleagues can have desks one 
in front of another thus being physically close and facing each other the whole work-
ing day while not communicating; on the other hand, colleagues may have a conversa-
tion at the office while facing monitors. Interactions detected from speech and collo-
cation have been shown to be different [13] which highlights the need of having 
knowledge about speech activity in order to reliably detect an ongoing conversation.  
In the technological community, speech activity has been pre-dominantly rec-
ognized using microphones, either mounted in the area of interest or embedded in a 
mobile device (the mobile phone [13] or specialized device such as Sociometer [8]). 
As discussed in chapter 2, the limitations of these approaches include 1) sensitivity to 
false positives –  nearby conversations can be unintentionally picked up;, 2) privacy 
and ethical issues – in a number of situations (for example, in public spaces or in the 
case of monitoring patients) audio data cannot be obtained due to legal or ethical 
norms [35]. Even when applying privacy sensitive recording techniques, activating 
microphone may cause changes in natural behavior of subjects if they perceive it as 
privacy intrusive. Therefore, a few alternative methods that aimed to infer speech ac-
tivity are based on mouth movement, fidgeting, or gestures [35] [81] detected using 
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machine vision. However, this limits application scenarios to limited areas that are 
covered with the camera system. These reasons prompted the investigation presented 
in this chapter with the goal of providing an alternative to microphone-based speech 
detection method commonly used by the systems for sensing social interactions, while 
still allowing a continuous data collection (not limiting the application only to certain 
areas). 
The proposed method for speech activity detection is based on identifying an-
other manifestation of speech different than voice, namely the vibration of vocal 
chords. The phonation-caused vibrations spread from the area of larynx to the chest 
level, representing the exhibition of speech activity which can be automatically de-
tected through the use of accelerometer. In the domain of speech analysis, non-
acoustic sensors have been used so far to investigate speech attributes [82] [83], 
speech encoding [83], and to augment communication possibilities in patients with 
special needs [84], however no work has relied on accelerometers to detect the status 
of speech in social interactions. The accelerometer-based approach does not require 
sensitive data thus it is not expected to face ethical issues or privacy concerns in com-
parison to microphone based approaches.  
4.1. Methodology 
Vocal chords (also known as vocal folds) are muscles within larynx that vi-
brate when air from lungs passes through thus producing voice [85]. The fundamental 
frequency of vocal chords vibrations depends on a variety of factors including age, 
gender and individual differences [86]. After the age of 20 the predicted fundamental 
frequency of vocal chords remains approximately 100Hz for male and 200Hz for fe-
male adults [86]. Therefore, identifying vibrations of these fundamental frequencies 
produced by vocal chords during phonation pertains to speech activity detection. In-
stead of a purpose-built accelerometer (with an appropriate shape, targeted frequency 
range and sensitivity), this chapter investigates the use of an off-the-shelf accelerome-
ter thus aiming to an easily applicable and a cost effective solution. Since mounting 
sensors on the neck (close to the larynx area) may be obtrusive, the chest surface was 
selected as a suitable body position, which is already being used for placing various 
 sensors including cardio, respiratory and kinematic sensors. Sundbe
number of factors that contribute to the chest vibrations during phonation and exa
ined the distribution of displacement amplitude over
strating that the vibrations can be detected all over the chest with the highest di
placement amplitude located in the central part of the sternum, which is the area 
chosen to place the sensor on (
Figure 
 
4.2. Accelerometer-based approach to recognize speech
The concept of using an accelerometer for recognizing speech activity is based 
on detecting phonation-caused vibrations at the chest level, targeting frequency range 
approximately between 100Hz and 200Hz. On the other hand, it is important to exa
ine if there are potential sources in everyday life that produce components in the same 
range of frequencies which can be confused with speech activity. 
daily physical activities are not expected to overlap with vocal chords vibrations in the 
frequency domain since they typically occupy frequency ranges lower than 20 Hz
[87]. However, this investigation is focused on the following two aspects: 
1) Whether the char
cally designed for detecting small vibrations) are sufficient for recognizing speech a
tivity and discriminate it from other components in the frequency spectrum. This co
cern refers mostly to lo
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frame was represented with the power spectral density that was a sum of spectral den-
sities computed for each 2 seconds. Therefore, the goal was to recognize the presence 
of spectral components that correspond to speech with the resolution of 10 seconds. 
Processing data in 10-second time frames resulted in the highest accuracy regardless 
of the duration of the speech i.e. whether there was only one word spoken or a contin-
uous talk of 10 seconds. Decreasing the resolution corresponded to lower ratio be-
tween speech amplitudes and noise levels while processing data in longer time units 
was more likely to fail in detecting shorter durations of speech. 
Figure 4.2a shows distinct examples of frequency spectra for 10-second sam-
ples containing no voice, male voice and female voice where readings without voice 
correspond to a stable position of accelerometer (i.e. of a subject wearing accelerome-
ter) without speech activity. However, even mild activities (such as moving in the 
chair, small movements while standing or walking) resulted in noise in higher fre-
quency ranges (Figure 4.2b) making the frequency spectra similar to the one related to 
speech (Figure 4.2c). Figure 4.2b presents a set of frequency spectra that contains 
overall 3 hours (separated in 10-second time frames) of different activities including 
sitting, standing and walking without speech. A set of frequency spectra correspond-
ing to speech activity of 11 male and 10 female subjects is shown in Figure 4.2c (10-
second time frame of continuous speech for each subject).  
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b) Set of readings that do not contain speech activity 
 
c) Set of readings that contain speech activity 
Figure 4.2:  Power spectral densities of accelerometer readings 
 
Visualization of frequency spectra evidenced the non linear nature of the clas-
sification problem; therefore, several classification techniques (namely SVM, Naïve 
Bayes, Naïve Bayes with kernel density estimation and k-NN) were considered being 
evaluated using various features for characterizing the spectral density (namely mean, 
maximal, minimal, and integral values regarding different frequency ranges). It turned 
out that Naïve Bayes with kernel estimator applied on the two parameters – integral 
and mean values of the components between 80 Hz and 256 Hz, provided the highest 
classification accuracy.  
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Here no further elaboration is provided on the classification selection, a choice 
of signal parameters, frame size for calculating power spectral density and the resolu-
tion since they strongly depend on the accelerometer’s characteristics. However, con-
sidering the predicted fundamental frequencies of vocal chords, the requirement for 
the accelerometer is sampling rate of minimum 200 Hz for detecting male voices and 
400 Hz for detecting female voices. The accuracy of the approach is provided in the 
following,. 
4.3. Experiments and results 
In total, 21 subjects participated in the speech activity detection experiment (11 
males, 10 females; 31.8±7.6 years old). Each subject was asked to read out loud the 
article from the latest newspapers for at least two minutes, while having the Shimmer 
accelerometer attached to the chest with an elastic band (Figure 5.5). The approach 
was evaluated separately for each subject through cross-validation of two sets, one in-
cluding the frequency spectra of 10-second frames containing subject’s voice and the 
other including only spectra of accelerometer data samples recorded during mild phys-
ical activities without voice. 10 out of 11 male and 9 out of 10 female voices were 
successfully recognized, demonstrating that in large majority of the cases the accel-
erometer was sufficient to distinguish the frequency spectra of readings with and 
without voice despite the imperfect skin-sensor contact and individual subjects’ char-
acteristics. 
In addition, a set of accelerometer data was created containing speech activity 
of 19 subjects excluding 2 subjects that were not previously detected (overall, 2 
minutes each subject, that is 38 minutes, divided in 10-second time frames) and accel-
erometer readings that contained physical movements without voice (approx. 2 hours 
of accelerometer readings that included sitting, standing and normal speed walking in 
10-second data resolution). This was done so that a generic speech detection model 
can be built. The voice recognition accuracy was estimated through leave-one-out 
method of sequentially selecting accelerometer readings that corresponded to one sub-
ject/one activity as a test unit while using the rest of the set for building the model 
(training set for Naïve Bayes with KDE classification). The voice was correctly rec-
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ognized in 93% of cases while mild physical activities without voice induced false 
positives in 19% (Table 4.1a). The same model was used to test accelerometer read-
ings acquired in more intensive activities such as fast walking or running which re-
sulted in 29% rate of false positives (Table 4.1b). Furthermore, the goal was to inves-
tigate whether some sources that may be encountered in everyday life including 
elevator (5min of data), car (30min of data), bus (30 min of data), train (20min of da-
ta) or airplane (1 hour of data) whose engines provide components in higher frequency 
ranges result in false positives in speech detection. It turned out that elevator, train and 
airplane do not present an additional issue for the speech recognition, causing the 
same rate of false positives as physical movements performed in normal conditions 
(Table 4.1a and Table 4.1c) while travelling in a car or a bus increases the occurrence 
of false positives to the rate of 32%. Intense physical activities and the transportation 
vehicles did not affect the recognition of speech i.e. the rate of true positives and false 
negatives remained above 90%. 
 
Table 4.1: a) Voice/mild activities; b) Voice/intense activities, c) Voice/source of higher frequencies 
 
a) Voice Detected No Voice Detected 
Voice  93% 7% 
Mild Activities 19% 81% 
 
b) Fast Walking or Running 
No voice detected (true negatives) 71% 
Voice detected (false positives) 29% 
 
c) Elevator Bus/ Car Train Airplane 
No voice detected (true negatives) 80% 68% 81% 79% 
Voice detected (false positives) 20% 32% 19% 21% 
 
The results demonstrate that the speech activity can be reliably detected in typ-
ical daily situations that include mild activities. More intense activities, such as run-
ning, and certain types of vehicles, such as car or bus, may result in a higher rate of 
false positives. Nevertheless, this may be mitigated by using a different type of the ac-
celerometer.  
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In addition to phonation there are other causes of vocal chords vibrations, 
which can be incorrectly classified as speech activity such as coughing or mumbling. 
Certainly, this should be considered when designing a system intended for users that 
prevalently suffer from such symptoms. However, in healthy subjects their occurrence 
is less frequent and typically negligible in comparison to speech. 
4.4. Summary 
The evaluation presented in this chapter demonstrated the possibility of using 
an off-the-shelf accelerometer for inferring speech activity. This method is based on 
identifying vibrations caused by vocal chords during phonation which belong to the 
frequency range approximately between 100Hz and 200Hz. Instead of a purpose-
manufactured accelerometer (with an appropriate shape, targeted frequency range and 
sensitivity), this chapter investigated the use of an off-the-shelf accelerometer which 
affords an easily applicable and a cost effective solution. The results demonstrated 
that the accelerometer attached at the chest level can distinguish speech activity from 
mild daily activities with an accuracy of 90%, while more intensive activities and cer-
tain vehicles may result in higher rate of false positives, up to 32%. However, these is-
sues can be mitigated by using an off-the-shelf accelerometer with different character-
istics. 
The accelerometer-based approach provides an alternative to the speech detec-
tion based on audio data analysis which is prone to provoking privacy concerns in 
subjects. Besides, capturing audio data may be considered unethical and illegal in a 
number of situations. Using an accelerometer to identify physiological effects of pho-
nation does not require capturing sensitive information thus overcoming the above-
mentioned drawbacks of microphone-based methods. Such an approach faces the 
challenges of interpreting noisy data acquired from a source which is not dedicated for 
speech activity detection. Moreover, wearing a sensor at the chest level may be per-
ceived as obtrusive and consequently it may stigmatize monitored subjects. However, 
wearing comfort issue is expected to be mitigated considering the wide variety of siz-
es and shapes of the currently available accelerometers,   
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Chapter 5 
5. Detecting Social Interactions 
 
Through several studies, Groh et al. developed probabilistic models for detect-
ing social interactions based on various nonverbal cues [12][91][92]. The main goal of 
these studies was developing probabilistic models, while using existing solutions for 
recording the underlying parameters: interpersonal distances and relative body orien-
tation were tracked with a precision <1mm and <1° using camera infrared beacon-
based system, in the settings with cameras mounted on the floor and ceiling and bea-
cons attached on the body [12]; speech activity was detected with the resolution of 
50ms relying on the manual annotations from audio data recorded from MP3 player 
worn around the neck [91]. The authors demonstrated that using the abovementioned 
parameters was sufficient for detecting social interactions, however given an extreme-
ly high accuracy of collected data.  
The previous chapters presented mobile modalities for collecting data relevant 
to social interactions and this chapter evaluates whether the achieved precision of de-
tected parameters is sufficient to identify existing social interactions. Firstly, the rest 
of this chapter analyzes the relative predictive power of using inferred spatial parame-
ters to identify co-located face-to-face social interactions. Afterwards, the potential of 
fusing speech activity and spatial settings detection is evaluated. 
5.1. Detecting social interactions through spatial settings 
5.1.1 Methodology 
Detection of social interactions is based on analyzing the spatial parameters 
between a pair of subjects that carry mobile phones. If more than two subjects are in-
volved in the same conversation, the method recognizes other participants by examin-
ing information for each pair of individuals involved in the social interaction. As the 
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number of participants increases, interpersonal distances expand and the angles be-
come wider, thus imposing constraints on developing a single model of social interac-
tions, regardless of the number of participants. However, these effects (such as chang-
es in angles) are typically neglected in the literature since practical experience 
suggests that when there are more than four or five individuals, they frequently split 
up into sub-situations [12][24]. Therefore, the experiments that follow were conducted 
under the assumption that in real-life settings a number of individuals which actively 
participate social interaction is limited to five, referred to as a small-group interaction 
[12][24].  
5.1.2 Experiments 
The time frame of 10 seconds was chosen to process data as suggested by [92] 
in order to capture dynamic changes in social interactions while at the same time to 
discriminate between existing and non-existing social interactions. Therefore, inter-
personal distances were estimated using a sequence of Wi-Fi RSSI values for every 
10-second frame and also body orientation is averaged every 10 seconds (i.e. 10 sam-
ples). Relative body orientation of subjects was considered only if the standard devia-
tion of the samples was less than or equal to 10 degrees for each subject (regarding the 
10-second time frame), otherwise the current frame of samples was left out. This was 
done in order to analyze situations in which subjects held stable relative orientation, 
such that random body movements are removed as a source of orientation uncertainty. 
The threshold of 10 degrees was confirmed to be a trade-off between decreasing the 
standard deviation of the estimated relative body orientation (proportional to decreas-
ing threshold) and decreasing the amount of discarded data (proportional to increasing 
threshold). Overall, approximately 20% - 25% of unstable orientation data was dis-
carded. The application was installed in five phones, two HTC Desire, two HTC De-
sire S and one Samsung Galaxy S with synchronized clocks to ensure correct data 
aligning for the analysis. Focusing on small group co-located face-to-face social inter-
actions, the experiments were performed in three types of scenarios described in the 
paragraphs that follow.  
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5.1.3 Controlled experiments 
Participants, that partially knew each other, were asked to communicate for an 
amount of time of their choosing, while carrying the mobile at a known place. The 
first trial involved 6 participants (4 males, 2 females, age: 31±4 years) that were talk-
ing to each other, maximum four at a time, at 14 randomly selected locations, includ-
ing 12 indoor and 2 outdoor environments. The duration of these interactions was 
5.6±3.8 minutes. The second trial was conducted in a meeting room and it consisted of 
two 15-minute sessions in each involving 4 people (6 males, 2 females, age: 29±4 
years) who were let to communicate freely as they wanted. This experimental trial re-
sulted in 1300 pairs of relative body orientation and interpersonal distance (α, d) with 
a time frame window of 10 seconds for processing and averaging data.  Figure 5.1 
shows the distribution of the relative orientations and the interpersonal distances (α, d) 
in which the red rectangle indicates mean± standard deviation: α: 178° ± 25°, d: 1.6 m 
± 0.5 m. The interpersonal distances mostly belonged to the social space (called also 
socio-consultive zone [38]). 
 
Figure 5.1: Controlled experiments 
5.1.4 Break-room settings 
The break room is the place where employees in the research center, which 
was a test-bed, typically socialize. This created the opportunity to monitor social in-
teraction in a natural setting. When people were coming to the break room, they were 
asked to place the phone in a case attached on the right hip and to continue their inter-
action. Overall, there were 15 interactions recorded of duration 6.2±3.5 minutes that 
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included 24 different people. This experimental trial resulted in 1300 orientation, dis-
tance (α, d) pairs. The distribution of (α, d) is presented in Figure 5.2 (α: 177° ± 45°, 
d: 1.1 m ± 0.3 m). The inferred interpersonal distances belong both to personal and 
social space.  
 
Figure 5.2: Break-room settings 
5.1.5 Continuous monitoring 
Aiming to analyze social interactions in continuous settings, the third trial of 
experiments was performed during working time for one week i.e. 5 working days, in-
volving 5 colleagues that share the same office. They were asked to provide a label 
whenever social interactions occurred outside of the office, through a button press on 
the phone. Overall, during one week of measurements there were 9 social interactions 
labeled which involved either all of 5 participants or their subset. The locations were 
random in the building with duration of 6.4±8.1 minutes. The distribution of (α, d) for 
this set of experiments is presented in Figure 5.3 (α: 186° ± 45°, d: 1.5 m ± 0.6 m). A 
part of the inferred interpersonal distances is related to personal space while most of 
them belong to the social space. However, the fact that one week of measurements re-
sulted in 9 labeled conversations was questioning; afterwards, it turned out that the 
participants did not label several social encounters which they clarified at the end of 
experiments. Thus, the next continuous experimental trial (which is analyzed later in 
this chapter) involved a human observer that was manually labeling ground-truth.   
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Figure 5.3: Continous experiments 
 
Note that the absolute measures of interpersonal distances and relative body 
orientations as well as the comparison between the inferred distances in the three sce-
narios through the study of proxemics should be considered only illustratively consid-
ering the distance estimation precision (provided in Chapter 3).  
5.1.6 Collecting data related to non-existing social interaction 
In order to assess the potential of using spatial (α, d) parameters to distinguish 
existing and non-existing social interactions, it was necessary to create also a solid 
corpus of the pairs that do not correspond to social interactions. Four subjects that at-
tended a fair called “Researchers Night” were monitored while being asked to report 
any social encounter among them. Measurements from one-hour period in which they 
reported no social interactions was extracted as a suitable data set containing overall 
1400 (α, d) pairs for creating non-existing social interaction corpus; being at the stand 
implied their constant proximity and random relative body orientations (while sit-
ting/standing/moving) - Figure 5.4. In addition, there were added measurements from 
previously described controlled experimental settings that included subjects that were 
in concurrent social interactions and in a close proximity (all social encounters oc-
curred within 5x5m space). Certainly, there are a number of scenarios which include 
subjects that are not interacting while being in close vicinity, thus making it challeng-
ing to classify between occurrence and non-occurrence of social interaction. The ex-
ample of one such a case involves colleagues that share the office, sitting at their 
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desks across each other at a short distance, but not having a conversation. This case is 
evaluated in the continuous experimental trial, presented in the Section 5.2. 
 
Figure 5.4 (α, d) pairs corresponding to situations without social interactions taking place 
5.1.7 Data analysis 
All the three experimental trials related to existing social interactions resulted 
in approximately 14 hours of sensor data. Figure 5.1, Figure 5.2 and Figure 5.3 indi-
cate that conversations regarding pairs of subjects were centralized around 180° – the 
relative body orientation that corresponds to a perfect face-to-face position. Wider 
range of relative orientations was perceived in the cases of break room and continuous 
monitoring settings (both with SD of 45°) in comparison to the controlled experiments 
(with SD of 25°). This may reflect the fact that participants were more relaxed and 
held less steady orientation when they were participating in break room social interac-
tions, in comparison to social interactions where participants were instructed to com-
municate. It can be seen that participants were mostly having shorter interpersonal dis-
tances in the break room and continuous monitoring, which were both natural setting. 
How these spatial parameters can be used to detect the social context (perceived by 
subjects as formal or informal) is analyzed in Chapter 6. 
Table 5.1 presents the results of the classification between existing (denoted as 
SI) versus non existing social interaction cases (denoted as NonSI) represented with a 
feature-vector (α, d) by applying Linear Classification and Naïve Bayes with KDE 
techniques. The classification performance was evaluated using 10-fold cross valida-
tion. 
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Table 5.1: Existing versus non-existing social interactions classification (feature vector: (α, d)) 
 Naïve Bayes (KDE) Linear Classifier 
 SI/ NonSI  SI/ NonSI 
SI  79%       21% 73%      27% 
NonSI 24%       76% 12%      88% 
 
The results demonstrate the accuracy of 79% in detecting social interactions 
based on interpersonal distance and relative body orientation. Naïve Bayes with KDE 
performed slightly better in identifying social interaction pairs while Linear Classifier 
provided lower rate of false positives. A contributing factor to a relatively high accu-
racy is also a simple method of taking out of the consideration (α, d) pairs correspond-
ing to the situations in which subjects did not hold a stable relative body orientation, 
thus eliminating the source of uncertainty created in most cases by random body 
movements. However, instead of using the standard deviation (SD) of relative body 
orientation for identifying unstable (α, d) pairs, it can be also used as a classification 
feature that can be considered as an index of holding stable relative position of partic-
ipants in a social interaction. SD of relative body orientation (denoted with σ) was also 
calculated for each 10-second frame (i.e. for 10 samples) and combined with distance 
d and averaged relative body orientation α, constituting 2-feature vector (σ, d) and 3-
feature vector (σ, α, d).  Table 5.2 shows the results of 10-fold cross validation. 
 
Table 5.2: Existing versus non-existing social interaction classification, feature vectors (σ, d) and 
(σ, α, d).  
 
 (σ, d) (σ, α, d) 
 Naïve Bayes (KDE) Linear Classifier Naïve Bayes (KDE) Linear Classifier 
 SI/ NonSI  SI/ NonSI SI/ NonSI  SI/ NonSI 
SI  89%       11% 76%      24% 93%      7% 90%      10% 
NonSI 31%       69% 29%      71% 26%       74% 19%      81% 
 
The combination of interpersonal distance and SD of relative body orientation 
provided higher accuracy in comparison to the previous case of using relative body 
orientation angle (Table 5.1). This may be due to the fact that feature-vector (σ, d) 
does not discriminate classes based on the absolute angle between body orientations in 
social interactions thus allowing for more situations to be included in the model in 
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comparison to feature-vector (α, d). As expected, this resulted in a higher rate of false 
positives that occurred mostly when subjects were in a close proximity, having a sta-
ble body orientations but not interacting (for instance, sitting or being in concurrent 
social interactions). The highest accuracy was achieved using 3-feature vector (σ, α, d) 
that resulted in 93% of successfully classified vectors corresponding to social interac-
tions and 26% of false positives (Table 5.2).        
The results demonstrate that the accuracy of estimating interpersonal distances 
and relative body orientations achieved with mobile phone sensing was sufficiently 
discriminative to identify social interactions on a small spatio-temporal scale. Note 
that the position of the phone does not affect SD of relative body orientation thus the 
model based on 2-feature vector (σ, d) does not require users to carry the phone on a 
pre-defined/known position on the body (or using algorithms for estimating the phone 
position [80]).  
The performance of detecting social interactions in more challenging condi-
tions which is continuous monitoring of co-located subjects is analyzed in the follow-
ing section using the two proposed modalities –  speech activity and spatial settings 
detection. 
5.2. Detecting social interactions using two-modal sensing 
Four subjects that share the same office (3 males and 1 female, 29.0±1.4 years) 
were recruited for 7 working days. Each day, they were carrying the mobile phone at a 
known and fixed position on the body, typically between 11h and 17h. Accelerometer 
(produced by Shimmer [88]) was attached on the chest using an elastic band which 
was comfortable for all of the subjects except one that asked to put the sensor over a 
t-shirt. Overall, there were 40 hours of measurements, resulting in 452 hours of sensor 
data, 113.0±20.4 hours per person. In order to avoid recording (audio/video) or inquir-
ing participants to label social interactions, ground-truth was annotated by a human 
observer, a colleague that shares the office with the participants, hence minimizing in-
trusion in typical daily routines of monitored workers. The observer manually noted 
each participant’s speech activity and ongoing social interactions while marking all 
the periods in which the notes were not reliable (usually due to the lack of his pres-
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ence). Labeling structure of ground-truth was divided in the two categories: 1) partici-
pation in social interactions and speech activity (present/not present) for each partici-
pant annotated every minute (52% of experimental data), 2) the existence of an ongo-
ing social interaction, without a minute-by-minute description, including identification 
of participants and duration of interaction (27% of data). The rest of the data (21% of 
overall measurements) were lacking labels. The second category of labeling ground-
truth corresponded mostly to longer discussions, conversations during lunch or coffee 
breaks and similar occasions during which it was cumbersome for the observer to take 
precise notes. The annotations were taken also for social interactions with non-
monitored subjects.  
 
Table 5.3: Speech activity detection accuracy 
 Subject 1 Subject 2 Subject 3 Subject 4 
 SI/Non-SI SI/Non-SI SI/Non-SI SI/Non-SI 
SI 67%/33% 77%/23% 73%/27% 73%/27% 
Non-SI 18%/82% 21%/79% 29%/71% 25%/75% 
 
The accelerometer data was processed providing a binary result (1/0) for every 
10-second frame that indicated speech activity or not. Table 5.3  shows the results for 
each participant separately, analyzing only the portion of the data that was precisely 
annotated (minute-by-minute) – overall 30.4±9.5 hours per person. According to the 
structure of annotations, true positives denote the percentage of speech-labeled 
minutes in which speech activity was detected in at least one 10-second frame within 
that minute while false positives represent the percentage of minutes in which the 
speech was detected but not annotated in the observer’s notes. It can be seen that the 
accuracy is slightly worse than in the case of shorter experimental trials (chapter 4). 
This was expected considering that due to daily activities the elastic band can move 
thus causing slipping or detaching sensor from the skin surface. However, the used 
prototype was an improvised elastic band (not purpose-manufactured) and an accel-
erometer that was not designed to be stuck to the skin (Figure 5.5). The lowest accura-
cy corresponds to the participant that was wearing the band over a t-shirt (Subject 1 - 
Table 5.3) that may have inhibited the chest vibrations detection. 
 
 Figure 
 
The resolution of 10 seconds for speech activity status was 
detecting turn-taking patterns 
viduals while decreasing the frame length for processing accelerometer data resulted 
in speech recognition accuracy degradation. Therefore, by relying only on speech d
tection it was not possible to differentiate if two or more subjects have a conversation 
or participate in concurrent social interactions. Rather, speech activity detection was 
used complementary with spatial settings recognition 
graphs that follow.  
Regarding spatial settings, a classification model was built for social intera
tions using their occurrences
which the tested social interaction
cross-validation according to 7 days of measurements. The model for non
cial interactions was also built and tested in the same way while excluding from the 
model the situations in which subjects were sitting at thei
due to the office layout (
ing feature-vectors labeled
ber of false positives. However, since the situations in which subjects were sitting at 
their desks corresponded to the periods annotated as non
they were included in the test phase with all other situations in which no interaction 
was reported.  
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5.5:  Shimmer accelerometer on the elastic band 
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Figure 5.6: Office layout 
 
Overall, there were 6 hours of social interactions that, according to the annota-
tions, occurred at several locations including office (taking into account all social en-
counters in the office except previously mentioned “desk-to-desk” conversations), 
break room, meeting room, and corridors and involving two, three or four monitored 
workers at a time. On the other hand, 25 hours of non-existing social interactions data 
were annotated regardless of the location. Approximately 13% of the overall annotat-
ed data was discarded due to sporadically missing samples either from compass sensor 
or Wi-Fi RSSI. The experiments resulted in 1872 and 7420 feature vectors corre-
sponding to existing and non-existing social interactions respectively.  
The results are presented in Table 5.4 when Naïve Bayes classification and 
(σ, α, d) model were applied, which previously provided the highest accuracy. 89% of 
true positives and 11% of false negatives in detecting existing social interactions pre-
sents the accuracy across all the pairs of subjects. Since no major differences were 
witnessed for different pairs of subjects regarding true positives, the accumulated ac-
curacy is reported. Although at an initial look (Table 5.4) the fusion of the two modal-
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ities yielded no improvement in the rate of true positives, speech activity detection 
was used to confirm occurrence of social interactions through the presence of voice of 
the participants. Otherwise, if no speech was detected, even though spatial settings 
suggested an occurrence of social interaction, the event was categorized as a non-
existing social interaction. This strategy particularly improved the identification of 
non-existing social interaction when relying solely on spatial settings, which resulted 
in a very high rate of false positives for subjects pair 1 and 2 and pair 2 and 3 (Figure 
5.6). A higher rate of false positives was mainly due to the small distance and fixed 
body orientation of subjects in the office. Particularly for the pair of subjects 1 and 2, 
the feature vector of the interpersonal distance, relative body orientation and its stabil-
ity (σ, α, d), was similar when sitting in the office to the feature vector describing 
face-to-face social interaction. This is due to the limitation of the proposed spatial set-
tings detection system which has difficulty discriminating between a back-to-back and 
face-to-face position of subjects. However, in the current experimental scenario, the 
fusion of the two sensing modalities significantly improved the overall results. A por-
tion of false positives was resolved by checking speech activity status whenever spa-
tial settings analysis indicated an existing social interaction. In these cases, if the 
speech activity was not recognized for both subjects during an arbitrarily selected time 
frame of 5 minutes, the system indicated non-existing social interaction. For the pair 
of subjects 1 and 2, the results for false positive showed the drop from 76% to 34% 
and for the pair 2 and 3 from 39% to 29%. The fusion of the two sensing modalities 
also contributed considerably in resolving false positives for other pairs of subjects 
that occurred mostly due to their random daily movements. It should be mentioned 
that this method for resolving false positives did not negatively affect the recognition 
rate for existing social interactions. 
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Table 5.4: Results of two-modal sensing of social interactions 
 Spatial  Spatial + Speech 
 SI/ NonSI  SI/ NonSI 
SI  89%       11% 89%       11% 
NonSI  
Sub 1&2 76%       24% 34%       66% 
Sub 1&3 19%       81% 11%       89% 
Sub 1&4 17%       83% 15%       85% 
Sub 2&3 39%       61% 29%       71% 
Sub 2&4 15%       85% 15%       85% 
Sub 3&4 17%       83% 14%       86% 
 
5.3. Summary 
This chapter presented the experimental results which evaluated the possibili-
ties for detecting social interactions relying on inferred spatial settings between sub-
jects and speech activity status. As evidenced from the experiments, these two modali-
ties provide complementary information about social interactions with a sufficiently 
high precision to indicate the occurrence of social encounters.  
Using solely speech activity detection does not suffice for a reliable detection 
of social interaction, yet in this way the overall amount of speech during a certain in-
terval can be estimated, thus reflecting the participation in verbal social interaction. 
On the other hand, in certain scenarios, combining interpersonal distances and relative 
body orientations demonstrated the high predictive power despite concurrent interac-
tions occurring in a close proximity. However, situations in which subjects hold, for a 
prolonged period, the position which may indicate a conversation albeit not interacting 
can result in a higher rate of false positives. This can be resolved by including the 
knowledge of speech activity status, which is used to confirm or reject the occurrence 
of a social interaction suggested by inferred spatial settings. Therefore, the most accu-
rate interaction detection was achieved by relying on the fusion of inferred speech ac-
tivity status and spatial settings parameters.  
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Chapter 6 
6. Recognizing type of social interactions 
In 1995 Savage [93] described the future in which 2% of the working popula-
tion will work on the land, 10% will work in industry and the rest will be knowledge 
workers. Although such future has not come true yet, the trends in previous years in-
dicate that Savage’s predictions were not random – according to the statistics [94], 
knowledge workers already constitute 70% of the labor force in the US. While the 
productivity of manual worker has been thoroughly investigated and resulted in a va-
riety of strategies for its improvement, increasing knowledge workers’ productivity is 
more complex and still little is known about the underlying principles. Mc. Dermott 
[95] estimated that 38% of time knowledge workers spend searching for information 
which is the fact that motivates a promising avenue for investigation – how to improve 
the ways for exchanging and distributing information in order to increase the produc-
tivity [96][97]. Various studies investigated the methods for improving communica-
tion channels to enable more efficient knowledge exchange between employees. Most 
of the outcomes suggested the promotion of informal type of communications [98] 
which was demonstrated to play a crucial role in maintaining work and for the overall 
success of a company. Yet, there are several studies showing the opposite i.e. arguing 
for formal interactions as the way for an efficient knowledge transfer [99]. In the at-
tempt to emphasize both, Krackhardt and Hanson described: “If the formal organiza-
tion is the skeleton of a company, the informal is the central nervous system driving 
the collective thought processes, actions, and reactions of its business units” [100]. 
However, there is a general consensus that improving communication channels re-
quire a deeper understanding of both formal and informal types of interactions [98] 
[99] [41].  
Despite the fact that enterprises were increasingly investing in projects de-
signed to improve knowledge management, the lack of theoretical findings and proven 
approaches still limits significant movements in this field [101][97]. The difficulty in 
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monitoring and measuring informal/formal networks was identified to be a key chal-
lenge towards making substantial steps in the efficient information transfer and conse-
quently for increasing productivity in knowledge-driven communities [41]. Similarly 
to the standard methods applied in a number of other domains, formal/informal com-
munication networks were being investigated in the past, relying on the help of ob-
servers or on self-reports collected through interviewing participants of the study. 
Such methods of reconstructing data were error prone [102] and even lead to contra-
dictory results in this area [41]. The reason mostly lies in the fact that periodical sur-
veys fail in capturing the temporal aspects i.e. neglect individual social interactions 
[103] while social networks in companies are typically characterized by dynamic 
changes.  
With the view of overcoming the limitations of self-reporting methods, the use 
of automated data collection for allowing insight into formal/informal structures 
would essentially contribute in acquiring new theoretical findings on knowledge trans-
fer [41]. Nonetheless, the problem has been addressed only by few studies in ubiqui-
tous computing community. The analysis of social networks was facilitated by using 
sociometer [8], [42], [70] and also by relying on mobile phones [104], however  these 
studies were mostly intended to map the structure of networks by inferring who and 
when interacted. Since the content of audio was not analyzed due to privacy concerns, 
the type of individual social interactions was not revealed. Along this line, in the re-
cent study, Do and Gatica-Perez [64] recognized the types of social interactions by 
analyzing continuously sampled Bluetooth data. In order to infer the type of interac-
tions the authors relied on longitudinal data analysis thus not focusing on temporal as-
pects (for instance, the two same colleagues can be engaged in one informal and an-
other formal interaction during the same day which would not be distinguished).  
This chapter evaluates the potential of using the proposed sensing modalities to 
indicate the type of social interaction once its occurrence is already detected on small 
spatio-temporal scale, as elaborated in the previous chapter. Although the term type of 
social interaction may include various connotations (such as competitive, cooperative, 
decision making, and other types of conversation), it is used here to denote formal or 
informal context. Nonverbal cues that can be extracted using the proposed system are 
evaluated regarding the predictive power in classifying between formal and informal 
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type of interaction. The goal is to provide a tool for acquiring a better insight into the 
contexts of individual social interactions thus to potentially support the research in so-
cial networks analysis with respect to formal/informal structures.  
The results are based on the experiments that included overall 53 social inter-
actions with the duration of 12.2 hours that occurred in natural and unconstrained set-
tings. 
6.1. Formal and informal social interaction 
Most of the work done in knowledge-driven organizations requires a certain 
level of collaboration among workers, which implies the need for communication. 
Depending on the job type, it is estimated that between 25% and 70% of time workers 
spend in face-to-face interaction [105] which includes both formal and informal ways 
of communication. Despite the common understanding of the distinction between the-
se two types of interaction, the concept of formal/informal communication lacks a 
clear-cut definition typically varying depending on the scientific discipline, moreover 
the field of the study which examines it. Considering the goal of identifying social 
contexts regarding knowledge workers, this work establishes the relation between 
formal and informal interactions referring to the field of social psychology. Referring 
to the social psychology literature, Kraut et al. [98] described several variables for 
discriminating between formal and informal communications – time scheduling, in-
volved participants and their roles, agenda, content and language of the conversation 
(Figure 6.1). By analyzing the set of variables, the authors aimed to illustrate the char-
acteristics of the two types of social interactions but also to provide the foundation for 
designing the questionnaire for classifying social encounters.  
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Figure 6.1:  The formality dimension of communication (taken from [98]) 
 
6.2. Inferring the social context ground-truth 
The questionnaire, used to infer the ground-truth (formal or informal social 
context) in monitored social interactions in the experiments that follow, was designed 
and processed according to the instructions provided by Kraut et al. [98] which cate-
gorized the context relying mostly on the degree to which the conversation was 
scheduled. The four categories for assessing the degree of preplanning conversation 
included: a) scheduled (previously scheduled/arranged interaction), b) intended (there 
was one initiator prompting other subject for the conversation), c) opportunistic (one 
participant planned to talk with another and took the advantage to have a conversa-
tion), d) spontaneous (there were no previous plans for the conversation) [98]. Each 
participant responded independently and the conversation was characterized with the 
least spontaneous answer following the order of scheduled < intended < opportunistic 
< spontaneous (for instance, if one reported opportunistic and another scheduled, the 
conversation was categorized as scheduled). However, for further analysis of moni-
tored social interactions, the questionnaire used in the experiments related to this 
chapter included also demographic information, topic of conversation (work related, 
non-work related), frequency of the communication between participants (every day, 
several times a week or not regularly), period that participants knew each other (less 
than 3 months, between 3 months and one year, more than one year), and subjective 
description of the conversation (formal, informal). 
Formal Informal
•Scheduled in advance
•Arranged participants
•Participants in role
•Present agenda
•One-way
•Impoverished content
•Formal language &
Speech register
•Unscheduled
•Random participants
•Participants out of role
•Unarranged agenda
•Interactive
•Rich content
•Informal language &
Speech register
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6.3. Spatial and speech activity cues for informal vs. formal interac-
tion classification 
6.3.1 Speech activity cues 
Several variables from the set that indicate typical differences between formal 
and informal interactions (Figure 6.1) correspond to speech activity characteristics of 
the conversation, including the level of interaction/one-way-speech, richness of the 
content, speech register and the degree of language formality. Since the content of 
conversations is not available, the level of formality, spectrum of content and speech 
register cannot be automatically extracted. However, the level of interaction can be es-
timated based on the amount of talk for each participant, information that is available 
from the proposed speech activity detection modality which provides speech status 
with a resolution of 10 seconds. This makes the distribution of the amount of time that 
each participant was speaking a suitable nonverbal cue for the classification between 
formal and informal contexts. 
Furthermore, several characteristics of the informal/formal interaction distinc-
tion (such as roles of participants) may be reflected through speech patterns. This par-
ticularity refers to the findings that dominance and status of participants in social in-
teractions are correlated with speech related cues including speaking energy [106], 
speaking length and turns [107], and interruptions in conversation [108]. In the recent 
work, Jayogopi [22] used technological solutions to extract a number of nonverbal 
cues in order to estimate status and dominance in social interactions, including: speak-
ing energy, speaking length, number of speaking turns, turn duration, number of suc-
cessful and unsuccessful interruptions, and several derived cues. The study demon-
strated that the aforementioned cues contribute to detection of the most dominant 
person, the status of an individual but also to group conversational context identifica-
tion (regarding “competitive vs. cooperative” and “brainstorming vs. decision mak-
ing” classifications).  
However, speech energy estimation relies on the information about the speech 
loudness while, as previously discussed, identifying turns in speech requires the reso-
lution in detection significantly higher than 10 seconds [92]. In this regard, Jayogopi 
[22] used the four close-talk microphones attached to participants and analyzed audio 
data each 40 ms with a 10 ms time shift. Thus, all the cues related to interruptions and 
 turns cannot be extracted from conversations using the proposed accelerometer
system for speech detection. Although it remains on the speculative level that these 
cues can contribute to the formal/informal context class
ing area for future investigation, not yet being addressed by the current literature.
However, speaking length can be effectively recognized using the accelerom
ter-based system affording the extraction of the two relevant cues
length index and speaking length distribution index (both cues referring to the group
behavior) [22].  
Speaking length index was calculated as the sum of total amount of time that 
each person spent speaking divided by the overall interaction duration. Speakin
length distribution index was 
by Jayogodi  [22]:  
1) Compose the vector A representing the levels of participation for each su
ject in the conversation with respect to the others, 
subjects and t(i) represents an amount of time that i
overall duration of social interaction. 
2) Using Bhattachar
vector which is of the same dimension n being constituted of values
This method yields a value between 0 and 1 for each social interaction, where 
0 would correspond to the social interaction in which all participants have spoken an 
equal amount of time while 1 corresponds to a conversation in which solely one p
ticipant was talking. Note that 
discussed variable “one-
ence between formal and informa
 
6.3.2 Spatial cues 
The main postulates of the proxemics study presented in Chapter 3 suggest that 
people unconsciously organize the space around them, corresponding to different d
grees of intimacy. It is even intuitively known that having a chat wit
and talking to the boss differ in spatial settings conventions i.e. that setting interpe
sonal distances is affected by level of formality in social interaction. Furthermore, a
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cording to social psychology, the formality is bounded with roles and hierarchies 
among participants [98] (in Figure 6.1 illustrated with the variable “participants in/out 
of role) which is further mirrored in spatial arrangements. The matching between so-
cial relations and the spatial formations in social interactions was recently investigated 
using computer vision system for estimating distances between subjects, confirming 
strong positive correlation [38]. Therefore, the choice of interpersonal distance was 
straightforward in the attempt to classify between formal and informal social context. 
Regarding spatial settings detection, the proposed system provides measures of 
relative body orientation and its standard deviation (as an index of stable relative body 
position between participants) which demonstrated high predictive power of detecting 
social encounter occurrence. Social psychology literature does not directly associate 
body orientations and the degree of formality in conversations. However, the relative 
body orientation is often used in studies to describe the immediacy of interaction, sub-
ject’s attitude or similar phenomena in social interactions [79]. Therefore, it is hypoth-
esized that the body orientation related cues (namely relative body orientation and its 
standard deviation) might also correlate with the level of formality thus being selected 
as suitable cues aiming to formal vs. informal interaction classification. 
 
6.3.3 Overview of the classification problem - temporal and cumulative cues 
It can be noted that selected cues for formal versus informal interaction classi-
fication are of different nature that is discussed in the paragraphs that follow.  
Interpersonal distance, relative body orientation and standard deviation of rela-
tive body orientation are captured in temporal terms, every 10 seconds during an on-
going social interaction, and will be referred to as temporal cues. These temporal cues 
are calculated for each pair of subjects that participate in the same social interaction.  
In contrast, speaking length and speaking length distribution indices result in 
one value that characterizes the completed social interaction, which will be referred to 
as cumulative cues. Unlike temporal cues that refer to pairs of subjects in conversa-
tion, cumulative cues describe an entire group behavior during a social encounter. In 
addition, location and duration of conversation, attributes that can be assigned to each 
concluded social interaction, are combined with the cumulative cues attempting to im-
prove the classification accuracy. Location is expressed as an index representing the 
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probability of informal social interaction occurrence calculated solely based on the 
experience from the experiments (for instance, if 4 formal and 6 informal social inter-
actions occurred in a building hall, this location is assigned with a value of 0.6). Note 
that expressing location index as the probability of a formal instead of informal con-
versation event would be equivalent given that the two occurrences are mutually ex-
clusive. Location was automatically detected using the mobile phone, however in 
most cases it was known in the experiments; the elaboration on the possibilities of us-
ing mobile phone for indoor positioning is presented in [78]. Duration refers to a 
number of minutes from initiating until concluding the conversation. Certainly, dura-
tion and location of formal and informal social interactions are strongly dependent on 
the test-bed being affected by various parameters typically specific for a certain work-
place, building layout or workers’ routines (while other selected cues reflect general 
phenomena). The goal of including these two attributes in the analysis of formal ver-
sus informal context classification was to investigate whether a heuristic-based ap-
proach can contribute to the classification, bearing in mind that its applicability re-
mains limited to an individual test-bed. 
The summary of the attributes (highlighted with grey color) and the tem-
poral/cumulative cues which are evaluated regarding formal and informal social inter-
action classification is given in Table 6.1 with corresponding denotations.  
 
Table 6.1: Summarized cues intended for formal vs. informal classification 
Interpersonal distance d 
Relative body orientation α 
SD of relative body orientation σ 
Speaking length index SLI 
Speaking length distribution index SLDI 
Duration of social encounter DUR 
Location index LOCIN 
 
6.4. Experimental setup and meeting data 
The experiments were conducted in several locations, including three meeting 
rooms, three offices, three coffee rooms, two balconies and an entrance hall with di-
mensions that did not physically confine subjects thus not affecting interpersonal dis-
tances. At randomly determined times, face-to-face interactions that were about to oc-
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cur or were already initiated, were interrupted by explaining to subjects that the inves-
tigation is on social interactions phenomena which does not require recording data. 
Afterwards, they were provided with the equipment for monitoring (accelerometer for 
speech activity detection and smart phones that were sampling orientation and broad-
casting/receiving Wi-Fi signal). In most cases, subjects were accepting the participa-
tion in experiments, however often refusing accelerometer due to inconveniencies re-
lated to time required for mounting it on the chests. They were given a case to carry 
the phone on the right hip thus the position of the phone with respect to the body was 
directly known in order to calculate the relative body orientation. Once the social in-
teractions ended, participants were asked to fill out a short check-box questionnaire 
that was previously described in section 6.2 in order to infer whether the conversation 
was formal or informal. Overall, there were 30 face-to-face interactions collected, 21 
informal and 9 formal, which included participation of 50 subjects (33 males/17 fe-
males, with an age of 32.7±6.6 years) resulting in 11.2 hours of sensor data. Wi-Fi and 
orientation were sampled with 1Hz and interpersonal distance and the relative body 
orientation were estimated for each time frame of 10 seconds. Exact duration was cap-
tured in 16 informal (duration of 9±5 minutes) and 9 formal (duration 21±9 minutes) 
provided that subjects were asked to participate the experiment before the conversa-
tion. Only 2 formal and 4 informal interactions were monitored including sensing mo-
dalities, the accelerometer and mobile phones. However, during the continuous exper-
iments described in Section 5.2 which involved both speech and spatial settings 
detection systems, participants were asked to report every scheduled meeting they en-
countered with monitored participants which resulted in 7 formal and 16 informal 
meetings with duration of (25±8 minutes) and (8±7 minutes) respectively.  
Therefore, there were overall 54 monitored meetings (37 informal and 17 for-
mal), out of which 20 informal and 9 informal were monitored with both sensing mo-
dalities (speech status and spatial settings recognition) and the rest with mobile phones 
phone (providing spatial arrangement detection). This resulted in approximately 450 
hours of sensor data related only to time spent in conversation. 
Table 6.2 presents the results from questionnaires collected after every social 
encounter involving each participant to fill it out independently. In several cases when 
answers were not in concordance, single social interaction was assigned with the least 
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reported value in terms of selecting the smallest reported frequency of communica-
tion, the smallest reported amount of time that subjects knew each other, the most 
formal reported context and the least formal topic of conversation. Opportunistic and 
Spontaneous meetings were always subjectively described as informal while sched-
uled ones were described as formal conversation, being in accordance with the distinc-
tions between formal and informal context provided in [98]. Although intended meet-
ings were suggested to be categorized as informal, the participants were mostly 
reporting formal contexts as the subjective description. In these cases, the topic deter-
mined the formality assigning the attribute formal given that the subjective description 
was formal and the topic was work-related, otherwise the conversation was catego-
rized as informal. Overall, 70.3% of meetings were informal while 29.7% occurred in 
a formal context. It can be noted that formal way of conversation was not associated 
with the frequency of interaction and the period which subjects knew each. In other 
words, subjects were interacting formally regardless of how much they were familiar 
with each other. On the other hand, informal interactions were mostly occurring 
among subjects that knew each other better. 
Table 6.2: Social context ground-truth 
 % of over-
all no. of 
meetings 
Topic Frequency of com-
munication 
Time of being ac-
quaintances 
Subjective de-
scription 
work-
related 
other 
topics 
regularly non-
regularly 
<6months >6months formal informal 
Scheduled 13% 100% 0% 25% 75% 25% 75% 100% 0% 
Intended 20% 83% 17% 50% 50% 33% 67% 83% 17% 
Opportunistic 17% 60% 40% 20% 80% 20% 80% 0% 100% 
Spontaneous 50% 47% 53% 7% 93% 13% 87% 0% 100% 
 
In continuous experimental trial described in Section 5.2 subjects were asked 
to annotate each scheduled meeting while one part of informal conversations were re-
constructed from observer’s notes. In this way, only meetings with the ascertain 
ground-truth were processed while social encounters without reliable annotations were 
not considered for analyzing formal and informal contexts.  
Despite a limited number of trials, the results appear to be consistent with the 
literature indicating that knowledge workers mostly communicate in informal way 
while using that communication channel also for discussing work-related matters 
[98][41][105]. However, the goal of this study was to analyze the predictive power of 
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the selected cues, extracted using the proposed mobile sensing modalities, for formal 
vs. informal interaction classification.  
6.5. Formal versus informal interaction classification based on cumu-
lative cues 
Speaking activity cues were extracted using accelerometer-based approach 
(Chapter 4) while the duration of meetings was directly available (Section 6.4). Loca-
tion with the granularity reduced to the room level was detected applying Wi-Fi fin-
gerprinting method (fingerprints were previously captured in the locations of interest) 
and in more than 90% of cases matched the manual annotations.  
The predictive power of the cumulative cues and attributes in classifying the 
social contexts is assessed through the cross validation and the results are presented in 
Table 6.3. The accuracy corresponds to the percentage of social interaction occurrenc-
es correctly classified as formal or informal according to the ground-truth.  
 
Table 6.3: Formal vs. Informal classification (cumulative cues) 
 
Feature  Naïve Bayes (KDE) SVM 
SLI 55% 55% 
SLDI 62% 66% 
SLI+SLDI 66% 66% 
SLI+DUR 66% 72% 
SLI+LOC 66% 66% 
SLDI+DUR 72% 76% 
SLDI+LOC 72% 72% 
SLI+LOC+DUR 69% 69% 
SLDI+LOC+DUR 76% 79% 
 
According to the results, Speaking Length Index (SLI) was not shown to be in-
dicative for discriminating between formal and informal context providing the accura-
cy of 55%. It can be noted that a random guess would provide the accuracy of 50%. 
Combining SLI with the location or duration of meetings, the accuracy increased by 
up to 10%. As expected considering social psychology literature, Speaking Length 
Distribution Index (SLDI) that reflects the variable “one-way/interactive” (Figure 6.1) 
performed better, showing moderate accuracy in discriminating between the two types 
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of conversations. This suggests that in informal social interactions participants spent 
more equal amount of time talking than in the case of formal context. The empirical 
distribution of SLDI is presented in Figure 6.2 for the two types of interactions. When 
SLDI was combined with the location and/or duration of social interactions, the accu-
racy was increased up to 79%, while the fusion of SLI and SLDI did not improve the 
results.  
 
 
Figure 6.2:  SLDI distribution 
 
When fused with the selected cumulative cues, location and duration of social 
interactions augmented the classification accuracy. The two attributes can be automat-
ically extracted using the proposed mobile modalities but unlike the selected cues they 
require building the heuristics for a specific test-bed that limits their application.  
Speaking Length Index which represents the proportion of time that all the par-
ticipants together used during the overall duration of a social encounter was not shown 
to be discriminative. Speaking Length Distribution Index, which is reported in the lit-
erature to be very effective for estimating the most dominant person, demonstrated a 
moderate accuracy in classifying between formal and informal context – being suc-
cessful in 66% of cases. The best achieved accuracy of 79% was in the case of com-
bining SLDI with both location and duration of social interactions, indicating that in 
specific applications (when the occurrence of social interaction is witnessed) speaking 
activity related cues extracted by using solely an off-the-shelf accelerometer can dis-
tinguish between formal and informal interaction context. 
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6.6. Formal versus informal interaction classification based on tem-
poral cues 
Whereas cumulative cues refer to the group characteristics of a finished con-
versation, temporal cues are variable for each pair of subjects during an ongoing social 
interaction. Prior to evaluating the accuracy in discriminating between formal and in-
formal meetings, the predictive power of temporal cues for the classification is exam-
ined by analyzing their distributions.  
6.6.1 Interpersonal Distances 
Figure 6.3 shows the histogram of interpersonal distances, plotted for each 
time frame of 10 seconds recorded during formal and informal communications. Ac-
cording to the study of proxemics [19], interpersonal distances detected in informal 
communications mostly belong to the Personal Space having the mean value of 0.8 m. 
In formal communications, the results show distances that correspond to both Personal 
and Social Space, with the mean value on the border of these two zones, at 1.3 meters. 
These absolute measures should be taken only illustratively considering the distance 
estimation precision (provided in Chapter 3). However, both distributions in Figure 
6.3 were acquired using the same system thus embedding the same median error in es-
timated distances. Therefore, whereas the absolute measures cannot be reliably 
claimed with a precision less than 50 cm due to the system’s accuracy, the relative dif-
ference between interpersonal distances may provide more reliable estimate on the ac-
tual phenomenon. Furthermore, the results demonstrate that the distinction between 
formal and informal social interactions is reflected in interpersonal distances estimated 
using mobile phone sensing despite the median accuracy of 50 cm. Due to the consid-
erable intersection of values related to interpersonal distances in formal and informal 
social interactions, relying solely on this temporal cue to distinguish the two types of 
social interactions would not suffice. Rather, it is investigated if interpersonal distance 
can be combined with other selected temporal cues to distinguish different social con-
texts. 
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Figure 6.3:  Interpersonal distances in formal/informal social interactions 
 
6.6.2 Relative Body Orientation 
Relative body orientations in formal and informal social interactions were ana-
lyzed after discarding all 10-seconds frames with the standard deviation greater than 
10 degrees in order to capture only the readings corresponding to a stable position be-
tween subjects (Figure 6.4) 
 
Figure 6.4: Relative body orientations in formal/informal social interactions 
 
In both formal and informal communications the mean value of relative body 
orientation was between 140 and 150 degrees (180 degrees corresponds to a direct 
face-to-face orientation) thus not demonstrating major differences between the two 
types of communication. It cannot be concluded if such results pertain to the phenom-
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enon of formal/informal communications or it was due to the limited accuracy in es-
timating relative body orientation using the compass sensor embedded in phones and 
approximating the angle between the body and the phone orientation. However, when 
recognized with mobile phone, relative body orientation did not mirror the difference 
between formal and informal conversational context. 
 
6.6.3 Standard deviation of relative body orientation 
Figure 6.5 shows the histograms of SD of relative body orientation for each 
10-second frame during formal/informal social interactions. The results indicate that 
subjects were more flexible in holding the relative body orientation during informal 
communications than in the case of formal interactions. In formal interactions relative 
body orientation of subjects had a tendency to remain stable for longer periods (in 
contrast to informal social context), which may be due to maintaining eye contact for 
example, or some other external factor such as a video beam or a monitor that focused 
subjects’ attention. Therefore, among selected temporal cues, classification between 
formal and informal communications is evaluated on the basis of interpersonal dis-
tance and the standard deviation of relative body orientation. 
 
Figure 6.5:  Standard deviation of relative body orientations (calculated each 10-second frame) 
  
6.6.4 Classification results 
The pairs of interpersonal distance and standard deviation of relative body ori-
entation calculated for each 10-second time frame are plotted in Figure 6.6 separately 
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for formal and informal social context. The visualization of the data shows the differ-
ences between formal and informal interactions across the two temporal cues thus fur-
ther indicating their discriminative potential. Please note that interpersonal distances 
were estimated applying GP regression for a more precise illustration (unlike in Sec-
tion 5.1) of the differences between the two types of social interactions.  
 
                    a)Formal interactions                    b) Informal Interactions 
Figure 6.6:  Interpersonal Distances and Standard Deviation of Relative Body orientation plotted pair-
wise 
 
The classification results (Table 6.4) demonstrate that interpersonal distance 
and standard deviation of relative body orientation are well suited features to discover 
the type of face-to-face communication, providing the maximal accuracy of 81%. Fur-
thermore, computing both parameters does not require the phone to be at a known 
place on the body thus affording an unobtrusive monitoring of subjects that habitually 
carry mobile phone. 
 
Table 6.4: Formal vs. Informal classification (temporal cues) 
 
Feature vector Naïve Bayes (KDE) SVM 
(d, α) 67% 68% 
(d, α, σ) 76% 78% 
(d, σ) 78% 81% 
 
 
6.7. Summary 
This chapter investigated the possibilities of using the proposed sensing modal-
ities for automatic classification between formal and informal types of social interac-
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tions. Referring to the social psychology literature helped in identifying nonverbal 
cues that are meaningful and informative for interpreting the social context. The eval-
uation demonstrated the high predictive power of spatial settings parameters for for-
mal versus informal classification, resulting in the accuracy up to 81%. Spatial non-
verbal cues were extracted solely by using mobile phone sensing, not required to be at 
a known place on the body. On the other hand, extracting nonverbal cues from speech 
data was limited by the detection resolution of 10 s provided by the accelerometer-
based speech activity detection. However, one of the selected nonverbal cues which 
reflects the level of interactivity of a group conversation, namely Speaking Length 
Distribution Index, demonstrated a moderate accuracy in classifying between formal 
and informal context – 66%. When combining Speaking Length Distribution Index 
with indices related to a location or a duration of social interaction (built through the 
heuristics for a specific test-bed), the accuracy increases to 79%, indicating that in 
specific applications (when the occurrence of social interaction is witnessed) speaking 
activity related cues extracted by using solely an off-the-shelf accelerometer can dis-
tinguish between formal and informal interaction context. 
Monitoring social interactions has a particular application in workplace, where 
socialization patterns can be used to influence policies towards a more efficient work 
environment. Various studies investigated methods of improving communication 
channels to enable more efficient knowledge transfer between employees. In the re-
cent years, social scientists have debated which type of social interaction is more pro-
ductive, formal or informal. However there is a general consensus that improving 
communication channels used by knowledge workers requires a deeper understanding 
of both formal and informal types of interactions which pertains to their monitoring 
and assessing. 
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Chapter 7 
7. Social interactions and emotional response 
The association between social encounters and emotions has been long known. 
One of the most famous Shakespeare’s plays, Othello, portrays characters from differ-
ent backgrounds whose happiness depends mostly on social interactions. On the other 
hand, it holds intuitively that happy persons will more likely participate in social in-
teractions than those who are feeling sad while talking to a close friend about personal 
problems can make one feel better. However, scientific evidence on the association 
between social relationships and psycho-physical health has been established in the 
late 1970s and the 1980s [110]. Since then, this domain have been attracting the atten-
tion of both social psychology and health related sciences; it was demonstrated that 
subjects with a low quantity of social relationships are less healthy, psychologically 
and physically, while manifesting higher risks for tuberculosis, accidents, and psychi-
atric disorders such as schizophrenia [110]. Recent studies suggested that an increased 
amount of social interactions can improve depressive symptoms [111][112]. In addi-
tion, individuals who maintain a certain level of social engagements are shown to be 
more successful in coping with stress, and in the case of the elderly, they are highly 
functional and independent [113]. However, while people show awareness of the gen-
eral recommendations regarding physical activity and diet, they typically neglect other 
factors that impact wellbeing, such as social activities [113]. Therefore, social interac-
tions become an important aspect for monitoring also regarding psycho-physical 
health.  
The previously discussed shortcomings of gold-standard surveys for interac-
tion data collection exhibit even additional issues when investigating psychological 
aspects. Firstly, self-reports are subjective and the outcome depends on the subjects’ 
current mood that can result in an incorrect description of past activities. Secondly, 
individuals are prone to neglect certain parameters that influence their mood or over-
estimate the influence of other aspects (such as a very small effect of weather in indi-
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viduals’ day-to-day mood despite the commonly held conception that weather greatly 
affects the mood [114]). In addition to the quality of collected data, the importance of 
uncontrived experimental conditions is underlined through the fact that obtrusive 
methods and the lack of privacy can easily affect subjects’ mood and consequently re-
sult in misleading data that is collected.   
This chapter demonstrates the use of the proposed sensing modalities to inves-
tigate the correlations between social activity and the mood changes that are expressed 
through the dimensions of PA (positive affect) and NA (negative affect). The current 
literature in social psychology reports several studies that examined how the social ac-
tivity impacts the mood during the day [115] [116] [117] [118] [119], however none 
relied on the automated methods for collecting data.   
7.1. Methodology 
One’s mood may depend on a number of different factors, such as circadian 
rhythms [120], type of environment [121], quality of sleep [122], state of health, pri-
vate problems or some other factors incomprehensible not only through direct meas-
urement but also difficult for an individual himself/herself to identify. Therefore, it 
may be impossible to consider all the factors that influence the mood and provide the 
ultimate conclusion about the exact cause of one’s state of mood. For this reason, this 
study follows relative changes of the mood dimensions of PA/NA rather than to focus 
on an absolute mood state, while assuming that interval between two mood assess-
ments of a couple of hours (in the experimental design) is not sufficient for a signifi-
cant change in background factors. It is hypothesized in the following investigation 
that these factors, such as private problems for example, are likely to be constantly 
present during relatively longer periods of time while, the activities within that period 
have pre-dominant influence on relative changes of mood. The goal of this research is 
to capture patterns of social activity that, in most cases, provoke similar responses in 
individuals’ mood. 
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7.1.1 Monitoring social activity 
As previously demonstrated, the solution presented in this thesis reliably de-
tects the occurrence of social interaction and also a set of interaction features. Through 
the three pilot studies, this chapter analyzes whether the extracted parameters related 
to social activities correlate with the mood changes:   
The first study examines the correlation between the amount of speech, which 
is one aspect that reflects social activity, and the mood changes. The amount of speech 
was estimated using the accelerometer-based method. 
The second study assesses the correlation between an amount of pleasant so-
cial interactions and the mood changes. The speech activity detection and the localiza-
tion system are used to isolate a set of interactions perceived from workers’ point of 
view as pleasant. 
The third study involves the combined sensing system which, in comparison to 
the previous two studies, identifies also the participants of detected social interactions 
(out of monitored subjects). This study aims to capture if social interactions between 
certain subjects induced consistent responses in their mood. 
7.1.2 Measuring mood changes 
While detecting social interaction parameters in an automatic manner, the 
mood in subjects was measured relying on the standard, questionnaire based method. 
Despite of an increasing attention that the field of automatic mood recognition has 
been receiving, the practical use of such methods, as a reliable alternative to standard-
ized questionnaires, has not been demonstrated yet. Therefore, the method of as-
sessing mood fluctuations during the day was based on EMA (Ecological Momentary 
Assessment) approach in order to compare retrospective and momentary mood data 
[123]. The EMA approach, which involves asking participants to report their psycho-
logical state multiple times a day, reduces the critical issue of retrospective recall of 
extended time intervals. The retrospective recall is related to cognitive and emotive 
limitations that bias the recall of autobiographical memory influencing subject’s report 
by most salient events during the recall interval. The questionnaire used in this study 
was derived from a well-established scale – the Profile of Mood States (POMS) [124] 
that consists of 65 items in its standard version. However, long and repeated mood 
questionnaires become a burden on subjects; therefore 8 adjectives from the POMS 
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scale were derived, namely cheerful, sad, tensed, fatigued, energetic, relaxed, annoyed 
and friendly that were rated on 5-point scale (1-not at all, 2- a little, 3- moderately, 4 
quite a bit, 5- extremely). The points were summed across the items related to PA and 
NA dimensions while the difference in scores between two sequential questionnaires 
was taken as a measure of relative change of subject’s mood states. The questionnaires 
were administered three times a day, scheduled to best fit with the office workers’ 
routines which were recruited in the experiments. Typically, the questionnaires were 
answered in the morning, after lunch and at the end of working day. 
7.2. Speech activity and mood changes 
The current literature reports several studies that examined how the social ac-
tivity impacts the mood states during the day  [115] [116] [117] [118] [119]. Vittengl 
et al. [115] and Robbins et al. [116] demonstrated that different types of social en-
counters provoke diverse emotional effects, while there is also an association between 
the overall amount of social interactions and responses in positive affect 
[117][118][119]. All previous referenced studies were consistent in revealing the posi-
tive relation between social events and the mood dimension of positive affect (PA), 
while negative affect (NA) factors were shown to be correlated either with only cer-
tain types of conversations or not associated with social activity at all.  
This study investigates the correlation between self-reported mood changes 
and the overall amount of speech within a certain interval which reflects participation 
in verbal social interactions.  
7.2.1 Experiments 
In order to estimate the amount of speech activity within a certain period, the 
accelerometer produced by Shimmer [88], was attached on the chest, continuously 
sampling and storing the data. Applying the model described in chapter 4, each 10-
second time frame of the acquired data was separately queried and classified accord-
ing to the presence of speech. Afterwards, for each interval of interest, the number of 
minutes in which at least one 10-second frame indicated speech status was calculated 
thus providing an aggregated number of minutes in which subjects were speaking. 
Overall 10 knowledge workers (7 males, 3 females) were recruited during one work-
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ing week (5 working days). The characteristics of the sample are presented in Table 
7.1.  
Table 7.1: Characteristics of the sample (study 1) 
 
Age (years) 33.3±9.4 
Marital status  
   Married 0% 
   Single, Divorced 100% 
University/post diploma 90% 
Work hours/week 39.2±1.7 
Duration between two questionnaires (minutes) 221.3±37.0 
   Morning intervals (minutes) 250.3±37.5 
   Afternoon intervals (minutes) 192.3±41.2 
Number of reported positive mood changes 4.9±1.5 
Number of reported negative mood changes 5.4±2.0 
 
The paper-based questionnaires were administered at 10:00, 14:00 and 18:00 
(or with slight deviations when subjects were temporary unable to fill-out the ques-
tionnaire) thus dividing working day in two intervals of interest – one between 10:00 
and 14:00 and another between 14:00 and 18:00. The amount of speech activity was 
expressed as the number of minutes in which speech status was identified, divided by 
the duration of the monitored interval. In total, 122 questionnaires were collected and 
the the self-reported mood dimensions of PA and NA were analyzed with respect to 
the amount of speech activity detected in the previous time interval. Overall, 78 such 
intervals were analyzed, with the duration of 221±37 minutes, in which subjects spent 
27.9±12.1% of time (minutes) in speech activity.  
7.2.2 Results 
Figure 7.1 shows the distribution of Spearman correlation between the amount 
of speech activity as estimated from accelerometer readings and reported mood 
changes. The mean correlation between the amount of speech activity and PA and NA 
scores was 0.34±0.27 (min=-0.03, max=0.76) and -0.07±0.33 (min=-0.62, max=0.39) 
 b)
Figure 7.1: Distributions of Spearman correlations between an amount of speech activity and a) PA and 
 
The distribution of the correlations between the amount of detected speech and 
PA scores were significantly greater than 0 (
skewed. The distribution related to NA scores was not significantly less than 0 (
0.721) and was significantly negatively skewed.
reported at the beginning of monitored interval and the amount of speech activity 
within that interval showed no significant correlations, 0.153 and 0.225 for PA and 
NA respectively, indicating th
fluenced by the initial subjects’ mood. This may be due to the fact that working env
ronment typically imposes conversations leaving no options for the one to choose the 
level of socialization depend
The results suggest that the time spent in speech activity (reflecting the partic
pation in verbal social interactions) was positively correlated with changes in reported 
PA and was not related to the changes in NA scores
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a)  
 
b) NA 
t=4.009, P<0.005) and not significantly 
 On the other hand, the mood score 
at participation in verbal social interactions was not i
ing on the current state of mood.  
. Despite being a pilot study 
t=-
n-
i-
i-
which 
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included 10 subjects, the experimental setting was fully unconstrained yielding results 
that are consistent with the previous research [117][118][119] which reported positive 
association between the mood dimension of PA and the amount of speech activity. 
Such findings indicate the feasibility of using the proposed automatic method of col-
lecting social interaction data for exploring how certain aspects of social interactions 
affect the psychological response in individuals.  
However a positive correlation has been found in previous studies between NA 
and specific types of social interactions (for instance related arguing or receiving help 
[115]) rather than with overall amount of social activity. Therefore, examining the 
context of social interactions can provide more precise insight into the relation be-
tween social activity and mood states. In the next study, a set of pleasant social inter-
actions is isolated to examine its impact on reported mood changes. 
7.3. Pleasant social interactions and mood changes 
Social interaction is typically an integral aspect of work, involving different 
kinds of conversations – from chats about unimportant matters between colleagues to 
official meetings, negotiations or interviews. Therefore, social interactions can be per-
ceived from workers’ point of view both as a pleasant experience but also as a dis-
pleasing one (for example, a small talk with colleagues or an agreement from co-
workers versus an imposed meeting or having an argument). This makes the work-
place a source of stimulus both for positive and negative emotions. 
7.3.1 Monitoring approach 
For the purpose of this work, a set of pleasant social interactions was recog-
nized as interactions that occurred during coffee and snack breaks. The term cof-
fee/snack break refers to the place where the interactions occurred during work time; 
therefore, for the rest of the chapter it is referred to these as breaks. In order to recog-
nize a set of pleasant social interactions and investigate how they affect workers’ 
mood, the approach was based on the location recognition, in particular focusing on 
break room and balconies. These are the locations where workers (regarding the test-
bed workplace) typically have breaks during working time and have the opportunity 
for a relaxed conversation with colleagues. In order to investigate the assumption that 
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social interactions during breaks are perceived in a positive way, a survey was con-
ducted among 15 colleagues and among participants in the study. They were asked to 
rate on a 5-point scale (from “not at all” to “very”) the statement: “Social interaction 
during breaks is mostly pleasant for me”. The mean score was 3.87 for a randomly 
chosen sample and 4.00 for participants of this study, varying in answers only from 3 
to 5.  
 The monitoring framework recognizes with a high certainty the location of the 
subjects, when they are in the break room, meeting room or on the balconies; there-
fore, as opposed to self-reporting methods, the monitoring system provides much 
more reliable and precise information about workers’ behavior while not intruding in 
their routines [78]. In addition, speech activity detection was used to confirm the oc-
currence of a social interaction and to distinguish if a subject made a break alone or in 
company. In this manner, it is possible to isolate, with a high probability, a part of 
pleasant social interactions and to assess their influence on the mood. 
It should be mentioned that five out of nine recruited subjects were not wear-
ing accelerometer thus the information about speech activity was missing. Therefore, 
another survey was conducted among the aforementioned groups of workers that were 
asked to indicate the approximate percent of cases when they are going to a break with 
someone rather than alone. The possible answers were “<50%”, “50-60%”, “60-70%”, 
“70-80%”, “80-90%” and “90-100%”. The results showed that breaks are centered on 
social interactions considering that one third of each sample reported 80-90%, while 5 
participants out of 9 from the first sample and 7 out of 15 from the second sample are 
very likely (90-100% of cases) to socialize while taking a break. Only one participant 
(belonging to the randomly chosen sample) reported that he usually takes a break 
alone.  
7.3.2 Experiments 
The experiments involved 9 knowledge workers (6 males, 3 females), not con-
nected with this study, for 7 working days within a period of one month (characteris-
tics of the sample is shown in Table 7.2). Subjects were filling out the mood question-
naires in the beginning, in the middle and at the end of working day. There were no 
significant differences between men and women either in the relevant parameters 
(such as age, number of working hours or type of the job) or in the measures (such as 
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a number of reported positive/negative mood changes or an average number of 
breaks).  
 
Table 7.2: Characteristics of the sample (study 2) 
Age (years) 28.4±2.8 
Marital status  
   Married 11% 
   Single, Divorced 89% 
University/post diploma 77% 
Work hours/week 36.6±4.6 
Duration between two questionnaires (minutes) 174.3±49.8 
   Morning intervals (minutes) 187.4±47.5 
   Afternoon intervals (minutes) 161.3±48.5 
Number of breaks in one interval 1.6±0.7 
Number of reported positive mood changes 5.3±1.7 
Number of reported negative mood changes 5.7±2.1 
 
7.3.3 Results 
After discarding intervals due to non-completed reports, the data analyzed con-
tained 112 monitored intervals, 54 and 58 intervals of positive and negative mood 
changes respectively. The overall duration of the recorded data was 339.8 hours, 
181.2h in morning intervals (between first and second questionnaire) and 158.6h in af-
ternoon intervals (between second and third questionnaire). The mean score for PA 
and NA scores was 2.9±0.6 and 2.1±0.7 respectively. The mean within-subject corre-
lation between PA and NA scores was 0.15± 0,09. Self-reported mood change, meas-
ured as a difference in scores between two consecutive questionnaires, was analyzed 
with respect to a number of detected breaks. Spearman correlations were calculated 
between mood scores and a number of breaks on a within-subject basis. Statistcal 
analysis was performed using SPSS.  
The distributions of Spearman correlations regarding number of breaks and re-
ported mood score changes are shown in Figure 7.2. 
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a)  
              b)  
 
Figure 7.2:  Distributions of Spearman correlations between number of breaks and a) PA, b) NA 
 
The mean correlation between number of breaks and positive mood changes 
was 0.57±0.15 (min=0.29, max=0.83) Figure 7.2a; between number of breaks and 
negative mood changes was -0.21±0.43 (min=-0.66, max=0.86) Figure 7.2b. The dis-
tribution of Spearman correlations between number of breaks and PA was significant-
ly greater than 0 (t=3.701, P<0.005). However, the distribution of the Spearman corre-
lation between number of breaks and NA was not significantly different from 0 and it 
was significantly positively skewed. The results of this study indicate that the subjects 
were more likely to improve their mood when they had breaks, according to reported 
PA scores. On the other hand, no associations have been found between number of 
breaks and NA score reports.  
Considering the results from the related studies, Vittengl et al. [115] reported 
positive correlation between PA and fun/active and informational types of social in-
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teractions. Therefore, the results reported in this section are consistent with the previ-
ously reported findings. The findings indicate the possibility of using the technologi-
cally-based approach for extracting relevant parameters for the study of mood changes 
as an alternative to the use of more cumbersome surveys.  
7.4. Impact of individuals on mood changes 
The previous two studies demonstrated that relying on the speech detection 
and localization affords the investigation of parameters that may have an impact on 
the mood. However, using the fusion of spatial settings recognition and speech activi-
ty detection provides a more complete description of social interactions which include 
the identification of subjects that were engaged in social interactions. This section in-
vestigates correlations between mood states and the parameters recognized using the 
fusion of the two systems. 
7.4.1 Experiments and Results 
As previously demonstrated, detection of social interaction is based on analyz-
ing spatial parameters between a pair of subjects that carry mobile phones and accel-
erometer-based speech activity inference. If more than two subjects are involved in 
the same conversation, the method recognizes other participants by examining infor-
mation for each pair of individuals involved in the social interaction. Therefore, this 
allows reconstructing social interaction occurrences among monitored subjects and the 
exact amount of time that each pair of subjects spent interacting. In this study, it is ex-
amined if social interactions between certain subjects induced consistent responses in 
their mood.  
The experimental data used for this study was acquired during the same con-
tinuous trial described in Section 5.2 which ran for 7 working days involving four sub-
jects (3 males and 1 female) that share the same office. Similarly to the previous two 
studies, the subjects were filling out the mood questionnaire three times a day, at 11h, 
14h and 17h. The characteristics of the sample are presented in Table 7.3. The data 
collection resulted in 75±12 hours related to morning intervals and 73±10 hours rec-
orded in afternoon intervals. 
 
 97 
 
Table 7.3: Characteristics of the sample (study 3) 
Age (years) 29.2±1.7 
Marital status  
   Married 25% 
   Single, Divorced 75% 
University/post diploma 100% 
Work hours/week 38.0±2.3 
Duration between two questionnaires (minutes) 179.0±29.3 
   Morning intervals (minutes) 184.3±31.1 
   Afternoon intervals (minutes) 173.7±38.2 
Number of reported positive mood changes 4.8±1.0 
Number of reported negative mood changes 5.2±1.9 
 
The mood scores were analyzed for each interval with respect to the amount of 
social interactions between each pair of subjects. Despite the existing manual annota-
tions, social encounters were reconstructed relying on the spatial settings and speech 
activity analysis including also the data that was not annotated due to the observers’ 
lack of presence (21% of data). Amount of social interactions between each pair of 
subjects was expressed as the percentage of time that they spent in conversations with 
respect to the duration of the interval (regardless if conversations included exclusively 
these two subjects or other individuals as well). For each pair of subject there were 
analyzed 12.3±1.0 such intervals, with the duration of 179.0±29.3 minutes. Note that 
four subjects make six pairs and that each monitored working day result in two inter-
vals, denoted as morning or afternoon interval. The mood changes were calculated as 
a difference in scores in the beginning and at the end of each interval across PA and 
NA adjectives. Within-subjects correlation was calculated for each participant with re-
spect to social interactions with other three monitored subjects. However, no statisti-
cally significant correlation was found either for PA or NA reports.  
The results suggest that the overall amount of time that one subject spent talk-
ing to a certain individual does not affect her/his mood but the mood changes depend 
more on the context of social interactions, referring to the current literature and the re-
sults provided in Section 7.3). In other words, the mood changes are more related to 
how than to with whom subjects pre-dominantly socially interacted.   
However, the experiments yielded an interesting result regarding the relation 
between social interactions and the absolute mood scores measured in the beginning 
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of the monitored interval. When the amount of time that one subject spent talking to 
other monitored subjects from the office (that were also monitored) was subtracted 
from the total amount of time he/she spent speaking (estimated using accelerometer), 
the remaining portion refers to conversations with all other individuals but the office 
colleagues. It was discovered that the amount of this portion of social interaction and 
the absolute mood states reported at the beginning of monitored intervals showed sig-
nificant correlations for three out of four subjects regarding PA adjectives (Table 7.4).  
 
Table 7.4: Correlation between self-reported mood and the amount of social interactions outside of the 
office 
 
 Positive Mood adjectives Negative mood adjectives 
Subject 1 0.380* 0.135 
Subject 2 0.299* 0.015 
Subject 3 0.351* -0.054 
Subject 4 0.171 0.120 
*P < 0.05 
 
The explanation for such result may be that the conversations in the office are 
mostly imposed by colleagues while the level of socialization outside of the office de-
pended on the subjects’ current mood (excluding work related meetings).  
7.5. Summary 
Social activity is linked to various psycho-physical health outcomes and to the 
overall wellbeing. In this regard, monitoring and assessing socialization patterns of 
individuals become an important aspect, typically addressed relying on self-reporting 
methods. In addition to the common drawbacks of memory dependence and a high us-
er effort, using surveys creates a unique set of concerns when studying psychological 
aspects in individuals, considering the fact that self-reports are strongly influenced by 
the mood of subject.       
The current literature reports several studies that examined how the social ac-
tivity impacts the mood during the day, while none relied on the automated methods 
for collecting data. 
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This chapter described the use of the proposed solution to investigate the corre-
lation between various parameters of social activity and the mood changes in office 
workers. The results suggest the positive correlation between the amount of social ac-
tivity and the mood dimension of PA, while no evidenced correlations were found re-
lated to NA. Despite being a pilot study, the experimental setting was fully uncon-
strained yielding results that are consistent with the previous research. Therefore, this 
study demonstrated the possibility of using the proposed sensor-based method for 
monitoring aspects of social interactions that are relevant for similar investigations in 
the domain of  social psychology.  
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Chapter 8 
8. Conclusions 
The rapid development of technology has significantly contributed to the im-
provement of a myriad of scientific disciplines, thus enabling their accelerated ad-
vancements. Due to the possibility of automatic monitoring of various aspects related 
to social behavior, social sciences are now at a critical point in their evolution [5]. 
Technology provides ample opportunities for acquisition and processing of a variety 
of information, however the challenge remains for the researchers as to how to use 
these new instruments to conduct a study which approximates the real-life situations. 
In this regard, the two main issues for automatic social interaction data collection in-
clude privacy respecting and obtrusiveness [15] – aspects which directly affect the 
natural behavior of subjects. Invasive sensors typically provide the output which is 
easier to process (and vice versa), thus the method for monitoring social interactions 
reflects the trade-off between the quality of extracted data and the experimental condi-
tions. Most approaches in this domain have utilized video and/or audio systems to 
sense evidences of an ongoing face-to-face social interaction – visual evidences such 
as the posture and proximity of subjects, and/or the auditory ones which include 
speech activity and laugher. However, capturing audio/video data can be perceived as 
privacy intrusive; since the video systems require direct line of sight between cameras 
and subjects, they impose yet another drawback which is the restriction of individuals’ 
freedom of movement during experiments.   
The work in this thesis demonstrated the feasibility of monitoring co-located 
social interactions in a continuous and mobile manner which does not utilize visual or 
auditory data. The proposed approach relies on the sources which do not raise privacy 
concerns in subjects and do not interfere with their daily routines. Nevertheless, the 
obtained data can be interpreted in order to infer spatial settings between subjects and 
their speech activity with a sufficiently high accuracy for a reliable social interaction 
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data collection. The specific contributions of this thesis are summarized in the follow-
ing.  
This thesis presented the method of detecting spatial settings between subjects, 
described through parameters of interpersonal distances and relative body orientation, 
relying solely on mobile phone sensing capabilities. The previous work suggested the 
possibility of inferring social interactions based on interpersonal distances and relative 
body orientations detected using camera system; however the work in this thesis 
demonstrated that there can be a trade-off between accuracy in recognizing the two 
spatial parameters and providing a mobile phone-based solution which does not use 
video/audio data. The distance estimation required the adaptation of RSSI fingerprint-
ing algorithm for estimating the distance between two mobile phones, resulting in the 
median accuracy of 0.5 m, which represents an improvement in comparison to the 
state of the art systems.  
In addition, the approach of identifying speech activity status using an off-the-
shelf accelerometer that can identify the vibrations of vocal chords was proposed as an 
alternative method to microphone-based speech detection, thus preserving the privacy 
of subjects.  
This work evaluated the performance of face-to-face interaction detection 
which is based on the obtained information on spatial settings and speech activity sta-
tus. The experiments evidenced the highest reliability in the inference of social inter-
actions when having the knowledge of both spatial settings and speech activity status 
of individuals, while also indicating several situations in which only spatial settings 
sufficed. 
Furthermore, the proposed solution provisions an automatic classification of 
the type of social context. The analysis showed the high predictive power of standard 
deviation of relative body orientation as a classification feature both for inferring the 
occurrence of social interactions and for recognizing the social context.  
The feasibility of using the proposed system was further demonstrated in col-
lecting the data relevant for investigating psychological effects of social activities. 
The proposed concept of monitoring social interactions preserves the privacy 
of monitored subjects since it does not capture video or audio data which is typically 
considered to be sensitive. Despite this, any kind of data on human behavior can also 
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contain private information and therefore raise privacy concerns. However, consider-
ing the computational capabilities of the current mobile phones, the work in this thesis 
allows the development of a monitoring platform which would store all the inferences 
locally on a mobile phone, enabling users to select the data that they wish to be shared 
for the experiments. 
The obtrusiveness of the approach is minimized by using a mobile phone, 
which is a widely adopted device, and an accelerometer with small dimensions, in 
comparison to typical devices dedicated to sensing social interactions. It is also rea-
sonable to expect that accelerometer devices will further shrink in size thus making 
them less obtrusive to be attached onto the body.    
8.1. Future work 
The work in this thesis provides the possibility to extract a unique set of non-
verbal cues in a mobile way, related to spatial settings and vocal behavior. As a first 
step in exploring social signals using the proposed system, it was demonstrated that 
some of these cues exhibit the high predictive power in classifying the social context 
and in inferring of social interactions. The proposed mobile monitoring platform 
opens up a number of possible directions for exploring aspects of social interactions 
that were not approachable using traditional techniques or the sensor-based systems 
for continuous monitoring.  
In addition, a set of extracted nonverbal cues can be extended without involv-
ing additional sensors. The evaluation of the accelerometer-based approach indicated 
that the resolution of 10 s was not sufficient for exploring a range of features related to 
nonverbal vocal behavior, including turn-taking patterns, successful and unsuccessful 
interruptions, and the amount of silence. This may be addressed using a different type 
of the accelerometer, thus potentially identifying speech status on a fine granularity, 
which is the issue also experienced with microphone-based approaches. The same 
problem has constrained researchers to manually annotate speech activity in audio re-
cordings in order to analyze specific vocal behavior features [22][92]. Furthermore, 
the accelerometer position in the proposed design allows for the extraction of the for-
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ward leaning level, a nonverbal cue typically explored with respect to the attitude of 
subjects in a face-to-face conversation.  
Automatic recognition of social activity does not only mean improved data 
collection for social studies, but it promises a myriad of possible applications which 
can provide benefits to the users. The analysis of information generated from mobile 
sensors to infer social interactions as proposed has a potential applications in mobile 
computing, including content prediction and network resource assignment. These ap-
plications are based on social connections between people and higher probability of 
socially connected people to consume similar content. In addition, since the participa-
tion in social activities reflects the status of wellbeing, the proposed solution can form 
part of a persuasive feedback application for encouraging healthier lifestyle. Stimulat-
ing healthier lifestyle through such applications is based on the concept of providing 
people with self-monitoring tools, which increase the awareness of their daily routines 
and consequently their wellbeing.  
8.2. Final remarks 
Considering the trends of technological advancements, it is reasonable to ex-
pect that the technologies used in this thesis will at some point in future become obso-
lete. However, the work in this thesis provides a concept for monitoring social activity 
while avoiding the capturing of visual and auditory information. The drawbacks of the 
current sensor-based methods may be the rationale behind why self-reports are still 
prevalent for collecting social interaction data. Neither the current systems nor the ap-
proach presented in this thesis is still a suitable replacement of the gold standard sur-
veys for a number of studies. However, addressing shortcomings of the current sensor-
based collecting methods for monitoring social interactions and decreasing negative 
effects of the observation will lead towards their wider acceptance and this thesis is 
envisioned to be a step towards this goal. 
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