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Abstract 
Credit scoring has been regarded as a core appraisal tool of banks during the last few 
decades, and has been widely investigated in the area of finance, in general, and 
banking sectors, in particular. In this thesis, the main aims and objectives are: to identify 
the currently used techniques in the Egyptian banking credit evaluation process; and to 
build credit scoring models to evaluate personal bank loans. In addition, the subsidiary 
aims are to evaluate the impact of sample proportion selection on the Predictive 
capability of both advanced scoring techniques and conventional scoring techniques, for 
both public banks and a private banking case-study; and to determine the key 
characteristics that affect the personal loans' quality (default risk). 
The stages of the research comprised: firstly, an investigative phase, including an early 
pilot study, structured interviews and a questionnaire; and secondly, an evaluative 
phase, including an analysis of two different data-sets from the Egyptian private and 
public banks applying average correct classification rates and estimated 
misclassification costs as criteria. Both advanced scoring techniques, namely, neural 
nets (probabilistic neural nets and multi-layer feed-forward nets) and genetic 
programming, and conventional techniques, namely, a weight of evidence measure, 
multiple discriminant analysis, probit analysis and logistic regression were used to 
evaluate credit default risk in Egyptian banks. In addition, an analysis of the data-sets 
using Kohonen maps was undertaken to provide additional visual insights into cluster 
groupings. 
From the investigative stage, it was found that all public and the vast majority of private 
banks in Egypt are using judgemental approaches in their credit evaluation. From the 
evaluative stage, clear distinctions between the conventional techniques and the 
advanced techniques were found for the private banking case-study; and the advanced 
scoring techniques (such as powerful neural nets and genetic programming) were 
superior to the conventional techniques for the public sector banks. Concurrent loans 
from other banks and guarantees by the corporate employer of the loan applicant, which 
have not been used in other reported studies, are identified as key variables and 
recommended in the specific environment chosen, namely Egypt. Other variables, such 
as a feasibility study and the Central Bank of Egypt report also play a contributory role 
in affecting the loan quality. 
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CHAPTER 1. INTRODUCTION 
1.1 Banking risks and credit risk 
Nowadays, banking credit risks have become one of the most important financial topics 
of interest, especially, in the banking sector. The role of credit risks has changed 
dramatically over the last ten decades, from passive automation to a strategic device. 
In the area of risk management, risks are "uncertainties" regarding the occurrence of 
gains/revenues or losses. In the banking environment/world, there are many categories 
of risks. However, there has been a considerable focus on both qualitative and 
quantitative risk assessment over the years, due to both evolving risk practices and 
strong regulatory incentives. In addition, there is an utmost need for an accurate and 
careful definition of each of these risks to provide an accurate quantitative measure of 
different risks (Bessis, 2003, Altman, 198 1). 
Bessis (2003, p. 11) has defined banking risks as "adverse impact on profitability of 
several distinct sources of uncertainty". As shown in Figure 1.1, the main banking risks 
include different risks, such as credit, interest rate, market, liquidity, operational, 
foreign exchange and others. In terms of importance credit risk is the most crucial and 
significant one amongst them all, since the default of a very small number of important 
clients can generate huge losses and easily lead to bankruptcy/insolvency. 
Credit risk 
can be defined as the expected risk to "earnings and capital" that an obligor will 
fail to 
meet the terms and conditions of a contract with a bank or the 
default probability of an 
obligor that will not be able to meet credit standings 
(Gup & Kolari, 2005; Bessis. 
2003). It should be emphasised that the focus of this thesis is upon the first type of 
bank 
risks or credit risk, particularly upon credit scoring statistical techniques as some of the 
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most successful applications in the field, which can play a significant role in reducing 
credit risk. 
Figure 1.1: Main bank risks 
Credit 
-IN 
Other risks: country 
risk, settlement risk, Interest Rate 
performance risk.. 
Banking Risks 
Foreign exchange Market 
Operational Liquidity 
Source: adapted from Bessis (2003, p. 12). 
Figure 1.2: Risk linkages 
It is believed that different banking risks are linked. Olsson (2002) noted that the main 
interconnected risks are credit, market and operational risks. 
However, Anderson (2007) 
2 
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as shown in Figure 1.2 discussed the risk linkages based on Olsson's overview. He 
stated that credit risk cannot be viewed separately; of course, other types of risk play a 
role in relation to credit risk. Many of these risks are interrelated, which certainly can 
influence the banks' operations and activities. Therefore, credit risk is a part of a huge 
4csuperset" of risks faced by a bank and is affected by the environment. 
In this thesis the term, default, will be used a lot. Default risk is the probabIlIty of the 
event of default. There are several possible definitions of 'default': missing a payment 
obligation for a few days, missing a payment obligation for more than 90 days, filing for 
bankruptcy, restructuring imposed by lenders, breaking a covenant triggering a cross- 
default for all lenders to the same entity. It depends on the default definition (Bessis, 
2003). 
In the modem banks' universe, the need to reduce their expected risk is essential. 
Heffeman (2005, pp. 104-112) suggested another classification of risks specific to the 
business of banking, which includes different categories of risks, such as "credit risk 
and counterparty risk, liquidity or funding risk, settlement/payments risk, market or 
price risk (which includes currency risk and interest rate risk), capital or gearing risk, 
operational risk, sovereign and political risk". 
Banks accept risk in order to earn profits. Although banks fail to avoid the adverse 
consequences of risk for many reasons, one of the most important reasons is bad loans. 
Banks, of course, do not deliberately make bad loans; they make loans that go bad, 
whereas at the time the loans were made the decisions seemed correct. However, 
unexpected changes in economic conditions, interest rate shocks, changes in tax laws, 
and other regulations, have resulted in credit problems. Credit risk is the main cause of 
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bank failures, and it is the most visible risk facing bank managers (Gup & Kolari. 
2005). Therefore, the process of credit risk evaluation has the interest of many 
researchers nowadays. Lately, bank credit analysts have come to realise that banking 
operations affect and are affected by the natural environment and that as a result the 
banks can have an important role to play in helping to increase environmental standards. 
Although the environment presents significant risks to banks, in particular 
environmental credit risk, it also can present profitable opportunities (Casu et al, 2006; 
Thompson, 1998). 
Banks must evaluate the ability of their customers to repay their financial obligations 
according to the agreement established between the respective parties. This evaluation 
process can be carried out using a credit scoring model, which is one of the most 
important and critical models in this field/banking universe. Regarding consumer credit 
risk, bankers and risk analysts nowadays take credit scoring for granted. "It seems 
obvious that models (e. g. credit scoring) to assess creditworthiness (should be used) and 
yet it was not that long ago that more widespread acceptance was achieved" (Bailey, 
200 1, p. 1). 
1.2 Introduction to credit scoring 
Credit scoring models are widely used by financial institutions, especially banks, to 
assign credit to good applicants and to differentiate between good and bad credit. Using 
credit scoring can reduce the cost of the credit process and the expected risk of a bad 
loan, enhancing the credit decision, and saving time and effort (Lee et al, 2002; Ong et 
al, 2005). Particularly, with the fast growth in the credit industry and the huge loan 
portfolio management, credit scoring is regarded as a one the most important techniques 
in banks and has become a very critical tool during recent decades. 
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Credit scoring was one of the earliest financial risk management tools developed in the 
1950s, by the "U. S. retailers" and "mail-order firms" with the early applications of 
portfolio analysis to manage and diversify the risk intrinsic in investment portfolios. 
Credit scoring techniques assess the risk in lending to a particular client. Also, credit 
scoring assesses the creditworthiness of the consumer. It is an assessment by a lender of 
a borrower and reflects both the circumstances and the lender's view of the likely future 
economic scenarios (Thomas et al, 2002, p. xiii). 
To find a comprehensive definition of credit scoring, the term credit scoring should be 
broken down into two components, credit and scoring, as suggested by Anderson 
(2007). Firstly, the word 'credit' simply means "buy now, pay later". It comes from the 
Latin word "credo", which means "trust in". Secondly, the word 'scoring' refers to "the 
use of a numerical tool to rank order cases according to some real or perceived quality 
in order to discriminate between them, and ensure objective and consistent decisions". 
Therefore, scores might be presented as "numbers" to represent a single attribute, or 
"grades" to represent several attributes. Thus, credit scoring can be simply defined as 
"the use of statistical models to transform relevant data into numerical measures that 
guide credit decisions" (Anderson, 2007, pp. 3-6). 
Moreover, credit scoring is "a quantitative evaluation system employed by banks to 
assess the creditworthiness of an individual or finn that applies for a loan (Casu et al, 
2006, p. 476)". Credit scoring can also be defined as "the set of decision models and 
their underlying techniques that aid lenders in the granting of consumer credit". These 
techniques assess and, therefore, help to decide "who will get credit, how much credit 
they should get, and what operational strategies will enhance the profitability of the 
borrowers to the lenders" (Thomas et al, 2002, p. 1). 
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The simple general idea of a credit scoring model rests on identifying some independent 
variables, which typically reflect the financial position of the client) using a linear 
equation to estimate the ability of the client to repay. The dependent variable would 
represent a total score. Depending on this total score, the decision-maker takes the 
logical decision, as to whether to grant or reject the applicant (Motawa, 200 1). 
A credit scoring model (see for example: Paliwal & Kumer, 2009; Sustersic et al, 2009; 
Sidique, 2006; Mayes, 2004; Thomas et al, 2004; Bluhm et al, 2003; McGrath, 2003; 
Thomas et al, 2002; Bailey, 2001; Mayes, 2001; Lewis, 1992) is one of the most 
successful applications of research modelling in finance and banking, and the number of 
scoring analysts in the field is constantly increasing. Nevertheless because credit 
scoring does not have the same attraction as the pricing of unusual financial derivatives, 
bankruptcy prediction or portfolio analysis, the literature on the subject is very limited. 
However, credit scoring has been essential in allowing the unique growth in consumer 
credit over the last five decades. Without credit scoring techniques, as an accurate and 
automatically operated risk assessment tool, lenders of consumer credit could not have 
expanded their loans effectively (Thomas et al, 2002). 
In the next section, the particular environment chosen for the study of credit scoring will 
be described, in order to place this research study in its context. 
1.3 Egyptian banking sector and reform plan 
The main focus in this thesis is upon the Egyptian environment as it is one of the most 
important emerging markets, which has attracted attention in recent years. Emerging 
markets, such as Egypt, are promising markets. Yet, the last couple of decades have 
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witnessed an increase in financial problems in emerging market economies, especially 
in the banking sector. 
The Egyptian banking sector has passed through a reform and development process to 
improve its performance and its role in the national economy. The Egyptian banking 
system passed through several phases, since 1952, leading up to the current reform plan. 
A brief overview of different development stages, as noted by the Egypt State 
Information Service (2008), is as follows: 
TmSYr ("Egyptianization') of banks (1952 - 1960) 
This stage witnessed significant developments, where the structure of the banking 
system consisted of banks belonging to foreigners in addition to some wholly Egyptian 
banks. During the period from 1952 to 1957, foreign banks were focusing on a bank 
policy that generated the maximum profit without paying attention to the economic 
interests of the community. Following the Revolution, its Government decided that 
banks during the period from 1957 to 1960 should be 'Egyptianized' and transformed 
into joint-stock companies owned by the Egyptians. 
Nationalization, integration and qualitative specialization of banks (1960 - 1966) 
The distinguishing features of this phase were the nationalization of banks and the 
establishment of a public banking institution for banks, in addition to the establishment 
of the Central Bank of Egypt (CBE) by presidential decree, as an independent entity in 
1961. By 1963 the Egyptian banks' merger was completed; large-scale banking units 
were formed and enabled participation in a substantial development financing plan. At 
this time the banking system consisted of five commercial banks, and five specialized 
banks, as well as the CBE. In July 1964, the first application of the sectoral 
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specialization of banks had been witnessed. Therefore, what distinguished this phase 
was the effect of bank policy through socialist transformation, which led banks to be 
absorbed into the public sector. 
A functional specialization and its abolition (1967 - 1973) 
The most significant development at this stage was the further integration/merger 
between banks, thus changing the banks' specialization, which was allocated on the 
basis of functional activity in the public sector. By the end of this phase, the banking 
system consisted of four public sector commercial banks and three specialized banks, in 
addition to Nasser Social Bank. However, credit granting was under the same manner as 
in the previous phase and, therefore, a non-competitive mechanism remained in place, 
and there was little scope to develop the perfonnance of banking services. 
Opening banks (1974 - 1982) 
This phase witnessed the beginning of the implementation of the policy of economic 
openness, and encouraged both Arab and foreign investment, when the decision to 
privatize banks formed in 1971 had been cancelled. Also, the structure of the banking 
system had been influenced in many respects, of which the most important were: the 
establishment of investment and business banks to provide funding for investment 
banks' services, the presence of two participant banks through collaboration between 
Egypt and the Arab countries to finance trade and development, and the existence of 
some banks, which were not subject to the control of the CBE and were not registered 
with it; instead they were regulated by special laws, such as Arab International Bank 
and Islamic Banks. Correspondingly, banking policy and performance had been affected 
at this stage, and the degree of competition between banks increased. Moreover, the 
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banking system increased its funding to the private sector in line with the policy of 
economic openness. 
Adjustment of the banks 'performance (late 1982 - 1990) 
Several measures had been taken, during this stage, to address the manifestation of the 
disturbances that occurred because of rapid change in banking practices, which included 
amending some provisions of banks and credit law, strengthening the role of the CBE in 
tenns of control of banks, and setting up controls on credit-granting called credit 
directive stages. As well as these measures, several amendments were issued regarding 
foreign exchange that ended with the establishment of a free banking market for foreign 
currency in May, 1987. 
A comprehensive banking reform (1990 - 1995) 
This phase is considered as the beginning of the liberalization and economic reform 
stage. At this stage, the interest rate de-regulation, floatation of the exchange rate and 
the change of funding mechanism for public budget deficit through treasury bills had 
been achieved. Other important developments, included allowing the CBE to intervene 
in the event that a bank is facing a problem(s), which might adversely affect its financial 
position. The most important characteristic of this stage was that the banking system 
had become more positive with current developments and played a critical role in 
revitalizing the stock market through investment funds, treasury bills and purchase of 
the public enterprise companies' shares, which were privatized. This phase had also 
witnessed the first turning point in the effectiveness of the monetary tools to enhance 
the market mechanism, through the liberalization of interest rates, leaving the 
determination of it to the banks. 
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The more recentphase (1997 to date) 
During this phase a number of policies and procedures have been adopted to enhance 
the role of the banking system in financing investments to make the banks more capable 
of dealing with market demand. An operational programme was prepared, designed to 
reform and develop the banks, through recapitalized and merged entities, to create an 
efficient application of financial control and supervision and an expansion in the supply 
of credit, of which the most important component of the programme are as follows: 
* The existence of a proper bank regulatory framework and policies of the so- 
called governance banks, thus ensuring accuracy in identifying responsibilities, 
control and performance evaluation. 
* Work on integrating the policies of assets and liabilities management for each 
bank, re-distributing investment portfolio risk, ensuring the quality of banks' 
credit portfolios, achieving higher rates of profitability and developing retail 
banking activities. 
* Development of infonnation systems within the banking sector and the use of 
modem technology linking banks and branches to major centres providing 
better infonnation. 
* Customer creditworthiness applications through specialized companies. 
* Provision of new and diversified banking services and tools to increase the 
profitability of invested funds, and strengthening the financial positions of 
banks, through raising the minimum standard of capital adequacy. 
e Reformation of the structure of the banking system by encouraging mergers and 
takeovers. 
Expansion of the ownership base through using public funds to revive their 
programme of public money of joint venture, which include public 
contributions in joint banks. 
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In 2007 the first company to undertake credit investigations, through the participation of 
more than 32 banks, was launched. Also, the first issue of stocks in the Egyptian pound 
was successfully launched with 250% financial backing (coverage volume) in the 
international money markets, reflecting "their confidence in the Egyptian economy" 
(Egypt State Infonnation Service, 2008). 
Figure 1.3: Egyptian banking sector structure as at 3 Oth June 2006 
I Structure of the Egyptian Banking System as at end of June 2006* 
Public Sector Banks 
Commercial Sl I 
Banks Private & Joint Venture Banks 
ý--ýýý[-674 
[Býranches 
Central Bank of 
Off-Shore Banks fýýýj 7 Banks 48 Branches 
Egypt The Egyptian Industrial Development Br=anches Bank 
Banks K--4 The Arab Egyptian Real Estate Bank 1--4-1 Ba-nks J-428 Branches 
Principal Bank for Development & ý1206 EBýranchý Agricultural Credit 
43 Banks*ý29,44 ýBran Zches 
'ýEgyptian banks abroad are excluded, while two banks are established under private laws and are not registered with CBE: The Arab International 
Bank, and Nasser Social Bank. 
"Compared with 52 banks at the end of June 2005 due to the merger and acquisition operations in the banking sector, according to the reform plan 
implemented by the CBE. Source: adopted from CBE, Economic Review (2005/2006, p. 137). 
The structure of the banking system varies from country to country. In the Egyptian 
envirom-nent the structure of banking sector has witnessed many changes during the last 
couple of years. As at 3 Oth June 2006 1, the cut-off date in this research for the collection 
of data for subsequent analysis, the banking sector structure included: first, public 
1 Before this date, as at 3 Oth September 2003, the Egyptian banking structure consisted of. commercial 
banks (28 banks), comprising public sector banks (4 banks) and private & joint venture banks (24 banks); 
and secondly, business & investment banks (31 banks), comprising private & joint venture banks (I I 
banks) and branches of foreign banks - off-shore banks - (20 banks). In addition, there are also 
specialised banks (3 banks), which are the Egyptian Industrial Development Bank, the Arab Egyptian 
Real Estate Bank and Principal Bank for Development and Agriculture Credit. Egyptian banks abroad are 
not included, also two banks established under private laws and are not registered with the Central Bank 
of Egypt; namely, Arab International Bank, and Nasser Social Bank (source: CBE, Economic Review 
(2003/2004, p. 144). Also, it should be accentuated that the structure of the banking sector had been 
changed more than once between 30th September 2003 and 30thJune 2006. 
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sector banks (4 banks), second, private and joint venture banks (29 banks), third, 
branches of foreign banks (7 banks), and fourth, branches which had ceased their 
operations (9 banks) 2. It should be emphasised that the current thesis covers only the 
Egyptian commercial banks (40 banks), thus excluding the three specialized banks, as 
shown in Figure 1.3 (more details of the research population and the Egyptian banks 
merger and acquisition activities are provided in Appendix I. A). 
By the end of 2007, as at 23 rd December 2007, the structure included: first, public sector 
banks (6 banks), second, private and joint venture banks (28 banks), and third, branches 
of foreign banks (7 banks). The most recent banking structure, as at 3 Is' March 2008, 
includes: first, public sector banks (6 banks)3, second, private and joint venture banks 
(27 banks), and third, branches of foreign banks (7 banks), as shown in Figure 1.4. 
Figure 1.4: Egyptian banking sector structure as at 31" March 2008 
Structure of the Egyptian Banking System as at 3 Is' March 2008 * 
Public Sector Banks I --- 43 Banks ý--j 834 Branches 
Commercial Private & Joint Venture Banks 1 ý109 Býranchý Banks 
Off-Shore Banks -LZBanks 56 Branches 
Central Bank of 
Egypt The Egyptian Industnal Developrneiwý 
Specialized 
Bank 
J r-I Bank 14 Branches 
Banks 
V-rThe 
Arab Egyptian Real Estate Bank 
k--El ýBaýýý28 ýBranchý 
Principal Bank for Developmeni: 
Agricultural Credit 
140 Banks 
'Egyptian banks abroad are excluded, while two banks are established under private laws and are not registered with CBE: 17he Arab International 
Bank, and Nasser Social Bank. Source: adopted from CBE, Economic Review (2007/2008. p. 93). 
2 The board of the CBE agreed to cancel these banks from its records. 
3 These six public sector banks include three specialized banks. 
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Although the core focus of this thesis is based upon EgýTtian commercial banks, it is 
useful to provide a brief discussion on commercial banks globally. For the benefit of 
subsequent readers, it needs to be stressed that the research on which this thesis is based 
draws only on information provided before the 'credit crunch' which occurred during 
the summer of 2007. It follows that before the credit crunch, commercial banks 
experienced globally healthy profits linked to the growth in the demand for consumer 
credit. Most major countries did not see the need to raise provisions for defaults, in fact 
the provisions tended to decline. However, the UK banks were beginning to exhibit 
some pressures on loan quality, although they remained profitable. US banks were 
beginning to see some deceleration in the growth in earnings and pressures on housing 
loan portfolios, yet stayed profitable (Kompass, 2007/2008). 
In Europe, there has been some cross-border merger activity motivated by growth 
opportunities in emerging markets in countries that have recently joined the European 
Union, particularly in south-eastern Europe (Kompass, 2007/2008). Turning to Egypt, 
there have also been some significant mergers and acquisitions during 2006 and 2007 in 
confon-nity with the CBE plans to reduce the total number of banks to 37 banks by the 
end of 2007, consolidating the whole banking sector. During 2007 discussions were 
taking place concerning the disposal of one of the public sector banks and the sale of a 
majority holding in some private banks (Kompass, 2007/2008). 
However, it is believed that the Egyptian banking sector has been "tough" since 1999, 
and is "expected to remain so" for the performance of the banking sector in Egypt has 
shown an "ongoing profitability weakness due to revenue pressure" and a 
high 
incidence of problem loans (Oldham & Young, 2004, p. 1). The Egyptian 
banking 
sector is being reformed to deal with this problem, which was approved 
in September 
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2004 by the President of the Arab Republic of Egypt. The main objective of this refonn 
plan was to develop a more effective financial instrument, to strengthen the system's 
infrastructure, and to enhance competitiveness through increased private participation 
within the overall development strategy. The main pillars of the reforming plan are: 
firstly, banking sector consolidation and privatization through reducing the number of 
operating banks; secondly, financial and managerial restructuring; thirdly, solution of 
the bad loans problem, and finally, updating the supervision of the banking sector. This 
reforming plan also included the privatization of one of the public sector banks (Oldham 
& Benaddi, 2005; CBE, Annual Report, 2004/2005 - 2006/2007). 
According to the CBE, and following a vast expansion in bank lending over two 
decades, the year 2006 witnessed critical changes in bank credit activities. Egyptian 
banks' credit facilities have increased by LE 19.90 billion (6.10%), reaching LE 343.90 
billion (40.40% of the aggregate financial position) and representing 58.20% of the total 
deposits at December 31,2006. Household sector bank credit, in total currency, 
accounts for LE 52,973 million in December 2006, an increase of 10% in six months. 
Also, loans and advances, excluding discounts, by maturity augmented by LE 19.70 
billion (6.10%), reaching LE 342.70 billion (CBE, Economic Review, 2006/2007). 
Furthermore, Egyptian banks' lending activities expanded remarkably during the year 
2007. Banks' credit activities witnessed an increase, compared with the previous period, 
of LE28 billion (7.90%) against LE19.90 billion (6.10%) constituting LE381.80 billion 
or 37.40% of banks total assets and 54-50% of total deposits at the end of December, 
2007. Also, foreign currency loan transactions witnessed an increase by LE17.80 
billion (16.90%) constituting LE123 billion at the end of December 2007, as well. 
Loans and advances exceeding one year, excluding discounts, also expanded; they went 
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up by LE 27.60 billion or 7.80%, to LE380 billion at the end on December 2007 (CBE. 
Economic Review, 2007/2008). 
In view of the size of lending activities and to make efficient decisions in the granting 
of credit for consumer loans, it is posited that different statistical scoring techniques can 
be beneficially introduced to supplement the judgemental techniques, which currently 
are based on single numerical evaluation systems and the CBE's own perspective of 
creditworthiness. Indeed discussions with key banking personnel have suggested that all 
public sector banks in Egypt, and the majority of other banks working in Egypt 4, are 
using judgemental techniques in their evaluation process. Therefore, the role that 
scoring techniques can play is critical in helping to reduce the current and/or the 
expected risk they face; because of an inadequate risk-reduction through efficient 
diversification, and to support the banking sector reforming plan as currently applied. 
Now, the main problem with the Egyptian banking sector is the relative size of its 
public sector banks, whose assets represent more than 50% of the whole system 
(Oldham & Young, 2004). Indeed, the large public sector banks in Egypt have the 
potential to make substantial savings through a significantly higher loan quality arising 
from new credit scoring technologies, as suggested by the benefits to other large 
international banks from the introduction of new technologies (Altunbas et al, 1999). 
The focus of the chosen environment for credit scoring investigation is upon the 
Egyptian sector banks. The vast majority of the banks in Egypt are currently using 
judgemental techniques 5; and what emphasizes the importance of using credit scoring 
models is the rapid increase in the fund-size invested through credit granted 
by Egyptian 
4 Except just a few private & joint venture banks, which are currently using full or partial credit scoring 
models in their evaluation with only one or more of their credit products, such as credit cards. 
5 The investigative phase of this research will reveal this fmding in Chapter Four. 
15 
banks, as one of the most promising markets, yet globally financial institutions, 
including banks, have started to apply different statistical credit scoring models. 
Moreover, the credit decision-making process can be supported by judgemental 
techniques and/or credit scoring models. The judgemental techniques rely on the 
knowledge and both past and present experience of credit analysts (Sarlija et al, 2004; 
Altman, 2005). Thus, the chosen environment is the Egyptian banking sector. Indeed, 
from the review of literature to date, the researcher was not aware of other studies in 
Egypt in covering credit scoring techniques. Therefore, the intention is to cover this 
gap, which was found in the Egyptian banking sector. Since statistical techniques have 
not yet been used in the Egyptian public sector banks and the ma ority of the other i 
banks, a sample selection bias problem should be less serious compared with other 
studies and this highlights the importance of the present thesis. 
1.4 The main research summary 
The purpose of this thesis is to identify the currently used techniques in Egyptian credit 
evaluation, especially in personal loan evaluation and to investigate the use of credit 
scoring models applying both advanced statistical scoring techniques, such as genetic 
programming and neural nets, as well as conventional techniques, such as weight of 
evidence, discriminant analysis, logistic regression and probit analysis. 
1.4.1 The research importance 
The main contributions of this research can be viewed, as follows: 
* Previous studies have not covered the use of conventional and/or sophisticated 
statistical scoring techniques, in the Egyptian banking sector, as one of the most 
successful applications in banking credit risk evaluation (i. e. personal loans 
evaluation). 
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0 This thesis briefly contributes to clarifying bank credit risk and credit scoring 
concepts. 
0 The current thesis contributes to determining the requirements of credit scoring 
in the Egyptian banking environment, pertaining to statistical techniques and 
variables, appropriate to the local market. 
* This thesis illustrates an integrated theoretical framework for Egyptian banking 
credit risk evaluation and makes suggestions for improving the current 
evaluation system. 
* This thesis contributes to not only providing the decision-makers in the Egyptian 
banking sector with a suitable methodology for making logical credit decisions, 
but also to pinpointing the key factors that the banking sector may need to focus 
upon, in order to improve the quality of the lending process for consumer loans. 
0 In this research, new variables are identified, that are culturally relevant to the 
Egyptian environment, and justified in terms of importance to decision-making. 
So, credit scoring models are proposed in the evaluation of personal credit, taking into 
account all relevant factors, which are more appropriate within the Egyptian economy 
and have not been used in other studies, such as a CBE report, corporate guarantee and 
loans from other banks. 
1.4.2 The main research aims and objectives 
The principal research aims and objectives are to: 
0 Identify the currently used techniques in the Egyptian banking credit evaluation 
process. 
Investigate credit variables that have been used in the credit decision-making 
process. 
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* Develop and introduce credit scoring model(s) to evaluate Egyptian banking 
personal loans. 
* Evaluate the impact of sample proportion selection on the predictive capability 
of both advanced scoring techniques and conventional scoring techniques, for 
both public and private banking. 
0 Pinpoint the key characteristics that strongly affect the personal loans' quality. 
1.4.3 The main research questions 
The main research questions are: 
1. What are the currently used approaches to personal credit loan evaluations? 
2. Can alternative credit scoring models offer the credit decision-maker(s) more 
efficient classification results than the approaches used at present? 
3. How does the predicted personal loan quality based on conventional techniques 
compare with those based on advanced scoring techniques? 
4. What are the key factors that the banking sector needs to focus upon, in order to 
improve the quality of the lending process for consumer loans? 
1.4.4 Research plan 
The main thrust of the current thesis is to investigate and evaluate the empirical basis of 
sophisticated statistical credit scoring models, based on the results from an investigative 
phase and two different personal loans data-sets for the Egyptian market, which might 
enhance the predictive capability of the scoring models compared with existing 
systems/appro aches. 
As shown in Figure 1.5, the main key data sources, which are used in this thesis, are 
primary data. Firstly, results from a very early pilot study, responses to structured 
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interviews and a detailed research questionnaire, covering the fort Y6 commercial banks 
working in Egyptian economy, are used In the qualitative analysis, at the Investigative 
phase. Secondly, two historical personal loans data-sets are the major research 
instruments. The first set is obtained from all the public sector banks in Egypt, and 
consists of 1 262 cases. The second set comprises 581 cases from one of the private and 
joint venture banks, and is used as a case study (for more details, see the research 
methodology in Chapter Three). Thirdly, as part of the longer-term plan for further 
research, the expected implementation phase is also set out in Figure 1.5. 
Figure 1.5: PhD research, including subsequent phase of implementation 
3. Implementation phase 
To apply the proposed scoring 
techniques to future credit decision- 
making. 
To build the scoring models, and to 
compare results with the currently used 
2. Evaluative phase 
techniques, and to determine the key 
factors that affect the loan quality in: 
1. Public sector banks 
2. Private sector banking 
To identify the currently used 
1. Investigative phase 
techniques in credit evaluation via: 
1. Early pilot study 
2. Structured interviews 
3. Research questionnaire 
In Chapter Two, dealing with the literature review, a detailed discussion of different 
statistical scoring techniques is provided. This is to refine the key characteristics and 
techniques of the credit scoring models, in which the latter has been set out in major 
contributions to the literature in the field. This produces the credit scoring models, 
which are used by different financial institutions, in general, and banks in particular, in 
6 See appendix LA for a list of the banks is working in the Egyptian market. 
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all developed markets and some of the developing markets. Different statistical scoring 
techniques, including both conventional/traditional and advanced techniques, are used 
in this thesis. It should be emphasised that these scoring techniques are the most 
frequently used techniques in the field (see for example, Paliwal & Kumer, 2009; Ong 
et al, 2005; Banasik et al, 2003; Kay & Titterington, 1999; Arminger et al, 1997; Desai 
et al, 1996). 
The weight of evidence measure, which is one of the earliest conventional techniques 
used in credit scoring, has a few applications in the field (Bailey, 2001; Banasik et al, 
2003). Other conventional techniques include: the multiple discriminant analysis model, 
which was first proposed by Fisher (1936) as a discrimination and classification 
technique; the probit analysis model, which is also usually used with other statistical 
techniques for the purpose of comparing the results (Pindyck & Rubinfeld, 1997); and 
the logistic regression model which, unlike other conventional statistical techniques, can 
suit different kinds of distribution functions (Lee et al, 2002). Advanced scoring 
techniques, such as neural nets, are some of the best statistical techniques used in 
building scoring models with successful applications in many fields including financial 
institutions, especially banks (Bishop, 1995; Masters, 1995; Nakamura, 2005). In this 
thesis two different nets, probabilistic neural nets and multi-layer feed-forward nets, are 
utilised, and the best net search is selected from a multi-layer feed-forward net with two 
to six nodes and from a probabilistic neural net as well, as an option in the currently 
used package. Finally, genetic programming models, as proposed by Koza (1992) and 
inspired by the Darwin's evolution theory Koza (1994), is used as an extension of 
genetic algorithms. In the current thesis, two types of genetic programming models are 
used; a program model (an evolved program), which is a single program, and a team 
model, which is a combination of single programs (see Chapter Three, for more details). 
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Also, from the literature review chapter, the variables finally selected to build the 
scoring models are determined based on both previous research studies and the early 
pilot study that the researcher conducted as informal interviews with key personnel in 
Egyptian banks in order to identify the currently used variables, which might differ 
from those in the literature. Some variables have been used in previous studies, such as 
loan amount, age, marital status, and owning a credit card, and others have not been 
used in previous studies, such as corporate guarantee, CBE report, and loans from other 
banks. 
At the heart of the empirical analysis of the current thesis is to identify, build, 
investigate, and compare credit scoring models and variables used in building these 
models for the Egyptian banking sector, using the above mentioned data sources. The 
research process included the following stages: 
1. Early pilot study. 
2. Design of research regarding structured interviews and questionnaires. 
3. The analysis of the research interviews and the responses of the research 
questionnaire, applying chi-square tests using SPSS 15.0 and STATGRAPHICS 
Plus 5.1, to determine current policies and practices. 
4. The application of different statistical credit scoring models applying both 
advanced credit scoring models and conventional credit scoring techniques for 
the private banking sector (case study), using Excel, STATGRAPHICS Plus 5.1, 
SPSS 15.00, Palisade Neural Tools Software, Scorto TM Credit Decision 
Software and DiSCipUlUSTM Professional Software. 
5. As above, the application of different statistical credit scoring models applying 
both advanced credit scoring models and conventional credit scoring techniques 
for the whole public sector banks, using Excel, STATGRAPHICS Plus 5.1, 
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SPSS 15.00, Palisade Neural Tools Software, Scorto Tm Credit Decision 
Software and DiSCipUlUSTM Professional Software. 
6. The analysis of the best credit scoring models to determine the key variables that 
strongly affect the quality of personal loans in both sectors. 
The immediate purpose of using these data-sets in building the scoring models is to 
select (with a view to future implementation) credit scoring models based on an 
efficient classification system to be compared with those presently used (for research 
outcomes see Chapters Four, Five and Six). 
The research approach employed in this thesis necessarily requires detailed analysis of 
data, drawn from the entire Egyptian banking sector. This approach allows the 
researcher to use the outcomes of the investigative phase to support the analysis in the 
evaluative phase, and then combine them both to a final conclusion to be implemented 
in the Egyptian banking sector. This includes: an exposition of the currently used 
techniques, providing advantages, disadvantages and suggestions to improve the current 
system from the credit decision-makers' point of view; a set of credit scoring models 
using different statistical techniques, widely used in the field, to benchmark against 
those currently in use, and to be compared with those in the mainstream literature. 
1.4.5 The main research outcomes 
This thesis is expected to contribute significantly to the empirical literature on the 
application of credit scoring modelling techniques, within the Egyptian economy as one 
of the most promising developing economies. 
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The results of the investigative phase revealed that the clear cut outcomes from the pilot 
stage were firstly the widespread use of judgemental approaches; and secondly a set of 
local/cultural variables which (together with variables identified from the mainstream 
literature) were then used in building the proposed scoring models, whilst also being 
more appropriate to the Egyptian economy. Also, consistent results were obtained from 
structured interviews and research questionnaires. 
The interview and research questionnaire outcomes both showed that the evaluation 
procedures rely primarily upon personal judgement, supported by CBE guidelines and 
internal numeric systems of creditworthiness, for all public sector banks and the vast 
majority of the other banks working in Egypt. Only a few private banks are using 
scoring systems in their current evaluation process, but in some specific credit Products, 
such as credit cards and/or car loans. The results from this phase not only provide 
insight into current policies and procedures, concluding that most Egyptian banks are 
not currently using credit scoring systems in their evaluation, but also support the next 
phase, by helping to refine the finally selected list of variables which are used in 
building the scoring models. 
The results of the evaluative phase revealed that, in general, all the proposed credit 
scoring models developed in this thesis are better than the currently used system in 
public sector banks and in private banking, as a case study. For both data-sets, public 
and private, the overall performance of the advanced scoring models, such as neural 
nets and genetic programming, is much better than the overall performance of 
conventional scoring models, such as weight of evidence, multiple discriminant 
analysis, probit analysis and logistic regression. Also, the predictive ability for the 
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advanced scoring models, such as powerful neural nets (see Chapters Five and Six), is 
much better than other scoring techniques. 
Finally, factors, such as loans from other banks, loan amount, corporate guarantee, 
educational level and monthly income, are the key determinants of the public sector 
banks' personal loan quality; whilst, variables, such as loan amount, corporate 
guarantee, loans from other banks and telephone status, are the key determinants of the 
personal loan quality in Egyptian private banking. 
1.5 The structure of the thesis 
This thesis is divided into seven chapters. The first, and current, chapter provides the 
introduction to the thesis. The second chapter discusses the credit scoring literature, 
including a historical overview of credit and credit scoring, judgemental versus scoring 
techniques, classification problems, different statistical scoring models and evaluation 
criteria. The third chapter explains the research methodology, depicting the investigative 
and evaluative research phases, including the chosen variables, data collection and 
sampling methods, and the different statistical methods, which are used in the analysis. 
Chapters from four to six are central to this thesis. The fourth chapter details the 
qualitative analysis, detailing the findings from the early pilot study, the structured 
interviews and the comprehensive research questionnaires. The fifth chapter provides 
the private banking credit scoring classification results and estimated mi sclas sifi cation 
costs under different sub-samples, using different statistical credit scoring techniques. 
The sixth chapter provides particulars of the credit scoring modelling classification rates 
and misclassification cost results using different statistical scoring techniques, and also 
compares the predictive ability of the scoring models under different sub-samples. 
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Chapters five and six also assess the research implications and determine the key factors 
that strongly influence the personal loan quality in both public and private banking. 
Finally, chapter seven concludes this thesis. It details the research outcomes, limitations, 
and contribution of the current research, and ends with suggesting areas for further and 
future research. 
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CHAPTER 2. LITERATURE REVIEW 
2.1 History of credit and credit scoring 
History of credit: the phenomenon of borrowing and lending has a long history 
associated with human behaviour (Thomas et al., 2002). Therefore, credit is perhaps a 
phenomenon as old as trade and commerce. Lewis (1992) stated that, as early as around 
2000 B. C., the first credit form probably came from Ancient Babylon, where they 
developed a preliminary form of institution known today as a banking system. At this 
time farmers were borrowing at planting time and repaying at harvest time, as reported 
by Lewis (1992, p. xvi): "Two shekels of silver have been borrowed by Mas-Schamach, 
the son of Adadrimeni, from the Sun priestess Amat-Schamach, the daughter of Warad- 
Enlil. He will pay the Sun-God's interest. At the time of the harvest he will pay back the 
sum and the interest upon it". 
Also, both Ancient Greek and Roman cultures established advanced banking and credit 
institutions and the notion of the computation of interest rates, despite the difficulty in 
promoting charging interest (Thomas et al., 2002; Lewis, 1992). During the 'Dark 
Ages' of Europe, little development in credit was witnessed (Thomas et al., 2002). Later 
on, European nations and subsequently the Americas expanded the idea of commercial 
credit. Both personal secured and unsecured credit were available in very limited forms. 
Personal secured credit was available, but should be secured by goods, whilst, personal 
unsecured credit was available to "princes and potentates" (Lewis, 1992, p. xvii). 
Personal credit was also available to the public, in the form of "pawn shops" (which 
developed by the time of the "Crusades" around 1200 A. D. and charged no interest), in 
which they offer secured rather than unsecured credit (Thomas et al., 2002, p. 2; Lewis, 
1992, p. xvii). Afterwards, the situation changed, the idea started to be widely used, and 
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by 1350 commercial pawn shops were charging interest and were being established 
around Europe (Thomas et al., 2002; Lewis, 1992). 
There was an ongoing debate on the morality of charging interest during the 'Middle 
Ages'. This continues nowadays in Islamic countries, with the idea of interest free credit 
based on Islamic law (Sharia). Instead Sharia is using other fonns of lending and 
borrowing, such as Murabaha, Mudaraba and Musharaka. Thomas et al. (2002) reported 
that at the time of kings and potentates, there was a form of borrowing to finance their 
wars and other expenses, but this was more political than business driven. During the 
1800s, the rise of the middle classes was a catalyst to a number of private banks offering 
what banks nowadays call "consumer credit", which was restricted to a very small 
proportion of the population. At this time the idea of a bank overdraft was born by some 
members of the middle classes in England with their banks' support. Meanwhile in the 
United States, the notion of overdraft was not understood, and small loan and finance 
companies began to meet the needs of personal credit (Thomas et al., 2002; Lewis, 
1992). 
By the 20 th century, finance companies were the leaders and grew rapidly, but still did 
not provide much credit, especially unsecured credit. Significant changes had been 
made in socio-economic terms, when consumers started to buy motor cars, and further 
changes had been brought about by the end of the Second World War. At this time, 
mail-order companies, and other initiatives throughout United States commerce and 
industry, began to grow widely as customers started to feel the real need for personal 
credit and companies were willing to let customers pay over an extended period 
(Thomas et al., 2002; Lewis, 1992). 
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During the last 60 years, the demand for personal credit was extensively extended. 
During this time, many factors, such as international agreements, globalization, the 
internet revolution, electronic communication facilities and credit bureaus (which have 
made massive amounts of information available for use) can allow consumer credit to 
become more freely available. Also, consumer credit has had one of the highest growth 
rates in industry. Thomas et al. (2002) reported that the arrival of credit cards, in the 
1960s, was one of the early signs of this enormous growth. Moreover, there has been a 
growth in other products, besides personal loans, such as small business loans, overdraft 
loans, house loans, and mortgages. 
History of credit scoring: despite the very long history of credit back to around 2000 
BC or earlier, the history of credit scoring is very short, beginning only about six 
decades ago. Infonnation collected by banks and/or financial institutions of a credit 
applicant is used to develop a numerical score for each applicant (Thomas et al., 2002; 
Hand & Jacka, 1998; Lewis, 1992). 
Credit scoring is a statistical technique, basically used to identify different groups. The 
first use of the scoring approach was introduced by Fisher (1936), who used a scoring 
model to differentiate between two groups. Possibly the earliest use of applying a 
statistical scoring model, namely, "multiple discriminant analysis", to credit scoring was 
the work by Durand (194 1), who examined car loan applications. Also, a well-known 
application in corporate bankruptcy prediction was one by Altman (1968), who 
developed the first operational scoring model based on five financial ratios, taken from 
eight variables from corporate financial statements. He produced a Z-Score, which is a 
linear combination of the financial ratios. 
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During the first three decades of the 20th century, there is no doubt that many financial 
institutions' credit managers have tried to reduce their current and expected risk using 
some sort of numerical forms. These numeric forms can be considered as the first germ 
of the credit scoring systems. All these attempts were somewhat unfinished due to the 
need for advanced computer technology to help analyse the huge amount of pertinent 
data (Lewis, 1992). 
During the next two decades, the first numerical scoring system was introduced by 
mail-order companies to cover the inconsistencies that credit analysts can bear in credit 
decisions. By the time of World War Two, all financial institutions, such as mail-order 
finns and finance houses, started to face real difficulties in their credit decisions 
(Thomas et al., 2002; Thomas, 2000). At this time, "Henry Wells, a pioneer in the field, 
who was an executive of Spiegel Inc. ", constructed a credit scoring system, "without the 
computing power that is available today", to be used by people with less experience, 
because most of the credit analysts were being called into military services, and there 
was a lack of people with this experience (Lewis, 1992, p. 18; see also Johnson, 1992). 
During the next decade, the automation of statistical classification techniques provided 
additional benefits to using statistical models in lending decisions. At this time, "Bill 
Fair and Earl Isaac" offered the first consultancy in San Francisco, to serve mainly 
retailers, mail-order firms and finance houses (Thomas et al., 2002, p. 3; Lewis, 1992, 
pp. 18-19). Also, at this time, the awareness of the statistical scientific analysis of all 
types of problems, including credit problems, had increased. Therefore, credit analysts 
became aware that more advanced technical methods should be used because they are 
more effective and efficient, compared with traditional methods, and also credit analysts 
became more aware of competition and operations issues. Finance companies played an 
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important role in introducing different credit scoring methodologies. They also started 
to consider the notion of credit scoring, especially with their credit decision processes 
(Lewis, 1992). 
During the following two decades of this century, financial institutions received a huge 
number of credit customers and applications for credit accounts, particularly in the mid- 
1960s (Lewis, 1992). Then, in the late 1960s, the huge demand for credit cards made 
different financial institutions realise the benefits of using credit scoring, especially with 
the witnessed growth in computing technology (Thomas et al., 2002; Thomas, 2000). 
Credit scoring at this time played a critical role to reduce default rates by more than 
50%, as reported by Churchill et al. (1977) and Myers & Forgy (1963). The credit 
cards' forms that are used nowadays, such as Master Card and Visa, were not 
popularised until the early 1970s with massive competition and free issuance cost. By 
the end of the 1970s, methods of credit scoring were extensively established and almost 
the majority of financial institutions and credit grantors employed them (Crook, 1996a; 
Lewis, 1992). 
In the following two decades, the successful use of credit scoring for credit cards 
encouraged banks to use credit scoring with other products, such as personal loans, and 
gradually with other products, such as small business loans and home loans, by the end 
of 1980s. In addition, statistical techniques, such as logistic regression and linear 
programming were introduced because of the massive advances in computing 
technology, which helped in applying these techniques (Thomas et al., 2002; Thomas, 
2000). Other technologies, such as artificial intelligence, neural networks and genetic 
algorithms, were introduced during the 1990s, as a result of the revolution of new 
technologies, as evidenced for example by Master (1995) and Koza (1992). 
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Recently, credit scoring techniques have been expanded to include more applications in 
different fields. Moreover, the idea of reducing the probability of a customer defaulting, 
which predicts customer risk, is a new role for credit scoring, which can support and 
help maximize the expected profit from that customer for financial institutions, 
especially banks. By the start of the 21" century, the use of credit scoring had expanded 
more and more, especially with the tremendous technologies created, introducing more 
advanced techniques and evaluation criteria, such as GINI and area under the ROC 
curve. Besides, the high capabilities of computing technology make the use of credit 
scoring much easier than before. 
Consequently the history of credit scoring is short, and the literature is very limited. 
Books that have been introduced are limited (see, for example, Lewis, 1992; Hand & 
Jacka, 1998; Mays, 2001,2004; Cramer, 2004; Siddiqi, 2006; Anderson, 2007); 
textbooks looking at classification problems are also limited (Hand, 1981,1997), whilst, 
in recent years, a number of international journal articles have discussed different credit 
scoring techniques in different fields (see, for example, Desai et al., 1996; Leonard, 
1996; Thomas, 1998; West, 2000; Baesens et al., 2003; Lee & Chen, 2005; Lensberg et 
al., 2006; Banasik & Crook, 2007; Huang et al., 2007; Paliwal & Kumar, 2009). 
2.2 Credit scoring definitions 
Credit evaluation is one of the most crucial processes in banks' credit management 
decisions. This Process includes collecting, analysing and classifying different credit 
elements and variables to assess the credit decisions. The quality of 
bank loans is the 
key determinant of competition, survival and profitability. One of the most important 
kits, to classify a bank's customers, as a part of the credit evaluation process to reduce 
the current and the expected risk of a customer being bad credit, is credit scoring. 
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Hand & Jacka, (1998, p. 106) stated that "the process (by financial institutions) of 
modelling creditworthiness is referred to as credit scoring". It is also useful to provide 
further definitions of credit scoring. 
Anderson (2007) suggested that to define credit scoring, the term should be broken 
down into two components, credit and scoring. Firstly, simply the word 'credit' means 
"buy now, pay later". It is derived from the Latin word 'credo', which means 'I believe' 
or 'I trust in'. Secondly, the word 'scoring' refers to "the use of a numerical tool to rank 
order cases according to some real or perceived quality in order to discriminate between 
them, and ensure objective and consistent decisions". Therefore, scores might be 
presented as "numbers" to represent a single quality, or "grades" which may be 
presented as "letters" or "labels" to represent one or more qualities (Anderson, 2007, pp. 
3-5). 
Consequently, credit scoring can be simply defined as "the use of statistical models to 
transform relevant data into numerical measures that guide credit decisions. It is the 
industrialisation of trust; a logical future development of the subjective credit ratings 
first provided by nineteenth century credit bureaux, that has been driven by a need for 
objective , fast and consistent 
decisions, and made possible by advances in technology" 
(Anderson, 2007, p. 6). 
Furthermore, "Credit scoring is the use of statistical models to determine the likelihood 
that a prospective borrower will default on a loan. Credit scoring models are widely 
used to evaluate business, real estate, and consumer loans" (Gup & Kolari, 2005, p. 
508). 
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Also, "Credit scoring is the set of decision models and their underlyIng technIques that 
aid lenders in the granting of consumer credit. These techniques decide who will get 
credit, how much credit they should get, and what operational strategies will enhance 
the profitability of the borrowers to the lenders" (Thomas et al., 2002, p. 1). 
The evaluation of consumer loan quality and subsequently customers' default is of 
central importance to this thesis. Credit risk in Egyptian banks is a growing area and the 
focus and the main thrust of this thesis is to develop a model(s) to evaluate personal 
credit "risk" in the Egyptian banking sector. Credit scoring models (see, for example: 
Lewis, 1992; Bailey, 2001; Mays, 2001; Malhotra & Malhotra, 2003; Thomas et al., 
2004; Sidique, 2006; Chuang & Lin, 2009; Sustersic et al, 2009) are some of the most 
successful applications of research modelling in finance and banking, as reflected in the 
number of scoring analysts in the industry, which is continually increasing. "However, 
credit scoring has been (vital) in allowing the phenomenal growth in consumer credit 
over the last five decades. Without (credit scoring techniques, as) an accurate and 
automatically operated risk assessment tool, lenders of consumer credit could not have 
expanded their loan (effectively)" (Thomas et al, 2002, p. xiii). 
In order to motivate this part of the literature review, it is worth mentioning that, at an 
early stage of this current research, discussions with key banking personnel suggested 
that all public sector banks in Egypt are using judgemental techniques in their 
evaluation processes. Since all the Egyptian public sector banks (the heart of the current 
thesis) and the vast majority of other banks working in Egypt (private and joint venture 
banks, and branches of foreign banks) are currently using judgemental techniques, it is 
important to review judgemental techniques versus credit scoring techniques. It is useful 
to provide the following comparison between judgemental and credit scoring systems. 
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2.3 Judgemental techniques/systems versus credit scoring 
tech niq u es/systems 
The overall idea of credit evaluation is to compare the features or the characteristics of a 
customer with other earlier period customers, whose loans they have already paid back. 
If a customer's characteristics are adequately similar to those, who have been granted 
credit, and have consequently defaulted, the application will normally be rejected. If the 
customer's features are satisfactorily like those, who have not defaulted, the application 
will nonnally be granted. Generally, two techniques can be used: "Loan officer's 
subjective assessment and credit scoring" (Crook, 1996b). 
Sullivan (198 1) and Bailey (2004) argue that in a judgemental technique evaluation, 
each credit application includes information contained within it, to be evaluated 
individually by a decision-maker "creditor". The success of a judgemental process 
depends on the experience and the common sense of the credit analyst. As a result, 
judgemental techniques are associated with subjectivity, inconsistency and individual 
preferences motivating decisions; and judgemental methods have some strengths, such 
as taking account of qualitative characteristics and having a good track record in 
evaluating past credit by utilising the wealth of the credit analyst's past experience (see, 
for example, Al Amari, 2002; citing Chandler & Coffinan, 1979). It should be 
emphasised that judgemental approaches in Egypt might include strong social and 
personal relationships between applicants and decision-makers, which can affect the 
credit decision. 
Otherwise, in a credit scoring model, analysts usually use their historical experience 
with debtors to derive a quantitative model for the segregation of acceptable and 
unacceptable credit applications. Using a credit scoring system, a credit application is 
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largely a self-operating process and consistently applied to all credit decisions. The 
scoring system is based on the addition or subtraction of a statistically extracted number 
of points relating to the applicant's score given to the predictor variables, such as time 
on a job or the number of credit sources used. As a result, it can be said that credit 
scoring enables advancers to assess the creditworthiness quickly. Moreover, credit 
scoring gives a chance to the advancers to improve customer services and the retention 
of sound customers. By using a statistically extracted cut-off credit score, an analyst 
can, of course, separate the acceptable from the unacceptable credit applicants. On the 
other hand, credit scoring has been criticized because of statistical problems with the 
data used to evolve the model, as well as assumptions of the particular statistical 
technique used to derive the point scores. Besides, variables used in a credit scoring 
system may have the effect of social discrimination. By analysing clientsý 
characteristics to whom were once granted credit, the scoring system may provide 
biased results because of the different circumstances when those clients or new clients 
applied for credits. Despite the criticism of credit scoring models, these models can be 
regarded as one of the most successful models used in the field of business and finance 
(Sullivan, 1981; Bailey, 2004). 
2.4 Benefits and criticism of credit scoring 
Comparisons between credit scoring techniques and personal judgemental techniques 
have not been adequately and critically studied, and only a few researchers have 
compared these two credit tools, such as Chandler & Coffinan (1979) who were 
pioneers in comparing credit scoring with personal credit judgement; and 
Crook 
(1996b) who summarized many of their arguments and discussed the benefits of credit 
scoring relative to judgemental techniques for both the lender and 
borrower. 
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Benefits of credit scoring: credit scoring requires less information to make a decision, 
because credit scoring models have been estimated to include only those variables, 
which are statistically and/or significantly correlated with repayment performance; 
whereas judgemental decisions, prima facie, have no statistical significance and thus no 
variable reduction methods are available (Crook, 1996b). Credit scoring models attempt 
to correct the bias that would result from considering the repayment histories of only 
accepted applications and not all applications. They do this by assuming how rejected 
applications would have performed if they had been accepted. Judgemental methods are 
usually based on only the characteristics of those who were accepted, and who 
subsequently defaulted (Crook, 1996b). Credit scoring models consider the 
characteristics of good as well as bad payers, while, judgemental methods are generally 
biased towards awareness of bad payers only. Credit scoring models are built on much 
larger samples than a loan analyst can remember. Credit scoring models can be seen to 
include explicitly only legally acceptable variables whereas it is not so easy to ensure 
that such variables are ignored by a loan analyst. Credit scoring models demonstrate the 
correlation between the variables included and repayment behaviour, whereas this 
correlation cannot be demonstrated in the case of judgemental methods because many of 
the characteristics which a loan analyst may use are not impartially measured. A credit 
scoring model includes a large number of a customer's characteristics simultaneously, 
including their interactions, while a loan analyst's mind cannot arguably do this, for the 
task is too challenging and complex. An additional essential benefit of credit scoring is 
that the same data can be analyzed easily and clearly by different credit analysts or 
statisticians and give the same weights. This is highly unlikely to be so in the case of 
judgemental methods (Chandler & Coffinan, 1979; Crook, 1996b). 
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Some other privileges of credit scoring has been summarised by Al Amari (2002), citing 
Chandler & Coffinan (1979) as follows: more efficient processing time, and subsequent 
support for the decision-making process; minimization of credit process costs and 
effort; fewer errors made; provision of estimations to be compared in post audits, 
inclusion of variables supported through objective analysis to assess the credit risk; 
modelling based on real data; interrelation between variables are considered; fewer 
custom er-inform ation needs for credit decisions; the cut off score 7 can be changed 
according to environmental factors affecting the banking sector; acceptance of only 
authorized factors considered by well known institutions, such as ECOA in the United 
States and Consumer Credit Act in the United Kingdom; and the choice of information 
supported as being related to customer credit risk. 
Criticisms of credit scoring: credit scores use any characteristic of a customer in spite of 
whether a clear link with a likely repayment can be justified. Also, sometimes economic 
factors are not included. In addition, using credit scoring models, sometimes customers 
may have the characteristics, which make them more similar to bad than good payers, 
but may have these entirely by chance (a misclassification problem). Statistically a 
credit scoring model is "incomplete", for it leaves out some variables, which taken with 
the others, might predict that the customer will repay. But unless a credit scoring model 
has every possible variable in it, normally it will misclassify some people. Another 
criticism of credit scoring models is the possibility of indirect discrimination (Crook, 
1996b). Furthermore, credit scoring models: are not standardized and differ from one 
market to another; are expensive to buy and subsequently to train credit analysts; and 
sometimes a credit scoring system may 'reject (a) creditworthy applicant because he/she 
changes address or job' (Al Amari, 2002, p. 69; citing Chandler & Coffinan, 1979). 
' More details of cut-off scores are given in the next sub-section. 
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Looking at how such credit scoring works, a customer for credit is evaluated in a credit 
scoring system by simply summing the points received on the various application 
features to have a total score. This score may be treated in a number of ways based on 
the system design. In a single cut-off method, the customer's total score is compared to 
a particular single cut-off point score. If this score exceeds the cut-off, credit is 
awarded; otherwise the customer is denied. Advanced credit scoring systems are based 
on a two-stage process. For instance, the customer's total score may be compared to two 
cut-off points. If the score exceeds the higher cut-off, credit is automatically granted, 
while if it falls below the lower cut-off, credit is automatically rejected. If the score is 
between the two cut-off points, the analyst re-evaluates the customer based on the actual 
requirements, or alternatively "credit history information is obtained, scored, and the 
points added to the total score obtained (from information on the application form)". As 
a result of this approach, "if this new score is above a new higher cut-off, credit is 
(granted); if not, credit is denied" (Capon, 1982, p. 83). 
Furthermore, credit scoring models are only as good as the original specification, and a 
further limitation is that the data are historical. Either the variables or weights, or both, 
are assumed to be constant over time, which makes the model less accurate, unless it is 
frequently updated. This problem can be reduced or even minimised if banks keep 
records of their type I and type 11 errors, and apply a new or up-dated model to address 
any necessary changes. A serious problem is that the model imposes a dichotomous 
outcome: either the borrower defaults or not. Indeed, a range of possible outcomes 
exists, from a delay in interest payments to non-payment of interest, to outright default 
on principal and interest. Often the borrower declares a problem with payments, and the 
loan terms can be renegotiated. These different outcomes can be included, but only two 
at a time (Heffeman, 2005). 
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2.5 Review of literature 
2.5.1 How credit scoring has developed in importance 
It is believed that credit scoring, regardless of all the criticisms, can seriously help to 
answer some key questions. However, Al Amari (2002, p. 41) has argued that while a 
lot of credit scoring models have been used in the field, these key questions have not 
been yet answered conclusively: What is the optimal method to evaluate customers? 
What variables should a credit analyst include to assess their applications? What kind of 
information is needed to improve and facilitate the decision-making process? What is 
the best measure to predict the loan quality (whether a customer will default or not)? To 
what extent can a customer be classified as good or bad? 
In addition to Al Arnari's questions can usefully be added the following: What is the 
best statistical technique on the basis of the highest average correct classification rate or 
lowest misclassification cost or other evaluation criteria? Can alternative credit scoring 
models offer the credit decision-makers more efficient classification results than 
judgmental approaches? Does the predicted credit quality based on conventional 
techniques adequately compare with those based on more advanced approaches? 
Is it possible to identify the key factors using credit scoring that can strongly influence 
loan quality? The researcher believes that sophisticated credit scoring techniques can 
fully address these additional questions. 
The role of effective management of different financial and credit risks is especially 
important for bankers, who have come to realise that banking operations affect and are 
affected by economic and social environmental risks that they face, and that 
consequently the banks might have an important role to play in helping to raise banking 
environmental requirements. Although the environment presents significant risks to 
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banks, in particular environmental credit risk, it also perhaps presents profitable 
opportunities (Thompson, 1998; Casu, et al., 2006). The management of risk plays an 
important role in the banking sector worldwide. The focus here is upon the personal 
credit decision. Indeed this is one of the most critical banking decisions, requiring a 
distinction between customers with good and bad credit. The behaviour of former and 
current customers can provide a useful historical data-set, which can be crucial in 
predicting new applicants' behaviour. 
With the fast growth of the credit industry all over the world and portfolio management 
of huge loans, credit scoring is regarded as a one the most important techniques in 
banks, and has become a very critical tool during recent decades. Credit scoring models 
are widely used by financial institutions, especially banks, to assign credit to good 
applicants and to differentiate between good and bad credit. Using credit scoring can 
reduce the cost of the credit process and the expected risk associated with a bad loan, 
enhancing the credit decision, and saving time and effort (Lee et al, 2002; Ong et al, 
2005). 
Decision-making involving accepting or rejecting a client's credit can be supported by 
judgemental techniques and/or credit scoring models. The judgemental techniques rely 
on the knowledge and both the past and present experiences of credit analysts whose 
evaluation of clients includes their ability to repay credit, guarantees and client's 
character (Sarlija, et al., 2004) in addition to their personal reputation, which is an 
important issue for Egyptian banking. Due to the rapid increase in fund-size invested 
through credit granted, and the need for quantifying credit risk, financial institutions 
including banks have started to apply credit scoring models. 
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A credit scoring system should be able to classify customers as good credit those who 
are expected to repay on time and as bad credit those who are expected to fall. Credit 
scoring, which helps to classify groups of customers correctly, can also assist banks in 
increasing sales of additional products. One of the main goals of credit scoring in 
financial credit institutions and banks is to help the development of the credit 
management process and to provide credit analysts and decision-makers with an 
efficient and effective credit tool to help to detennine strengths, weaknesses 
opportunities and threats (SWOT); and to help to evaluate credit more precisely. A 
major problem for banks is how to determine the bad credit, because bad credit may 
cause serious problems in the future. This leads to loss in bank capital, lower bank 
revenues and subsequently increases bank losses, which can lead to insolvency or 
bankruptcy. 
In developed countries, credit scoring is well established and the number of applications 
is increasing, because of excellent facilities and vast infonnation being widely available, 
whilst in less developed or developing countries, less infon-nation and facilities are 
available. This emphasises the importance of this current research within the Egyptian 
market. 
Advanced technologies, such as those used with credit scoring have helped credit 
analysts in different financial institutions to evaluate and subsequently assess the vast 
number of credit applications. West (2000, p. 1132) has stated that credit scoring is 
widely used by the "financial industry", mainly to improve the credit collection process 
and analysis, including a reduction in credit analysts' cost; faster credit decision- 
making; and monitoring of existing customers. Also, around 97% of banks are using 
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credit scoring for credit card applications, and around 82% of banks 8 are using credit 
scoring to decide correctly who should be approved for credit card applications. 
Furthermore, credit institutions and especially mortgage organizations are developing 
new credit scoring models to support credit decisions to avoid large losses, e. g. during 
the 1990s Chemical bank's and loans to real estate losses were $1 billion and $6.7 
billion, respectively (West, 2000, p. 1132). 
Gathering infon-nation is a critical issue in building a credit scoring model. In general, 
and for the Egyptian market in particular, through loan application fonns, customer 
bank account(s), related sector(s), customer credit history, other financial institutions 
and banks, market sector analysis and through government institutions, banks may gain 
a competitive advantages by building a robust credit scoring model(s). By collecting 
and isolating all relevant information, credit analysts or "banks" should be able to 
decide whether a particular variable should be included in the final model or not, and 
additionally whether a variable fits the real field requirements. 
2.5.2 Credit scoring applications 
As discussed earlier in this chapter, the concept of credit scoring is not that old, 
compared with credit and other business concepts. Nevertheless, applications of credit 
scoring have been widely used in different fields, including a comparison between 
different statistical techniques used in prediction purposes and classification problems. 
These applications can be classified into accounting and finance (Landajo et al, 2007; 
Pendharkar, 2005; Altman et al, 1994; Duliba, 1991; Long, 1973); marketing (Chiang et 
al, 2006; Thierne et al, 2000; Kumar et al, 1995; Dasgupta et al, 1994); engineering and 
manufacturing (Dvir et al, 2006; Feng & Wang, 2002; Smith & Mason, 1997); 
health 
8 It was not clear from the original source whether the author was referring to 
US banks only. 
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and medicine (Behrman. et al, 2007; Nguyen et al, 2002; Warner & Misra, 1996); and 
general applications (Nikolopoulos et al, 2007; Usha, 2005; Walczak & Sincich, 1999; 
Hardgrave et al, 1994), as noted by Paliwal & Kumar (2009). 
In the area of accounting and finance, credit scoring applications have been used for 
different purposes, particularly with the rapid growth in this area. The number of 
applications has increased during the last couple of decades, such as bankruptcy 
prediction (Tsai & Wu, 2008; Etemadi et al, 2009; Min & Lee, 2008; Nanni & Lumini, 
2009; Atiya, 2001) and bankruptcy classification (Min & Jeong, 2009; Lensberg et al, 
2006; MaKee & Lensberg, 2002; Ignizio & Soltys, 1996); scoring applications (Crook 
et al, 2007; Huang et al, 2007; Huang et al, 2006), classification problems (Ben-David 
& Frank, 2009; Laha, 2007; Lensberg et al, 2006; Ong et al, 2005; Zhang & 
Bhattacharyya, 2004; Glen, 2001); financial distress (Hu, 2008; Hu & Ansell, 2007; 
Van Gestel et al, 2006) and financial decisions and financial returns (Yu et al, 2009; 
West et al, 2005; Xia et al, 2000). 
Credit scoring applications in banking sectors have expanded during the last couple of 
decades (Chen et al, 2009; Thanh Dinh & Kleirneier, 2007; Hand et al, 2005; Emel et al, 
2003; Foglia et al, 1998), especially due to the large number of credit applications for 
different bank products, providing a wide range of new product channels which can be 
used by these banks. These applications and others have included different bank 
products, such as consumer loans, which are one of the most important and essential 
applications widely used in the field (Sustersic et al, 2009; Lee & Chen, 2005; Hsieh, 
2004; Kim & Sohn, 2004; Malhotra & Malhotra, 2003; Orgler, 1971); credit card 
scoring applications, which are one of the earliest applications in the field (Quah 
Sriganesh, 2008; Lee et al, 2002; Banasik et al, 2001; Greene, 1998); small businesses, 
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which are another important bank product nowadays (DeYoung et al, 2008; Carter & 
McNulty, 2005; Frame et al, 2004; Frame et al, 2001; Tsaih et al, 2004; Kumar & 
Motwani, 1999; Falbo, 1991); and other bank products, such as mortgages, which have 
recently been massively used by different banks as well (Haughwout et al, 2008; 
Somers & Whittaker, 2007; Heuson et al, 2001; Cameron & Trivedi, 1996). 
As the main concern of this thesis is upon consumer/personal loans, it is useful to begin 
with a discussion of bank personal loans. Lewis (1992) recommended that it would be 
helpful for beginners in the credit industry to find out more about the business and 
investigate how it has developed over the years. Consumer credit has been defined as 
"any of the many forms of commerce under which an individual obtains money or 
goods or services on condition of a promise to repay the money or to pay for the goods 
or services, along with a fee (the interest) at some specific future date or dates" (Lewis, 
1992, p. 1). Consumer credit has become a huge industry, and the number of 
applications has increased during the last couple of decades. In the late 1980s, in the 
United States, over $700 billion was the total amount of outstanding consumer credit. 
Also Eastern European countries and China have started to see the usefulness of 
consumer credit, because a key task of consumer credit is to make credit extensively 
available and to make it profitable as well (Lewis, 1992, pp. 1-2). 
The evaluation of new consumer loans is one of the most important applications of 
credit scoring models and has attracted attention in the last few decades (Crook et al, 
2007; Baesens et al, 2005; Hsieh, 2004; Sarlija et al, 2004; Malhotra, & Malhotra, 2003; 
Steenackers & Goovaerts, 1989). Some other researchers have focused on existing 
consumer loans rather than new loan applications (Kim & Sohn, 2004; Orgler, 197 1). 
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For other scoring applications, such as corporate credit scoring models, the nature and 
the requirements of the scoring system might be different and need to include a number 
of stages, such as those suggested by Altman & Haldeman (1995). These steps include: 
applying primary client-data to credit scoring models; testing a credit scoring model and 
using a supplemental system. For the second step, the model requires "tests covering the 
following issues: definition of risk, model development, test of time, stability, public 
versus private company data, probability of failure, credibility, model support and pilot 
testing" (Altman & Haldeman, 1995, p. 13). Furthermore, the third step can be 
important for the model: "smoothing out the wave, firm- capital market approach" (i. e. 
using systematic beta risk) and "fin-n- econometric approach" (Altman & Haldeman, 
1995, pp. 19-22). For further explanation of these stages, the reader is referred to 
Altman & Haldeman, (1995). 
2.5.3 Credit scoring determinants 
The objective of credit scoring models is to assign loan customers to either good credit 
or bad credit (Lee et al, 2002), or predict the bad creditors (Lim & Sohn, 2007). 
Therefore, scoring problems are related to classification analysis (Anderson, 2003; Lee 
et al, 2002; Hand, 1981). Probably the earliest use of statistical scoring to distinguish 
between "good" and "bad" applicants was by Durand (1941), who analysed data from 
financial services, such as commercial and industrial banks, and finance and personal 
finance companies. With the wide use of credit scoring in the United States and United 
Kingdom, and following the Equal Credit Opportunity Act (ECOA) in the United 
States, credit scoring models become well-known and the credit scoring literature has 
expanded. Credit scoring was primarily dedicated to assessing individuals who were 
granted loans, both existing and new customers. Credit analysts, based on pre- 
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determined scores, reviewed customers' credit history and creditworthiness to minimize 
the probability of delinquency and default (Al Amari, 2002). 
The categorisation of good and bad credit is of fundamental importance, and is indeed 
the objective of a credit scoring model (Lim & Sohn, 2007; Lee et al, 2002). The need 
of an appropriate classification technique is thus evident. But what detennines the 
categorisation of a new applicant? From the review of literature, characteristics such as 
gender, age, marital status, dependants, having a telephone, educational level, 
occupation, time at present address and having a credit card are widely used in building 
scoring models (Sustersic et al, 2009; Hand et al. 2005; Lee and Chen 2005; Sarlija et 
al., 2004; Banasik et al. 2003; Chen & Huang, 2003; Lee et al., 2002; Orgler 1971; 
Steenackers and Goovarts 1989). Time at present job, loan amount, loan duration, house 
owner, monthly income, bank accounts, having a car, mortgage, purpose of loan, 
guarantees and others have been also used in building the scoring models (Ong et al. 
2005; Lee and Chen, 2005; Greene 1998; Sarlija et al., 2004; Orgler 1971; Steenackers 
and Goovarts 1989). In some cases the list of variables has been extended to include 
spouse personal information, such as age, salary, bank account and others (Orgler 
1971). Of course, more variables are less frequently used in building scoring models, 
such as television area code, weeks since the last county court judgement, worst account 
status, time in employments, time with bank and others (Bellotti and Crook, 2009; 
Banasik and Crook, 2007; Andreeva, 2006; Banasik et al. 2003). 
In related research pertaining to small business and corporate loans, other variables, 
such as main activity of the business, age of business, business location, credit amount, 
and different financial ratios, for example, profitability, 
liquidity, bank loans and 
leverage have been used in scoring applications (Emel et al. 2003; Zekic-Susac et al. 
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2004; Min and Lee, 2008; Min and Jeong, 2009; Lensberg et al. 2006; Cramer, 2004; 
Liang 2003). 
In some cases the final selection of the characteristics was based on the statistical 
analysis used, i. e. stepwise logistic regression, regression or neural network (Lee and 
Chen, 2005; Steenackers and Goovarts 1989; Orgler 1971). However, to the best of the 
researcher's knowledge, all the research reviewed in this thesis has not clearly 
established a theoretical reason why such variables have been chosen. In addition , in 
most cases, authors have stated that a particular set of data was provided by a particular 
institution. Therefore, the selection of the variables used in building scoring models 
depends on the data providers and the data availability as stated by those authors. It is 
the view in this thesis that such variables are implicitly deemed influential. It should be 
emphasised that the selection of the variables used in this research has been driven by 
the Egyptian banks, some variables of which are appropriate to the Egyptian 
environment whilst others are congruent with the mainstream literature. 
Classification models for credit scoring are used to categorize new applicants as either 
accepted or rejected with respect to these characteristics. At the same time, this suits the 
Egyptian environment, with perhaps the addition of other variables, such as corporate 
guarantee, loans from other banks, field visit, and education. The classification 
techniques themselves can also be categorised into conventional methods and advanced 
statistical techniques. The former include weight of evidence, multiple linear regression, 
discriminant analysis, probit analysis and logistic regression. The latter comprise 
various approaches and methods, such as, fuzzy algorithms, genetic algorithms, expert 
systems, and neural networks (Hand & Henley, 1997). 
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On the one hand, the use of only two groups of customer credit, either "good" or "bad", 
as has been used in this thesis, is appropriate within such a new environment, such as 
the Egyptian banking sector, to credit scoring models, and is still one of the most 
important approaches to credit scoring applications (Kim & Sohn, 2004; Lee et al, 2002; 
Banasik et al, 2001; Boyes et al, 1989; Orgler, 1971). On the other hand, the use of 
three groups of consumer credit may become one of the approaches for classification 
purposes in credit scoring models. Some have used "good" or "bad" or "refused" 
(Steenackers & Goovaerts, 1989), whilst others have used "good" or "poor" or "bad" 
(Sarlija et al, 2004). 
It is important for new users to apply the most appropriate technique(s) for the array of 
methods available, bearing in mind comparisons between different methods (Crook et 
al, 2007; Ong et al, 2005; Baesens et al, 2003; Chen & Huang, 2003; Hand & Henley, 
1997; Desai et al, 1996; Guillen & Artis, 1992), and the emphasis on a dichotomous 
variable of "good" and "bad" (Yang et al, 2004; Banasik et al, 2003; Chen & Huang, 
2003; Hand & Henley, 1997; Desai et al, 1996; Guillen & Artis, 1992), in building the 
scoring models, especially for users new to credit scoring models. Lim & Sohn (2007) 
argue that using existing models is quite worrying, especially in the middle of the 
repayment term, to discriminate the creditability of borrowers with high default risks. 
It is believed that there is no optimal number of variables that should be used in 
building scoring models. The selection of the variables varies from study to study based 
on the nature of the data, and also on what cultural or economic variables may affect the 
quality of the model and be appropriate to a particular market, whose variables differ 
from one country to another. In finance applications, a rank from only three variables 
(Pendharkar, 2005; Fletcher & Goss, 1993) to around twenty variables (Jo et al, 1997; 
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Desai et al, 1996; Tam & Kiang, 1992) has been used in building the scoring models. 
Meanwhile, others have used more variables in their analysis. For example, 
Salchenberger et al. (1992) applied twenty-nine variables, and forty-one variables have 
been used by Leshno & Spector (1996). In other fields' applications, such as health 
medicine and engineering & manufacturing, the number of variables has been vastly 
increased to seventy-two variables, in a study by Delen et al. (2005), and to eighty-five 
variables, in a study by Dvir et al. (2006), respectively. 
While most of the authors are agreed about the importance of credit scoring 
methodology and the utmost necessity of developing a system "model" with a strong 
predictive ability, there has been disagreement about what is the most appropriate cut- 
off score in evaluating customer credit. The detennination of the cut-off point(s) is 
central to the usefulness and value of credit scoring models. Depending on a pre- 
determined score point, a new customer can be classified as accepted or rejected, but to 
measure the score for this customer the cut-off point should be based on some technical 
factors. Different statistical techniques, such as discriminant analysis, logistic 
regression, neural networks and other statistical models have been widely used to 
evaluate consumer credit (Al Amari, 2002). Overall, there is no optimal cut-off score 
point. It varies from one environment to another and from one bank to another inside 
the same country. It is mainly based on the credit decision-makers' attitudes to risk; in 
some cases a bank might be able to accept more clients, in this case the cut-off score 
point is expected to be lower than the one currently used, and vice versa. 
Moreover, the detennination of the sample size is another issue that has been discussed. 
It is believed that the larger the sample size, the better the scoring model's accuracy. 
These determinations mainly depend on the data availability, the nature of the market 
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and to what extent this particular data-set will represent the community. In the field of 
finance, some studies have utilized a very small number of observations in their 
analysis, around three or four dozen (Dutta et al, 1994; Fletcher & Goss, 1993), whilst 
others have employed a larger number of observations in their applications, indeed 
thousands of observations (Bellotti & Crook, 2009; Hsieh, 2004; Banasik et al, 2003). 
In some personal/consumer loan applications, a number of studies have applied their 
analysis based on data-sets of less than one thousand one hundred observations 
(Sustersic et al, 2009; Lee & Chen, 2005; Kim & Sohn, 2004; Malhotra & Malhotra, 
2003). Furthermore, sample selection bias has been highlighted in other studies, 
particularly pertaining to the analysis of only applicants that have been accepted 
(Banasik & Crook, 2007; Banasik & Crook, 2005; Verstraeten & Van Den Poel, 2005; 
Banasik et al, 2003; Greene, 1998). 
The categorization of the sample or "validation method" has been widely used in 
financial credit scoring applications. While some researchers have applied a simple 
validation technique by dividing the sample into training and testing/applied sub- 
samples (Landajo et al, 2007; Limsombunchai et al, 2005; Lee & Jung, 2000), other 
researchers have utilized a different validation technique by segregating the sample into 
training and validation and testing sub-samples (Spear & Leis, 1997; Salchenberger et 
al, 1992). Under the former validation technique, some studies have used a 50%-50% 
proportion between the two samples (Lenard et al, 1995; Yoon et al, 1993), whilst 
others have applied a 70%-30% or "2/3-1/3" proportion between different samples (Lee 
et al, 2002; Desai et al, 1996; Boritz & Kennedy, 1995; Dutta et al, 1994). 
In addition, other researchers have applied a different number of folds, i. e. 4-fold cross 
validation (CV) and 5-fold CV into their analysis 
(Lee et al, 2005; Zhang et al, 1999). 
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Also, a 90%-10% validation procedure has been used in personal loans' (housing loans) 
financial applications (Lee & Chen, 2005). Other proportions, such as 80%-20%, have 
been used under other applications, such as marketing (Limsombunchai et al, 2005; 
Ainscough & Aronson, 1999), engineering and manufacturing (Heiat, 2002; 
Krishnaswamy & Krishnan, 2002). As one of the current thesis' interests is to 
investigate the effect of different sample sizes on the quality of the scoring models, the 
researcher intends to use different sub-sample sizes for training and testing samples (for 
more details, see Chapter Three for the research methodology). Paliwal & Kumar 
(2009) gave a summary of validation methods used in different credit scoring 
applications. In their review, it has been noted that thirty studies have split their data-set 
into training and testing data, five studies have split their data-set into three sub-samples 
(training, validation and testing), and seventeen studies have utilized n-fold cross 
validation. Other validation methods, such as bootstrapping, jack-knifing, and 'leave- 
one-out cross validation' were less frequently used compared with fon-nerly cited 
methods. 
In summary, it would seem from this discussion that there is no optimal credit scoring 
model procedure, including specific variables or number of variables, particular cut-off 
point, exact sample size and meticulous validation, which can be applied to different 
banks in different environments. This was also the conclusion reached by other authors, 
e. g. Al Amari (2002), who came to a similar conclusion that there is no 
best scoring 
model holding explicit variables that can be used in different markets; and 
Altman & 
Haldeman (1995, p. 22), in which they suggested nine variables for a logical scoring 
model, but finally they emphasised that, over time, a successful credit scoring system 
should be "credible and accepted by both senior management and 
the field troops, 
including loan officers and credit analysts". Therefore, a sound scoring model should 
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reproduce the risk strategy and the credit culture of the institutions. In the current thesis, 
an original aspect is to take account of the importance of new local variables, which 
have not been used in other research studies, such as personal reputation, CBE report 
and corporate guarantee. 
2.5.4 Credit scoring statistical techniques 
A wide range of statistical techniques 9 are used in building the scoring models. Most of 
these statistical, and some of these non-linear, models are applicable to build an 
efficient and effective credit scoring system that can be effectively used for predictive 
purposes. Techniques, such as weight of evidence measure, regression analysis, 
discriminant analysis, probit analysis, logistic regression, linear programming, support 
vector machines, decision trees, neural networks, k-nearest-neighbour, genetic 
algorithms and genetic programming, are all widely used techniques in building credit 
scoring models by credit analysts, researchers, lenders and computer software 
developers and providers. 
Advanced statistical methods vs. traditional statistical methods: advanced statistical 
techniques, such neural nets and genetic programming provide an alternative to 
conventional statistical techniques, such as discriminant analysis, probit analysis and 
logistic regression. The point of using sophisticated techniques, such as neural nets, is 
their capability of modelling extremely complex functions, and, of course, this stands in 
contrast to traditional linear techniques, such as, linear regression and 
linear 
discriminant analysis. Probabilistic neural nets usually trains presented cases faster than 
multi-layer feed-forward nets, and classifies them in the same way or 
better than multi- 
layer feed-forward nets, even through multi-layer feed-forward nets have been shown to 
9 For more details on finally selected statistical techniques used 
in building the scoring models in this 
thesis, see the following methodology chapter. 
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be excellent classifiers (Palisade, 2005). However, a range of sophisticated algorithms 
for neural nets training, making them an attractive alternative to the more conventional 
techniques, has become available (Masters, 1995; Palisade, 2005). Also, genetic 
programming is one of the most successful alternatives to traditional techniques recently 
used in the field. Genetic programming is utilized to automatically determine the 
sufficient discriminant functions and the applicable features simultaneously. Dissimilar 
neural networks, which may only suit large data-sets, but genetic programming can 
positively, perform well even with small data-sets (Nath et al, 1997). It is useful to 
discuss some of the previously mentioned credit scoring techniques as follows: 
Linear regression methods have become an essential component of any data analysis 
concerned with describing the relationship between a response variable and one or more 
independent variables. Linear regression has been used in credit scoring applications, as 
the two class problem can be represented using a dummy variable. Factors, such as 
customers' historical payments, guarantees, default rates in a timely manner, can be 
analysed by credit analysts, with linear regression to set up a score for each factor, and 
then to compare it with the bank's cut-off score. If a new customer's score passes the 
bank's score, the credit will be granted. Orgler (1970) used regression analysis for 
commercial loans; this model was limited to the evaluation of existing loans and could 
be used for loan review and examination purposes. Later on, Orgler (1971) used a 
regression approach for evaluating outstanding consumer loans. He came to the 
conclusion that information not included on the application form had greater predictive 
nt.. ability than information included on the original application 
form, in assessing future 
loan quality. The use of regression analysis extended such applications to include 
further aspects (see, Lucas, 1992; Henley, 1995; Hand & Henley, 1997; Hand & Jacka, 
1998). 
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Discriminant analysis is a simple parametric statistical technique, developed to 
discriminate between two groups. Many researchers have agreed that the discriminant 
approach is still one of the most broadly established techniques to classify customers as 
good credit or bad credit. This technique has long been applied in the credit scoring 
applications under different fields. Therefore, credit scoring model based on a 
discriminant approach is basically used for statistical analysis to classify groups' 
variables into two or more categories. 
Discriminant analysis was first proposed by Fisher (1936) as a discrimination and 
classification technique. Possibly the earliest use of applying multiple discriminant 
analysis to credit scoring is the work by Durand (1941), who examined car loan 
applications. A well-known application in corporate bankruptcy prediction is one by 
Altman (1968), who developed the first operational scoring model based on five 
financial ratios, taken from eight variables from corporate financial statements. He 
produced a Z-Score, which is a linear combination of the financial ratios. Indeed, 
discriminant analysis is still a widely used technique in building and developing credit 
scoring models (Sarlija et al, 2004; Caouette et al, 1998; Hand et al, 1998; Hand & 
Henley, 1997; Desai et al, 1996). 
Several authors have expressed pointed criticism of using discriminant analysis in credit 
scoring. Eisenbeis (1978) noted a number of the statistical problems in applying 
discriminant analysis based on his earlier work in 1977. Problems, such as using linear 
functions instead of quadratic functions, groups' definition, prior probabilities 
inappropriateness, classification error prediction and others, should be considered when 
applying discriminant analysis. Regardless of these problems, discriminant analysis is 
still the most commonly used technique used in credit scoring (Greene, 1998). 
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Probit analysis is another conventional technique used in credit scoring applications for 
many years. Grablowsky & Talley (1981, p. 254) noted that probit analysis was first 
pioneered for the analysis of "toxicology problems" by Finney (1952), who used it to 
"determine the relationship between the probability that an insect will be killed and the 
strength of the dose of poison administrated". However, early in the 1930s the term 
"Probit" was developed and stood for probability unit (Pindyck & Rubinfeld, 1997; 
Maddala, 2001). Probit analysis is a technique that finds coefficient values, such that 
this is the probability of a unit value of a dichotomous coefficient. Under a probit 
model, a linear combination of the independent variables is transfon-ned into its 
cumulative probability value from a normal distribution. 
Grablowsky & Talley (1981, p. 260) stated that, under probit analysis, nonnal 
distributions of the "threshold values" are assumed, while multivariate normal 
distributions and equal variances are assumed under discriminant analysis; using a 
likelihood ratio test, estimates of coefficients under a probit function can be tested 
individually for significance because of their 'uniqueness', whereas this not the case for 
discriminant coefficients, which therefore cannot be individually tested. Therefore, the 
coefficients in a discriminant function cannot be interpreted as in a regression, while 
this interpretation is possible under a probit function, but it is much 'more difficult than 
that for a regression function'. Finally, they note that multi co Ilinearity can cause, under 
probit analysis, incorrect signs for coefficients, although the probability values from the 
likelihood ratio tests are not affected. Otherwise, this problem is not an issue under 
discriminant analysis. 
Table 2.1 reveals classification results of different scoring models investigated by 
Guillen & Artis (1992). The first column shows the total correct classification, the 
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second column is the correct classification of good, the third column is the correct 
classification of bad, and the fourth column is the percentage of bad accepted into the 
good group. 
Table 2.1: Classification results for (%) different scoring models 
Model 123 
Discriminant analysis 65.4 62.2 78.0 8.1 
Linear regression model 55.1 47.0 87.5 6.2 
Probit model 71.9 76.4 54.1 13.1 
Poisson model 62.4 57.7 81.8 7.3 
Negative binomial 11 model 63.3 58.9 80.6 7.6 
Two step procedure 64.9 61.1 79.8 7.6 
Source: Guillen & Artis (1992, p. 9). 
One of the other techniques used in credit scoring applications, is the weight of evidence 
measure. While a few numbers of studies have investigated the use of the weight of 
evidence measure in the field, results were comparable with those from other techniques 
(Banasik et al, 2003; Bailey, 2001; Siddiqi, 2006). The use of probit analysis has also 
been investigated as well, and compared with other statistical scoring models (Guillen 
& Artis, 1992; Banasik et al, 2003; Greene, 1998); also classification results were very 
close to other techniques (Greene, 1998), and better than techniques, such as 
discriminant analysis, linear regression and the Poisson model (Guillen & Artis, 1992). 
Furthennore, probit analysis is used as a successful alternative to logistic regression. 
Logistic regression, like discriminant analysis, is also one of the most widely used 
statistical techniques in the field. What distinguishes a logistic regression model from a 
linear regression model is that the outcome variable in logistic regression is 
dichotomous (a 0/1 outcome). This difference between logistic and linear regression is 
reflected both in the choice of a parametric model and in the assumptions. Once this 
difference is accounted for, the methods employed in an analysis using logistic 
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regression follow the same general principles used in linear regression (Hosmer & 
Lemeshow, 1989). 
The simple logistic regression model can easily be extended to two or more independent 
variables. Of course, the more variables, the harder it is to get multiple observations at 
all levels of all variables. Therefore, most logistic regressions with more than one 
independent variable are done using the maximum likelihood method (Freund & 
William, 1998). On theoretical grounds it might be supposed that logistic regression is a 
more proper statistical instrument than linear regression, given that the two classes 
"good" credit and "bad" credit have been described (Hand & Henley, 1997). Logistic 
regression has been extensively used in credit scoring applications (see for example: 
Crook et al, 2007; Baesens et al, 2003; Lee & Jung, 2000; Desai et al, 1996; Lenard et 
al, 1995). 
In building the scoring models statistical techniques, such as discriminant analysis, 
regression analysis, probit analysis and logistic regression, have been evaluated (Sarlija 
et al, 2004; Banasik et al, 2001; Greene, 1998; Leonard, 1992; Steenackers &Goovaerts, 
1989; Boyes et al, 1989; Orgler, 1971). Linear regression and discriminant analysis are 
widely-used statistical techniques, as evidenced in the literature. The other methods are: 
logistic regression, probit analysis, mathematical programming, non-parametric 
smoothing methods, Markov chain models, expert systems, neural networks, genetic 
algorithms and others (Hand & Henley, 1997). For such a new banking environment, it 
would seem proper, as a first step, to investigate neural nets and genetic programming 
versus some of the conventional techniques. In this thesis, one of the main interests is to 
apply credit scoring techniques into one bank's data-set, as a case study. Other case 
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studies have been the subject of investigation in the credit scoring literature (see for 
example: Lee & Chen, 2005; Lee et al, 2002; Banasik et al, 2001; Leonard, 1995). 
Decision trees are another classification techniques used in developing credit scoring 
models, also known as recursive partitioning (Hand & Henley, 1997) or Classification 
and Regression Trees (CART). Probably one of the first uses of a CART model was 
pioneered by Breiman et al. (1984). However, Rosenberg & Gleit (1994) stated that the 
first model based on a decision tree was initiated by Raiffa & Schlaifer (1961) at the 
Harvard Business School, and also stated that later on a credit scoring model derived 
from decision trees was developed by David Sparks in 1972 at the University of 
Richmond. 
A classification tree is a non-parametric method to analyse dependent and/or categorical 
variables as a function of continuous explanatory variables (Arminger et al, 1997). In a 
classification tree, a dichotomous tree is built by splitting the records at each node based 
on a function of a single input. The system considers all possible splits to find the best 
one, and the winning sub-tree is selected based on its overall error rate or lowest cost of 
misclassification (Zekic-Susac et al, 2004). A comparison of discriminant analysis and 
recursive partitioning was investigated by Boyle et al. (1992). Other applications of 
decision trees in credit scoring were described by Baesens et al. (2003), Thomas (2000), 
Hand & Jacka (1998), Henley & Hand (1996), and Coffinan (1986). 
Table 2.2: Comparison of the bad risk rates using different scoring techniques 
Scoring technique Bad risk rate 
K-NN (any D) 43.09 
K-NN (D = 0) 43.25 
Logistic regression 43.30 
Linear regression 43.36 
Decision tree 43.77 
Source: Henley & Hand (1996, p. 9 1). 
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Table 2.2 summarises a comparison between decision trees and other techniques, such 
as logistic regression and K-nearest neighbour (K-NN), in tenns of average bad risk 
rate, by Henley & Hand (1996). The bad risk rates were clearly similar for the different 
scoring techniques. It is also clear that this study had a much higher proportion of bad 
rates than other studies. 
Expert systems are one of the new technologies recently applied into credit scoring 
applications, which depend on human experts' knowledge, interpretation and way of 
thinking to solve complex problems (Rosenberg & Gleit 1994). Research on expert 
systems, in this context, is so limited and unfortunately does not provide much detail. 
Hand & Henley (1997) noted that one of the expert systems' privileges is the ability to 
explain outcomes and, of course, this can provide reasons for denying a credit applicant. 
Rosenberg & Gleit (1994, p. 601) briefly discussed what Nelson & Illingworth (1990) 
stated about the main three components of such an expert system, which is relying on 
knowledge, which includes "facts and rules", whose combination requires a conclusion, 
by an engine, and "an interface" to enable users to understand and, therefore, explain 
decisions and recommendations, and then it updates this information. 
Recently, some other applications using expert systems have been published. They 
include the work by Ben-David & Frank (2009), who made a comparison between 
machine learning models and a credit scoring expert system, whose results revealed that 
while some of the machine learning models' accuracies are better than those expert 
system model, most of them are not; Kumra et al. (2006) applied an expert system 
approach to a commercial loan, and found that the expert system can introduce many 
characteristics of the "underwriting process" that different approaches do not (for other 
earlier applications, see Lovie, 1987; Leonard, 1993). 
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Neural networks are mathematical techniques motivated by the operations of the human 
brain as influential in problem solving techniques. Gately (1996, p. 147) defined neural 
networks as "an artificial intelligence problem solving computer program that learns 
through a training process of trial and error". Therefore, neural networks' building 
requires a training process, and the linear or non-linear variables in the training 
procedure help distinguish variables for a better decision-making outcome. In the credit 
scoring area, neural networks can be distinguished from other statistical techniques. Al 
Amari (2002, p. 63) gave an example to differentiate between regression models and 
neural networks models. In his discussion, he stated that to build an applicant score 
using regression models, the "inverse matrix" should be used, whilst in neural networks 
the "applicants' profile" is used to perceive those applicants' relative scores. Also, using 
neural networks, if the outcomes are unacceptable, the estimated scores will be changed 
by the nets until they become acceptable or until having each applicant's optimal score. 
Recently neural nets have emerged as a practical technology, with successful 
applications in many fields in financial institutions in general, and banks in particular. 
Applications, such as credit card fraud, bankruptcy prediction, bank failure prediction, 
mortgage application, option pricing and others were suggested by Gately (1996) as 
financial areas where neural networks can be successfully used. They address many 
problems, such as pattern recognition, and make use of feed-forward nets' architecture, 
such as the multi-layer feed-forward nets and probabilistic neural networks, 
representing the majority of these applications (Bishop, 1995; Masters, 1995). A few 
credit scoring models using probabilistic neural nets have been investigated (Masters, 
1995; Zekic-Susac et al, 2004). Correspondingly, of course, many scoring models 
applying multi-layer feed-forward nets have been used (Dimla & Lister, 2000; West, 
2000; Reed & Marks, 1999; Desai et al, 1996; Bishop, 1995; Trippi & Turban, 1993). 
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The neural network models have the highest ACC rates in these studies when compared 
with discriminant analysis and logistic regression, or other techniques, although results 
are often very close. 
Hybrid models, as well as neural networks and advanced statistical techniques have 
been used in building scoring models (Blochlinger & Leippold, 2006; Seow & Thomas, 
2006; Lee & Chen 2005; Kim & Sohn 2004; Lee et al, 2002). Meanwhile, comparisons 
between traditional and advanced statistical techniques have been investigated too (Lee 
& Chen 2005; Ong et al, 2005; Zekic-Susac et al, 2004; Malhotra & Malhotra, 2003; 
Lee et al, 2002). Comparisons have also been extended to include feed-forward nets and 
back-propagation nets (Malhotra & Malhotra, 2003; Arminger et al, 1997). Statistical 
association measures showed that the neural network models are better representations 
of data than logistic regression and CART (Zekic-Susac et al, 2004), while discriminant 
analysis, in general, has a better classification ability but worse prediction ability, 
whereas logistic regression has a relatively better prediction capability (Liang, 2003). 
Generally, the neural network models have the highest average correct classification 
rate when compared with other traditional techniques, such as discriminant analysis and 
logistic regression, taking into account the fact that results were very close (see, for 
example, Crook et al, 2007; Zekic-Susac et al, 2004). 
West (2000, p. 1150) has developed five different neural networks' architectures, using 
German and Australian credit scoring data-sets. Based on West's credit scoring error 
analysis' results, it has been suggested that both "the mixture-of-experts (MOE) and 
radial basis function (RBF) neural networks should be considered for scoring 
applications", whilst multilayer perceptron (MLP) may not be the utmost precise neural 
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net model. Also, logistic regression is considered as the most accurate model between 
conventional models, as shown in Table 2.3. 
Table 2.3: Statistically significant differences, and credit scoring errors: comparing models and credit data 
German credit Australian credit 
Superior models MOE MOE 
RBF RBF 
MLP MLP 
Logistic reg. Logistic reg. 
LDA 
K nearest neighbor 
Inferior models LVQ 
FAR 
LDA 
K nearest neighbor 
Kernel density 
CART 
LVQ 
FAR 
Kernel density 
CART 
Source: West (2000, p. 1145). 
Genetic programming is one of the most recent techniques that has been applied in the 
field of credit scoring. It began as a subset of genetic algorithmic techniques, and can be 
considered as an extension of genetic algorithms (Koza, 1992). Genetic algorithms 
transfonn a data-set according to fitness value, by applying genetic operations. Under 
genetic algorithms, the solution is in the form of a "string" (Kaza, 1992). In genetic 
programming a set of competing programs are randomly generated by processes of 
mutation and crossover, which mirror the Darwinian theory of evolution, and the 
resultant programs are evaluated against each other. Generally, genetic programming 
generates competing programs in the LISP (or similar) language as a solution output 
(Nunez- Letam endi a, 2002; Koza, 1994). The use of genetic programming applications 
is a rapidly growing area (Chen & Huang, 2003), and the number of applications has 
increased during the last couple of decades, such as bankruptcy prediction (Etemadi et 
al. 2009; MaKee & Lensberg, 2002), scoring applications (Huang et al. 2007; 
Huang et 
al. 2006), classification problems (Lensberg et al. 2006; 
Ong et al. 2005; Zhang & 
Bhattacharyya, 2004) and financial returns (Xia et al. 2000). 
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Table 2.4: A comparison of percentage correctly classified from published research 
Boyle et Desai et West Lee et al. Malhotra Baesens Ong et al. 
al. (1992) al. (1997) (2000)1 (2002) & (2003 )3 (2005 )4 
Malhotra 
(2003) 
Linear 77.5 
regression or 
LDA 
Logistic 
regression 
Decision tree 75.0 
Math 
programming 
Neural nets 
Genetic 
programming 
K-nearest 
neighbours 
66.5 79.3 71.4 69.3 
67.3 81.8 73.5 
77.0 
74.7 
66.4 82.6 73.7 72.0 
(77 . 0)2 
76.7 
79.3 80.8 
79.3 
77.0 78.4 
79.0 
79.4 81.7 
82.8 
78.2 
Support vector 79.7 
machines 
'Figures are an average across two data-sets. 2 Hybrid LDA and NN. 3 Figures are an average of eight data- 
sets .4 
Figures are an average over two data-sets. Source: Crook et al. (2007, p. 1457). 
Crook et al. (2007) summarize the predictive accuracy of different classifiers using 
credit scoring application data. Table 2.4 shows some of those studies' published 
results. It can be concluded from the results in Table 2.4 that there is no best credit 
scoring technique for all data-sets, it mainly depends on the details of the problem, the 
data structure and size, the variables used, the market for the application, and the cut-off 
point. Generally, the overall perfonnance of advanced statistical techniques, such as 
neural nets and genetic programming, is better than other statistical techniques. 
Nevertheless, there is a role for conventional techniques, such as linear discriminant 
analysis and logistic regression in some studies. As noted by Crook et al. 
(2007), the 
figures in Table 2.4 can only be compared down a column, not between different 
studies. The reason is that these studies differ in 
how the cut-off was set, figures are not 
63 
weighted according to the relative cost, and few studies have used statistical 
"inferential" tests to investigate if differences were significant. 
Most studies that have made a comparison between different techniques found that 
sophisticated statistical techniques such as neural networks, genetic programming and 
fuzzy algorithms are better than the traditional ones based on the ACC rate criterion. 
This sometimes depends on the original group that is used to compute the correct 
classification, depending on "bad" or "good and bad" together (Hoffmann et al. 2007; 
Blochlinger & Leippold, 2006; Desai et al. 1996). However, the more simple 
classification techniques, such as linear discriminant analysis and logistic regression, 
also have a very good performance in this context, which is in the majority of cases not 
statistically different from other techniques (Baesens et al, 2003). 
It should be stressed that other statistical techniques, such as support vector machines, 
smoothing non-parametric methods, time varying models, mathematical programming, 
K-nearest neighbour, fuzzy rules, kernel learning method, Markov models and linear 
programming, have been discussed in the literature (see for example: Bellotti & Crook, 
2009; Elliott & Filinkov, 2008; Crook et al., 2007; Hofftnann et al., 2007; Huang et al., 
2007; Baesens et al., 2003; Yang, 2007; Hand & Henley, 1997). 
However, unlike other published works, the focus of chosen methodologies in this 
thesis is on two types of genetic programming models, namely, the program model and 
the team model, and two neural nets, namely probabilistic neural nets and multi-layer 
feed-forward nets, as well as conventional techniques, such as weight of evidence, 
discriminant analysis, probit analysis, and logistic regression. Weight of evidence has 
been mainly neglected in published work, yet may have much to offer, whilst other 
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traditional techniques, such as discriminant analysis, probit analysis, and logistic 
regression have successful uses in credit scoring applications. 
Here, the focus of the chosen environment for credit scoring investigation is upon the 
Egyptian banking sector (both public sector banks and private sector banking). As stated 
by Oldham and Young (2004), the main problems with the Egyptian banking sector 
exist in the large public sector banks, whose assets represent more than 50% of the 
whole system. The researcher was not aware of any other studies having investigated 
the use of statistical scoring models in evaluating consumer loans in the whole domain 
of the Egyptian public sector banks or private bankinglo. Since statistical techniques 
have not been used in the Egyptian sector banks, the sample selection bias problem 
should be less serious compared with other studies, and this highlights the importance 
of the current thesis. 
2.5.5 Credit scoring performance evaluation criteria 
Performance evaluation criteria", such as the confusion matrix or the average correct 
classification rate, the estimated misclassification cost, mean square error (MSE), root 
mean square error (RMSE), mean absolute error (MAE), the receiver operating 
characteristics (ROC) curve, GINI coefficient, and other criteria are all used in credit 
scoring applications under different fields. The following is a discussion of some of 
these perfonnance criteria. 
Confusion matrix (average correct classification rate criterion) is one of the most 
widely used criteria in the area of accounting and 
finance (for credit scoring 
10 See Abdou, (2009a); Abdou, (2009b); Abdou & Pointon (2009); Abdou et al. (2008, '1007,2006)1 
which are publications arising from this thesis. 
1 For more details about performance criteria used in the credit scoring models' evaluation, see 
Chapter 
Three. 
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applications) in particular, and other fields, such as marketing and health in general. The 
average correct classification rate measures the proportion of the correctly classified 
cases as good credit and as bad credit in a particular data-set. The average correct 
classification rate is a significant criterion in evaluating the classification capability of 
the proposed scoring models. The idea of correct classification rates comes from a 
matrix, which is occasionally called "a confusion matrix" (Zheng et al., 2004), 
otherwise called a classification matrix. A classification matrix presents the 
combinations of the number of actual and predicted observations in a data-set. In Zheng 
et al. (2004) study, the confusion matrix was compared with another two criteria: 
Mahalanobis Distance and Kolmogorov-Smimov Statistics with reference to ROC 
curve. In other studies this matrix has been compared with MSE and RMSE (Kumar et 
al. 1995; Fletcher & Goss, 1993). Commonly the mainstream of credit scoring 
applications either in accounting and finance or other fields have used the average 
correct classification rate as a performance evaluation measure (Paliwal & Kumar, 
2009). 
On the one hand, in this research the average correct classification rate is believed to be 
an important criterion to be used, especially for new applications of credit scoring, such 
as the Egyptian banking sector, because it highlights the accuracy of the predictions. On 
the other hand, the ACC rate criterion does not accommodate differential costs to a 
bank, arising from different types of error. Specifically, it ignores different 
misclassification costs for the actual good predicted bad and the actual bad predicted 
good observations. In the real field it is believed that the cost associated with 
Type 11 
errors is normally much higher than that associated with Type I errors 
(Baesens et al, 
2003), as explained in the next point. 
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The estimated m isclassifil cation cost criterion simply measures the relative costs of 
accepting customer applications for loans that become bad versus rejecting loan 
applications that would be good. It is based on the confusion matrix; this criterion gives 
an evaluation of the effectiveness of the scoring models' performance, which can cause 
a serious problem to the banks in the case of the absence of these estimations5 especially 
with the actual bad predicted good observations. The estimated misclassification cost 
criterion, is a crucial criterion to evaluate the overall credit scoring effectiveness, and to 
find the minimum expected misclassification cost for the suggested scoring models. 
A few credit scoring applications have used the estimated misclassification cost 
criterion in the field of finance (West, 2000; Lee & Chen, 2005) and in other fields (Hill 
& Remus, 1994). The reason is that the trustworthy or consistent estimates of the 
misclassification costs are a complicated and real challenging job to be provided, and, 
therefore, valid prediction might not be available, as noted by Lee & Chen (2005). 
While a few applications have used this criterion, it is believed that this criterion can be 
very important for the Egyptian banking credit analysts, as it can provide a wide range 
of expected misclassification costs they should consider to avoid extra costs they might 
face if they make a wrong credit decision. 
Lee & Chen (2005, p. 749) stated that "it is generally believed that the costs associated 
with (both) Type I error (good credit misclassified as bad credit) and Type 11 error (bad 
credit misclassified as good credit) are significantly different" and "the misclassification 
costs associated with Type II errors are much higher than (the misclassification cost) 
associated with Type II errors". West (2000) noted that Dr Hofinann, who compiled his 
German credit data, reported that the ratio of misclassification costs, associated with 
Type 11 and Type 1, is 5: 1. In the current thesis this relative cost ratio will be used, but 
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also with an extension to the analysis, in terms of sensitivity analysis, to use higher cost 
ratios (i. e. 7: 1,10: 1 etc). Particularly, it is expected that the higher cost ratio might be 
more appropriate, especially for an environment, such as the Egyptian banking sector. 
The Receiver Operating Characteristics (ROC) curve, or sometimes called "Lorentz 
diagram", is a two-dimensional graph, which represents the proportion of bad cases 
classified as bad (called 'sensitivity' which is plotted on the vertical axis) versus the 
proportion of good cases classified as bad (called 'I - specificity' which is plotted on 
the horizontal axis) at all cut-off score values. In fact, sensitivity is equal to I minus the 
Type Il error rate, and specificity is equal to I minus the Type I error rate, as shown in 
Figure 2.1 (Crook et al. 2007; Yu et al. 2009; Yang et al. 2004; Baesens et al. 2003). 
Figure 2.1: The Receiver Operating Characteristics (ROC) curve 
(0,1) 
Proportion of 
bads classified 
as bad 
(I'l) 
(0,0) Proportion of goods classified as bads 
Source: Crook et al. (2007, p. 1450), adapted. 
The ROC curve illustrates the achieved overall performance with reference to all cut-off 
score points. The ROC curve illustrates the behaviour of classifiers with no regard to 
misclassification costs or different class distributions; therefore, it effectively separates 
classification performance from these features (Yang et al. 2004; Baesens et al. 2003; 
Thomas et al. 2002). The ROC curve identifies appropriate cut-off score points, whose 
scores can maximize the Kolmogorov-Smirnov statistic, but it visualizes the 
details 
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from the Kolmogorov-Smimov statistic if the ROC is illustrated (Blochlinger & 
Leippold, 2006; Hand & Jacka, 1998). 
Blochlinger & Leippold, (2006, p. 853) stated that "The maximum distance between the 
ROC curve and the diagonal equals a constant times the Kolmogorov-Smirnov statistic, 
but only if the ROC is concave. If the ROC curve is not concave, there is no such 
general correspondence". 
The ROC curve was originally used in psychology, health and medicine, and 
manufacturing, as a technique to measure the performance of the "signal recovery 
techniques" and "diagnostic systems". Recently the ROC curve has been widely used in 
medicine and health applications (Song et al. 2005; Ottenbacher et al. 2004; Shang et al. 
2000). Other fields, such as an engineering application, have witnessed the use of the 
ROC curve (Yesilnacar & Topal, 2005). Also, the use of the ROC curve in finance and 
banking applications has been observed (Banasik & Crook, 2007; Blochlinger & 
Leippold, 2006; Baesens et al. 2003). 
Table 2.5: Frequently used performance evaluation criteria 
Error measure No. of papers 
Confusion matrix 36 
MSE/RMSE 16 
MAE 7 
Mean error 2 
R2 /Adj R2 2 
Sensitivity, specificity analysis using ROC curve 7 
Goodness of fit test (Calibration) 3 
Discrimination (C-statistic/AUC) 5 
Source: Paliwal & Kumar (2009, p. 14). 
It should be emphasised that there are other perfonnance evaluation criteria, such as the 
GINI coefficient, which "gives one number that summarizes the performance of the 
scorecard over all cut-off scores" (Thomas et al. 2002, p. 116), MSE, RMSE, MAE, and 
69 
Goodness of Fit test (calibration). Table 2.5 summarizes some of the performance 
evaluation criteria investigated by Paliwal & Kumar (2009). It is clear from their review 
article that the most frequent performance criterion is the confusion matrix; half 
(eighteen papers) of these studies out of the thirty-six are accounting and finance 
applications, whilst the rest of these studies are in other fields. 
Thus, there is no study, to the best of the researcher's knowledge, which has identified 
the optimal evaluation criterion. The best, based on the researcher's point of view, 
depends on the methodology used in the analysis, the nature of the data, the market 
where these data are collected, and the availability of the technology allowing the 
analysis of large data-sets. 
2.6 Conclusion and reflections 
A critical review of this literature leads to the conclusion that there is no overall best 
statistical technique/method used for building credit scoring models, and the best 
technique for all data sets does not exist. As Hand & Henley (1997, p. 535) conclude: 
what is best depends on the details of the problem, the structure of the data, the used 
features, the extent to which it is possible to segregate the classes by using those 
features, and the classification's objective(s). 
Therefore, one of the main thrusts of the current thesis is to investigate the ability of 
advanced statistical techniques, such as genetic programming and neural nets, and 
conventional techniques such as weight of evidence, discriminant analysis, probit 
analysis and logistic regression in evaluating personal credit risk in Egyptian banks 
through credit scoring models. 
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From the review of the literature, it can be concluded that statistical techniques and 
different performance evaluation criteria were some of the main issues identified in the 
literature. These techniques help credit decision-makers to predict banks' current and/or 
new customers as either good credit or bad credit, based on their attributes and "credit" 
information. These performance evaluation criteria have helped them to choose the best 
model based on their aims and objectives, given the system specific inputs to have the 
target outcomes. Therefore, credit scoring, as an astonishingly useful tool, should help 
to control costs and substantially enhance bank profitability, especially in view of the 
huge number of applications that might be received by banks, such as the Egyptian 
public sector banks. 
It has been settled in the literature that using credit scoring in the evaluation of a credit 
customer rules out personal judgement. Credit scoring systems are numerical systems, 
and the decision will be taken, depending on the applicant's total score, whilst in 
personal judgement this issue is neglected, the decision here depends on decision- 
makers' personal experience and other cultural issues, which vary from environment to 
environment. In fact, discussions with banking officials would suggest that the vast 
majority of banks in Egypt use judgemental techniques (personal judgement) in their 
evaluation process, except a limited number of banks using scoring sheets and/or semi- 
scoring systems in their evaluation process. For the Egyptian banking sector, the key 
point is to apply the scoring system alongside personal judgement, and later on to use 
gradually a complete credit scoring system, such as those being used in the U. S. and 
European countries. Yet, because of local/cultural variables and issues, it is expected to 
retain a role for personal judgement as well as credit scoring in the future. 
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From the review of literature to date, the author was not aware of other studies in Egypt, 
which cover the use of sophisticated statistical appraisal techniques in credit scoring for 
personal loans. Therefore, the intention was to bridge this gap, which was found in the 
Egyptian banking sector. 
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CHAPTER 3. RESEARCH METHODOLOGY 
AND DATA COLLECTION 
3.1 Introduction 
There are two main purposes of this thesis. The first is to identify the currently used 
techniques in credit evaluation in the Egyptian banking sector, and consumer loans in 
particular. The second is to build credit scoring models in order to compare the results 
of these models with those according to current credit procedures. Both conventional 
scoring techniques, such as weight of evidence measure, multiple discriminant analysis, 
probit analysis and logistic regression, and advanced scoring techniques, such as 
probabilistic neural nets, multi-layer feed-forward neural nets and genetic programming 
are used. No other research studies (to the best of the researcher's knowledge) have 
investigated the use of credit scoring models in the Egyptian banking sector. 
The positivistic approach is associated with the natural sciences, and usually seeks to 
begin with testable hypotheses taken either from speculative theories or gaps in the 
empirical literature. Typically large sets of quantitative data are used and statistical 
analyses applied to the data to test the hypotheses, the results of which may generate 
new advances to add to the literature. By contrast, the phenomenological approach takes 
extensive qualitative observations from real life as a starting point, and seeks to propose 
tentative explanations. If a grounded approach is then followed, these explanations are 
tested within an expanded data-set. But under the phenomenological paradigm, different 
researchers may propose different explanations, and in a sense create 'multiple realities' 
(Hussey and Hussey, 1997). The phenomenological approach is biased by the personal 
characteristics of the researcher, each giving his/her own explanations, whereas the 
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positivistic approach is more objective, since other scientists following the same 
procedures would reach the same conclusions. Here, the intention is to obtain data, 
which can be objectively analysed. It follows that although some data collected are 
qualitative; the vast majority of the data is quantitative. The methodology is thus in the 
spirit of a positivistic paradigm (although hypotheses are not tested). 
An efficient and effective credit scoring model should have a strong predictive ability, 
based on sample size, the choice of variables used in building the model, and the 
banking sector structure. Hence, an important outcome of this research is not only to 
identify what statistical credit scoring techniques have been applied by many 
researchers in the area, such as discriminant analysis, logistic regression, neural nets and 
genetic algorithms, but also to introduce into the Egyptian market scoring models which 
have strong predictive capabilities, compared with the currently used techniques. The 
discussion of these techniques will be addressed in this chapter and the subsequent 
chapters. 
As stated in Chapter one, the main research questions are: 
1. What are the currently used approaches to personal credit loan evaluations? 
2. Can alternative credit scoring models offer the credit decision-maker(s) more 
efficient classification results than the approaches used at present? 
3. How does the predicted personal loan quality based on conventional techniques 
compare with those based on advanced scoring techniques? 
4. What are the key factors that the banking sector needs to focus upon, in order to 
improve the quality of the lending process for consumer loans? 
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Although the main thrust of this thesis is to answer these questions, there are, however, 
some potentially important issues regarding model comparisons. From the review of 
literature and especially in relation to the work by Crook et al. (2007), Lee & Chen 
(2005), Ong et al, (2005), Zekic-Susac et al, (2004), Malhotra & Malhotra, (2003), it 
has been established that there are, for example, different classification rates associated 
with different statistical techniques. Researchers generally tend to state that one 
technique is better than another in terms of one having a higher ACC rate (or ROC 
curve) or lower misclassification cost. It can be argued, however, that different 
researchers, to the best of my knowledge, do not proceed further in their analysis, 
because they have a limited number of different outcomes from the models. In this 
thesis it is expected to have more model outcomes from NNs than other techniques, as 
explained later on in this chapter. Based on these features, the following subsidiary 
research questions are posed: 
1. Are there substantial differences between the ACC rates for different types of 
NN models 
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2. Are there substantial differences between the ACC rates resulting from different 
sub-samples used in the same set of neural net? 
These subsidiary questions will be investigated on the basis of mean ACC rates, and 
again using median ACC rates 13 . The procedure will 
be repeated individually for 
different sub-samples. Tests will be conducted for different NN techniques, controlling 
for sub-samples. The ACC rates will be compared under different sub-samples, 
controlling for techniques, i. e. the same set of techniques will be fixed for different sub- 
samples. 
12 Only different types of NN models, rather than conventional models, are used for answering the 
subsidiary research questions because the technology 
lends itself to multiple random runs. 
13 The variance will also be investigated, but only in as 
far as it affects the testing, for the ANOVA test of 
means assumes equal variances. 
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Additionally, it is important to establish the importance of local/new variables, which 
have not been used in other studies, yet appropriate in the Egyptian banking sector 
environment. For this purpose, the following subsidiary research question is posed: 
3. Is there a role for local/new variables, being appropriate to the Egyptian 
environment, as critical components in a predictive credit scoring decision 
model? 
To analyse this, variable impact analysis will be used in evaluating advanced 
techniques, and chi-square tests for conventional techniques. This will help to establish 
whether there is a current or future role for different statistical credit scoring techniques 
in the Egyptian banking sector. In order to answer the main and subsidiary questions the 
first stage of this research is an INVESTIGATIVE stage, to determine what techniques 
are currently used to evaluate personal loans in the Egyptian banking sector. This first 
stage comprised a pilot study, followed by interviews and questionnaires, details of 
which are provided later. Then, the second stage is an EVALUATIVE stage, to identify 
whether scoring techniques are used; and to assess the scoring capabilities of alternative 
models, namely, whether the evidence suggests that more advanced techniques, such as 
neural nets and genetic programming, give better results than conventional and currently 
used techniques. 
So, at an early stage of this research, a pilot study was undertaken. The main aim of this 
pilot study was to discover the key variables being used by the Egyptian banks in the 
credit evaluation process, and to help determine what variables should be included in 
the historical data collection sheet from the real field. Four informal (pilot) interviews 
were conducted with key personnel in some major 
banks in Egypt. There followed, as 
part of the investigative phase, more extensive 
interviews (with most of the Egyptian 
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banks' credit decision-makers) and research questionnaires (from the vast majority of 
the Egyptian banks). 
At the evaluative phase, two data-sets were provided by the Egyptian banking sector. 
The first was provided by one the Egyptian private banks, as a case study; and the 
second was provided by the Egyptian public sector banks; these were used to build the 
different scoring models and to compare results. Furthermore, this evaluative stage can 
of course help to detennine whatfactors strongly influence the Egyptian personal loan 
quality. Moreover, it helps to answer the following question: are factors, such as loans 
from other banks and corporate guarantee, which were not used in other scoring 
research and appropriate within the Egyptian environment, considered as key 
determinants or are other factors, such as age, marital status and gender, which were 
used in other scoring research, still key detenninants of the personal loan quality? 
All data collected in this research are primary data, which were collected from the 
Egyptian market (banking sector). These were derived from interviews, questionnaire 
and a real personal loans' data-set from both private banking (as a case study) and 
public sector banks. There is no available source for secondary data (e. g. credit bureau 
or Datastrearn), which include data on the personal loans in Egyptian banking. 
Figure 3.1 explains the current thesis methodology, which can be used as a suggested 
development process for the Egyptian banks. This Figure explains the two main phases 
of the research methodology. Implications for future implementation (third phase) are 
also indicated in the figure. As explained earlier, the research begins with the 
investigative phase, including a pilot study. Initially, on an infon-nal 
basis, four 
interviews were conducted with the key personnel in three of the major banks in Egypt. 
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There followed structured interviews and questionnaires. The purpose was to identify 
the key characteristics that Egyptian banks are at present using in their credit 
evaluations, and subsequently in their credit decision-making. 
The second phase is evaluative. Historical data-sets were provided by the Egyptian 
public sector banks and one of the private sector banks for the purpose of constructing 
the proposed scoring models. Figure 3.1 also explains the process of preparing the data 
by dividing them into training and holdout samples, or training, validation and testing 
samples for the GP scoring models, details of which are given later. Alternative scoring 
techniques were then applied to these samples, and results compared between models, 
using two different evaluative criteria, namely average correct classification rates and 
estimated misclassification costs. An assessment is also made of variables which 
strongly impact upon loan quality. 
As part of the longer-term plan of this research, the expected implementation phase is 
also set out in Figure 3.1, for there are potentially huge gains to be made, as reinforced 
by the statements by Altunbas et al. (1999) in reference to the introduction of different 
new technologies in large international banks. It can be argued that this can include the 
Egyptian public banking sector, because of the large scale of banking activities as 
discussed in the introduction, in which case Egyptian banking also has the potential to 
make substantial savings through a significantly higher loan quality arising from new 
credit scoring technologies. During this implementation phase, the models are to be 
monitored and applied in the decision-making process in relation to new applicants; 
then the models will be re-run, based on an expanded data-set. 
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Figure 3.1: Research methodology and the development process in Egyptian banking 
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............ 
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------------------------------ 
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------------------------------- 
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It should be emphasised that the current research has limitations and constraints. The 
Egyptian banking sector consisted of forty-three banks, as at 3 Oth June 2006, operating 
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in Egypt. This consisted of seven public sector banks, which included three specialized 
banks; twenty-nine private and joint venture banks; and seven branches of foreign 
banks. Nevertheless, the investigative phase of this research was based on the maximum 
number of banks working in Egypt to collect the maximum information from all banks 
working in the Egyptian market. 
It was a challenging and complicated task to collect a real personal loan data-set from 
Egyptian banks, because of their banks' regulations and security issues, the main 
reasons being the problems that these banks faced in the last couple of decades because 
of the large number of bad loans. That can help to explain how much effort and time 
were spent in collecting the data and justify why the current research data-sets were not 
larger, but pertinent because of the large number of bad loans as will be explained later 
in this chapter. By comparison, similar sized data-sets have been used in other credit 
scoring research, details of which are given later. 
Specifically, these data have been collected by a formal permission from the Egyptian 
government. Because there is no credit bureau in Egypt (recently the Egyptian 
government has started the establishment process of a credit bureau), these data have 
been collected from different branches in different cities in the Arab Republic of Egypt. 
Also, it should be considered that there are differences in culture, for example, while 
marital status, gender and "post code" or "zip code" are very important in UK and 
USA, 
respectively, those might be not important (or not even used in the analysis); and there 
may be differences in characteristics for credit decisions, instead, such as the use of 
corporate guarantees, loans from other banks and personal reputations, which might 
be 
key determinants in credit scoring techniques in the Egyptian banking sector. 
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Given these limitations, the current research introduces an evaluation of the use of 
sophisticated credit scoring techniques as an efficient and effective alternative to the 
currently used techniques in Egyptian banks. 
3.2 Investigative phase 
3.2.1 Early pilot study 
The pilot study was conducted at a very early stage of this research with four credit 
managers in three major banks in Egypt, It took the form of open conversation about the 
currently used "techniques" or characteristics in the credit evaluation in general, and in 
personal loan evaluation in particular. Some of these variables are used as part of the 
real field data collection sheet and subsequently in building the scoring models, such as 
an investigation report (or CBE report), field visit, and guarantees; other variables were 
obtained from the literature, such as age, marital status, educational level and loan 
amount. 
The chosen research methodology for this phase was structured interviews and detailed 
research questionnaires, which have been develoPed to answer the first research 
question, based on suggestions ftom experienced Egyptian credit analysts, who have 
extensive experience of credit evaluation, at the early pilot study stage of this research. 
The purpose is to identify the currently used techniques in personal loans' evaluation in 
the Egyptian sector banks. 
To explore the currently used credit evaluation system and to determine what the main 
characteristics of their credit policy are, the researcher utilized the information collected 
from personal structured interviews and the research questionnaires. These consisted of 
forty-eight structured interviews (in some banks more than one interview was conducted 
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for the same bank but with different credit managers in different branches), and sixty- 
four questionnaires (in some banks more than one questionnaire was conducted with 
one of the key credit decision-makers for the same bank, but with different key credit 
officer in different branches), undertaken between 2 nd July 2006 and 3 Oth SePtember 
2006. Those interviews were carried out with the key credit officer immediately after (at 
the same meeting) filling the questionnaire, to encourage them to answer all questions 
in an honest manner. 
3.2.2 Interviews 
Structured interviews were designed to explore to what extent the credit decision- 
makers in Egyptian banks are aware of the new technologies (e. g. credit scoring) for use 
in personal loan evaluation. What are the main characteristics included in their credit 
evaluation policy, and, based on their personal opinions, what are the advantages and 
disadvantages of the currently used credit policy in their banks? Finally, if their banks 
do not use credit scoring, what is the main reason of using other evaluation methods? 
Each structured interview consisted of five questions as follows: 
Qj: Do you know what credit scoring is, and does your bank use credit scoring in 
evaluating a client's loan application? 
Q2: What are the key characteristics included in the currently used credit evaluation 
policy, and how would you describe the main characteristics of your bank's credit 
policy? 
Q3: What are the advantages of the current credit policy? 
Q4: What are the disadvantages of the current credit policy? 
Q5: Why does your bank not use credit scoring? 
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The subsequent analysis summarises the forty-eight interviews' outcomes showing 
frequencies and percentages to identify and detennine the key factors and reasons, 
which can support results from the questionnaire analysis and to provide some 
suggestions to improve the current credit policies, which are used in the Egyptian 
banking sector. 
3.2.3 Research questionnaire 
This research questionnaire was designed to cover the environment of the credit 
evaluation system in the Arab Republic of Egypt (an earlier study of the credit 
evaluation process and the role of credit scoring in Qatar, by Al Amari (2002), utilised a 
questionnaire as the main research instrument. Many of these questions are pertinent to 
the present study and some have been replicated and others have been adapted to be 
appropriate to the Egyptian environment, with written permission from the original 
author). It was mainly constructed to encompass current credit procedures, to include 
main characteristics, and whether credit scoring is currently practised, and if so, to 
determine what are the main characteristics of the scoring system (see Appendix 3. A). 
The research questionnaire was distributed to all Egyptian banks headquarters, and in 
some major banks, more than one questionnaire was conducted in different branches in 
different cities, achieving 94.12% response rate (e. g. 64 out of 68 questionnaires). The 
reason for this is to investigate whether different information might be collected because 
of the different client's categories in different Egyptian cities. 
The research questionnaire was divided into four sections, as follows: 
1. The first section summarises personal information of the bank's staff member. 
IL The second section is designed to provide background information on the bank. 
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111. The third section is designed to cover the currently used credit evaluation system 
in the bank. 
IV. Finally, section four was conducted to focus on the practice of their credit 
scoring system, if applicable. 
Suggested statistical methods, such as chi-square, will be used to analyse the collected 
data from the research questionnaire. This will help to investigate what are the current 
techniques used in personal loan credit evaluation and to compare outcomes with those 
from interviews and pilot study. 
3.3 Evaluative phase 
In this stage, firstly, proposed variables will be discussed; secondly, suggested statistical 
scoring models will be proposed; thirdly, the suggested evaluation criteria will be 
described; fourthly and finally, data collection and sampling method will be explained. 
3.3.1 Proposed variables 
The researcher decided upon the proposed variables from two sources: first, the 
literature review, and second, the early pilot study that the researcher conducted as 
infonnal interviews with key personnel in Egyptian banks in order to identify the 
currently used variables which might differ from those variables in the literature. The 
researcher intends to use both types of variables in building the proposed consumer 
scoring models. Variables can be classified into two sections, as follows: first, some 
variables appropriate to personal loans, such as loan amount, loan duration, age, 
telephone, and owning a credit card, and second, all new variables, which were not used 
in previous studies, such as personal reputation of the client, corporate guarantee, CBE 
report, loans from other banks, and field visit to the client. 
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Two different data-sets are used in this research: the private banking data-set (case 
study), and the public sector banks data-set. The initial list of variables differs under 
each of the two data-sets. 
Private banking data-set 
Table 3.1 summarizes a list of the suggested variables for this data-set. Each bank- 
customer in this data-set is linked to twenty independent variables, in addition to the 
dependent variable, which is loan quality explained by two values, good/paid = one, and 
bad/defaulted = zero. It soon became quite clear that some of these variables had to be 
excluded because they had identical values for all cases, such as loan duration which 
was four years in all cases, and all customers in this data-set had a credit card. 
Table 3.1: List of predictor variables proposed in building the credit scoring models for private banking 
Variables/Description Data Scale Comment 
X, Loan Amount Numeric Real loan amounts 
X2 Loan Duration Numeric Loan duration is 4 years in all cases 
X3 Company Nominal Public or local private sector or multinational 
company 
X4 Branch Binary The bank has a branch to serve and collect 
instalments 
X5 Gender Binary Male or female 
X6 Marital Status Binary Married or single 
X7 Age Numeric Client's age 
X8 Monthly Salary Numeric The basic monthly income 
Xg Additional Income Binary Additional source of income 
X10 House Owned or Rented Binary Rented or owned 
X1, House Rental Period > Loan Binary The client must have a rent contract for 4 years 
Tenure or higher to be longer than loan tenure 
X 
12 Home Telephone Binary Telephone status 
X13 Utility Bill Binary Clients must have a utility bill not less than 6 
months 
X14 Title/Position Binary It means the occupation of customers: workers 
graded lower than white collar are not accepted 
X15 Education Level Binary University and/or higher education 
X16 Loans From Other Banks Binary Other loans that the client obtained from other 
banks 
X17 Relation With Other Banks Binary Through an investigation report from the CBE 
X18 Credit Card Status Binary All clients have valid credit card(s) 
X19 Corporate Guarantee Binary Guarantees offered from a creditable company 
X20 Other Guarantors Binary If required 
Y Loan Quality-dependent variable Binary Default/bad credit or paid/good credit 
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From that list, some variables have been used in previous studies, such as loan amount, 
age, marital status and education level; some other variables have been not used in other 
studies (to the best of the researcher's knowledge), such as loans from other banks and 
corporate guarantee. In addition, in the current private banking data-set, all clients must 
have an investigation report from the CBE, which provides a comprehensive history of 
the clients' dealings with all banks in Egypt. 
3.3.1.2. Public sector banks' data-set 
Table 3.2 shows the list of predictor variables to be used in building the proposed credit 
scoring models for the public sector banks data-set. Each bank-client is linked to 
twenty-five predictor variables in this data-set, besides the independent loan quality 
variable, which is explained by two values, one for good credit and zero for bad credit. 
Once again, some of the variables have identical values, such as: type of loan, where all 
cases in the currently used data-set are personal loans; the utility bills, since all cases in 
this data-set provided a utility bill and all of them provided formal documents, as well. 
Thus, the number of variables will be reduced accordingly. 
Some variables are used in other studies, such as loan duration, gender, telephone, 
dependants and guarantees. By contrast, some other variables are not used in any other 
studies, such as the CBE report, field visit, feasibility study and loans from other banks. 
Indeed, from the review of literature to date, the researcher was not aware of other 
studies having used these variables in building scoring models for personal loans. For 
prediction purposes it is difficult to predict when a customer will start to default. 
Therefore, theX25variable will be excluded from the final list. It should be emphasised 
here that this variable can be a crucial part of future research to study the relationship 
86 
between other independent variables and this particular variable, to deten-nine the 
default period of the customer. 
Table 3.2: List of predictor variables proposed in building the credit scoring models for public sector banks 
Variables/Description Data Scale Comment 
X, Loan Amount Numeric Real loan amounts in Egyptian pounds 
X2 Loan Duration Numeric Loan duration is ranked between I to 10 years X3 Type of Loan Nominal Personal loans but for different uses 
X4 Purpose of Loan Nominal For different purposes i. e. mini market or 
internet cafe X5 Age Numeric Client's age 
X6 Marital Status Binary Married, single, widow, divorced 
X7 Gender Binary Male or female 
X8 Dependants Numeric The real number of the dependants 
Xg Profession Binary Client's profession: public or private sector 
X10 Educational Level Binary Non-educated, before university, university or 
higher 
X11 House Status Binary Rented or owned 
X12 Telephone Binary Telephone status 
X13 Monthly income Numeric The basic monthly income in Egyptian pounds 
X14 Utility Bill Binary Clients must have a valid utility bill(s) 
X15 CBE Report Binary Showing the client's credit history provided by 
CBE 
X16 Personal Reputation Binary The personal behaviour of the client in real life 
X17 Guarantees Binary Is it corporate or personal guarantee? 
X18 Field Visit Binary Final result of the market (field) visit 
X19 Feasibility Study Binary Is a feasibility study required? 
X20 Credit Card Status Binary Status of credit card(s), does the client have one 
or not? 
X21 Relation with Other Banks Binary Through an investigation report from the CBE 
X22 Loans from Other Banks Binary Other loans that client has from other (or this) 
bank(s) 
X23 Car Ownership Binary Does client have a car or not? 
X24 Formal Documents Binary Client must provide all required formal 
documents 
X25 Customer began to Default Numeric Shows when a customer started to default 
Y Loan Quality-dependent variable Binary Default/bad credit or paid/good credit 
3.3.2 Proposed/suggested statistical scoring techniques 
In this research, and for both private and public sector banks, the plan is to apply 
different six credit scoring modelling techniques. The first model is the WOE measure, 
which is arguably one of the earliest techniques used in credit scoring, that has a few 
applications in the field (Bailey, 2001; Banasik et al., 2003). The second model is the 
MDA model, which was first proposed by Fisher (1936) as a discrimination and 
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classification technique, and used as one of the early applications in credit scoring 
research by Durand (194 1), who examined car loan application. The third model is the 
PA model, which is also usually used with other statistical techniques for the purpose of 
comparing the results, and as an alternative to LR model (Pindyck & Rubinfeld, 1997). 
Fourth, the LR model, unlike other conventional statistical techniques, can suit different 
kinds of distribution functions and is more suitable for credit scoring problems (Lee et 
al., 2002). 
Fifth, N-Ns, one of the best statistical techniques used in building the scoring models, is 
regarded as a practical technology, with successful applications in many fields in 
financial institutions especially banks (Bishop, 1995; Masters, 1995; Haykin, 1994). 
Here two different nets, PNNs and MLFNs, with a set number of nodes being selected 
automatically by the software, were utilised in this research and the BNS, from a MLFN 
with two to six nodes and from a PNN as well, was an option selected in the current 
package (this option is available with the powerful neural net models only, when the 
training and testing samples are selecting automatically as a part of the software design). 
The advantage of selecting the BNS, is that the current package tests all checked net 
configurations, including PNNs and MLFNs with node counts in the entered minimum- 
maximum range, from two to six nodes, which means more alternative models in the 
training and testing process. 
Finally, GP models were proposed by Koza (1992) as an extension of genetic 
algorithms, and were inspired by the Darwin's evolution theory (Koza, 1994). The use 
of GP applications is a rapidly growing area (Chen & Huang, 2003), and the number of 
applications has increased during the last couple of decades, such as bankruptcy 
prediction (Etemadi et al., 2009), scoring applications (Huang et al., 2006; Ong et al., 
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2005), classification problems (Huang et al., 2006; Zhang and Bhattacharyya, 2004, 
Ong et al., 2005) and, in the area of capital markets, expected return (Xia et al., 2000). 
Here two types of GP models are used, a program model (evolved program), which is a 
single program, and a team model, which is a combination of single programs. The 
advantage of applying the team model is that the currently selected software creates this 
model in order to produce better results than any of the single program models can do. 
The common aim of the various models, which will be used for testing purposes, is to 
predict which applicants will default and which will not. So, there needs to be 
considered alternative approaches available, namely, WOE measure, conventional 
MDA, PA and LR, in addition to two different types of neural nets: firstly, PNNs, 
because of the categorical nature of the dependent/prediction variable; and, secondly, 
MLFNs, for which a set number of nodes is chosen with MLFNs, and, as a part of the 
software design, also both 'program' and 'team' GP models. 
It should be emphasised that the following scoring techniques are the most frequently 
used techniques in the field (see, for examPle, Paliwal & Kumer, 2009; Ong et al., 
2005; Banasik et al., 2003; Artninger et al., 1997; Desai et al., 1996). 
3.3.2.1 Weight of Evidence Measure 
One of the earliest measures used in credit scoring models is the WOE measure. It 
depends on the odds ratio of good scores expressed as a proportion of bad scores. 
Information odds (10) are the ratio of the proportions; therefore, 10 is used to make 
inferences about the difference between two distributions without the effect of changes 
to the overall population. 
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Therefore, the first equation is as follows: 
10 = (Goods sub - classifica tion as a per cent) I(Bads sub - classifica tion as a per cent) 
i. e. the number of good scores within a given category as a percentage of the number of 
good scores for all categories, divided by the number of bad scores for a given category 
as a percentage of the number of bad scores for all categories. 
WOE can be calculated from the 10 using the logarithmic function, which can be 
considered as raw scores, as follows: 
WOE = Ln (10) 
Chi-square may be used to identify the strength of different variables, however, instead 
of this information value (IV), or total strength of the characteristics, which relates 
directly to the WOE. IV can be calculated using the following equation: 
IV =Z [(G% - B%) x WOE] 
On the one hand, the effect of the IV as a measure is to provide the greatest contribution 
to the attributes that have the greatest impact on the score. On the other hand, chi-square 
may identify attributes with a large difference between the expected and actual, but have 
little impact on the final decision. Sometimes IV is expressed as a percentage by 
multiplying by 100, or called Power and multiplied by 1,000 (Bailey, 2001; Siddiqi, 
2006). 
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As a guideline, the following values may be applied (Bailey, 2001): 
Less than 0.03 
From 0.03 to less than 0.10 
From 0.10 to less than 0.3 0 
From 0.30 to less than 0.50 
Over 0.50 
: poor predictor/unpredicted 
: weak predictor 
: average predictor 
: strong predictor; and 
: very strong predictor 
IV is a widely used measure in the industry, and different practitioners have different 
rules of thumb regarding what constitutes weak or strong characteristics. IV is regarded 
as a good measure for the selected variables in building a scoring model. 
To determine the Point Score, or WOE Score, the following equation might be used: 
Point Score= Ef [PILn(2) x R, ]x [WOE+ c] I 
where P is the score at which the odds are doubled; Rw is the correlation coefficient 
(from a multiple regression) between the respective variable and the WOEfor the 
variable, and c is a constant applied to each variable. As mentioned above, few studies 
have explored the scoring models using the WOE measure, or in terms of good, boor 
and bad or good and bad credit (Banasik et al., 2003; Sarlija et al, 2004). 
3.3.2.2 Multiple Discriminant Analysis 
Discriminant analysis is a statistical technique which allows the researchers to study the 
differences between two or more groups of objects with respect to several variables 
91 
simultaneously (Klecka, 1980). The following Figure 3.2 exhibits the relationship 
between groups and discriminating variables: 
Figure 3.2: Relationship between groups and discriminating variables 
Groups Discriminating Variables 
V, 
V2 
V3 
00 
G4 
Source: modified from Klecka (1980, p. 10). 
There are many types of Discriminant Analysis (DA), such as Linear Discriminant 
Analysis (LDA), Quadratic Discriminant Analysis (QDA) and Multiple Discriminant 
Analysis (MDA), the latter of which the researcher intends to use, depending on the 
nature of data that will be available in the research. 
MDA requires the data to be independent and nonnally distributed, as to the statistical 
assumptions implicit in implementation. Consequently, the general formula of MDA is 
as follows: 
Z=a+ 51V, + 452V2 + *** + 45nVn 
where Z represents the discriminant z-score, a is the intercept tenn, and (5i represents 
the respective coefficient in the linear combination of explanatory variables, Vi, for i=I 
to n (see, for example, Lee et al., 2002). 
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Specifically, the MDA model assumes that (Desai et al., 1996): 
* the independent variables are measured on an interval scale; 
9 there is equality of covariance matrices of the independent variables; and 
o the independent variables are multivariate-norinal. 
3.3.2.3 Probit Analysis 
Early in the 1930s, the tenn 'probit' was developed, which stands for probability unit. 
PA is a technique for classification purposes that finds coefficient values, such that 
there is a probability of a unit value of a binary coefficient (Pindyck & Rubinfeld, 1997; 
Maddala, 200 1). Under a probit model, a linear combination of the independent 
variables is transformed into its cumulative probability value from a normal 
distribution. The method requires finding values for the coefficients in this linear 
combination, such that this cumulative probability equals the actual probability that the 
binary outcome is one, thus: 
Prob(y = 11 V) = (D(a + (51V, + 452 
V2 +... + (5,, V ), 
where y is the zero-one dichotomous variable for a given set of value; (D is the value 
from the cumulative normal distribution function; a is the intercept term; and (5i 
represents the respective coefficient in the linear combination of independent variables; 
Vi , for i=I to n, of vector 
V (see, for example, Pindyck & Rubinfeld, 1997; Maddala, 
2001; Banasik et al., 2003). PA is used as an alternative to LR which is discussed 
below. 
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3.3.2.4 Logistic Regression 
Regression methods have become an integral component of almost any data analysis 
concerned with describing the relationship between a response variable and one or more 
explanatory variables. What distinguishes a logistic regression model from the linear 
regression model is that the outcome variable in logistic regression is binary or 
dichotomous. This difference between logistic and linear regression is reflected both in 
the choice of a parametric model and in the assumptions. Once this difference is 
accounted for, the methods employed in an analysis using logistic regression follow the 
same general principles used in linear regression (Hosmer & Lemeshow, 1989). The 
simple logistic regression model can easily be extended to two or more independent 
variables, and most logistic regressions with more than one independent variable are 
done using the maximum likelihood method (Freund & William, 1998). 
On theoretical grounds, it might be supposed that logistic regression is a more 
appropriate statistical tool than linear regression, given that two discrete classes "good" 
and "bad" have been defined (Hand & Henley, 1997). LR is a widely used statistical 
modelling technique, in which the probability of a binary outcome (zero or one) is 
related to a set of potential predictor variables in the form: 
log[p I(I - p)] --,,: a+ t5jV, 
+ t52V2 +-+ t5nVn 
where p is the probability of the outcome of interest, (i is the intercept term, and 
5, 
represents the respective coefficient in the linear combination of explanatory variables, 
V, , 
for i=I to n. The dependent variable is the logarithm of the odds ratio, 
Ilog[ p /(I - p)] I, which 
is the logarithm of the ratio of two probabilities of the outcome 
of interest (see, for example, 
Lee et al., 2002). 
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Given the set of explanatory variables, the probability of a value of one for the 
dichotomous outcome is (Desai et al., 1996): 
+ e-z 
where P= the probability that the dichotomous outcome is one; and 
a 51VI + (52V2 +-+ (5Jý 
Thus, the objective of a logistic regression model in credit scoring is to deten-nine the 
conditional probability of a specific observation belonging to a class, given the values 
of the independent variables of that credit applicant (Lee & Chen, 2005). 
Comparing LR with MDA, the LR does not necessarily require the assumptions of 
MDA. One advantage of MDA is that the ordinary least square estimation procedure 
can be implemented to estimate the coefficient of the linear discriminant function, 
whereas the maximum likelihood method is required for the estimation of logistic 
regression models. Another advantage of MDA over LR is that prior probabilities and 
misclassification costs can easily be incorporated into the MDA approach (Desai et al., 
1996). Moreover, both MDA and LR have been widely used in business, finance, 
science, and customer behaviour (Lee et al., 2002). 
3.3.2.5 Neural Networks 
The study of NNs is an attempt to understand the functionality of the human brain. In 
particular it is of interest to define an alternative "artificial" computational form that 
attempts to mimic the brain's operation in one or a number of ways. In the last few 
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years, interest in the field of NNs has increased considerably, due partly to a number of 
significant breakthroughs in research on network types and operational characteristics. 
but also because of some distinct advances in the power of computer hardware, which is 
readily available for net implementation. 
3.3.2.5.1. Neural Network Fundamentals 
A system that takes numeric inputs, and outputs of one or more numeric values, 
executing calculations on these inputs is a neural net. Neural nets (i. e. networks) are an 
attempt to create nets that work in a very similar way to the human brain by setting up 
these nets using components that behave like the human brain. Hence, the idea of neural 
nets comes from the structure of the brain. In the human brain, electronic signals are 
carried to a neuron by a huge numbers of dendrites, and then takes place a conversion of 
the signals to pulses of electricity sending an axon to a number of synapses, which 
transfer ideas or information to the dendrites of other neurons. Therefore, a neuron may 
send/receive a signal to/from other neurons. As a result, neural nets consist of elements, 
each of which receive a number of inputs, and generate a single output. This is like the 
human brain (Palisade, 2005; Thomas et al., 2002; Picton, 2000). 
3.3.2.5.2. Neural network elements 
Neural networks, in general, consist of a number of simple node elements, which are 
connected together to form either a single layer or multiple layers. The relative strengths 
of the input connections and also of the connections between layers are then decided as 
the network learns its specific task(s). The basic node elements employed in NNs differ 
in terms of the type of network considered. The following figure shows one commonly 
encountered model. In this, the inputs to the node take the form of data items either 
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from the real world or from other network elements, possibly from the outputs of nodes 
in a previous layer, as shown in Figure 3.3. 
The output of the node element is found as a function of the summed weighted strength 
inputs. Neural networks are adaptive nonlinear systems that adjust their parameters 
automatically in order to minimise a performance criterion. This obviously links them to 
adaptive and optimal control. 
Figure 3.3: Basic neuron model 
3.3.2.5.3. The Structure of a Neural Net 
Neural nets are composed of a number of simple "node" or "neuron" elements, which 
are connected together from either a single layer or multiple layers. The basic neuron 
elements employed in neural nets differ in terms of the type of net used. Each neuron 
executes a portion of the calculations inside the net, and then the neuron takes some 
numbers as inputs, performs a relatively simple computation on these inputs, and 
returns an output. The output value of a neuron is passed on as one of the inputs for 
another neuron, except for neurons that generate the final output values of the entire 
system (Irwin et al., 1995; Palisade, 2005). 
Neurons are arranged in layers. The input layer nodes receive the inputs for the previous 
calculations. These values are passed to the nodes 
in the first hidden (intermediate) 
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Source: Irwin et at. (199D, p. 3). 
layer, which perform computations on their inputs and pass their outputs to the next 
inten-nediate (hidden) layer, which could be another hidden layer, if there is one. The 
outputs from the nodes in the last intermediate layer are passed to the node or nodes that 
create the final outputs of the net (Trippi & Turban, 1993; Irwin et al., 1995; Palisade, 
2005). 
3.3.2.5.4. Neural Nets types 
Three different types of neural nets offered in the software package (explained earlier) 
will be used in this research, the first two of which are PNNs and generalized regression 
neural nets; which are point-blank related, with the former used for category prediction, 
and the latter used for numeric prediction. Because of the categorical nature of the 
dependent prediction variable, the PNNs are the only one used in this research. MLFNs 
are the third type, for which basically several nodes are provided with MLFNs. A range 
from two to six nodes is available with MLFNs and PNNs when the best net search, an 
option provided in the current software package, is selected. 
3.3.2.5.4.1. Probabilistic Neural Nets 
An implementation of statistical techniques, called kernel discriminant analysis, in 
which the processes are structured into a MLFN with several layers, is a PNN. 
Therefore, a PNN is predominantly a classifier, mapping inputs to a number of 
classifications, which might be imposed into a more general function. 
An example is given below of a PNNs structure, which assumes there are n independent 
numeric variables, Xi ... X, two 
dependent categories, and several training cases, 
including some cases in one category and some in the other one: 
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Figure 3.4: PNN Structure 
See, for example, Ganchev et al. (2007), modified. 
Introducing probabilistic neural net, each node in the first "pattern layer" calculates the 
distance between the input case and the training case reintroduced by the node. Then, 
the value passes to the second "summation layer" node, which is a function of the 
distance in the smoothing factors, as each input has its own smoothing factor. One node 
per dependant category/vari able is in the second layer, and each node sums up the 
output values for the nodes corresponding to the training cases in that category. The 
second layer output values can be interpreted as probability function predicted for each 
class. Finally, the category with the highest probability function value selected by the 
output node is chosen as the estimated category (Bishop, 1995; Palisade, 2005). 
The Bayesian probability density function, for the respective output from its pattern 
node can be represented by (see, for example, Ganchev et al., 2007): 
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Inputs Layer Pattern Layer Summation Layer Output Layer 
P(Xlci) = 
I 
I-r) 
m/2 
amni 
n _(X_X 
)T(X_X 
exp 
072 
y 
j=l 2 
where X= vector; ni = number of training patterns for class C i; Xj 
th training 
vector for classCi; m= vector-dimension; U= standard deviation parameter for 
smoothing purposes; Ci = category class; T= transposition function for vector; and P 
= probability. 
The conditional probability can be written as: 
P(ci / X) = 
P(X/ Ci)P(Ci) 
P(X) 
for each class, using the basic Bayes' fon-nula (see, for example, Mao et al., 2000; 
Ganchev et al., 2007). 
Probabilistic neural net training consists of two parts: optical smoothing factor and the 
conjugate gradient method. Bishop (1995, p. 275-276) explains that, in finding a 
minimum line for a search procedure, if search directions are always based on negative 
gradients, the search process may be very slow; indeed there can be a problem, 'in 
which the search point ( may oscillate) on successive steps'. Instead, the option 'non- 
interfering on conjugate directions' can be chosen. A conjugate gradient algorithm can 
be usually employed, drawing on the work by Hestenes & Stiefel (1952), for example. 
The conjugate gradient algorithm provides a minimization technique, which requires 
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only the evaluation of the error function and its derivatives and which, for a quadratic 
error function, is guaranteed to require a certain number of steps (Bishop, 1995, p. 282). 
Overall, probabilistic neural nets are particularly fast, they do not require a number of 
hidden layers and nodes, they have a parallel structure, and they classify and return 
probabilities for different dependent categories, and guarantee convergence to the 
optimal case (Masters, 1995; Palisade, 2005). 
3.3.2.5.4.2. Multi-Layer Feed-forward Nets 
In situations of complex relationships between variables, it may be advisable to model a 
system using multi-layer feed-forward nets (multi-layer perceptron networks). An 
example of multilayer feed-forward architecture is given below for n inputs, which are 
classified as numeric and categorical, and one output, between which there is a first 
hidden layer of several nodes and a second hidden layer of several nodes. 
Figure 3.5: MLFN Structure 
Inputs Layer I' Hidden Layer 2 nd Hidden Layer Output Layer 
X, 
X2 
X3 Y 
X,, 
I 
See, for example, Erbas & Stetanou (2009) and Limsombunchai et al. (2005), moditied. 
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The following equation, modified and extended from equations by West (2000), Erbas 
& Stefanou (2009) and Limsombunchai et al. (2005), explains the MLFN function for 
two hidden layers: 
mr 
2. I 
.( 
JU 
. 
Xi Y=CF lWok *CHk WHjk*cHj w k=l k=l 
where Y= the output of the network; CF = conversion function for the output layer; 
Wok = connection weighted summation to the output layer from the 2 nd hidden layer; 
CH' conversion function for the 2 nd hidden layer for node k; WH = conversion k jk 
weighted summation from the I" hidden layer to the 2 nd hidden layer; CH' j 
conversion function for the 1" hidden layer for node j; WIj conversion weighted 
summation from the input layer to the I" hidden layer; Xi = inputs variables for node 
;m= number of nodes in the second hidden layer; r= number of nodes in the first 
hidden layer; and n= number of input nodes. 
The following equation exPlains the MLFN function for one hidden layer: 
mn 
Y=CFZWO,. CH, EWI,. X 
-j=l i=l 
where Y= the output of the network; CF = conversion function for the output layer; 
WOj 
connection weighted summation to the output layer from the hidden layer; CHj 
V conversion function for the hidden layer; WIj = conversion weighted summation 
from the input layer to the hidden layer; Xi = inputs variables for node i; iii = number 
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of hidden nodes; and n= number of input nodes. The above equation has been 
modified from those by Baesens et al. (2003), Erbas & Stefanou (2008), and 
Limsombunchai et al. (2005). 
Palisade (2005) explains the behaviour of the net which is determined by: the structure 
of the net in terms of numbers of nodes and hidden layers; parameters associated with 
connections and neurons; and conversion functions for each neuron, which map inputs 
to outputs. The output at a given level (layer) may be expressed as a connection- 
weighted summation of outputs from a previous level (layer) plus a neuron-bias. A 
sigmoid function, which is also employed in a logistic regression, is sometimes used in 
neural nets. However, in the Neural Tools software the sigmoid function is not utilised. 
The reason is to avoid a restriction on outputs values, to create a superb model for 
training purposes (Palisade, 2005; Baesens et al., 2003; Hu, 2008). Particular attributes 
of multi-layer feed-forward nets include reliability outside the training data range, 
compactness in size, excellence in classification, and with a capability to generalize 
results from small training data (Masters, 1995; Palisade, 2005). 
3.3.2.6 Genetic Programming 
GP began as a subset of genetic algorithmic techniques, and can be considered as an 
extension of genetic algorithms (Koza, 1992). Genetic algorithms transform a data-set 
according to fitness value, by applying genetic operations. Under genetic algorithms, 
the solution is in the form of a "string" (Kaza, 1992). In GP a set of competing 
programs are randomly generated by processes of mutation and crossover, which mirror 
the Darwinian theory of evolution, and the resultant programs are evaluated against 
each other. Generally, GP generates competing programs in the LISP (or similar) 
language as a solution output (Koza, 1994; Nunez-Letamendia, 2002). 
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Koza (1992) proposed GP as one of the most recent and advanced techniques used in 
credit scoring problems based on simple mathematical operators and/or conditional 
statements to create a population of randomly generated programs with a fitness value 
for each one. The representation of a GP tree can be explained based on "function" and 
"terminal" sets, the former such as simple mathematical operators (+, -, x, :) and/or 
conditional statements (If ... Then ... ), and the latter which contains inputs, equations etc 
in the GP tree (Ong et al., 2005; Teller & Veloso, 2000). An example of these two sets 
is shown in Figure 3.6. 
Figure 3.6: Two examples of GP trees using simple mathematical operators and using conditional 
statements 
(AB)+ (0.50C - 2) If A or B AND if 4C or D then..... 
Source: Koza (1992,1994), modified. 
Once the GP population has been created, the next procedure normally includes the 
fitness values and genetic operators, such as a crossover operation (either based on 
different or based on identical parents to reproduce the children), mutation and 
reproduction. An example of a crossover GP tree based on different parents is shown in 
Figure 3.7. 
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Figure 3.7: An example of a crossover GP tree based on different parents 
First generation (Parents) 
5[(A + B) - C] 2D + (E -' F) 
Next generation (Children) 
5x 
2D+ 
A 
5(E -, F) 2D+[(A+B)-C] 
Source: Koza (1992,1994), modified. 
Two types of GP models will be used in this research, a program model (evolved 
program), which is a single program, and a team model, which is a combination of 
single program models in order to produce better results than any of the single program 
models. DiSCipUlUSTM Professional Software, which is based on a multi-run linear GP 
system, will be used in developing the GP scoring models. This software applies the GP 
technique typically utilizing machine-code to develop the programs. The programs that 
evolve are similar to C++ and other imperative languages, rather than LIPS and such 
functional programming languages (Koza, 1992, Mukkamala et al., 2008). The default 
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search operator of the software applies a 30% block mutation rate, a 30% instruction 
mutation rate, and a 40% instruction data mutation rate; and a homologous crossover of 
95%. From the GP itself the default mutation frequency is 95% and the crossover 
frequency is 50%. 
Current GP program perfon-ns a tournament, allowing only a given number of 
programs, with a random procedure in the selection process take part, and the worst 
performing programs are replaced (Deschaine & Francone, 2008). Then, GP copies the 
winner programs into other programs through random crossover operations, in which 
sections of trees are swapped, and mutation operations, in which sections of trees are 
replaced but not swapped. Some researchers use absolute errors for fitness functions 
(Ong et al,. 2005; Huang et al., 2006), whilst others including the current researcher, use 
linear combinations of mean square errors and mean classification errors (Koza, 1992; 
Mukkamala et al., 2008). The fitness function of an evolved program can be calculated 
as follows: 
(a, 
- ei)' +ß (CE) F (ep) a 
1 
i=I 
1 
where F= the fitness function; ep = the evolved programme; a=a weighting based 
on the training sample size and number of outputs; ai = the actual observation and ej = 
the expected (predicted) observation; 8=a weighting related to the classification 
errors in the training sample and CE = the classification error (Mukkamala et al., 2008; 
; Koza, 1994; Goldberg, 1989). 
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Three samples will be used to develop the genetic scoring models: training data (used 
for genetic evolution); validation data (used for model selection); and applied/testing 
data (played no role in training or model selection) 14 .A GP program/team model will 
be designed using equal training and validation data-sets (both samples will be 
combined as a training sample for comparison purposes with other techniques) and the 
applied/testing data-set, to see how the model works on data that played no role in 
building the model. As a part of this GP software design, the team model employs a 
combination of an odd number of single programs (minimum 1; maximum 9), for each 
of the proposed samples, i. e. from training, validation and applied data. 
3.3.3 Performance Evaluation Criteria 
For both private banking and public sector banks' data-sets, the plan is to use two 
different evaluation criteria: firstly, the ACC rate criterion, as a significant criterion in 
evaluating the classification capability of the proposed scoring models; and secondly, 
the EMC criterion, as a measure to evaluate the overall credit scoring effectiveness, and 
to find the minimum expected MC for the suggested scoring models. Paliwal & Kumar 
(2009) stated that the vast majority of the published research (85.71%, i. e. 18 out of 21 
studies) 15 in the accounting and finance scoring applications, has been conducted using 
the confusion matrix, to produce ACC rates. Otherwise, studies which have investigated 
the use of EMCs are very limited (West, 2000; Lee & Chen, 2005; Lee et al. 2002). 
3.3-3.1 Average correct classification rate criterion 
The ACC rate is one of most widely used criteria in the area of credit scoring 
applications in general, and accounting and finance in particular. The ACC rate 
14 The terms "genetic evolution" and validation data for "model selection" have been used by the 
providers of D iSCipUlUSTm Genetic -Programming Software. 
15 Extending the review to include other areas of scoring applications, such as health and medicine, 
marketing and general categories, 36 out of 73 studies (49.32%) 
have used the confusion matrix. 
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measures the proportion of the correctly classified cases (good and bad) in a particular 
data-set. 
Table 3.3: Classification matrix 
Predicted observations 
9b 
Actual observations G Gg Gb TG 
B B, Bb TB 
Tg Tb TN 
Notation: G= actual good; g= predicted good; B= actual bad; b= predicted bad; Gg = actual good 
predicted good; Gb = actual good predicted bad; Bg = actual bad predicted good; Bb = actual bad predicted 
bad; TG = total actual good observations; TB = total actual bad observations; Tg = total predicted good 
observations; Tb = total predicted bad observations; and TN = total number of observations in the data-set. 
The majority of credit scoring applications either in accounting and finance or other 
fields have used the ACC rate as a performance evaluation measure (Paliwal & Kumar, 
2009). The idea of correct classification rates came from a matrix, which is occasionally 
called "a confusion matrix" (Zheng et al., 2004), otherwise called a classification 
matrix. As shown in Table 3.3, a classification matrix presents the combinations of the 
number of actual and predicted observations in a data-set. From this matrix, a number of 
useful rates can be calculated, namely: ACC rate, represented by (Gg+Bb)/TN; total 
error rate, which is a complementary value of the ACC rate, and given by (Gb+Bg)/TN; 
and other measures, such as the correctly classified good rate (Gg/TG); and the correctly 
classified bad rate (Bb/TB); Type I error rate (Gb/TG) and Type 11 error rate (Bg/TB). 
On the one hand, in this research the ACC rate is believed to be an important criterion 
to be used, especially for new applications of credit scoring, such as the Egyptian 
banking sector, because it highlights the accuracy of the predictions. On the other hand, 
the ACC rate criterion does not accommodate differential costs to a bank, arising from 
different types of error. Specifically, it ignores different misclassification costs for the 
Gb and the Bg observations. For, in the real field it is believed that the cost associated 
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with Type 11 errors is normally much higher than that associated with Type I errors 
(Baesens et al., 2003), as will be explained in the next section. 
3.3.3.2 Estimated misclassification cost criterion 
The second criterion to be used is the EMC criterion. Few credit scoring applications 
have used EMC criterion in the field (West, 2000; Lee & Chen, 2005). The reason is 
that the trustworthy or consistent estimates of the MCs are a complicated and real 
challenging job to be provided, therefore valid prediction might not be available, as 
noted by Lee & Chen (2005). This criterion gives an evaluation of the effectiveness of 
the scoring models' performance, which can cause a serious problem to the banks in the 
case of the absence of these estimations, especially with the Bg cases. 
The following equation, which is similar to that by West (2000), will be used in 
computing the EMC: 
EMC = C(I) x (Gb / TG) x (TG / TN) + C(II) x (Bg / TB) x (TB / TN) 
where C (I) = the misclassification cost associated with a Type I error; (Gb / TG) =the 
probability of a Type I error, expressed as a ratio of numbers of good credit predicted as 
b ad (Gb )to total good credit (TG) ; (TG / TN) = the prior probability of good credit, 
namely, the ratio of the number of total good (TG) to the overall number of 
observations (TN); C(H) = the misclassifi cation cost associated with a Type 11 error; 
(Bg I TB) = the probability of a Type 11 error, expressed as a ratio of numbers of bad 
credit predicted as good (Bg ) to total bad credit (TB ); (TB / TN) = the prior probability 
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of bad credit, namely, the ratio of the number of total bad (TB) to the overall number of 
observations (TN). 
The previous equation can be re-expressed as: 
EMC = C(l) x (G b/ TN) + C(II) x (Bg / TN) 
Lee & Chen (2005, p. 749) stated that "it is generally believed that the costs associated 
with (both) Type I error (good credit misclassified as bad credit) and Type 11 error (bad 
credit misclassified as good credit) are significantly different" and "the misclassification 
costs associated with Type II errors are much higher than those associated with Type I 
errors". West (2000) noted that Dr Hofmann, who compiled his German credit data, 
reported that the ratio of MCs, associated with Type 11 and Type 1, is 5: 1. 
In this thesis the emphasis will be not only on this relative cost ratio at 5: 1, but also it 
will provide a sensitivity analysis using higher cost ratios at e. g. 7: 1,10: 1 etc. 
Particularly, it is expected that the higher cost ratio might be more appropriate, 
especially for an environment such as the Egyptian banking sector. In addition to this, 
the prior probabilities of good and bad credit is set at 74.5% and 25.5% respectively, for 
private banking; and 67.43% and 32.57%, respectively, for the public sector banks, 
using the actual ratios of good and bad credit in both Egyptian's data-sets. 
EMC can be calculated, in part, from the classification matrix introduced earlier. The 
probabilities of Type I and Type 11 error rates can be detennined by Gb / TG and 
Bg / TB , respectively. 
It is strongly suggested that the lowest EMC might very well be 
found in a model that does not have the highest ACC rate. 
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3.4 Data collection and sampling method 
In order to build the proposed credit scoring models, two different data-sets are 
provided by the Egyptian banks. Firstly, a personal loans data-set was provided by one 
of the private and joint-venture commercial banks in Egypt between 20th November 
2005 and I gth December 2005. This consists of 581 personal loans [similar sized data- 
sets have been used in consumer/personal credit scoring applications, such as sample 
size =581 (Sustersic et al., 2009); sample size =5 10 (Lee & Chen, 2005); sample size = 
700 (Orgler, 1971)] with 433 good loans and 148 bad loans. It should be emphasized 
that this dataset is pertinent because of the large number of bad loans (25.5%) compared 
with good loans (74.5%). Secondly, a consumer loans data-set was formally provided 
by the commercial public sector banks in Egypt between 2 nd July 2006 and 3 Oth 
September 2006. This consists of 1,262 personal loans [comparable sample sized data- 
sets have been also used in personal/consumer credit scoring application, see for 
example sample size = 1,000 (Kim & Sohn, 2004); sample size = 1,078 (Malhotra & 
Malhotra, 2003)] with 851 good loans and 411 bad loans. Once again, it should be 
emphasized that this second data-set is pertinent because of the large number of bad 
loans (32.57%) compared with good loans (67.43%). 
For both data-sets (private banking and public sector banks), the plan is to apply 
different samp les/sub -samples. First, is to apply the whole data-set under each of the 
proposed scoring techniques. The reason for this is to investigate the overall capability 
of different scoring models because of the benefits of a larger (whole) data-set. Second, 
for the purpose of making a fair comparison between conventional techniques and 
advanced techniques, and to reduce sample bias which might be found in the whole 
data-set modelling techniques, a simple validation technique will be applied by 
classifying each of the data-sets into training sub-samples: 90% (523 and 113 6 cases for 
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private banking and public sector banks, respectively, calling this sub-sample, ); 80% 
(465 and 1010 cases for private banking and public sector banks, respectively, calling 
this sub-sample2); and 67% (389 and 846 cases for private banking and public sector 
banks, respectively, calling this sub-sample3); and testing sub-samples: 10% (58 and 
126 cases for private banking and public sector banks, respectively, calling this sub- 
sample, ); 20% (116 and 252 cases for private banking and public sector banks, 
respectively, calling this sub-sample2); and 33% (192 and 416 cases for private banking 
and public sector banks, respectively, calling this sub-sample3) that test the predictive 
effectiveness of the fitted model. All models were built using the training samples and 
were tested using the hold-out samples, under each of the different sample sizes. The 
reason for dividing both data-sets, as previously explained, is to investigate whether 
different results in terms of ACC rates and EMC might be achieved. The earlier 
procedure, of using 90%, 80% and 67% of the data as a training data-set and 10%, 20% 
and 33% as a testing data-set, is to be conducted using a random sampling selection to 
fix the sub-samples. The intention is that the same sub-samples will then be used for 
different statistical techniques. 
The plan will be extended, as well, to compare different scoring techniques under 
different samples for both private and public data-sets based on the testing sub-samples 
to test the predictive ability for the fitted models to help make recommendations in the 
real field. That will be under both ACC rate and EMC criteria. [An extension to the 
analysis is also shown in the appendices for the overall samples (the overall ACC rate 
for the whole sample will be based on a weighted average of the ACC rates of the 
testing and training samples) because of the benefits of the larger data-sets]. 
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In order to run the proposed models, five different packages (software) are used in 
building the proposed scoring statistical techniques, namely: STATGRAPHICS Plus 
5.1, SPSS 15.00, Palisade Neural Tools Software, ScortoTm Credit Decision Software 
and DiSCipUlUSTM Professional Software. In addition, the researcher also uses additional 
techniques to build the proposed model, such as WOE measure, using Excel and Visual 
Basic for Application (see, for example, Sengupta, 2004; Jackson & Staunton, 2001), to 
enable researcher to build a scoring model, where there is apparently no available 
software to build it. 
Also, the plan is to use, mainly, training and testing samples (these will be combined to 
represent each overall sample, because of the benefits of the larger data-set) in 
implementing the scoring models, which have been used in many studies in the field of 
accounting and finance (Paliwal & Kumar, 2009). As a part of the Palisade Neural 
Tools Software design, the software can divide the data-set into different training and 
testing sub-samples (i. e. 90%, 80% and 67% training and 10%, 20% and 33% testing 
sub-samples) randomly. Therefore, the plan is to run different neural net models (PNN, 
MLFN and BNS) many times using different random selections from each of the three 
sub-samPle sizes. Then, an ANOVA test and other tests will investigate whether 
significant differences might be found between different neural nets (PNNs, MLFNs 
and BNSs) models under different sub-samples. It is clear that this procedure is also 
based on a random sampling procedure, for each of the three models. 
But, for the DiSCipUJUSTM Professional genetic programming software, the plan is to 
classify the data-sets into three sub-samples, namely training, validation and applied 
(testing) samples (see chapters five and six for more details), as a part of the software 
design, which also has been used in other studies (Salchenberger et al., 1992). The 
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training sub-sample will be used for 'genetic evolution', and the validation sub-sample 
will be used for 'model selection', correspondingly, both training and validation sub- 
samples will be used as a 'training' sub-sample when compared with other statistical 
techniques. 
Finally, as a confirmatory analysis, the plan will be extended to generate Kohonen maps 
to indicate the cluster grouping under different sub-samples. Kohonen maps organise 
cases according to the topological order within the spatial setting (Melssen et al., 2006; 
Yim & Mitchell, 2005). The reason for applying this map is to identify visually if the 
cluster grouping for the different sub-sample sizes bears similarities or not, and to see if 
a particular sample will have more poorly defined cases in terms of good or bad credit. 
It should be emphasised that the previously discussed sampling procedures will be 
investigated for both private banking and public sector banks' data-sets. 
3.5 Conclusion 
In this chapter a discussion of the research methodology has been undertaken. This was 
divided into two phases. The investigative phase, includes a pilot study, structured 
interviews and a detailed research questionnaire, in order to identify, in general, the 
currently used techniques in the credit evaluation process and, in particular, the current 
"techniques" and characteristics used in personal loan credit evaluation in Egyptian 
banks. Also, evaluative phase, details the proposed variables, statistical techniques, and 
data collection and sampling method, this is to not only suggest the use of the credit 
scoring models, to compare results from these models with those from the currently 
used procedures by Egyptian banks. These issues will be addressed in the next three 
chapters, focusing on the analysis of these two phases. 
114 
One of the concerns in this thesis is to provide the Egyptian banking sector with a clear 
indication of the current system's advantages and disadvantages, suggestions to improve 
and develop their system, in other words, through the investigation phase, by 
conducting the structured interviews and research questionnaire, to identify credit 
policies and to establish potential key factors, especially since results later reveal that 
the majority of the Egyptian banks are using judgemental techniques in their evaluation 
process (see Chapter Four). As a part of this development plan, it is intended to provide 
the banking sector with a wide range of different credit scoring modelling techniques, 
which will be built based on real field data provided by some of these banks (see 
Chapters Five and Six). The key challenge here is to build credit scoring models to 
increase classification and prediction accuracy, and to reduce the misclassification costs 
that can be faced, which will be discussed in the next three chapters. 
115 
CHAPTER 4. AN INVESTIGATIVE ANALYSIS 
THROUGH A PILOT STUDY, INTERVIEWS AND 
QUESTIONNAIRES 
4.1 Introduction 
This chapter mainly covers the investigative phase of the current thesis (explained 
earlier in Figure 3.1 in the previous chapter), based on the early pilot study, structured 
interviews and research questionnaire, of which the latter is primarily qualitative. The 
purpose of this investigative analysis is to identify the currently used techniques and/or 
characteristics in the credit evaluation process, in general; and in personal loansý 
evaluation, in particular. It should be emphasised that all data in this part are primary 
data collected from the real field. 
The following section discusses the main findings from the early pilot study, the results 
of the structured interviews, and later on an analysis of the research questionnaire. 
4.2 The early pilot study's outcomes 
A pilot study is considered as a primary trial before the central investigation is carried 
out; it is intended to be used to avert any problems and to help to set up the research 
plan and identify the key characteristics. At a very early stage of this research four 
informal interviews were conducted with key personnel in three major banks in Egypt. 
The purpose was to discover the key characteristics that Egyptian banks are using 
in 
their evaluation. In fact this early study helped the researcher to set up the main 
objectives and to design other parts used in this research, such as the research 
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questionnaire and the historical data collection sheet (which included not only variables 
obtained from the literature, but also those obtained from this pilot study). 
The following variables were obtained from the pilot study, which exhibit new variables 
that are appropriate to the Egyptian environment, and some of these variables should be 
included in the proposed scoring models: 
* Investigation report (From CBE) 
* Personal reputation of the client 
* Field visit (Market investigation) 
e Guarantees or warranties 
9 Transaction size with the bank 
* Transaction size with other banks 
o Client indebtedness 
e Investigative study about the client 
9 Client experience 
* Business history 
Feasibility study (if required) 
* Financial statements: 
- Balance sheet 
- Income statement 
- Cash flow statement 
0 Legal documents 
0 Ownership nature 
o Activity nature 
Legality of the project 
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It is obvious that some of these variables are likely to be very important for personal 
loans' evaluation, yet some of them have not been used in other research studies, such 
as an investigation report (i. e. CBE report), a client's personal reputation, and a field 
visit. Other variables, such as guarantees, indebtedness of the client, and transactions 
size are also important. As mentioned before, some of these variables have been used as 
part of the historical data collection forin, and subsequently used in building the scoring 
models, as will be explained in the next two chapters. 
Additionally, in most cases the following variables are necessary especially for other 
products, such as corporate and small business loans: 
e Company name 
e Company number 
* Amount of the loan application 
e Outcome of application 
9 Total credit position of the company 
* New vs. existing company 
e Branch of company 
& Private/other company 
e Number of owners of firm 
For more information about the pilot study details, see Appendix 4. A. 
4.3 The structured interviews' outcomes 
The main purpose of the forty-eight research 
interviews was to identify the key factors 
that the Egyptian banks are using in their credit evaluation and more specifically 
for 
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consumer loans evaluation. Also, it is important to determine what sort of credit 
evaluation packages or/and judgemental analysis they are utilizing in their credit 
system. Furthennore, other important issues are to be aware of the advantages and 
disadvantages of the current system(s) from the credit specialists' point of view; and 
finally, based on their suggestions, to recommend the key points to improve the current 
credit systern(s) policies. 
The following are a summary of the main findings of the structured interviews' analysis 
for each of the five questions, previously mentioned in the methodology chapter, as 
follows: 
Qj: Do you know what credit scoring is, and does your bank use credit scoring in 
evaluating a client's loan application? 
Q2: What are the key characteristics included in the currently used credit evaluation 
policy, and how would you describe the main characteristics of your bank's credit 
policy? 
Q3: What are the advantages of the current credit policy? 
Q4: What are the disadvantages of the current credit policy? 
Q5: Why does your bank not use credit scoring? 
For the first question, Table 4.1 summarizes the main responses from interviewees. 
More than 56% of the interviewees do not know what credit scoring is. Furthermore, 
more than 83% of the whole system (all public sector banks do not use credit scoring 
system, representing 100%, alternatively they use other systems, such as the 
creditworthiness provided by the CBE, for more 
details see Appendix 4. B) does not use 
credit scoring models in their credit evaluation system(s). 
Less than 17% are using 
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credit scoring in their evaluation; they represent only four banks, at which two of them 
use scoring system(s) for credit cards only. One bank uses it for retail products and 
SMEs, and one bank uses it for all the credit products they offer. 
Nevertheless, from discussions with those banks' personnel, they assured the researcher 
that the currently used scoring system(s) might cause some problems for some 
customers, because they were developed by the main branch in the country of origin. 
Also, they emphasised that if there were a scoring model paying more attention to the 
local variables, it would be expected to be more powerful than the currently used 
model(s). 
Table 4.1: Summary of the key findings from the first question 
Responses % 
Do you know what credit scoring is? 
Yes 43.75 
No 56.25 
Does your bank use credit scoring in client's evaluation? 
No 83.33 
Yes, the bank uses a credit scoring system 16-67 
The bank uses creditworthiness criteria (provided by the CBE) & numeric system, but the 68.75 
problem is this system is based on personal judgement. 
Currently, we are developing a credit scoring system to be used in retail. 10.42 
Currently, we are using CRR* Scoring sheet 14.58 
Evaluation based on nersonal iud2ement 25.00 
*Credit Risk Rating 
Also, a number of the Egyptian banks (around 10%) are currently developing credit 
scoring system(s) for retails products. Furthermore, more than 14.5% are using credit 
risk rating (CRR) system in their evaluation. Other techniques or "packages" are being 
used in the Egyptian market, for example, raroc (R) rating tools, Atlas equation and 
other standardized packages. Almost '/4 of the interviewees stated that the evaluation 
process is based on personal judgement, especially in the investigations (for details, see 
Appendix 4-B). 
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Table 4.2 summarizes the main responses of the interviewees to the second question: 
"What are the key characteristics included in the currently used credit evaluation policy, 
and how would you describe the main characteristics of your bank's credit policy? " 
From the results surnmarised in this table, the CBE report is one of the most important 
factors in the Egyptian market, represented by 93.75% of the total responses; other 
variables are the market investigations (89.58%), the financial statements analysis and 
financial ratios (83.33%), the formal documents, such as the client's legal application 
form (LAF), personal identification and bills (72.92%), industry investigations 
(64.58%), the personal information, such as age, marital status, income and educational 
level (58.33%) and the degree of the expected risk for the client's activities and 
industries (52.08%). 
Table 4.2: Summary of the key findings from the second question 
Responses % 
Client personal reputation 43.75 
Previous relation with other banks 43.75 
Guarantees (personal or other guarantor) 45.83 
Investigation (CBE) report 93.75 
Market investigation (including clients' customers, suppliers & competitors) 89.58 
Field visit 45.83 
Investigation of the industry nature: company listed & future capacity 64.58 
Formal documents: LAF, legal papers, ID, tax situation, bills 72.92 
Financial statement analysis & financial ratios analysis 83.33 
Personal information: income, education, age & marital status 58.33 
Risk degree (analysis): activity, industry & others. SWOT analysis 52.08 
Other important variables include: the field visit, guarantees, the client's personal 
reputation and relation with other banks. Some other variables have moderate 
importance, such as loan repayment sources, personal judgement, management structure 
and personal ownership. Less important variables, such as feasibility study, client's 
personal life and the impression from the first meeting with an applicant are also used in 
the evaluation process. 
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On the one hand, a summary of the advantages of the current credit policy/policies is 
shown in Table 4.3. Privileges, such as the clear, accuracy and quickness of the work 
procedures and the conservativeness of the credit policy, are the most important features 
of the current credit policies. But it should be emphasised that there was no agreement, 
on these two points, by more than one third of the interviewees' responses. This is a 
sign of a lack of unified credit policies in the Egyptian market. 
Table 4.3: Summary of the key findings from the third question 
Responses % 
Conservative policy (risk is low) 27.08 
A lot of details are required from clients (variety, high control level) 18.75 
Work procedures (credit decisions) are clear, accurate & quick 33.33 
Current policy, almost good 'complete, clear' policy 14.58 
Highly qualified credit analysts 'people' 10.42 
Granting process variety (loan products variety) 10.42 
Centralized policy 10.42 
The bank is using a scientific basis in credit evaluation, flexible policy 12.50 
Other advantages, such as many details are required, the flexibility of the credit policy, 
the obviousness of the credit policy, variety of loan products and credit policy 
centralization are less frequently, mentioned by interviewees. It is clear that the 
frequencies of these privileges are very weak because of the different attitudes and 
credit policies (a complete list of all advantages is provided in Appendix 4. B). 
On the other hand, an outline of the main disadvantages of the current credit 
policy/policies is revealed in Table 4.4. From this outline, the most important drawback 
is the lack of data (more than 54% of the total responses) or the absence of the credit 
bureaus to provide high quality data. The centralization of the credit policy, the 
slowness of the credit decision-making, the essential need of credit analysis training 
courses, and the lack of the variety of loan products are some of the 
key disadvantages 
of the current credit po icies. 
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Table 4.4: Summary of the key findings from the fourth question 
Responses % 
Clients are 'left-lianded' 8.33 
Centralized credit decisions (policy) 16.67 
Lack of the data & information, there is no credit bureau 54.17 
Credit decisions take long time (process is slow) 16.67 
Management should take care of credit analysts requirements 8.33 
Loan products variety is very limited 10.42 
Current staff (labour-force) need training especially for credit courses 12.50 
Moreover, responses, such as credit analysts need to be paid more attention from the 
management side and clients are left-handed are also considered in the interviews' 
discussion. Nevertheless, some responses are at the same time, advantages and 
disadvantages from different credit analysts' points of view in different banks; for 
example, the variety of loan products, the centralization of the credit policy and the 
highly qualified credit analysts against the need for a training courses. 
Finally, Table 4.5 reviews a summary of different responses of why banks do not use 
credit scoring. The main key point for not using credit scoring models is the need for 
sufficient data or credit bureaus (more than 56% of the total responses) and the majority 
(more than 54%) of interviewees expected the future use of the credit scoring models in 
the Egyptian market. 
Table 4.5: Summary of the key findings from the fifth question 
Responses % 
It is not our decision, it is an upper management decision 
14.58 
Will be used in the future 
54.17 
It is better to use it for retail products first (and the use should be gradual) 
18.75 
It will be easier (more powerful) to use, if we have enough information 
(credit bureau) 56.25 
Quality of the data 
12.50 
Should be used as appropriate to the Egyptian market taking into account the cost 
& the 41.67 
revenue of applying this system & market changes 
While more than 14% of respondents stated that the use of scoring models 
is not their 
decision, alternatively it is the top management decision, 18.75% of respondents 
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recommended gradually use of the scoring models, and primarily for retail products. 
More than 41 % of respondents stressed the use of credit scoring with consideration of 
cost, revenue and market changes; in addition the scoring model(s) should be 
appropriate within the particular environment of Egypt (see Appendix 4. B for details). 
Generally the interviewees suggested the following ideas for a sound credit policy, in 
particular, and for a sound banking system, in general: 
* Co-operation between all banks in their investigations. 
e All banks should cooperate with the CBE authority. 
9 Goodwill investigations by CBE authority. 
9 Retail decisions should be related to branches' authority. 
9 Database (credit bureau) supervised by CBE is a necessity. 
9 Guarantees should be easily transferable to cash. 
* Authority delegation is required. 
9 Helping defaulted clients. 
e There should be insurance against unemployment & default for all credit 
grantors. 
* Training for all credit analysts to use advanced techniques. 
9 Building client loyalty for existing and new clients. 
9 Financial statements should be accredited by specialist institutions. 
* Credit officers/analysts should be more secure in their employment. 
0 Personal judgement is a double-edged sword. 
* Market study is essential, to compete with other institutions. 
0 There are two schools in the market now: personal judgement school, including 
financial analysis and evaluation of clients' personal reputation; and the 
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"American school", judge the situation from formally provided documents (no 
personal judgement). In Egypt we need something in-between. 
* There should be some institutions to take care of financial budgeting review. 
* Banking investigation should be more organized and accurate. 
* Credit scoring will be used for all products very soon especially with the 
computational revolution. 
9 We applied credit scoring on credit cards because there no market investigation 
is required; in this case the decision is being taken based on documents required 
from clients only. 
9 The problem is related to the culture; clients prefer Public Sector Banks. 
o Personal loans' concept is still weak. 
* With a complete database, credit scoring will be used on all products. 
* Policies change, when people change. 
In summary, the key features currently used in credit evaluation in the Egyptian system 
include, for instance: the CBE report, the market and industry investigations, the 
financial statements analysis, the formal and legal documents and the client's personal 
reputation. Currently used systems have some advantages, such as the conservativeness 
of the credit policy and the accuracy of the work procedures; and also some 
disadvantages, such as the lack of data and the centralization of the credit decision. 
Finally, it is strongly recommended by the interviewees that the use of credit scoring as 
a set of powerful techniques will save time, effort and make banks gain huge benefits, 
but for the optimal use of these techniques, a sufficient database should be available. 
It can be concluded from the above analysis that all public sector banks are not using 
credit scoring system(s) in their credit evaluation. Alternatively, the creditworthiness 
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concept, provided by the CBE, is used besides a numeric system, but the problem is that 
this approach is based on personal judgement. The vast majority of non-public (private 
and joint-venture and branches of foreign banks) banks are not using scoring techniques 
as well; instead they use other credit analysis packages, as explained earlier. Only a very 
limited number of the Egyptian banks are applying credit scoring systems, some of 
these for only credit cards. The latter are facing some problems, because the nature of 
the model design is not appropriate within the Egyptian market, and does not consider 
local variables, which are suitable for the specific environment in Egypt. 
It follows that there is a clear perceived need for credit scoring models, not only for 
personal loans, as part of the credit evaluation process in Egypt, and that local "cultural" 
variables should be included in the scoring models. 
4.4 The research questionnaires' outcomes 
As stated in the previous two sections, the main purpose of this investigation analysis is 
to identify the currently used approaches in the credit evaluation process in the Egyptian 
banking sector. In this section a summary of the research questionnaire analysis is 
provided. As discussed in the previous chapter this questionnaire consisted of four main 
sections as follows: 
* The first section summarises personal information of the bank's staff member. 
* The second section is designed to provide background information on the bank. 
e The third section is designed to cover the currently used credit evaluation system 
in the bank. 
Finally, section four was conducted to focus on the practice of their credit 
scoring system, if applicable. 
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This questionnaire was distributed to credit decision-makers and/or banks' branch 
managers in Egyptian banks' headquarters, in addition to some branches in different 
Egyptian cities for some major banks, as stated in the previous chapter' 6; in order to 
investigate mainly to what extent the Egyptian banks utilize a formal credit evaluation 
system(s). It was mainly constructed to encompass current credit procedures, to include 
main characteristics, and whether credit scoring is currently practised in the Egyptian 
market. 
A total number of 64 questionnaires have been received in this research. A simple 
method to calculate the response rate is to divide the total number of questionnaires 
received (total number of respondents in the sample) by the total number of 
questionnaires sent (see for example, Hussey & Hussey, 1997). It follows that a 
response rate of 94.12% is achieved (e. g. 64 out of 68 questionnaires). 
The majority of this thesis' survey questions replicated or were adapted to be 
appropriate within the Egyptian market from the Al. Amari (2002) study, who applied it 
to 15 banks in Qatar, distributing 50 questionnaires, as stated in Chapter Three. Since 
the original questionnaire was used before, albeit in a different study in a different 
developing country, it can be argued that some issues, such as the reliability and validity 
tests are not crucial (see for example, Collis & Hussey, 2003). However, Cronbach's 
Alpha reliability test is considered, with a reliability statistic of 0.942 (for more details 
see Appendix 4. Q. In addition, an expert validity test has been considered as well, for 
the questionnaire has been sent to several experts, both academic and practitioners, in 
Egyptian market and they confirmed the validity of this questionnaire. The 
16 The reason for this is to investigate whether different 
information might be collected because of the 
different client's categories in different Egyptian cities. 
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questionnaire was translated into Arabic as well. Some respondents replied in Arabic, 
others in English. 
The focus in this part, which addresses the first research question, mainly deals with the 
third section of the questionnaire, while other sections are less important 17 . The 
following are details of the main outcomes of the analysis: 
The first two questions in this section (questions 3. a and 3. b in the research 
questionnaire) deal with the bank's credit evaluation policy, and if this credit policy has 
a formal guideline for the credit evaluation or not. Responses for these questions are 
shown in Table 4.6. 
Table 4.6: Does the bank have a formal credit evaluation policy (Q, ), and does the bank have a specific 
format (guidelines) for credit evaluation M) 
Frequency Percent Frequency Percent 
No 2 
Yes 62 
3.1 
96.9 
4 
60 
6.3 
93.8 
Total 64 100.0 64 100.0 
It can be concluded from Table 4.6 that virtually all banks working in Egypt employ a 
credit evaluation policy and have guidelines for the credit evaluation system, taking into 
account that 62 responses stated that they have a fonnal credit policy, although two of 
these do not know the guidelines' fonnat. However, only two responses stated that there 
is no clear credit policy for their banks. 
A summary of the responses to the third question (question 3. c in the questionnaire), 
which summarises the key elements of the currently used credit evaluation policy, is as 
follows: financial statements analysis, different guarantees, client's experience, client's 
17 For the first two sections statistics, see Appendix 4. C. 
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personal reputation, risk, field visit, formal documents, bad debts, different credit risks, 
creditworthiness index, credit granting process, purpose of credit, feasibility study, legal 
position, cash flow statement, the CBE report including risk analysis, different client's 
activities' economic evaluation, sources of repayments, insurance, client's ownership, 
post-loan credit review, cash flow analysis, market analysis, credit investigations, micro 
analysis and business cycle, macro analysis for the industry, SWOT analysis, client's 
competition position, structuring term sheet, commercial adjuster, KYC (know your 
client) form, facilities and profitability, investment size, secured (with collaterals) and 
unsecured (no collaterals) analysis for clients, client's personality, management style (is 
it a one man show? ), client's position in the market, client's deposits in the bank or in 
other banks, credit length, financial (36%) and nonfinancial factors (64%), tax situation, 
residence, marital status, net salary (and other personal information), liabilities, full 
credit assessment including factors, such as market share, securities and obligor, facility 
and sovereign risk ratings. 
Table 4.7: How frequently the bank analyses clients' financial data 
Frequency Percent Valid Percent 
Yearly 19 29.7 30.2 
Semi-annually 10 15.6 15.9 
Quarterly 16 25.0 25.4 
Monthly 15 23.4 23.8 
Weekly 3 4.7 4.8 
Total 63 98.4 100.0 
Missing 1 1.6 
Total 64 100.0 
The fourth question (question 3. d in the questionnaire) asks about how frequently a 
bank analyses and evaluates clients' financial data. It can be concluded that Egyptian 
banks vary in their evaluation of the client's financial data as shown in Table 4.7, and 
only a few banks review their clients' financial 
data on a weekly basis (4.8%), whilst 
the majority review it on a yearly (30.2%) or quarterly 
(25.4%) basis. 
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Question 5 (question 3. e) deals with the main sources of gathering information about 
the clients. As shown in Table 4.8 two different sources are of utmost importance: the 
client's previous relation with the bank, and the client's financial statements 
representing 98.4%. Other sources are very important as well. However, a credit bureau 
is neglected in Egypt; the 1.6% represents one bank, which gathers infonnation about 
their corporate clients from a foreign credit bureau as there is no credit bureau available 
in Egypt. 
Table 4.8: Main sources of gathering inforination about the clients 
Frequency Percent 
Bank's loan application form 58 90.6 
Bank's previous relationship with clients 63 98.4 
Client balance sheets 63 98.4 
Other banks 62 96.9 
Credit bureau 1 1.6 
Field visit to client (Market sector) 62 96.9 
The sector which the client works in 52 81.3 
Government institutions (CBE, ministries, etc) 60 93.8 
Other sources 27 42.2 
Other sources (42.2%) includes: anybody with whom the customer is dealing, clients 
themselves, consultant offices, credit Bureaux (outside Egypt) based on the customer 
location, credit information department in the bank, creditors and debtors, tax 
authorities, insurance, formal interviews and formal documents, full investigation, 
investigation/inquisition report, social insurance unit, market analysis, in depth financial 
analysis, market including customers and competitors of the client, market information 
& Infonnation Decision Support Centre (IDSC), newspapers, and Interpol in the case of 
some foreign clients. 
Question 6 (question 3J) enquired into the use and importance of factors, related to the 
credit evaluation decision, listed in Table 4.9. 
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It can be concluded from Table 4.9 that the following factors: financial statement 
analysis, purpose of the credit, the CBE report and market evaluation are of the utmost 
importance, as the responses stated that all banks in Egypt are using them (100%) in 
their credit evaluation. Other factors, such as collaterals, source of repayment, length of 
time with the bank and personal judgement are also very important as shown in Table 
4.9. 
Table 4.9: Statistics of factors related to credit evaluation decisions 
Factor 
Yes 
Resp 
% 
onses 
No % 
Important* % Not 
Important 
% Chi2 Test' 
DF Sig. 
Client's application form 61 95.3 3 4.7 57 89.1 4 6.3 1 . 000 
Financial statement analysis 64 100 0 0 64 100 0 0 -- 
Purpose of credit facilities 64 100 0 0 64 100 0 0 -- 
Financial ratios 62 96.9 2 3.1 62 96.8 0 0 1 . 000 
Warrantees/Col laterals 63 98.4 1 1.6 63 98.5 0 0 1 . 000 
Source of repayments 63 98.4 1 1.6 62 96.9 1 1.6 1 . 000 
Personal judgement 62 96.9 2 3.1 61 95.4 1 1.6 1 . 000 
Client's financial strenizths & 61 95.3 3 4.7 61 95.4 0 0 1 . 000 
weaknesses 
Cash flow statement preparation 61 95.3 3 4.7 60 93.8 1 1.6 1 . 000 
Credit scoring techniques 9 14.1 55 85.9 9 14.1 0 0 1 . 000 
Effective & timely credit 60 93.8 4 6.3 60 93.8 0 0 1 . 000 
processing 
Length of time with bank 63 98.4 1 1.6 60 93.8 3 4.7 1 . 000 
CBE investigation report 64 100 0 0 64 100 0 0 -- 
Personal reputation of the client 62 96.9 2 3.1 62 96.9 0 0 1 . 000 
Risk identification 50 78.1 14 21.9 49 76.5 1 1.6 1 . 000 
Market evaluation (Field visit) 64 100 0 0 64 100 0 0 -- 
Client's indebtedness 62 96.9 2 3.1 61 95.3 1 1.6 1 . 000 
Credit analysis 61 95.3 3 4.7 61 95.3 0 0 1 . 000 
Credit profile 62 96.9 2 3.1 62 96.9 0 0 1 . 000 
Credit review 58 90.6 6 9.4 57 89.2 1 1.6 1 . 000 
Credit approval procedures 59 92.2 5 7.8 59 92.3 0 0 1 . 000 
Other factors 20 31.3 44 68.8 - - - - -- 
*For this and the following table, important = very highly important + quite highly important + moderately important 
+ of very little importance. 
' For this and the following table, the chi-square test has an implicit null hypothesis of a 50: 50 split between 
'yes' and 
4no' responses. The alternative hypothesis is that there is a significant majority/minority. 
There is evidence of statistically significant differences at the 99% confidence level 
between the 'yes' and 'no' responses, for all factors, regarding the use of itemised 
factors, as shown by the chi-square test in Table 4.9 (for details see Appendix 
4. C). 
From these results it can be concluded that all public sector banks and the vast majority 
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of other banks 18 are using judgemental approaches in their credit evaluation in general 
and personal credit in particular. However, only nine responses related to the use of 
credit scoring, representing four private banks, some of which are using it for retail 
products, such as car loans and credit cards. 
Other factors (31.3%) include the following factors with a very high importance (scored 
points): client's management structure and experience, credit grant levels, 
creditworthiness criteria, post-loan review, client's future plans, inquisition/inquiry 
report, management style and evaluation, CRR, whether there is a second line for 
management, market & client conditions, organizational structure, relation with other 
banks, risk analysis and internal rating and watching after grant. Some other factors 
were quite highly important (scored 4 points), such as credit officer's visit, experience 
and work plans, expected profitability, ownership (Al-Malaa), and previous credit 
review reports. 
Question 7 (question 3. g) asked about indicating whether any of the factors listed below 
in Table 4.10 are used in making a credit decision or not, and if so, scoring their 
importance. 
It can be concluded from Table 4.10 that the number of years in business is the most 
important factor when making credit decisions. Also other factors, such as judgemental 
approaches, previous relation with the bank, creditworthiness and client's goodwill, are 
very important, whilst factors, such as currency exchange rate, are less important. There 
are statistically significant differences at the 99% confidence level 
between 'yes' 
responses and 'no' responses as revealed by the chi-square test as shown 
in Table 4.10 
18 This was clear to the researcher from the ordered responses 
(public, private and branches of foreign 
banks) in the data file summarising the questionnaire results. 
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for all factors, except the currency rate which was significant at the 95% confidence 
level. Again regarding the decision-making, all public sector banks and the vast 
majority of other banks are using personal judgemental approaches, whilst a few 
numbers as stated previously are using scoring models (see Appendix 4. C for details). 
Table 4.10: Statistics of factors related to making credit evaluation decisions 
Factor 
Yes 
Resp 
% 
onses 
No % 
Important % Not 
Important 
% Chi" Test 
DF Sig. 
Credit scoring techniques 9 14.1 55 85.9 9 14.1 0 0 1 . 000 
Credit judgemental techniques 62 96.9 2 3.1 61 95.4 1 1.6 1 . 000 
Years in business 63 98.4 1 1.6 62 96.9 1 1.6 1 . 000 
Client's strengths/weaknesses 61 95.3 3 4.7 61 95.3 0 0 1 . 000 
analysis 
Client's relationship with bank 62 96.9 2 3.1 61 95.3 1 1.6 1 . 000 
Client's relationship with other 62 96.9 2 3.1 62 96.9 0 0 1 . 000 
banks 
Creditworthiness evaluation 62 96.9 2 3.1 62 96.9 0 0 1 . 000 
Client's goodwill 62 96.9 2 3.1 61 95.4 1 1.6 1 . 000 
Type of sector that the client 61 95.3 3 4.7 60 93.7 1 1.6 1 . 000 
work in 
Currency exchange rate 41 64.1 23 35.9 39 61.0 2 3.1 1 . 024 
Other factors 8 12.5 56 87.5 - - - - -- 
The following factors have been given a very high importance by the respondents: 
prices on the security exchange should be considered, management ability, financial 
position and analysis, cash guarantees and other guarantees, management style, cash 
flows, repayment sources, how do clients hedge against currency risk; do clients have 
access to foreign currency and credit trace. Other factors were quite highly important, 
such as inquisition, field visit, profitability, and client's market nature; whilst, market 
competition and GATT accord were given a moderate importance. 
In summary, as revealed by the previous analysis, the key factors currently used 
in 
credit evaluation in the Egyptian banks include, 
for instance: financial statement 
analysis, the CBE report, the market visit, purpose of credit, personal 
judgement, 
sources of repayments, creditworthiness 
index and length of time with the bank. 
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Thus, the early pilot study, interviews and research questionnaires reach a similar 
conclusion, which is that all public sector banks and the vast majority of the other banks 
are using judgemental approaches and traditional analysis in their credit evaluation. This 
emphasises the potential importance of introducing credit scoring models to the 
Egyptian market. It follows that the investigative phase, including pilot study, 
interviews and questionnaires, addresses the first main research question, namely, 
"What are the currently used approaches to personal credit loan evaluations? " 
This naturally leads to the remaining research questions dealing with credit scoring 
models (see Chapters 5& 6), and emphasises the importance of building credit scoring 
models for Egyptian banks. As the vast majority of the Egyptian banks' responses 
stated, they expect to use credit scoring models in the future, as revealed in Table 4.11. 
Table 4.11: Credit scoring options and identification of the scoring system 
Credit scoring options (Q4. a) 
Ticked 
Frequency 
Percent Not ticked 
Frequency 
Percent 
Mandatory/Compulsory 9 14.1 55 85.9 
Optional 0 0 64 100 
Currently used 9 14.1 55 85.9 
Will be used in the future 55 85.9 9 14.1 
Credit scoring system (Q 4. b) 
Application scoring 1 1.6 63 98.4 
Semi-credit scoring 1 1.6 63 98.4 
Credit scoring model 7 10.9 57 89.1 
Behavioural scoring 1 1.6 63 98.4 
None 55 85.9 9 14.1 
Other 35 54.7 29 45.3 
Table 4.11 covers the last two questions (question 4. a & 4. b), which show the 
availability of using credit scoring and if so asks what system of credit scoring is 
currently used. Also, some of these few banks using scoring models are not using a 
complete scoring model, but a form of application scoring, such as semi-scoring and 
behavioural scoring system(s), is used as shown in Table 4.11. 
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Other approaches used in the Egyptian market include: Atla52 (computer program), 
central decisions, credit rating system, credit study form, creditworthiness & credit 
centralized criterion; creditworthiness & numeric evaluation system, creditworthiness 
ORR (Obligor Risk Rating), creditworthiness + financial analysis, creditworthiness -4- 
traditional analysis, creditworthiness + credit risk criteria, creditworthiness form from 
the CBE, CRR (credit risk rating) form, judgemental approaches, standardize package 
(from external consultant), weighted average, CRR scoring sheet & ORR for financial 
position of clients, currently we are preparing a unified fon-n for all merged banks; 
'Judgemental' behaviour (rating system), it is suggested to use Moody's but not yet, 
Moody's rating, MRR (risk), numeric system to evaluate risk (institutions & companies) 
and rating system (BIRD), and Intrinsic Rate Decision Tool (BNPP). 
Therefore, it can be implied that the use of credit scoring techniques should improve 
and develop the credit evaluation process in the whole system, as suggested by the 
respondents. 
For those few banks which use credit scoring, the following is a summary of some of 
the findings: all of them stated a5 (very highly important) point score as a response to 
question 4. d in the questionnaire. There were no responses at all regarding the statistical 
techniques currently being used with the current scoring software, such as logistic 
regression, neural network and genetic programming (question 4j). All respondents 
stated that the scoring system has been designed externally (question 41). In general, 
credit scoring is regarded as a very important tool in their credit evaluation, regardless 
of their complaints about ignoring some local/cultural variables even in the current 
system(s). 
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4.5 Conclusion 
It is clear from the analysis of this investigative phase that personal judgemental 
approaches are being used by all Egyptian banks, except a very small number of private 
banks. This naturally leads to enquiring into whether credit scoring models have 
something significant to offer these banks in terms of more efficient classification 
results and decision-making, and whether there is a role for some fairly sophisticated 
models. The remaining research questions will be addressed in the next two chapters. 
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CHAPTER 5. EVALUATIVE ANALYSIS OF 
PROPOSED CREDIT SCORING MODELS FOR 
EGYPTIAN PRIVATE BANKS: A CASE STUDY 
5.1 Introduction 
In the previous chapter, an analysis of the early pilot study, structured interviews and 
research questionnaire were investigated to determine the currently used techniques and 
characteristics for the evaluation of personal loans; to assess the advantages and 
disadvantages of the current system; and to make suggestions for improving the 
currently used system in the Egyptian banking sector. A gap was identified pertaining to 
more formal credit scoring modelling. 
Thus, in this chapter, credit scoring models have been built using conventional 
techniques, namely, WOE measure, MDA, PA and LR; and advanced statistical 
techniques, namely, PNNs, MLFNs and GP. The reason for using those statistical 
techniques is to investigate whether different results in terms of ACC rates and different 
EMCs were being achieved; to investigate the effect of different sub-sample sizes on the 
ACC rates and EMCs; and to provide a wide range of statistical credit scoring 
applications to the real field with an evaluation of the predictive ability of different 
statistical scoring models. 
The 12 finally selected variables for different credit scoring models are as follows: loan 
amount, company, gender, marital status, age, monthly salary, additional 
income, house 
owned or rented, telephone, educational level, 
loans from other banks and corporate 
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guarantee; in addition to the loan quality as the dependent variable (for more details see 
Appendix 5. A). Since the purpose of a credit scoring model is for prediction, it can be 
argued that the issue of multi collinearity is not crucial. Nevertheless, correlations 
between independent variables were considered. Because of the high correlation 
between the loan amount and monthly salary, 0.963, an orthogonalisation test has been 
used to keep the effect of both variables in the proposed models because of their 
potential importance. The revised correlation, after running the test, was 0.269; all other 
variables had correlations within an acceptable range 19 . 
In order to run the proposed scoring models, STATGRAPHICS Plus 5.1, SPSS 15.00, 
Palisade Neural Tools software, ScortoTM Credit Decision Software and DiSCipUlUSTM 
Genetic-Programming Software were used in this research. The detailed credit scoring 
results using the above-mentioned scoring modelling techniques and sub-sampling can 
be summarized as follows. 
5.2 Whole Sample Credit Scoring Models 
All models in this section were built using the whole sample, 581 cases (for more 
details regarding whole sample conventional scoring techniques namely, MDA, PA and 
LR, see Appendix 53), including the NN and GP models, which were built using the 
same sample. 
19 The highest correlation, after orthogonal i satio n test, was between house owned or rented and additional 
income at 0.6450. Nevertheless, Gujarati (2003, p. 359) stated that only over 
0.80 are correlations a 
serious problem. Lewis-Beck (1980, p. 60) stated that around 0.8 or 
larger is a multicollinearity problem, 
and recognises that many researchers treat values 
less than 0.8 as being not a problem; although he 
recommends looking at the inter-relationships 
between each independent variable with the other 
independent variables. Furthermore, Alm (1998, p. 268) also stated that, as a general rule for inspecting a 
correlation, multicol linearity problems pertain to 
high values, usually larger than 0.7, for example. 
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5.2.1 Conventional Credit Scoring Models 
Four statistical scoring techniques have been used in this section to build the proposed 
scoring models namely, WOE Measure, MDA, PA, and LR. 
5.2.1.1 Weight of Evidence Measure 
Following the methodology provided earlier in Chapter three, all the selected 12 
variables used in building the scoring models had a good information value (average, 
strong, and very strong predictors), except three variables which are COMP, GENDER 
(weak predictors), and HOR (poor predictor) with IV of 0.0584,0.0422, and 0.0033, 
respectively (for IV details for all variables, see Appendix 5. C). However, due to their 
potential importance and for a fair comparison with other whole sample techniques, it 
had been decided to keep them in the proposed models. As shown in Table 5.1, a 
63.68% ACC rate was found with a 50% cut-off point and 82.27% with a 15% cut-off 
point which was the highest ACC rate (for different cut-off points, see Appendix 5. D) 
with WOE. Using only average, strong and very strong predictor variables, WOE,, 9 
variables have been selected with a 62.82% ACC rate with standard 0.50 cut-off point 
and 82.27% ACC rate with 0.20 cut-off point. 
For the purpose of improving the proposed model, three more trial- applications have 
been developed, as a form of sensitivity analysis, taking into account that the 139 cases 
out of 581 cases which had a corporate guarantee, which means there is no such chance 
for any of them to be defaulted. Details of the three trial-applications are as follows: 
First, the score of the corporate guarantee is removed for each of the 139 cases from 
their total score; the reason for this is these scores were very high compared with other 
sub-variable scores, which affect the average cut-off score 
for the overall model, then 
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taking into account that those 139 cases were still part of the model but without the sub- 
corporate guarantee scores. Results for these models are shown in Table 5.1, with 
64.03% and 63.86% ACC rates for WOETI (using all variables) and WOETI I (using only 
average, strong, and very strong predictor variables), respectively. As a second trial, it 
had been decided to take these 139 cases out, because of their observed certainty of 
repayment, from the total sample, the remaining number of cases being (581-139=) 442 
cases. Classification results for these models are provided in Table 5.1. A 73.08% 
(using all variables) and a 73.30% (using good predictor variables only) ACC rates were 
produced from WOET2and WOET21 , respectively. 
Table 5.1: Classification results for the WOE models using the whole sample 
Observed Predicted group Observed Predicted group 
group Model G B T T% group Model G B T T% 
WOE WOE, 
G 222 211 433 51.27 G 217 216 433 50.12 
B 0 148 148 100.00 B 0 148 148 100.00 
T 581 63.68 T 581 62.82 
WOETI WOET II 
G 232 201 433 53.58 G 230 203 433 53.12 
B 8 140 148 94.59 B 7 141 148 95.27 
T 581 64.03 T 581 63.86 
WOET2 WOET21 
G 183 111 294 62.24 G 183 111 294 62.24 
B 8 140 148 94.59 B 7 141 148 95.27 
T 442 73.08 T 442 73.30 
WOET3 WOET31 
G 322 111 433 74.36 G 322 111 433 74.36 
B 8 140 148 94.59 B 7 141 148 95.27 
T 581 79.52 T 581 79.69 
G= good, B= bad, T= total for this table and subsequent tables. Cut-off point 0.50. 
Finally, it had been decided to add these 139 cases to the classification procedures 
(matrix) in the previous trial again to the number of good customers correctly classified, 
because they are still part of the overall sample. A 79.52% ACC rate was found using 
all variables and a 79.69% ACC rate using average, strong and very strong predictor 
variables, as shown in Table 5.1. [In order to reach the highest ACC rate in this trial, all 
possible cut-off points were investigated, and 82.62% and 83.48% ACC rates were 
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found with a 30% cut-off point for both WOET3 (using all variables) and WOET31 (using 
good predictor variables only), respectively]. However, for the purpose of comparing 
classification results with other techniques, only WOE and WOE, will be used as all 
predictor variables are included. 
5.2.1.2 Multiple Discriminant Analysis 
MDA credit scoring models were designed to develop a set of discriminating functions, 
which can help predict the dependent variable. All the 12 predictor variables were 
entered. The one discriminating function with a P-value of 0.0000 (see Appendix 5. B) 
was statistically significant at the 95% confidence IeVeI20 . From the results revealed in 
Table 5.2, it can be observed that the ACC rate is 86.75%, depending on 0.5 prior 
probabilities for groups. A stepwise discriminant approach (Neter et al, 1996; Johnson 
& Wichern, 2002; Lee et al, 2002) was adopted in building the MDA scoring model 
(calling this MDAI). 
The stepwise approach was run on a forward basis, entering at each step the variable 
that minimizes the overall Wilks' lambda. The minimum partial F to enter was 3.84, and 
the minimum partial F to remove was 2.71. Prior probabilities were used treating all 
groups equally, and the covariance matrix was applied 'within groups'. Nine significant 
predictor variables were selected in the final model (discriminant function), LOAN 
AMO, COR GUARý TELE, LFOB, AGE, MAR STA, EDU, HOR, and SALA. From 
Table 5.2, an 86.92% was observed as the ACC rate. 
20 For all MDA models discussed in this chapter, all 12 variables were entered and the 
P-value was 
0.0000 and thus statistically significant at the 95% confidence 
level. 
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Table 5.2: Classification results for the MDA, MDAI, PA, PAI, LR and LRI using the whole sample 
Observed Predicted group Observed Predicted group 
group Model G B T T% group Model G BT T% 
MDA MDA, 
G 372 61 433 85.91 G 372 61 433 85.91 
B 16 132 148 89.19 B 15 133 148 89.86 
T 581 86.75 T 581 86.92 
PA PA, 
G 407 26 433 94.00 G 403 30 433 93.07 
B 45 103 148 69.59 B 44 104 148 70.27 
T 581 87.78 T 581 87.26 
LR LRI 
G 407 26 433 94.00 G 406 27 433 93.76 
B 42 106 148 71.62 B 43 105 148 70.95 
T 
_581 
88.30 T 581 87.95 
Cut-off point 0.50. 
5.2.1.3 Probit Analysis 
PA credit scoring models were developed to describe the relationship between the 
dependent variable (LOAN QUA) and 12 independent variables. Because the P-value 
for the model in the analysis of deviance table (for more details see Appendix 5. B) is 
less than 0.0 1, there is a statistically significant relationship between the variables at the 
99% confidence level 21 . In addition, the P-value 
for the residuals is greater than or 
equal to 0.10, indicating that the model is not significantly worse than the best possible 
model for this data at the 90% or higher confidence level22 . All selected variables were 
significant at the 95% confidence level except three variables: ADD INC, GENDER, 
and COMP (in addition to HOR with a P-value of 0.1002, but after excluding the three 
variables which became significant with a P-value of 0.0179). But because of their 
potential importance they were kept in the model. Table 5.2 reveals an 87.78% ACC 
rate for this model using a 50% cut-off point. Nevertheless, the highest correct 
classification per cent was found using a 65% cut-off point, which is 89-33% (see 
Appendix 5. D). 
" Coincidentally, the same level of confidence was found for all PA models in this chapter. 
22 Ibid. 
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Hence the model has been run again, without ADD INC, GENDER and COMP (calling 
this the PAI model). All included variables were significant, and an 87.26% ACC rate 
was observed with a cut-off of 50% as it is shown in Table 5.2. The highest ACC rate at 
8 8.81 %, using a 60% cut-off point, was found. 
5.2.1.4 Logistic Regression 
Table 5.2 summarizes the results of the LR credit scoring model, using the original 12 
predictor variables. It can be observed that the ACC rate was 88.30% with a 0.5 cut-off 
point. Because the P-value for the model is less than 0.01 (see Appendix 5.1)), there is a 
statistically significant relationship between the variables at the 99% confidence leve123. 
In addition, the P-value for the residuals is greater than or equal to 0.10, indicating that 
the model is not significantly worse than the best possible model for this data at the 
90% or higher confidence leve124 . The 
highest ACC rate was 89.85% with a 0.60 cut-off 
point. 
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Figure 5.1: Model prediction for loan quality 
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As shown in Figure 5.1, there are many cases of a high probability prediction of good 
credit, which were confinned as true. Where the prediction probability exceeds 
0.60 
there are a few false results, i. e. bad credits; and vice versa, i. e. for probabilities of good 
23 For all LR models represented in this chapter, coincidentally the same confidence 
level was achieved. 
24 ibid. 
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credits less than 0.60 there are more false results, than true results, i. e. more bad credits 
associated with low predictions of good credits, than good credits associated with 
predictions of good credits. 
Prediction capability for LOAN QUA describes the relationship between different cut- 
off points and the per cent correctly classified. As shown in Figure 5.2, the middle blue 
line refers to the total correctly classified. The highest orange line at the lower cut-off 
rates is the true correctly classified set, while the lowest red line at the lower cut-off 
rates refers to the falsely classified set. 
Figure 5.2: Prediction capability plot for loan quality 
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Actually, three variables were not significant at the 95% confidence level: ADD INC, 
GENDER, and COMP (in addition to HOR with a P-value of 0.1695 but after excluding 
just the ADD INC, the P-value of HOR became 0.0429 and 0.0275 after excluding the 
ADD INC, GENDER and COMP). The model was run again (which we called model 
LRI) without ADD INC, GENDER and COMP; all predictor variables were significant 
at the 95% confidence level. The ACC rate as it is shown in Table 5.2 was 
87.95% with 
a 0.50 cut-off pointq and 89.16% with a 0.60 cut-off point 
25 
25 Appendix 5D summarizes the whole sample analysis using conventional techniques namely, PA, PAI, 
LR, and LRI with different cut-offs, and their average correct classification rates. 
This option was not 
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5.2.2 Advanced Credit Scoring Models 
NNs and GP are the advanced statistical techniques used in building proposed scoring 
models in this and subsequent sections. 
5.2.2.1 Neural Net Credit Scoring Models 
Two different types of NNs are used in this and subsequent sections: firstly, PNNs, 
because of the categorical nature of the predictor variable; and, secondly, are MLFNs, 
for which four nodes are chosen with MLFNs. 
5.2.2.1.1 Probabilistic Neural Net 
PNN model was designed using the whole data-set and the 12 independent variables. 
The reason for using the whole data-set in building the proposed model is to compare 
the results with the conventional techniques mentioned above. Table 5.3 summarizes the 
results for the PNN credit scoring model. It can be observed that the ACC rate was 
95.52%. Additionally, of the 148 bad credits, 131 (88.51%) were predicted to be bad 
credit. The predictive accuracy for good credit was exceptional at 97.92% (424/433). 
Table 5.3: Classification results for the PNN and MLFN using the whole sample 
Observed Predicted group Observed Predicted group 
group Model GBTT% group Model GBTT% 
PNN MLFN 
G 424 9 433 97.92 G 416 17 433 96.07 
B 17 131 148 88.51 B 21 127 148 85.81 
T 581 95.52 T 581 93.46 
5.2.2.1.2 Multi-Layer Feed-forward Net 
An MLFN credit scoring model was developed using four nodes, running the model 
applying the whole data-set with all the 12 predictor variables. It can be observed from 
available using discriminant analysis, the standard cut-off being 0.50 only in SPSS 15.0 and 
STATGRAPHICS Plus 5.1 
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Table 5.3 that the ACC rate was 93.46%. Its predictive accuracy for good credit was 
96-07% and 8 5.8 1% for bad credit. 
5.2.2.2 Genetic Programming Models 
Two types of GP models are used in this part, a program model (evolved program), 
which is a single program, and a team model, which is composed of single program 
models combined in order to produce better results than any of the single program 
modelS26. Two samples are used to develop the genetic scoring models, comprising 
training data (used for genetic evolution) and validation data (used for model 
selection)27. 
5.2.2.2.1 Program Model 
A GP program model was designed using the whole data-set divided virtually equally 
between training and validation samples including all the 12 predictor variables. Again 
the overall data-set is used in building the proposed program model for a better 
comparison of results with all other statistical models, as discussed earlier. 
Table 5.4 summarizes the best genetic program model, GPp, classification results. It can 
be observed that the ACC rates for training and validation samples were 90.39% and 
90.00%, respectively. The overall training and validation ACC rate was 90.19%. For the 
purpose of comparing genetic results with other statistical techniques, both training and 
validation classification results will be used (both training and validation samples are 
used to select the best models) to produce the whole sample genetic scoring model, as 
discussed in the methodology chapter. 
26 The same two types of GP are used for all GP models in the rest of this chapter. 
27 The terms "genetic evolution" and validation data for "model selection" have been used by the 
providers of DiSCipUlUSTm Genetic-Programming Software. 
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Table 5.4: Classification results for the genetic programming, namely, GP and GP, using- the whole 
sample 
P 1ý 
Sample Training sample Validation sample Overall T&V sample 
Model G B T T% G B T T% G B T T% 
GPp 
G 213 18 231 92.21 192 10 202 95.05 405 28 433 93.53 
B 10 50 60 83.33 19 69 88 78.41 29 119 148 80.41 
T 291 90.38 290 90.00 581 90.19 
GPt 
G 217 14 231 93.94 192 10 202 95.05 409 24 433 94.46 
B 6 54 60 90.00 20 68 88 77.27 26 122 148 82.43 
T 291 93.13 290 89.66 581 91.39 
5.2.2.2.2 Team Model 
A GP team model was developed, as a part of the currently used genetic software 
design, following the same procedures as developed using the program model using the 
whole data-set in terms of training and validation and all the 12 predictors. ACC rates 
for genetic best team model, GPt, were 93.13% and 89.66% for both training and 
validation samples, respectively. A 91.39% ACC rate was found using overall training 
and validation sample, and the team size was 5 programs. This achieved a 1.20% 
increase over the best program model's overall ACC rate. 
As shown in Figure 5.3, for a small number of completed runs (on the left hand side), 
the overall training and validation performance line of the GPp (dark red line) is better 
than the overall training and validation perfonnance line of the GPt (light green line). 
For an increased number of completed runs both GPp and GPt are close to each other but 
GP, is better than GPp. For a high number of completed runs (on the right hand side), it 
is clear that the overall training and validation performance GPt line is much better than 
the overall training and validation perfonnance GPp line. This supports the classification 
results shown in Table 5.4. 
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Figure 5.3: Genetic best program and best team overall training and validation performance 
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5.2.3 Comparison of results of different credit scoring models for the 
whole sample 
Since the ACC rate became an important criterion in evaluating the classification 
capability of the scoring models, it was important to compare the results of the different 
models. The classification results for all proposed models are compared in order to 
evaluate these models. Table 5.5 summarizes the ACC rate results for conventional 
techniques namely, WOE, WOE,, MDA, MDAI, PA, PAI, LR, and LRI, and advanced 
techniques namely, PNN, MLFN, GPp, and GPt. 
For the purpose of comparing results of all models developed in this section, and in 
order to evaluate the overall credit scoring capability and effectiveness, the MCs have 
been taken into account, beside the ACC rate, in order to find the minimum EMC in a 
credit scoring model (West, 2000). 
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It is a complicated and challenging task to provide reliable estimates of the MCs, 
therefore valid prediction might not be available, especially in an environment such as 
the Egyptian banking sector. However, it is generally believed in a credit scoring 
application that the costs associated with both type I and type II errors are significantly 
different. Generally, the MC associated with a type 11 error is much higher than the MC 
associated with a type I error (Lee & Chen, 2005). West (2000) noted that Dr Hofmann, 
who compiled his German credit data, reported that the ratio of MCs associated with 
type II and type I is 5: 1. In this research, this relative cost ratio will be used to calculate 
the EMC for the proposed models (further sensitivity analysis at the end of this chapter 
covers more MC ratios). The prior probabilities of good and bad credit are set as 74.5% 
and 25.5% respectively, using the ratio of good and bad credit in the Egyptian data-set. 
It can be concluded from Table 5.5 that LR has the highest ACC rate, which is 88.30%, 
amongst the conventional techniques. Meanwhile, PNN has the highest ACC rate, 
which is 95.52%, amongst all techniques. All models predict good credit better than bad 
credit, except the weight of evidence measure and multiple discriminant models namely, 
WOE, WOE,, MDA, and MDAI, respectively. In addition, the highest correctly 
classified bad credit was 100.00% for WOE models, whilst the highest correctly 
classified good credit was 97.92% for PNN. As shown in Table 5.5, on average the 
overall performance of the NNs and GP models is much better than the average 
perfonnance of the conventional techniques. 
Table 5.5 also reveals the type I (good credit is misclassified as bad credit), and type II 
(bad credit is misclassified as good credit) errors, and the estimated misclassifi cation 
costs, for the whole sample models. In general, the misclassification error associated 
with type 11 is higher than that associated with type 1, which is also true in other case 
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studies based on credit card and housing loans data-sets (Lee et al., 2002; Lee & Chen, 
2005). 
Table 5.5: Compar-ing classification results, errors, and EMCs for the selected techniques using the whole 
sample 
Scoring Overall sample Error results EMC 
model G% B% T% Type I Type 11 (5: 1) 
WOE 51.27 100.00 63.68 0.4873 0.0000 0.3630 
WOE, 50.12 100.00 62.82 0.4988 0.0000 0.3716 
MDA 85.91 89.19 86.75 0.1409 0.1081 0.2428 
MDAI 85.91 89.86 86.92 0.1409 0.1014 0.2343 
PA 94.00 69.59 87.78 0.0600 0.3041 0.4324 
PAI 93.07 70.27 87.26 0.0693 0.2973 0.4307 
LR 94.00 71.62 88.30 0.0600 0.2838 0.4065 
LRI 93.76 70.95 87.95 0.0624 0.2905 0.4169 
PNN* 97.92 88.51 95.52 0.0208 0.1149 0.1620 
MLFN 96.07 85.81 93.46 0.0393 0.1419 0.2102 
GPv 93.53 80.41 90.19 0.0647 0.1959 0.2980 
GP, 94.46 82.43 91.39 0.0554 0.1757 0.2653 
*Best model amongst all models. 
On the one hand, comparing conventional techniques, these results are consistent with 
the above analysis using probit and logistic models namely, PA, PAI, LR, and LRI, 
while the weight of evidence and multiple discriminant models namely, WOE, WOEI, 
MDA, and MDAI, respectively, did not agree with them. The WOE and MDA models 
predicted bad credits better than the other models did, because the type I errors in these 
models are higher than the type 11 errors. By contrast, PA, PAI, LR, and LRI predicted 
good credits much better than the WOE, WOE,, MDA, and MDAI. Accordingly, the 
type I errors in the last four conventional models are lower than the type 11 errors. 
Furthennore, where the type I error rate exceeds the type 11 error rate, as in the case of 
WOE, WOE,, MDA, and MDAI, the lower MC at 0.2343 is for MDAI. Also, it is 
known that the ACC rate criterion led to selecting MDA, at 86.92% (see Table 5.5). 
Correspondingly, where the type 11 error rate exceeds the type I error rate, as for PA, 
PAI, LR, and LRI, the lowest MC at 0.4065 is for LR. This is also the chosen model 
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between PA, PAI, LR, and LRI, for LR has, amongst these, the highest ACC rate at 
88.30% (see Table 5.5). 
On the other hand, all the advanced models' type 11 errors were higher than type I 
errors. The lowest MC at 0.1620 is for PNN amongst NNs and GP models. That was the 
chosen model, according to the ACC rate, which is PNN at a 95.52% ACC rate (see 
Table 5.5). Comparing all whole sample models, the lowest MC criterion leads to 
selecting PNN, with a minimum cost of 0.1620. However, this does provide the highest 
ACC rate, which was 95.52% for PNN. 
5.3 Validated Credit Scoring Models 
The main purpose of this section is to investigate whether different results in terms of 
ACC rates and EMCs could be achieved using different sub-sample sizes. It was 
considered important to make a fair comparison between all proposed scoring models 
using different statistical techniques, and to reduce and/or avoid samPle bias, which 
might happen in the above whole sample analysis. Hence, a simple validation technique 
was applied by dividing the whole data-set into training sub-samples and hold-out 
(testing) sub-samples that test the predictive effectiveness of the fitted models. To study 
the overall predictive capability of the classification models, the whole data-set was 
used (training plus testing) as test-sets, as reported and explained in Appendices 5. G, 
5. K and 5.0. Three different sub-samples are used in this section. Firstly, sub-sample,: 
a 90% training data-set sub-sample and a 10% testing data-set sub-sample; secondly, 
sub-sample2: an 80% training data-set sub-sample and a 20% testing data-set sub- 
sample; thirdly, sub-sample3: a 67% training data-set sub-sample and a 33% testing 
data-set sub-sample. Analysis of different sub-samples is discussed below. 
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5.3.1 Sub-sample,: 90% training sub-sample and 10% testing sub- 
sample 
The applied validation technique used in this sub-sample is based on a training sub- 
sample, (523 cases) and a testing sub-sample, (58 cases). The testing sub-sample, tests 
the predictive effectiveness of the fitted model. To study the overall predictive 
capability of the classification models, the whole data-set was used as a test set. The 
detailed credit scoring results using the above-mentioned scoring modelling techniques 
can be summarized as follows. 
5.3.1.1 Conventional Credit Scoring Models 
All models in this section were built using the training sub-sample,, 523 cases (for more 
details, see Appendix 5. E), and were tested using the hold-out sub-sample,, 58 cases. 
The overall ACC rates in this section are based on training plus hold-out rates. 
5.3.1.1.1 Weight of Evidence Measure 
Following the same methodology used in the whole sample WOE section, and using 
only the training data-set all the 12 variables are used in building the scoring models, 
including three weak predictor variables (COMP, GENDER, and EDU) and one poor 
predictor (HOR), because of its potential importance and for the comparison purposes 
with other scoring models (see Appendix 5. F for all variables IV details). 
Table 5.6 summarizes the classification results for testing, training, and overall sub- 
samples, using WOE technique. Only 49.40% ACC rate was found using basic WOE 
model, with 5 5.17% ACC rate using the testing sub-sample 1, for which the data played 
no role in building the model, and ACC rate of 48.76% using the training sub-sample,, 
for which the data were used in building the model. 
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Table 5.6: Classification results for the WOEs using the sub-sample,; predictions (in colunins) versus 
observations (in rows) 
Sample Hold-out sub-sample, Training sub-sample, Overall sub-sample, 
Model G B T T% G B 
_T 
T% G B T T% 
WOE 
G 18 26 44 40.91 121 268 389 31.11 139 294 433 32.10 
B 0 14 14 100 0 134 134 100 0 148 148 100 
T 58 55.17 523 48.76 581 49.40 
WOETI 
G 24 20 44 54.55 214 175 389 55.01 238 195 433 54.97 
B 1 13 14 92.86 8 126 134 94.03 9 139 148 93.92 
T 58 63.79 523 65.01 581 64.89 
WOET2 
G 17 9 26 65.38 169 99 268 63.06 186 108 294 63.27 
B 1 13 14 92.86 8 126 134 94.03 9 139 148 93.92 
T 40 75.00 402 73.38 442 73.53 
WOET3 
G 35 9 44 79.55 290 99 389 74.55 325 108 433 75.06 
B 1 13 14 92.86 8 126 134 94.03 9 139 148 93.92 
T 58 82.76 523 79.54 581 79.86 
Cut-off point 0.50 
Again, three models (trials) were developed in order to improve the overall 
classification results for WOE. As shown in Table 5.6, the ACC rate using WOETI 5 fOr 
which the total scorefor each of the 139 cases did not include the COR GUAR score, 
was 64.89%, and a 65.01% and 63.79% ACC rates for training and testing sub- 
samples,, respectively. Excluding the 121 corporate guarantee cases from the total 
training sub-sample, (i. e. 523-121=402), and the 18 corporate guarantee cases from the 
testing sub-sample, (i. e. 58-18=40), leads to WOE-r2, where the ACC rates for testing, 
training, and overall sub-samples were 75.00%, 73.38%, and 73.53%, respectively. 
Using WOET3, where all excluded COR GUAR cases have been added back to the sub- 
samples, (i. e. 17+18=35 and 169+121=290 for testing and training sub-sample, 
respectively), ACC rates for training, testing, and overall sub-samples were 79.54%, 
82.76%, and 79-86%, respectively as revealed in Table 5.6. 
Multiple Discriminant analysis 
From the results revealed in Table 5.7, it can be observed that the ACC rate 
for the 
training sub-sample,, for which the data were used in building the model, is 
86.23%, 
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depending on 0.5 prior probabilities for groups. A 94.83% ACC rate was found using 
the hold-out sub-sample,, for which the data played no role in building the niodel. The 
overall ACC rate, having used the whole data-set, training plus hold-out sub-samples Iý 
as a test set to study the overall predictive capability of the classification models, is 
87.09%. For further statistical analysis, see Appendix 5. E. 
Table 5.7: Classification results for the MDA, PA and LR using the sub-sample,: predictions (In columns) 
versus observations (in rows). 
Sample Hold-out sub-sample, Training sub-sample, Overall sub-sample, 
Model G BT T% G B T T% G B T T% 
MDA 
G 42 2 44 95.45 331 58 389 85.09 373 60 433 86.14 
B 1 13 14 92.86 14 120 134 89.55 15 133 148 89.86 
T 58 94.83 523 86.23 581 87.09 
PA 
G 43 1 44 97.73 363 26 389 93.32 406 27 433 93.76 
B 3 11 14 78.57 44 90 134 67.16 47 101 148 68.24 
T 58 93.10 523 86.62 581 87.26 
LR 
G 43 1 44 97.73 363 26 389 93.32 406 27 433 93.76 
B 2 12 14 85.71 37 97 134 72.39 39 109 148 73.65 
T 58 94.83 523 87.95 581 88.64 
Cut-off point 0.50 
5.3.1.1.3 Probit Analysis 
All 12 selected variables were significant at the 90% confidence level, except three 
variables: ADD INC, GENDER, and COMP. However, due to thelr potential 
importance they were retained in the model. Table 5.7 reveals an 86.62% ACC rate in 
the training sub-sample, and a 93.10% ACC rate in the hold-out sub-sample,. 
Moreover, an 87.26% ACC rate has been revealed in the whole sub-sample, for this 
model using a 50% cut-off point (for statistical details, see Appendix 5. E). 
Logistic Regression 
Using the original 12 predictor variables, Table 5.7 summarizes the results of the 
LR 
credit scoring model. It can be observed that the 
ACC rate was 88.64% with a 0.5 cut- 
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off point in the overall sub-samplel; and 87-95% and 94.83% ACC rates for training and 
hold-out sub-samples,, respectively (model statistics are provided in Appendix 5. E). 
5.3.1-1.5 Predictive Ability for Conventional Techniques 
From results revealed in Tables 5.6 and 5.7, it can be observed that both MDA and LR 
have the highest predictive ability amongst all conventional statistical techniques with a 
94.83% ACC rate for them both. It may be argued that LR is better than MDA as the 
fon-ner has higher overall ACC rate than the latter (i. e. 88.64% for LR > 87.09% for 
MDA). The predictive ability for WOE scoring models is much lower than other 
conventional techniques, as shown in Table 5.6, while the ability of PA model is much 
better than this ability in WOE, but with a little lower than predictive ability in the 
MDA and LR models. 
5.3.1.2 Advanced Credit Scoring Models 
In this section, both NNs and GP have been applied using the training sub-sample, in 
building the scoring models; the testing sub-sample, to test the predictive ability of the 
fitted models; and overall sub-sample, to test the overall predictive capability of 
advanced scoring models. 
5.3.1.2.1 Neural Net Credit Scoring Models 
In this section, the focus is upon NN models, using the same training sub-sample, as 
that used in building the conventional models, and the same hold-out sub-sample, to test 
them. 
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5.3.1.2.1.1 Probabilistic Neural Net 
PNN model was designed using the same training data-set and the 12 independent 
variables. Again the same hold-out data-set, in which the data played no role in building 
the model, was used to test the fitted model. Table 5.8 summarizes the results for the 
PNN credit scoring model. It can be observed that the ACC rate was 95.60% in the 
training sub-sample, and 89.66% in the hold-out sub-sample,. Furthennore, the PNN 
model revealed a 95.01% ACC rate in the overall sub-sample,. 
5.3.1.2.1.2 Multi-Layer Feed-forward Net 
A MLFN credit scoring model was developed using four nodes, running the model, and 
applying the same training data-set with all the 12 predictor variables. It can be 
observed from Table 5.8 that the ACC rate was 92.73% in the training data-set. A 
94.83% ACC rate was found for the same hold-out sub-sample, and the overall ACC 
rate was 92.94%. 
Table 5.8: Classification results for the PNN and MLFN using the sub-sample,: predictions (in columns) 
versus observations (in rows) 
Sample Hold-out sub-sample, Training sub-sample, Overall sub-sample, 
Model GB T T% G B T T% G B T T% 
PNN 
G 42 2 44 95.45 380 9 389 97.69 422 11 433 97.46 
B 4 10 14 71.43 14 120 134 89.55 18 130 148 87.84 
T 58 89.66 523 95.60 581 95.01 
MLFN 
G 42 2 44 95.45 372 17 389 95.63 414 19 433 95.61 
B 1 13 14 92.86 21 113 134 84.33 22 126 148 85.14 
Total 58 94.83 523 92.73 581 92.94 
5.3.1.2.2 Powerful Neural Net Credit Scoring Models 
The main difference between basic NNs models and powerful NNs models is that for 
the basic NNs, the data cases in both training and hold-out sub-sample, were pre- 
selected randomly by the researcher and fixed for subsequent analysis, using different 
statistical techniques, by dividing the whole data-set into a 10% hold-out sub-sample, 
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and a 90% training sub-sample, (the same sub-samples, data-sets were used with other 
scoring techniques used in the 90% training sub-sample, section namely, WOE, MDA., 
PA, LR, PNN, MLFN, GPp, and GPt). By contrast, in the powerful NNs models, the 
data cases in the hold-out and the training sub-samples were automatically selected by 
the Neural Tools software, applying a different 10% data-set as a hold-out sub-sample 
and a different 90% data-set as a training sub-sample each time (trial) 28. 
PNNs, MLFNs, and BNSs, of which the latter is also an option in the Neural Tools 
Software, were used in this section. The experiment was repeated 20 times with a 
different testing sub-sample each time, and the remaining data-set was the training sub- 
sample. The reason for repeating the process was to investigate whether different 
results, in terms of ACC rate, were being achieved because of the random selection 
procedure as part of the software design, and this procedure is repeatedfor subsequent 
sub-samples. Statistical tests will be conducted to investigate any significant differences 
between the powerful neural net credit scoring models. 
5.3.1.2.2.1 Probabilistic Neural Nets 
Table 5.9 summarizes the classification results of the PNN credit scoring models for the 
hold-out (testing), training and overall sub-samples. A 95.53% ACC rate was found 
with PNN8 (for trial number eight) and PNN17 (for trial number seventeen) in the 
overall sub-samples. The highest ACC rate in the hold-out (testing) sub-samples was 
94.83% for PNN2- Meanwhile the highest ACC rate in the training sub-samples was 
96.75% for PNN17- 
28 This is the case with other powerful NNs models in other sub-samples; using different classifications 
(i. e. 20% and 33% hold-out sub-samples and 
80% and 67% training sub-samples, in the next two main 
sections). 
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It can be observed from Table 5.9 that all PNNs predict good credit much better than 
bad credit in all sub-samples (hold-out, training, and overall) except only one model in 
the hold-out sub-samples for PNNI. Also, the highest bad predictor in the overall sub- 
samples was 89.86% and 91.04% in the training sub-samples for PNN8; whilst it was 
92.86% in the testing sub-samples for PNNI. Meanwhile, the highest good predictor in 
the hold-out sub-samples was 95.56% for PNN2 and 98.72% for PNN5, PNNII and 
PNN17 in the training sub-samples and 98.15% in the overall sub-samples for PNN8. 
Table 5.9: Classification results applying the 20 powerful PNNs for the sub-sample, 
Sample Hold-out sub-samples Training sub-samples Overall sub-samples 
Neural Net G%B%T%G%B%T%G%B%T% 
PNNi 90.91 92.86 91.38 96.66 86.57 94.07 96.07 87.16 93.80 
PNN2** 95.56 92.31 94.83 97.42 85.93 94.46 97.23 86.49 94.49 
PNN3 86.84 75.00 82.76 98.23 89.06 95.98 97.23 87.16 94.66 
PNN4 95.12 70.59 87.93 97.70 87.79 95.22 97.46 85.81 94.49 
PNN5 88.10 62.50 81.03 98-72 89.39 96.37 97.69 86.49 94.84 
PNN6 90.91 71.43 81.12 98.71 88.81 96.18 97.92 87.16 95.18 
PNN7 92.86 75.00 87.93 97.70 87.88 95.22 97.23 86.49 94.49 
PNN8* 95.45 57.14 86.21 98.46 91.04 96.56 98.15 87.84 95.53 
PNN9 95.12 82.35 91.38 98.21 88.55 95.79 97.92 87.84 95.35 
PNNIO 90.48 68.75 84.48 97.70 90.15 95.79 97.00 87.84 94.66 
PNNII 83.72 80.00 82.76 98.72 88.72 96.18 97.23 87.84 94.84 
PNN 12 86.11 68.18 79.31 97.98 88.10 95.60 97.00 85.14 93.98 
PNN13 91.11 61.54 84.48 98.45 88.89 95.98 97-69 86.49 94.84 
PNN14 88.64 71.43 84.48 97.17 87.31 94.65 96.30 85.81 93.63 
PIýN 15 95.35 73.33 89.66 97.69 87.22 95.03 97.46 
85.81 94.49 
PNN16 95.24 81.25 91.38 96.68 85.61 93.88 96.54 85.14 93.63 
PIýN 17 85.71 81.25 84.48 98.72 90.91 96.75 97.46 89.86 95.53 
PNN 18 91.30 75.00 87.93 94.57 88.97 
93.12 94.23 87.84 92.60 
PNNjq 91.84 66.67 87.93 98.70 89.21 96.18 97.92 87.84 95.35 
PNN20 93.02 86.67 91.38 96.41 85.71 93.69 96.07 85.81 93.46 
*Best PNN model based on overall samples. "Best PNN model based on testing samples. 
5.3.1.2.2.2 Multi-Layer Feed-forward Nets 
MLFN models were run 20 times to investigate the expected difference between the 
proposed models in terms of ACC rates, following the same methodology which is used 
in PNNs. Table 5.10 shows the classifications results for the hold-out (testing), training 
and overall sub-samples of the MLFN with only four nodes. A 95.53% 
ACC rate was 
found with MLFN3 in the overall sub-samples. It can be observed that the 
highest ACC 
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rate in the testing sub-samples was 94.83% for MLFN15. Furthen-nore, a 96.37% ACC 
rate was the highest ACC rate in the training samples for MLFN3- 
Table 5.10: Classification results applying the 20 powerful MLFNs for the sub-sample, 
Sample Hold-out sub-sam ples Training sub-samples Overall sub-sam ples 
Neural Net G% B% T% G% B% T% G% B% T% 
MUNI 88.64 92.86 89.66 93.32 94.78 93.69 92.84 94.59 93.29 
MLFN2 97.56 64.71 87.93 98.72 77.10 93.31 98.61 75.68 92.77 
MLFN3 90.70 80.00 87.93 97.69 92.48 96.37 97.00 91.22 95.53 
MLFN4 92.68 76.47 87.93 96.68 90.08 95.03 96.30 88.51 94.32 
MLFN5 93.62 90.91 93.10 96.63 89.05 94.65 96.30 89.19 94.49 
MLFN6 86.84 65.00 79.31 94.18 89.06 92.93 93.53 85.81 91.57 
MLFN7 90.24 52.94 79.31 98.47 83.21 94.65 97.69 79.73 93.12 
MLFN8 86.36 92.86 87.93 95.37 89.55 93.88 94.46 89.86 93.29 
MLFNq 87.50 61.11 79.31 96.95 92.31 95.79 96.07 88.51 94.15 
MLFNIO 85.71 87.50 86.21 94.88 93.18 94.46 94.00 92.57 93.63 
MLFN 11 82.98 63.64 79.31 95.60 93.43 95.03 94.23 91.22 93.46 
MLFN12 100.00 66.67 93.10 95.87 87.50 93.69 96.30 85.81 93.63 
MLFN13 87.23 81.82 86.21 92.23 94.16 92.73 91.69 93.24 92.08 
MLFN14 92.86 68.75 86.21 95.91 90.91 94.65 95.61 88.51 93.80 
MLFN]5** 100-00 81.25 94.83 94.88 89.39 93.50 95.38 88.51 93.63 
MLFN16 88.37 86.67 87.93 96.15 88.72 94.26 95.38 88.51 93.63 
MLFN17 97.78 61.54 89.66 96.39 89.63 94.65 96.54 87.16 94.15 
MLFN18 88.89 76.92 86.21 97.16 91.85 95.79 96.30 90.54 94.84 
MLFNjq 90.70 53.33 81.03 95.38 92.48 94.65 94.92 88.51 93.29 
MLFN20 86.36 71.43 82.76 96.14 89.55 94.46 95.15 87.84 93.29 
*Best MLFN model based on overall samples. "Best MLFN model based on testing samples. 
It can be observed from Table 5.10 that all the MLFNs predict good credit better than 
bad credit in all sub-samples, except two models in the training sub-samples, MUNI 
and MLFN13, three models in hold-out sub-samples, MUNI, MLFN8 and MLFMIO, and 
two models in the overall sub-samples, MLFNI and MLFN13- On the one hand, the 
highest bad predictor was 94.59% and 94.78% for MLFNi, in the overall and training 
sub-samples, respectively. Correspondingly, the highest bad predictor in the testing sub- 
samples was 92.86% in both MUNI and MLFN8, respectively. On the other hand, the 
highest good predictor was 100% in the hold-out sub-samples for both MLFN12 and 
MLFN15, respectively. Moreover, it was 98.72% and 98.61% for MLFN2 in both 
training and overall sub-samples, respectively. 
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5.3.1.2.2.3 Best Net Search 
MLFN using two to six nodes was an option, under the best net search, which was 
investigated. So, with PNN as well, six models were available, from which the software 
selected the best one. Classification results for the 20 BNSs are shown in Table 5.11. It 
can be observed that the ACC rate was 96-04% with BNS20-MLFN-6N (BNS20-MLFN- 
6N means trial number 20 under the best net search with m ulti- layer feed-forwa rd net 
selecting 6 nodes as a best net) and a 95-87% for BNS14-PNN in the overall sub- 
samples. A 94.83 % ACC rate was found in the testing sub-samples in both BNS II -PNN 
and BNS17-PNN, while a 97.32% ACC rate was observed in the training sub-samples 
with BNS2o-MLFN-6N. 
Table 5.11: Classification results applying the 20 powerful BNSs for the sub-sample, 
Sample 
Neural Net 
Hold-out sam 
G%B% 
ple 
T% 
Training sam 
G%B% 
ple 
T% 
Overall samp 
G%B% 
le 
T% 
BNSI-MLFN-2N 95.00 88.89 93.10 92.88 87.69 91.59 93.07 87.84 91.74 
BNS2-MLFN-6N 94.59 80.95 89.66 96.21 88.98 94.46 96.07 87.84 93.98 
BNS3-MLFN-5N 89.13 100 91.38 91.47 94.85 92.35 91.22 95.27 92.25 
BNS4-MLFN-6N 93.02 80.00 89.66 96.41 88.72 94.46 96.07 87.84 93.98 
BNS5-MLFN-5N 87.50 88.89 87.93 97.96 85.38 94.84 97.00 85.81 94.15 
BNS6-PNN 92.86 75.00 87.93 97.95 89.39 95.79 97.46 87.84 95.01 
BNS7-MLFN-5N 91.89 85.71 89.66 95.45 92.13 94.65 95.15 91.22 94.15 
BNS8-MLFN-2N 95.35 66.67 87.93 95.64 79.70 91.59 95.61 78.38 91.22 
BNS9-MLFN-5N 97.78 53.85 87.93 97.94 93.37 95.98 97.92 87.16 95.18 
BNSIO-MLFN-5N 93.75 90.00 93.10 97.92 90.58 95.98 97.46 90.54 95.70 
BNSII-PNN** 100 85.00 94.83 96.46 81.25 92.73 96.77 81.76 92.94 
BNS12-PNN 94.59 76.19 87.93 98.48 88.19 95.98 98.15 86.49 95.18 
BNS 13-MLFN-2N 93.48 75.00 89.66 96.64 78.68 
91.97 96.30 78.38 91.74 
BNS14-PNN 92.11 80.00 87.93 99.24 89.06 96.75 98.61 87.84 95.87 
BNS15-PNN 90.48 87.50 89.66 98.21 83.33 94.46 97.46 83.78 93.98 
BNS16-MLFN-4N 97.73 57.14 87.93 97.17 90.30 95.41 97.23 87.16 94.66 
BNS17-PNN** 100 72.73 94.83 97.41 83.21 93.69 97.69 82.43 93.80 
BNS, g-MLFN-6N 95.24 81.25 91.38 94.37 
98.48 95.41 94.46 96.62 95.01 
BNS, 9-MLFN-3N 93.33 76.92 89.66 97.94 
87.41 95.22 97.46 86.49 94.66 
BNS7n-MLFN-6N* 92.50 66.67 84.48 98.47 93.85 97.32 97.92 90.54 96.04 
*Best BNS model based on overall samples. "Best BNS model based on testing samples 
It can be seen from Table 5.11 that all the BNS models predict the good credit better 
than the bad credit, as well, except only two models in each of the main sub-samples 
(hold-out, training, and overall): BNS3-MLFN-5N and BNS5-MLFN-5N in hold-out 
sub-samples, BNS3-MLFN-5N and BNS]8-MLFN-6N in the training sub-samples, and 
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BNS3-MLFN-5N and BNS18-MLFN-6N in the overall sub-samples. Besides, the highest 
bad predictor in the training sub-samples was 98.48% for BNS18-MLFN-6N and 100% 
for BNS3-MLFN-5N in the hold-out sub-samples. Moreover, the highest bad predictor 
was 96.62% for BNS]8-MLFN-6N in the overall sub-samples. Correspondingly, the 
highest good predictor in the training sub-samples was 99.24% for BNS14-PNN and 
100% for both BNS II -PNN and BNS 17-PNN in the hold-out sub-samples. Moreover, the 
highest good predictor was 98.61 % for BNS14-PNN in the overall sub-samples. 
Table 5.12: A comparative statistical evaluation of the powerful neural net models for the sub-sample, 
NN Models 
PNN (0) MLFN (1) BNS (2) Overall 
Count 20 20 20 60 
Average (Mean) 94.492 93.598 94.062 94.0507 
Standard deviation 0,774329 0.887816 1.42134 1.11041 
ANOVA F-Ratio 3.52** 
Fisher's least significant difference test: 
PNN-MLFN 0.894** 
PNN-BNS 0.43 
MLFN-BNS -0.464 
Cochran's C Test: 0.592781 *** 
Bartlett's Test: 1.15367** 
Levene's Test: 3.27048** 
Tamhane test(): 
PNN-MLFN 0.894** 
PNN-BNS 0.43 
MLFN-BNS --- -0.464 
Kruskal-Wallis Median Test Statistic: 
Average Rank 37.525 21.4 32.575 - 
Test Statistic ---8.97879** 
** and ***denotes a statistically significant difference at 5 and I per cent level, respectively. 
(') The Tamhane Test assumes unequal variances; while the Fisher's least significant difference test 
assumes equal variances. 
There is evidence of significant differences between PNN models and MLFN models. 
As shown in Table 5.12, the ANOVA F-Ratio was 3.52. This was significant at the 
95% 
confidence level. Besides, the neural net models, namely, PNN and 
MLFN are 
significantly different at the 95% confidence level as revealed 
by Fisher's least 
significant difference test. The 
Cochran's C/ Bartlett's / Levene's tests revealed 
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unequal variances (there were statistically significant differences in variances between 
neural net models). 
Consequently, Tamhane's test was applied to examine the differences in the mean of 
each group pair, and a statistically significant difference at the 95% confidence level 
was found between PNN and MLFN models only. Moreover, the Kruskal-Wallis 
Median Test Statistic shows statistically significant differences at the 95% confidence 
level for neural net models with a test Statistic of 8.97879. 
Thus, the first subsidiary research question is clearly answered, for there are indeed 
substantial (i. e. significant at the 95% confidence level) differences between the ACC 
rates for different types of NN models. Additionally, PNN and MLFN are different, but 
the other pairs of combinations are not. As to the medians, there are also significant 
differences between the models. 
Differences between different NN models can also be observed in the graphical analysis 
in Figure 5.4. The Scatter-plot by Level Code illustrates a greater spread for category 2. 
Although the Means are different, the 95 Percent LSD Intervals for categories 0 and I 
do not overlap; whilst categories 0 and 2 and I and 2 overlap. In the Box-and-Whisker 
Plot, category 2 has a wider inter-quartile range (coloured shaded box). Although, the 
medians are different for the three categories, the inter-quartile ranges for the three 
groups overlap. The Analysis of Means Plot With a 95% Decision Limit reveals that 
category 2 is close to the CL; whilst category 0 is close to the UDL and category 1 is 
close to the LDL. 
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Figure 5.4: Scatter-plot by level code; means and 95.0% LSD intervals; Box-and-whisker plot and 
analysis of means plot with 95% decision limits. 
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Notation: ACC = average correct classification; CAT = category: 0= PNN, I= MLFN, and 2= BNS. 
Scatter-plot: observations shown. 
Means and 95 Percent LSD Intervals: asterisks represent means, whiskers represent LSD intervals. 
Box-and-Whisker Plot. - the vertical line within the coloured shaded area represents the median; the right 
end of the coloured shaded area is equal to the upper quartile; the left end of the coloured shaded area is 
equal to lower quartile; the right end of the "whisker" represents the minimum of (i) the upper quartile 
plus the inter-quartile range, and (11) the maximum response; the left end of the "whisker" equals the 
maximum of (1) the lower quartile minus the inter-quartile range, and (ii) the minimum response; outliers 
are shown individually. 
Analysis of Means Plot with 95% Decision Limits: CL = Central Limit (overall mean), UDL = Upper 
Decision Limit, LDL = Lower Decision Limit. 
5.3.1.2.3 Genetic Programming Models 
The same two types of GP models, which are used in the whole sample models, are 
used in this section, namely, the program model and the team model. Three sub-samples 
are selected to develop the genetic scoring models, training data (used for genetic 
evolution); validation data (usedfor model selection); and applied data (played no role 
in training or model selection) sub-samples 
29 
. 
29 The same three sub-samples are used for the remaining GP models in this chapter. 
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5.3.1.2.3.1 Program Model 
To describe the relationship between the 12 predictor variables and the dependent 
variable, a GP program model was designed using a virtually equally divided data-set 
between training and validation sub-samples. Besides, the applied (testing) sub-sample, 
data-set, which is used to investigate the ability of the model using data, played no role 
in building this model. This GP procedure will be repeated for different sub-sai-nples. 
Table 5.13 summarizes GPP classification results. It can be observed that the ACC rates 
for training and validation sub-samples were 91.60% and 88.51%, respectively. The 
overall training and validation ACC rate was 90.06%. Again, for comparison purpose, 
both training and validation classification results will be used (both training and 
validation sub-samples are used to select/build the best models) to produce the overall 
training sub-sample, genetic scoring model. As revealed in Table 5.14, the overall ACC 
rate was 90.19%. In addition, a 90.06% and a 91.38% ACC rates were found for 
training and applied sub-samples,, respectively. 
Table 5.13: Classification results for the GPp and GP, models using the training sub-sample, 
Sample Training sub-sample Validation sub-sample T&V sub-sample 
Model GBTT% GBTT% GBTT% 
GPp _ 
G 184 9 193 95.34 179 17 196 91.33 363 26 389 93.32 
B 13 56 69 81.16 13 52 65 80.00 26 108 134 80.60 
T 262 91.60 261 88.51 523 90.06 
GPt 
G 185 8 193 95.85 182 14 196 92.86 367 22 389 94.34 
B 13 56 69 81.16 13 52 65 80.00 26 108 134 80.60 
T 262 91.98 261 89.66 523 90.82 
5.3.1.2.3.2 Team Model 
As a part of the currently used genetic software design, the GP team model was 
designed to produce better results than any of the single program models. ACC rates for 
GP, were 91.98%, 89.66%, and 90.82% for training, validation, and overall training and 
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validation sub-samples, respectively. A 90.88% ACC rate was found using the overall 
sub-sample,, with team size of 5 and/or 9 programs. In addition, the ACC rates for 
applied sub-sample, and (overall) training sub-sample, were 91.38% and 90.82%, 
respectively. GPt achieved a 0.69% increase in the overall ACC rate (see Table 5.14). 
Table 5.14: Classification results for the GPp and GPt models using the sub-sample,; predictions (in 
columns) versus observations (in rows) 
Sample Applied (testing) sub-sample, Train 
- 
ing sub-sample, Overall sub-sample, 
Model G B T T% G B T T% G B T T% 
GPp 
G 42 2 44 95.45 363 26 389 93.32 405 28 433 93.53 
B 3 11 14 78.57 26 108 134 80.60 29 119 148 80.41 
T 58 91.38 523 90.06 581 90.19 
GPt 
G 42 2 44 95.45 367 22 389 94.34 409 24 433 94.46 
B 3 11 14 78.57 26 108 134 80.60 29 119 148 80.41 
T 58 91.38 523 90.82 581 90.88 
Figure 5.5: Genetic best program and best team overall training and validation performance for the sub- 
sample, 
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Figure 5.5 explains the overall training and validation sub-sample, performance 
in 
tenns of hits rates for both GPp and GPt. On the left 
hand side, the overall training and 
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validation performance line of the GPp (dark red line) is better than the overall training 
and validation performance line of the GPt (light green line). At a specific number of 
completed runs, the lines cross-over and subsequently the GP, overall training and 
validation perfonnance is better than the GPp overall training and validation 
perfonnance. It can be seen that these results are supported by the results show in Table 
5.14. 
5.3.1.2.4 Predictive Ability for Advanced Techniques 
Comparing validated NNs and GP scoring models' predictive capability, MLFN with a 
94.83% ACC rate was the best amongst these models namely, PNN, MLFN, GPp, and 
PGt, as shown in Tables 5.8 and 5.14. GP models' (GPp and PGt) perfon-nance was 
better than PNN perfonnance (i. e. 91.38% for GPp and GPt > 89.66% for PNN), but 
lower than MLFN performance (i. e. 91.38% for GP models < 94.83% for MLFN). It 
can be said that GP models rank between different NNs models. Having extended the 
comparison to include the powerful NNs models, again a 94.83% ACC rate was the best 
in more than one model, using different nets, as revealed in Tables 5.9,5.10, and 5.11 
(these models are PNN2, MLFN15, BNS II -PNN, and BNS17-PNN). Correspondingly, the 
overall predictive ability for NNs models was better than the overall predictive ability 
for GP models. 
5.3.1.3 Comparison of results of different credit scoring models for sub-sample, 
Two different criteria are used in this and subsequent sections to compare different 
scoring models; firstly, ACC rate criterion; and secondly, EMC criterion 
(it is suggested 
at this stage that the lowest MC might even be 
found in a model that does not have the 
highest ACC rate). 
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Comparison in this section is based on testing sub-samples, 30 . Table 5.15 surnmarizes 
the ACC rates, errors, and EMCs results for conventional techniques, namely WOE, 
MDA, PA and LR, and advanced techniques namely, PNN, PNN2, MLFN, MLFN15, 
BNS II -PNN, BNS 17-PN-N, GPp, and GP,. It can be concluded from Table 5.15 that both 
MDA and LR had the highest ACC rate, which was 94.83%, amongst the conventional 
techniques, meanwhile PNN2, MLFN, MLFN15, BNSII-PNN and BNS17-PNN had the 
highest ACC rate, which was 94.83%, amongst advanced techniques. All models predict 
good credit better than bad credit, except one model, namely, WOE. In addition, the 
highest bad predictor was 100.00% for WOE, whilst the highest good predictor was 
100.00%, as well, for MLFN15, BNSII-PNN and BNS17-PNN. As shown in Table 5.15, 
on average the overall perfonnance of the advanced statistical techniques and 
conventional techniques was of a similar average correct classification rate, for the i-nost 
of the models. 
Table 5.15: Comparing classification results, errors and EMCs for the selected techniques using the sub- 
sample, 
Scoring 
Model G% 
Testing sub-samp 
B% 
le(s) 
T% 
Error results 
Type I Type 11 
EMCs 
(5: 1) 
WOE 40.91 100.00 55.17 0.5909 0.0000 0.4402 
MDA* 95.45 92.86 94.83 0.0455 0.0714 0.1249 
PA 97.73 78.57 93.10 0.0227 0.2143 0.2901 
LR 97.73 85.71 94.83 0.0227 0.1429 0.1991 
PNN 95.45 71.43 89.66 0.0455 0.2857 0.3982 
PNN2 95.56 92.31 94.83 0.0444 0.0769 0.1311 
MLFN* 95.45 92.86 94.83 0.0455 0.0714 0.1249 
MLFN15 100.00 81.25 94.83 0.0000 0.1875 0.2391 
BNSII-PNN 100.00 85.00 94.83 0.0000 0.1500 0.1913 
BNS 17-PNN 100.00 72.73 94.83 0.0000 0.2727 0.3477 
GPp 95.45 78.57 91.38 0.0455 0.2143 0.3071 
GPt 95.45 78.57 91.38 0.0455 0.2143 0.3071 
*Best model amon gst all models according to ACC rate; and lowest misclassi ficatIon cost. 
On the one hand, comparing conventional techniques, the lower MC at 0.1249 is for 
MDA. That was the chosen model, according to the ACC rate at 94.83%. On the other 
hand, the lowest MC at 0.1249 was for MLFN amongst all the advanced models. That 
30 See Appendix 5. G, for a comparison based on the overall sub-samples, classification results. 
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was one of the chosen models, according to the ACC rate at 94.83% ACC rate (see 
Table 5.15). Comparing all techniques, the lowest MC criterion leads to selecting MDA 
and MLFN, with a minimum cost of 0.1249. However, this does provide the highest 
ACC rate, which was 94.83% for them both and other techniques as well. It was 
therefore suggested that the ACC rate is more reliable, while the MCs calculated in this 
chapter are more subjective (MC ratio used in this section is 5: 1 based on prior 
probabilities of good and bad credit of 74.5% and 25.5% respectively. MCs have also 
been calculated for all models including all trials; see Appendix 5. H). 
5.3.2 Sub-sample2: 80% training sub-samPle and 20% testing sub- 
sample 
The same validation technique, previously used in the whole sample and in the sub- 
sample,, is used in sub-sample2 depending on a 'testing' sub-sample2 (116 cases) that 
tests the predictive capability of the fitted model and a 'training' sub-sample2 (465 
cases). There follows the detailed scoring results using conventional techniques namely, 
WOE, MDA, PA, and LR, as well as advanced techniques namely, PNN, MLFN, and 
GP. 
5.3.2.1 Conventional Credit Scoring Models 
All models in this section were built using the training sub-sample2 (for more details 
regarding statistics of conventional techniques namely, MDA, PA, and LR see 
Appendix 5.1) and were tested using the hold-out sub-sample2. The overall ACC rate for 
the whole sub-sample2 is based on a weighted average of the correct classification rates 
of the hold-out and training sampleS2. 
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5.3.2.1.1 Weight of Evidence Measure 
WOE methodology has been applied in this section including all the 12 variables that 
were used in building the scoring models, using only the training data-set with one weak 
predictor variable (COMP) and one poor predictor (HOR) because of their potential 
importance and for the comparison purposes with other scoring models, they were kept 
in the final model (see Appendix 5J for all variables IV details). Table 5.16 summarizes 
the classification results for testing, training, and overall sub-sampleS2 using WOE 
technique. A 50.26% ACC rate was found using WOE model, with a 56.03% ACC rate 
using testing sub-sample2, for which the data played no role in building the model, and 
an ACC rate of 48.82% using the training sub-sample2, for which the data were used in 
building the model. 
Table 5.16: Classification results for the WOEs using the sub-sample2: predictions (in columns) versus 
observations (in rows). 
Sample Hold-out sub-sample2 Training sub-sample2 Overall sub-sample2 
Model G B T T% G B T T% G B T T% 
WOE 
G 32 51 83 38.55 112 238 350 32.00 144 289 433 33.26 
B 0 33 33 100 0 115 115 100 0 148 148 100 
T 116 56.03 465 48.82 581 50.26 
WOETI 
G 45 38 83 54.22 185 165 350 52.86 230 203 433 53.12 
B 3 30 33 90.91 5 110 115 95.65 8 140 148 94.59 
T 116 64.66 465 63.44 581 63.68 
WOET2 
G 34 19 53 64.15 148 93 241 61.41 182 112 294 61.90 
B 3 30 33 90.91 5 110 115 95.65 8 140 148 94.59 
T 86 74.42 356 72.47 442 72.85 
WOET3 
G 64 19 83 77.11 257 93 350 73.43 321 112 433 74.13 
B 3 30 33 90.91 5 110 115 95.65 8 140 148 94.59 
T 116 81.03 78.92 581 79.35 
Cut-off point 0.50 
In order to improve the overall classification results for WOE, once again, three models 
(trials) were developed. As shown in Table 5.16, the overall ACC rate using WOETI, for 
which the total score for each of the 139 cases as the COR GUAR scores were not 
included in the final score, was 63.68%, and a 64.66% and a 63-44% were the ACC 
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rates for testing and training sub-sampleS2, respectively. Excluding the 109 corporate 
guarantee cases from the total training sub-sample2 (i. e. 465-109=356), and the 30 
corporate guarantee cases from the testing sub-sample2 (i. e. 116-30=86), leads to 
WOET2, where the ACC rates for overall, training, and testing sub-samples were 
72.85%, 72.47%, and 74.42%, respectively. Finally, as revealed in Table 5.16 with 
WOET3, where all excluded COR GUAR cases have been added back to the sub- 
sampleS2 (i. e. 148+109=257 and 34+30=64 for training and testing sub-sample2, 
respectively), ACC rates for training, testing, and overall sub-sampleS2were 78.92%, 
81.03%, and 79.35%, respectively. 
5.3.2.1.2 Multiple Discriminant Analysis 
From the results revealed in Table 5.17, it can be observed that the ACC rate for the 
training sub-sample2, i. e. in which the data were used in building the model, is 86.67%, 
depended on 0.5 prior probabilities for groups. An 86.21% ACC rate was found using 
the hold-out sub-sample2, for which the data played no role in building the model. The 
overall ACC rate, the whole data-set was used, both training and hold-out sub-sampleS2, 
as a test set to study the overall predictive capability of the classification models, was 
86.57% (for model statistics, see Appendix 5.1). 
5.3.2.1.3 Probit Analysis 
All 12 selected variables were significant at the 90% confidence level except three 
variables: ADD INC, GENDER, and MAR STA. But, because of their potential 
importance, they were kept in the model, Table 5.17 reveals an 88.60% ACC rate in the 
training sub-sample2 and an 81.03% ACC rate in the hold-out sub-sample2. Moreover, 
an 87.09% ACC rate has been revealed in the whole sub-sam. ple2 for this model using a 
50% cut-off point (for model statistics, see Appendix 5.1). 
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Table 5.17: Classification results for the MDA, PA and LR using the sub-sample,. predictions (in 
columns) versus observations (in rows) 
Sample Hold-out sub-sample2 Training sub-sample2 Overall sub-sample2 
Model G B T T% G B T T% G B T T% 
MDA _ 
G 73 10 83 87.95 301 49 350 86.00 374 59 433 86.37 
B 6 27 33 81.82 13 102 115 88.70 19 129 148 87.16 
T 116 86.21 465 86.67 581 86.57 
PA 
G 79 4 83 95.18 329 21 350 94.00 408 25 433 94.23 
B 18 15 33 45.45 32 83 115 72.17 50 98 148 66.22 
T 116 81.03 465 88.60 581 87.09 
LR 
G 79 4 83 95.18 328 22 350 93.71 407 26 433 94.00 
B 19 14 33 42.42 29 86 115 74.78 48 100 148 67.57 
T 116 80.17 465 89.03 581 87.26 
Cut-off point 0.50 
5.3.2.1.4 Logistic Regression 
Using the original 12 predictor variables, Table 5.17 summarizes the results of the LR 
credit scoring model. It can be observed that the ACC rate was 87.26% with a 0.5 cut- 
off point in the overall sub-sample2, while 89.03% and 80.17% were the ACC rates for 
the training and the hold-out sub-sampleS2, respectively. All selected variables were 
significant at the 95% confidence level except four variables: ADD INC, HOR, MAR 
STA, and GENDER, but, because of their potential importance, they were kept in the 
model (model statistics are given in Appendix 5.1). 
5.3.2.1.5 Predictive Ability for Conventional Techniques 
MDA had the highest ACC rate between all the sub-sample2 conventional statistical 
techniques in the testing sub-sample2, as shown in Tables 5.16 and 5.17, which was 
8 6.2 1 %. The overall predictive ability of conventional techniques namely, MDA, PA, 
and LR was better than the predictive ability of WOE models. The worst predictive 
ability between all conventional techniques compared in this section was for WOE with 
a 56.03% ACC rate. Taking into account the improvement that happened in the ACC 
rate using the WOE trials, the predictive WOE capabilities, applying 
WOET, and 
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WOET2, were lower than those for conventional techniques (i. e. 64.66% and 74.42 ACC 
rates for WOET, and WOET2, respectively < 81.03% 80.17% ACC rates for PA and LR, 
respectively). While the predictive ability using WOET3was better than this for LR, but 
the same as this for PA (i. e. 81.03% for WOET3 > 80.17% for LR; and = 81.03% for 
PA). 
5.3.2.2 Advanced Credit Scoring Models 
Both NNs and GP models were used in this section, as in the previous samples and 
following the same modelling approach. 
5.3.2.2.1 Neural Net Scoring Models 
The same NNs models have been used in this section, based on training sub-sample2 in 
building the models and hold-out sub-sample2 to test these models. 
5.3.2.2.1.1 Probabilistic Neural Net 
PNN model was designed using the same training data-set and the 12 independent 
variables. Again the same hold-out data-set, for which the data played no role in 
building the model, was used to test the fitted model. Table 5.18 summarizes the results 
for the PNN credit scoring model. It can be observed that the ACC rate was 93.98% in 
the training sub-sample2 and an 85.34% ACC rate in the hold-out sub-sample2. 
Furthermore, the PNN model revealed a 92.25% ACC rate in the overall sub-sample2- 
5.3.2.2.1.2 Multi-Layer Feed-forward Net 
An MLFN credit scoring model was developed using four nodes, running the model 
applying the same training data-set with all the 12 predictor variables. It can be 
observed from Table 5.18 that the ACC rate was 93.55% in the training data-set. An 
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80.17% ACC rate was found applying the same hold-out data-set and the overall ACC 
rate was 90.88%. 
Table 5.18: Classification results for the PNN and MLFN using the sub-sample2; predictions (in columns) 
versus observations (in rows) 
Sample Hold-out sub-sample2 Training sub-sample-, Overall sub-sample, 
Model G B T T% G B T T% G B T T% 
PNN 
G 80 3 83 96.39 343 7 350 98.00 423 10 433 97-69 
B 14 19 33 57.58 21 94 115 81.74 35 113 14S 76.35 
_T 
116 85.34 465 93.98 581 92.25 
MLFN 
G 79 4 83 95.18 347 3 350 99.14 426 7 433 98-38 
B 19 14 33 42.42 27 88 115 76.52 46 102 148 68.92 
_T 
116 80.17 465 93.55 581 90.88 
5.3.2.2.2 Powerful Neural Net Credit Scoring Models 
The same procedure of repeating the powerful neural net experiment 20 times will be 
used in this section, and tests conducted investigating any significant differences 
between the various neural net models. 
5.3.2.2.2.1 Probabilistic Neural Nets 
Table 5.19 summarizes the classification results of the PNN credit scoring models for 
the hold-out (testing), training and overall sub-samples. A 96.2 1% overall ACC rate has 
been found with PNN7 (PNN7means trial number seven using a probabilistic neural 
net). The highest ACC rate in the hold-out (testing) sub-samples was 90.52% with 
PNN7 and PNN2. Meanwhile the highest ACC rate in the training sub-samples was 
98.49% with PNN5with an overall ACC rate of 94.49%. It can be observed from Table 
5.19 that all PNNs predict good credit much better than bad credit in all sub-samples 
(hold-out, training, and overall). Also, the highest correctly classified bad credit in the 
overall sub-samples was 90.54% and 96.85% in the training sub-samples for PNN15 and 
PNN5, respectively; whilst it was 84.00% in the testing sub-samples for PNN3. 
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Table 5.19: Classification results applying the 20 powerful PNNs for the sub-sample2 
Sample Hold-out sub-samples Training sub-sam ples Overall sub-sam ples 
Neural Net G% B% T% G% B% T% G% B% T% 
PNN 1 91.58 76.19 88.79 97.04 92.13 95.70 95.84 89.86 94.32- PNN2** 94.25 79.31 90.52 97.98 89.92 95.91 97.23 87.84 94.84 
PNN3 91.21 84.00 89.66 97.37 85.37 94.19 96.07 85.14 93.29 
PNN4 87.10 82.61 86.21 97.94 91.20 96.13 95.61 89.86 94.15 
PNN5 84.71 61.29 78.45 99.14 96.58 98.49 96.30 89.19 94.49 
PNN6 90.24 73.53 85.34 99.15 85.96 95.91 97.46 83.11 93.80 
PNN7* 93.67 83.78 90.52 99.72 90.99 97.63 98.61 89.19 96.21 
PNN8 88.64 67.86 83.62 97.97 90.83 96.13 96.07 86.49 93.63 
PNN9 94.19 60.00 85.34 98.56 88.98 96.13 97.69 83.11 93.98 
PNNIO 86.59 76.47 83.62 99.43 89.47 96.99 97.00 86.49 94.32 
PNNII 94.19 76.67 89.66 99.42 88.98 96.77 98.38 86.49 95.35 
PNN12 89.77 71.43 85.34 97.68 85.00 94.41 96.07 82.43 92.60 
PN-N 13 93.83 74.29 87.93 98.86 87.61 96.13 97.92 84.46 94.49 
PNN14 94.05 62.50 85.34 99.71 91.38 97.63 98.61 85.14 95.18 
PNN15 89.77 67.86 84.48 98.55 95.83 97.85 96.77 90.54 95.18 
PNN16 90.59 74.19 86.21 98.28 83.76 94.62 96.77 81.76 92.94 
PNN 17 95.12 67.65 87.07 96.87 87.72 94.62 96.54 83.11 93.12 
PNN 18 89.66 58.62 81.90 100.00 91.60 97.85 97.92 85.14 94.66 
PNNjq 94.87 55.26 81.90 98.59 89.09 96.34 97.92 80.41 93.46 
PNN20 90.59 67.74 84.48 98.56 88.89 96.13 97.00 84.46 93.80 
*Best PNN model based on both overall and testing samples. "Best PNN model based on testing 
samples. 
5.3.2.2.2.2 Multi-Layer Feed-forward Nets 
Following the same methodology which is used in PNNs, MLFN models have been run 
20 times to investigate the expected difference between the proposed models in terms of 
ACC rates. Table 5.20 shows the classifications results for the hold-out (testing), 
training and overall sub-samples of the MLFN with only four nodes. A 93.98% ACC 
rate has been found with MLFNq. It can be observed that the highest ACC rate in the 
testing sub-samples was 86.21% with MLFN3, MLFN7 and MLFNq. Otherwise, a 
95.9 1% ACC rate was the highest in the training sub-samples with MLFN2, MLFN8, 
MLFNq, MLFNIO and MLFN14. 
From results revealed in Table 5.20, all the MLFNs predict good credit better than bad 
credit in all sub-samples, except two models in the training sub-samples, MLFN5 and 
MLFN6. Regarding these exceptions, the correctly classified bad credit in te training 
sub-samples using MLFN5 was 94.78%, whilst the correctly classified good credit was 
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94.00%; and it was 95.08% for the bad classification in MLFN6, whilst for the good 
classification it was 93.59%. Also, the highest correctly classified bad credit in the 
overall sub-samples was 91.22% in both MLFN6 and MLFN13, and 95-08%, and 
94.78% for MLFN6 and MLFN5, respectively, in the training sub-samples. 
Correspondingly, the highest correctly classified bad credit in the testing sub-samples 
was 81.25% for MLFN13- 
Table 5.20: Classification results applying the 20 powerful MLFNs for the sub-sample2 
Sample Hold-out sub-samples Training sub-samples Overall sub-samples 
Neural Net G%B%T%G%B%T%G%B%T% 
MUNI 88.51 65.52 82.76 96.53 91.60 95.27 94.92 86.49 92.77 
MLFN2 82.95 78.57 81.90 97.10 92.50 95.91 94.23 89.86 93.12 
MLFN3** 91.21 68.00 86.21 97.37 86.99 94.62 96.07 83.78 92.94 
MLFN4 95.06 60.00 84.48 98.86 85.84 95.70 98.15 79.73 93.46 
MLFN5 79.52 75.76 78.45 94.00 94.78 94.19 91.22 90.54 91.05 
MLFN6 87.78 73.08 84.48 93.59 95.08 93.98 92.38 91.22 92.08 
MLFN7** 93.18 64.29 86.21 99.13 82.50 94,84 97.92 79.05 93.12 
MLFN8 81.71 70.59 78.45 97.15 92.11 95.91 94.23 87.16 92.43 
MLFNq* 92.94 67.74 86.21 98.28 88.89 95.91 97.23 84.46 93.98 
MLFNjo 90.12 54.29 79.31 98.86 86.73 95.91 97.23 79.05 92.60 
MUNI 1 86.21 72.41 82.76 95.38 91.60 94.41 93.53 87.84 92.08 
MLFN12 88.75 77.78 85.34 96.88 90.18 95.27 95.38 87.16 93.29 
MLFN13 86.90 81.25 85.34 94.84 93.97 94.62 93.30 91.22 92.77 
MLFN14 90.00 63.89 81.90 98.87 86.61 95.91 97.23 81.08 93.12 
MLFN15 87.95 78.79 85.34 97.43 86.96 94.84 95.61 85.14 92.94 
MLFN16 83.33 61.54 78.45 94.75 94.26 94.62 92.38 88.51 91.39 
MLFN17 97.44 57.89 84.48 99.15 77.27 93.98 98.85 72.30 92.08 
MLFN18 90.11 68.00 85.34 96.49 86.99 93.98 95.15 83.78 92.25 
MLFN, q 88.75 63.89 81.03 97.73 89.29 95.70 96.07 83.11 92.77 
MLFN20 87.80 76.47 84.48 98.01 86.84 95.27 96.07 84.46 93.12 
*Best MLFN model based on both overall and testing sub-samples. "Best MLFN model based on testing 
sub-samples. 
5.3.2.2.2.3 Best Net Search 
An investigation was made of MLFN using two to six nodes was an option, under the 
best net search. So, with PNN as well, six models were available, from which the 
software selected the best one. Classification results for the 20 BNSs are shown in Table 
5.21. It can be observed that the ACC rate was 95.01% with BNS8-PNN and a 94.84% 
with both BNS16-MLFN-5N and BNS, 9-MLFN-5N. A 91.38% ACC rate was 
found in 
the testing sub-samples with BNS20-MLFN-3N, while a 97.63% ACC rate was observed 
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in the training sub-samples with BNS16-MLFN-5N. It can be shown from Table 5.21 
that all the BNS models predict good credit better than bad credit, as well, except only 
one model in the training sub-samples, which is BNS19-MLFN-5N. In this case, the 
correctly classified bad credit was 98.10%, while the correctly classified good credit 
was 96.94%. Besides, this was the highest correctly classIfied bad credit In the tralning 
sub-samples. Moreover, the highest correctly classified bad credit was 92.57% for both 
BNS, 9-MLFN-5N and BNS14-MLFN-3N in the overall sub-samples; whilst it was 
89.29% in the testing sub-samples for BNS14-MLFN-3N. 
Table 5.21: Classification results applying the 20 powerful BNSs for the sub-sample2 
Sample Hold-out sub-samples Training sub-samples Overall sub-samples 
Neural Net G%B%T%G%B%T%G%B%T% 
BNSI-PNN 88.24 74.19 84.48 98.85 93.16 97.42 96.77 89.19 94.84 
BNS2-MLFN-5N 89.53 73.33 85.34 97.41 92.37 96.13 95.84 88.51 93.98 
BNS3-MLFN-6N 91.95 82.76 89.66 95.09 90.76 93.98 94.46 89.19 93.12 
BNS4-MLFN-4N 93.67 70.27 86.21 95.48 93.69 95.05 95.15 87.84 93.29 
BNS5-MLFN-3N 93.02 73.33 87.93 96.54 92.37 95.48 95.84 88.51 93.98 
BNS6-MLFN-2N 88.17 69.57 84.48 95.29 87.20 93.12 93.76 84.46 91.39 
BNS7-MLFN-6N 89.13 75.00 86.21 97.36 94.35 96.56 95.61 91.22 94.49 
BNS8-PNN* 91.76 80.65 88.79 98.85 89.74 96.56 97.46 87.84 95.01 
BNSq-PN-N 96.20 62.16 85.34 97.46 88.29 95.27 97.23 81.76 93.29 
BNS I O-PNN 91.95 75.86 87.93 97.69 84.03 94.19 96.54 82.43 92.94 
BNS II -MLFN-6N 90.00 80.56 87.07 96.60 94.64 96.13 95.38 91.22 94.32 
BNS12-MLFN-2N 96.47 67.74 88.79 95.69 79.49 91.61 95.84 77.03 91.05 
BNS13-MLFN-2N 91.21 72.00 87.07 96.49 84.55 93.33 95.38 82.43 92.08 
BNS14-MLFN-3N 89.77 89.29 89.66 95.07 93.33 94.62 94.00 92.57 93.63 
BNS15-PNN 96.51 73.33 90.52 97.41 88.98 95.27 97.23 85.81 94.32 
BNS]6-MLFN-5N 88.64 67.86 83.62 97.97 96.67 97.63 96.07 91.22 94.84 
BNS 17-PNN 93.41 68.00 87.93 96.20 86.18 93.55 95.61 83.11 92.43 
BNS 18-MLFN-5N 95.45 71.43 89,66 97.97 90.00 95.91 97.46 86.49 94.66 
BNS , )-MLFN-5N 89.04 79.07 85.34 96.94 98.10 97.20 95.61 92.57 94.84 
BNS2o-MLFN-3N** 96,77 69.57 91.38 97.94 77.60 92.47 97.69 76.35 92.25 
*Best BNS model based on overall sub-samples. "Best BNS model based on testing sub-samples. 
There is evidence of significant differences between the Powerful Neural Credit Scoring 
Models, as shown in Table 5.22, i. e. those neural net models for which the software 
selected the training sub-samples randomly. From results revealed in Table 5.22, the 
ANOVA F-Ratio was 12.73. This was significant at the 99% confidence level. Besides, 
all the neural net models, namely, PNNs, MLFNs, and BNSs are significantly different 
at the 95% confidence level as revealed by Fisher's least significant difference test. The 
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Cochran's C/ Bartlett's / Levene's tests revealed unequal variances (there were 
statistically significant differences in variances between neural net models). 
Consequently, Tamhane's test was applied to examine the differences in the mean of 
each group pair, and a statistically significant difference at the 95% confidence level 
was found between different NN models, except PNN and BNS models. Moreover, the 
Kruskal-Wallis Median Test Statistic shows statistically significant differences at the 
99% confidence level for neural net models with a test statistics of 19.8774. In other 
words, the medians of the average correct classification rates for the respective groups 
(PNN, MLFN, and BNS) were different, Furthermore, differences between different NN 
models can also be observed in the graphical analysis in Figure 5.6. 
Table 5.22: A comparative statistical evaluation of the powerful neural net models using the sub-sample2 
NN Models 
PNN(O) MLFN(l) BNS(2) Overall 
Count 20 20 20 60 
Average (Mean) 94.1905 92.668 93.5375 93.4653 
Standard deviation 0.902782 0.697979 1.20332 1.13189 
ANOVA F-Ratio 12.73*** 
Fisher's least significant difference test: 
1.5225** PNN-MLFN 
PNN-BNS 0.6530** 
MLFN-BNS -0.8695** 
Cochran's C Test: 0.526505* 
Bartlett's Test: 1.10247* 
Levene's Test: 3.42494** 
Tamhane test (1): 
PNN-MLFN 1.5225** 
PNN-BNS 0.6530 
MLFN-BNS -0.8695** 
Kruskal-Wallis Median Test Statistic: 
Average Rank 41.575 17.275 32.65 
Test Statistic --- 19.8774*** 
icant difference at 10,5 and 1 per cent level, respectively. and ***denotes a statistically signifi 
The Tamhane Test assumes unequal variances; whilst the Fisher's least significant difference test 
assumes equal variances. 
So, again the first subsidiary research question is addressed in relation to this sub- 
sample, and using a 99% confidence 
level, there are clearly significant differences 
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between the mean ACC rates for different types of NN models. Additionally, PNN and 
MLFN are different, and MLFN and BNS are significantly different at the 95% 
confidence level, but PNN and BNS are not based on the Tamhane test. As to the 
medians, there are also significant differences at the 99% confidence level between the 
models. 
Figure 5.6: Scatter-plot by level code; means and 95.0% LSD intervals; Box-and-whisker plot and 
analysis of means plot with 95% decision limits. 
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Differences between different sub-sample2 NN models can also be observed in the 
graphical analysis in Figure 5.6. The Scatter-plot by Level Code illustrates similar 
spreads for all categories. Not only are the Means different but also the 95 percent LSD 
Intervals do not overlap. The Box-and-Whisker Plot reveals that the inter-quartile 
ranges for (coloured shaded boxes) categories 0 and I do not overlap, and category 2 
has a wider inter-quartile rang; and the medians are different for the three categories. 
The Analysis of Means Plot With a 95% Decision Limit reveals that category 2 is close 
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CAT 
to the CL; whilst category 0 is higher than the UDL and category I is lower than the 
LDL. 
5.3.2.2.3 Genetic Programming Credit Scoring Models 
5.3.2.2.3.1 Program Model 
A summary of GPp model is shown in Table 5.23. A 91.85% and 93.10% ACC rates 
were found in training and validation sub-samples, respectively. Also, the overall 
training and validation ACC rate was 92.47% (this rate will be used to produce the 
overall training sub-sample2genetic scoring model, for comparison purposes with other 
techniques). The overall GPp ACC rate was 90.19% ACC rate; and 81.03% and 92.47% 
ACC rates using both applied and training sub-sampleS2, respectively, as shown in 
Table 5.24. 
Table 5.23: Classification results for the GPp and GP, models using the training sub-sample2 
Sample Training sub-sample Validation sub-sample T&V sub-sample 
Model G B T T% G B T T% G B T T% 
GPp 
G 159 10 169 94.08 172 9 181 95.03 331 19 350 94.57 
_B 
9 55 64 85.94 7 44 51 86.27 16 99 115 86.09 
_T 
233 91.85 232 93.10 465 92.47 
GPt 
G 168 1 169 99.41 177 4 181 97.79 345 5 350 98.57 
B 7 57 64 89.06 6 45 51 88.24 13 102 115 88.70 
T 233 96.57 232 95.69 465 96.13 
5.3.2.2.3.2 Team Model 
Applying the best team model, a 96.57% ACC rate was found under training sub- 
sample and 95.69% ACC rate under validation sub-sample. The total training and 
validation sub-sample ACC rate was 96.13% ACC rate, as revealed in Table 5.23. 
From results revealed in Table 5.24, the overall sub-sample2 overall ACC rate was 
93.63% (with an increase in the average correctly classified rate of 3.44%); and the 
overall training sub-sample2 ACC rate was 96.13%, with team size of 9 programs, as a 
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best combination of best selected programs. In addition, the ACC rate for applied sub- 
sample2was 83.62% ACC rate. 
Table 5.24: Classification results for the GP and GP, models using the sub-sample2; predictions (in p 
columns) versus observations (in rows) 
Sample Applied (testing) sub-sample2 Training sub-sample2 Overall sub-sample2 
Model GBTT% GBTT% _ GBTT% 
GPp 
G 75 8 83 90.36 331 19 350 94.57 406 27 433 93.76 
B 14 19 33 57.58 16 99 115 86.09 30 118 148 79.73 
T 116 81.03 465 92.47 581 90.19 
GPt 
G 
B 
79 4 83 
15 18 33 
95.18 
54.55 
345 5 350 
13 102 115 
98.57 
88.70 
424 9 433 
28 120 148 
97.92 
81.08 
T 116 83.62 465 96.13 581 93.63 
Figure 5.7: Genetic best program and best team overall training and validation performance for the sub- 
sample2 
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It is clear that both GPp (dark red line) and GPt (light green line) change their positions 
at a small number of completed runs (on the left hand-side); and continue to change 
positions until a certain number of completed runs (around the middle of the total 
completed runs), as shown in Figure 5.7. For a 
high number of completed runs, the 
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overall training and validation performance line for the GPt was much better than the 
overall training and validation perfon-nance line of the GPp; see Figure 5.7. It can be 
observed that there is a big difference between the two lines at the end, as illustrated in 
Figure 5.7, that explain the 3.66% ACC rate difference revealed in Table 5.24 (i. e. 
96.13% - 92.47% = 3.66%; ACC rate in GPt, ACC rate in GPp, and the difference 
between them, respectively). 
5.3.2.2.4 Predictive Ability for Advanced Techniques 
NNs and GP validated scoring models' predictive capability are compared in this 
section. On the one hand, comparing PNN and MLFN with GPp and GP,, PNN model 
predictive ability was better than GP models (i. e. 85.34% for PNN > 81.03% and 
83.62% for GPp and GPt, respectively), While GP models predictive ability was better 
than MLFN's predictive ability (i. e. 81.03% and 83.62% for GPp and GPt, respectively 
> 80.17% for MLFN model), as revealed in Tables 5.18 and 5.24. On the other hand, 
extending the comparison, including all powerful NNs trials a 90.52% ACC rate was the 
best between all techniques using powerful PNN models (i. e. PNN2 and PNNA as 
shown in Tables 5.18,5.19,5.20,5.21, and 5.24. Therefore, GP models namely, GPp 
and GPt, predictive ability was better than predictive ability for MLFN only, but worse 
than predictive capability of all other NNs models, and NN models namely, PNN, 
PNN2, PNN7, MLFN3, MLFN7, MLFN9, and BNS14-MLFN-3N were better than GP 
models namely, GPp and GPt, in terms of predictive ability. 
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5.3.2.3 Comparison of results of different credit scoring models for sub-sample2 
Comparison in this part is based on testing sub-samples 31. The classIficatIon results for 
all sub-sample2models are compared in order to evaluate the predictive ability for these 
models. Table 5.25 summarizes the ACC rate results for conventional techniques, 
namely WOE, MDA, PA, and LR, and advanced techniques namely, PNN, PNN2, 
PNN7, MLFN, MLFN3, MLFN7, MLFNq, BNS15-PNN5 BNS2o-MLFN-3N, GPp, and 
GPt. 
Table 5.25: Comparing classification results, errors and EMCs for the selected techniques using the sub- 
sample2 
Scoring 
Model 
Testing sub-sample(s) 
G% B%T% 
Error results 
Type I Type 11 
EMC 
(5: 1) 
WOE 38.55 100.00 56.03 0.6145 0.0000 0.4578 
MDA 87.95 81.82 86.21 0.1205 0.1818 0.3216 
PA 95.18 45.45 81.03 0.0482 0.5455 0.7314 
LR 95.18 42.42 80.17 0.0482 0.5758 0.7701 
PNN 96.39 57.58 85.34 0.0361 0.4242 0.5677 
PT"IN2 94.25 79.31 90.52 0.0575 0.2069 0.3066 
PNN7** 93.67 83.78 90.52 0.0633 0.1622 0.2540 
MLFN 95.18 42.42 80.17 0.0482 0.5758 0.7701 
MLFN3 91.21 68.00 86.21 0.0879 0.3200 0.4735 
MLFN7 93.18 64.29 86.21 0.0682 0.3571 0.5061 
MLFNq 92.94 67.74 86.21 0.0706 0.3226 0.4639 
BNS, 5-PNN 96.51 73.33 90.52 0.0349 0.2667 0.3660 
BNS2o-MLFN-3N* 96.77 69.57 91.38 0.0323 0.3043 0.4120 
GP, 90.36 57.58 81.03 0.0964 0.4242 0.6127 
GP, 95.18 54.55 83.62 0.0482 0.4545 0.6154 
*Best model amongst all models according to the highest average correct classification rate. 
"Best model amongst all models according to the lowest misclassification cost. 
It can be concluded from Table 5.25 that MDA had the highest ACC rate, which was 
86.21%, amongst all conventional techniques. Meanwhile, BNS20-MLFN-3N had the 
highest ACC rate, which is 91.38%, amongst all techniques. All models predict good 
credit better than bad credit, except one conventional model namely, WOE. In addition, 
the highest correctly classified bad credit was 100.00% for WOE, whilst the highest 
correctly classified good credit was 96-77% for BNS20-MLFN-3N. As shown in Table 
31 For comparison based on overall sub-sampleS2 of different models' classification results, see Appendix 
5. K. 
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5.25, on average the overall performance of the NN models was better than the average 
performance of the GP and conventional models. 
Table 5.25 also concludes the type I (good credit is misclassified as bad credit), type 11 
(bad credit is misclassified as good credit) errors and the EMCs for the selected models. 
On the one hand, comparing conventional techniques the lower MC at 0.3216 was for 
MDA. Also, it was known that the ACC rate criterion led to selecting MDA at 86.2 1% 
amongst all conventional techniques (see Table 5.25). 
On the other hand, all the advanced models' type II errors were higher than type I 
errors. Comparing NN and GP models the lowest MC at 0.2540 was for PNN7 amongst 
these techniques. That was not the chosen model, according to the ACC rate, for which 
the best model according to the ACC rate was BNS20-MLFN-3N at a 91.36% ACC rate 
(see Table 5.25). Finally, comparing all models, the lowest MC criterion leads to 
selecting PNN7, with a minimum cost of 0.2516. However, this does not provide the 
highest ACC rate, which was 91.36% for BNS20-MLFN-3N (the analysis of this section 
was extended to include the EMCs for all models including all trials, for details see 
Appendix 5. L). 
5.3.3 Sub-sample3: 67% training sub-sample and 33% testing sub- 
sample 
For applying different scoring techniques in sub-sample3, the same validation 
techniques, which is previously used in both sub-sample, and sub-sample2, is used in 
this section. To build the scoring models, training sub-sample3 (389 cases) 
is used; and 
to test the predictive capability for the scoring models, testing sub-sample3 is applied. 
Once again, the overall sub-sample3 (training plus testing) 
is used to study the overall 
predictive ability of the scoring models. 
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5.3.3.1 Conventional Credit Scoring Models 
To build the conventional scoring models, a training sub-sample3 has been used (see 
Appendix 5. M, for statistical analysis of MDA, PA, and LR); and to test this section's 
conventional models, a hold-out sub-sample3has been applied. Both tramIng and testing 
sub-sampleS3 are used to present the overall sub-sample3, 
5.3.3.1.1 Weight of Evidence Measure 
WOE scoring models are described in this section, based on the training sub-sample3 
only, including one weak independent variable (COMP) and on poor independent 
variable (HOR). These two variables were kept in the final analysis because of their 
potential importance and for the comparison purposes with other techniques (see 
Appendix 5. N for all variables IV details). 
Table 5.26: Classification results for the WOEs using the sub-sample3; predictions (in columns) versus 
observations (in rows) 
Sample Hold-out sub-sample3 Training sub-sample3 Overall sub-sample3 
Model GBTT% GBTT% GBT T%_ 
WOE 
G 48 94 142 33.80 95 196 291 32.65 143 290 433 33.03 
B 0 50 50 100 0 98 98 100 0 148 148 100 
T 192 51.04 389 49.61 581 50.09 
WOETI 
G 80 62 142 56.34 154 137 291 52.92 234 199 433 54.04 
B 5 45 50 90.00 4 94 98 95.92 9 139 148 93.92 
T 192 65.10 389 63.75 581 64.20 
WOET2 
G 62 32 94 65.96 120 80 200 60.00 182 112 294 61.90 
B 5 45 50 90.00 4 94 98 95.92 9 139 148 93.92 
T 144 74.31 298 71.81 442 72.62 
WOET3 
G 110 32 142 77.46 211 80 291 72.51 321 112 433 74.13 
B5 45 50 90.00 4 94 98 95.92 9 139 148 93.92 
T 192 80.73 389 78.41 581 79.17 
Cut-off point 0.50 
As shown in Table 5.26, a 50.09% ACC rate was found in the overall sub-sample3 using 
WOE model. While they were 51.04% and 49.61% ACC rates for both testing sub- 
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sample3, for which the data played no role in building the model, and training sub- 
sample3, for which the data used in building the model, respectively. 
WOETI, WOE-r2, and WOET3 are developed to improve the overall classification results 
for WOE scoring models. It can be observed fro results in Table 5.28 that the ACC rates 
for testing, training, and overall sub-samples3 using WOETI , all the 139 COR GUAR 
cases Y score did not include in the total score, were 65.10%, 63.75%, and 64.20%, 
respectively. Using WOET2, for which all the 139 COR GUAR cases in both training 
sub-sample3 (91 cases) and testing sub-sample3 (48 cases) were excludedfrom these 
sub-sampleS3, the overall ACC rate was 72.62%; and the ACC rates were 71.8 1% using 
training sub-sample, and 74.3 1% using testing sub-sample, as revealed in Table 5.28. 
Finally, using WOET3) for which the excluded 139 COR GUAR cases have been added 
back to the WOET2 sub-samples, Table 5.26 summarizes classification results for this 
model. The ACC rates for training and testing sub-sampleS3were 78.41% and 80.73%, 
respectively; and 79.17% ACC rate for the overall sub-sample3- 
5.3.3.1.2 Multiple Discriminant Analysis 
Table 5.27 summarizes classification results for MDA model. It can be observed that 
the ACC rate for the training sub-sample3 is 87.40%, depending on 0.5 prior 
probabilities for groups, while, an 85.42% ACC rate was found using the hold-out sub- 
sample3. The overall ACC rate is 86-75%. Taking into account that MDA credit scoring 
models were designed to develop discriminating functions, which can 
help predict the 
dependent variable (for model statistics, see Appendix 5. M). 
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5.3.3.1.3 Probit Analysis 
Four variables, namely ADD INC, HOR, MAR STA, and GENDER were not 
significant at the 90% confidence level. But, because of their potential importance and 
for the comparison purposes with other techniques, it has been decided to keep them in 
the final model. As shown in Table 5.27, an 84.90% ACC rate in the testing sub- 
sample3 and an 88.69% ACC rate in the training sub-sample3, Moreover, an 87.44% 
ACC rate has been revealed in the whole sub-sample3, using a 50% cut-off point (for 
model statistics, see Appendix 5. M). 
Table 5.27: Classification results for the MDA, PA and LR using the sub-sample3; predictions (m 
columns) versus observations (in rows) 
Sample Hold-out sub-samp le3 Training sub-sam ple3 Overall sub-sam ple3 
Model G B T T% G B T T% G B T T% 
MDA 
G 125 17 142 88.03 254 37 291 87.29 379 54 433 87.53 
B 11 39 50 78.00 12 86 98 87.76 23 125 148 84.46 
T 192 85.42 389 87.40 581 86.75 
PA 
G 126 16 142 88.73 258 33 291 88.66 384 49 433 88.68 
B 13 37 50 74.00 11 87 98 88.78 24 124 148 83.78 
T 192 84.90 389 88.69 581 87.44 
LR 
G 135 7 142 95.07 272 19 291 93.47 407 26 433 94.00 
B 26 24 50 48.00 24 74 98 75.51 50 98 148 66.22 
T 192 82.81 389 88.95 581 86.92 
Cut-off point 0.50 
5.3.3.1.4 Logistic Regression 
Four variables, namely ADD INC, HOR, MAR STA, and GENDER were not 
significant at the 90% confidence level. They were kept in the final model because of 
their potential importance and for the comparison purposes with other techniques (see 
Appendix 5. M for model statistics). Table 5.27 summarizes the results of the LR credit 
scoring model. It can be observed that the ACC rates were 88.95% and 82.81% 
for 
training and testing sub-sampleS3, respectively. While, an 86.92% ACC rate was 
found 
with a 0.5 cut-off point in the overall sub-sample3- 
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5.3.3.1.5 Predictive Ability for Conventional Techniques 
Table 5.26 and Table 5.27 summarize conventional techniques' predictive capability. It 
can be observed that MDA model has the highest predictive ability between all 
conventional techniques with an ACC rate of 85.42%. All WOE models' predictive 
ability was lower than other conventional techniques namely, MDA, PA, and LR (i. e. 
51.04%, 65.10%, 74.31%, and 80.73% for WOE, WOET19 WOET2, and WOET3, 
respectively < 85.42%, 84.90%, and 82.81% for MDA, PA, and LR, respectively). 
Furthermore, WOE has the lowest predictive ACC rate between all models (51.04%), as 
revealed in Tables 5.26, and 5.27. 
5.3.3.2 Advanced Credit Scoring Models 
The same two techniques (NNs and GP), which were used in the previous samples1sub- 
samples, are used in this section. Training and testing sub-sampleS3for basic NN and 
GP models; and different training and testing sub-samples, for powerful NN models, to 
build and to test these models, were applied. 
5.3.3.2.1 Neural Net Scoring Models 
The same NNs models have been used in this section, based on training sub-sample3 in 
building the models and hold-out sub-sample3 to test these models. 
5.3.3.2.1.1 Probabilistic Neural Net 
To build the PNN model the same training sub-sample3, for which the data used in 
building the model, with the same 12 predictive variables were used. As shown in Table 
5.28, a 92-25% ACC rate was found using the overall sub-sample3, While, using 
training sub-sample3 and testing sub-sample3) for which the data played no role in 
building the model, the ACC rates were 96.40% and 83.85%, respectively. 
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Table 5.28: Classification results for the PNN and MLFN using the sub-sample3; predictions (in columns) 
versus observations (in rows) 
Sample Hold-out sub-sample3 Training sub-sample3 Overall sub-sample3 
Model G B T T% G B T T% GB T T% 
PNN 
G 135 7 142 95.07 288 3 291 98.97 423 10 433 97.69 
B 24 26 50 52.00 11 87 98 88.78 35 113 148 76.35 
T 192 83.85 389 96.40 581 92.25 
MLFN 
G 133 9 142 93.66 287 4 291 98.63 420 13 433 97.00 
B 12 38 50 76.00 5 93 98 94.90 17 131 148 88.51 
T 192 89.06 389 97.69 581 94.84 
5.3.3.2.1.2 Multi-Layer Feed-forward Net 
Following the same procedures, which were used with PNN model, MLFN model was 
developed applying the same training and testing sub-sampleS3 using the same 12 
predictor variables. A 94.84% ACC rate was found applying the overall data-set 
(training plus testing sub-sampleSA and 97.69% and 89.06% ACC rates were found 
applying training and testing sub-sampleS3, respectively, as revealed in Table 5.28. 
5.3.3.2.2 Powerful Neural Net Credit Scoring Models 
Six different neural nets were used in this section to build the scoring models, PNN and 
MLFN using two to six nodes, which was an option under the best net search as a part 
of the currently used software design. Once again, the experiment was repeated 20 times 
with a different hold-out (testing) sub-sample each time and different training sub- 
sample each time. The reason for repeating the process was to investigate whether 
different results, in terms of ACC rates (and estimated misclassification costs), were 
being achieved because of the random selection procedure as part of the software 
design. 
Furthen-nore, it has been proved that all NN models (PNN and MLFNftom two to six 
nodes) used in this section were not statistically significant 
different of each other, as 
stated by Fisher's least significant difference test and other tests. 
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5.3.3.2.2.1 Probabilistic Neural Nets 
PNN5 was (trial number five applying probabilistic neural nets) the best model, 
between all powerful PNN models, achieving 94.15% overall ACC rate, as revealed in 
Table 5.29, with a 97.43% and an 87.50% ACC rates applying training and testing sub- 
samples, respectively. The highest ACC rate in the hold-out (testing) sub-samples was 
89.58% with PNN3- Meanwhile the highest ACC rate in the training sub-samples was 
100.00% with PNN2 with an overall ACC rate of 93.46%. It can be observed from 
Table 5.29 that all PNNs predict good credit much better than bad credit in all sub- 
samples (hold-out, training, and overall). 
Table 5.29: Classification results applying the 20 powerful PNNs for the sub-sample3 
Sample Hold-out sub-samples Training sub-samples Overall sub-samples 
Neural Net G%B%T%G%B%T%G%B%T% 
PNNI 93.57 59.62 84.38 97.61 87.50 95.12 96.30 77.70 91.57 
PNN2 85.71 65.38 80.21 100 100 100 95.38 87.84 93.46 
PNN3** 94.63 72.09 89.58 97.18 85.71 94.09 96.30 81.76 92.60 
PNN4 88.74 68.29 84.38 97.16 83.18 93.32 94.23 79.05 90.36 
PNN5* 90.85 78.00 87.50 97.59 96.94 97.43 95.38 90.54 94.15 
PNN6 87.18 80.56 85.94 98.19 91.07 96.14 94.23 88.51 92.77 
PNN7 93.71 65.31 86.46 98.28 85.86 95.12 96.77 79.05 92.25 
PNN8 88.19 70.83 83.85 99.65 92.00 97.69 95.84 85.14 93.12 
PNN, ) 93.06 64.58 85.94 96.54 89.00 94.60 95.38 81.08 91.74 
PNNIO 89.36 68.63 83.85 99.32 92.78 97.69 96.07 84.46 93.12 
PNNII 90.00 65.38 83.33 97.95 91.67 96.40 95.38 82.43 92.08 
PNN12 91.03 63.83 84.38 98.96 91.09 96.92 96.30 82.43 92.77 
PNN13 93.88 57.78 85.42 96.50 87.38 94.09 95.61 78.38 91.22 
PNN14 95.52 65.52 86.46 98.66 91.11 96.92 97.69 81.08 93.46 
PTýN 15 89.80 62.22 83.33 97.20 84.47 93.83 
94.69 77.70 90.36 
PNN16 81.51 80.43 81.25 95.82 95.10 95.63 90.99 90.45 90.88 
PNN17 88.89 68.75 83.85 99.31 96.00 98.46 95.84 87.16 93.63 
PNN18 85.33 71.43 82.29 97.88 93.40 96.66 93.53 87.16 91.91 
PNNjq 89.80 57.78 82.29 98.60 94.17 97.43 95.61 83.11 92.43 
PNN20 91.28 65.12 85.42 99.65 86.67 96.14 96.77 80.41 92.60 
*Best PNN model based on overall sub-samples. "Best PNN model based on testing sub-samples. 
Also, the highest correctly classified bad credit in the overall sub-samples, training sub- 
samples, and testing sub-samples were 90.54%, 100.00% and 80.56%, respectively, 
for 
PNN5, PNN2, and PNN6, respectively. Whilst, the highest correctly classified good 
credit were 95.52%, 100.00, and 97.69% ACC rates 
for PNN14, PNN2, and PNN14, 
respectively, using hold-out, training, and overall sub-samples, respectively. 
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5.3.3.2.2.2 Multi-Layer Feed-forward Nets 
Table 5.30 surnmarizes MLFN models' classification results for all sub-samples. Both 
MLFN7 and MLFN15 had the highest overall ACC rate, at 93.46%, between all powerful 
MLFN models developed in this section. In addition, their ACC rates using training and 
testing sub-samples were 96.66% and 86.98% for MLFN7; and 97.43% and 85.42% for 
MLFN15, respectively. It can be also observed that the highest overall ACC rate in the 
testing sub-samples was 86.98% for MLFN5, MLFN7 and MLFNIO. While, a 98.20% 
overall ACC rate was the highest in the training sub-samples for MLFN8. 
Table 5.30: Classification results applying the 20 powerful MLFNs for the sub-sample3 
Sample Hold-out sub-sam ples Training sub-sam ples Overall sub-sam ples 
Neural Net G% B% T% G% B% T% G% B% T% 
MUNI 84.46 77.27 82.81 93.33 99.04 94.86 90.30 92.57 90.88 
MLFN2 86.71 77.55 84.38 96.55 94.95 96.14 93.30 89.19 92.25 
MLFN3 91.55 68.00 85.42 98.63 92.86 97.17 96.30 84.46 93.29 
MLFN4 87.50 70.83 83.33 97.23 97.00 97.17 94.00 88.51 92.60 
MLFN5** 92.47 69.57 86.98 96.86 90.20 95.12 95.38 83.78 92.43 
MLFN6 85.81 70.45 82.29 97.54 93.27 96.40 93.53 86.49 91.74 
MLFN7*/** 88.11 83.67 86.98 96.55 96.97 96.66 93.76 92.57 93.46 
MLFN8 82.27 62.75 77.08 98.63 96.91 98.20 93.30 85.14 91.22 
MLFNq 85.40 69.09 80.73 97.97 95.70 97.43 94.00 85.81 91.91 
MLFNIO** 91.78 71.74 86.98 97.21 94.12 96.40 95.38 87.16 93.29 
MLFNII 89.44 64.00 82.81 96.91 94.90 96.40 94.46 84.46 91.91 
MLFN12 84.40 82.35 83.85 95.89 94.85 95.63 92.15 90.54 91.74 
MLFN13 90.85 70.00 85.42 96.91 92.86 95.89 94.92 85.14 92.43 
MLFN14 83.92 79.59 82.81 97.59 89.90 95.63 93.07 86.49 91.39 
MLFN15* 94.33 60.78 85.42 98.29 94.85 97.43 97.00 83.11 93.46 
MLFN16 93.24 63.64 86.46 98.25 91.35 96.40 96.54 83.11 93.12 
MLFN17 86.43 69.23 81.77 97.61 90.63 95.89 94.00 83.11 91.22 
MLFNjg 90.08 54.10 78.65 99.01 90.80 97.17 96.30 75.68 91.05 
MLFNjq 86.81 72.92 83.33 96.89 96.00 96.66 93.53 88.51 92.25 
MLFN20 93.53 67.92 86.46 96.94 93.68 96.14 95.84 84.46 92.94 
*Best MLFN models based on overall sub-samples. "Best MLFN models based on testing sub-samples. 
From results revealed in Table 5.30, all the MLFNs predict good credit better than bad 
credit in all sub-samples, except two models in the training sub-samples, MLFNI and 
MLFN7 and one model in the overall sub-sample, MUNI. Regarding these exceptions 
in the training sub-sample, the correctly classified bad credit in the training sub-samples 
using MUNI was 99.04%, whilst the correctly classified good credit was 
93.33%; and 
it was 96.97% for the bad classification in MLFN7, whilst 
for the good classification it 
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was 96.55%. Furthennore, regarding the exception in the overall sub-sample (MLFNI), 
the correctly classified good credit was 90.30% ACC rate, and 92.57% ACC rate as a 
correctly classified bad credit. 
Also, the highest correctly classified bad credit in the overall sub-samples was 92.57% 
for both MUNI and MLFN7, and 99.04% for MUNI, in the training sub-samples. 
Correspondingly, the highest correctly classified bad credit in the testing sub-samples 
was 83.67% for MLFN7. By contrast, the highest correctly classified good credit using 
testing, training, and overall sub-samples were 94.33% for MLFN15,99.01% for 
MLFN18, and 97.00% for MLFN15, respectively. 
5.3.3.2.2.3 Best Net Search 
As explained earlier PNN and MLFN from two to six nodes, this was an option under 
BNS, as a part of the currently used software, were applied in this section. Table 5.31 
summarizes the classification results for the 20 powerful BNS models. It can be 
observed that BNS5-MLFN-5N (BNS5-MLFN-5N means trial number five under the 
best net search with multi-layerfeed-forward net selecting 5 nodes as a best net) was 
the best model, between all BNS models based on overall ACC rate criterion, with a 
94.66% overall ACC rate. Also, the overall training and testing sub-samples' ACC rates 
for this model were 98.97% and 85.94%, respectively; and the highest overall ACC rate 
in testing sub-samples was 91.15% for BNS4-MLFN-5N. 
It can be also shown from Table 5.31 that all the BNS models predict good credit better 
than bad credit, as well, except only one model across all sub-samples (testing, training, 
and overall sub-samples), which is BNS4-MLFN-5N; and one more model, only the 
training sub-samples, which is BNS5-MLFN-5N (see Table 5.31 for details). Moreover, 
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the highest correctly classified good credit in the testing, training, and overall sub- 
samples were 95.42% for both BNSio-MLFN-4N; 99.30% for BNS3-MLFN-5N; and 
97.69% for both BNS9-MLFN-4N and BNSio-MLFN-4N. By contrast, the highest 
correctly classified bad credit using testing, training, and overall sub-samples were 
92.86% for BNS4-MLFN-5N; 100.00% for BNS5-MLFN-5N; and 95.27% for BNS4- 
MLFN-5N, respectively. 
Table 5.3 1: Classification results applying the 20 powerful BNSs for the sub-sample3 
Sample 
Neural Net 
Hold-out sub-samples 
G%B%T% 
Training sub-sam 
G%B% 
ples 
T% - 
Overall sub-samples 
G%B%T% 
BNS I- MLFN-4N 91.03 75.00 88.02 97.47 89.29 95.12 95.15 85.81 92.77 
BNS2-MLFN-5N 89.19 79.55 86.98 98.60 92.31 96.92 95.38 88.51 93.63 
BNS3-MLFN-5N 93.96 62.79 86.98 99.30 90.48 96.92 97.46 82.43 93.63 
BNS4-MLFN-5N** 90.44 92.86 91.15 93.94 96.74 94.60 92.84 95.27 93.46 
BNSs-MLFN-5N* 89.12 75.56 85.94 98.60 100 98.97 95.38 92.57 94.66 
BNS6-MLFN-5N 89.73 82.61 88.02 98.26 89.22 95.89 95.38 87.16 93.29 
BNS7-MLFN-6N 92.09 79.25 88.54 97.28 93.68 96.40 95.61 88.51 93.80 
BNSg-MLFN-2N 88.65 86.27 88.02 92.81 91.75 92.55 91.46 89.86 91.05 
BNS9-MLFN-4N 95.00 69.23 88.02 98.98 90.63 96.92 97.69 83.11 93.98 
BNS, o-MLFN-4N 95.42 68.85 86.98 98.68 90.80 96.92 97.69 81.76 93.63 
BNSII-MLFN-2N 89.58 72.92 85.42 98.96 85.00 95.37 95.84 81.08 92.08 
BNS12-MLFN-2N 93.01 71.43 87.50 96.90 77.78 92.03 95.61 75.68 90.53 
BNS]3-MLFN-2N 91.55 78.00 88.02 95.19 80.61 91.52 94.00 79.73 90.36 
BNS14-MLFN-4N 87.07 68.89 82.81 98.25 95.15 97.43 94.46 87.16 92.60 
BNS15-MLFN-4N 93.62 76.47 89.06 97.60 91.75 96.14 96.30 86.49 93.80 
BNS16-MLFN-3N 91.04 74.14 85.94 97.99 92.22 96.66 95.84 85.14 93.12 
BNS]7-MLFN-5N 90.30 81.03 87.50 94.65 93.33 94.34 93.30 88.51 92.08 
BNS18-MLFN-2N 92.72 75.61 89.06 96.10 87.85 93.83 94.92 84.46 92.25 
BNS, 9-PNN 89.26 72.09 85.42 97.89 94.29 96.92 94.92 87.84 93.12 
BNS20-PNN 89.86 68.18 84.90 98.95 87.50 95.89 95.84 81.76 92.25 
*Best BNS model based on overall sub-samples. "Best BNS model based on testing sub-samples. 
There is evidence of no significant differences between PNN and MLFN, from two to 
six nods, models. From results revealed in Table 5.32, the ANOVA F-Ratio was 1.79. 
This was not significant at the 95% confidence level. Besides, the neural net models 
namely, PNN and MLFN were not significantly different at 95% confidence level as 
revealed by Fisher's least significant difference test. However, there were no 
statistically significant differences in variances between neural net models according to 
the Cochran's C/ Bartlett's / Levene's tests. Moreover, the Kruskal-Wallis Median Test 
Statistic shows no statistically significant differences at the 95% confidence level for 
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neural net models with a test Statistic of 4.48392. For more statistical details relating to 
neural nets, the reader is referred to Figure 5.8. 
So, using a 90% confidence level, there are no statistically significant differences 
between the mean ACC rates in sub-sample3, for different types of NN models. As to 
the medians, there are also no significant differences between the models. These results 
shed further light on the first subsidiary research question. 
Table 5.32: A comparative statistical evaluation of the powerful neural net models using the sub-sample3 
Count 
Average (Mean) 
Standard deviation 
ANOVA F-Ratio 
Fisher's least significant difference test(): 
PNN-MLFN 
PNN-BNS 
MLFN-BNS 
Cochran's C Test: 
Bartlett's Test: 
Levene's Test: 
Kruskal-Wallis Median Test Statistic: 
Average Rank 
Test Statistic 
NN Models 
PNN (0) MLFN (I 
20 20 
92.324 92.229 
1.06658 0.84082 
28.50 25.925 
BNS (2, 
20 
92.8045 
1.16191 
37.075 
Overall 
60 
92.4525 
1.04561 
1.79 
0.095 
-0.4805 
-0.5755 
0.422598 
1.03606 
0.511393 
4.48392 
Note: there are no significant differences in any of these tests at the 90% confidence level or above. 
The graphical analysis in Figure 5.8 shows the differences between sub-sample3NN 
models. The Scatter-plot by Level Code illustrates that category I has a narrower spread 
than the other two categories. As reveals in the Means and 95.0% LSD Intervals, there 
are overlapping intervals, although the Mean for category 2 is higher than the other two 
categories means. In the Box-and-Whisker Plot, the inter-quartile ranges (coloured 
shaded boxes) are similar in size, and overlap substantially. Although, the means for 
categories 0 and I lie below the CL and category 2 above the CL, all the three groups lie 
within the 95 percent decision limit. 
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Figure 5.8: Scatter-plot by level code; means and 95.0% LSD intervals; Box-and-whisker plot and 
analysis of means plot with 95% decision limits. 
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5.3.3.2.3 Genetic Programming Credit Scoring Models 
5.3.3.2.3.1 Program Model 
Table 5.33 show the GPp best program model' classification results. The ACC rates for 
both training sub-sample and validation sub-sample were 97.95% and 88.66%, 
respectively. While, the overall training and validation sub-sample3ACC rate (this rate 
is a weighted average of the correct classification rates of the training and validation 
sub-samples) was 93.32%, see Table 5.33. Applying the testing data-set using GPp best 
model, an 83.33% ACC rate was found and 93.32% ACC rate applying the training 
data-set; as revealed in Table 5.34, the overall ACC rate was 90.02%. 
5.3.3.2.3.2 Team Model 
The best team model showed a 95.37% ACC rate was using overall training and 
validation sub-samples. That was a weighted average of the ACC rates 
for training sub- 
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sample and validation sub-sample at a 97.95% and a 92.78% ACC rates, respectively, as 
observed in Table 5.33. Furthennore, the overall sub-sample3 ACC rate was 91.91 % 
(that achieved an increase of 1.89% average correct classification rate), as shown in 
Table 5.34. An 84.90% and a 95.37% ACC rates were found for testing sub-sample3 
and training sub-sample3 (the best team size in this sub-sample was 9 programs), 
respectively. 
Table 5.33: Classification results for the GPP and GP, models using the training sub-sanIP103 
Sample Training sub-sample 
- 
Validation sub-sample 
_T 
&V sub-sample 
_Model 
GBTT% GBTT% GBT T "o 
GPp _ 
G 144 1 145 99.31 136 10 146 93.15 280 11 291 96.12 
B 3 47 50 94.00 12 36 48 75.00 15 83 98 84.69 
T 195 97.95 194 88.66 389 93.32 
GP, 
G 144 1 145 99.31 138 8 146 94.52 282 9 291 96.91 
B 3 47 50 94.00 6 42 48 87.50 9 89 98 90.82 
T 195 97.95 194 92.78 389 95.37 
Table 5.34: Classification results for the GPp and GPt models using the sub-sample3; predictions (in 
columns) versus observations (in rows) 
Sample Applied (testing ) sub-sample3 Training sub-sample3 Overall sub-sample3 
_Model 
GBTT% GBTT% GBTT% 
GPI) 
G 131 11 142 92.25 280 11 291 96.22 411 22 433 94.92 
B 21 29 50 58.00 15 83 98 84.69 36 112 148 75.68 
T 192 83.33 389 93.32 581 90.02 
GPt 
G 133 9 142 93.66 282 9 291 96.91 415 18 433 95.84 
B 20 30 50 60.00 9 89 98 90.82 29 119 148 80.41 
T 192 84.90 389 95.37 581 91.91 
As shown in Figure 5.9, the overall training and validation perfon-nance line for GP, 
(light green line) was better than the overall training and validation performance line for 
GPp (dark red line), from the start to the end of completed runs. Based on the results 
revealed in Table 5.34, the difference between the overall training sub-sample3 average 
correct classification rates for GPp and GPt was 20.5% (i. e. 95.37% for GP, - 93.32% 
for GPP). This outcome is enhancing the results revealed from Figure 5.9. 
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Figure 5.9: Genetic best program and best team overall training and validation performance for sub- 
sample3 
D- ý Nea 
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5.3.3.2.4 Predictive Ability for Advanced Techniques 
On the one hand, comparing basic NN and GP models, where the same training, testing, 
and overall sub-sampleS3 were used to produce these models. GP, model predictive 
ability was better than PNN model (i. e. 84.90% for GPt > 83.85% for PNN), but worse 
than MLFN model (i. e. 84.90% for GPt < 89.06% for MLFN). Furthermore, both PNN 
and MLFN models' predictive ability was better than GPPmodel' predictive ability (i. e. 
89.06% and 83.85% for MLFN and PNN, respectively > 83.33% for GPp), as observed 
from Tables 5.28 and 5.34. 
On the other hand, an extension of the comparison to comprise the powerful NN models 
was included; a 91.15% ACC rate was the best models, between all advanced models in 
terms of predictive ability, for BNS4-MLFN-5N, see Tables 5.28,5.29,5.30,5.31,5.34. 
Correspondingly, GPt model predictive ability was better than predictive ability for 
PNN model, but worse than predictive capability of other NNs models, and NN models 
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predictive ability namely, PNN3, MLFN, MLFN5, MLFN7ý MUNIO, and BNS4-MLFN- 
5N were better than GP models predictive ability namely, GPp and GP,. 
5.3.3.3 Comparison of results of different sub-sample3 credit scoring models 
The same two criteria of ACC rate and EMC costs were used to compare the different 
models, and the comparison is also based on testing sub-samples 32 in this section. Table 
5.35 summarizes the ACC rates, errors, and EMCs results for conventional techniques 
(classifications based on a 0.50 cut-off point only) namely, WOE, MDA, PA, and LR, 
and advanced techniques namely, PNN, PNN3, MLFN, MLFN5, MLFN71 MLFNIO, 
BNS4-MLFN-5N, GPp, and GPt. 
Table 5.35: Comparing classification results, errors and EMCs for the selected techniques using the sub- 
sample3 
Scoring 
Model 
Overall sub-sample(s) 
G%B%T% 
Error results 
Type I Type 11 
EMC 
(5: 1) 
WOE 33.80 100.00 51.04 0.6620 0.0000 0.4932 
MDA 88.03 78.00 85.42 0.1197 0.2200 0.3697 
PA 88.73 74.00 84.90 0.1127 0.2600 0.4155 
LR 95.07 48.00 82.81 0.0493 0.5200 0.6997 
PNN 95.07 52.00 83.85 0.0493 0.4800 0.6487 
PNN3 94.63 72.09 89.58 0.0537 0.2791 0.3959 
MLFN 93.66 76.00 89.06 0.0634 0.2400 0.3532 
MLFN5 92.47 69.57 86.98 0.0753 0.3043 0.4441 
MLFN7 88.11 83.67 86.98 0.1189 0.1633 0.2968 
MLFNIO 91.78 71.74 86.98 0.0822 0.2826 0.4216 
BNS4-MLFN-5N* 90.44 92.86 91.15 0.0956 0.0714 0.1623 
GP, 92.25 58.00 83.33 0.0775 0.4200 0.5932 
GP, 93.66 60.00 84.90 0.0634 0.4000 0.5572 
*Best model amongst all models according to the highest ACC rate and the lowest EMC. 
As concluded in Table 5.35, MDA had the highest ACC rate at 85.42%, amongst all 
conventional techniques. Meanwhile, BNS4-MLFN-5N has the highest ACC rate at 
91.15%%, amongst all techniques. All models predict good credit better than bad credit, 
except only one conventional model namely, WOE. In addition, the highest correctly 
classified bad credit was 100.00% for WOE, whilst the highest correctly classified good 
32 For more details of comparisons based on the overall classification results of sub-sampleS3 models, see 
Appendix 5.0. 
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credit was 95.07% for both LR and PNN. It can be concluded from Table 5.35, that the 
average performance of the NN models was better than the average performance of the 
conventional and GP models. 
Furthermore, comparing conventional techniques the misclassifi cation cost at 0.3697 
was for MDA. That was the chosen model according to the ACC rate at 85.42%. All 
the advanced models' type 11 errors were higher than type I errors. Comparing NN and 
GP models the lowest MC at 0.1623 is for BNS4-MLFN-5N amongst these techniques. 
That was the chosen model, according to the ACC rate at a 91.15% ACC rate (see Table 
5.35). At last, comparing all conventional and advanced techniques, the highest ACC 
rate, which was 91.15%, leads to selecting BNS4-MLFN-5N. However, this does 
provide the lowest MC, which was 0.1623 (for more details regarding EMCs for all sub- 
sample3models including all trials, see Appendix 5. P). 
5.4 Comparing different sample results and sensitivity 
analysis of EMCs 
In this section, a comparison of statistical scoring techniques for different samples was 
investigated, based on testing classification results because of its importance for the 
real field. Two more criteria, in addition to the A CC rate criterion and EMC with an 
MC ratio of 5: 1 criterion which were used in previous sections, were applied for 
analytical purposes; firstly, EMC with MC ratio of 7: 1 criterion; and secondly, EMC 
with MC ratio of 10: 1 criterion. The reason for this is to investigate whether different 
results may occur applying the new MC ratios. Furthermore, as discussed before, valid 
prediction for MCs associated with both type I and type 11 errors, might not be available 
in an environment, such as the Egyptian banking sector, and, based on discussion with 
bank personnel, a high MC ratio might be more appropriate. Table 5.39 summarizes 
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different samples' overall testing of ACC rates and EMCs under different MC ratios 
G. e. 5: 1,7: 1, and 10: 1 cost ratios). 
On the one hand, a comparison is made of all different samples' scoring techniques, 
for which the same data-set was used in building the models and the same hold-out 
-1 -- data-set was used in testing these models, without including the powerful NN scoring 
models in the comparison, for which the training and testing sub-samples in this case 
were different for each trial. Firstly, using ACC rate criterion, results indicated that 
MDA, LR and MLFN models, for the sub-sample, data-set, had the highest ACC rate 
above all other sub-samples techniques at 94.83%. Whilst the highest ACC rate in sub- 
sample2models was MDA at 86.21% and 89.06% for the ACC rate, which was the 
highest between all sub-sample3 models for MLFN (see Table 5.36). 
Secondly, using a MC ratio of 5: 1, MDA and MLFN models, for the sub-sample, data- 
set, had the lowest MC at 0.1249, and this was the lowest MC between all the compared 
sub-samples. Furthermore, the lowest MC was 0.3216 for MDA, in sub-sample2, and 
0.3532 for MLFN, in sub-sample3. Thirdly, extending the previous criterion to an MC 
ratio of 7: 1, the ranking of the decision did not change, for MDA and MLFN models for 
sub-sample, were still the best between all sub-samples' models at 0.1613; and 0.4143 
and 0.4756 costs for MDA and MLFN models, in sub-samples two and three, 
respectively. Fourthly, the criterion of MC of 10: 1 was also applied. Actually, the 
ranking of the decision was the same as in sub-sample,, but this changed in sub-samples 
two and three. Both MDA and MLFN models, for sub-sample, were still the best 
between all sub-samples. In sub-sample2 and sub-sample3, WOE was the best model at 
0.4578 and 0.4932, respectively (see Table 5.36). Correspondingly, in an evaluation of 
all sub-samples models, sub-sample, is better than the other two sub-samples, under 
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both ACC rate and EMCs criteria; and both sub-sample2 and sub-sample3 are close 
contenders under both ACC rate and EMCs criteria. 
Table 5.36: Comparing classification results, errors and EMCs for all different sub-sample models 
Scoring 
Model 
Overall testing 
ACC rate 
Error results 
Type I Type 11 
EMC 
(5: 1) 
EMC 
(7: 1) 
EMC 
(10: 1) 
_Sub-sample, WOE 55.17 0.5909 0.0000 0.4402 0.4402 0.4402 
MDA* 94.83 0.0455 0.0714 0.1249 0.1613 0.2160 
PA 93.10 0.0227 0.2143 0.2901 0.3994 0.5634 
LR* 94.83 0.0227 0.1429 0.1991 0.2720 0.3813 
PNN 89.66 0.0455 0.2857 0.3982 0.5439 0.7624 
MLFN* 94.83 0.0455 0.0714 0.1249 0.1613 0.2160 
GP, 91.38 0.0455 0.2143 0.3071 0.4164 0.5804 
GP, 91.38 0.0455 0.2143 0.3071 0.4164 0.5804 
Sub-sample2 
WOE** 56.03 0.6145 0.0000 0.4578 0.4578 0.4578 
MDA** 86.21 0.1205 0.1818 0.3216 0.4143 0.5534 
PA 81.03 0.0482 0.5455 0.7314 1.0096 1.4269 
LR 80.17 0.0482 0.5758 0.7701 1.0637 1.5042 
PNN 85.34 0.0361 0.4242 0.5677 0.7841 1.1086 
MLFN 80.17 0.0482 0.5758 0.7701 1.0637 1.5042 
GPp 81.03 0.0964 0.4242 0.6127 0.8290 1.1535 
GP, 83.62 0.0482 0.4545 0.6154 0.8472 1.1949 
Sub-sarnple3 
WOE*** 51.04 0.6620 0.0000 0.4932 0.4932 0.4932 
MDA 85.42 0.1197 0.2200 0.3697 0.4819 0.6502 
PA 84.90 0.1127 0.2600 0.4155 0.5481 0.7470 
LR 82.81 0.0493 0.5200 0.6997 0.9649 1.3627 
PNN 83.85 0.0493 0.4800 0.6487 0.8935 1.2607 
MLFN*** 89.06 0.0634 0.2400 0.3532 0.4756 0.6592 
GPp 83.33 0.0775 0.4200 0.5932 0.8074 1.1287 
GPt 84.90 0.0634 0.4000 0.5572 0.7612 1.0672 
*The best models in sub-sample, (and all sub-samples) under ACC rate and EMCs with an MC ratio of 
5: 1 or above. 
**MDA is the best model in sub-sample2 under ACC rate and EMCs with an MC ratio up to 7: 1, and 
WOE is the best model in this sub-sample2under EMCs with an MC ratio of 10: 1. 
*** MLFN is the best model in sub-sample3 under ACC rate and EMCs with an MC ratio up to 7: 1; and 
WOE is the best model under EMCs with an MC ratio of 10: 1. 
A confirmatory analysis of the three sub-samples was investigated using Kohonen 
maps, which were generated to indicate the cluster grouping. Results using Kohonen 
maps confirm that sub-sample, is better than the other two sub-samples; and that sub- 
sample2 and sub-sample3 are close contenders, (for more details see Appendix 5. Q for 
testing sub-samples and 5. R for training sub-samples). 
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On the other hand, extending the analysis to include the best selected powerful NN 
models to the previous analysis, as shown in Tables 5.36 and 5.37, using the same four 
criteria discussed before. Firstly, for the ACC rate criterion, all the different powerful 
NN models were equally the best model in all samples at the same ACC rate of 94.83%, 
but the decision had changed in sub-sample2 and sub-sample3, where the ACC rates 
were 91.38% and 91.15% for BNS20-MLFN-3N and BNS4-MLFN-5N, respectively. 
Secondly, using an MC ratio of 5: 1, the best models were still MDA and MLFN models 
at 0.1249, but they were marginally close to the powerful PNN2 at 0.13 11. But in sub- 
sample2 and sub-sample3, the ranking of the decision has changed using powerful NN 
models; for sub-sample2 the lowest MC at 0.2540 was for PN-N7; that was the lowest 
cost between all these sub-sample2 models; and for sub-sample3, the lowest cost at 
0.1623 was for BNS4-MLFN5N amongst all these sub-sample3models. 
Table 5.37: Comparing classification results, errors and EMCs for the powerful NN models using 
different sub-samples 
Scoring 
Model 
Overall testing 
ACC rate 
Error results 
Type I TyPe 1 
EMC 
(5: 1) 
EMC 
(7: 1) 
EMC 
(10: 1) 
Sub-sample, 
PN'N2 94.83 0.0444 0.0769 0.1311 0.1703 0.2292 
MLFN15 94.83 0.0000 0.1875 0.2391 0.3347 0.4781 
BNSII-PNN 94.83 0.0000 0.1500 0.1913 0.2678 0.3825 
BNS]7-PNN 94.83 0.0000 0.2727 0.3477 0.4868 0.6954 
Sub-sample2 
PNN2 90.52 0.0575 0.2069 0.3066 0.4122 0.5704 
Pýý7 90.52 0.0633 0.1622 0.2540 0.3367 0.4608 
MLFN3 86.21 0.0879 0.3200 0.4735 0.6367 0.8815 
MLFN7 86.21 0.0682 0.3571 0.5061 0.6882 0.9614 
MLFNq 86.21 0.0706 0.3226 0.4639 0.6284 0.8752 
BNS, 5-PNN 90.52 0.0349 0.2667 0.3660 0.5021 
0.7061 
BNS2o-MLFN-3N 91.38 0.0323 0.3043 0.4120 0.5672 0.8000 
Sub-sample3 
PNN3 89.58 0.0537 0.2791 0.3959 0.5382 0.7517 
MLFN5 86.98 0.0753 0.3043 0.4441 0.5993 0.8321 
MLFN7 86.98 0.1189 0.1633 0.2968 0.3801 0.5050 
MLFNIO 86.98 0.0822 0.2826 0.4216 0.5657 0.7819 
_BNS4-MLFN-5N 
91.15 0.0956 0.0714 0.1623 0.1987 0.2533 
Afterwards, using an MC ratio of 7: 1 and 10: 1, the decision did not change; MDA and 
MLFN were still the best between all sub-sample models, but again these were 
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marginally close to the powerful PNN2- PNN7 and BNS4-MLFN-5N Nvere still the best 
between all sub-sample2 and sub-sample3 models, respectively (see Tables 5.39 and 
5.40). Correspondingly, comparing different sub-sample techniques, sub-sample, is still 
better than the other sub-samples, under both ACC rates and EMCs criteria; and sub- 
sample2 and sub-sample3 are close contenders. Sub-sample2 is better than sub-sample3 
under the ACC rate criterion (but they are still close contenders); and sub-sample3 iS 
better than sub-sample2under the EMC criterion using MC ratios of 5: 1 or above. 
Finally, extending the analysis of powerful NN models under different sub-samples, it 
will be shown that there is evidence of statistically significant differences between 
different sub-samples' powerful NN models and an evidence of statistically significant 
differences between powerful NNs namely, PNN, MLFN, and BNS under each of the 
sub-samples, as revealed in Table 5.38 (further details are given in the footnote to the 
Table). 
Earlier discussion provides answers to the second and the third research questions 33 . On 
the one hand, for the second question and based on the results revealed in this chapter, 
credit scoring models, except WOE model(s), indeed do offer the credit decision- 
makers, in this Egyptian private bank case-study, more accurate and efficient 
classification results than the currently used approaches. On the other hand, for the third 
question and also based on different models' outcomes of the best models, both 
conventional and advanced models gave the same prediction quality for personal loans 
under different evaluation criteria (see earlier discussion for more details). 
33 These state "Can alternative credit scoring models offer the credit decision-maker(s) more efficient 
classification results than the approaches used at present? 
" and "How does the predicted personal loan 
quality based on conventional techniques compare with those 
based on advanced scoring techniques? ", 
respectively. 
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It can be observed from Table 5.38 that two sets of tests were investigated. Firstly, the 
ANOVA F-Ratio for Test, was 20.74. This was significant at the 99% confidence level. 
Besides, neural net models, namely, PNNs, MLFNs, and BNSs under each of the sub- 
samples were significantly different at the 95% confidence level as revealed by Fisher's 
least significant difference test. The Cochran's C/ Bartlett's / Levene's tests revealed 
unequal variances (there were statistically significant differences in variances between 
neural net models). Consequently, Tamhane's test was applied to examine the 
differences in the mean of each group pair, and a statistically significant difference at 
the 95% confidence level was found between different NN models (there was no 
statistically significant difference between PNN and MLFN models). Moreover, the 
Kruskal-Wallis Median Test Statistic shows statistically significant differences at the 
99% confidence level for neural net models with a test statistic of 39.0114. 
Secondly, the ANOVA F-Ratio for Test2was 9.02. This was significant at the 99% 
confidence level, and all different sub-samples' NN results, namely using sub-sarnple,, 
sub-sample2, and sub-sample3, were significantly different at the 95% confidence level 
as revealed by Fisher's least significant difference test (there were no statistically 
significant differences between different NN models under sub-sample2 and sub- 
sample3). However, there were statistically significant differences in variances between 
the different sub-samples' NNs models according to the Cochran's C/ Bartlett's / 
Levene's tests. Consequently, Tamhane's test was applied to examine the differences in 
the mean of each group pair, and a statistically significant difference at the 95% 
confidence level was found between different sub-samples' NN models (there were no 
statistically significant differences between sub-sample2 and sub-sample3' 
NN 
models). Moreover, the Kruskal-Wallis Median Test 
Statistic shows statistically 
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significant differences at the 99% confidence level for neural net models with a test 
34 
statistic of 16.8473 . 
Table 5.38: A comparative statistical evaluation for different powerful NN models 
Test, TeSt2 
Count 180 180 
Average (Mean) 86.0574 86.0574 
Standard deviation 3.59149 3.59149 
ANOVA F-Ratio 20.738*** 9.024*** 
Fisher's least significant difference test: 
PNNs-MLFNs 1.27633** 
PNNs-BNSs -2.48217** 
MLFNs-BNSs -3.75850** 
Sub-sample, -Sub-sample2 2.14283** 
Sub-sample, -Sub-sample3 2.44883** 
Sub-sample2-Sub-sample3 0.30600 
Cochran's C Test: 0.447214** 0.50414*** 
Bartlett's Test: 1.05612*** 1.07140*** 
Levene's Test: 4.59666*** 3.45193** 
Tamhane test: 
PNNs-MLFNs 1.27633 
PNNs-BNSs -2.48217** 
MLFNs-BNSs -3.75850** 
Sub-sample, -Sub-sample2 2.14283** 
Sub-sample, -Sub-sample3 2.44883** 
Sub-sample2-Sub-sample3 0.30600 
Kruskal-Wallis Median Test Statistic: 39.0114*** 16.8473*** 
and ***denotes a statistically significant difference at 10,5 and I per cent level, respectively. 
Test,: compares ACC rates for different NN models controlling for sub-samples. The 180 trials are equal 
to 60 PNN trials under all sub-samples (i. e. 20 PAW trials under sub-sample, + 20 PAW trials undersub- 
sample2 + 20 PAW trials under sub-sampleA Plus 60 MLFN trials under different sub-samples (i. e. 
20MLFN trials under each of different sub-samples) plus 60 BNS trials under sub-samples 1,2 and 3 (20 
BNS trials under all different sub-samples, 1,2 and 3). 
TeSt2: compares ACC rates under different sub-samples controlling for models. The 180 trials are equal to 
60 trials under sub-sample, (i. e. 20 PAW trials + 20 MLFN trials + 20 BNS trials) plus 60 trials under 
sub-sample2 (i. e. 20 powerful AW trialsfor each PAW, MLFN, and BNS) plus 60 trials under sub-sample3 
(i. e. for PAW, MLFN, and BNSpowerful AW models 20 trials each). 
So, for Test,, using a 99% confidence level (see ANOVA test) there are statistically 
significant differences between the mean ACC rates for different types of NN models. 
Additionally, PNNs and BNSs are different, and MLFNs and BNSs are also different at 
the 95% level, but PNNs and MLFNs are not based on the Tamhane test. As to the 
34 For more details regarding the same Test, and TeSt2, but based on the overall average correct 
classification rates in different overall samples, see Appendix 
5. S. 
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medians, there are also significant differences, at 99% confidence level, between the 
models. These results from Test, clearly address the first subsidiary research question. 
Furthennore, for TeSt2, using a 99% confidence level, there are statistically significant 
differences between the mean ACC rates resulting from different sub-samples used in 
the same set of neural nets. Additionally, sub-sample, and sub-sample2 are different, 
and sub-sample, and sub-sample3 are also different at the 95% confidence level, but 
sub-sample2 and sub-sample3 are not. As to the medians, there are also significant 
differences, at 99% confidence level, between the models. These results from TeSt2 
clearly address the second subsidiary research question. 
5.4.1 Variable impact analysis 
The purpose of this part is to pinpoint the key factors that the banking sector may need 
to focus upon, in order to improve the quality of the lending process for consumer 
loans; and to investigate the fourth main research question and the third subsidiary 
research question previously mentioned in Chapter Three. The following details set out 
the analysis of error rates and variable impact of the best scoring models to highlight 
variables that have a strong influence on the Egyptian personal loan quality. Tables 5.39 
and 5.40 summarize the analysis of the best three scoring models in private banking 
based on their predictive capabilities. 
From results revealed in Table 5.39, the error rate (ER) for the training and testing 
samples are 12.05% and 5.17%, respectively using the LR model, using a 50% cut-off 
point. For the neural network models, the ERs were 7.27% and 5.17% for training and 
testing samples, respectively, using the MLFN model and using the BNS model 
selecting the PNN in trial number 11 as the best network, the ERs were 
7.27% for the 
training sample and 5.17% for the testing sample. It is clear that the neural network 
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models predicted lower ERs, in the training samples, but for testing samples all models 
have the same ER at 5.17%. 
Table 5.39: Error results for the LR, MUN and BNSII-PNN; predictions (in columns) versus 
observations (in rows) 
Sample Training sample Testing sample 
Model G BT ER % BT ER % 
LR 
G 363 26 389 6.68 43 1 44 2.27 
B 37 97 134 27.61 2 12 14 14.29 
T 523 12.05 58 5.17 
MLFN 
G 372 17 389 4.37 42 2 44 4.55 
B 21 113 134 15.67 1 13 14 7.14 
T 523 7.27 58 5.17 
BNSII-PNN 
G 381 14 395 3.54 38 0 38 0.00 
B 24 104 128 18.75 3 17 20 15.00 
T 523 7.27 58 5.17 
Cut-off point 0.50 for LR. 
Table 5.40 shows the variable impact analysis for the neural network models, selecting 
the probabilistic neural network (BNSII-PNN), MLFN model and the independent 
variable chi-square for the LR model. On the one hand, the most critical variables 
affecting the loan quality applying the BNSII-PNN model are LOAN AMO, TELE, 
COR GUAR, and LFOB, whilst, the least critical variables affecting the loan quality are 
MAR STA, GENDER and ADD INC, as revealed in Table 5.40. In addition, four 
variables, namely LOAN AMO, TELE, COR GUAR and LFOB represent more than 
80% of the combined variables' influence on the loan quality. For the MLFN model, 
LOAN AMO, SALA, and AGE are the most crucial variables influence the loan quality, 
and they are representing more than 57% of the joint variables' affecting the quality of 
the loans. The least vital variables affecting the loan quality are MAR STA, ADD INC 
and HOR. On the other hand, applying the LR model, the most important variables 
affecting the loan quality are LOAN AMO, LFOB, COR GUAR and TELE. By 
contrast, the slightest critical variables affecting the loan quality are ADD INC, 
GENDER, and HOR, as concluded in Table 5.40. Finally, the ERs and other statistics 
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(e. g. MIP/MAE) reveal a better overall performance by the BNS I I-PNN model than LR 
model. 
Table 5.40: Variable impact analysis (VIA) and chi-square statistics for private banking scoring best 
models 
BNS11-PNNModel MLFN Model LR Model 
Variables VIA% Cum. VIA VIA% Cum. VIA Chi-Square P-Value 
LOAN AMO 29.6701 29.6701 28.1451 28.1451 68-7275 0.0000 
TELE 17.8653 47.5354 8.8890 37.0341 57.4801 0.0000 
COR GUAR 17.2062 64.7416 6.7180 43.7521 61.5275 0.0000 
LFOB 16.4561 81.1977 6.3851 50.1372 63.9056 0.0000 
EDUC 7.0167 88.2144 3.1013 53.2385 7.03417 0.0080 
HOR 5.4579 93.6723 2.7263 55.9648 2.27885 0.1311 
COMP 4.6725 98.3448 6.6726 62.6374 3.68545 0.1584 
AGE 1.2129 99.5577 11.2822 73.9196 7.38686 0.0066 
SALA 0.4056 99.9633 18.4575 92.3771 3.67718 0.0552 
ADD INC 0.0199 99.9832 2.4598 94.8369 0.00047 0.9828 
GENDER 0.0161 99.9993 3.1066 97.9435 0.91791 0.3380 
MAR STA 0.0007 100.00 2.0565 100.00 3.07184 0.0797 
ER for training sample 7.27% 7.26% 12.05% 
ER for testing sample 5.17% 5.17% 5.17% 
MIP / MAE 0.1153 - 0.3692 
MIP: Mean Incorrect Probability for probabilistic neural network model. 
MAE: Mean Absolute Error for LR model. 
It follows that an answer to the fourth research question 35 is given as follows: using the 
private bank case-study evaluation, characteristics, such as LOAN AMO, COR GUAR, 
LFOB, and TELE strongly influence the loan quality, and characteristics, such as MAR 
STA, ADD INC, GENDER and HOR weakly affecting the loan quality. 
Consequently, there is a role for local/new variables being appropriate to the Egyptian 
environment, as critical components in a predictive credit scoring decision model. The 
new variables, such as COR GUAR and LFOB, are strongly statistically significant 
36 
. 
These results provide an answer to the third subsidiary research question. 
35 This states "What are the key factors that the banking sector needs to focus upon, in order to 
impro,., e 
the quality of the lending process for consumer loans? " 
36 At the 99% level of confidence for the LR model, for example. However, for the NILFN model these 
variables were a moderate influence rather than a strong 
influence. 
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5.5 Reflections 
Generally there is no overall best statistical method used in building credit scoring 
models, which is confirmed in other studies (Hand & Henley, 1997). The final choice 
depends on the bank's decision-makers' viewpoint. In other words, what are they 
looking for? Is it to minimize the misclassification cost and in particular the type 11 
error? In this case they have to select the model with the lowest cost, for example if the 
cost associated with Type 11 errors is 15 times that associated with Type I error, in this 
case and based on the previous analysis, the best model will be WOE for the whole 
sample data-set at a cost ratio of 0.3630, while for the PNN model in the same sample 
(and this was the best under different cost ratios up to 10: 1) the cost ratio will be 
0.4550. Alternatively, if they know from a market study that they have a strong 
clientele, in this case they might select the model with the highest ACC rate. 
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CHAPTER 6. EVALUATIVE ANALYSIS OF 
PROPOSED CREDIT SCORING MODELS FOR 
EGYPTIAN PUBLIC SECTOR BANKS 
6.1 Introduction 
An analysis of private sector banking, in tenns of a case study, was investigated in the 
previous chapter to investigate the use of different statistical credit scoring models in 
the Egyptian private banking. Both conventional and advanced statistical techniques 
were used in building the proposed models. Comparisons between different statistical 
techniques and different sub-sample sizes have been examined as well. The findings 
suggest that scoring techniques gave better ACC rates and lower EMCs than the 
currently used technique(s). 
In this chapter, credit scoring models for public sector banks have been built using the 
same conventional techniques, namely, WOE measure, MDA, PA and LR; and the same 
advanced statistical techniques, namely, PNNs, MLFNs and GP. The reason for using 
those statistical techniques is to investigate whether different results in tenns of ACC 
rates and EMCs were being achieved; to investigate the effect of different sub-sample 
sizes on the ACC rates and EMCs; and to provide a wide range of statistical credit 
scoring application to the real field with an evaluation of the predictive ability of 
different statistical scoring models. A comparison of all statistical techniques under 
different sub-samples was examined, using ACC rate criterion, EMC criterion with 
different misclassification cost ratios and Kohonen maps, as a confirmatory analysis, to 
provide a sensitivity analysis of the scoring models used in this chapter. 
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For building the scoring models, the finally selected variables, using the data provided 
by the Egyptian public sector banks, are as follows: loan amount; loan duration; age; 
marital status; gender; dependants; profession; educational level; house status: 
telephone; monthly income; CBE report; guarantees; field visit; feasibility study; credit 
card status; loans from other banks and car ownership; in addition to the loan quality as 
a dependent variable (see Appendix 6. A for more details). It is important to evaluate the 
relative strengths of key variables in building the scoring models. For this purpose, a 
variable impact analysis will be performed at the end of this chapter. Furthennore, as 
stated in the previous chapter, since the purpose of a credit scoring model is for 
prediction, it can be argued that the issue of multicollinearity is not critical. 
Nevertheless, correlations between independent variables are considered. These 
variables had correlations within an acceptable range 37 . Some variables had identical 
values, such as personal reputations and fon-nal documents; therefore they have been 
excluded from the finally selected list. 
STATGRAPHICS Plus 5.1, SPSS 15.00, Palisade Neural Tools software, ScortoTM 
Credit Decision Software and DiSCipUJUSTm Genetic-Programming Software were used 
in order to run the proposed credit scoring models in this chapter. The detailed credit 
scoring results using the above-mentioned scoring modelling techniques and sub- 
sampling can be summarized as follows. 
6.2 Whole Sample Credit Scoring Models: 
All models in this section were built using the whole sample, 1262 cases (for more 
details regarding whole sample conventional scoring techniques namely, MDA, PA and 
37 The highest correlation was between field visit and feasibility study at 0.6630. For further discussion, 
see footnote I of Chapter Five. 
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LR, see Appendix 6. B), including the NN and GP models, which were built using the 
same sample. 
6.2.1 Conventional Credit Scoring Models 
Four statistical scoring techniques have been used in this section to build the proposed 
scoring models namely, WOE Measure, MDA, PA, and LR. 
6.2.1.1 Weight of Evidence Measure 
Following the same methodology provided in chapter 5, all the finally selected nineteen 
variables used in building the scoring models had an accepted infonnation value (weak, 
average, strong, and very strong predictors), except four variables which are DUM 
SING, DUM MARR, HOU STA, and CAR OWN (poor predictors) with IV of 0.0058, 
0.0036,0.0012 and 0.0154, respectively (for IV details for all variables, see Appendix 
6. Q. However, due to their potential importance and for a fair comparison with other 
whole sample techniques, it had been decided to keep them in the proposed models 
namely, WOE, WOET15 WOET2, and WOET3; and exclude them from the proposed 
models namely, WOETIWOETII, WOET21, and 
WOET31 
. Furthermore, weak and poor 
predictive variables (nine variables, five of which weak predictors namely, AGE, 
DEPE, TELEý FEASI STU, CC STA; and four of which are poor predictors namely, 
DUM SfNG, DUM MARR, HOU STA, and CAR OWN) had been excluded from the 
models; the reason for this, is to investigate the effect of excluding these variables on 
the ACC rate. 
As shown in Table 6.1, a 54.99% ACC rate was found with a 
50% cut-off point and 
75.99% with a 30% cut-off point which was the highest ACC rate 
(see Appendix 6. D) 
with WOE. Using weak, average, strong and very strong predictor variables, 
WOE 1,15 
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variables have been selected with a 54.44% ACC rate with standard 0.50 cut-off point 
and 76.94% ACC rate with 0.30 cut-off point as well (using only average, strong and 
very strong predictor variables, 10 variables have been selected with a 52.93% ACC 
rate with standard 0.50 cut-off point and 76-55% ACC rate with 0.25 cut-off point, 
because of the large number of omitted variables, 9 variables, which might affect the 
quality of the final fitted model, it has been decided that weak, average, strong and very 
strong predictor variables with 15 variables were used for comparison purposes in this 
section . 
Table 6.1: Classification results for the WOE models using the whole sample 
Observed Predicted group Observed Predicted group 
group Model G B T T% group Model G B T T 
WOE WOE, 
G 290 561 851 34.08 G 283 568 851 33.25 
B 7 404 411 98.30 B 7 404 411 98.30 
T 1262 54.99 T 1262 54.44 
WOETI WOETII 
G 591 260 851 69.45 G 602 249 851 70.74 
B 92 319 411 77.62 B 92 319 411 77.62 
T 1262 72.11 T 1262 72.98 
WOET2 WOET2, 
G 383 233 616 62.18 G 393 223 616 63.80 
B 92 319 411 77.62 B 92 319 411 77.62 
T 1027 68.35 T 1027 69.33 
WOET3 WOET31 
G 618 233 851 72.62 G 628 223 851 73.80 
B 92 319 411 77.62 B 92 319 411 77.62 
T 1262 74.25 T 1262 75.04 
G= good, B= bad, T= total for this table and subsequent tables. Cut-off point 0.50. 
For the purpose of improving the proposed model, three more model-trials have been 
developed, as a fonn of sensitivity analysis, taking into account that the 235 cases out of 
1262 cases which had a corporate guarantee, which means there is no such chance for 
any of them to be defaulted. As a result, three trials have been investigated. 
First, the score of the corporate guarantee is removed for each of the 235 cases from 
their total score; the reason for this is these scores were very high compared with other 
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sub-variable scores, which affect the average cut-off score for the overall model, then 
taking into account that those 235 cases were still part of the model but without the sub- 
corporate guarantee scores. Using a 50% cut-off point, results for these models are 
shown in Table 6.1, with 72.11% and 72.98% ACC rates for WOETI (using all 
variables) and WOETII (using weak, average, strong, and very strong predictor 
variables), respectively (using only the 10 average, strong, and very strong predictor 
variables, a 69.33% ACC rate was found). As a second trial, it had been decided to take 
these 235 cases out, because of their observed certainty of repayment, from the total 
sample, the remaining number of cases being (1262-235=) 1027 cases. Classification 
results for these models are provided in Table 6.1 as well. A drop of the total ACC rate 
was found applying this trial procedure, with a cut-off point of 50%, a 68.35% (using all 
variables) and a 69.33% (using the 15 predictor variables) ACC rates from WOEn and 
WOET21 
, respectively 
(with the 10 predictive variables, a 65.24% ACC rate was found). 
Finally, it had been decided to add these 235 cases to the classification procedures 
(matrix) in the previous trial again to the number of good customers correctly classified, 
because they are still part of the overall sample. A 74.25% ACC rate was found using 
all variables and a 75.04% ACC rate using weak, average, strong and very strong 
predictor variables (and a 71.71% ACC rate using average, strong and very strong 
predictor variables only), as shown in Table 6.1. [In order to reach the highest ACC rate 
in this trial, all possible cut-off points were investigated, and 77.26% and 77.97% ACC 
rates were found with a 45% cut-off point for both WOET3 (using all variables) and 
WOET31 (using the 15 predictor variables), respectively (while a 76.55% ACC rate with 
the same cut-off point was found using only the 10 predictive variables)]. But, 
for the 
purpose of comparing classification results with other techniques, only 
WOE and WOE, 
will be used as all predictor variables with all sub-variables scores 
included. 
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6.2.1.2 Multiple Discriminant Analysis 
MDA credit scoring models were designed to develop a set of discriminating functions, 
which can help predict the dependent variable. All the nineteen predicted variables were 
entered. The one discriminating function with a P-value of 0.0000 (see Appendix 6. B) 
was statistically significant at the 95% confidence leve138 . From the results revealed in 
Table 6.2, it can be observed that the ACC rate is 78.92%, depending on 0.5 prior 
probabilities for groups. 
A stepwise discriminant approach (Neter et al, 1996; Johnson & Wichem, 2002; Lee et 
al, 2002) was adopted in building the MDA scoring model (which it called MDAI). The 
stepwise approach was run on a forward basis, entering at each step the variable that 
minimizes the overall Wilks' lambda. The minimum partial F to enter was 3.84, and the 
minimum partial F to remove was 2.71. Prior probabilities were used treating all groups 
equally, and the covariance matrix was applied 'within groups'. Thirteen significant 
predictor variables were selected in the final model (discriminant function), DEPE, 
LOAN AMO, LOAN DUR, CAR OWN, CBE REP, CC STA, EDUC, FEASI STU, FIE 
VISI, GUAR, HOU STA, LFOB, and GENDER. From Table 6.2, a 79.16% was 
observed as the ACC rate. 
6.2.1.3 Probit Analysis 
PA credit scoring models were developed to describe the relationship between the 
dependent variable (LOAN QUA) and nineteen independent variables. Because the P- 
value for the model in the analysis of deviance table (for more details see Appendix 
6. B) is less than 0.01, there is a statistically significant relationship between the 
38 For all MDA models discussed in this chapter, all 19 variables were entered and the 
P-value was 
0.0000 and thus statistically significant at the 95% confidence 
level. 
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variables at the 99% confidence level'9. In addition, the P-value for the residuals is 
greater than or equal to 0.10, indicating that the model is not significantly worse than 
the best possible model for this data at the 90% or higher confidence leve, 40 
All selected variables were significant at the 95% confidence level except five variables: 
AGE, DUM MARR, DUM SfNG, PROFE, and TELE (the P-value of TELE was 
0.0603, at the beginning, and 0.0833 after excluding the four insignificant variables). 
But because of their potential importance they were kept in the model. Table 6.2 reveals 
an 81.93% ACC rate for this model using a 50% cut-off point. Nevertheless, the highest 
correct classification per cent was found using both 45% and 50% cut-off points, which 
is 81.93% (see Appendix 6C). Hence the model was run again, without AGE, DUM 
MARR, DUM SING, PROFE, and TELE (calling this the PAI model). All included 
variables were significant at a 95% confidence level, and an 81.62% ACC rate was 
observed with a cut-off of 50% as it is shown in Table 6.2. That was the highest ACC 
rate with both 45% and 50% cut-off points. 
Table 6.2: Classification results for the MDA, MDAI, PA, PAI, LR and LRI using the whole sample 
Observed Predicted group Observed Predicted group 
group Model GBTT% group Model GBTT% 
MDA MDA, 
G 660 191 851 77.56 G 664 187 851 78.03 
B 75 336 411 81.75 B 76 335 411 81.51 
T 1262 78.92 T 1262 79.16 
PA PA, 
G 757 94 851 88.95 G 754 97 851 88.60 
B 134 277 411 67.40 B 135 276 411 67.15 
T 1262 81.93 T 1262 81.62 
LR LRI 
G 760 91 851 89.31 G 759 92 851 89.19 
B 135 276 411 67.15 B 133 278 411 67.64 
T 1262 82.09 T 1262 82.17 
Cut-off point 0.50. 
39 Coincidentally, the same level of confidence was found for all PA models in this chapter. 
40 Ibid. 
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6.2.1.4 Logistic Regression 
>' 
C) 
c 
a- 
a) 
'4- 
Table 6.2 summarizes the results of the LR credit scoring model, using the original 
nineteen predictor variables. It can be observed that the ACC rate was 82.09% with a 
0.5 cut-off point; and 82.17% under a 0.45 cut-off point which was the highest ACC 
rate amongst all classification rates under different cut-off points. Because the P-value 
for the model is less than 0.01, there is a statistically significant relationship between 
the variables at the 99% confidence level4l (see Appendix 6.1)). In addition, the P-value 
for the residuals is greater than or equal to 0.10, indicating that the model is not 
significantly worse than the best possible model for this data at the 90% or higher 
confidence leve142 - The highest correct classification rate was 89.85% with a 0.60 cut- 
off point. 
Figure 6.1: Model prediction using LR (on the left-hand side) and LRI (on the right-hand side) for loan 
quality 
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As shown in Figure 6.1, there are many cases of a high probability prediction of good 
credit, which were confinued as true (the light coloured boxes), for both LR (on the left- 
hand side) and LRI (on the right-hand side). Where the prediction probability exceeds;: -- 
0.45 for LR and 0.50 for LRI, there are a few false results (the dark coloured boxes), i. e. 
bad credits; and vice versa, i. e. for probabilities of good credits less than 0.50 there are 
41 For all LR models represented in this chapter, coincidentally the same confidence 
level was achieved. 
42 Ibid. 
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more false results, than true results, i. e. more bad credits associated with low predictions 
of good credits, than good credits associated with predictions of good credits. 
Figure 6.2: Prediction capability plot using LR (on the left-hand side) and LRI (on the right-hand side) for 
loan quality 
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Prediction capability for LOAN QUA describes the relationship between different cut- 
off points and the per cent correctly classified. As shown in Figure 6.2, the middle blue 
line refers to the total correctly classified. The highest orange line at the lower cut-off 
rates is the true correctly classified set, while the lowest red line at the lower cut-off 
rates refers to the falsely classified set, in both LR (on the left-hand side) and LRI (on 
the right-hand side). 
Actually, five variables were not significant at the 95% confidence level: AGE, DUM 
MARR, DUM SING, PROFE, and TELE (the P-value of TELE was 0.0633, at the 
beginning, and 0.0819 after excluding the four insignificant variables). The model was 
run again (which it called model LRI) without the five insignificant variables namely, 
AGE, DUM MARR, DUM SING, PROFE, and TELE; all predictor variables were 
significant at the 95% confidence level. The ACC rate as it is shown 
in Table 6.2 was 
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82.17% with a 0.50 cut-off point, and that was the highest ACC rate between all rates 
under different cut-off points 43 . 
6.2.2 Advanced Credit Scoring Models 
NNs and GP are the advanced statistical techniques used in building proposed scoring 
models in this section and subsequent sections. 
6.2.2.1 Neural Net Credit Scoring Models 
Two different types of neural nets are used in this section: firstly, PNNs, because of the 
categorical nature of the dependent/prediction variable; and, secondly, are MLFNs, for 
which five nodes are chosen automatically as a part of the current software design with 
MLFNs. 
6.2.2.1.1 Probabilistic Neural Net 
PNN model was designed using the whole data-set and the nineteen independent 
variables. The reason for using the whole data-set in building the proposed model is to 
compare the results with the conventional techniques mentioned above. Table 6.3 
summarizes the results for the PNN credit scoring model. It can be observed that the 
ACC rate was 89.22%. Additionally, of the 411 bad credits, 316 (76.89%) were 
predicted to be bad credit. The predictive accuracy for good credit was exceptional at 
95.18% (810/851). 
6.2.2.1.2 Multi-Layer Feed-forward Net 
An MLFN credit scoring model was developed using five nodes (the currently used 
software selectedfive nodes automatically as a part of its design), running the model 
43 Appendix 6D summarizes the whole sample analysis using conventional techniques namely, PA, PAI, 
LR, and LRI with different cut-offs, and their ACC rates. This option was not available using 
discriminant analysis, the standard cut-off being 0.50 only in SPSS 15.0 and STATGRAPHICS Plus 5.1. 
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applying the whole data-set with all the nineteen predictor variables. It can be observed 
from Table 6.3 that the ACC rate was 85.26%. Its predictive accuracy for good credit 
was 89.89% and 75.67% for bad credit. 
Table 6.3: Classification results for the PNN and MLFN using the whole sample 
Observed Predicted group Observed Predicted group 
- group Model GBT T% group Model G- BT T%- 
PNN MLFN 
G 810 41 851 95.18 G 765 86 851 89.89 
B 95 316 411 76.89 B 100 311 411 75.67 
T 1262 89.22 T 1262 85.26 
6.2.2.2 Genetic Programming Models 
Two types of GP models are used in this section, program model (evolved program), 
which is single program, and team model, which is a combination of single program 
44 
models in order to produce better results than any of the single program model s. Two 
samples are used to develop the genetic scoring models, comprising training data (used 
Jor genetic evolution) and validation data (usedfor model selection)45. 
6.2.2.2.1 Program Model 
GP program model was designed using the whole data-set divided equally between 
training and validation samples including all the nineteen predictor variables. Again the 
overall data-set is used in building the proposed program model for a better comparison 
of results with all other statistical techniques, as discussed earlier. 
Table 6.4 summarizes the genetic best program model, GPp, classification results. It can 
be observed that the ACC rates for training and validation samples were 82.41% and 
84.15%, respectively. The overall training and validation ACC rate was 83.28%. For the 
44 The same two types of GP are used for all GP models in the rest of this chapter. 
45 The terms "genetic evolution" and validation data for "model selection" have been used by the 
providers of DiSC, pUlUSTm Genetic -Programming 
Software. 
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purpose of comparing genetic results with other statistical techniques, both training and 
validation classification results will be used (both training and validation samples are 
used to select the best models) to produce the whole sample genetic scoring model. 
Table 6.4: Classification results for the genetic programming, namely, GPp and GPt using the wliole 
sample 
Sample Training sample Validation sample Overall T&V sample 
Model G B T T% G B T T% G B T T% 
GPp 
G 388 33 421 92.16 394 36 430 91.63 782 69 851 91.89 
B 78 132 210 62.86 64 137 201 68.16 142 269 411 65.45 
T 631 82.41 631 84.15 1262 83.28 
GP, 
G 381 40 421 90.50 394 36 430 91.63 775 76 851 91.07 
B 49 161 210 76.67 54 147 201 73.13 103 308 411 74.94 
T 631 85.90 631 85.74 1262 85.82 
6.2.2.2.2 Team Model 
GP team model was developed, as a part of the currently used genetic softivare design, 
following the same procedures as developed using the program model using the whole 
data-set in tenns of training and validation and all the nineteen predictors. 
ACC rates for genetic best team model, GP,, were 85.90% and 85.74% for both training 
and validation samples, respectively. An 85.82% ACC rate was found using overall 
PC! 
training and validation sample, and the team size was 7 programs for all samp . 
(training, validation, and training and validation). This achieved a 2.54% increase over 
the best program model's overall training and validation ACC rate. 
As shown in Figure 6.3, with a small number of completed runs (on the left-hand side), 
the overall training and validation performance line of the GP, (light green 
line) is worse 
than the overall training and validation performance line of the GPp (dark red 
line). For 
an increased number of completed runs, GPp and 
GPt change positions. For a high 
number of completed runs (on the right 
hand side), it is clear that the overall training 
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and validation performance line of GPt is much better than the overall training and 
validation perfortnance line of GPp. This supports the classification results shown in 
Table 6.4. 
Figure 6.3: Genetic best program and best team overall training and validation performance 
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6.2.3 Comparison of results of different credit scoring models for the 
whole sample 
The classification results for all proposed models are compared in order to evaluate 
these models. Table 6.5 summarizes the ACC rate results for conventional techniques 
namely, WOE, WOE,, MDA, MDAI, PA, PAI, LR, and LRI, and advanced techniques 
namely, PNN, MLFN, GPp, and GPt. 
It can be concluded from Table 6.5 that LRI has the highest average correct 
classification rates, which is 82.17%, amongst the conventional techniques. Meanwhile, 
PNN has the highest average correct classification rate, which is 89.22%, amongst all 
techniques. All models predict good credit better than bad credit, except the WOE 
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measure and MDA models namely, WOE, WOE,, MDA, and MDAI. In addition, the 
highest correctly classified bad credit was 98.30% for WOE models, whilst the highest 
correctly classified good credit was 95.18% for PNN. As shown in Table 6.5, on 
average the overall perfon-nance of the NNs and GP models is much better than the 
overall performance of the conventional techniques. 
For the purpose of comparing results of all models developed in this part, and in order 
to evaluate the overall credit scoring capability and effectiveness, the MCs have been 
taken into account, beside the ACC rates, in order to find the minimum expected MC in 
a credit scoring model (West, 2000). 
It is a complicated and challenging task to provide reliable estimates of the MCs, 
therefore valid prediction might not be available, especially in an environment such as 
the Egyptian banking sector. However, it is generally believed in a credit scoring 
application that the costs associated with both type I and type 11 errors are significantly 
different. Generally, the MC associated with a type 11 error is much higher than the MC 
associated with a type I error (Lee & Chen, 2005). 
West (2000) noted that Dr Hofinann, who compiled his German credit data, reported 
that the ratio of MCs associated with type 11 and type I is 5: 1. In this chapter, this 
relative cost ratio will be used to calculate the EMC for the proposed models (further 
sensitivity analysis at the end of this chapter covers other MC ratios). The prior 
probabilities of good and bad credit are set as 67.43% and 32.57% respectively, using 
the ratio of good and bad credit in the Egyptian public sector banks' data-set. Table 6.5 
also concludes the type I (good credit is misclassified as bad credit), and type 11 
(bad 
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credit is misclassified as good credit) errors, and the EMCs, for the whole sample 
models. 
Table 6.5: Comparing classification results, errors, and EMCs for the selected techniques using the whole 
sample 
Scoring Overall sample Error results EMC 
model G% B% T% Type I Type 11 (5: 1) 
WOE 34.08 98.30 54.99 0.6592 0.0170 0.4722 
WOE, 33.25 98.30 54.44 0.6675 0.0170 0.4778 
MDA 77.56 81.75 78.92 0.2244 0.1825 0.4485 
MDAI 78.03 81.51 79.16 0.2197 0.1849 0.4493 
PA 88.95 67.40 81.93 0.1105 0.3260 0.6054 
PAI 88.60 67.15 81.62 0.1140 0.3285 0.6118 
LR 89.31 67.15 82.09 0.1069 0.3285 0.6070 
LRI 89-19 67.64 82.17 0.1081 0.3236 0.5999 
PNN* 95.18 76.89 89.22 0.0482 0.2311 0.4088 
MLFN 89.89 75.67 85.26 0.1011 0.2433 0.4644 
GPp 91.89 65.45 83.28 0.0811 0.3455 0.6173 
GP, 91.07 74.94 85.82 0.0893 0.2506 0.4683 
*Best model amongst all whole sample models. 
On the one hand, comparing conventional techniques, current research results are 
consistent with the above analysis (Lee & Chen, 2005) using probit and logistic models 
namely, PA, PAI, LR, and LRI, while the weight of evidence and multiple discriminant 
models namely, WOE, WOE,, MDA, and MDAI did not agree with them. The WOE 
and MDA models predicted bad credits better than the other models did, because the 
type I errors in these models are higher than the type 11 errors. By contrast, PA, PAI, 
LR, and LRI predicted good credits much better than the WOE, WOE,, MDA, and 
MDAI. Accordingly, the type I errors in the last four conventional models are lower 
than the type 11 errors. 
Furthennore, where the type I error rate exceeds the type 11 error rate, as in the case of 
WOE, WOE,, MDA, and MDAI, the lower MC at 0.4485 is for MDA did not lead to 
select the highest ACC rate at 79.16% for MDAI (see Table 
6.5). Correspondingly, 
where the type 11 error rate exceeds the type 
I error rate, as for PA, PAI, LR, and LRI, 
the lowest MC at 0.5999 is for LRI. This is also the chosen model between PA, PAI, 
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LR, and LRI, for LRI has, amongst these, the highest ACC rate at 82.17% (see Table 
6.5). While, comparing all conventional techniques, the highest ACC rate criterion at 
82.17% led to selecting LRI. That was not the chosen model according to the lowest 
EMC criterion at 0.4485 for MDA. 
On the other hand, all the advanced models' type 11 errors were higher than type I 
errors. The lowest MC at 0.4088 is for PNN amongst NNs and GP models. That was the 
chosen model, according to the ACC rate, which is PNN at an 89.22% ACC rate (see 
Table 6.5). It was also clear that NN models were better than GP models in terms of 
lowest MCs. While, in terms of ACC rate criterion, PNN model was the best model 
between all advanced models; the GPt model was better than MUN but worse than 
PNN model. Finally, comparing all whole sample models, the lowest MC criterion leads 
to selecting PNN, with a minimum cost of 0.4088. However, this does provide the 
highest ACC rate, which was 89.22% for PNN. 
6.3 Validated Credit Scoring Models 
The main purpose of this section is to investigate whether different results in terms of 
ACC rates and EMCs could be achieved using different sub-samples sizes, as was the 
case in the previous chapter for the private banking seCtOIA6 . Three 
different sub- 
samples are used in this section. Firstly, Sub-sample,: a 90% training data-set sub- 
sample and a 10% testing data-set sub-sample; secondly, Sub-sample2: an 80% training 
data-set sub-sample and a 20% testing data-set sub-sample; thirdly, Sub-sample3: a 67% 
training data-set sub-sample and a 33% testing data-set sub-sample. Analysis of 
different sub-samples is discussed below. 
46 To study the overall predictive capability of the classification models, the whole data-set was used 
(training plus testing) as test-sets, as reported and explained in Appendices 6. G, 6. K and 6.0. 
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6.3.1 Sub-sample,: 90% training sub-sample and 10% testing sub- 
sample 
The applied validation technique used in this sub-sample based on a training sub- 
sample, (1136 cases) and testing sub-sample, (126 cases). The testing sub-sample, tests 
the predictive effectiveness of the fitted model. To study the overall predictive 
capability of the classification models, the whole data-set was used as a test set. The 
detailed credit scoring results using the above-mentioned scoring modelling techniques 
can be summarized as follows. 
6.3.1.1 Conventional Credit Scoring Models 
All models in this section were built using the training sub-sample,, 113 6 cases (see for 
more details: Appendix 6. E), and were tested using the hold-out sub-sample,, 126 cases. 
The overall ACC rates in this section are based on training plus testing rates. 
Weight of Evidence Measure 
Following the same methodology used in the whole sample WOE section, and using 
only the training data-set, all the nineteen variables are used in building the scoring 
models, including five weak predictor variables (AGE, DEPE, TELE, FEASI STU and 
CC STA) and four poor predictors (DUM SING, DUN MARR, HOU STA and CAR 
OWN), but because of its potential importance and for the comparison purposes with 
other scoring models (see Appendix 61 for all variables IV details), it has been decided 
to include them in the final model. 
Table 6.6 summarizes the classification results for testing, training, and overall sub- 
samples, using WOE technique. Only 54.28% ACC rate was found using basic WOE 
model, with 46.03% ACC rate using the testing sub-sample,, for which the data played 
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no role in building the model, and ACC rate of 55.19% using the training sub-samplel. 
for which the data were used in building the model. 
Table 6.6: Classification results for the WOEs using the sub-sample,; predictions (in columns) versus 
observations (in rows) 
Sample Hold-out sub-sample, Training sub-sample, 
- 
Overall sub-sample, 
Model G B T T% G B T T% G B T T 
WOE 
G 29 68 97 29.90 249 505 754 33.02 278 573 854 32.67 
B 0 29 29 100 4_ 378 382 98.95 4 407 411 99.03 
T 126 46.03 1136 55.19 1262 54.28 
WOETI 
G 65 32 97 67.01 430 324 754 57.03 495 356 851 58.17 
B 7 22 29 75.86 53 329 382 86.13 60 351 411 85.40 
T 126 69.05 I 136 66.81 1262 67.04 
WOET2 _ 
G 54 18 72 75.00 252 292 544 46.32 306 310 616 49.68 
B 15 14 29 48.28 53 329 382 86.13 68 343 411 83.45 
T 101 67.33 926 62.74 1027 63.19 
WOET3 
G 79 18 97 81.44 462 292 754 61.27 541 310 851 63.57 
B 15 14 29 48.28 53 329 382 86.13 68 343 411 83.45 
T 126 73.81 1136 69.63 1262 70.05 
Cut-off point 0.50 
As a form of sensitivity analysis, once again, three model-trials were developed in order 
to improve the overall classification results for WOE models. As shown in Table 6.6, 
the ACC rate using WOETI, for which the total score for each of the 235 cases did not 
include the corporate guarantee score, was 67.04%, and a 66.81% and 69.05% ACC 
rates for training and testing sub-samples,, respectively. Excluding the 210 corporate 
guarantee cases from the total training sub-sample, (i. e. 1136-210=926), and the 25 
corporate guarantee cases from the testing sub-sample, (i. e. 126-25=101), that leads to 
WOET2, where the ACC rates for testing, training, and overall sub-samples were 
dropped to 67.33%, 62.74%, and 63.19%, respectively. Using 
WOET3, where all 
excluded corporate guarantee cases have been added back to the sub-samples, 
(i. e. 
54+25=79 and 252+210=462for testing and training sub-sample, respectively), ACC 
rates for training, testing, and overall sub-samples were up to 
69.63%, 73.81%, and 
70.05%, respectively as revealed in Table 6.6. 
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6.3.1.1.2 Multiple Discriminant analysis 
From the results revealed in Table 6.7, it can be observed that the ACC rate for the 
training sub-sample,, for which the data were used in building the model, was 79.93%, 
depending on 0.5 prior probabilities for groups. A 74.60% ACC rate was found using 
the hold-out sub-sample , 
for which the data played no role in building the inodel. The 
overall ACC rate (having used the whole data-set, training plus hold-out sub-samples 1, 
as a test set to study the overall predictive capability of the classification models) is 
79.40% (for statistical details, see Appendix 6. E). 
Table 6.7: Classification results for the MDA, PA and LR using the sub-sample,: predictions (in columns) 
versus observations (in rows). 
Sample Hold-out sub-sample, Tra ming sub-sample, Overall sub-sample, 
Model G B T T% G B T T% G B T T% 
MDA 
G 75 22 97 77.32 597 157 754 79.18 672 179 851 78.97 
B 10 19 29 65.52 71 311 382 81.41 81 330 411 80.29 
T 126 74.60 1136 79.93 1262 79.40 
PA 
G 89 8 97 91.75 663 91 754 87.93 752 99 851 88.37 
B 12 17 29 58.62 119 263 382 68.85 131 280 411 68.13 
T 126 84.13 1136 81.51 1262 81.77 
LR 
G 90 7 97 92.78 665 89 754 88.20 755 96 851 88.72 
B 12 17 29 58.62 118 264 382 69.11 130 281 411 68.37 
T 126 84.92 1136 81.78 1262 82.09 
Cut-off point 0.50 
6.3.1.1.3 Probit Analysis 
All selected variables were significant at the 90% confidence level, except five 
variables: AGE, PROFE, DUM MARR, TELE and DUN SING. But, because of their 
potential importance they were retained in the model. Table 6.7 reveals an 81.5 1% ACC 
rate in the training sub-sample, and an 84.13% ACC rate in the hold-out sub-sample,. 
Moreover, an 81.77% ACC rate has been revealed in the whole sub-sample, for this 
model using a 50% cut-off point (for further statistical analysis for this model, see 
Appendix 6-E). 
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6.3.1.1.4 Logistic Regression 
Using the original nineteen predictor variables, six variables were not significant at the 
90% confidence level. These are AGE, MON INCO, DUM MARR, DUM SING. 
PROFE and TELE. However, due to their contributory importance, they were kept in 
the final model. Table 6.7 summarizes the results of the LR credit scoring model. It can 
be observed that the ACC rate was 82.09% with a 0.5 cut-off point in the overall sub- 
sample,; and 81.78% and 84.92% ACC rates for training and hold-out sub-samples,, 
respectively (see Appendix 6. E for model statistics). 
6.3.1.1.5 Predictive Ability for Conventional Techniques 
From results revealed in Tables 6.6 and 6.7, it can be observed that LR had the highest 
predictive ability between all conventional statistical techniques at an 84.92% ACC rate. 
And both LR and PA predictive ability were much better predictive ability for all other 
conventional techniques (i. e. 84.92% and 84.13% ACC rates for LR and PA, 
respectively > 74.60% and 73.8 1% ACC rates for MDA and WOET3, respectively). The 
predictive ability for WOE scoring models is much lower than other conventional 
techniques, as shown in Tables 6.6 and 6.7, while the ability of MDA model was better 
than this ability in WOE models, but it was much lower than predictive ability in the LR 
and PA models. 
6.3.1.2 Advanced Credit Scoring Models 
In this section, both NNs and GP have been applied using the training sub-sample, 
in 
building the scoring models; the testing sub-sample, to test the predictive ability of the 
fitted models; and overall sub-sample, to test the overall predictive capability of 
advanced scoring models. 
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6.3.1.2.1 Neural Net Credit Scoring Models 
In this section, the focus is upon NN models, using the same training sub-sample, as 
that used in building the conventional techniques, and the same hold-out sub-sample, to 
test these models. 
6.3.1.2.1.1 Probabilistic Neural Net 
PNN model was designed using the same training data-set and the nineteen independent 
variables. Again the same hold-out data-set, in which the data played no role in building 
the model, was used to test the fitted model. Table 6.8 summarizes the results for the 
PNN credit scoring model. It can be observed that the ACC rate was 88.56% in the 
training sub-sample, and 79.37% in the hold-out sub-sample,. Furthermore, the PNN 
model revealed an 87.64% ACC rate in the overall sub-sample,. 
Table 6.8: Classification results for the PNN and MLFN using the sub-sample,: predictions (in columns) 
versus observations (in rows) 
Sample Hold-out sub-sample, Training sub-sample, Overall sub-sample, 
Model GBTT% GBTT% GBTT% 
PNN 
G 84 13 97 86.60 708 46 754 93.90 79" 59 851 93.07 
B 13 16 29 55.17 84 298 382 78.01 97 314 411 76.40 
T 126 79.37 1136 88.56 1262 87.64 
MLFN 
G 83 14 97 85.57 708 46 754 93.90 791 60 851 92.95 
B 14 15 29 51.72 84 298 382 78.01 98 313 411 76.16 
Total 126 77.78 1136 88.56 1262 87.48 
6.3.1.2.1.2 Multi-Layer Feed-forward Net 
A MLFN credit scoring model was develoPed using five nodes (selected automatically 
as a part of the software design), running the model, and applying the same training 
data-set with all the nineteen predictor variables. It can be observed from Table 6.8 that 
the ACC rate was 88.56% in the training data-set. A 77.78% ACC rate was found for 
the same hold-out sub-sample, and the overall ACC rate was 87.48%. 
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6.3.1.2.2 Powerful Neural Net Credit Scoring Models 
For powerful NN models, the same methodology is applied as that In the prev'Ous 
chapter for private banking. 
6.3.1.2.2.1 Probabilistic Neural Nets 
Table 6.9 summarizes the classification results of the PNN credit scoring models for the 
hold-out (testing), training and overall sub-samples. A 90.25% ACC rate was found 
with PNN16 (for model/trial number sixteen) in the overall sub-samples. The highest 
ACC rate in the hold-out (testing) sub-samples was 89.68% for PNN16- Meanwhile the 
highest ACC rate in the training sub-samples was 90.67% for PNN 
Table 6.9: Classification results applying the 20 powerful PNNs for the sub-sample, 
Sample Hold-out sub-sam ples Training sub-sam ples Overall sub-sam ples 
Neural Net G% B% T% G% B% T% G% B% T% 
PNNI 91.67 70.00 86.51 95.23 79.79 90.05 94.83 79.08 89.70 
PTý_N2 87.91 74.29 84.13 94.61 75.00 88.12 93.89 74.94 87.72 
PNN3 83.13 62.79 76.19 94.01 73.37 87.32 92.95 72.26 86.21 
PNN4 92.63 61.29 84.92 94.84 77.11 88.91 94.59 75.91 88.51 
PNN5 93.41 54.29 82.54 93.82 75.80 87.85 93.77 73.97 87.32 
PNN6 90.91 63.16 82.54 94.50 75.87 88.38 94.12 74.70 87.80 
PNN7 89.29 54.76 77.78 95.44 79.67 90.32 94.83 77.13 89.07 
PNNg 93.18 60.53 83.33 94.89 76.41 88.82 94.71 74.94 88.27 
PNN9 85.19 68.89 79.37 95.19 77.32 89.44 94.24 76.40 88.43 
PNN, o 92.59 64.44 82.54 95.58 78.96 90.23 95.30 77.37 89.46 
PNNI 1 88.37 60.00 79.37 95.56 80.59 90.67 94.83 78.59 89.54 
PNN12 89.01 65.71 82.54 95.26 76.60 89.08 94.59 75.67 88.43 
PNN 13 89.16 67.44 81.75 93.88 75.54 87.94 93.42 74.70 
87.32 
PNN14 93.98 67.44 84.92 95.83 76.63 89.61 95.65 75.67 89.14 
PNN15 85.19 68.89 79.37 94.55 72.68 87.50 93.65 72.26 86.69 
PNN16* 96.84 67.74 89.68 95.24 80.53 90.32 95.42 79.56 90.25 
PNN17 92.05 57.89 81.75 93.97 75.60 87.94 93.77 73.97 87.32 
PNN18 84.09 71.05 80.16 94.89 74.53 88.20 93.77 74.21 87.40 
PNNjq 88.89 55.56 76.98 95.45 78.42 89.96 94.83 75.91 88.67 
PNN20 86.21 64.10 79.37 95.03 77.96 89.44 94.12 76.64 88.43 
*Best PNN based on both testing an d overall sub-samples. 
It can be observed from Table 6.9 that all PNN models predict good credit much better 
than bad credit in all sub-samples (hold-out, training, and overall). Also, the highest bad 
predictor in the overall sub-samples was 79.56% 
for PNN16 and 80.59% in the training 
sub-samples for PNNII; whilst it was 74.29% 
in the testlng sub-samples for PNN2. 
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Meanwhile, the highest good predictor in the hold-out sub-samples was 96.84% for 
PNN16 and 95.83% for PNN14 in the training sub-samples and 95.65% in the overall 
sub-samples for PNN14. 
6.3.1.2.2.2 Multi-Layer Feed-forward Nets 
MLFN models were run twenty times to investigate the expected difference between the 
proposed models in terms of ACC rates, following the same methodology which is used 
in PNNs. Table 6.10 shows the classifications results for the hold-out (testing), training 
and overall sub-samples of the MLFN with only five nodes. An 87.16% ACC rate was 
found as a highest ACC rate with MLFN6, MLFN12 and MLFN15 in the overall sub- 
samples. 
Table 6.10: Classification results applying the 20 powerful MLFNs for the sub-sample, 
Sample Hold-out sub-sam ples Training sub-sam ples Overall sub-sam ples 
Neural Net G% B% T% G% B% T% G% B% T% 
MUNI 83.75 67.39 77.78 92.35 75.89 87.06 91.54 74.94 86-13 
MLFN2 86.21 71.79 81.75 91.75 77.96 87.24 91.19 77.37 86.69 
MLFN3 89.53 70.00 83.33 94.12 71.16 86.62 93.65 71.05 86.29 
MLFN4** 93.26 62.16 84-13 92.52 74.06 86.44 92.60 72.99 86.21 
MLFN5 81.82 65.79 76.98 90.69 80.70 87.41 89.78 79.32 86.37 
MLFN6* 82.95 76.32 80-95 91.61 80.16 87.85 90.72 79.81 87.16 
MLFN7 86.05 55.00 76.19 92.81 74.93 86.97 92.13 72.99 85.90 
MLFNg 91.67 57.14 80-16 93.09 71.27 86.00 92.95 69.83 85.42 
MLFNq 90.70 62.50 81-75 91.63 74.93 86.18 91.54 73.72 85.74 
MLFNjo 89.74 62.50 79.37 90.43 77.69 86.36 90.36 75.91 85.66 
MUNI 1 90.70 52.50 78.57 95.16 68.19 86.36 94.71 66.67 85.58 
MLFN]2* 88.51 71.79 83-33 92.54 77.42 87.59 92.13 76.89 87.16 
MLFN13 88.6 1 68.09 80.95 91.58 76.37 86.71 91.30 75.43 86.13 
MLFN14 80.52 59.18 72.22 93.41 73.20 86.97 92.24 71.53 85,50 
MLFN, s* 88.37 60.00 79.37 93.33 77.09 88.03 92.83 75.43 
87.16 
MLFN16 87.36 71.79 82-54 92.15 71.51 85.39 91.66 71.53 85.10 
MLFN17 92.50 52.17 77.78 93.64 73.15 87.06 93.54 70.80 86.13 
MLFN18 83.91 66.67 78.57 92.02 75.54 86.62 91.19 74.70 85.82 
MLFNjq 82.22 69.44 78.57 91.98 75.20 86.44 90.95 74.70 85.66 
MLFN20** 90*11 68.57 84.13 90.13 75.27 85.21 90.13 74.70 85.10 
*Best MLFNs based on overall sub-samples. ** Best MLFNs base d on testin g sub-samples. 
It can be observed that the highest ACC rate in the testing sub-samples was 84.13% for 
both MLFN4 and MLFN20. Furthermore, an 88.03% ACC rate was the highest ACC rate 
in the training samples for MLFN15. It can be observed from Table 6.10 that all the 
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MLFNs predict good credit better than bad credit in all sub-samples. On the one hand, 
the highest bad predictor was 79.8 1% and 76.32% for MLFN6, in the overall and testing 
sub-samples, respectively. Correspondingly, the highest bad predictor in the training 
sub-samples was 80.70% in MLFN5- On the other hand, the highest good predictor was 
93.26% in the hold-out sub-samples for MLFN4. Moreover, it was 95.16% and 94.7 1% 
for MUNI I in both training and overall sub-samples, respectively. 
6.3.1.2.2.3 Best Net Search 
MLFN using two to six nodes was an option, under the best net search, which was 
investigated. So, with PNN as well, six models had been developed, from which the 
software selected the best one. 
Table 6.11: Classification results applying the 20 powerful BNSs for the sub-sample, 
Sample Hold-out sample Training sample Overall sample 
Neural Net G%B%T%G%B%T%G%B%T% 
BNSI-PNN 92.94 65.85 84.13 95.17 78.11 89.61 94-95 76.89 89.07 
BNS2-MLFN-6N 87.06 73.17 82.54 94.65 73.51 87.76 93.89 73.48 87.24 
BNS3-PNN 89.77 65.79 82.54 93.18 75.07 87.24 92.83 74.21 86.77 
BNS4-MLFN-6N 90.36 58.14 79.37 92.71 76.63 87.50 92.48 74.70 86.69 
BNS5-MLFN-4N 93.18 60.53 83.33 95.15 72.12 87.59 94.95 71.05 87.16 
BNS6-PNN 90.36 65.12 81.75 94.66 74.18 88.03 94.24 73.24 87.40 
BNS7-MLFN-6N 84.44 69.44 80.16 94.61 75.47 88.29 93.54 74.94 87.48 
BNS8-PNN 91.76 75.61 86.51 95.82 80.27 90.76 95.42 79.81 90.33 
BNS9-MLFN-2N 86.75 74.42 82.54 88.80 75.27 84.42 88.60 75.18 84.23 
BNS, o-MLFN-4N 91.86 65.00 83.33 91.11 74.12 85.56 91.19 73.24 85.34 
BNSII-MLFN-3N 96.55 56.41 84.13 92.41 67.20 84.15 92.83 66.18 84.15 
BNS 12-MLFN-5N 88.75 69.57 81.75 93.39 73.97 87.15 92.95 73.48 
86.61 
BNS13-MLFN-5N 86.08 70.21 80.16 92.75 76.10 87.41 92.13 75.43 86.69 
BNS 14-MLFN-6N 86.75 65.12 79.37 94.27 71.74 86.97 
93.54 71.05 86.21 
BNS, 5-PNN* 95.74 65.63 88.10 96.43 79.42 
90.76 96.36 78.35 90.49 
BNS 16-PNN 88.46 70.83 81.75 94.83 77.14 89.17 94.24 76.40 
88.43 
BNS I 7-PNN 90.70 67.50 83.33 94.25 75.74 88.20 93.89 74.94 
87.72 
BNS 18-MLFN-2N 85.37 68.18 79.37 92.72 
69.75 85.30 92.01 69.59 84.71 
BNS, 9-PNN 91.95 61.54 82.54 
94.63 76.34 88.64 94.36 74.94 88.03 
BNS20-MLFN-3N 92.31 56.25 78.57 91.98 76.31 86.97 92.01 73.97 86.13 
*Best BNS based on both testing and overall sub-samples. 
Classification results for the twenty BNSs are shown in Table 6.11. It can be observed 
that the highest ACC rate was 90.49% with BNS15- PNN (BNS, 5-PNN means trial 
number 15 under the best net search with probabilistic neural net) in the overall sub- 
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samples. An 8 8.10% was the highest ACC rate in the testing sub-samples ývith BNS 15- 
PNN as well; while a 90.76% ACC rate was observed in the training sub-samples in 
both BNS8-PNN and BNS]5-PNN. 
It can be seen from Table 6.11 that all the BNS models predict the good credit better 
than the bad credit, as well. Besides, the highest bad predictors were 75.61%, 80.27% 
and 79.81% for BNS8-PNN in testing, training and overall sub-samples, respectively. 
Correspondingly, the highest good predictor in the training sub-samples was 96.43% 
and 96.36% in the overall sub-samples for BNS15-PNN. Moreover, the highest good 
predictor was 96.55% for BNSII-MLFN-3N in the testing sub-samples. 
There is evidence of significant differences between powerful NN models. As it shown 
in Table 6.12, the ANOVA F-Ratio was 16.65. This was significant at the 99% 
confidence level. Besides, the neural net models namely, PNN, MLFN and BNS are 
significantly different at 95% confidence level as revealed by Fisher's least significant 
difference test. The Cochran's C/ Bartlett's / Levene's tests revealed unequal variances 
(there were statistically significant differences in variances between neural net models 
at 99% confidence level). 
Consequently, Tamhane's test was applied to examine the differences in the mean of 
each group pair, and a statistically significant difference at the 95% confidence level 
was found between PNN and MLFN models; and PNN and BNS models. Moreover, the 
Kruskal-Wallis Median Test Statistic shows statistically significant differences at the 
99% confidence level for neural net models with a test Statistic of 26.6825. In other 
words, the medians of the ACC rates for the respective groups, PNNs, MLFNs, and 
BNSs, were different. 
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Table 6.12: A comparative statistical evaluation of the powerful neural net models for the sub-samplel 
NN Models 
PNN (0) MLFN (1) BNS (2) Overall 
Count 20 20 20 60 
Average (Mean) 88.284 86.0455 87.044 87.1245 
Standard deviation 1.06152 0.628754 1.73488 1.52054 
ANOVA F-Ratio 16.650*** 
Fisher's least significant difference test: 
PNN-MLFN 2.2385** 
PNN-BNS 1.2400** 
MLFN-BNS 
-0.9985** 
Cochran's C Test: 0.66413*** 
Bartlett's Test: 1.36998*** 
Levene's Test: 5.25168*** 
Tamhane test(): 
PNN-MLFN 2.2385** 
PNN-BNS 1.2400** 
MLFN-BNS --- -0.9985 
Kruskal-Wallis Median Test Statistic: 
Average Rank 44.925 16.425 30.150 - Test Statistic --- 26.6825*** 
and *** denote a statistically significant difference at 5 and I per cent level, respectively. 
The Tamhane Test assumes unequal variances; while the Fisher's least significant difference test 
assumes equal variances. 
Thus, using a 99% confidence level, there are statistically significant differences 
between the mean ACC rates for different types of NN models. Additionally 47 ) PNN 
and MLFN are different, PNN and BNS are also different, but MLFN and BNS are not. 
As to the medians, there are also significant differences between the models, at 99% 
confidence level. This addresses the first subsidiary research question. 
Differences between different NN models can also be observed in the graphical analysis 
in Figure 6.4. The Scatter-plot by Level Code illustrates a greater spread for category 2 
and a small variation for category 1. Not only the Means are different, but also the 95 
Percent LSD Intervals for categories 0,1 and 2 do not overlap. In the Box-and-Whisker 
Plot, categories 0 and 2 have a wider inter-quartile range (coloured shaded box) than 
category 1. Although, the medians are different for the three categories, the inter- 
47 This follows the Tarnhane, test at 95% confidence level. 
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quartile ranges for categories 0 and I groups do not overlap. The Analysis of Means 
Plot With a 95% Decision Limit reveals that category 2 is close to the CL; whilst 
category 0 is higher than the UDL and category I is lower than the LDL. The overall 
conclusion from these four graphical analyses is that all different nets are different; and 
PNN is generally better than BNS, which in turn is better than MLFN. 
Figure 6.4: Scatter-plot by level code; means and 95.0% LSD intervals; Box-and-whisker plot and 
analysis of means plot with 95% decision limits. 
Scatterplot by Level Code Means and 95.0 Percent LSD Intervals 
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Notation. - ACCR = average correct classification rate; CAT = category: 0= PNN, I= MLFN, and 2 
BNS. 
Scatter-plot. - observations shown. 
Means and 95 Percent LSD Intervals. - asterisks represent means, whiskers represent LSD intervals. 
Box-and- Whisker Plot. - the vertical line within the coloured shaded area represents the median; the right 
end of the coloured shaded area is equal to the upper quartile; the left end of the coloured shaded area is 
equal to lower quartile; the right end of the "whisker" represents the minimum of (i) the upper quartile 
plus the inter-quartile range, and (ii) the maximum response; the left end of the "whisker" equals the 
maximum of (i) the lower quartile minus the inter-quartile range, and (ii) the minimum response; outliers 
are shown individually. 
Analysis of Means Plot with 95% Decision Limits. - CL = Central Limit (overall mean), UDL = Upper 
Decision Limit, LDL = Lower Decision Limit. 
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6.3.1.2.3 Genetic Programming Models 
The same two types of GP models, which are used in the whole sample models, are used 
in this section, namely, the program model and the team model. Three sub-samples are 
selected to develop the genetic scoring models 48 , training data (used for genetic 
evolution); validation data (usedfor model selection); and applied data (played no role 
in training or model selection) sub-samples. 
Table 6.13: Classification results for the GPp and GP, models using the training sub-sample, 
Sample Training sub-sample Validation sub-sample T&V sub-sam ple 
Model G B T T% G B T T% G B T T% 
GPp 
G 341 33 374 91.18 348 32 380 91.58 689 65 754 91.38 
B 54 140 194 72.16 63 125 188 66.49 117 265 382 69.37 
T 568 84.68 568 8 3.17 1136 83.98 
GP, 
G 343 31 374 91.71 349 31 380 91.84 692 62 754 91.78 
B 50 144 194 74.23 61 127 188 67.55 111 271 382 70.94 
T 568 85.74 568 83.80 1136 84.77 
6.3.1.2.3.1 Program Model 
GP program model was designed using equally the training and validation data-sets and 
the applied/testing data-set to see how the model works on data that Played no role in 
building the model; and to describe the relationship between the nineteen predictor 
variables and the dependent LOAN QUA variable. 
Table 6.13 summarizes GPp classification results. It can be observed that the ACC rates 
for training and validation sub-samples were 84.68% and 83.27%, respectively. The 
overall training and validation ACC rate was 83.98%. Again, for comparison purpose, 
both training and validation classification results will be used (both training and 
validation sub-samples are used to select/build the best models) to produce the overall 
training sub-sample, genetic scoring model. As revealed in Table 6.14, the overall 
ACC 
48 The same three sub-samples are used for the remaining 
GP models in this chapter. 
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rate was 83.60%. In addition, an 83.98% and an 80.16% ACC rates were found for 
training and applied sub-samplesi, respectively. 
Table 6.14: Classification results for the GP and GPt models using the sub-sample,; predictions (in 
columns) versus observations (in rows) 
P 
Sample Applied sub-sample, Training sub-sample, Overall sub-sample, 
Model G B T T% G B T T% G B T TI 
GPp 
G 88 9 97 90.72 689 65 754 91.38 777 74 851 91.30 
B 16 13 29 44.83 117 265 382 69.37 133 278 411 67.64 
T 126 80.16 1136 83.98 1262 83.60 
GP, 
G 90 7 97 92.78 692 62 754 91.78 782 69 851 91.89 
B 18 11 29 37.93 Ill. 271 382 70.94 129 282 411 68.61 
T 126 80.16 1136 84.77 1262 84.31 
6.3.1.2.3.2 Team Model 
GP team model was designed, as a part of the currently used genetic. software design, to 
produce better results than any of the single program models. ACC rates for GPt were 
85.74%, 83.80%, and 84.77% for training, validatIon, and overall training and 
validation sub-samples, respectively. An 84.3 1% ACC rate was found using the overall 
sub-sample,, with team size of 5 and/or 7 programs for training sample; 9 programs for 
validation sample; 7 and/or 9 programs for overall training and validation sub-sample,; 
and 3 and/or 9 programs for applied/testing sub-sample,. In addition, the ACC rates for 
applied sub-sample, and (overall) training sub-samplel were 80.16% and 84.77%, 
respectively. GPt achieved a 0.71% increase in the overall ACC rate and 0.79% (i. e. 
84-77% - 83.98%, overall ACC rates in GPt and GPp, respectively) ACC rate increase 
in the overall training and validation sub-samplel (see Table 6.14). 
Figure 6.5 explains the overall training and validation sub-sample, perforinance in 
terms of hits rates for both GPp and GPt. With a small number of completed runs, the 
overall training and validation perfonnance of the GPp (dark red line) is better than the 
overall training and validation perforinance of the GP, (light green 
line), then both of 
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them have the same hit rate. Increasing the number of completed runs, the GP, overall 
training and validation perforinance is better than the GPp overall training and validation 
perfonnance. Unexpectedly, just before the end, GPp is better than GP,, but at the very 
end, GPt becomes better than GPp once again. It can be argued that these results are 
supported by the results show in Table 6.14. 
Figure 6.5: Genetic best program and best team overall training and validation performance for the sub- 
sample, 
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6.3.1.2.4 Predictive Ability for Advanced Techniques 
Comparing validated NNs and GP scoring models' predictive capability, GPp and GPt 
with an 80.16% ACC rate was the best amongst these models namely, PNN, MLFN, 
GPp, and GPt, as shown in Tables 6.8 and 6.14. GP models' (GPp and GP, ) perfon-nance 
was better than PNN and MLFN models' performance (i. e. 80.16% for GPp and GPt > 
79.37% and 77.78% for PNN and MLFN, respectively). Having extended the 
comparison to include the powerful NNs models, the overall predictive ability of 
powerful NN models was better than this ability for validated NN and GP models. An 
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89.68% ACC rate was the best for PNN16 model. This was close to the BNS, 5-PNN 
model with 88.10% ACC rate. Correspondingly, the overall predictive ability for 
powerful NN models was better than the overall predictive ability for validated NN and 
GP models, but the later predictive ability was better than validated NN models. 
6.3.1.3 Comparison of results of different credit scoring models for sub-sample, 
In this section, and subsequent sections, two different criteria were used to compare 
different scoring models; firstly, ACC rate criterion to evaluate the classification 
capability/efficiency of the scoring models; and secondly, EMC criterion to evaluate the 
overall credit scoring effectiveness and capability 49 - 
50 The comparison in this section is based on testing sub-sample I. A summary of the 
ACC rates, errors, and EMCs results for conventional techniques namely, WOE, MDA, 
PA and LR, and advanced techniques namely, PNN, PNN16, MLFN, MLFN4) MLFN20, 
BNSi I -MLFN-3N, BNS15-PNN, GPp, and GPt were shown in Table 6.15. 
It can be concluded from Table 6.15 that LR has the highest ACC rate, which was 
84.92%, amongst the conventional techniques; meanwhile PNN16 had the highest ACC 
rate, which is 89.68%, amongst all techniques. All models predict good credit better 
than bad credit, except one model, namely, WOE. In addition, the highest bad predictor 
was 100.00% for WOE, whilst the highest good predictor was 96.84% for PNN15 . On 
average the overall performance of the advanced statistical techniques is much better 
than the overall average performance of the conventional statistical techniques, as 
revealed in Table 6.15. 
49 It is suggested at this stage that the lowest MC might even be found in a model that does not haN'e the 
highest ACC rate 
50 See Appendix 6. G, for a comparison based on the overall sub-samples, classification results. 
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On the one hand, comparing conventional techniques, where the Type I error (good 
credit is misclassified as bad credit) rates exceeds the Type 11 error (bad credit is 
misclassified as good credit) rates, there was only one model, WOE, with a MC of 
0.4727 and ACC rate of 46.03%. Correspondingly, where the Type 11 error rate exceeds 
the Type I error rate, as for MDA, PA and LR, the lowest EMC led to select MDA at a 
minimum cost of 0.7144. That was not the chosen model according to the highest ACC 
rate at 84.92% for LR. Afterwards, comparing all conventional techniques, the highest 
ACC rate led to select LR at 84.92% ACC rate, whilst the lowest EMC led to select 
WOE at a minimum cost of 0.4727. 
Table 6.15: Comparing classification results, errors and EMCs for the selected techniques using testing 
sub-sample, 
Scoring 
Model G% 
Testing sub-sample(s) 
B%T% 
Error results 
Type I Type 11 
EMCs 
(5: 1) 
WOE* 29.90 100.00 46.03 0.7010 0.0000 0.4727 
MDA 77.32 65.52 74.60 0.2268 0.3448 0.7144 
PA 91.75 58.62 84.13 0.0825 0.4138 0.7295 
LR 92.78 58.62 84.92 0.0722 0.4138 0.7226 
PNN 86.60 55.17 79.37 0.1340 0.4483 0.8204 
PNN16** 96.84 67.74 89.68 0.0316 0.3226 0.5467 
MLFN 85.57 51.72 77.78 0.1443 0.4828 0.8835 
MLFN4 93.26 62.16 84.13 0.0674 0.3784 0.6617 
MLFN20 90.11 68.57 84.13 0.0989 0.3143 0.5785 
BNS15-PTýN 95.74 65.63 88.10 0.0426 0.3437 0.5884 
BNSII-MLFN-3N 96.55 56.41 84.13 0.0345 0.4359 0.7331 
GPp 90.72 44.83 80.16 0.0928 0.5517 0.9610 
GP, 92.78 37.93 80.16 0.0722 0.6207 1.0595 
*Best model amongst all models according to the lowest estimated misclassification cost. 
"Best model amon gst all models according to the highest average correct classification rate. 
On the other hand, all the advanced models' type 11 errors were higher than type I 
errors. The lowest EMC at 0.5467 is for PNN16 amongst all the advanced models. That 
was the chosen model, according to the ACC rate at 89.68% ACC rate (see Table 6.15). 
Comparing all techniques, the lowest misclassification cost criterion leads to selecting 
WOE, with a minimum MC of 0.4727 (including all the powerful NN trials, the 
lowest 
misclassification cost at 0.4528 was 
for BNS8-PNN, see Appendix 6. H) However, this 
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does not provide the highest ACC rate, which was 89.68% for PNN16- It was therefore 
suggested that the average correct classification rate is more consistent, while the 
misclassification costs calculated in this section are more subjective (MC ratio used in 
this section is 5: 1 based on prior probabilities of good and bad credit of 67.43% and 
32.57% respectively. MCs have also been calculated for all models including all trials-, 
see Appendix 6. H). 
6.3.2 Sub-sample2: 80% training sub-sample and 20% testing sub- 
sample 
The same validation technique, previously used in the whole sample and in the sub- 
sample,, was used in sub-sample2 depending on a testing sub-sample2 (252 cases) that 
tests the predictive capability of the fitted model and a training sub-sample2 (1010 
cases). Following are the detailed scoring results using scoring techniques, namely, 
WOE, MDA, PA, LR, PNN, MLFN, and GP. 
6.3.2.1 Conventional Credit Scoring Models 
All models in this section were built using the training sub-sample2 (see, Appendix 6.1 
for more details regarding statistics of conventional techniques namely, MDA, PA, and 
LR) and were tested using the hold-out sub-sample2. The overall ACC rate for the 
whole sub-sample2 is based on a weighted average of the correct classification rates of 
the hold-out and training sampleS2. 
6.3.2.1.1 Weight of Evidence Measure 
WOE methodology has been applied in this section including all the nineteen variables 
that were used in building the scoring models, using only the training data-set with four 
poor predictor variables (DUM SING, DUM MARR, HOU STA, and CAR 
OWN) and 
weak predictor variables (AGE, DEPE, TELE, and 
CC STA), but because of their 
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potential importance and for the comparison purposes with other scoring models, they 
were kept in the final model (see Appendix 6J for all variables IV details). 
Table 6.16 summarizes the classification results for testing, training, and overall sub- 
sampleS2 using WOE technique. A 53.33% overall ACC rate was found using WOE 
model, with a 47.22% ACC rate using testing sub-sample2, for which the data played no 
role in building the model, and an ACC rate of 54.85% using the training sub-sample2, 
for which the data were used in building the model. 
Table 6.16: Classification results for the WOEs using the sub-sample2: predictions (in columns) versus 
observations (in rows). 
Sample Hold-out sub-sample2 Training sub-sample2 Overall sub-sample2 
Model G B T T% G B T T% G B T T% 
WOE 
G 55 133 188 29.26 210 453 663 31.67 265 586 851 31.14 
B 0 64 64 100 3 344 347 99.14 3 408 411 99.27 
T 252 47.22 1010 54.85 1262 53.33 
WOETI 
G 113 75 188 60.11 363 300 663 54.75 476 375 851 55.93 
B 11 53 64 82.81 46 301 347 86.74 57 354 411 86.13 
T 252 65.87 1010 65.74 1262 65.77 
WOET2 
G 91 48 139 65.47 210 267 477 44.03 301 315 616 48.86 
B 21 43 64 67.19 46 301 347 86.74 67 344 411 83.70 
T 203 66.01 824 62.01 1027 62.80 
WOET3 
G 140 48 188 74.47 396 267 663 59.73 536 315 851 62.98 
B 21 43 64 67.19 46 301 347 86.74 67 344 411 83.70 
T 252 72.62 1010 69.01 1262 69.73 
Cut-off point 0.50 
In order to improve the overall classification results for WOE, once again, three more 
application-trials were developed. As shown in Table 6.16, the overall ACC rate using 
WOETI , 
for which the total score for each of the 235 cases as the corporate guarantee 
scores were not included in the final score, was 65.77%, and a 65.87% and a 65.74% 
were the ACC rates for testing and training sub-sampleS2, respectively. Having 
excluding the 186 corporate guarantee cases from the total training sub-sample2 (i. e. 
1010 - 186 == 824), and the 
49 corporate guarantee cases from the testing sub-sample2 
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(i. e. 252 - 49 = 203), leads to WOET2, where the ACC rates for overall, training, and 
testing sub-samPles were dropped a little to be 62.80%, 62.01%, and 66.01%, 
respectively. Finally, as revealed in Table 6.16 with WOET3, where all excluded 
corporate guarantee cases have been added back to the sub-sampleS2 (i. e. 210 + 186 = 
396 and 91 + 49 = 140 for training and testing sub-sample2, respectively), the ACC 
rates for training, testing, and overall sub-sampleS2were up to be 69.01%, 72.62%, and 
69.73%, respectively. 
6.3.2.1.2 Multiple Discriminant analysis 
From the results revealed in Table 6.17, it can be observed that the ACC rate for the 
training sub-sarnple2, i. e. in which the data were used in building the model, is 79.11 %, 
depended on 0.5 prior probabilities for groups. A 77.78% ACC rate was found using the 
hold-out sub-sample2gfor which the data played no role in building the model. The 
overall ACC rate (the whole data-set was used, both training and hold-out sub-sampleS2, 
as a test set to study the overall predictive capability of the classification models) was 
78.84% (for further analysis, see Appendix 6.1). 
6.3.2.1.3 Probit Analysis 
All selected variables were significant at the 90% confidence level except six variables: 
AGE, MON INCO, DUM MARR, DUM SING, PROFE, and TELE. But, because of 
their potential importance, they were kept in the model. Table 6.17 reveals an 81.19% 
ACC rate in the training sub-sample2 and an 80.95% ACC rate in the hold-out sub- 
sample2- Moreover, an 81.14% ACC rate has been revealed in the whole sub-sample2 
for this model using a 50% cut-off point (for model statistics, see Appendix 6.1). 
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6.3.2.1.4 Logistic Regression 
Using the original nineteen predictor variables, Table 6.17 summarizes the results of the 
LR credit scoring model. It can be observed that the ACC rate was 81.46% with a 0.5 
cut-off point in the overall sub-sample2, while 81.68% and 80-56% were the ACC rates 
for the training and the hold-out sub-sampleS2, respectively. All selected variables were 
significant at the 90% confidence level except six variables: AGE, MON INCO, DUM 
MARR, DUM SING, PROFE, and TELE, but, because of their potential importance, 
they were kept in the model (for model statistics, see Appendix 6.1). 
Table 6.17: Classification results for the MDA, PA and LR using the sub-sample2; predictions (in 
columns) versus observations (in rows) 
Sample Hold-out sub-sample2 Training sub-sample2 Overall sub-sample2 
Model GBTT% GBTT% GBTT% 
MDA 
G 147 41 188 78.19 515 148 663 77.68 662 189 851 77.79 
B 15 49 64 76.56 63 284 347 81.84 78 333 411 81.02 
T 252 77.78 1010 79.11 1262 78.84 
PA 
G 163 25 188 86.70 575 88 663 86.73 738 113 851 86.72 
B 23 41 64 64.06 102 245 347 70.61 125 286 411 69.59 
T 252 80.95 1010 81.19 1262 81.14 
LR 
G 162 26 188 86.17 582 81 663 87.78 744 107 851 87.43 
B 23 41 64 64.06 104 243 347 70.03 127 284 411 69.10 
T 252 80.56 1010 81.68 1262 81.46 
Cut-off point 0.50 
6.3.2.1.5 Predictive Ability for Conventional Techniques 
PA had the highest, predictive capability, ACC rate between all the sub-sample2 
conventional statistical techniques in the testing sub-sample2, as shown in Tables 6.16 
and 6.17, with an 80.95% ACC rate. The overall predictive ability of conventional 
techniques namely, PA, LR and MDA was better than the predictive ability of WOE 
models. The worst predictive ability between all conventional techniques compared in 
this section was for WOE with a 47.22% ACC rate. Taking into account the 
improvement that happened in the ACC rate using the WOE trials, the predictive WOE 
capabilitiesý applying WOETI 
WOET2 and WOET3, still lower than those for 
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conventional techniques namely, PA, LR and MDA (i. e. 65-87%, 66.01 and 72.62% 
ACC rates for WOETI, WOET, 2 and WOET3, respectively < 80.95%, 80.56 and 77.78% 
ACC rates for PA, LR and MDA, respectively). 
6.3.2.2 Advanced Credit Scoring Models 
Both NNs and GP models were used in this section, as in the previous sections and 
following the same modelling approach. 
6.3.2.2.1 Neural Net Scoring Models 
The same NN models have been used in this section, based on training sub-sample2 in 
building the models and testing sub-sample2 to test these models. 
6.3.2.2.1.1 Probabilistic Neural Net 
PNN model was designed using the same training data-set and the nineteen independent 
variables. Again the same hold-out data-set, for which the data played no role in 
building the model, was used to test the fitted model. Table 6.18 summarizes the results 
for the PNN credit scoring model. It can be observed that the ACC rate was an 89.41% 
in the training sub-sample2 and a 78.97% ACC rate in the hold-out sub-sample2. 
Furthermore, the PNN model revealed an 87.32% ACC rate in the overall sub-sample2, 
6.3.2.2.1.2 Multi-Layer Feed-forward Net 
An MLFN credit scoring model was developed using five nodes, running the model 
applying the same training data-set with all the nineteen predictor variables. It can be 
observed from Table 6.18 that the ACC rate was 85.84% in the training data-set. A 
78.97% ACC rate was found applying the same hold-out data-set and the overall ACC 
rate was 84.47%. 
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Table 6.18: Classification results for the PNN and MLFN using the sub-sample2; predictions (in columns) 
versus observations (in rows) 
Sample Hold-out sub-sample2 Training sub-sample2 
- 
Overall sub-sample2 
Model G B T T% G B T T% G B T T% 
PNN 
G 158 30 188 84.04 632 31 663 95.32 790 61 851 92.83 
B 23 41 64 64.06 76 271 347 78.10 99 312 411 75.91 
T 252 78.97 1010 89.41 1262 87.32 
MLFN 
G 165 23 188 87.77 604 59 663 91.10 769 82 851 90.36 
B 30 34 64 53.13 84 263 347 75.79 114 297 411 72.26 
T 252 78.97 1010 85.84 1262 84.47 
6.3.2.2.2 Powerful Neural Net Credit Scoring Models 
Maintaining the same modelling procedures in this and subsequent sections as in the 
previous section, the powerful NN models are evaluated. 
6.3.2.2.2.1 Probabilistic Neural Nets 
Table 6.19 summarizes the classification results of the PNN credit scoring models for 
the hold-out, training and overall sub-samples. A 90.89% overall ACC rate has been 
found with PNN15 (PNN15means trial numberfifteen using a probabilistic neural net). 
The highest ACC rate in the hold-out sub-samples was 86.51% with PNN16 with an 
overall ACC rate of 89.94%. Meanwhile the highest ACC rate in the training sub- 
samples was 93.07% with PNN15, It can be observed from Table 6.19 that all PNNs 
predict good credit much better than bad credit in all sub-samples (hold-out, training, 
and overall). 
On the one hand, the highest correctly classified bad credit in the overall sub-samples 
and in the training sub-samples were 80.78% and 85.12%, respectively for PNN9; whilst 
it was 74.07% in the testing sub-samples for PNN16. On the other hand, the highest 
correctly classified good credit in testing, training and overall sub-samples were 
95.00%, 97.40% and 96.94%, respectively for PNN15 scoring model (see Table 6.19). 
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Table 6.19: Classification results applying the 20 powerful PNNs for the sub-sample2 
Sample 
Neural Net 
Hold-out sub-sam 
G%B% 
ples 
T% 
Training sub-sam 
G%B% 
ples 
T% 
Overall sub-sam 
G%B% 
ples 
T% 
PNNI 93.17 61.54 81.75 96.96 79.69 91.49 96.24 75.67 89.54 
PIýN2 90.17 63.29 81.75 95.87 77.41 89.80 94.71 74.70 88.19 
PNN3 90.53 68.67 83.33 96.04 79.27 90.59 94.95 77.13 89.14 
PNN4 92.45 58.06 79.76 96.97 83.02 92.57 96.12 77.37 90.02 
PNN5 92.50 59.78 80.56 95.51 78.06 90.00 94.95 73.97 88.11 
PNN6 87.28 67.09 80.95 96.02 80.42 90.89 94.24 77.86 88.91 
PNN7 92.35 58.54 81.35 93.83 77.20 88.42 93.54 73.48 87.00 
PNNg 93.71 58.06 80.56 95.09 78.62 89.90 94.83 73.97 88.03 
PNN9 87.01 61.33 79.37 95.40 85.12 91.98 93.65 80.78 89.46 
PNNIO 85.64 69.01 80.95 95.07 76.76 88.91 93.07 75.43 87.32 
PNNII 87.65 67.07 80.95 96.18 81.16 91.29 94.48 78.35 89.22 
PNN12 90.36 62.79 80.95 95.47 76.00 89.21 94.48 73.24 87.56 
PNN13 90.64 56.79 79.76 94.26 76.97 88.61 93.54 72.99 86.85 
PNN14 91.36 66.67 82.54 94.92 75.70 88.81 94.24 73.72 87.56 
PNN15* 95.00 59.78 82.14 97.40 83.70 93.07 96.94 78.35 90.89 
PNN16** 92.40 74.07 86.51 96.18 79.70 90.79 95.42 78.59 89.94 
PNN17 92.77 55.81 80.16 94.01 74.77 87.82 93.77 70.80 86.29 
PNN18 87.43 62.34 79.76 96.60 78.44 90.59 94.71 75.43 88.43 
PNNjq 91.18 65.85 82.94 95.74 79.03 90.30 94.83 76.40 88.83 
PNN20 85.31 70.67 80.95 95.85 80.65 90.79 93.65 78.83 88.83 
*Best PNN based on overall sub-samples. "Best PNN based on testing sub-samples. 
6.3.2.2.2.2 Multi-Layer Feed-forward Nets 
Following the same methodology which was used in PNNs, MLFN models have been 
run twenty times to investigate the expected difference between the proposed models in 
tenns of ACC rates. Table 6.20 shows the classifications results for the hold-out, 
training and overall sub-samples of the MLFN with only five nodes. An 87.32% overall 
ACC rate has been found with MLFN8- It can be observed that the highest overall ACC 
rate in the testing sub-samples was 82.54% with MLFN16. Otherwise, an 89-60% overall 
ACC rate was the highest in the training sub-samples for MLFN8. 
From results revealed in Table 6.20, all the MLFNs predict good credit better than bad 
credit in all sub-samples. Also, the highest correctly classified good credit in the overall 
sub-samples and training sub-samples were 94.59% and 96.06%, respectively 
for 
MLFN18, and 92.93% for MLFN2, in the testing sub-samples. Otherwise, the 
highest 
correctly classified bad credit in the testing sub-samples was 
81.58% for MLFN16, 
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83.54% for MLFN5, in the training sub-samples, and 82.24% for MLFN4 in the overall 
sub-samples. 
Table 6.20: Classification results applying the 20 powerful MLFNs for the sub-sample2 
Sample Hold-out sub-samples Training sub-sam ples Overall sub-samples 
Neural Net G% B% T% G% B% T% G% B% T% 
MUNI 90.23 60.26 80.95 94.83 69.97 86.63 93.89 68.13 85.50 
MLFN2 92.93 51.47 81.75 93.85 71.14 86.14 93.65 67.88 85.26 
MLFN3 82.74 52.38 72.62 92.53 79.20 88.22 90.60 73.72 85.10 
MLFN4 79.89 78.21 79.37 88.77 83.18 86.93 86.96 82.24 85.42 
MLFN5 78.70 61.45 73.02 91.06 83.54 88.61 88.60 79.08 85.50 
MLFN6 86.88 57.61 76.19 92.91 73.04 86.63 91.77 69.59 84.55 
MLFN7 89.70 64.37 80.95 91.84 79.63 87.92 91.42 76.40 86.53 
MLFN8* 83.14 67.50 78.17 93.67 81.27 89.60 91.54 78.59 87.32 
MLFNq 85.63 61.54 78.17 92.32 78.08 87.62 90.95 74.94 85.74 
MLFNjo 90.18 53.93 77.38 92.59 77.02 87.62 92.13 72.02 85.58 
MUNI, 88.14 61.33 80.16 91.39 72.32 85.05 90.72 70.32 84.07 
MLFN12 90.29 59.74 80.95 94.53 70.96 86.73 93.65 68.86 85.58 
MLFN13 86.52 60.81 78.97 94.21 72.40 86.93 92.60 70.32 85.34 
MLFN14 86.96 69.12 82.14 92.35 78.43 87.62 91.19 76.89 86.53 
MLFN 15 91.67 57.14 80.16 92.97 74.62 87.03 92.71 71.05 85.66 
MLFN16** 82.95 81.58 82.54 90.07 76.42 85.54 88.60 77.37 84.94 
MLFN17 78.41 71.05 76.19 89.78 81.19 86.93 87.43 79.32 84.79 
MLFN18 88.55 51.16 75.79 96.06 68.00 87.03 94.59 64.48 84.79 
MLFN, q 92.40 59.26 81.75 94.41 70.00 86.44 94.01 67.88 85.50 
MLFN20 85.45 70.11 80.16 89.36 81.79 86.93 88.60 79.32 85.58 
*Best MLFN based on overall sub-samples. "Best MLFN based on testing sub-samples. 
6.3.2.2.2.3 Best Net Search 
An investigation was made of MLFN using two to six nodes was an option, under the 
best net search. So, with PNN as well, six models were available, from which the 
software selected the best one. Classification results for the twenty BNSs are shown in 
Table 6.21. It can be observed that the overall ACC rate was 89.54% with BNS3-PNN. 
An 87.30% overall ACC rate was found in the testing sub-samples with BNS3-PNN, 
while a 90.69% overall ACC rate was observed in the training sub-samples with BNS5- 
PNN. 
It can be shown from Table 6.21 that all the BNS models predict good credit better than 
bad credit, as well. In addition, the highest correctly classified bad credit in the training 
and testing sub-samples were 78.44% and 74.67%, respectively for BNS, o-PNN and 
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BNS3-PNN, respectively. Whilst, the highest correctly classified bad credit was 77.37% 
in the overall sub-samples for both BNS5-PNN and BNS20-MLFN-3N. Moreover, the 
highest correctly classified good credit were 95.65% and 96.44% for BNS3-PNN , in the 
overall and training sub-samples, respectively. And this was 93.30% for BNS15-MLFN- 
4N in the testing sub-samples. 
Table 6.21: Classification results applying the 20 powerful BNSs for the sub-sample2 
Sample 
Neural Net 
Hold-out sub-samples 
G%B%T% 
Training sub-samples 
G%B%T% 
Overall sub-sam 
G%B% 
ples 
T% 
BNSI-MLFN-3N 90.12 71.25 84.13 92.78 74.32 86.73 92.24 73.72 86.21 
BNS2-MLFN-2N 87.80 61.36 78.57 93.30 70.59 86.04 92.24 68.61 84.55 
BNS3-PNN* 92.66 74.67 87.30 96.44 77.38 90.10 95.65 76.89 89.54 
BNS4-MLFN-5N 87.65 70.73 82.14 93.10 72.04 86.24 92.01 71.78 85.42 
BNS5-PNN 88.20 69.23 81.35 95.80 79.69 90.69 94.36 77.37 88.83 
BNS6-MLFN-3N 90.56 63.89 82.94 92.85 70.50 85.35 92.36 69.34 84.87 
BNS7-MLFN-6N 92.44 55.00 80.56 93.08 77.95 88.12 92.95 73.48 86.61 
BNS8-MLFN-5N 86.78 67.95 80.95 92.17 76.58 87.03 91.07 74.94 85.82 
BNS9-MLFN-5N 87.50 64.29 79.76 90.78 77.98 86.63 90.13 75.18 85.26 
BNS, o-PNN 91.30 68.13 82.94 95.51 78.44 90.10 94.71 76.16 88.67 
BNSII-MLFN-2N 88.61 60.64 78.17 94.08 68.45 86.04 93.07 66.67 84.47 
BNS 12-PNN 88.39 60.82 77.78 95.40 72.29 88.22 94.12 69.59 86.13 
BNS13-PNN 88.00 74.03 83.73 94.53 77.54 88.91 93.18 76.89 87.88 
BNS14-MLFN-4N 93.04 67.02 83.33 91.77 77.29 87.23 92.01 74.94 86.45 
BNS]5-MLFN-4N 93.30 57.53 82.94 94.20 68.64 85.64 94.01 66.67 85.10 
BNS]6-MLFN-4N 88.07 61.84 80.16 93.33 74.03 86.93 92.24 71.78 85.58 
BNS17-MLFN-3N 88.96 67.42 81.35 94.62 69.57 86.63 93.54 69.10 85.58 
BNS, 8-MLFN-4N 92.81 58.82 81.35 95.18 69.02 86.73 94.71 66.91 85.66 
BNS, 9-MLFN-5N 87.21 63.75 79.76 94.11 74.02 87.52 92.71 72.02 85.97 
BNS2o-MLFN-3N 87.65 74.39 83.33 91.48 78.12 87.13 90.72 77.37 86.37 
*Best BNS based on both overall and testing sub-samples. 
There is evidence of significant differences between the powerful NN credit scoring 
models, as shown in Table 6.22, i. e. those neural net models for which the software 
selected the training and testing sub-samples randomly. From results revealed in Table 
6.23, the ANOVA F-Ratio was 37.62. This was significant at the 99% confidence level. 
Besides, all the NN models, namely, PNNs, MLFNs, and BNSs are significantly 
different at the 95% confidence level as revealed by Fisher's least significant difference 
test. The Cochran's C/ Bartlett's / Levene's tests revealed unequal variances (there 
were statistically significant differences in variances between NN models). As a result, 
Tarnhane's test was applied to examine the differences in the mean of each group pair, 
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and a statistically significant difference at the 95% confidence level was found between 
different NN models, except MLFN and BNS models. Moreover, the Kruskal-Wallis 
Median Test Statistic shows statistically significant differences at the 99% confidence 
level for NN models with a test statistics of 32.5291. In other words, the medians of the 
ACC rates for the respective groups (PNNs, MLFNs, and BNSs) were different (see 
Table 6.22). 
Table 6.22: A comparative statistical evaluation of the powerful neural net models using the sub-sample2 
NN Models 
PNN(O) MLFN(l) BNS(2) Overall 
Count 20 20 20 60 
Average (Mean) 88.506 85.464 86.2485 86.7395 
Standard deviation 1.18993 0.726545 1.42639 1.72401 
ANOVA F-Ratio 
Fisher's least significant difference test: 
PNN-MLFN 
PNN-BNS 
MLFN-BNS 
37.62*** 
3.04200** 
2.25750** 
-0.78450** 
Cochran's C Test: 
Bartlett's Test: 
Levene's Test: 
Tamhane test (1): 
PNN-MLFN 
PNN-BNS 
MLFN-BNS 
0.511411 * 
1.1532** 
2.88255* 
3.04200** 
2.25750** 
-0.78450 
Kruskal-Wallis Median Test Statistic: 
Average Rank 47.90 17.25 26.35 
Test Statistic --- 32.5291*** 
**, and ***denotes a statistically significant difference at 10,5 and 1 per cent level, respectively. 
The Tamhane Test assumes unequal variances; whilst the Fisher's least significant difference test 
assumes equal variances. 
Using a 99% confidence level, there are statistically significant differences between the 
mean ACC rates for different types of powerful NN models. In particular, PNN and 
MLFN are different, and PNN and BNS are also different, at the 95% confidence level, 
but MLFN and BNS are not, following Tamhane test. As to the medians, there are also 
significant differences between the models, at the 99% confidence level. This addresses 
the first subsidiary research question. 
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Figure 6.6: Scatter-plot by level code; means and 95.0% LSD intervals; Box-and-whisker plot and 
analysis of means plot with 95% decision limits. 
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Differences between different sub-sample2 NN models can also be observed in the 
graphical analysis in Figure 6.6. The Scatter-plot by Level Code illustrates almost 
similar spreads for categories 0 and 2, whilst category I is a little different. Not only are 
the Means different but also the 95 percent LSD Intervals do not overlap, and categories 
I and 2 are quit close to each other. The Box-and-Whisker Plot reveals that the inter- 
quartile ranges for (coloured shaded boxes) categories 0 and 1; and 0 and 2 do not 
overlap, whilst categories I and 2 do overlap. Besides, category 0 has a wider inter- 
quartile rang than category 2 than category 1; and the medians are different for the three 
categories. The Analysis of Means Plot With a 95% Decision Limit reveals that 
category 2 is between the CL and the LDL, but close to the LDL; whilst category 0 is 
higher than the UDL and category I is lower than the LDL. From these four graphical 
analyses, the overall conclusion is that all different nets are different; and PNN is 
generally superior to BNS, which in turn is generally superior to MLFN. 
Analysis of Means Plot for ACCR 
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6.3.2.2.3 Genetic Programming Credit Scoring Models 
6.3.2.2.3.1 Program Model 
The GPp model results are given in Table 6.23. An 85.94% and 81-19% ACC rates were 
found in training and validation sub-samples, respectively. Also, the overall training and 
validation ACC rate was 83.56% (this rate will be used to produce the overall training 
sub-sample2 genetic scoring model, for comparison purposes with other techniques). 
The overall GPp ACC rate was 83.60% ACC rate; and 83.73% and 83.56% ACC rates 
using both applied and training sub-sampleS2, respectively, as shown in Table 6.24. 
Table 6.23: Classification results for the GPp and GP, models using the training sub-sample2 
Sample Training sub-sample Validation sub-sample T&V sub-samp le 
Model G BT T% G BT T% G B T T% 
GPp 
G 326 15 341 95.60 288 34 322 89.44 614 49 663 92.61 
B 56 108 164 65.85 61 122 183 66.67 117 230 347 66.28 
T 505 85.94 505 81.19 1010 83.56 
GP, 
G 324 17 341 95.01 290 32 322 90.06 614 49 663 92.61 
B 51 113 164 68.90 49 134 183 73.22 100 247 347 71.18 
T 505 86.53 505 83.96 1010 85.25 
Table 6.24: Classification results for the GPp and GPt models using the sub-sample2; predictions (in 
columns) versus observations (in rows) 
Sample Applied sub-sample2 Training sub-sample2 Overall sub-sample2 
Model G BT T% G BT T% G B T T% 
GPp 
G 170 18 188 90.43 614 49 663 92.61 784 67 851 92.13 
B 23 41 64 64.06 117 230 347 66.28 140 271 411 65.94 
T 252 83.73 1010 83.56 1262 83.60 
GP, 
G 169 19 188 89.89 614 49 663 92.61 783 68 851 92.01 
B 21 43 64 67.19 100 247 347 71.18 121 290 411 70.56 
T 252 84.13 1010 85.25 1262 85.02 
6.3.2.2.3.2 Team Model 
Applying the best team model, an 86.53% ACC rate was found under training sub- 
sample and 83.96% ACC rate under validation sub-sample. The total training and 
validation sub-sample ACC rate was 85-25% ACC rate, as revealed in Table 
6.23. 
From results revealed in Table 6.24, the overall sub-sample2 ACC rate was 85.02% 
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(with an increase in the average correctly classified rate of 1.42%); and the overall 
training sub-sample2 ACC rate was 85.25%, with team size of 5 and/or 7 programs for 
training and validation samples; 5 and/or 7 programs for total training and validation 
sub-sampleS2; and 5 programs for applied sub-sample2, as a best combination of best 
selected programs. In addition, the ACC rate for applied sub-sample2 was 84.13% ACC 
rate. 
Figure 6.7: Genetic best program and best team overall training and validation performance for the sub- 
sample2 
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It is clear that both GPp (dark red line), and GPt (light green line) change positions for a 
small number of completed runs (on the left hand-side); and continue to change 
positions until a particular number of runs is achieved, as shown in Figure 6.7. 
Thereafter, the overall training and validation performance line for the GPt is better than 
the overall training and validation perfonnance line of the GPp. It can be observed that 
there is a clear difference between the two lines at the very end, as illustrated in Figure 
6.7, that explains the 1.69% ACC rate difference revealed in Table 6.24 (i. e. 85.25% - 
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83.56% = 1.69%; training and validation ACC rate in GP,, and GPp, and the difference 
between them, respectively). 
6.3.2.2.4 Predictive Ability for Advanced Techniques 
NNs and GP scoring models' predictive capability are compared in this section. On the 
one hand, comparing basic PNN and MLFN with GPp and GPt, GPt model predictive 
ability was better than all other techniques (i. e. 84.13% for GPt > 83.73% for GPp and 
78.97% for both PNN and MLFN). In general, GP models' Predictive ability was better 
than NN models' predictive ability, as revealed in Tables 6.18 and 6.24. On the other 
hand, having extending the comparison, including all powerful NN models, a 87.30% 
ACC rate was the best between all techniques using powerful BNS models (i. e. BNS3- 
PNN), as shown in Tables 6.18,6.19,6.20,6.21, and 6.24. Therefore, GP models 
namely, GPp and GPt, predictive ability was better than predictive ability for basic NN 
models namely, PNN and MLFN, and all powerful NN models, except three powerful 
NN models namely, PNN16, BNSI-MLFN-3N, and BNS3-PNN. For BNS13-PNN, that 
was the same like GPp but worse than GPt, as shown in tables 6.21 and 6.24. 
6.3.2.3 Comparison of results of different credit scoring models for sub-saMPle2 
Comparison is based on testing sub-sample2 51 in this section. Classification results for 
all sub-sample2models are compared based on testing overall ACC rates, in order to 
evaluate these models and to test their predictive ability to be used in the real field. 
Table 6.25 summarizes the ACC rate results for conventional techniques namely, WOE, 
MDA, PA, and LR, and advanced techniques namely, PNN, PNN16, MLFN, MLFN16, 
BNSI-MLFN-3N, BNS3-PNN, BNS6-MLFN-3N, BNS14-MLFN-4N, BNS15-MLFN-4N, 
BNS2o-MLFN-3N, GPp, and GP,. 
51 For comparison based on overall sub-samples2 of different models' classification results, see Appendix 
6. K. 
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It can be concluded from Table 6.25 that PA had the highest ACC rate, which is 
80.95%, amongst all conventional techniques. Meanwhile, BNS3-PNN had the highest 
ACC rate, which is 87.30%, amongst all techniques. All models Predict good credit 
better than bad credit, except only one conventional model namely, WOE. In addition, 
the highest correctly classified bad credit was 100.00% for WOE, whilst the highest 
correctly classified good credit was 93-30% for BNS15-MLFN-4N. As shown in Table 
6.25, on average the overall performance of the NNs and GP was better than the average 
performance of the conventional techniques. 
Table 6.25: Comparing classification results, errors and EMCs for the selected techniques using the 
testing sub-sample2 
Scoring 
Model 
Testing sub-sample(s) 
G%B%T% 
Error results 
Type I Type 11 
EMC 
(5: 1) 
WOE 29.26 100.00 47.22 0.7074 0.0000 0.4770 
MDA 78.19 76.56 77.78 0.2181 0.2344 0.5288 
PA 86.70 64.06 80.95 0.1330 0.3594 0.6750 
LR 86.17 64.06 80.56 0.1383 0.3594 0.6785 
PNN 84.04 64.06 78.97 0.1596 0.3594 0.6929 
PNN16 92.40 74.07 86.51 0.0760 0.2593 0.4735 
MLFN 87.77 53.13 78.97 0.1223 0.4687 0.8457 
MLFN16* 82.95 81.58 82.54 0.1705 0.1842 0.4149 
BNSI-MLFN-3N 90.12 71.25 84.13 0.0988 0.2875 0.5348 
1ý4 -, - -, - ýo /- . () ri /14. ()/ 6 /. JU U. U /J4 U. Z. )-i. 5 U. 402U 
BNS6-MLFN-3N 90.56 63.89 82.94 0.0944 0.3611 0.6517 
BNS14-MLFN-4N 93.04 67.02 83.33 0.0696 0.3298 0.5840 
BNS, 5-MLFN-4N 93.30 57.53 82.94 0.0670 0.4247 0.7368 
BNS2o-MLFN-3N 87.65 74.39 83.33 0.1235 0.2561 0.5003 
GPp 90.43 64.06 83.73 0.0957 0.3594 0.6498 
GP, 89.89 67.19 84.13 0.1011 0.3281 0.6025 
*Best model amongst all models according to the lowest misclassification cost. 
"Best model amongst all models according to the highest average correct classification rate. 
Table 6.25 also concludes the type I and 11 errors, and the EMCs for the selected 
models. On the one hand, comparing conventional techniques, where the type I error 
rate exceeds the type 11 error rate, there was only one model namely, WOE with MC of 
0.4770 and 47.22% ACC arte. Correspondingly, where the type 11 error rate exceeds the 
type I error rate, as for MDA, PA and LR, the lowest EMC at 0.5288 is for MDA. That 
was not the chosen model between MDA, PA and LR, for PA had, amongst these, the 
highest ACC rate at 80.95% (see Table 6.25). Then, comparing all conventional 
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techniques, the lowest EMC criterion led to select WOE at 0.4770, whilst the highest 
ACC rate led to selecting PA at 80.95% ACC rate. 
On the other hand, all the advanced models' type 11 errors were higher than type I 
errors. Comparing basic NN models namely, PNN and MLFN and GP models namely, 
GPp and GPt, for which the same testing sub-sample2was used to test the predictive 
ability of these models, the lowest MC at 0.6025 is for GPt amongst these techniques. 
That was the chosen model, according to the ACC rate, which was GP, at an 84.13% 
ACC rate (see Table 6.25). By extending the comparison to include the powerful NN 
models, the highest ACC rate was 87.30% for BNS3-PNN. It is clear that this model 
was not the best model based on the lowest EMC at 0.4149 for MLFN16, as revealed in 
Table 6.25. 
Finally, comparing all models, the lowest EMC criterion leads to selecting MLFN16, 
with a minimum cost of 0.4149. However, this does not provide the highest ACC rate, 
which was 87.30% for BNS3-PNN (the analysis of this section was extended to include 
all models' EMCs including all trials, for details see Appendix 6. L). 
6.3.3 Sub-sample3: 67% training sub-sample and 33% testing sub- 
sample 
For applying different scoring techniques in this sub-sample3, the same validation 
techniques, which is previously used in both sub-sample, and sub-sample2, is used in 
this section. To build the scoring models, training sub-sample3 (846 cases) is used; and 
to test the predictive capability for the scoring models, testing sub-sample3 is applied 
(416 cases). Once again, the overall sub-sample3 (training plus testing, i. e. 1262 cases) 
is used to study the overall predictive ability of the scoring models. 
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6.3.3.1 Conventional Credit Scoring Models 
To build the conventional scoring models, a training sub-sample3 has been used (see 
Appendix 6. M, for statistical analysis of MDA, PA, and LR); and to test this section's 
conventional models, a hold-out sub-sample3 has been applied. Both tral I ing ining and test' 
sub-sampleS3 are used to present the overall sub-sample3, 
6.3.3.1.1 Weight of Evidence Measure 
Nineteen variables were used in building the WOE scoring models in this section, based 
on the training sub-sample3 only, including five poor independent variables (DUM 
SING, DUM MARR, HOU STA, TELE and CAR OWN) and three weak independent 
variable (AGE, DEPE and CC STA). These variables were kept in the final analysis 
because of their potential importance and for the comparison purposes with other 
techniques (for more details regarding IV for all the nineteen variables see Appendix 
6. N). 
Table 6.26: Classification results for the WOEs using the sub-sample3 predictions (in columns) versus 
observations (in rows) 
Sample Hold-out sub-sample3 Training sub-sample3 Overall sub-sample3 
Model G B T T% G B T T% G B T T% 
WOE 
G 91 199 290 31.38 190 371 561 33.87 281 570 851 33.02 
B 0 126 126 100 6 279 285 97.89 6 405 411 98.54 
T 416 52.16 846 55.44 1262 54.36 
WOETI 
G 209 81 290 72.07 329 232 561 58.65 538 313 851 63.22 
B 35 91 126 72.22 50 235 285 82.46 85 326 411 79.32 
T 416 72.12 846 66.67 1262 68.46 
WOET2 
G 155 56 211 73.46 199 206 405 49.14 354 262 616 57.47 
B 51 75 126 59.52 50 235 285 82.46 101 310 411 75.43 
T 337 68.25 690 62.90 1027 64.65 
WOET3 
G 213 4 56 290 80.69 355 206 561 63.28 589 2 62 851 69.21 
B 51 75 126 59.52 50 235 285 82.46 101 310 411 75.43 
T 416 74.28 846 69.74 1262 71.24 
Cut-off point 0.50 
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As shown in Table 6.26, a 54.36% ACC rate was found in the overall sub-sample3 using 
WOE model. While the ACC rates were 52-16% and 55.44% ACC rates in both testing 
sub-sample3, for which the data played no role in building the model, and training sub- 
sample3, for which the data used in building the model, respectively. 
WOET15 WOET2, and WOET3 applications are developed as a fonn of sensitivity 
analysis. It can be observed from results in Table 6.26 that the ACC rates for testing, 
training, and overall sub-sampleS3 using WOETI for which each of the 235 corporate 
guarantee cases'score were not included in the total score, were 72.12%, 66.67%, and 
68.46%, respectively. Using WOET2, for which all the 235 corporate guarantee cases in 
both training sub-sample3 (156 cases) and testing sub-sample3 (79 cases) were excluded 
ftom these sub-sampleS3, the overall ACC rate was dropped to be 64.65%; and the ACC 
rates were 62.90% using training sub-sample, and 68.25% using testing sub-sample, as 
revealed in Table 6.26. Finally, using WOET3, for which the excluded 235 corporate 
guarantee cases have been added back to the WOET2 sub-samples, Table 6.26 
summarizes classification results for this model. The ACC rates for training and testing 
sub-sampleS3 were up once again to be 69.74% and 74.28%, respectively; and 71.24% 
ACC rate for the overall sub-sample3. 
6.3.3.1.2 Multiple Discriminant Analysis 
Table 6.27 summarizes classification results for MDA model. It can be observed that 
the ACC rate for the training sub-sample3 was 77.54%, depending on 0.5 prior 
probabilities for groups. While a 79.09% ACC rate was found using the hold-out sub- 
sample3. The overall ACC rate is 78.05% (model statistics are given in Appendix 6. M. 
). 
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Table 6.27: Classification results for the MDA, PA and LR using the sub-sample_,, predictions (in 
columns) versus observations (in rows) 
Sample Hold-out sub-sample3 Training sub-sample3 
_ 
Overall sub-samp le3 
_Model 
G B T T% G B T T% G B T T% 
MDA 
G 230 60 290 79.31 429 132 561 76.47 659 192 851 77.44 
_B 
27 99 126 78.57 58 227 285 79.65 85 326 411 79.32 
T 416 79.09 846 77.54 1262 78-05 
PA 
G 261 29 290 90.00 499 62 561 88.95 760 91 851 89.31 
B 43 83 126 65.87 90 195 285 68.42 133 278 411 67.64 
T 416 82.69 846 82.03 1262 82.25 
LR 
G 262 28 290 90.34 498 63 561 88.77 760 91 851 89.31 
B 43 83 126 65.87 89 196 285 68.77 132 279 411 67.88 
T 416 82.93 846 82.03 1262 82.33 
Cut-off point 0.50 
6.3.3.1.3 Probit Analysis 
Five predictor variables, namely AGE, MON INCO, DUM MARR, PROFE and TELE 
were not significant at the 90% confidence level (for model statistics, see Appendix 
6. M). As shown in Table 6.27, an 82.69% ACC rate was found in the testing sub- 
sample3 and an 82.03% ACC rate was found in the training sub-sample3- Moreover, an 
82.25% ACC rate has been revealed in the whole sub-sample3, using a 50% cut-off 
point. 
6.3.3.1.4 Logistic Regression 
The same five predictor variables, namely AGE, MON INCO, DUM MARR, PROFE 
and TELE once again were not significant at the 90% confidence level (see Appendix 
6. M, for model statistics). Table 6.27 summarizes the results of the LR credit scoring 
model, using the original nineteen independent variables. It can be observed that the 
ACC rates were 82.03% and 82.93% for training and testing sub-sampleS3, respectively. 
While, an 82.33% ACC rate was found with a 0.5 cut-off point in the overall sub- 
sample3- 
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6.3.3.1.5 Predictive Ability for Conventional Techniques 
Table 6.26 and Table 6.27 summarize conventional techniques' predictive capability. It 
can be observed that LR model has the highest predictive ability between all 
conventional techniques with an ACC rate of 82.93%, and that was very close to the PA 
predictive rate, which was 82.69% ACC rate. All WOE models' predictive ability was 
lower than other conventional techniques namely, MDA, PA, and LR (i. e. 52.16%, 
72.12%, 68.25%, and 74.28% for WOE, WOETI, WOET2, and WOET3, respectively < 
79-09%, 82.69%, and 82-93% for MDA, PA, and LR, respectively). Furthennore, WOE 
has the lowest predictive average correct classification rate between all models 
(52.16%), as revealed in Tables 6.26, and 6.27. 
6.3.3.2 Advanced Credit Scoring Models 
The same two techniques (NNs and GP), which were used in the previous sections, are 
used in this section. Training sub-sample3 for basic NN and GP models; and different 
training sub-samples, for powerful NN models, to build these models, were applied. 
Testing sub-sample3 and different testing sub-samples for basic NN and GP, and 
powerful NN, respectively, were used to test these models. 
6.3.3.2.1 Neural Net Scoring Models 
Two different nets have been used in this section, PNN and MLFN, based on the same 
training and testing sub-sampleS3 to introduce these models. Classification results using 
these two nets are shown below. 
6.3.3.2.1.1 Probabilistic Neural Net 
To build the PNN model the same training sub-sample3, for which the data used in 
building the model, with the same nineteen predictive variables were used. As shown in 
Table 6.28, an 85.90% ACC rate was found using the overall sub-sample3- While, using 
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training sub-sample3 and testing sub-sample3, for which the data played no role in 
building the model, the ACC rates were 88-18% and 81.25%, respectively. 
Table 6.28: Classification results for the PNN and MLFN using the sub-sample3; predictions (in columns) 
versus observations (in rows) 
Sample Hold-out sub-sample3 Training sub-sample3 
_Overall 
sub-sample3 
Model GBTT% GBTT% GBTT% 
PNN 
G 263 27 290 90.69 526 35 561 93.76 789 62 851 92.71 
B 51 75 126 59.52 65 220 285 77.19 116 295 411 71.78 
T 416 81.25 846 88.18 1262 85.90 
MLFN 
G 244 46 290 84.14 499 62 561 88.95 743 108 851 87.31 
B 41 85 126 67.46 52 233 285 81.75 93 318 411 77.37 
T 416 79.09 846 86.52 1262 84.07 
6.3.3.2.1.2 Multi-Layer Feed-forward Net 
Following the same modelling procedures, which were used with PNN model, MLFN 
model was developed applying the same training (using only the automatically selected 
five nodes) and testing sub-sampleS3 using the same nineteen predictor variables. An 
84.07% ACC rate was found applying the overall data-set (training plus testing sub- 
sampleSA and 86.52% and 79.09% ACC rates were found applying training (where the 
-1 -- data used in building the model) and testing (where the data played no role in building 
the modeo sub-sampleS3, respectively, as shown in Table 6.28. 
6.3.3.2.2 Powerful Neural Net Credit Scoring Models 
6.3.3.2.2.1 Probabilistic Neural Nets 
PNN15 was (trial number fifteen applying probabilistic neural nets) the best model, 
between all powerful PNN models, achieving 90.17% overall ACC rate, as revealed in 
Table 6.29, with a 94.92% and an 80.53% ACC rates applying training and testing sub- 
samples, respectively. The highest ACC rate in the testing sub-samples was 82.69% 
with PNN2- Meanwhile the highest ACC rate in the training sub-samples was 
94.92% 
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with PNN15- It can be observed from Table 6.29 that all PNNs predict good credit much 
better than bad credit in all sub-samples (testing, training, and overall). 
Table 6.29: Classification results applying the 20 powerful PNNs for the sub-sample3 
Sample Hold-out sub-sam ples Training sub-sam Ples Overall sub-samples 
Neural Net G% B% T% G% B% T% _ G% B% T% 
PNNI 90.68 59.85 80.53 94.41 77.74 89.01 93.18 71.78 86.21 
PNN2 88.32 71.83 82.69 92.20 71.00 85.46 90.95 71.29 84.55 
PNN3 89.82 64.54 81.25 97.22 81.85 92.32 94.83 75.91 88.67 
PNN4 91.87 62.41 82.45 94.54 72.66 87.35 93.65 69.34 85.74 
PNN5 87.27 69.50 81.25 95.66 80.37 90.78 92.95 76.64 87.64 
"ý6 91.61 60.77 81.97 94.51 78.29 89.13 93.54 72.75 86.77 
Plý-N7 87.55 60.84 78.37 96.19 77.24 90.19 93.42 71.53 86.29 
PNN8 89.83 58.68 80.77 96.04 83.45 91.73 93.89 76.16 88.11 
PNN9 90.49 65.15 82.45 95.94 79.93 90.66 94.12 75.18 87.96 
PNN, o 90.11 60.84 80.05 96.02 81.72 91.49 94.12 74.45 87.72 
PNNII 88.77 67.14 81.49 95.30 80.07 90.43 93.18 75.67 87.48 
PNN12 89.96 60.58 80.29 96.68 78.83 90.90 94.48 72.75 87.40 
PN'N 13 86.81 61.54 78.13 96.37 82.09 91.84 93.30 74.94 87.32 
PNN14 88.38 69.70 82.45 95.06 81.00 90.43 92.83 77.37 87.80 
PNN15** 90.03 58.40 80.53 97.50 89.86 94.92 94.95 80.29 90.17 
Pl'ýN16 86.64 68.35 80.53 95.82 81.25 91.13 92.83 76.89 87.64 
PNN17 89.57 59.42 79.57 94.24 69.96 86.41 92.71 66.42 84.15 
PNN, g 86.43 61.03 78.13 93.52 80.00 89.13 91.19 73.72 85.50 
PNN, q 85.92 63.64 78.85 94.18 82.08 90.19 91.42 76.16 86.45 
PNN20 86.46 63.28 79.33 95.56 79.86 90.31 92.48 74.70 86.69 
*Best PNN model based on testing sub-samples. "Best PNN model based on overall sub-samples. 
Also, the highest correctly classified bad credit in the overall sub-samples and training 
sub-samples were 80.29% and 89.86%, respectively. Whilst it was 71.83% ACC rate in 
the testing sub-samples for PNN2- Otherwise, the highest correctly classified good credit 
were 94.95% and 97.50% for overall and training sub-samples, respectively in the 
PNN15model, and 91.87% ACC rate for PNN4using hold-out sub-samples, as shown in 
Table 6.29. 
6.3.3.2.2.2 Multi-Layer Feed-forward Nets 
Table 6.30 summarizes MLFN models' classification results for all sub-samples. 
MLFNII had the highest overall ACC rate, at 86.29%, between all powerful MLFN 
models developed in this section. In addition, the ACC rates using training and testing 
sub-samples were 88-30% and 82.21%. It can be also observed that the highest overall 
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ACC rate in the testing sub-samples was the same rate at 82.2 1% for MLFN I,. While, a 
90.90% ACC rate was the highest in the training sub-samples for MLFN6. Furthen-nore, 
from results revealed in Table 6.30, all the MLFNs predict good credit better than bad 
credit in all sub-samples, overall, training and testing. 
Table 6.30: Classification results applying the 20 powerful MLFNs for the sub-sample3 
Sample Hold-out sub-sam ples Training sub-sam ples Overall sub-sam ples 
Neural Net G% B% T% G% B% T% _ G% B% T% 
MUNI 87.37 61.07 79.09 92.76 77.86 87.83 90.95 72.51 84.94 
MLFN2 81.48 73.33 78.85 90-00 88.04 89.36 87.19 83.21 85.90 
MLFN3 90.18 65.25 81.73 92.36 74.44 86.64 91.66 71.29 85.02 
MLFN4 91.85 56.16 79.33 97.42 67.17 87.94 95.65 63.26 85.10 
MLFN5 82.67 73.38 79.57 92.51 81.25 88.89 89.31 78.59 85.82 
MLFN6 86.01 55.38 76.44 95.58 81.49 90.90 92.36 73.24 86.13 
MLFN7 82.93 65.89 77.64 90.60 82.62 87.94 88.01 77.37 84.55 
MLFN8 90.75 58.52 80.29 94.39 71.38 86.88 93.18 67.15 84.71 
MLFNq 90.11 57.34 78.85 96.71 73.88 89.48 94.59 68.13 85.97 
MLFNIO 86.72 62.76 78.37 93.28 75.94 87.83 91.19 71.29 84.71 
MLFNII* 92.16 64.19 82.21 95.54 72.24 88.30 94.48 69.34 86.29 
MLFN12 82.33 57.89 74.52 92.08 80.22 88.18 88.84 72.99 83.68 
MLFN13 78.64 70.25 76.20 89.39 82.41 87.00 85.66 78.83 83.44 
MLFN14 87.73 63.31 79.57 94.25 75.37 88.18 92.13 71.29 85.34 
MLFN15 82.27 64.93 76.68 90.51 80.87 87.35 87.78 75.67 83.84 
MLFN16 88.35 58.67 77.64 94.70 75.48 88.77 92.71 69.34 85.10 
MLFN17 86.02 64.96 79.09 94.23 71.53 86.88 91.54 69.34 84.31 
MLFN18 91.73 54.00 78.13 95.04 64.37 85.58 94.01 60.58 83.12 
MLFNjq 86.93 48.87 74.76 96.30 73.38 88.77 93.18 65.45 84.15 
MLFN20 85.96 63.36 78.85 93.46 73.93 87.00 90.95 70.56 84.31 
*Best MLFN model on both testing and overall sub-samples. 
Also, the highest correctly classified good credit in the overall sub-samples was 95.65% 
ACC rate for MLFN4 and 97.42% for MLFN4, as well, in the training sub-samples. 
Correspondingly, the highest correctly classified good credit in the testing sub-samples 
was 92.16% for MLFN I,. By contrast, the highest correctly classified bad credit using 
testing, training, and overall sub-samples were 73.38% for MLFN5,88.04% for MLFN2, 
and 8 3.2 1% for MLFN2, as well, respectively (see Table 6.30). 
6.3.3.2.2.3 Best Net Search 
As explained earlier PNN and MLFN from two to six nodes, this was an option under 
BNS, as a part of the currently used software, were applied in this section. Table 6.31 
263 
summarizes the classification results for the twenty powerful BNS models. It can be 
observed that BNS17-PNN (BNS17-PNN means trial number seventeen under the best 
net search with probabilistic neural net) was the best model, between all BNS models 
based on overall ACC rate criterion, with an 88.99% overall ACC rate. Also, the overall 
training and testing sub-samples' ACC rates for this model were a 92.20% (that was the 
highest ACC rate between all training BNS powerful NN models) and an 82.45%, 
respectively; and the highest ACC rate in testing sub-samples was 83.41% for BNS19- 
PNN. 
Table 6.3 1: Classification results applying the 20 powerful BNSs for the sub-sample3 
Sample 
Neural Net 
Hold-out sub-samples 
G%B%T% 
Training sub-sam 
G%B% 
ples 
T% 
Overall sub-sam 
G%B% 
ples 
T% 
BNSI-MLFN-5N 85.04 69.72 79.81 93.24 73.23 86.88 90.60 72.02 84.55 
BNS2-MLFN-3N 90.91 59.57 80.29 94.79 72.22 87.59 93.54 67.88 85.18 
BNS3-PNN 86.02 69.34 80.53 94.41 81.39 90.19 91.66 77.37 87.00 
BNS4-PNN 94.33 58.21 82.69 95.43 76.90 89.36 95.06 70.80 87.16 
BNS5-PNN 90.51 64.08 81.49 95.32 77.70 89.72 93.77 72.99 87.00 
BNS6-MLFN-6N 88.30 67.16 81.49 93.50 75.81 87.71 91.77 72.99 85.66 
BNS7-MLFN-4N 88.85 58.91 79.57 94.33 73.40 87.35 92.48 68.86 84.79 
BNS8-MLFN-3N 83.88 74.13 80.53 89.97 80.97 87.12 88.01 78.59 84.94 
BNS9-PNN 86.69 64.23 80.05 94.27 76.39 88.18 91.66 72.75 85.50 
BNS, o-MLFN-2N 88.42 64.12 80.77 93.46 68.21 85.11 91.77 66.91 83.68 
BNSII-MLFN-5N 86.46 64.06 79.57 94.49 77.74 88.89 91.77 73.48 85.82 
BNS12-MLFN-2N 89.68 67.41 82.45 91.93 71.38 85.22 91.19 70.07 84.31 
BNS13-PNN 88.53 62.77 80.05 94.23 78.10 89.01 92.36 72.99 86.05 
BNS14-MLFN-4N 91.40 64.96 82.69 95.10 72.63 87.83 93.89 70.07 86.13 
BNS 15-MLFN-2N 90.14 65.57 82.93 93.72 73.36 86.76 92.48 
71.05 85.50 
BNS 16-PNN 90.32 64.96 81.97 92.31 73.36 86.17 91.66 70.56 84.79 
BNS 17-PNN* 90.07 68.06 82.45 95.85 84.27 92.20 94.01 78.59 88.99 
BNS, 8-PNN 90.11 67.83 82.45 94.46 71.64 87.23 
93.07 70.32 85.66 
BNS, 9-PNN** 91.00 66.14 83.41 95.55 76.76 
89.24 94.01 73.48 87.32 
BNS, o-MLFN-4N 88.50 66.67 81.73 93.09 
75.53 87.23 91.54 72.75 85.42 
_ *Best BNS model based on overall sub-samples. "Best BNS model based on testing sub-samples. 
It can be also observed from Table 6.31 that all the BNS models predict good credit 
better than bad credit, as well, in all sub-samples. Moreover, the highest correctly 
classified good credit in the testing and overall sub-samples were 94.33% and 95.06% 
for BNS4-PNN. And it was 95.85% ACC rate for BNS17-PNN in the training sub- 
samples. By contrast, the highest correctly classified 
bad credit using testing sub- 
samples was 74.13% for BNS8-MLFN-3N, 
84.27% for BNS17-PNN in the training sub- 
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samples, and 78.59% for both BNS8-MLFN-3N and BNS17-PNN in the overall sub- 
samples. 
There is evidence of significant differences between PNN, MLFN and BNS (MLFN 
from two to six nodes, and PNN as welo models. From results revealed in Table 6.32, 
the ANOVA F-Ratio was 16.76. This was significant at the 99% confidence level. 
Besides, the NN models namely, PNN, MLFN and BNS were significantly different at 
95% confidence level as revealed by Fisher's least significant difference test. However, 
there were no statistically significant differences in variances between NN models 
according to the Cochran's C/ Bartlett's / Levene's tests. Moreover, the Kruskal-Wallis 
Median Test Statistic shows statistically significant differences at the 99% confidence 
level for NN models with a test Statistic of 22.0803. 
Table 6.32: A comparative statistical evaluation of the powerful neural net models using the sub-sample3 
NN Models 
PNN (0) MLFN (1) BNS (2) Overall 
Count 20 20 20 60 
Average (Mean) 87.0130 84.8215 85.7725 85.8690 
Standard deviation 1.39550 0.91675 1.23922 1.48696 
ANOVA F-Ratio 16.76*** 
Fisher's least significant difference test: 
PNN-MLFN 2.19150** 
PNN-BNS 1.24050** 
MLFN-BNS -0.95100** 
Cochran's C Test: 0.450425 
Bartlett's Test: 1.059980 
Levene's Test: 0.744844 
Kruskal-Wallis Median Test Statistic: 
Average Rank 43.975 18.100 29.425 
Test Statistic --- 22.0803' 
** and ***denote a statistically significant difference at 5 and I per cent level, respectively. 
There are statistically significant differences between the mean ACC rates for different 
types of NN models, using a 99% confidence level. Additionally, each pair of 
combinations is different at the 95% level of confidence. As to the medians, there are 
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also significant differences, at 99% confidence level, between the models. So, these 
results address the first subsidiary research question. 
Figure 6.8: Scatter-plot by level code; means and 95.0% LSD intervals; Box-and-whisker plot and 
analysis of means plot with 95% decision limits. 
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The graphical analysis in Figure 6.8 shows the differences between sub-sample3 NN 
models. The Scatter-plot by Level Code illustrates that category I has a narrower spread 
than the other two categories, but category 0 is better than the other two categories. As 
reveals in the Means and 95.0% LSD Intervals, there are no overlapping intervals, 
although the Mean for category 0 is higher than the mean for category 2, which in turn 
is higher than the mean of category 1. In the Box-and-Whisker Plot, the inter-quartile 
ranges (coloured shaded boxes) are almost similar in size, but category 2' inter-quartile 
range seems to be a little bigger than the others, categories 0 and I do not overlap, 
whilst category 2 overlap with both category I and category 0. Although, the means for 
categories 0 is higher than the UDL and category I is lower than the LDL, whilst 
category 2 lie a little below the CL, as revealed by the Analysis of Means Plots with 
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95% Decision Limit. The overall conclusion is that all different nets are do different. 
and PNN is generally superior to BNS, which in turn is generally superior to MLFN, as 
revealed from these four graphical analyses. 
6.3.3.2.3 Genetic Programming Credit Scoring Models 
6.3.3.2.3.1 Program Model 
The GPP best program models' classification results are provided in Table 6.33. The 
ACC rates for both training sub-sample and validation sub-sample were 82.03% and 
81.09%, respectively. While, the overall training and validation sub-sample3ACC rate 
(this rate is a weighted average of the correct classification rates of the training and 
validation training sub-samples) was 81.56%, see Table 6.33. Applying the testing data- 
set using GPp best model, an 82.93% ACC rate was found and 81.56% ACC rate was 
found applying the training data-set; as revealed in Table 6.34, the overall ACC rate was 
82.01%. 
Table 6.33: Classification results for the GPp and GPt models using the training sub-sample3 
Sample Training sub-sample Validation sub-sample T&V sub-sample 
Model G B T T% G B T T% G B T T% 
GPp _ 
G 239 31 270 88.52 258 33 291 88.66 497 64 561 88.59 
B 45 108 153 70.59 47 85 132 64.39 92 193 285 67.72 
_ T 423 82.03 423 81.09 846 81.56 
GP, 
G 248 22 270 91.85 263 28 291 90.38 511 50 561 91.09 
B 43 110 153 71.90 52 80 132 60.61 95 190 285 66.67 
T 423 84.63 423 81.09 846 82.86 
6.3.3.2.3.2 Team Model 
The best team model results show an 82.86% ACC rate was using overall training and 
validation sub-sampleS3. That was a weighted average of the ACC rates for training sub- 
sample and validation sub-sample at an 84.63% and an 81-09% ACC rates, respectively, 
as observed in Table 6.33. Furthermore, the overall sub-sample3ACC rate was 83.20% 
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(that achieved an increase of 1.19% ACC rate), as shown in Table 6.34. An 83.89% and 
an 82.86% ACC rates were found for testing sub-sample3 and training sub-sample3 (the 
best team size in the training sub-sample was 9 programs, 9 and/or I programs in the 
validation sub-sample, 9 and/or 3 programs in the total training and validation sub- 
sample3, whilst, with the applied sub-sample3 was 5 and/or 7 and/or 9 programs), 
respectively. 
Table 6.34: Classification results for the GPp and GP, models using the sub-sample3; predictions (in 
columns) versus observations (in rows) 
Sample Applied (testing ) sub-sample3 Training sub-sample3 Overall sub-sample3 
Model G B T T% G B T T% G B T T% 
GPp 
G 257 33 290 88.62 497 64 561 88.59 754 97 851 88.60 
B 38 88 126 69.84 92 193 285 67.72 130 281 411 68.37 
T 416 82.93 846 81.56 1262 82.01 
GPt 
G 274 16 290 94.48 511 50 561 91.09 785 66 851 92.24 
B 51 75 126 59.52 95 190 285 66.67 146 265 411 64.48 
T 416 83.89 846 82.86 1262 83.20 
Figure 6.9: Genetic best program and best team overall training and validation performance for sub- 
sample3 
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As shown in Figure 6.9, the overall training and validation perfonnance line for GP, 
(light green line) is initially almost the same as the overall training and validation 
performance line for GPp (dark red line), but both programs change positions at a 
particular number of completed runs before the middle. Thereafter, GPt model is better 
than GPPmodel) with a clear improvement in the total performance line. Based on the 
results revealed in Table 6.34, the difference between the overall training sub-sample3 
(both training and validation sub-samples) ACC rates for GPp and GPt is 1.30% (i. e. 
82.86% for GP, - 81.56% for GPp). This outcome underscores the results revealed from 
Figure 6.9. 
6.3.3.2.4 Predictive Ability for Advanced Techniques 
On the one hand, comparing basic NN and GP models, where the same training, testing, 
and overall sub-sampleS3 were used to produce these models. GPt model predictive 
ability was better than other models (i. e. 83.89% for GPt > 82.93%, 81.25% and 79.09% 
for GPp, PNN and MLFN models, respectively). Furthermore, GPp model was better 
than both PNN and MLFN model' (i. e. 82.83% for GPp > 81.25% and 79.09% for PNN 
and MLFN, respectively) predictive ability, as shown in Tables 6.28 and 6.34. 
Generally, GP models' predictive ability was better than NN models' predictive ability. 
On the other hand, an extension of the comparison to comprise the powerful NN models 
was included, an 83.41% ACC rate was found under BNS19-PNN, that was the best 
model between all advanced models in terms of predictive ability, except GPt model at 
83.89% (see Tables 6.28,6.29,6.30,6.31,6.34). Correspondingly, GPp model 
predictive ability was better than predictive ability for basic NN models namely, PNN 
and MLFN models, but worse than predictive capability of the powerful BNS19-PNN 
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model only (i. e. 82.83% for GPp > 82.69%, 82.21% for PNN2, MLFNII, respectively, 
but <83.41 % for BNS I 9-PNN). 
6.3-3.3 Comparison of results of different sub-sample3 credit scoring models 
The comparison in this section is based on testing sub-sample3 52 , and the same two 
criterions were used to compare different models' results; the ACC rate and EMC 
criterion. 
As concluded in Table 6.35, LR had the highest ACC rate at 82.93%, amongst all 
conventional techniques. Meanwhile, GPt had the highest ACC rate at 83.89%%, 
amongst all techniques. All models predict good credit better than bad credit, except 
only one conventional model namely, WOE. In addition, the highest correctly classified 
bad credit was 100% for WOE, whilst the highest correctly classified good credit was 
94.48% for GP,. It can be concluded from Table 6.35, that the average performance of 
the GP and NN models is better than the average performance of the conventional 
techniques. 
Furthermore, comparing conventional techniques, there was only one model where the 
type I error rate exceeds the type II error rate namely, WOE with the lowest MC at 
0.4627, between all techniques and 52.16% ACC rate. Correspondingly, where the type 
11 error rate exceeds the type I error rate, as for MDA, PA and LR, the lowest MC at 
0.4885 is for MDA. This was not the chosen model between MDA, PA and LR, for LR 
had, amongst these, the highest ACC rate at 82.93%, as shown in Table 6.35. 
52 For comparison based on overall sub-sampleS3 Of 
different models' classification results, see Appendix 
6.0. 
270 
All the advanced models' type 11 errors were higher than type I errors. Comparing NNs 
models namely, PNN and MLFN and GP models namely, GPp and GP,, for which the 
same training, testing, and overall sub-sampleS3 were used to produce these models, the 
lowest EMC at 0.5679 is for GPp amongst these techniques. That was not the chosen 
model, according to the ACC rate at 83.89% ACC rate for GP,. Moreover, the 
comparison extended to include the powerful NN models, as shown in Table 6.35, the 
highest ACC rate still for GPt at 83.89%. This was not the chosen model according to 
the lowest EMC at 0.5375 for powerful PNN2- 
Table 6.35: Comparing classification results, errors and EMCs for the selected techniques using the 
testing sub-sample3 
Scoring Overall sub-sample(s) Error results EMC 
Model G%B%T% Type I Type 11 (5: 1) 
WOE* 31.38 100.00 52.16 0.6862 0.0000 0.4627 
MDA 79.31 78.57 79.09 0.2069 0.2143 0.4885 
PA 90.00 65.87 82.69 0.1000 0.3413 0.6232 
LR 90.34 65.87 82.93 0.0966 0.3413 0.6209 
PNN 90.69 59.52 81.25 0.0931 0.4048 0.7220 
Pýý2 88.32 71.83 82.69 0.1168 0.2817 0.5375 
MLFN 84.14 67.46 79.09 0.1586 0.3254 0.6369 
MLFN 11 92.16 64.19 82.21 0.0784 0.3581 0.6360 
BNS4-PNN 94.33 58.21 82.69 0.0567 0.4179 0.7188 
BNS 12-MLFN-2N 89.68 67.41 82.45 0.1032 0.3259 0.6003 
BNS 14-MLFN-4N 91.4 64.96 82.69 0.0860 0.3504 
0.6286 
BNS J5-MLFN-2N 90.14 65.57 82.93 0.0986 0.3443 
0.6272 
BNS17-PIýN* 90.07 68.06 82.45 0.0993 0.3194 0.5871 
BNS, 9-PNN 91.00 66.14 83.41 0.0900 
0.3386 0.6121 
GPp 88.62 69.84 82.93 0.1138 0.3016 0.5679 
GP, ** 94.48 59.52 83.89 0.0552 0.4048 0.6964 
*Best model amongst all models according to the lowest misclassification cost. 
"Best model amongst all models according to the highest average correct classification rate. 
At last, comparing all conventional and advanced techniques, the highest ACC rate, 
which was 83.89%, leads to selecting GPt model. However, this does not provide the 
lowest EMC, which was 0.4627 for WOE (for more details regarding EMCs for all sub- 
sample3models including all trials, see Appendix 6. P). 
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6.4 Comparing different samples' results and sensitivity 
analysis of EMCs 
In this section, a comparison of different samples' scoring statistical techniques was 
investigated, based on the testing sub-samples. Two more criteria, in addition to the 
ACC rate criterion and EMC with MC ratio of 5: 1 criterion which were used in 
previous sections, were applied for analytical purposes; firstly, EMC with MC ratio of 
7: 1 criterion; and secondly, EMC with MC ratio of 10: 1 criterion. The reason for this 
was to investigate whether different results may occur applying the new MC ratios. 
Furthennore, as discussed before, valid prediction for MCs associated with both type I 
and type 11 errors, might not be available in an environment, such as the Egyptian 
banking sector, and based on discussions with bank personnel, a high MC ratio might be 
more appropriate. Table 6.39 summarizes different samples' overall testing ACC rates 
and EMCs under different MC ratios (i. e. 5: 1,7: 1, and 10: 1 cost ratios). 
On the one hand, comparing all different sub-samples' scoring techniques 53 , for which 
the same training data-set was used in building the models and the same testing data-set 
was used in testing these models 54 . Firstly, using the ACC rate criterion the 
LR model 
for the sub-sample, data-set had the highest ACC rate at 84.92%, between all techniques 
in all sub-samples. Meanwhile, GPt model was the best in both sub-sample2 and sub- 
sample3 only. Secondly, using an MC ratio of 5: 1, WOE model for the sub-sample3 
data-set had the lowest EMC at 0.4627, and this was the lowest MC between all sub- 
samples. The reason for this was that the Type II error was zero, which is believed to be 
very hard to find in the real field; therefore, if the WOE model had been excluded, the 
53 A comparison between different samples/sub-samples based on the overall sample/sub-sample' 
ACC 
rates was investigated, as well. For details see Appendixes 
6Q and 6R. 
54 This analysis excludes the powerful NN scoring models in any of the three sub-samples, 
for which the 
training and testing sub-samples in this case were different under each trial. 
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MDA model could have been the best in this case at 0.4885 costs under sub-sample3, 
and that was the lowest cost under different sub-samples. 
Table 6.36: Comparing classification results, errors and EMCs for all different samples 
Scoring 
Model 
Testing 
ACC rate 
Error results 
Type I Type 11 
EMC 
(5: 1) 
EMC 
(7: 1) 
EMC 
(10: 1) 
Sub-sample, 
WOE* 46.03 0.7010 0.0000 0.4727 0.4727 0.4727 
MDA 74.60 0.2268 0.3448 0.7144 0.9390 1.2759 
PA 84.13 0.0825 0.4138 0.7295 0.9991 1.4034 
LR* 84.92 0.0722 0.4138 0.7226 0.9921 1.3964 
PNN 79.37 0.1340 0.4483 0.8204 1.1124 1.5505 
MLFN 77.78 0.1443 0.4828 0.8835 1.1980 1.6698 
GP, 80.16 0.0928 0.5517 0.9610 1.3204 1.8595 
GP, 80.16 0.0722 0.6207 1.0595 1.4638 2.0703 
Sub-sample2 
WOE** 47.22 0.7074 0.0000 0.4770 0.4770 0.4770 
MDA 77.78 0.2181 0.2344 0.5288 0.6815 0.9105 
PA 80.95 0.1330 0.3594 0.6750 0.9091 1.2602 
LR 80.56 0.1383 0.3594 0.6785 0.9127 1.2638 
PNN 78.97 0.1596 0.3594 0.6929 0.9270 1.2782 
MLFN 78.97 0.1223 0.4687 0.8457 1.1511 1.6090 
GPp 83.73 0.0957 0.3594 0.6498 0.8839 1.2351 
GP, ** 84.13 0.1011 0.3281 0.6025 0.8162 1.1368 
Sub-sample3 
WOE*** 52.16 0.6862 0.0000 0.4627 0.4627 0.4627 
MDA 79.09 0.2069 0.2143 0.4885 0.6281 0.8375 
PA 82.69 0.1000 0.3413 0.6232 0.8456 1.1790 
LR 82.93 0.0966 0.3413 0.6209 0.8433 1.1768 
PNN 81.25 0.0931 0.4048 0.7220 0.9857 1.3812 
MUN 79.09 0.1586 0.3254 0.6369 0.8488 1.1668 
GP, 82.93 0.1138 0.3016 0.5679 0.7644 1.0590 
GPt*** 83.89 0.0552 0.4048 0.6964 0.9601 1.3557 
*In sub-sample,: LR is the best model under ACC rate and WOE is the best model under EMCs with an 
MC ratio of 5: 1 or above. 
**In sub-sample2: GPt is the best model under ACC rate and WOE is the best under EMCs with an MC 
ratio of 5: 1 or above. 
***In sub-sample3: GP, is the best model under ACC rate and WOE is the best under EMCs with an MC 
ratio of 5: 1 or above. 
Thirdly, extending the previous criterion to an MC ratio of 7: 1, WOE model for the sub- 
sample3 data-set was still the best model at the same cost of 0.4627, and WOE, for sub- 
sample, and sub-sample2 data-sets, was the best model in these sub-samples at the same 
cost either of 0.4727 and 0.4770, respectively. Fourthly, the criterion of MC of 10: 1 was 
also applied. Actually, almost the same results, which were found using the last two 
criteria, were found using this criterion, the WOE model for the sub-sample3 data-set 
was the preferred choice between all other sub-samples models and in sub-sample, and 
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sub-sample2, with the same cost (see Table 6.36). Correspondingly, increasing the cost 
ratios from 5: 1 to 7: 1 or 10: 1 did not change the decision; and, if WOE model were 
excluded from the comparison, MDA would be the best under different cost ratios. 
Finally, in an evaluation of all sub-sample models, sub-sample, was the best under ACC 
rate and sub-sample3 was the best under EMCs with a cost ratio of 5: 1 or above. 
Moreover, regarding different sub-sample models, the ranking of the selected model 
varied based on the decision criterion, i. e. in sub-sample3; According to the ACC rate, 
GPt model was the best model between this sub-sample3 'scoring models at 83.89% 
ACC rate; and based on EMC with a MC ratio of 5: 1 or above, WOE model was the 
best model between all this sub-sample3models at 0.4627, for 5: 1,7: 1 and 10: 1 cost 
ratios. Correspondingly, the decision did change under ACC rate and the MC ratios for 
other samples namely, sub-sample, and sub-sample2; i. e. in sub-sample2, the best model 
according to ACC rate was GPt at 84.13% ACC rate; the best model according to the 
lowest EMC with a MC ratio of 5: 1 or above was WOE, as well at 0.4770 MC (see 
Table 6.36). Finally, by increasing the MC ratio, the decision did not change, even if the 
WOE measure were excluded from the comparison. 
A confirmatory analysis of the three sub-samples was investigated using Kohonen maps 
which were generated to indicate the cluster grouping. A Kohonen map organizes cases 
according to the topological order within the spatial setting (Melssen et al, 2006; Yim & 
Mitchell, 2005). In the process of organising the map an unsupervised neural training 
takes place. The purpose of its use in this context is to identify visually if the cluster 
groupings for the different sample sizes bear similarities or not, and to see if a particular 
sample has more poorly defined cases in terms of good or bad credit. The maps are 
46 self-organized" and not pre-set. The clustering can incorporate several groupings, 
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rather than a binary split. Here we used three clusters for fixed input data applied under 
the median clustering method. For a visual analysis of the distances between input and 
weight vectors, see the distance matrices; and for an analysis of loan quality as a target, 
see the target field matrices. 
Figure 6.10: A confirmatory analysis of the testing data using different sub-samples 
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For sub-sample,, which comprises a 10% testing data-set, the light green coloured 
cluster grouping on the lower middle section of the box represents poorly-defined cases 
(neither clearly good nor bad); and the light dark brown coloured cluster grouping on 
the upper and lower left-hand side represents good cases. However, as the testing 
sample increases to 20% for sample2, the light green coloured cluster grouping now on 
the lower left-hand side is bigger; the light dark brown cluster grouping on the middle 
left-hand side is for good cases, once again, and it is clear that the size is smaller than 
this group size in sub-sample, (with a big reduction in size). For sample3, which 
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comprises a 33% testing data-set, the bigger light green coloured cluster grouping on 
the left-hand side represents poorly-defined cases, and there is an increase in the number 
of poorly-defined cases (neither clearly good nor bad); and the number of good cases is 
better than these cases in sub-sample2, 
Indeed, this visual analysis supports the previous comparison between different sub- 
sample, concerning the efficiency of sample, (under the ACC criterion) and sample2and 
sub-sample3 (under the EMC criterion). Correspondingly, the Kohonen analysis 
indicates that both sample, and sample2 are better than sample3 (further analysis of 
Kohonen maps for different training sub-samples was investigated, for details see 
Appendix 6. S). 
On the other hand, analysis is extended to include the best selected powerful NN 
models to the previous analysis, as shown in Tables 6.3 6 and 6.3 7, using the same four 
criteria discussed before. Firstly, under the ACC rate criterion, powerful PNN16for sub- 
sample, was the best model in all samples at 89.86% ACC rate, and powerful BNS3- 
PNN for sub-sample2was the best model at 87.30% ACC rate. Whilst in sub-sample3, 
the best model was still GPt model at 83.89%. Secondly, using an MC ratio of 5: 1, 
powerful MLFN16 for sub-sample2 had the lowest MC ratio at 0.4149 between all other 
techniques, in all sub-samples. In sub-sample,, WOE was still the best between these 
sub-sample models, but if this model were excluded, the powerful PNN16 would be the 
best model at 0.54.67 cost; while in sub-sample3 nothing would have changed at all. 
Afterwards, using an MC ratio of 7: 1 and 10: 1, the decision did not change; WOE under 
sub-sample3 had the lowest MC at 0.4627 for 7: 1 and 10: 1, respectively (see Tables 
6.36 and 6.37). Once again, if the WOE is excluded, the powerful MLFN16would be the 
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best model under cost ratio of 7: 1 and 10: 1 at 0.5349 and 0.7149, respectively, between 
all sub-samples scoring models. 
Table 6.37: Comparing classification results, errors and EMCs for the powerful NN models USing different sub-samples 
Scoring 
Model 
Testing 
ACC rate 
Error results 
Type I Type 1 
EMC 
(5: 1) 
EMC 
(7: 1) 
EMC 
(10: 1) 
Sub-sample, 
PNN16* 89.68 0.0316 0.3226 0.5467 0.7568 1.0720 
MLFN4 84.13 0.0674 0.3784 0.6617 0.9082 1.2779 
MLFN20 84.13 0.0989 0.3143 0.5785 0.7833 1.0904 
BNS 15-PI"ITN 88.10 0.0426 0.3437 0.5884 0.8123 1.1482 
BNSII-MLFN-3N 84.13 0.0345 0.4359 0.7331 1.0171 1.4430 
Sub-sample2 
PNN 16 86.51 0.0760 0.2593 0.4735 0.6424 0.8958 
MLFN16 82.54 0.1705 0.1842 0.4149 0.5349 0.7149 
BNSI-MLFN-3N 84.13 0.0988 0.2875 0.5348 0.7221 1.0030 
BNS3-PNN 87.30 0.0734 0.2533 0.4620 0.6270 0.8745 
BNS6-MLFN-3N 82.94 0.0944 0.3611 0.6517 0.8869 1.2398 
BNS14-MLFN-4N 83.33 0.0696 0.3298 0.5840 0.7988 1.1211 
BNS 15-MLFN-4N 82.94 0.0670 0.4247 0.7368 1.0135 1.4284 
Sub-sample3 
PNN2 82.69 0.1168 0.2817 0.5375 0.7210 0.9963 
MUNI 1 82.21 0.0784 0.3581 0.6360 0.8693 1.2192 
BNS4-PNN 82.69 0.0567 0.4179 0.7188 0.9910 1.3993 
BNS 12-MLFN-2N 82.45 0.1032 0.3259 0.6003 0.8126 1.1310 
BNS14-MLFN-4N 82.69 0.0860 0.3504 0.6286 0.8569 1.1992 
BNS 15-MLFN-2N 82.93 0.0986 0.3443 0.6272 0.8515 1.1879 
BNS 17-PNN 82.45 0.0993 0.3194 0.5871 0.7952 1.1072 
BNS19-PNN 83.41 0.0900 0.3386 0.6121 0.8327 1.1635 
*In sub-sample,: PNN16 is the best model under ACC rate. While WOE is the best model under EMCs 
with MC ratio of 5: 1 or above. 
** In sub-sample2: BNS3-PNN is the best model under ACC arte; MLFN16 IS the best under EMCs with 
MC ratio of 5: 1; and WOE is the best model under EMCs with MC ratio of 7: 1 or above. 
*** In sub-sample3: GP, is still the best model under ACC rate and WOE is the best model under EMCs 
with an MC ratio of 5: 1 or above. 
Furthermore, the ranking of the selected model varied based on the decision criterion. 
Based on the ACC rate, powerful PNN16under sub-sample, was the best model between 
all other samples' models. Meanwhile, using an MC ratio of 5: 1, powerful MLFN16 
under sub-sample2was the best between all models. And, finally, using an MC ratio of 
7: 1 or above, WOE under sub-sample3 was the chosen best model between all different 
samples' models. Correspondingly, comparing different sub-samples techniques, sub- 
sample, was better than sub-sample2 and sub-sample3 in tenns of ACC rate criterion, 
but sub-sample2was better than the other two sub-samples in terms of EMC under cost 
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ratio of 5: 1. Whilst under EMC ratio of 7: 1 or above, sub-sample3 was better than the 
other two sub-sample (see Tables 6.36 and 6.37). 
Previous discussion provides answers to the second and the third research questions 55 . 
On the one hand, for the second research question and based on the results revealed in 
the current chapter, credit scoring models, except WOE model(s), do offer the credit 
decision-makers, in the Egyptian public sector banks, more accurate and efficient 
classification results than the currently used approaches. On the other hand, for the third 
research question and also based on different models' outcomes, advanced models as a 
whole and powerful NNs in particular indeed do give more efficient predictions of 
personal loan quality under the ACC criterion and the EMC with an MC ratio of 5: 1 
criterion. However, there is a clear role of conventional techniques, especially the WOE 
model under MC ratio of 7: 1 or higher (see previous discussion for more detai IS)56. 
Finally, having extending the analysis of powerful NN models under different sub- 
samples, using the overall testing correct classification rate, there is evidence of 
statistically significant differences between different sub-samples' powerful NNs and 
evidence of statistically significant differences between powerful NNs namely, PNN, 
MLFN, and BNS under each of the sub-samples, as revealed in Table 6.38. 
55 These state "Can alternative credit scoring models offer the credit decision-maker(s) more efficient 
classification results than the approaches used at present? " and "How does the predicted personal loan 
quality based on conventional techniques compare with those based on advanced scoring techniques? ". 
respectively. 
" For a comparison based on the overall sample scoring classification results, see Appendices 6. P and 
6. Q, where advanced powerful NNs are the best under all evaluation criteria, except MC ratio of 10: 1 or 
above. 
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Table 6.38: A comparative statistical evaluation for different powerful NNs and different sub-samples 57 
Test, TeSt2 
Count 180 180 
Average (Mean) 80.6786 80.6786 
Standard deviation 2.63576 2.63576 
ANOVA F-Ratio 21.5700*** 3.3600** 
Fisher's least significant difference test: 
PNNs-MLFNs 2.17000** 
PNNs-BNSs -0.51533 
MLFNs-BNSs -2.68533** 
Sub-sample 1 -Sub-sample2 0.708667 
Sub-sample I- Sub-sample3 1.22700** 
S ub- samp le2- Sub-sample3 0.518333 
Cochran' sC Test: 0.43094 0.463177** 
Bartlett's Test: 1.02500 1.058570*** 
Levene's Test: 1.72731 3.357070*** 
Tamhane test: 
Sub-samplel-Sub-sample2 0.708667 
Sub-samplel-Sub-sample3 1.22700** 
Sub-sample2-Sub-sample3 0.518333 
Kruskal-Wallis Median Test Statistic: 33.3177*** 7.12054** 
** and ***denotes a statistically significant difference at 5 and I per cent level, respectively. 
Test,: compares ACC rates for different NN models controlling for sub-samples. The 180 trials are equal 
to 60 PNN trials under all sub-samples (i. e. 20 PAW trials under sub-sample, + 20 PAW trials undersub- 
sample2 + 20 PAW trials under sub-sampleA Plus 60 MLFN trials under different sub-samples (i. e. 
20MLFN trials under each of different sub-samples) plus 60 BNS trials under sub-samples 1,2 and 3 (20 
BNS trials under all different sub-samples, 1,2 and 3). 
TeSt2: compares ACC rates under different sub-samples controlling for models. The 180 trials are equal to 
60 trials under sub-sample, (i. e. 20 PAW trials + 20 MLFN trials + 20 BNS trials) plus 60 trials under 
sub-sample3 (i. e. 20 powerful NN trialsfOr each PNN, MLFN, and BNS) plus 60 trials under sub-sample3 
(i. e. for PAW, MLFN, and BNSpowerful AW models 20 trials each). 
It can be observed from Table 6.38 that two tests were investigated. Firstly, the 
ANOVA F-Ratio for Test, was 21.570. This was significant at the 99% confidence 
level. Also, the neural net models, namely, PNNs, MLFNs, and BNSs under each of the 
sub-samples were significantly different at the 95% confidence level as revealed by 
Fisher's least significant difference test (although there were no statistically significant 
differences between PNNs and BNSs models). However, there were no statistically 
significant differences in variances between the NNs models at the 95% confidence 
level according to the Cochran's C/ Bartlett's / Levene's tests. Moreover, the Kruskal- 
Wallis Median Test Statistic shows statistically significant differences at the 99% 
57 The same two test were investigated based on the overall sub-samples' average correct classification 
rates, for details see Appendix 6S. 
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confidence level for neural net models with a test statistic of 33.3177. Secondly, the 
ANOVA F-Ratio for TeSt2 was 3.360. This was significant at the 95% confidence level. 
Besides, different sub-samples' NNs, namely, sub-sample, and sub-sample3 were 
significantly different at the 95% confidence level (there were no statistically significant 
differences between sub-sample, and sub-sample2; and sub-sample2 and sub-sample3) as 
revealed by Fisher's least significant difference test. The Cochran's C/ Bartlett's / 
Levene's tests revealed unequal variances (there were statistically significant 
differences in variances between different sub-samples' NN models at the 
99%confidence level). Consequently, Tarnhane's test was applied to examine the 
differences in the mean of each group pair, and a statistically significant difference at 
the 95% confidence level was found between sub-sample, and sub-sample3' NN 
models. Moreover, the Kruskal-Wallis Median Test Statistic shows statistically 
significant differences at the 95% confidence level for neural net models with a test 
statistic of 7.12054. 
Therefore, for Test,, using a 99% confidence level, there are statistically significant 
differences between the mean ACC rates of different NN types. Additionally, PNNs and 
BNSs are different, and MLFNs and BNSs are also different at the 95% confidence 
level, but PNNs and MLFNs are not. As to the medians, there are also significant 
differences, at 99% confidence level, between the models. These results address the first 
subsidiary research question. Furthennore, for TeSt2, using a 95% confidence level, 
there are statistically significant differences between sub-sample, and sub-sample3 
models at the 95% confidence level. As to the medians, there are also significant 
differences, at a 95% confidence level, between the models. These results address the 
second subsidiary research question. 
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Finally, there was evidence of statistically significant differences between the same NN 
model under different sub-samples (i. e. 20 PNN models under sub-sample,, 20 PNN 
models under sub-sample2, and 20 PNN models under sub-sample3, see Appendices 6. U 
and 6. V for details under overall and testing sub-samples, respectively). 
6.4.1 Variable impact analysis 
The Egyptian banking sector, as part of the nation's economic refonn plan, should 
ensure the bank credit decision-makers not only introduce statistical scoring models, but 
also pay close attention to the key characteristics, which strongly influence the quality 
of consumer loans. There follows an analysis of error rates and variable unpact of the 
best scoring models to highlight variables than have a strong influence on the Egyptian 
personal loan quality. A summary of the best three models applying the public sector 
data-set are provided in Tables 6.39 and 6.40. 
Table 6.39: Error results for the PNN16, BNS3-PNN and LR; predictions (in columns) versus observations 
(in rows) 
Sample Training sample Testing sample 
Model GBT ER %G BT ER % 
PIýN]6 
G 720 36 756 4.76 92 3 95 3.16 
B 74 306 380 19.47 10 21 31 32.26 
T 1136 9.68 126 10.32 
BNS3-PNN 
G 650 24 674 3.56 164 13 177 7.34 
B 76 260 336 22.62 19 56 75 25.33 
T 1010 9.90 252 12.70 
LR 
G 665 89 754 11.80 90 7 97 7.22 
B 118 264 382 30.89 12 17 29 41.38 
T 1136 18.22 126 15.08 
Cut-off point 0.50 for LR. 
ERs for the best three models are shown in Table 6.39, revealing that the ER for the 
training and testing samples are 9.68% and 10.32%, respectively using the PNN16 
model. For the best neural network model, with trial number 3 selecting PNN as the best 
net, the ERs were 9.90% and 12.70% for training and testing samples, respectively. 
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Utilizing the LR model, the ERs for training and testing samples were 18.22% and 
15.08%, respectively. It is obvious that the neural network models predicted lower ERs, 
for both the training and the testing samples, than was predicted by LR model. Also 
PNN16model's ERs were lower than those rates using the BNS3-PNN model. 
Variable impact analysis for the neural network models, namely PNN16 and BNS3-PNN, 
and the independent variable chi-squares for the LR model, are summarized in Table 
6.40. On the one hand, the most critical variables affecting the loan quality applying the 
PNN16model are LOAN AMO, MON INCO, LFOB, EDUC, FEASI STU and GUAR, 
and these variables almost represent 85% of the combined variables' influence on the 
loan quality, whilst the least critical variables affecting the loan quality are PROFE, 
AGE, FIE VISI and DUM MARR (marital status), as revealed in Table 6.40. In 
addition, two variables, namely LOAN AMO and MON INCO represent more than 
50% of the combined variables' influence on the loan quality, and three variables, 
namely LOAN AMO, MON INCO and LFOB represent more than 65% of the 
combined variables' influence on the loan quality. 
The following variables, LOAN AMO, MON INCO, GUAR, LFOB, EDUC, CC STA 
and FEASI STA, were the most essential variables to have an influence on the quality 
of the loans; whilst other variables, namely PROFE, DEPE, AGE, FIE VISI and DUM 
MARR were the slightest significant variables affecting the public sector banks' loan 
quality, applying the BNS3-PNN model. Furthermore, the first three variables, namely 
LOAN AMO, MON INCO and GUAR almost represent 58% of combined variables' 
influence on the loan quality, and five variables namely LOAN AMO, MON INCO, 
GUAR, LFOB and EDUC represent more than 77% of the joint variables' influence on 
the loan quality, as shown in Table 6.40. 
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Table 6.40: Variable impact analysis (VIA) and chi-square statistics for scoring models 
PNN16 Model BNS3-PNN Model LR Model 
Variables VIA% Cum. VIA VIA% Cum. VIA Chi-Square P-Value 
LOAN AMO 33.3006 33.3006 32.9219 32.9219 15.375 0.0001 
MON INCO 22.0302 55.3308 13.6991 46.6210 2.3617 0.1243 
LFOB 11.4495 66.7803 11.3671 57.9881 163.67 0.0000 
EDUC 6.5991 73.3794 7.9796 65.9677 55.874 0.0000 
FEASISTU 6.2907 79.6701 5.1975 71.1652 6.6339 0.0100 
GUAR 5.4413 85.1114 11.3945 82.5597 67.514 0.0000 
LOAN DUR 3.9252 89.0366 0.5029 83.0626 3.4804 0.0621 
CC STA 3.0841 92.1207 6.6274 89.6900 23.255 0.0000 
CAR OWN 2.2531 94.3738 2.6697 92.3597 8.6202 0.0033 
CBE REP 1.3848 95.7586 0.3695 92.7292 5.6841 0.0171 
HOU STA 1.0868 96.8454 2.2638 94.9930 23.605 0.0000 
GENDER 1.0822 97.9276 2.6359 97.6289 7.5523 0.0060 
TELE 0.5819 98.5095 0.9761 98.6050 1.7433 0.1867 
DUM SING 0.5662 99.0757 1.1547 99.7597 2.0214 0.1551 
DEPE 0.5520 99.6277 0.0455 99.8052 9.5251 0.0020 
DUM MARR 0.1179 99.7456 0.0622 99.8674 1.0142 0.3139 
FIE VISI 0.1100 99.8556 0.0606 99.9280 16.388 0.0001 
AGE 0.1082 99.9638 0.0595 99.9875 0.0153 0.9016 
PROFE 0.0362 100.00 0.0125 100.00 0.1592 0.6899 
ER for training sample 9.68% 9.90% 18.22% 
ER for testing sample 10.32% 12.70% 15.08% 
MIP / MAE 0.1733 0.1726 0.3800 
MIP: Mean Incorrect Probability for neural network model. 
MAE: Mean Absolute Error for LR model. 
On the other hand, applying the LR model, the most crucial variables affecting the loan 
quality are LFOB, GUAR, EDUC, HOU STA, CC STA, FIE VISI and LOAN AMO. 
By contrast, the least critical variables affecting the loan quality are AGE, PROFE, 
DUM MARR, TELE and DUM SING, as concluded in Table 6.40. Finally, the ERs and 
other statistics (e. g. MIP/MAE) reveal a better overall performance by NN models than 
LR model. 
It follows that the answer to the fourth research question 58 is given as follows: under the 
public sector banks' evaluation, characteristics such as LFOB, LOAN AMO, GUAR, 
EDUC, MON INCO, and CC STA have a strong effect upon the quality of these banks' 
58 This states that "what are the key factors that the banking sector needs to focus upon, in order to 
improve the quality of the lending process for consumer loans? " 
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loans 59 . However, other characteristics, such as PROFE, AGE, DUM MARR, FIE VISI 
and DEPE are unconvincingly influence the loan quality in these banks. 
Thus, there is a role for local/new variables, such as LFOB, and GUAR, which are 
appropriate to the Egyptian environment as critical components in a predictive credit 
scoring decision model. This addresses the third subsidiary research question. 
6.5 Reflections and implications 
It can be concluded that for all situations there is no overall best statistical technique 
used in building credit scoring models, which was the case in other studies (Hand and 
Henley, 1997; Zekic-Susac et al. 2004). Quoting Hand and Henley (1997, p. 535): 
"What is best depends on the details of the problem: the data structure, the 
characteristics used, the extent to which it is possible to separate the classes by using 
those characteristics and the objective of the classification". But, the results of this 
thesis generally demonstrate that advanced techniques (i. e. NNs and GP) give better 
classification results than conventional techniques, which in turn was also the case in a 
review of other studies (Paliwal & Kumar, 2009). Further, the final choice depends on 
the viewpoint of the bank's decision-maker. In other words, what are they looking for? 
Is it avoiding the MC and in particular the type 11 error? In this case they have to select 
the model with the lowest cost. For example, if the cost associated with Type 11 errors is 
higher, i. e. 12 or 15 times that associated with Type I error, in this case and based on the 
previous analysis, the best model is still the WOE for the different samples, achieving 
the lowest EMC than all other advanced and conventional techniques, at 0.4627. 
Alternatively, market research might suggest that they have a strong clientele, in which 
case they should select the model with the highest ACC rate. 
59 For this purpose the variables have been ranked under each of the three models, and the sum of the 
ranks used to identify the best (lowest rank) set of variables. 
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Figure 6.11: Suggested credit scoring system for the Egyptian banking sector 
............... .................................................................................................................................................................................................. . 
--- ----------- Database on customer loans from historical 
_-ýt 
----------- 
-- 
data (1) 
....................................................... I .............. I ................................................... 
Then, use new applicants' data (2) 
Post-audit of rejected applicants (3) \1ý 
............................................................. ...... 1(3) 
Does customer/applicant have a corporate I 
guarantee? 
Yes 
Accept 
No 
In future, there should be further 
investigations about the industry 
and clients' institutions (i. e. check 
for different risks) before accepting 
new clients 
............ V .... ...... ...... 
Build (1) then run (I + 2) scoring models 
------------------ ------- ---------- 
Prediction 
Fornew 
applicants 
credit 
Bad -L-t* decision- Good 
making 
J, Accept Reject 
I%--------------------------------------- 
A 
---------------------------- 
Actual 
Good Bad Monitoring 
Paid Defaulted 
---------------------- L-----------------------J 
L----------------------------------------J 
Finally, Figure 6.11 shows a suggested scoring system for the Egyptian banking sector, 
building upon the current research outcomes. The Egyptian banking sector should build 
285 
a credit scoring system or model based on their historical data (see step (1)). Of course, 
when future applications are considered their data will also be included (see step (2)). 
Then, the bank should consider if the customer has a corporate guarantee. If the answer 
is yes, then the client should be granted credit. However, it would be sensible from the 
bank's perspective to investigate the client's institutions or industry to assess different 
types of risk, such as insolvency risk and redundancy risk, which can affect their 
clients' loan quality. But if this is not the case, then the client's details will be a part of 
the scoring system. The model is then built originally on the historical data from step 
(1), and later on the model will be run using both historical and new applicants' data 
from step (I + 2); and the model outcomes for the new applicants will be the 
classification predictions of good or bad credit, and the credit decision-making 
conducted accordingly. So, if it is predicted as good credit, the client should be 
accepted, and if predicted as bad credit rejected. For the latter the client's details should 
be post-audited as step (3). For, an efficiency audit will be made after revised models 
are developed in the future, in order to see if, post-hoc, these clients would have been 
accepted rather than rejected; and their information will be kept updated for future 
reference. 
If the original (i. e. not the post-audit) predictions were to accept the applicants, then 
their subsequent actual credit, arising from acceptance, will be monitored. In both cases, 
whether those clients subsequently pay or default, then their data will be fed back to 
step (1) and the process will continue. Looking to a sound scoring model in the future, 
the data-set will be increased hugely, as new clients eventually become old clients. Also 
their behaviour will be considered. 
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CHAPTER 7. 
7.1 Introduction 
CONCLUSION 
There has been enonnous interest over recent decades in the use of credit scoring for 
evaluating credit risk in the banking sector. Credit scoring is regarded as an effective 
management tool to reduce both financial and operational risks facing banks. Within a 
competitive environment for financial institutions, including banks, credit scoring 
techniques have become one of the most important tools currently used in the credit risk 
evaluation of loans. Besides, credit scoring is regarded as one of the basic applications 
of mi sel assifi cation problems that have attracted more and more attention during recent 
decades. 
The management of risk plays an important role in the banking sector worldwide. One 
of the focuses here is upon the credit decision 60 . Indeed this is one of the most critical 
banking decisions, requiring a distinction between customers with good and bad credit. 
The behaviour of former and current customers can provide a useful historical data-set, 
which can be crucial in predicting new applicants' behaviour. Such data-sets are based 
on the commercial public and private banks in Egypt. 
The large public sector banks in Egypt have the potential to make substantial savings 
through a significantly higher loan quality arising from new credit scoring technologies, 
as suggested by the benefits to other large international banks from the introduction of 
new technologies (Altunbas et al., 1999). 
60 The main focus is upon building credit scoring models. 
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Indeed with the rapid advancement in technologies and computer capabilities there is a 
clear role for credit scoring models during the next couple of decades, which will be 
improved and used more widely. This is anticipated especially with new international 
laws and powerful technology, such as the internet, which will contribute to a more 
effective use of credit scoring systems. Also, the applications of credit scoring are 
expected to be more widespread than before, and to include more ideas and technologies 
with current or new channels, such as large corporations including mobile phone 
companies, different customer services and f 61 raud detection . Credit scoring has been 
extended already by credit card companies and banking institutions. The former use it to 
control and renew credit limits and to attract new customers all over the world. The 
latter employ it to expand lending activities in different markets. Developments in 
emerging markets, such as Africa, Asia and Latin America, of course will encourage the 
use of credit scoring in those markets. It should be stressed that a successful credit 
scoring system requires a capable credit bureau system, to collect data from financial 
and banking institutions to create a huge database, which can be used easily by credit 
officers for an effective and efficient credit decision. 
Given this background, it was important to investigate how decisions are currently made 
within the environment under study; and to investigate whether the decision-making can 
be significantly improved through the use of credit scoring models instead. To this end, 
an array of methods was considered for evaluation. To achieve this, it was necessary to 
deal with some technical issues, such as, the impact of sample proportion selection on 
the predictive capability of some fairly sophisticated techniques. 
61 Moreover, it can include the evaluation of the banks themselves, and might be expanded to be used in 
the other scientific applications, such as chemical experiments, or in the movie industry, where success 
may depend on many factors. 
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There is a clear role for the application of statistical scoring techniques in the evaluation 
of the bank credit decision. However, at present the Egyptian banking sector applies 
judgemental techniques to consumer loans. Now, to introduce statistical scoring models 
should improve its decision-making, but different credit decisions would be made 
dependent upon the chosen model, as evidenced by the analysis of the real data-set of 
581 personal loans, for private banking, and 1,262 personal loans, for public sector 
banks. 
Consequently, the main thrust of this thesis was'to build credit scoring models for the 
Egyptian banking sector, which are not yet used in practice by the Egyptian public 
sector banks and the vast majority of the private banks. This appraisal included two 
stages. Firstly, the investigative stage identified the currently used techniques in the 
Egyptian banks' personal loan evaluation, for which the main research instruments were 
structured interviews and a comprehensive questionnaire distributed to the majority of 
the Egyptian banks; these facilitated the identification of the credit variables that these 
banks are currently using in their consumer loans' evaluation. Secondly, at the 
evaluative stage applied consumer loan data-sets provided by the Egyptian banks were 
used to build statistical credit scoring models, such as weight of evidence measure, 
multiple discriminant analysis, probit analysis and logistic regression, as conventional 
techniques, and probabilistic neural nets, multi-layer feed-forward neural nets and 
genetic programming, as advanced scoring techniques. The analysis and the results of 
these two stages' outcomes are discussed further in the section summarizing the 
research findings. 
To the best of the researcher's knowledge, no other studies of the Egyptian banking 
sector have been conducted into the use of conventional and sophisticated statistical 
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credit scoring models for personal loans. Therefore, the current thesis, in providing an 
evaluation of personal loans, can help strengthen the credit risk evaluation process in the 
Egyptian banking sector using credit scoring models. 
As stated in the literature, credit scoring approaches have been built based on statistical 
models; these models have the benefit of advanced technology. Accordingly, the credit 
consent or denial is more or less automatically based on customers' statistical point 
scores. This leads to a preference for automated credit decision-making above 
judgemental credit decision-making. However, building an effective and efficient 
scoring model will be subject to a credit analyst's personal experience and views plus 
the bank's credit policy and strategy. 
7.2 Summary of research findings 
7.2.1 Investigative research phase 
The investigative research phase comprised a pilot study, structured interviews and a 
research questionnaire (of which the latter was primarily qualitative). The early pilot 
study identified some key variables being used in the Egyptian banks, such as the 
investigation report (from the CBE); personal reputation of the client; field visit (market 
investigation); guarantees; client indebtedness; feasibility study; financial statements 
and legal documents. It is obvious that some of these variables are likely to be very 
important for personal loan-evaluation, yet some of them have not been used in other 
research studies, such as an investigation report (i. e. the CBE report), a client's personal 
reputation, and a field visit. Other variables, such as guarantees, indebtedness of the 
client, and transactions' size are also important. 
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As to the interviews, the key features currently used in credit evaluation in the Egyptian 
banking system include, for instance: the CBE report, the market and industry 
investigations, the financial statements analysis, the formal and legal documents and the 
client's personal reputation. 
It can be concluded from the interview analysis that all public sector banks are not using 
credit scoring system(s) in their credit evaluation. Alternatively, the creditworthiness- 
concept, provided by the CBE, is used besides a numeric system. The vast majority of 
private and joint-venture banks are also not using scoring models; instead they use other 
credit analysis packages, besides the creditworthiness provided by the CBE. Only a very 
limited number of the Egyptian banks are applying credit scoring systems, particularly 
for credit cards. The latter are facing some problems, because the nature of the model 
design is not appropriate within the Egyptian market, and does not consider local 
variables, which are suitable for the specific enviromnent in Egypt. 
It follows that, firstly, there is a clear perceived need for credit scoring models, not only 
for personal loans, as part of the credit evaluation process in Egypt, and, secondly, local 
c cultural' variables should be included in the scoring models. 
From results revealed by the questionnaire analysis, it can be concluded that Egyptian 
banks have a clear credit evaluation policy. All Egyptian banks, except a very small 
number of private banks which are using scoring models, are using traditional and 
judgemental approaches in their credit evaluation. Factors, such as financial statement 
analysis, the CBE report, market visit, purpose of credit, collaterals, sources of 
repayments, years in business, personal judgement, client's personal reputation, client's 
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goodwill and cash flow statement analysis are very important components of credit 
evaluation and credit decision-making. 
As demonstrated in Chapter four, there were statistically significant majority responses. 
at the 99% confidence level, to the use of identified credit evaluation factors, except the 
currency exchange rate, which was significant at the 95% confidence level. This 
actually gives confidence in the results of this analysis, and strengthens the research 
outcomes. 
The investigative phase thus addresses the first main research question, namely, "What 
are the currently used approaches to personal credit loan evaluations? " From the 
analysis of the pilot study, the interviews and the questionnaire both public sector banks 
and the vast majority of private sector banks are using judgemental approaches. This 
naturally leads to the remaining research questions dealing with credit scoring models, 
and emphasises the importance of building credit scoring models for Egyptian banks. 
7.2.2 Evaluative research phase 
The following is a summary of the main research findings for the Egyptian private 
banking case study and the Egyptian public sector banks. 
(1) A comprehensive analysis of the private banking in Egypt is provided in Chapter 
Five. From results revealed in this chapter, it was concluded that the PNN model using 
the whole sample (to gain the benefit of a larger data-set) had the highest ACC rate and 
lowest EMC amongst other models. Moreover, the overall performance of advanced 
techniques, such as PNN, MLFN, GPp and GPt were better than for conventional 
techniques in terms of ACC rates. However, surprisingly, some traditional techniques, 
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such as MDA, and MDA, had lower EMCs than GPp and GPt, but not lower than PNN 
and MLFN models. 
As discussed earlier, a good credit scoring model should have a strong predictive 
capability. On the one hand, comparing different models under different sub-samples, 
MDA, LR and MUN models (utilizing sub-sample, ) had the highest average correct 
classification rates of 94.83% with lowest cost of 0.1249 for both MDA and MLFN 
models. On the other hand and concerning the powerful NN models in the comparison, 
PNN2, MLFN15, BNS II -PNN and BNS17-PNN (employing sub-sample, ) had the same 
ACC rate of 94.83%, but with the lowest cost of 0.1311 for the PNN2model. 
It can be also concluded that the best models' performance were under the sub-sample,. 
A logical explanation is that the testing sample here is smaller than the testing sample 
under other two sub-samples, i. e. sub-sample2and sub-sample3, Consequently, for credit 
analysts in the real market, they should also pay attention to the other sub-samples, as 
the testing samples are bigger than sub-sample,. Also, results from sub-sample2and sub- 
sample3 were 'close' to those under sub-sample,. Finally, there was evidence for 
significant differences in the classification results between different powerful NN 
models, controlling for different sub-samPles and between different sub-samples, 
controlling for models, as discussed earlier in Chapter Five. 
In general, the ranking of the models does not vary according to the decision criterion. 
Using the highest average correct classification rate, models, such as MDA, LR, MLFN, 
PNN2, and BNSII-PNN, under sub-sample,, are preferred, also using the lowest 
estimated mi sclassi fi cation cost, some of these models, namely MDA and MLFN are 
the best model. Having extended the analysis to include higher MC ratios, the ranking 
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of the decision does not change and MDA and MLFN are still the best models under 
sub-sample,. 
(2) In Chapter Six, a detailed analysis of the Egyptian public sector banks was 
conducted. It can be concluded from the analysis of the whole sample modelling scoring 
techniques that PNN had the highest average correct classification rate of 89.22% and 
the lowest estimated misclassification cost of 0.4088, above all other techniques. Also, 
the overall performance of advanced techniques was better than that of basic techniques, 
but there was a clear role for MDA models under the lowest EMC criterion. The cost for 
the MDA models was lower than other traditional and advanced techniques, but higher 
than the cost of the PNN model. 
For the predictive ability of different scoring models under different sub-samples, 
unexpectedly the LR model for sub-sample, had the highest ACC rate of 84.82% above 
all other models. Yet, this was very close to other techniques, such as GP, for sub- 
sample2 and GPt for sub-sample3 at 84.13% and 83.89% ACC rates, respectively. It has 
been also concluded that WOE measure, which has been mainly neglected in published 
work, yet may have much to offer. A cost of 0.4627 was the lowest estimated cost, for 
the WOE under sub-sample3, between all other techniques under different sub-samples. 
Moreover, a confirmatory visual analysis, utilizing Kohonen maps, had supported the 
previous comparison between different sub-samples, indicating that both sample, and 
sample2 are better than sample3- 
Having extended the analysis to include the powerful NN models, there was a 
significant role for the powerful NN models to offer. PNN16 for sub-sample, had the 
highest average correct classification rate of 89.68% above all other techniques under 
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different sub-samples, and MLFN16 for sub-sample2 had the lowest estimated 
misclassification cost at 0.4149 between all other techniques under different sub- 
samples. But for higher MC ratios, i. e. 7: 1 or 10: 1, it seems that the WOE still has much 
to offer. In the end, there was also an evidence of significant differences of 
classification results between different techniques and between different sub-samples. 
Thus, the ranking of the finally selected models varied according to the performance 
evaluation criterion. Using the highest ACC rate, powerful PNN16, under sub-sample,, 
is preferred, whereas using the lowest estimated misclassification cost, with MC ratio of 
5: 1, MLFN16, under sub-sample2, is the best model. Having extended the analysis to 
include higher MC ratios, the WOE model, under sub-sample3, is favoured. The final 
choice depends on the bank's decision maker's viewpoint. Actually, the previous 
analysis has been extended to include higher MC ratios, e. g. 12: 1 and 15: 1. Under those 
higher MC ratios the ranking of the decision does not change, and WOE is still the best 
model. It should be emphasised that the results for a given model under different 
samples are close, as proved by different evaluation criteria and the analysis of Kohonen 
maps. 
In summary, it can be concluded that, for both public and private Egyptian banks, 
overall there is no best statistical scoring model in all circumstances. For the decision- 
makers the challenge is how to decide to select the best model for them based on their 
real requirements, goals and objectives, cost issues, data availability and credit analyst's 
personal experience and knowledge. 
There are clear answers to the second and the third main research questions. The second 
question asked, "Can alternative credit scoring models offer the credit decision- 
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maker(s) more efficient classification results than the approaches used at present? " The 
answer is that alternative credit scoring models built in this thesis indeed give much 
better classification results than the current approaches used by the Egyptian credit 
decision-makers. The exception of this was only the uses of the WOE models. The third 
research question asked "How does the predicted personal loan quality based on 
conventional techniques compare with those based on advanced scoring techniques? For 
the private banking case-study, there were clear distinction between the conventional 
techniques and the advanced techniques. However, the best of the conventional models 
had similar results as the best of the advanced models. For the public banks, the 
advanced scoring techniques (such as powerful neural nets) were superior to the 
conventional techniques. 
As to the variable impact analysis, in intemational banking, the quality of loans can be 
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of utmost importance . In this thesis, the focus is upon personal consumer loans, which 
tend to be of much shorter duration than housing loans, and as such banks can make 
swifter adjustments to manage default risk. Consumer loans have become quite 
problematic in Egypt, which has been the subject of economic reform monitored by the 
International Monetary Fund. Discussions with banking officials suggest that, at 
present, the evaluation procedures rely primarily upon personal judgement, supported 
by CBE guidelines and internal numeric systems of creditworthiness. The purpose of 
this part is to pinpoint the key factors that the banking sector may need to focus upon, in 
order to improve the quality of the lending process for consumer loans. 
The Egyptian banking sector, as part of the nation's economic reform plan, should 
ensure the bank credit decision-makers not only introduce statistical scoring models, but 
62 This is evidenced by international repercussions through the mortgage meltdown. 
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also pay close attention to the key characteristics, which strongly influence the quality 
of consumer loans. The following is a summary of an analysis of error rates and 
variable impact of the best scoring models to highlight variables than have a strong 
influence on the Egyptian personal loan quality. 
In summary, the current thesis provides an evaluation of the Egyptian banking sector 
consumer loans using credit scoring models to help realise the current reform plan and 
to determine which variables strongly influence the consumer loan quality. On the one 
hand, in the evaluation of the private banking case-study, character' sties, such as LOAN 
AMO, COR GUAR, LFOB and TELE strongly influence the loan quality, and 
characteristics , such as MAR STA, ADD INC, GENDER and HOR weakly affect the 
loan quality. On the other hand, utilizing public sector banks' evaluation, features, such 
as LFOB, LOAN AMO, GUAR, LFOB, EDUC, MON INCO and CC STA powerfully 
affect the quality of these banks' loans, and features, such as PROFE, AGE, DUM 
MARR, FIE VISI and DEPE unconvincingly influence the loan quality of these banks. 
Considering the Egyptian market as a whole, characteristics such as LOAN AMO, 
LFOB, COR GUAR and EDUC are the most important shared key factors which affect 
loan quality in the Egyptian banking sector. Otherwise, characteristics, such as MAR 
STA, PROFE, ADD INC and DEPE are the least important factors that influence the 
loan quality of the Egyptian banks, 
Concurrent loans from other banks (LFOB) and guarantees by the corporate employer 
of the loan applicant (GUAR or COR GUAR) are recommended in the specific 
environment chosen, namely Egypt, and have not been used in other reported studies. 
Other variables, such as feasibility study (FEASI STA) and the Central Bank of 
Egypt 
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report (CBE REP) also play a moderate role in affecting the loan quality, yet, theý, 
would be more appropriate in the Egyptian environment, as well. 
The above variable impact analysis has addressed the fourth main research question, 
namely "What are the key factors that the banking sector needs to focus upon, in order 
to improve the quality of the lending process for consumer loans? 
7.3 Assessing the implication of the findings 
Considering the size of the lending activities for personal loans and the substantial 
differences between the ACC rates for scoring models compared with current 
judgemental approaches used in credit evaluation processes, there are implied huge 
financial benefits from applying these scoring models to Egyptian banks, in general, and 
Egyptian public sector banks, in particular. Hence, these techniques can be introduced 
in the real field to support the bank credit decision-makers. Moreover, the key variables, 
which are recommended in this particular market in Egypt, are very important to credit 
officers and analysts, when they make a credit decision, and as they strongly influence 
the quality of consumer loans, they should pay close attention to these variables. 
The use of advanced techniques, such as neural nets and genetic programming as well 
as conventional techniques in evaluating consumer loans within the Egyptian banking 
sector, has not previously been investigated, as far as the researcher is aware. These 
techniques enable a reduction in the financial risks associated with loan defaults, so 
banks can achieve a more effective management of such a crucial component of their 
operations, namely, the provision of consumer loans. 
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7.4 Contribution of this research 
In this thesis the use of different statistical scoring techniques has been investigated in 
the Egyptian public sector banks and the private banking sector case-study. As 
evidenced in this thesis, all public sector banks and the majority of the private banks are 
currently using personal judgemental techniques in their evaluation. For those few 
banks that are using credit scoring models in their evaluation, it has been verified that 
they are using them in particular products, such as credit cards and those models have 
been developed outside Egypt. 
While the majority of other research studies have widely used scoring techniques, such 
as discriminant analysis, logistic regression, artificial neural nets, back-propagation 
neural nets, and possibly genetic programming; the current thesis has used, in addition 
to some of these techniques, other techniques, such as weight of evidence measure, 
which has been mainly neglected in published work, yet may have much to offer, and 
probit analysis, which can be a successful alternative to logistic regression. Also, the 
use of probabilistic neural nets and multi-layer feed-forward neural nets has not 
previously been extensive, particularly in the case of probabilistic neural nets, yet the 
latter have powerful capabilities for building scoring models as demonstrated in this 
thesis (see Chapters 5 and 6). At the same time, there has been investigation into the 
impact of different sub-samples on the scoring results, in terms of predictive 
capabilities, which can change the credit decision, and into the use of Kohonen maps to 
provide a visual insight into the quality of the data-set and a confinnatory analysis of 
different model results. 
The key contributions of the current thesis to the literature can be summarized as 
follows: 
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It is the first study that: 
);; ý has investigated the use of credit scoring models in the Egyptian banking sector, 
as a new environment, and has also strongly recommended the use of these 
techniques, which can be implemented into the banking sector in Egypt. This is 
a new market, in which new variables and cultural characteristics, that impact on 
the credit evaluation and subsequently credit decision-making process, have 
been identified. 
)ý- has applied a wide range of scoring methods (conventional methods, such as 
weight of evidence, discriminant analysis, probit analysis, logistic regression 
versus advanced methods, such as neural nets comprising two different nets, 
probabilistic and multi-layer feed-forward neural nets, and genetic 
programming) to Egyptian personal credit data-sets. 
)ý- has used new predictor variables, which have not been used before (as far as the 
researcher is aware), for instance, corporate guarantee, loans from other banks, 
field visit and the CBE report. In Egypt, the banks are not allowed to give loans 
without the CBE report, which reveals a comprehensive credit history of the 
client, including loans from other banks, and so this report is of critical 
importance. The culture is such that the corporate employer of the applicant can 
be expected to give a guarantee for a personal loan. Also, the field visits are used 
to audit the declared purpose of the applicant's loan. Formally, without these 
cultural requirements, applicants can be denied loans. Hence, it is inappropriate 
to build scoring models in the Egyptian environment without considering these 
variables for inclusion in the models. 
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has now provided the basis for recommendations to the Egyptian banking sector 
based on real data provided by these banks. In particular, the sensitivity analysis 
of the misclassification costs from the credit scoring models, under different 
misclassification cost ratios, can provide an estimation of the expected cost that 
the Egyptian banks might face. 
); ý, has identified the factors that have a strong impact on the Egyptian personal loan 
quality. These factors should be the subject of close attention by the credit 
decision-makers because of their importance for the Egyptian environment and 
their strong expected influence as a part of the credit scoring models' 
development. 
Furthennore: 
)'w the current thesis has contributed to the literature in distinguishing between 
variables used in the mainstream of the literature and those variables that reflect 
on the quality of the scoring model in a country, such as Egypt. 
)ý- the preferred model is affected by the training sample size in building the model. 
Even though only accepted loans were analysed in this study, the number of bad 
loans suggested a reduced sample selection bias compared with other studies. 
)ý- considerably the results of this study are not limited to Egypt; rather, to other 
Arabic countries that may have the same culture relevant to their credit decision- 
making, and so the current thesis' results can be pertinent. 
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Therefore, this thesis has not only contributed to the literature on credit scoring, by 
providing an evaluation of personal loans in the Egyptian public sector banks and the 
private banking case-study, but also has demonstrated how credit classification 
techniques can be used in the real field to support the bank credit decision-makers. 
Evidence has been found of the superiority of credit scoring models to the currently 
used judgmental approaches, which are expected to affect the quality of the personal 
credit decision process in the future, as demonstrated by the classification results and 
the EMC's results. The importance of the implementation of the proposed scoring 
models should be a dramatic reduction in the default rates faced by the Egyptian 
banking sector. 
7.5 Research limitations and constraints 
As has been explained in Chapter Three (research methodology), there are some 
limitations and constraints that need to be identified. It should be stressed that these 
limitations and constraints do not diminish these research outcomes, but, rather, indicate 
the additional research that is required in this area. 
The analysis in this thesis is based on data that have been gathered from interviews, 
questionnaires and real data-sets provided by some of the Egyptian banks. It was a 
challenging and complicated work to collect these data, due to the time constraint of 
three months for this phase. In addition to this, the merger and acquisition process as a 
part of the Egyptian banks' reform plan at the time of collecting these data was and is 
still continuing up till now. 
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The current thesis limitations and constraints can be summarized as follows: 
Sample size: the 48 structured interviews were conducted at the same time of 
filling/collecting the 64 research questionnaires (this achieved 94.12% response rate). 
These cover the vast majority of the banking sector in Egypt that provide personal loans 
and/or other bank products. Two different data-sets were provided by some of the 
Egyptian banks after having a formal permission to collect these real customer data. 
Regardless of this formal approval, some banks refused to provide any historical data, 
causing a reduction in the real data sample size. In addition, those banks that provided 
the data were originally supposed to supply more data than was actually realised, as the 
research plan was to collect as much data as possible, from different Egyptian banks. 
Credit bureaux: at the time of gathering the research data, credit bureaux or other 
customers' databases that can provide credit analysts, banks or researchers with the 
information that is required for analysis and credit decision-making purposes, are not 
yet available in the Egyptian market. This implies that less information is available for 
these banks or researchers for analysis and research purposes, respectively. Therefore, 
as stated in the methodology chapter, all data used in this thesis are primary data. 
Research budget. - more statistical techniques and performance evaluation criteria could 
have been used in current thesis, if the research budget had allowed the researcher to use 
them. This limited the use of advanced technologies that can be used in building or 
evaluating credit scoring models. 
Overall, under these limitations and constraints, this explains the further and future 
research that might be required for the real field purposes. Nevertheless, the current 
data-sets represent the situation of the Egyptian banking sector and can be used in 
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building the prototype scoring models, but before further application data-sets should be 
extended. 
7.6 Recommendations for future research 
One of the current thesis' aims was to explore the currently used techniques in Egyptian 
banks' credit evaluation and to emphasise what particular attributes/variables are 
currently used as part of this credit evaluation policy/policies. In building the scoring 
models for the Egyptian market, both the variables that have been recommended by the 
literature, and those variables that are appropriate in this specific environment of Egypt, 
are used and tested in the development of the scoring models. The analysis of the 
current thesis leads to the conclusion that the local variables, such as loans from other 
banks, corporate guarantee, field visit and the CBE report, are very important in 
developing credit scoring models in Egypt. Subsequently, this provides a rich field for 
future research, for example, to investigate in more depth the impact of these local 
variables on the quality of the developed models. 
It has been proved here that those clients who have a corporate guarantee will not 
default. But this local variable should receive more attention, because what makes it so 
superior to the other variables is the guarantee by the company or institution. The 
question is how to assess a possible risk that might face this company; the company 
may not be able to cover its guarantee for its employees (bank customers). This also 
offers a rich area for future research. 
From the literature to date, it has been confirmed that credit scoring enhances the credit 
decision-making and strongly supports the objectives and aims of the banks' 
management. It is also one of the current thesis' recommendations that the use of credit 
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scoring in the Egyptian market will enhance and strengthen the management role in 
credit decision-making. Based on the current thesis' classification and predictive results 
of the scoring models, future research can be extended to investigate what other 
requirements might enhance the credit decision-making and management role, such as 
discriminating between new customers and monitoring the existing customers, through 
developing a comprehensive "bank methodology". 
Future studies might investigate other sophisticated statistical scoring techniques, such 
as decision trees and expert systems; and could be extended to use hybrid scoring 
models and perhaps integrated with other techniques, such as fuzzy discriminant 
analysis. 
The investigations could be extended to include other financial products, such as 
mortgages, credit cards, house loans and corporate loans. Also, the use of other criteria 
in evaluating the scoring models, such as GINI coefficient and area under the ROC 
curve, could be useful. Furthennore, the future plan would be to investigate the 
behaviour of the customers who had defaulted in relation to the timing of the default 
within the loan period, and determine in particular what variables may affect early 
default. In addition to this, a further research plan might aim to collect more data and 
employ more variables that might increase the accuracies of the scoring models and 
perhaps represent the whole market, and investigate the implications of different ratios 
of bad loans to good loans, which might affect the classification accuracy. Finally, 
future research might also investigate other cultural variables, such as the strong social 
relationships and family name (like those in Gulf countries) that might affect the credit 
decision-making. 
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Appendix I. A: Research population, working banks in Egypt (43 banks, as at 3 Oth June 2006) 
N Bank Name Address 
I Banque Misr 151 Mohamed Farid St., Cairo 
2 Bank of Alexandria 49 Kasr El Nile St., Cairo 
3 Banque Du Caire 6 Dr. Moustafa Abu Zahra St., Nasr City, Cairo 
4 National Bank of Egypt 1187 Comich El Nile St., Cairo 
5 Egyptian Arab Land Bank* 78 Gameat El Dewal El Arabia St., Mohandessen, 
Giza 
6 Industrial Development Bank of Egypt* 110 El Galaa St., Cairo 
7 The Principal Bank for Development and I 10 El Kasr El Emy St., Cairo 
Agriculture Credit* 
8 Commercial International Bank (Egypt) S. A. E. Nile Tower 21/23, Charles Du Gaulle St., Giza 
9 Misr International Bank 54 El-Batal Ahmed Abdel Azlz St., Moliandeseen, 
Giza 
10 Egyptian American Bank 2,4,6 Hassan Sabry St., Zamalek, Cairo 
II Blom Bank - Egypt 64 Mohy El Din Abu El Ezz, El Dokki, Giza 
12 BNP Paribas S. A. E. 3 Latine America St., Garden City, Cairo 
13 Suez Canal Bank 7,9 Abdel Kader Harnza St., Garden City, Cairo 
14 Piraeus Bank - Egypt 10 Talaat Harb St., Cairo 
15 Cairo Far East Bank (currently Audi Bank) 104 El Nile St., El Dokki, Giza 
16 Delta International Bank 1113 Cornich El Nil St., (Arab Socialist Union 
Building), Cairo 
17 Faisal Islamic Bank of Egypt 3- 26 July St., Cairo 
18 Egyptian Saudi Finance Bank 60 Mohie El Din Abu El Ezz St., El Dokki, Giza 
19 Al Watany Bank of Egypt 13 El Semar St., Gameat El Dewal El Arabia, 
Mohandessen, Giza 
20 National Bank for Development 5A El Boursa El Gededa St., Cairo 
21 Alexandria Commercial and Maritime Bank 85 El Horreya Road, Alexandria 
22 Socite de Banque Port Said El Nigeela and Orabi St., Port Said 
23 Egyptian Gulf Bank El Orman Plaza Building, 8 Ahmed Nessim St., Giza 
24 HSBC Bank Egypt S. A. E. 3 Abu El Feda St., Abu El Feda Building, Zamalek, 
Cairo 
25 Egyptian Workers Bank 10 Mohamed Helmy Ibrahim St., Maarouf, Cairo 
26 The United Bank 106 El Kasr El Einy St., Cairo Centre Tower), Cairo 
27 Misr Iran Development Bank Nile Tower, 21/23 Charles De Gaulle St., (ex Giza 
St. ), Giza 
28 Barclays Bank Egypt S. A. E. 12 El Sheikh Youssef Square, Garden City, Cairo 
29 Societe Arabe Internationale de Banque 56 Gameat El Dewal El Arabia St., Mohandessen, 
Giza 
30 Calyon Bank - Egypt S. A. E 3 El Yemen St., Dokki, Giza 
31 Nationale Societe Generale Bank Dar Champellion St., Downtown, Cairo 
32 Federal Arab Bank for Investment and 8 Abdel Khalek Sarwat St., (Cairo-Sky Building), 
Development Cairo 
33 Housing and Development Bank 12 Syria St., Mohandeseen, Giza 
34 Arab African International Bank 5 El Saray El Kubra St., Garden City, Cairo 
35 Arab Banking Corporation - Egypt S. A. E. I El Saleh Ayoub St., Zamalek, Cairo 
36 Export Development Bank of Egypt . 108 Mohy El Din Abu El Ezz, El Dokki, Giza 
37 National Bank of Abu Dhabi 21 Charles De Gaulle St. (ex Giza St. ), Nile Tower, 
Giza 
38 Citi Bank NA/ Egypt 4 Ahmed Bacha St., Garden City, Cairo 
39 Arab Bank PLC 50 Geziret El Arab St., Mohandeseen, Giza 
40 The Bank of Nova Scotia 3 Ahmed Nessim St., Giza 
41 Mashreq Bank 21,23 Charles De Gaulle St. (ex Giza St. ), Nile 
Tower, Giza 
42 National Bank of Greece 32 Haron St., Dokki, Giza 
43 National Bank of Oman S. A. O. G. 133/135 Abd El mAziz Fahmy St., Heliopolis, Cairo 
Source: Banks registered with the CBE (http: //www. cbe. orýy,. eý)-/links. htm, 2006). 
*These banks are excluded from the study, because they are speciallsed banks (see Figure 1.3). 
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Appendix I. A continued: Research population, working banks in Egypt (43 banks, as at 30" June -1006) 
Note: 
At the time of collecting data between 2 nd July 2006 and 30th September 2006, the structure of the Egyptian 
banking sector was modified. The reason was because of the process of mergers and acquisitions as a part of 
the reform plan in Egypt during the last couple of years. 
"After the lapse of the grace period (in mid-July 2005) given by the Central Bank to banks to adjust their 
statuses through raising their capital to LE 500 million (according to Law No. 88 for 2003), a number of 
mergers and acquisitions took place in the banking sector during FY 2005/2006. The last of these mergers 
was as follows: the Islamic International Bank for Investment and Development, the Nile Bank and the 
United Bank of Egypt were merged into The United Bank that had been established with a 99.9% CBE share 
of its issued and paid-up capital. Accordingly, the number of banks dropped to 43 at end of June 2006, 
against 57 at the launch of the Banking System Reform Plan in September 2004. The merger and acquisition 
operations will continue, as it is planned to bring the number of banks to 37 by end of 2007" (CBE, Annual 
Report, 2005/2006, pp. 22-23). 
Regarding the "privatization of the Bank of Alexandria, it was announced on October 17,2006 that Italy's 
San Paolo IMI won the bidding for an 80% stake of the Bank of Alexandria, following a public auction 
among four Arab and European financial institutions that had submitted final financial offers to purchase the 
Bank. The total value of the Bank according to San Paolo offer reached US$ 2.0 billion. The value of the deal 
(80% of the Bank's shares) reached US$ 1.6 billion" (CBE, Annual Report, 2005/2006, pp. 23-25). 
"Issue of the Rules and Procedures of Mergers: 
" The CBE Board of Directors issued the rules and regulations for applying the provisions of Article 
79 of Law No. 88 for the year 2003 of the Central Bank, the Banking Sector and Money, regarding 
dealing with banks exposed to problems affecting their financial positions. 
" The CBE Board issued a decision on the enforcement of Article 41 of Law No. 88 for the year 2003, 
regarding the rules and procedures of voluntary mergers. 
Mergers and Acquisitions: 
" Misr Exterior Bank was merged in Banque Misr on 16/9/2004, whereupon the latter assumed the 
rights and obligations of the former. 
" The Arab African International Bank (AAIB) acquired 100 percent of the issued and paid-in capitals 
of Misr America International Bank (MAIB) and a merger was effected at end of September 2005. 
" The Soci6t6 Arabe Internationale de Banque (SAIB) acquired 100 percent of the issued and paid-in 
capitals of the Port-Said National Bank for Development, in preparation for the merger. 
" The Cr6dit Agricole Indosuez Bank (Egypt) was merged with the branch of Credit Lyonnais in 
Egypt, giving birth to "Calyon Bank-Egypt". Also, a merger was made between the Egyptian 
American Bank (EAB) and the branches of American Express Bank of Egypt. 
The merger of Al Mohandes Bank in the National Bank of Egypt (NBE) on 5/10/2005. 
" The Bank of Commerce and Development "Al-Tegaryoun" was merged in the National Bank of 
Egypt (NBE) on 29/12/2005. 
" Initial approval was granted for merging the Arab Egyptian Land Bank in the Housing and 
Development Bank (HDB); and the evaluation of the two banks is to be finished shortly. 
" Initial approval was granted for merging the Egyptian Workers Bank in the Industrial Development 
Bank of Egypt; the evaluation of the two banks is about to be finalized. 
The CBE's Board of Directors decided on 20/6/2006 to establish the United Bank, in which the 
CBE is the majority holder of 99.9% of the issued and paid-in capital. On 25/6/2006, a decision was 
issued on the registration of the said Bank at the CBE's bank register. On 29/6/2006 another 
decision was issued on merging the Islamic International Bank for Investment and Development, the 
Nile Bank and the United Bank of Egypt in the United Bank, and delisting them from the CBE bank 
register. 
The Egyptian American Bank (EAB) was merged in Calyon Bank to forrn "Cr6dit Agricole Bank- 
Egypt" as of September 1", 2006. 
The Misr International Bank (MlBank) was merged in the National Soci6t6 G6n6rale Bank (NSGB) 
as of November 30,2006. 
At the end of May 2007, it was announced that Banque Misr acquired 100 percent of the shares of 
Banque du Caire (BdCY' (CBE, Annual Report, 2006/2007, pp. 11-15). 
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Appendix 3. A: Research questionnaire 
Dear Sir/Madam 
Thank you for your co-operation and help in this scientific research. This research is aimed 
at identifying the currently used techniques in evaluating credit risk in Egyptian banks, 
evaluating these techniques in order to develop an integrated model(s) to evaluate credit 
risk in the banking sector in Egypt. This questionnaire is a necessary tool to complete my 
PhD in Finance from The University of Plymouth Business School, UK. 
Accordingly, the enclosed questionnaire has been designed to cover your distinguished 
experience of, and views on, the currently used techniques in the credit risk evaluation 
process. 
This questionnaire is classified into four sections. First section: your own personal 
information. Second section: your organization information. Third section: current used 
credit evaluation system in your organization. Last section: credit scoring system 
information in your organization. 
Thereby, all information will be treated in the strictest confidence. No data will be 
published which can be identified as a response from a specific organization. There are no 
right or wrong answers, your opinions/facts are what you already use in your organization 
or what your perspective is. So, your participation is valuable in filling in the literature gap 
in this body of knowledge. 
As a way of expressing gratitude for your co-operation in completing this survey/research, 
we will be happy to send you a copy of the results. If you would like a copy, please fill in 
your details at the end of the questionnaire. With your help the results of this investigation 
may improve the debates, policies, and techniques at national level. We are depending on 
your view/opinion to help understand and secure a healthy and developed banking sector in 
Egypt. 
Finally, if you have any queries or would like further information, please do not hesitate to 
contact me through my e-mail addresses: 
hussein. abdou@, plymouth. ac. uk 
Thank you very much for your assistance and co-operation with me in this research. 
Sincerely yours, 
Hussein Ali Hussein Abdou 
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Section 1: Your Own Personal Information 
1) 
a) Age: (please tick the appropriate) 
25 or less 0 26 to 35 El 36 to 49 El 50 or more 
b) Educational level: (please tick more than one, if appropriate) 
Before university level El University Level (Higher education) 
Professional qualification E] Other 
(Please specify) .............................................................................................. 
c) If you attended higher education, please deterinine which of the following 
certificates you hold? (tick one or more choice): 
Bachelor F-1 Master 0 PhD El Other El 
(Please specify) ..................................................................... 
d) If you are professionally qualified, in what area did you specialise in? 
(tick one or more choice): 
Finance/Accounting [: 1 Business 7 Human resources (HR) El 
Marketing/Advertising Arts 7 Science/Engineering Fj 
Other (Please specify) 
e) Work experience: 
Number of years with present bank: .................................... years 
Similar past experience in formerly financial services: .................... 
......................... 6 ..... I., ..................................................... 
" Number of years in bank working in client's department ............. years 
" Number of years in bank working in risk management: ............. years 
" Different position(s) held with the bank. (Please specify) 
...................................................................................... 
Present job: 
o Department (If applicable): 
Job title: ............................................................. 
Number of years in current job: ........................... years 
Section 11: Bank/Institution Information 
2) 
a) How long has your bank/institution been in the banking sector in Egypt? 
2 years or fewer E] 3 to 5 years F1 6 to 10 years El 
II to 20 years F-I 20 or more El (Please tick the appropriate) 
b) Bank/Institution capital size (Egyptian L: EE): 
EE 100 Million or less El EE 10 1 to Ef5 00 Million EJ 
EF-501 to ELI Billion D ELI. 1 to EF-5 Billion EJ 
EF. 5.1 to EL20 Billion Fý EE20.1 Billion or more El 
(Please tick the appropriate) 
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c) Please indicate the type of your bank/institution? (Please tick the appropriate) 
* Commercial Banks: 
Public Sector Banks El Private& Joint Venture Banks 
9 Business & Investment Banks: 
Private& Joint Venture Banks Branches of Foreign Banks 
41 Specialized Banks: 
Industrial Banks 0 Real Estate Banks Agricultural Banks M 
d) If your bank/institution is a national (not off-shore) bank/institution, how many branches are these in Egypt: .................................... branches? 
e) If your bank/institution is an off-shore bank/institution, is it a main branch? 
Yes 0 No El Not applicable Fj 
If yes, how many other branches are there in Egypt: 
................................................... branches? 
Is your bank/institution a headquarter bank in Egypt? 
Yes El No El 
g) If no, please detennine the location of your headquarter. 
Europe EJ USA El Africa F-1 
Asia El Middle-East F-1 Other R (Please specify) 
Section III: Current Credit Evaluation System in Your Bank/institution 
3) 
a) Does your bank/institution have a fonnal credit evaluation policy? 
Yes EJ No F-1 
b) Does your bank/institution have a specific fonnat (guidelines) for credit evaluation? 
Yes 0 No F-1 
c) If so, please briefly specify its nature including KEY elements of this credit 
evaluation process (including any collateral/guarantee and securities requirements). 
........................................... 6................................ 6 
d) How frequently does your bank/institution analyse and evaluate client financial 
data? 
Weekly Monthly Quarterly El 
Semi-annually El Yearly El Every two years D 
Every three years EJ Every five years El Other 11 
(Please specify) ........................................................................... 
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e) How does your bank/institution gather information about clients? (tick one or more 
choice): 
Bank's loan application form 7 
Client balance sheets El 
Credit bureau D 
The sector which the client works inFý 
Other F-I 
Bank's previous relationship -,. N, ith clients 7 
Other banks 
Field visit to client (Market sector) 
Government institutions (CBE, ministnes, etc) 
(Please specify) 
In ten-ns of the credit risk evaluation decision, please indicate if any of the factors 
listed below are used. If yes, please score the importance of each factor. (Scoreftom 
I to 5 where 5= very highly important, 4= quite highly important, 3= moderately important, 2= of 
very little importance, and 1= not important). 
Table 1: 
Factor Yes/No Score 
Client's application form 
Financial statement analysis 
Purpose of credit facilities 
Financial ratios 
W arrantees/Co I laterals 
Source of repayments 
Personal judgement 
Client's financial strengths and weaknesses 
Cash flow statement preparation 
Credit scoring techniques 
Judgemental techniques 
Effective and timely credit processing 
Length of time with bank 
Investigation report (From CBE*) 
Personal reputation of the client 
Risk identification 
Market sector evaluation (Field visit to the client) 
Client's indebtedness 
Credit analysis 
Credit control 
Credit profile 
Credit review 
Credit approval procedures 
Other (Please specify) .......................................... 
........................................................................ 
................... .................................................... 
......................................................................... 
........................................................................ 
*CBE. - Central Bank oj'Egypt 
g) In terms of making credit risk evaluation decisions, please indicate if any of the 
factor(s) listed below are used. If yes, please score the importance of each factor(s). 
(Scoreftom I to 5 where 5= very highly important, 4= quite highly important, 3= moderately 
important, 2= of very little importance, and 1= not important). 
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Factor(s) Yes/No Score 
Credit scoring_ techniques 
Credit judgemental techniques 
Years in business (In his/her sector) 
Client's strengths/weaknesses analysis 
Client's capital size structure 
Client's relationship with bank 
Client's relationship with other banks 
Creditworthiness evaluation/assessment 
Client's goodwill 
Type of sector that the client work in 
Type of activity (Investment or current) 
Currency exchange rate 
Other (Please specify) .............. . ....................... 
........................................................................ 
.............................. . ....................................... 
h) If the loan is for a large amount, and the loan also requires the approval of a higher 
authority, please state: 
Threshold amount (e. g. 20 Million EE): ..................................... Name of authority (e. g. chairman): ........................................... 
Other considerations (if any): ................................................. 
..................................................................................... 
Section IV: Credit Scoring System Information 
4) 
a) Which of the following options is appropriate to credit scoring as a part of the credit 
risk evaluation process? 
Mandatory/Compulsory El Optional F-I 
Currently used 11 Will be used in the future F-I 
b) What system of credit scoring does your bank/institution use? 
Application scoring El Semi-credit scoring El 
Credit scoring model El Behavioural scoring El 
None El Other El 
(Please specify) .................................................................. 
e If none, please go to question 4) S. 
c) If applying a credit scoring model, for what purpose does your bank/institution use 
it? 
Consumer/Personal loans 
Credit cards 
Home/House loans 
0 Small business loans El 
El Mortgage EJ 
El Automobile loans El 
F7 General purposes Li Other Li 
(Please specify) ..................................................................... 
d) Please state the importance of credit scoring in relation to credit decisions, based 
on, 5 point scale. 
(Where 5 where 5= very highly important, 4= quite highly important, 3= moderately important, 2= 
of very little importance, and I= not important). 
Score 
Credit scoring 
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e) Does your bank/institution management have additional credit evaluation 
procedures for credit process in addition to credit scoring? 
Yes EJ No F-1 
If yes, please specify: ......................................................... 
Are these ever circumstances in which the credit decision is contrary to that indicated by the credit score? 
Yes 11 No El 
If yes, please specify who would be responsible for such a decision. Job title of person: .......................................................... 
g) Does the credit policy specify to which sector(s) credit scoring is applied? Yes 7 No 7 
If Yes, please briefly indicate these sector(s): ............................... 
.............................. I ....................................................... 
h) In your bank/institution, to what extent does credit scoring play a role when making 
a credit decision? 
Strongly used credit scoring El Solely used credit scoring El 
Used credit scoring sheet F-1 
Combined with financial statement analysis only F-1 
Used as guidance only (e. g. not a part of credit decision criteria) F-1 
Not used at all 0 
When you analyse a client's data/information, what method(s) do you use? 
Manual analysis El Credit scoring packages Fý 
Special formula (e. g. from the main branch) EJ Other El 
(Please specify) .......................................................................... 
j) When applying credit scoring, what technique(s) do you use? (tick one or more 
choice): 
Discriminant analysis E] Logistic regression El Multiple regressions Ej 
Linear programming Ej Probit analysis El Neural networks El 
Genetic programming Ej Other EJ (Please specify) 
k) Regarding the specific credit scoring system used in your bank/institution, please 
indicate whether it was developed or rented? 
Entirely developed in house El Entirely produced by parent bank El 
Customized off-the-shelf El Developed externally with consultant El 
Other 0 (Please specify) 
............................................................................................. 
If so, please briefly state the following: 
1. The name of credit scoring packages that is used in the 
bank/institution: ............................................ 
2. The name of the company/consultant who builds the scoring system: 
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3. The company/consultant who maintains the scoring system: 
Internally F Externally Fý 
4. The processing specification of the packages: ......... 
...... ......................................................... 
5. Whether it is integrated with your management information 
system: 
Yes El No F71 
6. Whether it is used in all lending channels: 
Yes El No F-I 
Did your bank/institution develop the credit scoring system currently used? 
Yes El No El 
If yes, please indicate who was involved? 
General manager El Credit department manager 
Marketing department manager El Financial department i-nanager[I 
Internal consultant El External consultant El 
Human resources department manager El Other El 
(Please specify) ........................................................................ 
m) Using credit scoring in your bank/institution, please indicate the period of time in 
which your bank/institution would consider the client as a defaulted or bad account 
from the products in the following table. 
Table 3: 
Product(s) Delinqu ncy/Default )eriod 
I month More than More than More than More thaii More than More 
or less I month to 3 months 6 months 9 months I year to 5 than 5 
3 months to 6 to 9 to 12 years years 
months months months 
Personal loans 
Small business loans 
Credit card 
Mortgage 
Overdraft loans 
Automobile loans 
Houses loans 
Tenn loans 
Other (Specify) 
...... 
......................... 
......................... 
n) Are these different default periods according to the size of the loan? 
Yes F1 No El 
0 If so, please briefly explain: ........................................................ 
All 
o) Using the following table, by putting a circle(O) in your answer, please select: 
*Product(s) that already exist in your bank/institution. 
*Determine for which product a credit scoring system has been applied. 
Table 4: 
Product(s) Alread Exist Credit coring 
Yes No Applied Not applied 
Personal loans 1 2 2 
Small business loans 2 2 
Credit cards 2 2 
Mortgage 2 2 
Home/House loans 2 2 
Automobile loans 2 2 
General purposes 2 2 
Other (Specify) ...... 2 2 
.......................... 2 2 
........................ 2 2 
p) Applying scoring system in the credit evaluation, please tick the way in which 
credit scoring or behavioural scoring in most frequently used. 
(Please tick all that applies). 
Table 5: 
Product(s) Credit Sco ing Behavioural Scoring 
Solely 
used 
Combined with 
judgemental 
analysis* only 
Used as 
guidance 
only 
Not 
used 
at all 
Solely 
used 
Combiried 
with 
Judgemental 
analysis only 
Used as 
guidance 
only 
Not 
used 
at all 
Personal loans 
Small business loans 
_ Credit cards 
Mortgage 
Home/House loans 
Automobile loans 
General purposes 
Other (Specify) ... 
..................... 
..................... 
..................... 
*Financial statement analysis is an example of traditional analysis or judgemental techniques/analysis. 
q) Using credit scoring system in your bank/institution, what weighting would you 
give to each factor from factors in the following table, by putting a circle 
(0) in your answer 
(Where 5 where 5= very highly important, 4= quite highly important, 3= moderately 
important, 2= of very little importance, and I= not important). 
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Table 6: 
Factor(s) Score 
Gender (Male/Female) 1 2 3 4 
Client's age 1 2 3 4 5 
Marital status 1 2 3 4 5 
Educational level 1 2 3 4 5 
Occupation/Profession 1 2 3 4 5 
Nationality 1 2 3 4 5 
Annual income 1 2 3 4 5 
Time at the current job 1 2 3 4 51 
Number of dependants 1 2 3 4 5 
Property type 2 3 4 5 
Property age 1 2 3 4 5 
Property value 1 2 3 4 5 
Property location 1 2 3 4 _ 5 
Time at present address 1 2 3 4 5 
Residential status 1 2 3 4 5 
Owning automobile 1 2 3 
Spouse's income 1 2 _ 3 
Monthly income 1 2 3 4 
Monthly expenditure 1 2 3 4 5 
Monthly surplus 1 2 3 4 5 
Mandated/Extra salary 1 2 3 4 5 
Telephone 1 2 3 4 5 
Employment status 1 2 3 4 5 
Type of bank account(s) 1 2 3 4 5 
Current account(s) 1 2 3 4 5 
Deposit account(s) 1 2 3 4 5 
Credit card(s) 1 2 3 4 5 
Overdraft account(s) 1 2 3 4 5 
Saving account(s) 1 2 3 4 5 
Guarantee(s) 1 2 3 4 5 
Number of years with bank/institution 1 2 3 4 5 
Financial statements analysis 1 2 3 4 5 
Ratio analysis 1 2 3 4 5 
An overall facilities size 1 2 3 4 5 
Financial statements strength s/weakne s ses analysis 1 2 3 4 5 
Investigation report (From Central Bank of Egypt) 1 2 3 4 5 
Personal reputation of the client 1 2 3 4 5 
Market investigation (Field visit of the client's project) 1 2 3 4 5 
Client indebtedness 1 2 3 4 5 
Investigation (Inquisition) study about the client 1 2 3 4 5 
Business history 1 2 3 4 5 
Legal documents 1 2 3 4 5 
Client experiences 1 2 3 4 5 
Activity nature (In which sector) 1 2 3 4 5 
Legality of the project 1 2 3 4 5 
Net worth 1 2 3 4 5 
Purpose of credit 1 2 3 4 5 
Source(s) of repayment 1 2 3 4 5 
Transaction size with the bank 1 2 3 4 5 
Transaction size with other banks 1 2 3 4 5 
Ownership nature (e. g. shared ownership) 1 2 3 4 5 
Time in business (business customers) 1 2 3 4 _5 
Other (Please specify) .................................................. 
1 5 
........................ ........................................................ 
1 2 3 4 5 
........................ ........................................................ 
1 2 3 4 5 
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r) The following statements relate to your views/opinions on your bank/institution 
credit scoring system. Please indicate the extent to which you agree or disagree 
with each statement. By putting a circle (0) on the selected answer. 
Table 7: 
Statements Strongly Disagree Neither Agree Strongly 
disagree agree nor agree 
- _ _ 
disagree 
Credit scoring is used only as a guidance when taking 1 2 _, 3 4 5 
credit decisions 
Credit scoring in bank/institution shortens the time of 1 2 3 4 5 
credit approval 
Credit scoring helps in lowering the cost of credit 1 2 3 4 5 
evaluation process 
Credit scoring helps to make reasonable risk predictions 1 2 3 4 5 
Credit scoring helps to classify bank's applicants 1 2 3 4 5 
Credit scoring helps to identify client's characteristics 1 2 3 4 5 
Credit scoring helps to calculate appropriate fees and 1 2 3 4 5 
interest rate 
The use of credit scoring maximises profitability 1 2 3 4 5 
Credit scoring helps to evaluate client's creditworthiness 1 2 3 4 5 
Credit scoring helps to evaluate client's indebtedness 1 2 3 4 5 
Credit scoringhelps to predict. I. oans' quality 1 2 3 4 5 
Credit scoring enables gathering of more information 1 2 3 4 5 
about clients 
Credit scoring improves credit control 1 2 3 4 5 
Competition between banks will increase the use of credit 1 2 3 4 5 
scoring 
Credit scoring helps in managing loans and other credits 1 2 3 4 5 
properly 
Applying credit scoring helps in reducing client's 1 2 3 4 5 
delinquency 
Using credit scoring adds cost without giving any 1 2 3 4 5 
underlying benefits 
Regulations and legal constraints cause credit scoring to be 1 2 3 4 5 
less effective 
High cost of developing credit scoring is a disadvantage of 1 2 3 4 5 
its use 
Competition between financial institution will increase the 1 2 3 4 5 
use of credit scoring 
The use of credit scoring will increasingly be used to cover 1 2 3 4 5 
all types of businesses 
s) The following free space is left to any comments you think the questionnaire does 
not cover and you would like to address: 
Thankyou very much 
If you would like a copy of the results, please fill in your details: 
Name: ..................................................................................................... 
Address: ................................................................................................... 
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Appendix 4. A: Pilot study details 
Bank Pilot Study Details 
Bank A The interviews took place with two credit managers in two separate branches in one of tile maj . or 
(two Egyptian cities. These interviews identified the following "techniques" that are used in credit 
branches) evaluation, In general, and personal loans in particular: 
I. Financial ratio analysis in detail (all possible ratios), which includes: 
- Financial structure ratios; 
- Liquidity ratios; 
- Efficiency ratios; and 
- Activity and profitability ratios. 
2. Cash flow statement (from three to five years according to availability). 
3. Investigation report (from the CBE) which includes: 
- Client indebtedness to other banks; 
- Total guarantees for other persons or banks; 
- Client position/attitude regarding litigations against other banks that the client 
has dealt with before; 
- Is the client guaranteeing other persons, if the loan amounts to more than 
40,000 Egyptian Pounds (EGP), etc? 
4. Personal reputation of client (through information department in the bank, which is a 
separate department to inqui re/investi gate about the clients). 
5. Field visit (this visit to the location of the enterprise/project or company). 
6. Collect all documents that assure the legal form. 
7. Transactions' size with the bank and other banks (if the client deals with other banks). 
8. Studying the activity cycle and all possible/expected risks of the goods or services. 
9. Guarantee/ warranty (from the Credit Committee Report, by focusing on the future of 
the client not the past, in some cases ask for collaterals). 
If the activity of the client will be investment activity, a feasibility study will be necessary, to 
make sure in this case the bank acts in accordance with financial investment control committee. 
In addition, they assured the researcher of no such difference between any branch and the main 
branch of the bank regarding these policies. Besides, all these procedures depend on the 
decision-maker/creditor's point of view to decide if the client will get the loan or not. 
Bank B The interview took place with the manager of the credit department in the main branch in one of 
the main cities in Egypt. This interview exhibited the following techniques, which are used in 
credit evaluation for all kinds of loans: 
I. Personal reputation of the client which includes: 
- Personal behaviour of the client; 
- Client rationality in money/funds management; 
- Client experience; 
- If the client has a market share or not, etc. 
2. Guarantee/ warranty (all types). 
3. Financial analysis process (by the Financial Analysis Department) which includes: 
- Financial ratio analysis; 
- Financial statement analysis in the last three years; and 
- Financial structure of the firm. 
4. Transactions' size with other banks (make sure that the guarantees have not been used 
by other banks). 
5. The convenience of amount/money to the activity type. 
6. Client indebtedness just with the bank. 
7. The client history with the bank (if the client has previous transactions with the bank). 
8. Investigative study about the client (through the investigation department in the bank) 
which includes: 
- Project early life/origination; 
- Commercial register; 
- Ownership/possession nature and partners; 
- Activity nature; and 
- Legality of the project. 
In addition, the credit manager in this bank assured the researcher that there 
is no such difference 
between this branch and any other branch in Egypt. Besides, if even one condition is not met, the 
client's credit request will be rejected. It is essential that any client answers the 
following 
questions: What is the amount? Why? How will the client be able to repay? 
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Appendix A continued: Pilot study details 
Bank C The interview took place with the credit manager in one of the main branches in a major city in 
Egypt. This interview declared that this bank uses the following techniques In the credit 
evaluation process for all loans: 
1. Different financial statements for at least five years which include: 
- Balance sheet; 
- Income statement; and 
- Cash flow statement. 
2, Personal reputation of the client. 
3. The sector in which the client works. 
4. Investigation report (from the Central Bank, which is a delegation from the client to 
the bank to inquire about the client, also through a complete CPM, Credit Proposal 
Memo, analysis). 
5. Field visit (this visit to the location of the enterprise/project or company). 
6. Guarantee/ warranty (the credit manager assures on this point that It is one of the 
most important points that the bank takes into consideration during the evaluation 
process; regarding the big clients there are no guarantees) which includes: 
- Deposits; 
- Landed properties; 
- Securities; 
- Lien/mortgage; and 
- Personal warranty (which is accepted with famous clients). 
7. Business history of the client. 
8. CRR* scoring sheet which include: 
CRR Factor Average Weight 
Activity Sector 15% 
Competitive Position 10% 
Operating Performance 10% 
Cash Flow 15% 
Capital Structure 15% 
Management 20% 
Foreign Currency 15% 
In addition, the manager added that this process focuses on financial ratios especially Return on 
Assets, and Days Sales Outstanding, which are computed monthly. Besides, the client takes a 
facility, if his sales exceed six million EGP, then the facility given to him is just three million 
EGP. 
*CRR. - Credit Risk Rating. 
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Appendix 4.13: Interviews summary details 
Interview Qs and details Group I 
Q I: Do you know what CS is? Or have you heard about it? 
Yes 
No 
Ný 
And/or does your bank use CS in evaluating clients? 
No 
Yes, we are using a CS system in our bank 
A behavioural scoring system is currently used (semi-scoring) 
The currently used CS system is for all loan products 
The currently used CS system is related to credit cards only 
The currently used CS system is related to retail products & SMEs 
For corporate, we are using some measures with scores but not CS 
We are using creditworthiness (CBE) & numeric system based on scores, N but the problem is these scores determined by personal Judgement 
Currently, we are developing a CS system to be used in retail 
A CS system will be used in the near future 
Currently, we are using CRR Scoring sheet 'credit risk rating' 
Or Standardized package 
Or R (raroc) rating tools 
Or automatic computerized software 'Atlas equation' 
The final decision based on the credit decision maker 
The bank uses a 'scoring' sheet for corporate. But the problem 
is these scores based on a personal judgement 
Evaluation based on personal judgement especially investigations 
Q2: What are the main items included in the current credit evaluation 
policy? Or describe your credit policy elements? 
Feasibility study 
Client personal reputation 
Client history: previous relation with the bank 
Or previous relation with other banks 
Guarantees (personal or other guarantor) 
Or ownership (car, others etc. ) 
Investigations: CBE 
Market (including clients' customers, suppliers & competitors) 
Field visit 
_ 
T -T 
Activity (industry) nature, company listed & future capacity T T 
F-Formal documents: LAF, legal papers, ID, tax situation, bills 
Client personality: ability to repay 
Management efficiency 
- . Experience and goodwill T T 
Client's personal life (relation with his family) 
Letter from client's company to transfer monthly income 
Financial statement analysis & financial ratios analysis 
Management structure, growth, labour & profitability 
Personal information: income, education, age & marital status 
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Appendix 4.13 continued: Interviews summary details 
Purpose and type of the loan 
Loan repayment sources 
Profession 
Follow up of the granted credit 
Risk degree (analysis): activity, industry & others. SWOT analysis 
Personal judgement 
Capital size and as a% of the total market size 
First meeting with our client feedback 
For Islamic banks: fixed return/profit share (Islamic & commercial dep. ) 
Commercial registry 
Security documents 
Local (motive) area, place that client lives in 
Q3: Advantages of the current credit policy 
Conservative policy (risk is low) 
A lot of details are required from clients (variety, high control level) 
Work procedures (credit decisions) are clear, accurate & quick 
The bank is now developing the credit committee's rights 
Current policy, almost good 'complete, clear' policy 
For retail & small business, we are very good 
Highly qualified credit analysts 'people' 
Capital size investment estimate 
Cares about long-term relation with clients 
Better than all previous policies 
Supervisory levels' protection 
Authority delegation 
Granting process variety (loan products variety) 
No personal judgement (blinded policy) 
Centralized policy 
Following up all clients even after the grant 
Very well established corporate credit, high quality of loans 
Default rate is low compared with other institutions 
The bank is using a scientific basis in credit evaluation, flexible policy 
Selective (moderate) policy 
Separate risk department gives more accurate details 
Supporting clients (accept them with only experience) 
Guarantees are unimportant, while client personality is much important 
Decision making process is quick with our old clients 
Building a strong relation with our clients 
Including a insurance policy to our clients 
Continuous training to the staff 
No personal guarantees 
Credit risk dep. is unique (accurate evaluation process) 
Bank is very good in corporate 
We are specialist on corporate (shipping loans) 
If you get loan you will have a credit card 
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Appendix 4.13 continued: Interviews summary details 
We focused on target sectors for credit only 
Q4: Disadvantages of the current credit policy 
Credit decision making is very quick 
Marketing po licy is not good, we cannot attract clients 
Still manual work N 
Clients are 'left-handed' 
Activities are changing, policy could not meet these changes 
Highly cost for develop ing current systems 
Centralized credit decisions (policy) 
Lack of the data & information, there is no credit bureau 
Economic laws need to change or to be reviewed (market) (unstable) 
Supervisory bodies are many, each one depends on others 
Credit decisions take long time (process is slow) 
Credit facilities do not exceed 150% from normal limits 
Management should take care of credit analysts 
-requirements Credit analysts sneak 
Personal J udgement is a problem in Egypt 
Organizing aspects 'details' is a problem 
Loan products variety is very limited 
Computer should be used in credit process procedures 
There is no scientific basis to follow in credit evaluation 
Conservative policy (almost) 
Actions Oudging) take long time dealing with defaulters 
There is no specific models for credit evaluation 
Current labours need training especially for credit courses 
Credit structure is weak 
Perquisite connected with good credit target 
We depend on Murabaha because it is close to commercial banks 
Current policy is not fair in some cases 
There is no clear policy & all decision is one man decision 
Not complete policy in investment banking & customer consultancy 
In some cases we lose clients because a lot of papers required 
All problems related to the Egyptian environment conditions 
Market depends on rumours & this affect the risk degree 
Retail system still short, no of clients is small 
We cannot reach the low income clients 
Lack of communication between banks (online communications) 
There is no retail in the bank 
Sunday is a real problem for us in Egypt 
Decision making take a long time 
Lack of authority delegation & communications 
Q5: Why your bank does not use CS? 
I hope if the bank uses CS, it will save time & effort. 
But the personal Judgement still the problem we will face 
It is not our decision, it is high management decision 
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Appendix 4. B continued: Interviews summary details 
Will be used in the future 
The will use a complete CS models in the future 
Other banks do not use CS 
It is better to use it for retail first (gradually) 
it will be easier (more powerful) to use, if we have enough infon-nation 
(credit bureau). 
Quality of the data 
Top management do not understand CS 
Training courses in CS are running to use it in the future 
The bank is in the test phase to apply CS 
The system does not help to use CS, personal judgement should be used 
beside CS 
French banks are afraid of change, ' change is important, different culture 
Bank still traditional, it is not easy to use CS 
Should be used as appropriate to the Egyptian market taking into account 
the cost & the revenue of applying this system & market changes 
All Egyptian banks have no fixed (long term) policy, the policy changes 
when the decision-makers change 
Will not be used with the current policy (management) 
We will develop the current CS package with advanced statistical tech. 
To use CS will require a huge effort and need time 
Group 2 
1 10 1 11 1 12 1 13 1 14 1 15 1 16 1 17 1 18 1 19 1 20 1 21 1 22 1 23 1 24 1 25 1 26 1 27 1 28 1 29 1 30 1 
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Appendix 4. B continued: Interviews summary details 
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Appendix 4.13 continued: Interviews summary details 
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Appendix 4.13 continued: Interviews summary details 
Group 2 (continued) Group 3 
31 32 33 34 35 36 37 38 39 40 41 42 43 44 4 45 45 46 47 48 % E 
43.75 
56.25 
83.33 
16.67 
4.167 
2.083 
10.42 
4.170 
6.250 
T- 7- 68.75 
10.42 
4.167 
14.58 
2.083 
4.167 
2.083 
2.083 
6.25 
25.00 
8.333 
43.75 
29.17 
43.75 
45.83 
22.92 
93.75 
89.58 
45.83 
64.58 
72.92 
31.25 
25-00 
31.25 
4.167 
10.42 
83.33 
37.50 
58.33 
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18 75 . 
20 83 . 
12 50 . 
4.167 
52 08 IE . 
22 92 - . I I 
10 42 . 
4 167 . 
2.083 
2.083 
14.58 
27.08 
18.75 
33.33 
2.083 
14.58 
2,083 
10.42 
2.083 
4.167 
2.083 
4.167 
10.42 
8.333 
10.42 
8.333 
2.083 
4.167 
12.50 
4.167 
2.083 
2.083 
4.167 
2.083 
4.167 
6.250 
4.167 
2.083 
2.083 
2.083 
2.083 
2.083 
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4.16- 
2.083 
4.16 7 
_ 6.250 
8.333 
6.250 
2.083 
16.67 
54.17 
6.250 
2.083 
16.67 
2.083 
8.333 
4.167 
2.083 
10.42 
6.250 
4.167 
4.167 
2.083 
2.083 
12.50 
2.083 
4.167 
2.083 
4.167 
2.083 
2.083 
4.167 
2.083 
2.083 
2.083 
2.083 
4.167 
2.083 
2.083 
6.250 
4.167 
4.167 
2.083 
14.58 
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Appendix 4. B continued: Interviews summary details 
54.17 
2.0 83 
6.250 
7: 7 
56.25 
12.50 
6.250 
2.083 
2.083 
6.250 
4.167 
6.250 
41.67 
2.083 
2.083 
2.083 
2.083 
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Appendix 4. C: Research questionnaire analysis details 
Frequency Table 
Age 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid 25 or less 5 7.8 7.8 7.8 
from 26 to 35 23 35.9 35.9 43.8 
from 36 to 49 27 42.2 42.2 85.9 
50 or more 9 14.1 14.1 100.0 
Total 64 
---100.0 
100.0 
Educational Level: university level (higher education) 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid higher education 64 100.0 100.0 100.0 
Educational Level: professional qualifications 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 34 53.1 53.1 53.1 
Ticked 30 46.9 46.9 100.0 
Total 64 100.0 1 100.0 1 
Certificates hold from higher education 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Bachelor 53 82.8 82.8 82.8 
Master 10 15.6 15.6 98.4 
PhD 1 1.6 1.6 100.0 
Total 64 100.0 100.0 
Number of years with present bank 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid . 08 1 1.6 1.6 1.6 
. 
25 1 1.6 1.6 3.1 
. 58 3 4.7 4.7 
7.8 
. 67 2 3.1 
3.1 10.9 
1.00 1 1.6 1.6 12.5 
1.50 1 1.6 1.6 14.1 
2.00 6 9.4 9.4 23.4 
3.00 1 1.6 1.6 25.0 
4.00 6 9.4 9.4 34.4 
5.00 2 3.1 3.1 37.5 
6.00 4 6.3 6.3 43.8 
7.00 3 4.7 4.7 48.4 
8.00 2 3.1 3.1 51.6 
9.00 4 6.3 6.3 57.8 
10.00 2 3.1 3.1 60.9 
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11.00 2 3.1 3.1 64.1 
13.00 1 1.6 1.6 65.6 
14.00 2 3.1 3.1 68.8 
15.00 3 4.7 4.7 73.4 
16.00 1 1.6 1.6 75.0 
18.00 1 1.6 1.6 76.6 
20.00 2 3.1 3.1 79.7 
21.00 1 1.6 1.6 81.3 
22.00 1 1.6 1.6 82.8 
23.00 3 4.7 4.7 87.5 
24.00 3 4.7 4.7 92.2 
26.00 3 4.7 4.7 96.9 
28.00 1 1.6 1.6 98.4 
39.00 1 1.6 1.6 100.0 
Total 64 100.0 
.. 
100.0 
No. years with bank in client's department 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid . 00 5 7.8 9.4 9.4 
. 08 1 1.6 1.9 11.3 
. 50 1 1.6 1.9 13.2 
1.00 4 6.3 7.5 20.8 
2.00 4 6.3 7.5 28.3 
3.00 6 9.4 11.3 39.6 
4.00 5 7.8 9.4 49.1 
5.00 2 3.1 3.8 52.8 
6.00 2 3.1 3.8 56.6 
7.00 4 6.3 7.5 64.2 
8.00 1 1.6 1.9 66.0 
9.00 3 4.7 5.7 71.7 
10.00 3 4.7 5.7 77.4 
11.00 2 3.1 3.8 81.1 
12.00 2 3.1 3.8 84.9 
15.00 1 1.6 1.9 86.8 
16.00 1 1.6 1.9 88.7 
20.00 2 3.1 3.8 92.5 
22.00 1 1.6 1.9 94.3 
24.00 1 1.6 1.9 96.2 
25.00 1 1.6 1.9 98.1 
39.00 1 1.6 1.9 100.0 
Total 53 82.8 100.0 
Missing System 11 17.2 
Total 64 100.0 
No. years with bank in risk management 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid . 00 
3 4.7 5.6 5.6 
. 25 
1 1.6 1.9 7.4 
. 58 
2 3.1 3.7 11.1 
. 67 
1 1.6 1.9 13.0 
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1.00 5 7.8 9.3 22.2 
2.00 3 4.7 5.6 27.8 
3.00 6 9.4 11.1 38.9 
4.00 4 6.3 7.4 46.3 
6.00 2 3.1 3.7 50.0 
7.00 1 1.6 1.9 51.9 
9.00 4 6.3 7.4 59.3 
10.00 3 4.7 5.6 64.8 
11.00 3 4.7 5.6 70.4 
12.00 1 1.6 1.9 72.2 
13.00 2 3.1 3.7 75.9 
14.00 1 1.6 1.9 77.8 
15.00 1 1.6 1.9 79.6 
16.00 2 3.1 3.7 83.3 
17.00 1 1.6 1.9 85.2 
18.00 1 1.6 1.9 87.0 
20.00 4 6.3 7.4 94.4 
22.00 1 1.6 1.9 96.3 
24.00 1 1.6 1.9 98.1 
30.00 1 1.6 1.9 100.0 
Total 54 84.4 100.0 
Missing System 10 15.6 
Total 64 100.0 
No. years in the current job 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid . 08 1 1.6 1.6 1.6 
. 25 1 1.6 1.6 3.2 
. 58 3 4.7 4.8 7.9 
. 67 2 3.1 3.2 11.1 
1.00 8 12.5 12.7 23.8 
1.50 3 4.7 4.8 28.6 
2.00 12 18.8 19.0 47.6 
3.00 10 15.6 15.9 63.5 
4.00 8 12.5 12.7 76.2 
5.00 2 3.1 3.2 79.4 
6.00 5 7.8 7.9 87.3 
7.00 2 3.1 3.2 90.5 
8.00 1 1.6 1.6 92.1 
9.00 3 4.7 4.8 96.8 
13.00 1 1.6 1.6 98.4 
23.00 1 1.6 1.6 100.0 
Total 63 98.4 100.0 
Missing System 1 1.6 
Total 64 100.0 
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Bank age in Egyptian banking sector 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid ftom 3 to 5 years 2 3.1 3.1 3.1 
from 6 to 10 years 1 1.6 1.6 4.7 
20 years or more 61 95.3 95.3 100.0 
Total 64 100.0 100.0 
Bank capital size 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid 100 million or less 2 3.1 3.1 3.1 
from 10 1 to 500 million 12 18.8 18.8 21.9 
from 501 to I billion 41 64.1 64.1 85.9 
from 10 1 to 5 billion 9 14.1 14.1 100.0 
Total 
_64 
100.0 100.0 
Bank type 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Public sector bank 15 23.4 23.4 23.4 
Private & joint 
venture bank 43 67.2 67.2 90.6 
Branches of foreign 
banks 6 9.4 9.4 100.0 
Total 64 100.0 100.0 
Is your bank a headquarter in Egypt 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 13 20.3 20.3 20.3 
Yes 51 79.7 79.7 100.0 
Total 64 100.0 100.0 
Does the bank has a formal credit evaluation policy 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 2 3.1 3.1 3.1 
Yes 62 96.9 96.9 100.0 
Total 64 100.0 100.0 
Does the bank has a specific format (guidelines) for credit evaluation 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 4 6.3 6.3 6.3 
Yes 60 93.8 93.8 100.0 
Total 64 100.0 100.0 
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How frequently the bank analyse client financial data 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Yearly 19 29.7 30.2 30.2 
Semi-annually 10 15.6 15.9 46.0 
Quarterly 16 25.0 25.4 71.4 
Monthly 15 23.4 23.8 95.2 
Weekly 3 4.7 4.8 100.0 
Total 63 98.4 100.0 
Missing System 1 1.6 
Total 64 
____100.0 
Gathering information about clients: application form 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 6 9.4 9.4 9.4 
Ticked 58 90.6 90.6 100.0 
Total 1 64 1 
. 
100.0 1 100.0 
Gathering information about clients: previous relation with bank 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 1 1.6 1.6 1.6 
Ticked 63 98.4 98.4 100.0 
Total 64 100.0 1 100.0 1 
Gathering information about clients: balance sheets 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 1 1.6 1.6 1.6 
Ticked 63 98.4 98.4 100.0 
Total 64 
_100.0 
100.0 
Gathering information about clients: other banks 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 2 3.1 3.1 3.1 
Ticked 62 96.9 96.9 100.0 
Total 64 100.0 100.0 
Gathering information about clients: credit bureau 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 63 98.4 98.4 98.4 
Ticked 1 1.6 1.6 100.0 
Total 64 100.0 100.0 
A33 
Gathering information about clients: market sector (field visit) 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 2 3.1 3.1 3.1 
Ticked 62 96.9 96.9 100.0 
Total 64 100.0 100.0 
Gathering information about clients: sector which the client work in 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 12 18.8 18.8 18.8 
Ticked 52 81.3 81.3 100.0 
Total 64 1ý00.0 100.0 
Gathering information about clients: CBE, ministries etc. 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 4 6.3 6.3 6.3 
Ticked 60 93.8 93.8 100.0 
Total 64 100.0 1 100.0 
Factors are using in CR evaluation: application form 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 3 4.7 4.7 4.7 
Yes 61 95.3 95.3 100.0 
Total 64 1 100.0 1 100.0 1 
Application form score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Not important 4 6.3 6.6 6.6 
Very little importance 11 17.2 18.0 24.6 
Moderately important 19 29.7 31.1 55.7 
Quite highly important 7 10.9 11.5 67.2 
Very highly important 20 31.3 32.8 100.0 
Total 61 95.3 100.0 
Missing System 3 4.7 
Total 64 100.0 1 
Factors are using in CR evaluation: financial statement analysis 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Yes 64 100.0 100.0 100.0 
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Financial statement analysis score 
FrequencL- Percent Valid Percent 
Cumulative 
Percent 
Valid Very little importance 2 3.1 3.1 3.1 
Moderately important 4 6.3 6.3 9.4 
Quite highly important 11 17.2 17.2 26.6 
Very highly important 47 73.4 73.4 100.0 
Total 64_ [ 100.0 100.0 
Factors are using in CR evaluation: purpose of credit 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Yes 64 100.0 100.0 100.0 
Purpose of credit score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Very little importance 2 3.1 3.1 3.1 
Moderately important 6 9.4 9.4 12.5 
Quite highly important 17 26.6 26.6 39.1 
Very highly important 39 60.9 60.9 100.0 
Total 64 100.0 100.0 
Factors are using in CR evaluation: financial ratios 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 2 3.1 3.1 3.1 
Yes 62 96.9 96.9 100.0 
Total 1 64 100.0 100.0 
Financial ratios score 
Frequency Pe cent Valid Percent 
Cumulative 
Percent 
Valid Very little importance 3 4.7 4.8 4.8 
Moderately important 2 3.1 3.2 8.1 
Quite highly important 18 28.1 29.0 37.1 
Very highly important 39 60.9 62.9 100.0 
Total 62 96.9 100.0 
Missing System 2 3.1 
L Total 64 1 100.0 1 
Factors are using in CR evaluation: warrantees 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 1 1.6 1.6 1.6 
Yes 63 98.4 98.4 100.0 
Total 64 100.0 100.0 
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Warrantees score 
Frequency Percent 
Cumulative 
Valid Percent i Percent 
Valid Very little importance 4 6.3 6.3 6.3 
Moderately important 13 20.3 20.6 27.0 
Quite highly important 16 25.0 25.4 52.4 
Very highly important 30 46.9 47.6 100.0 
Total 63 98.4 100.0 
Missing System 1 1.6 
Total 64 100.0 
Factors are using in CR evaluation: source of repayment 
Cumulative 
Frequency Percent 
- 
Valid Percent Percent 
Valid No 1 1.6 1.6 1.6 
Yes 63 98.4 98.4 100.0 
Total 64 100.0 100.0 
Source of repayment score 
Frequ ncy Percent Valid Percent 
Cumulative 
Percent 
Valid Not important 1 1.6 1.6 1.6 
Moderately important 5 7.8 7.9 9.5 
Quite highly important 13 20.3 20.6 30.2 
Very highly important 44 68.8 69.8 100.0 
Total 63 98.4 100.0 
Missing System 1 1.6 
Fotal 64 1 100.0 1 
Factors are using in CR evaluation: personal judgement 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 2 3.1 3.1 3.1 
Yes 62 96.9 96.9 100.0 
Total 64 100.0 100.0 
Personal judgement score 
Frequency_ Percent Valid Percent 
Cumulative 
Percent 
Valid Not important 1 1.6 1.6 1.6 
Very little importance 9 14.1 14.5 16.1 
Moderately important 11 17.2 17.7 33.9 
Quite highly important 25 39.1 40.3 74.2 
Very highly important 16 25.0 25.8 100.0 
Total 62 96.9 100.0 
Missing System 2 3.1 
Total 64__ L__ 100.0- L- 
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Factors are using in CR evaluation: client's financial strengths & weaknesses 
Cumulative 
Frequency Percent Valid Percent Percent 
1 
Valid No 3 4.7 4.7 4.7 
Yes 61 95.3 95.3 100.0 
Total 64 100.0 100.0 
Client's financial strengths & weaknesses score 
Frequ ncy Percent Valid Percent 
Cumulative 
Percent 
Valid Very little importance 1 1.6 1.6 1.6 
Moderately important 9 14.1 14.8 16.4 
Quite highly important 22 34.4 36.1 52.5 
Very highly important 29 45.3 47.5 100.0 
Total 61 95.3 100.0 
Missing System 3 4.7 
Total 6_4 100.0 
Factors are using in CR evaluation: cash flow statement 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 3 4.7 4.7 4.7 
Yes 61 95.3 95.3 100.0 
Total 64 100.0 100.0 
Cash flow statement score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Not important 1 1.6 1.6 1.6 
Very little importance 5 7.8 8.2 9.8 
Moderately important 8 12.5 13.1 23.0 
Quite highly important 19 29.7 31.1 54.1 
Very highly important 28 43.8 45.9 100.0 
Total 61 95.3 100.0 
Missing System 3 4.7 
Total 64ý 100.0 
Factors are using in CR evaluation: credit scoring techniques 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 55 85.9 85.9 85.9 
Yes 9 14.1 14.1 100.0 
Total 64 100.0 100.0 
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Credit scoring techniques score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Quite highly important 1 1.6 11.1 11 1 
Very highly important 8 12.5 88.9 
. 
100.0 
Total 9 14.1 100.0 
Missing System 55 85.9 
Total 64 100.0 
Factors are using in CR evaluation: Judgemental techniques 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid No 3 4.7 17.6 17.6 
Yes 14 21.9 82.4 100.0 
Total 17 26.6 100.0 
Missing System 47 73.4 
Total 64 100.0 
Judgemental techniques score 
Frequ ncy Percent Valid Percent 
Cumulative 
Percent 
Valid Moderately important 7 10.9 50.0 50.0 
Quite highly important 7 10.9 50.0 100.0 
Total 14 21.9 100.0 
Missing System 50 78.1 
Total 64 100.0 
Factors are using in CR evaluation: effective & timely credit processing 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 4 6.3 6.3 6.3 
Yes 60 93.8 93.8 100.0 
Total 64 100.0 1 100.0 
Effective & timely credit processing score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Very little importance 9 14.1 15.0 15.0 
Moderately important 26 40.6 43.3 58.3 
Quite highly important 16 25.0 26.7 85.0 
Very highly important 9 14.1 15.0 100.0 
Total 60 93.8 100.0 
Missing System 4 6.3 
Total 64 100.0 
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Factors are using in CR evaluation: length of time with bank 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 1 1.6 1.6 1.6 
Yes 63 98.4 98.4 100.0 
Total 64 100.0 100.0 
Length of time with bank score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Not important 3 4.7 4.8 4.8 
Very little importance 8 12.5 12.7 17.5 
Moderately important 23 35.9 36.5 54.0 
Quite highly important 23 35.9 36.5 90.5 
Very highly important 6 9.4 9.5 100.0 
Total 63 98.4 100.0 
Missing System 1 1.6 
Total 64 100.0 
Factors are using in CR evaluation: CBE report 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Yes 64 100.0 100.0 100.0 
CBE report score 
Frequency Perc nt Valid Percent 
Cumulative 
Percent 
Valid Moderately important 4 6.3 6.3 6.3 
Quite highly important 3 4.7 4.7 10.9 
Very highly important 57 89.1 89.1 100.0 
Total 64 100.0 1 100.0 
Factors are using in CR evaluation: personal reputation 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 2 3.1 3.1 3.1 
Yes 62 96.9 96.9 100.0 
Total 64 100.0 100.0 
Personal reputation score 
Frequency_ Percent Valid Percent 
Cumulative 
Percent 
Valid Very little importance 2 3.1 3.2 3.2 
Moderately important 6 9.4 9.7 12.9 
Quite highly important 22 34.4 35.5 48.4 
Very highly important 32 50.0 51.6 100.0 
Total 62 96.9 100.0 
Missing System 2 3.1 
Total 64 100.0 1 
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Factors are using in CR evaluation: risk identification 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 14 21.9 21.9 21.9 
Yes 50 78.1 78.1 100.0 
Total 64 100.0 100.0 
Risk identification score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Not important 1 1.6 2.0 2.0 
Very little importance 2 3.1 4.0 6.0 
Moderately important 15 23.4 30.0 36.0 
Quite highly important 14 21.9 28.0 64.0 
Very highly important 18 28.1 36.0 100.0 
Total 50 78.1 100.0 
Missing System 14 21.9 
Total 64 100.0 
Factors are using in CR evaluation: market sector (field visit) 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Yes 64 100.0 100.0 100.0 
Market sector (field visit score) 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Very little importance 5 7.8 7.8 7.8 
Moderately important 9 14.1 14.1 21.9 
Quite highly important 22 34.4 34.4 56.3 
Very highly important 28 43.8 43.8 100.0 
Total 64 100.0 100.0 
Factors are using in CR evaluation: client's indebtedness 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 2 3.1 3.1 3.1 
Yes 62 96.9 96.9 100.0 
Total 64 100.0 100.0 1 
Client's indebtedness score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Not important 1 1.6 1.6 1.6 
Moderately important 10 15.6 16.1 17.7 
Quite highly important 18 28.1 29.0 46.8 
Very highly important 33 51.6 53.2 100.0 
Total 62 96.9 100.0 
Missing System 2 3.1 
Total 64 100.0 
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Factors are using in CR evaluation: credit analysis 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 3 4.7 4.7 4.7 
Yes 61 95.3 95.3 100.0 
Total 64 100.0 100.0 
Credit analysis score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Moderately important 7 10.9 11.5 11.5 
Quite highly important 16 25.0 26.2 37.7 
Very highly important 38 59.4 62.3 100.0 
Total 61 95.3 100.0 
Missing System 3 4.7 
Total 64 100.0 
Factors are using in CR evaluation: credit control 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid No 2 3.1 11.8 11.8 
Yes 15 23.4 88.2 100.0 
Total 17 26.6 100.0 
Missing System 47 73.4 
Total 64 100.0 
Credit control score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Moderately important 1 1.6 6.7 6.7 
Quite highly important 6 9.4 40.0 46.7 
Very highly important 8 12.5 53.3 100.0 
Total 15 23.4 100.0 
Missing System 49 76.6 
Total 64 100.0 
Factors are using in CR evaluation: credit profile 
Cumulative 
Frequency Percent Valid fercent Percent 
Valid No 2 3.1 3.1 3.1 
Yes 62 96.9 96.9 100.0 
Total 64 100.0 100.0 1 
Credit profile score 
Frequency Percent Valid Percent 
Valid Very little importance 1 1.6 
1.6 
Moderately important 8 12.5 12.9 
Quite highly important 21 32.8 
33.9 
Very highly important 32 50.0 
51.6 
Cumulative 
Percent 
1.6 
14.5 
48.4 
100.0 
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Total 62 96.9 100.0 
Missing System 2 3.1 
Total 64 100.0 
Factors are using in CR evaluation: credit review 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 6 9.4 9.4 9.4 
Yes 58 90.6 90.6 100.0 
Total 64 100.0 100.0 
Credit review score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Not important 1 1.6 1.7 1.7 
Moderately important 4 6.3 6.9 8.6 
Quite highly important 20 31.3 34.5 43.1 
Very highly important 33 51.6 56.9 100.0 
Total 58 90.6 100.0 
Missing System 6 9.4 
Total 64 100.0 
Factors are using in CR evaluation: credit approval procedures 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 5 7.8 7.8 7.8 
Yes 59 92.2 92.2 100.0 
Total 64 100.0 1 100.0 
Credit approval procedures score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Very little importance 1 1.6 1.7 1.7 
Moderately important 8 12.5 13.6 15.3 
Quite highly important 9 14.1 15.3 30.5 
Very highly important 41 64.1 69.5 100.0 
Total 59 92.2 100.0 
Missing System 5 7.8 
Total 64 100.0 E 
Factors are using in making CR evaluation: credit scoring techniques 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 55 85.9 85.9 85.9 
Yes 9 14.1 14.1 100.0 
Total 
I L 
64 
1 
100.0 100.0 
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Credit scoring techniques score 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Very highly important 9 14.1 100.0 100.0 
Missing System 55 85.9 
Total 64 100.0 
Factors are using in making CR evaluation: credit judgement techniques 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 2 3.1 3.1 3.1 
Yes 62 96.9 96.9 100.0 
Total 64 100.01 100.0 
Credit judgement techniques score 
Freq ency Percent Valid Percent 
Cumulative 
Percent 
Valid Not important 1 1.6 1.6 1.6 
Very little importance 6 9.4 9.7 11.3 
Moderately important 20 31.3 32.3 43.5 
Quite highly important 22 34.4 35.5 79.0 
Very highly important 13 20.3 21.0 100.0 
Total 62 96.9 100.0 
Missing System 2 3.1 
Total 64 100.0 
Factors are using in making CR evaluation: years in business 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 1 1.6 1.6 1.6 
Yes 63 98.4 98.4 100.0 
Total 64 100.0 1 100.0 
Years in business score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Not important 1 1.6 1.6 1.6 
Very little importance 2 3.1 3.2 4.8 
Moderately important 14 21.9 22.2 27.0 
Quite highly important 30 46.9 47.6 74.6 
Very highly important 16 25.0 25.4 100.0 
Total 63 98.4 100.0 
Missing System 1 1.6 
Total 64 100.0 
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Factors are using in making CR evaluation: client's strength s/wea kn esses analysis 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 3 4.7 4.7 4.7 
Yes 61 95.3 95.3 100.0 
Total 64 100. 100.0 
Client's strength s/w ea knesses analysis score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Moderately important 9 14.1 14.8 14.8 
Quite highly important 23 35.9 37.7 52.5 
Very highly important 29 45.3 47.5 100.0 
Total 61 95.3 100.0 
Missing System 3 4.7 
Total 64 100.0 
Factors are using in making CR evaluation: client's capital size structure 
Frequency Perc nt Valid Percent 
Cumulative 
Percent 
Valid No 4 6.3 22.2 22.2 
Yes 14 21.9 77.8 100.0 
Total 18 28.1 100.0 
Missing System 46 71.9 
Total 64 100.0 
Client's capital size structure score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Very little importance 1 1.6 7.1 7.1 
Moderately important 1 1.6 7.1 14.3 
Quite highly important 5 7.8 35.7 50.0 
Very highly important 7 10.9 50.0 100.0 
Total 14 21.9 100.0 
Missing System 50 78.1 
Total 64 100.0 
Factors are using in making CR evaluation: client's relation with bank 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 2 3.1 3.1 3.1 
Yes 62 96.9 96.9 100.0 
Total 64 100.0 100.0 
Client's relation with bank score 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not important 1 1.6 1.6 1.6 
Very little importance 2 3.1 3.2 4.8 
Moderately important 17 26.6 27.4 32.3 
A44 
Quite highly important 21 32.8 33.9 66.1 
Very highly important 21 32.8 33.9 100.0 
Total 62 96.9 100.0 
Missing System 2 3.1 
Total 1 1 64 100.0 
Factors are using in making CR evaluation: client's relation with other banks 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 2 3.1 3.1 3.1 
Yes 62 96.9 96.9 100.0 
Total 64 100.0 1 100.0 
Client's relation with other banks score 
Frequency Percent Valid Percent 
Curnulativc 
Percent 
Valid Very little importance 2 3.1 3.2 3.2 
Moderately important 13 20.3 21.0 24.2 
Quite highly important 24 37.5 38.7 62.9 
Very highly important 23 35.9 37.1 100.0 
Total 62 96.9 100.0 
Missing System 2 3.1 
Total 64 1 100.0 1 1 
Factors are using in making CR evaluation: creditworthiness evaluation 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 2 3.1 3.1 3.1 
Yes 62 96.9 96.9 100.0 
Total 64 100.0 100.0 
Creditworthiness evaluation score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Very little importance 1 1.6 1.6 1.6 
Moderately important 4 6.3 6.5 8.1 
Quite highly important 21 32.8 33.9 41.9 
Very highly important 36 56.3 58.1 100.0 
Total 62 96.9 100.0 
Missing System 2 3.1 
Total 64 100*0 
Factors are using in making CR evaluation: client's goodwill 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 2 3.1 3.1 3.1 
Yes 62 96.9 96.9 100.0 
Total 64 100.0 100.0 1 
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Client's goodwill score 
Frequency Percent 
Cumulative 
Valid Percent Percent 
Valid Not important 1 1 6 _ 1 6 . . 1.6 Very little importance 3 4.7 4.8 6.5 
Moderately important 16 25.0 25.8 32.3 
Quite highly important 17 26.6 27.4 59.7 
Very highly important 25 39.1 40.3 100.0 
Total 62 96.9 100.0 
Missing System 2 3.1 
Total 64 100.0 
Factors are using in making CR evaluation: type of client sector 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 3 4.7 4.7 4.7 
Yes 61 95.3 95.3 100.0 
Total 64 100.0 100.0 
Type of client sector score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Not important 1 1.6 1.6 1.6 
Very little importance 2 3.1 3.3 4.9 
Moderately important 13 20.3 21.3 26.2 
Quite highly important 22 34.4 36.1 62.3 
Very highly important 23 35.9 37.7 100.0 
Total 61 95.3 100.0 
Missing System 3 4.7 
Total 64 100.0 
Factors are using in making CR evaluation: type of activity 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid No 2 3.1 11.8 11.8 
Yes 15 23.4 88.2 100.0 
Total 17 26.6 100.0 
Missing System 47 73.4 
Total 64 100.0 
Type of activity score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Very little importance 2 3.1 13.3 13.3 
Moderately important 3 4.7 20.0 33.3 
Quite highly important 6 9.4 40.0 73.3 
Very highly important 4 6.3 26.7 100.0 
Total 15 23.4 100.0 
Missing System 49 76.6 
Total 64 100.0 
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Factors are using in making CR evaluation: currency exchange rate 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid No 23 35.9 35.9 35.9 
Yes 41 64.1 64.1 100.0 
Total 64 100.0 100.0 
Currency exchange rate score 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Not important 2 3.1 4.9 4.9- 
Very little importance 1 1.6 2.4 7.3 
Moderately important 10 15.6 24.4 31.7 
Quite highly important 14 21.9 34.1 65.9 
Very highly important 14 21.9 34.1 100.0 
Total 41 64.1 100.0 
Missing System 23 35.9 
Total 64 100.0 
What appropriate to CS as a part of CR evaluation: mandatory 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 55 85.9 85.9 85.9 
Ticked 9 14.1 14.1 100.0 
Total 1 64 1 00.0ý 1 
, 
100.0 1 
What appropriate to CS as a part of CR evaluation: optional 
Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Not ticked 64 100.0 100.0 100.0 
What appropriate to CS as a part of CR evaluation: currently used 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 55 85.9 85.9 85.9 
Ticked 9 14.1 14.1 100.0 
Total 64 100.0 100.0 
What appropriate to CS as a part of CR evaluation: will be used in the future 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 9 14.1 14.1 14.1 
Ticked 55 85.9 85.9 100.0 
L 
Total 
1 64 1 100.0 
100.0 
A47 
The system of CS that the bank is using: application scoring 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 63 98.4 98.4 98.4 
Ticked 1 1.6 1.6 100.0 
Total 64 100.0 100.0 
The system of CS that the bank is using: semi-scoring models 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 63 98.4 98.4 98.4 
Ticked 1 1.6 1.6 100.0 
Total 64 100.0 1 100.0 
The system of CS that the bank is using: credit scoring models 
Cumulative 
Frequency Percent Valild Percent Percent 
Valid Not ticked 57 89.1 89.1 89.1 
Ticked 7 10.9 10.9 100.0 
Total 64 100.0 1 100.0 
The system of CS that the bank is using: behavioural scoring 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 63 98.4 98.4 98.4 
Ticked 1 1.6 1.6 100.0 
Total 64 1 100.0 1 100.0 
The system of CS that the bank is using: None 
Cumulative 
Frequency Percent Valid Percent Percent 
Valid Not ticked 9 14.1 14.1 14.1 
Ticked 55 8519 85.9 100.0 
Total 64 100.0 100.0 
Reliability 
Scale: ALL VARIABLES 
Case Processing Summary 
N % 
Cases Valid _ 2 3.1 
Excluded(a) 63 96.9 
Total 65 1 
---100.0-1 
Listwise deletion based on all variables in the procedure. 
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Reliability Statistics 
Cronbach's 
Alpha N of Items 
. 942 81 
ANOVA 
Sum of 
Souares df !I Mean Square F Sig 
Between People 2.228 1 2.228 1 
Within People Between Items 369.111 80 4.614 35.935 
. 000 Residual 10.272 80 
. 128 Total 379.383 160 2.371 
Total 381.611 161 2.370 
%iiaiiu ivLiaix - -;. v-,., Lv 
NPAR TEST 
Chi-Square Test 
Test Statistics 
Factors are 
using in CR 
Factors are Factors are Factors are Factors are evaluation: 
using in CR using in CR Factors are using in CR using in CR client's 
evaluation: evaluation: using in CR evaluation: evaluation: financial 
application financial evaluation: source of personal strengths & 
form ratios warrantees repayment judgement weaknesses 
Chi-Square(a, b) 52.563 56.250 60.063 60.063 56.250 52.563 
df 1 1 1 1 1 1 
L 
Asymp. Sig. 
1 . 000 . 000 1 . 000 1 . 000 . 000 . 000 
Factors are 
Factors are Factors are Factors are using in CR Factors are Factors are 
using in CR using in CR using in CR evaluation: using in CR using in CR 
evaluation: evaluation: evaluation: effective & evaluation: evaluation: 
cash flow credit scoring judgemental timely credit length of time personal 
statement techniques techniques processing with bank reputation 
Chi-Square(a, b) 52.563 33.063 7.118 49.000 60.063 56.250 
df I I I I I I 
Asymp. Sig. 
. 000 . 
000 . 008 . 
000 . 000 . 000 
Factors are Factors are Factors are 
using in CR using in CR using in CR Factors are Factors are 
Factors are 
evaluation: evaluation: evaluation: using in CR using in CR using in 
CR 
ri sk risk client's evaluation: evaluation: evaluation: 
identification identification indebtedness credit analysis credit control credit profile 
Chi-Square(a, b) 20.250 20.250 56.250 52.563 9.941 56.250 
df I I I I I I 
Asymp. Sig. 
. 
000 . 000 . 
000 . 
000 . 
002 . 000 
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Factors are 
Factors are using in CR 
using in CR evaluation: 
evaluation: credit approval 
credit review procedures 
Chi-Square(a, b) 42.250 45.563 
df I I 
Asymp. Sig. 
. 000 . 000 
a0 cells (. 0%) have expected frequencies less than 5. The minimum expected cell frequency is 32.0. 
b0 cells (. 0%) have expected frequencies less than 5. The minimum expected cell frequency Is 8.5. 
NPAR TEST 
Chi-Square Test 
Test Statistics 
Factors are 
Factors are using in Factors are Factors are 
Factors are using in Factors are making CR using in using in 
using in making CR using in evaluation: making CR making CR 
making CR evaluation: making CR client's evaluation: evaluation: 
evaluation: credit evaluation: strengths/wea client's client's 
credit scoring judgement years in knesses capital size relation with 
techniques techniques business analysis structure bank 
Chi-Square(a, b, c) 33.063 56.250 60.063 52.563 5.556 5 
df 1 1 1 1 1 
Asymp. Sig. 
. 000 . 000 . 
000 1 . 000 . 
018 . 000 
Factors are Factors are 
using in using in Factors are Factors are Factors are Factors are 
making CR making CR using in using in using in using in 
evaluation: evaluation: making CR making CR making CR making CR 
client's creditworthin evaluation: evaluation: evaluation: evaluation: 
relation with ess client's type of client type of currency 
other banks evaluation goodwill sector activity exchange rate 
Chi-Square(a, b, c) 56.250 56.250 56.250 52.5613 9.941 5.063 
df I I I I I I 
LAsymp. Sig. . 000 . 
000 . 000 . 
000 . 002 1 . 
024 
0 cells (. 0%) have expected frequencies less than 5. The minimum expected cell frequency is 32-0. 
0 cells (. 0%) have expected frequencies less than 5. The minimum expected cell frequency is 9.0. 
0 cells (. 0%) have expected ftequencies less than 5. The minimum expected cell frequency is 8.5. 
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Chapter Five Appendices 
A51 
Appendix 5. A: List of variables used in building the proposed credit scoring models for private banking data 
Variable/Description Code Unit Comment 
X, Loan Amount* LOAN AMO No. 
X2 Loan Duration - Loan duration is 4 years in all cases in this 
sample. 
X3 Company* COMP 10,01,00 10 = Public sector. 01 = Local private 
sector, 00 = Multinational company. 
X4 Branch - The bank has a branch to serve and collect 
instalments (i. e. clients work or live in a 
very remote area where there Is no branch 
in the city). 
X5 Gender* GENDER 0)1 0= Male, 1= Female 
X6 Marital Status* MAR STA 0,1 0= Married, I= Single 
X7 Age* AGE Years Clients ages from 25 to 59 years. 
X8 Monthly Salary* SALA No. - 
xg Additional Income* ADD INC 0)1 0= N/A, 1= Suitable 
X10 House Owned or HOR 05 1 0= Rented, 1= Owned 
Rented* 
X11 House Rent > - The client must have a rent contract for 4 
Loan Tenure years or higher to be greater than loan 
tenure (4 years). 
X 12 Home Telephone* TELE 0,1 0= N/A, I= OK confirmed (land line). 
X13 Utility Bill - Clients must have a utility bill not less than 
6 months. 
X14 Title/Position - It means the occupation of customers: 
workers of lower grade than white collar 
were not accepted. 
X15 Education Level* EDU 0,1 0= University, I= Higher education 
100% university or higher, it is a must. 
X16 Loans From Other LFOB 0,1 O=N/A, 1 =Nil 
Banks* 
X17 Relation With Other - Through an investigation report from the 
Banks CBE (provides the client's history). 
X18 Credit Card Status - All clients have valid credit card(s). 
X19 Corporate Guarantee* COR GUAR 0,1 0= No, 1= OK from creditable company. 
There is no such default with a client who 
has a corporate guarantee. 
X20 Other Guarantors - If required. 
Y Loan Quality* LOAN QUA 0,1 0= DefaultiBad credit, I= Paid/Good 
_ 
(dependent variable) credit 
* Variables finally selected in the credit scoring models. 
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Appendix 5. B: Statistical analysis using whole sample for conventional models, namely, NIDA. PA, and LR 
Discriminating Function for MDA model: Discriminating Function for. \IDA, model: 
Functions Wilks Chi-Square DF P-Value Functions Wilks Chi-Square DF P-Value 
Derived Lambda Derived Lambda 
---------------------------------------------------------------- ------------------------------------------------------------- 
1 0.543615 349.2512 12 0.0000 1 0.5438 349.9703 9 0.0000 
Analysis of Deviance and Likelihood Ratio Tests for 
PA model: 
Analysis of Deviance and Likelihood Ratio Tests 
for PA, model: 
Analysis of Deviance 
-------------------------------------------------------- 
Analysis of Deviance 
------- 
Source Deviance Df P-Value 
------------------------------ 
------------------------------------------------------------- 
Source Deviance Df P-Value 
--------- ------------------------ 
Model 374.5 13 0.0000 
------------------------------------------------------------- 
Model 370.674 9 0.0000 
Residual 284.906 567 1.0000 Residual 288.732 571 1.0000 
-------------------------------------------------------------- 
Total (corr. ) 659.407 580 
Likelihood Ratio Tests 
Factor Chi-Square Df P-Value 
ADD INC 0.00152616 1 0.9688 
AGE 12.0717 1 0.0005 
COR GUAR 72.313 1 0.0000 
EDU 11.6285 1 0.0006 
HOR 2.70153 1 0.1002 
LFOB 72.0333 1 0.0000 
LOAN AMO 78.0624 1 0.0000 
MAR STA 5.04102 1 0.0248 
SALA 5.69163 1 0,0170 
GENDER 0.53373 1 0.4650 
TELE 61.4374 1 0.0000 
COMP 3.49304 2 0.1744 
Analysis of Deviance and Likelihood Ratio Tests for 
LR model: 
Analysis of Deviance 
Source Deviance Df P-Value 
Model 374.661 13 0.0000 
Residual 284.746 567 1.0000 
------------- ------------------- 
Total (corr. ) 
------------------- 
659.407 
--------- 
580 
--- 
Likelihood Ratio Tests 
Factor Chi-Square Df P-Value 
ADDINC 0.0171689 1 0.8958 
AGE 13.4555 1 0.0002 
COR GUAR 74.1195 1 0.0000 
EDU 10.5227 1 0.0012 
HOR 1.88777 1 0.1695 
LFOB 71.4812 1 0.0000 
LOAN AMO 78.5665 1 0.0000 
MAR STA 4.72988 1 0.0296 
SALA 5.23704 1 0.0221 
GENDER 0.716841 1 0.3972 
TELE 62.0235 1 0.0000 
COMP 3.80231 2 0.1494 
-------------------- 
Total (corr. ) 
--------------------------- 
659.407 580 
-------------- 
Likelihood Ratio Tests 
Factor Chi-Square Df P-Value 
AGE 10.8605 1 0.0010 
COR GUAR 72.5957 1 0.0000 
EDU 10.7326 1 0.0011 
HOR 5.60935 1 0.0179 
LFOB 69.6341 1 0.0000 
LOAN AMO 99.0516 1 0.0000 
MAR STA 6.08719 1 0.0136 
SALA 5.84293 1 0.0156 
TELE 61.5081 1 0.0000 
Analysis of Deviance and Likelihood Ratio Tests 
for LRI mode: 
Analysis of Deviance 
------------------------------------------------------------- 
Source Deviance Df P-Value 
---------------- 
Model 
-------------------- 
370.372 
----------- 
9 
-------------- 
0.0000 
Residual 289.035 571 1.0000 
------------------- 
Total (corr. ) 
-------------------- 
659.407 
-------- 
580 
-------------- 
Likelihood Ratio Tests 
Factor Chi-Square Df P-Value 
AGE 12.3538 1 0.0004 
COR GUAR 73.6767 1 0.0000 
EDU 9.75523 1 0.0018 
HOR 4.86088 1 0.0275 
LFOB 68.7425 1 0.0000 
LOAN AMO 99.7909 1 0.0000 
MAR STA 6.12316 1 0.0133 
SALA 5.35199 1 0.0207 
TELE 61.8505 1 0.0000 
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Appendix 5. C: lVs for whole sample using WOE measure 
Vari ab I es/Character 1 stics G% 13% 10: G% / B% WOE: LN(IO) G%-B% IV 
Loan Amount 
< 30000 0.552 0.0676 8.169053118 2.100353005 0.4844 1.017401504 
From 35000 to 50000 0.2702 0.3311 0.816138003 -0.203171818 -0.06087 0.012367725 
> 55000 0.1778 0.6014 0.295715806 -1.2183 56402 -0.42352 0.516001047 
1.545770276 
Company 
Public Sector 0.1917 0.1081 1.773094688 0.572726431 0.08358 0.047867217 
Local Private Sector 0.5312 0.6081 0.87349243 -0.135255816 -0.07693 0.010405268 
Multinational Company 0.2771 0.2838 0.9765753 88 -0.02370333 -0.00665 0.000157568 
Y- 1 1 0.058430054 
Gender 
Male 0.7875 0.8649 0.910580254 -0.093673241 -0.07734 0.0072443 13 
Female 0.2125 0.1351 1.572286374 0.452530849 0.07734 0.034996924 
1 1 1 0.042241238 
Marital Status 
Married 0.5427 0.8716 0.622661439 -0.473752344 -0.3289 0.155815464 
Single 0.4573 0.1284 3.56193023 1.270302597 0.3289 0.417798013 
1 1 1 0.573613476 
Age 
< 29 0.1686 0.0676 2.495150115 0.914348894 0.10102 0.092370869 
From 30 to 33 0.2009 0.1689 1.189468822 0.17350684 0.032 0.005553064 
From 34 to 37 0.1894 0.2703 0.700692841 -0.355685661 -0.08089 0.028772774 
From 38 to 41 0.2148 0.1824 1.177315884 0.163237173 0.03235 0.005280423 
From 42 to 45 0.1178 0.1419 0.83008908 -0.186222259 -0.02411 0.004489629 
> 46 0.1085 0.1689 0.6425 86605 -0.442253677 -0.06037, 0.0267005 7-1 
I 1 1 0.163167331 
Monthly Salary 
< 2500 0.5127 0.0878 5.836915971 1.76420257 0.42486 0.749546585 
From 2530 to 5000 0.4042 0,5203 0.776821331 -0.252544902 -0.11611 0.029323803 
> 5100 0.0831 0.3919 0.212152584 -1.550449526 -0.30875 0.478702864 
I 1 1 1.257573253 
Additional Income - 
Suitable 0.5566 0.3581 1.554228942 0.440979566 0.19847 0.087522925 
N/A 0.4434 0.6419 0.69079859 -0.369906974 -0.19847 0.0734168'17 
2 
1 1 1 0.160939796 
House -0 \, vned/Rented 
Owned 0.5219 0.4932 1.058179632 0.056550104 0.0287 0.00 1622802 
Rented 0.4781 0.5068 0,943371824 -0.058294775 -0.0287 0.001672868 
2: 1 1 0.003295670 
Telephone 
Confirmed 0.9007 0.7838 1.149159831 0.139031094 
0.11691 0.016253994 
Not Confirmed 0.0993 0.2162 0.45929561 
241 -0.778061 -0.11691 0.09096-1406 
0.10721640 
Educatio 
0 8083 6689 0 1.208388737 0.18928785 0.1394 0.0263 85812 University . . 
Master/ PhD 
- 0.1917 - 0.3311 0.578969694 -0.546505145 -0.1394 0.076180177 
1 1 1 
0.102565989 
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Appendix 5-C continued: IVs for whole sample WOE measure variables 
Variables/Characteristics G% B% 10: G% / B% WOE: LN(IO) G%-B% IV 
Loans from other Banks 
Nil 0.6744 0.9797 0.688317273 -0.373505394 -0.30536 0.114055413 
N/A 0.3256 0.0203 16-06466513 2.776622147 0.30536 0.847882760 
I 1 1 0.961938173 
Corporate Guarantee 
OK/from creditable 
company 0.321 7E-06 47510.71363 10.76871051 0.32101 3.456857404 
Not 0.679 1 0.6789884-11 -0.387151 '104 -0.32101 0.124279179 ý 
II 
1 1 3.581136584 
1: 
Appendix 5. D: ACC rates with different cut-off points using the whole sample for conventional techniques, 
namely, WOE, WOE,, PA, PAI, LR, and LRI 
Model 
Cut-off 
WOE 
% 
WOE, 
% 
PA 
% 
PAI 
% 
LR 
% 
LRI 
% 
0.05 76.08 75.90 80.21 79.69 79.69 79.52 
0.10 81.41 81.41 81.41 81.41 82.27 81.58 
0.15 82.27 81.93 83.65 83.65 84.68 84.17 
0.20 81.76 82.27 85.20 85.03 85.54 85.54 
0.25 81.41 80.90 86.23 86.23 85.89 86.06 
0.30 79.52 79.17 86.40 86.40 86.06 86.40 
0.35 77.97 77.62 85.89 85.89 86.75 86.75 
0.40 73.84 73.15 86.75 86.75 87.09 87.61 
0.45 69.54 68.33 87.44 87.61 87.61 87.44 
0.50 63.68 62.82 87.78 87.26 88.30 87.95 
0.55 50.77 47.16 87.95 87.95 88.81 88.47 
0.60 41.82 41.65 88.98 88.81 89.85 89.16 
0.65 37.69 37.69 89.33 87.95 89.16 87.61 
0.70 35.28 33.91 87.44 86.75 87.61 86.75 
0.75 33.05 32.53 86.40 86.23 86.23 86.40 
0.80 30.64 30.12 84.51 84.68 85.03 85.03 
0.85 29.43 29.09 83.13 82.62 82.96 83.13 
0.90 28.23 27.71 80.21 79.86 80.21 79.86 
Numbers in cells refer to the average correct classitication rates uncier ine ciiiierem QUL-UIIN. 
The 0.50 standard cut-off rates and the hIghest rates per model are hIghl, ghted. 
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Appendix 5. E: Statistical analysis using the sub-sample, training sample for conventional models namely, MDA, PA, and LR 
Discriminating Function for MDA model: 
Functions Derived 
-------------------------- 
Wilks Lambda 
---------------------------- 
Chi-Square 
-------- 
DF P-Value 
- 
1 0.553605 
---------------- 
304.5214 
--------------- 
12 
----------------------------- 
0.0000 
Analysis of Deviance and Likelihood Ratio Tests Analysis of Deviance and Likelihood Ratio Tests 
for PA model: 
ý 
for LR model: 
Analysis of Deviance 
------------------------- ------- ----------- 
Source Deviance 
------------------- 
Df P-Value 
------------------ 
Model 
------------------ 
327.975 
-------------------------- 
13 0.0000 
Residual 267.262 509 1.0000 
------------------ 
Total (corr. ) 
------------------ 
595.236 
------------------------- 
522 
Analysis of Deviance 
Source Deviance Df P-Value 
------------------ 
Model 
------------------ 
327.941 
-------------------------- 
13 0.0000 
Residual 267.295 509 1.0000 
------------------ 
Total (corr. ) 
------------------ 
595.236 
-------------------------- 
522 
Likelihood Ratio Tests 
Factor Chi-Square Df P-Value 
AGE 6.50702 1 0.0107 
LOAN AMO 68.1643 1 0.0000 
SALA 4.27628 1 0.0386 
ADD INC 0.0049713 1 0.9438 
COMP 3.07125 2 0.2153 
COR GUAR 59.8311 1 0.0000 
EDU 7.84544 1 0.0051 
HOR 3.12788 1 0.0770 
LFOB 64.1013 1 0.0000 
MAR STA 3.18677 1 0.0742 
GENDER 0.75193 1 0.3859 
TELE 56.8487 1 0.0000 
Likelihood Ratio Tests 
Factor Chi-Square D P-Value 
f 
AGE 7.38686 1 0.0066 
LOAN AMO 68.7275 1 0.0000 
SALA 3.67718 1 0.0552 
ADD INC 0.0004666 1 0.9828 
COMP 3.68545 2 0.1584 
COR GUAR 61.5275 1 0.0000 
EDU 7.03417 1 0.0080 
HOR 2.27885 1 0.1311 
LFOB 63.9056 1 0.0000 
MAR STA 3.07184 1 0.0797 
GENDER 0.917909 1 0.3380 
TELE 57.4801 1 0.0000 
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Appendix 5. F: IVs for sub-sample, training sample using WOE measure variables 
Variables/Characteristics G% B% 10: G%/B% WOE: LN(IO) G%-B% IV 
Loan Amount 
< 30000 0.5604 0.0672 8.343901742 2.121530942 0.49325 1.046439052 
From 35000 to 50000 0.2596 0.3134 0.828375566 -0.188288645 -0-05379 0.010128561 
> 55000 0.1799 0.6194 0.290519404 -1.236084909 -0.43945 0.543202951 
I 1 1 1.599770564 
Company 
Public Sector 0.1902 0.1045 1.820785898 0.59926822 0.08575 0.051389497 
Local Private Sector 0.5270 0.6045 0.871814402 -0.137178719 -0.07749 0.0106293 38 
Multinational Company 0.2828 0.2910 0.971590535 -0.028820824 -0.00827 0.00023 8303 
Y- 1 1 0.062257138 
Gender 
Male 0.7763 0.8731 0.88915255 -0.117486461 -0.09678 0.011370894 
Female 0.2237 0.1269 1.762891275 0.56695523 1 0.09678 0.054872-600 
I 1 1 0.066243493 
Marital Status 
Married 0.5321 0.8657 0.614706143 -0.486610942 -0.33354 0.162303224 
Single 0.4679 0.1343 3.483004856 1.247895386 0.33354 0.416220488 
I 1 1 0.578523712 
Age 
< 29 0.1645 0.0597 2.755784062 1.013701998 0.10482 0.106259213 
From 30 to 33 0.2108 0.1567 1.345085078 0.296457266 0.05408 0.016032556 
From 34 to 37 0.1979 0.2761 0.716876259 -0.332852034 -0.07818 0.026021027 
From 38 to 41 0.2108 0.1791 1.176949443 0.162925873 0.03169 0.0051635 18 
From 42 to 45 0.1183 0.1493 0.792287918 -0.232830421 -0.031 0.007218163 
> 46 0.0977 0.1791 0.545415596 -0.606207214 -0.08142 0.049356241 
Y- 1 1 0.210050718 
Salary 
< 2500 0.5193 0.0821 6.325777051 1.844632881 0.43719 0.806456255 
From 2530 to 5000 0.3959 0.5224 0.757840617 -0.277282183 -0.1265 0.035076521 
> 5100 0.0848 0.3955 0.214483193 -1.539523896 -0.31069 0.478313884 
I 1 1 1.319846659 
Additional Income 
Suitable 0.5681 0.3582 1.58601114 0.461222147 0.20991 0.096817188 
N/A 0.4319 0.6418 0.672924015 -0.396122861 -0.20991 0.083151908 
1 1 1 0.179969095 
House-Owned/Rented 
Owned 0.5296 0.4851 1.091714455 0.087749355 0.04449 0.003903824 
Rented 0.4704 0.5149 0.913602325 -0.090359895 -0.04449 0.004019963 
1 1 1 0.007923788 
- Telephone 
Confirmed 0.9075 0.7910 1.147160111 0.137289419 0.11641 0.015981894 
Not Confirmed 0.0925 0.2090 0.442893867 -0.814425115 -0.11641 0.0948074-10 
1 1 0.110789314 
Education 
University 0.8149 0.6866 1.186934168 0.171373653 0.12834 0.021994585 
Master/ PhD 0.1851 0.3134 0.590525156 -0.526743043 -0-12834 0.067603709 
I 1 1 0.089598294 
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Appendix 51 continued: IVs for sub-sample, training sample using WOE measure variables 
Variables/Characteristics 
Loans from other Banks 
Nil 
G% 
0.6761 
B% 
0.9776 
10: G% / B% 
0.69157558 
WOE: LN(10) 
-0.368782835 
G%-B% 
-0.30152 
IV 
0.111195177 
N/A 0.3239 0.0224 14.46786632 2.671930075 0.30152 0.805638740 
Y 1 1 0.916833918 
- 
Corporate Guarantee 
OK/from creditable 
company 0.3111 7E-09 41681234.24 17.54556157 0.31105 5.457616706 
Not 0.6889 1 0.688946021 -0.372592356 -0.31105 0.1158963 34 
y 1 1 5.573513040 
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Appendix 5. G: Comparison based on overall sub-samples, 
Table 5. GI summarizes the ACC rates, errors, and EMCs results for conventional techniques (The 
conventional models compared in this section depend on the observed results, usi ng a 0.50 cut-off point only) 
namely, WOE, DA, PA and LR, and advanced techniques namely, PNN, PNN8, PNNI-,, NILFN, MLFNI, 
BNS]4-PNN, BNS20-MLFN-3N, GPp, and GPt. 
It can be concluded from Table 5. GI that LR has the highest ACC rate, which is 88.64%, amongst the 
conventional techniques; meanwhile BNS20-MLFN-3N has the highest ACC rate, which Is 96.04%, amongst 
all techniques. All models predict good credit better than bad credit, except two models, namely, WOE and 
MDA. In addition, the highest bad predictor was 100.00% for WOE, whilst the highest good predictor was 
98.61% for BNS14-PNN. As shown in Table 5. G1, on average the overall performance of the advanced 
statistical techniques is much better than the average performance of the conventional statistical techniques. 
Table 5. GI: Comparing classification results, errors and EMCs for the selected techniques usitig the sub- 
sample, 
Scoring 
Model G% 
Overall sub-sample(s) 
B%T% 
Error results 
Type I Type 11 
EMCs 
(5: 1) 
WOE 32.10 100.00 49.40 0.6790 0.0000 0.5059 
MDA 86.14 89.86 87.09 0.1386 0.1014 0.2325 
PA 93.76 68.24 87.26 0.0624 0.3176 0.4514 
LR 93.76 73.65 88.64 0.0624 0.2635 0.3825 
PNN 97.46 87.84 95.01 0.0254 0.1216 0.1740 
PNN8 98.15 87.84 95.53 0.0185 0.1216 0.1688 
PNN17 97.46 89.86 95.53 0.0254 0.1014 0.1482 
MLFN 95.61 85.14 92.94 0.0439 0.1486 0.2222 
MLFN3** 97.00 91.22 95.53 0.0300 0.0878 0.1343 
BNS14-PNN 98.61 87.84 95.87 0.0139 0.1216 0.1654 
BNS20-MLFN-3N* 97.92 90.54 96.04 0.0208 0.0946 0.1361 
GPp 93.53 80.41 90.19 0.0647 0.1959 0.2980 
GPt 94.46 80.41 90.88 0.0554 0.1959 0.2910 
*Best model amon gst all models according to average correct classification rate. 
"Best model amo ngst all models according to the lowest misclassification cost. 
On the one hand, comparing conventional techniques, the lower MC at 0.2325 is for MDA. That was not the 
chosen model, according to the ACC rate, which is LR at 88.64% (see Table 5. Gl). On the other hand, all the 
advanced models' type II errors were higher than type I errors. The lowest MC at 0.1343 is 
for MLFN3 
amongst all the advanced models. Interestingly that was not the chosen model, according to the 
ACC rate, 
which is BNS20-MLFN-3N at 96.04% ACC rate (see Table 5-G1)- 
Comparing all techniques, the lowest MC criterion leads to selecting MLFN3, with a minimum cost of 
0.1343. However, this does not provide the highest ACC rate, which was 96.04% 
for BNS20-MLFN-3N. It 
was therefore suggested that the ACC rate is more reliable, while the MCs calculated in this chapter are more 
subjective (MC ratio used in this section is 5: 1 based on prior probabilities of good and 
bad credit of 74.5% 
and 25.5% respectively. MCs have also been calculated for all models 
including all trials, see Table 5. G2). 
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Table 5. G2: Errors and EMCs for all the proposed models using overall sub-sample, 
Scoring Error results EMC Scoring Error results EMC 
model Type I Type II model Type I Type 11 
WOE 0.6790 0.0000 0.505855 MLFN8 0.0554 0.1014 0 17055ý WOETI 0.4503 0.0608 0.412994 MLFNq 0.0393 0.1149 . 0.17,5776 WOET2 0.3673 0.0608 0.351159 MLFNIO 0.0600 0.0743 0 139433 WOET3 0.2494 0.0608 0.263323 MLFN 11 0.0577 0.0878 . 0 154932 MDA* 0.1386 0.1014 0.232542 MLFN12 0.0370 0.1419 . 0.208488 
PA 0.0624 0.3176 0.451428 MLFN13 0.0831 0.0676 0.148100 
LR 0.0624 0.2635 0.382451 MLFN14 0.0439 0.1149 0.179203 
PNN 0.0254 0.1216 0.173963 MLFNj5 0.0462 0.1149 0.18091- 
PNNI 0.0393 0.1284 0.192989 MLFN16 0.0462 0.1149 0.18091- 
PNN2 0.0277 0.1351 0.192889 MLFN17 0.0346 0.1284 0.189487 
PNN3 0.0277 0.1284 0.184347 MLFN18 0.0370 0.0946 0.148180 
PNN4 0.0254 0.1419 0.199846 MLFN, q 0.0508 0.1149 0.184344 PNN5 0.0231 0.1351 0.189462 MLFN20 0.0485 0.1216 0.191173 
PNN6 0.0208 0.1284 0.179206 BNSI-MLFN-2N 0.0693 0.1216 0.206669 
PNN7 0.0277 0.1351 0.192889 BNS2-MLFN-6N 0.0393 0.1216 0.184319 
PNN8 0.0185 0.1216 0.168823 BNS3-MLFN-5N 0.0878 0.0473 0.12 5719 
PNN9 0.0208 0.1216 0.170536 BNS4-MLFN-6N 0.0393 0.1216 0.184319 
PNNjo 0.0300 0.1216 0.177390 BNS5-MLFN-5N 0.0300 0.1419 0.203273 
PNNI 1 0.0277 0.1216 0.175677 
BNS6-PNN 0.0254 0.1216 0.173963 
PNN12 0.0300 0.1486 0.211815 BNS7-MLFN-5N 0.0485 0.0878 0.148078 
PNN13 0.0231 0.1351 0.189462 BNS8-MLFN-2N 0.0439 0.2162 0.308361 
PNN14 0.0370 0.1419 0.208488 BNS9-MLFN-5N 0.0208 0.1284 0.179206 
PNN15 0.0254 0.1419 0.199846 BNSo-MLFN-5N 0.0254 0.0946 0.139538 
PIýNI6 0.0346 0.1486 0.215242 BNSII-PNN 0.0323 0.1824 0.256624 
PNN17* 0.0254 0.1014 0.148208 BNS12-PNN 0.0185 0.1351 0.186035 
PNN18 0.0577 0.1216 0.198027 BNS13-MLFN-2N 0.0370 0.2162 0.303220 
PNNjq 0.0208 0.1216 0.170536 BNS14-PNN 0.0139 0.1216 0.165396 
PNN20 0.0393 0.1419 0.210201 BNS, 5-PNN 0.0254 0.1622 0.225728 
MLFN 0.0439 0.1486 0.222171 BNS]6-MLFN-4N 0.0277 0.1284 0.184347 
MLFN 0.0716 0.0541 0.122320 BNS17-PNN 0.0231 0.1757 0.241227 
MLFN2 0.0139 0.2432 0.320436 BNS, 8-MLFN-6N* 0.0554 0.0338 0.084368 
MLFN3 0.0300 0.0878 0.134295 BNS, 9-MLFN-3N 0.0254 0.1351 0.191176 
MLFN4 0.0370 0.1149 0.174063 BNS2o-MLFN-6N 0.0208 0.0946 0.136111 
MLFN5 0.0370 0.1081 0.165393 GPp 0.0647 0.1959 0.297974 
MLFN6 0.0647 0.1419 0.229124 GPt 0.0554 0.1959 0.291046 
MLFN7 0.0231 0.2027 0.275652 
*Models associated with the lowest estimated misclassification costs under each technique. 
On the one hand, comparing conventional techniques, where the type I error rate exceeds the type 11 error 
rate, as in the case of WOE and MDA models, the lower EMC at 0.2325 is for MDA. Also, we know that 
the ACC rate criterion led to selecting MDA at 87.09%. Correspondingly, where the type 11 error rate 
exceeds the type I error rate, as for PA and LR, the lowest EMC at 0.3825 is for LR. This is the chosen 
model between PA and LR, for LR has the highest ACC rate at 88.64%. Furthermore, comparing all 
conventional techniques, the lowest EMC leads to selecting DA at 0.2325. That was not the chosen model 
according to the ACC rate, which is LR at 88.64% ACC rate. On the other hand, most advanced models' 
type 11 errors were higher than type I errors. The lowest EMC at 0.1482 is for PNN17 amongst all the PNN 
models. That was the chosen model, according to the ACC rate, at 95.53% ACC rate. While the EMC is 
0.1223 for MUNI, that was not the chosen model according to the ACC rate. As to the MLFNs. the chosen 
model was MLFN3 at 95.53% ACC rate. The lowest EMC using the BNSs is 0.0844 for BNS, 8-MLFN-6N, 
which gives a 95.01% ACC rate, but this was not the highest ACC rate amongst all BNS models. The 
highest ACC rate in this case was for BNS20-MLFN-6N at 96.04% ACC rate. The EMC for GP models was 
lower than EMC for NNs models, but still better than EMC for conventional techniques, except WOET3 and 
MDA. Finally, comparing all the techniques, the lowest EMC criterion leads to selecting BNS, 8-. \ILFN-6N 
with a minimum cost of 0.0844. However, this does not provide the highest ACC rate, which was 
96.04% 
for BNS2o-MLFN-6N. Nevertheless, it was suggested that the ACC rate criterion is more reliable, while the 
EMC,. -, c2lculated in this r)art is more subiective. 
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Appendix 5.11: Errors and EMCs for all the proposed models using testing sub-sample, 
-%. st_I 
ýIcorlng F-IIVI IC; 6UIL, ') 
model Type I Type 11 
r-1vjA- z! ýcoring 
model 
Error results EN IC 
TvD I Fv-n e -TI WOE 0.5909 0.0000 0.4402205 MLFN8 0.1364 0.0714 0.1926530 
WOETI 0.4545 0.0714 0.4296375 MLFNq 0.1250 0.3889 0.5889-25 WOET2 0.3462 0.0714 0.3489540 MLFNjo 0.1429 0.1250 0.26583 55 WOET3 0.2045 0.0714 0.2433875 MUNI, 0.1702 0.3636 0.5903890 
MDA* 0.0455 0.0714 0.1249325 MLFN12 0.0000 0.3333 0.4249575 
PA 0.0227 0.2143 0.2901440 MLFN13 0.1277 0.1818 0.3269315 
LR 0.0227 0.1429 0.1991090 MLFNl4 0.0714 0.3125 0.4516305 
PNN 0.0455 0.2857 0.3981650 MLFN15 0.0000 0.1875 0.2390625 
PNNI 0.0909 0.0714 0.1587555 MLFN16 0.1163 0.1333 0.2 5660 10 
PNN2* 0.0444 0.0769 0.1311255 MLFN17 0.0222 0.3846 0.5069040 
PNN3 0.1316 0.2500 0.4167920 MLFN18 0.1111 0.2308 0.3770395 
PNN4 0.0488 0.2941 0.4113335 MLFNjq 0.0930 0.4667 0.6643275 
PNN5 0.1190 0.3750 0.5667800 MLFN20 0.1364 0.2857 0.4658855 
PNN6 0.0909 0.2857 0.4319880 BNSI-MLFN-2N 0.0500 0.1111 0.1789025 
PNN7 0.0714 0.2500 0.3719430 BNS2-MLFN-6N 0.0541 0.1905 0.2831920 
PNN8 0.0455 0.4286 0.5803625 BNS3-MLFN-5N* 0.1087 0.0000 0.0809815 
PNN9 0.0488 0.1765 0.2613935 BNS4-MLFN-6N 0.0698 0.2000 0.3070010 
PNN, o 0.0952 0.3125 0.4693615 BNS5-MLFN-5N 0.1250 0.1111 0.2347775 
PNNI 1 0.1628 0.2000 0.3762860 BNS6-PNN 0.0714 0.2500 0.3719430 
PNN 12 0.1389 0.3182 0.5091855 BNS7-MLFN-5N 0.0811 0.1429 0.2426170 
PNN13 0.0889 0.3846 0.5565955 BNS8-MLFN-2N 0.0465 0.3333 0.4596000 
PNN14 0.1136 0.2857 0.4488995 BNS9-MLFN-5N 0.0222 0.4615 0.6049515 
PNN15 0.0465 0.2667 0.3746850 BNSo-MLFN-5N 0.0625 0.1000 0.1740625 
PNN16 0.0476 0.1875 0.2745245 BNSII-PNN 0.0000 0.1500 0.1912500 
PNN17 0.1429 0.1875 0.3455230 BNS12-P14N 0.0541 0.2381 0.3438820 
PNN18 0.0870 0.2500 0.3835650 BNS13-MLFN-2N 0.0652 0.2500 0.3673240 
PINN 19 0.0816 0.3333 0.4857495 BNS14-PNN 0.0789 0.2000 0.3137805 
PNN20 0.0698 0.1333 0.2219585 BNS, 5-PNN 0.0952 0.1250 0.2302990 MLFN* 0.0455 0.0714 0.1249325 BNS16-MLFN-4N 0.0227 0.4286 0.5633765 
MUNI 0.1136 0.0714 0.1756670 BNS17-PNN 0.0000 0.2727 0.3476925 
MLFN2 0.0244 0.3529 0.4681255 BNS, 8-MLFN-6N 0.0476 0.1875 0.2745245 
MLFN3 0.0930 0.2000 0.3242850 BNS, 9-MLFN-3N 0.0667 0.2308 0.3439615 
MLFN4 0.0732 0.2353 0.3545415 BNS20-MLFN-6N 0.0750 0.3333 0.4808325 
MLFN5 0.0638 0.0909 0.1634285 GPp 0.0455 0.2143 0.3071300 
MLFN6 0.1316 0.3500 0.5442920 GPt 0.0455 0.2143 0.3071300 
MLFN7 0.0976 0.4706 0.6727270 
*Models associated with the lowest estimated misclassification costs under each technique. 
Firstly, comparing conventional techniques, the lower EMC at 0.1249 was for MDA. Also, it was know 
that the ACC rate criterion led to selecting MDA at 94.83%. Secondly, most advanced models' type 11 
errors were higher than type I errors. The lowest EMC at 0.1311 was for PNN2 amongst all the PNN 
models. That was the chosen model, according to the ACC rate, at 94.83% ACC rate. While the EMC was 
0.1249 for MLFN, that was the chosen model, besides MLFNI5, according to the ACC rate at 94.83%. The 
lowest EMC using the BNSs was 0.0810 for BNS3-MLFN-5N, which gave a 91.38% ACC rate, but this 
was not the highest ACC rate amongst all BNS models. The highest ACC rate in this case was for both 
BNS II -PNN and BNS]7-PNN at 94.83% ACC rate. The EMC for GP models was lower than 
EMC for 
some NN models, but still better than EMC for conventional techniques, namely WOE, WOETI , and 
WOET2. Finally, comparing all the techniques, the lowest EMC criterion leads to selecting BNS3-MLFN- 
5N with a minimum cost of 0.0810. However, this does not provide the highest ACC rate, which was 
94-83% for more than one model (i. e. MDA, LR, PNN2, MLFN, MLFN15, BNS II -PNN and BNS17-PNN). 
Nevertheless, it was suggested that the ACC rate criterion is more reliable, while the EMCs calculated 
in 
this vart is more subjective. 
A61 
Appendix 51 Statistical ana ysis us ng the sub-sample2 training sample for conventional models namely 
MDA, PA, and LR ýI 
F-Discriminating Function for MDA model: 
Functions Derived Wilks Lambda Chi-Square DF P-Value 
--------------------------------------------------------------------------------------------------------------------------- 
1 0.538743 282.6621 12 0.0000 
Analysis of Deviance and Likelihood Ratio Tests Analysis of Deviance and Likelihood Ratio Tests 
for PA model: for LR model: 
Analysis of Deviance 
------------------------------- --------- ------------- 
Analysis of Deviance 
--------- ------- ---------- 
Source 
------------------ 
Deviance 
---------- 
Df 
--------------- 
P-Value 
Source Deviance Df P-Value ------------------- ------------------ ---------- --------------- 
-------------------- ----------------- ---------- ------------- Model 304.592 13 0.0000 
Residual 215.615 451 1.0000 
Model 305.862 13 0.0000 ------------------- ------------------ ---------- -------------- 
Residual 
------------------- 
214.345 
------------------ 
451 
---------- 
1.0000 
------------- 
Total (corr. ) 520.207 464 
Likelihood Ratio Tests 
Total (corr. ) 520.207 464 Factor Chi-Square Df P-Value 
AGE 8.07246 1 0.0045 
Likelihood Ratio Tests LOAN AMO 56.8925 1 0.0000 
Factor Chi-Square Df P-Value SALA 5.54293 1 0.0186 
AGE 7.57524 1 0.0059 ADD INC 0.00166394 1 0.9675 
LOAN AMO 58.8 1 0.0000 COMP 6.83249 2 0.0328 
SALA 6.33737 1 0.0118 COR GUAR 46.586 1 0.0000 
ADD INC 0.00149002 1 0.9692 EDU 4.02197 1 0.0449 
COMP 7.26705 2 0.0264 HOR 2.65766 1 0.1030 
CORGUAR 45.6764 1 0.0000 LFOB 69.836 1 0.0000 
EDU 4.96534 1 0.0259 MAR STA 1.63221 1 0.2014 
HOR 3.47966 1 0.0621 GENDER 1.065 1 0.3021 
LFOB 70.5866 1 0.0000 TELE 54.6596 1 0.0000 
MARSTA 1.6328 1 0.2013 
GENDER 1.03381 1 0.3093 
TELE 55.0159 1 0.0000 
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Appendix 5. J: lVs for sub-sample2 training sample using WOE measure variables 
variauin)/k-lldldULCIiýýLIUýý \J/0 1370 1 U: (j'/o / B% WOE: LN(IO) G%-B% I -VI 
Loan Amount ý 
< 30000 0.5629 0.0609 9.246938776 2.224292554 0.50199 j 1.116567231 
From 35000 to 50000 0.2514 0.2870 0.876190476 
-0.132171773 -0.03553 0,004695792 > 55000 0.1857 0.6522 0.284761905 
-1.2561018- -( , ('). ý8ý9'10ýslc) 
1.707183833 
Company 
_ Public Sector 0.1800 0.1130 1.592307692 0.465184343 0.06696 0.031147126 
Local Private Sector 0.5086 0.6348 0.801174168 -0.221676917 -0.12621 0.027978105 Multinational Company 0.3114 0.2522 1.234975369 0.211051026 0.05925 0.012505 756 
Y- 1 1 0.071630987 
_Gender Male 0.7600 0.8783 0.865346535 -0.144625234 -0.118 '16 0.017103506 Female 0.2400 0.1217 1.971428571 0.678758443 11826 0.080-170564 
1 0.097374070 
_Marital 
Status 
Married 0.5371 0.8696 0.617714286 -0.481729249 -0.33242 0.160137574 
- 
Single 0.4629 0.1304 3.548571429 1.266545108 0.33242 0.421027914 
Y- 1 1 0.581165488 
Age 
< 29 0.1743 0.0609 2.863265306 1.051962689 0.11342 0.119309557 
From 30 to 33 0.2057 0.1478 1.391596639 0.330451749 0.05789 0.019129257 
From 34 to 37 0.1857 0.2783 0.667410714 -0.404349659 -0.09255 0.037421180 
From 38 to 41 0.2114 0.1913 1.105194805 0.100021614 0.02012 0.002012857 
From 42 to 45 0.1143 0.1304 0.876190476 -0.132171773 -0.01615 0.002134451 
> 46 0.1086 0.1913 0.567532468 -0.56645732 -0.08273 0.046864668 
I 1 1 0.226871969 
Salary 
< 2500 0.5229 0.087 6.012857143 1.793900034 0.4359 0.781962139 
From 2530 to 5000 0.3914 0.487 0.803826531 -0.218371791 -0.09553 0.020860610 
> 5100 0.0857 0.4261 0.201166181 -1.603623943 -0.3403- 0.545829764 
1 1 1.3486521513 
Additional Income 
Suitable 0.5543 0.3217 1.722779923 0.54393922 0.23255 0.126491208 
N/A 0.4457 0.6783 0.657142857 -0.419853846 -0.23255 0.097635578 
1 1 0.224126785 
House-Owned/Rented 
Owned 0.5200 0.4870 1.067857143 0.06565397 0.03304 0.002169436 
Rented 0.4800 0.5130 0.9355932" -0.066574491 -0.03304 0.002199853 
1 0.004369288 
Telephone 
Confirmed 0.8971 0.7739 1.159229535 0.14775559 0.12323 0.018207894 
NotConfirmed 0.1029 0.2261 0.454945055 -0.787578626 -0.123-13 0.097053167 
0.115261061 
Education 
- University 0.8257 0.6870 1.20198915 0.18397781 0.13876 0.025528349 
Master/ PhD 0.1743 0.3130 0.55674603 -1 -0.5856461 -0.13876 0.081-162943 
0.106791293 1 
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Appendix 5. J continued: IVs for sub-sample2 training sample using WOE measure variables 
Appendix 5. K: Comparison based on overall sub-sampleS2 
The classification results for all sub-sample2models are compared in order to evaluate these models. Table 
5. KI summarizes the ACC rate results for conventional techniques (the conventional models compared in 
this section depend on the observed results, using a 0.50 cut-off point only) namely, WOE, NIDA, PA, and LR, and advanced techniques namely, PNN, PNN7, MLFN, MLFN9, BNSg-PNN, GPp, and GP,. 
Table 5. KI: Comparing classification results, errors and EMCs for the selected techniques using the sub- 
sample2 
Scoring 
Model 
Overall sub-sample(s) 
G%B%T% 
Error results 
Type I Type 11 
EMC 
(5: 1) 
WOE 33.26 100.00 50.26 0.6674 0.0000 0.4972 
MDA 86.37 87.16 86.57 0.1363 0.1284 0.2653 
PA 94.23 66.22 87.09 0.0577 0.3378 0.4737 
LR 94.00 67.57 87.26 0.0600 0.3243 0.4582 
PNN 97.69 76.35 92.25 0.0231 0.2365 0.3187 
PTýN7* 98.61 89.19 96.21 0.0139 0.1081 0.1482 
MLFN 98.38 68.92 90.88 0.0162 0.3108 0.4083 
MLFNq 97.23 84.46 93.98 0.0277 0.1554 0.2188 
BNSg-PNN 97.46 87.84 95.01 0.0254 0.1216 0.1740 
GPv 93.76 79.73 90.19 0.0624 0.2027 0.3049 
GPt 97.92 81.08 93.63 0.0208 0.1892 0.2567 
*Best model amongst all models. 
It can be concluded from Table 5. K1 that LR has the highest ACC rate, which is 87.26%, amongst all 
conventional techniques. Meanwhile, PNN7 has the highest ACC rate, which is 96.21%, amongst all 
techniques. All models predict good credit better than bad credit, except two conventional models namely, 
WOE, and MDA. In addition, the highest correctly classified bad credit was 100.00% for WOE, whilst the 
highest correctly classified good credit was 98,61% for PNN7. As shown in Table 5. Kl, on average the 
overall performance of the NNs and GP is much better than the average performance of the conventional 
techniques. 
Table 5. KI also concludes the type 1, type 11 errors and the EMCs for the selected models. Oil the one hand, 
comparing conventional techniques, where the type I error rate exceeds the type 11 error rate, as in the case of 
WOE and MDA, the lower MC at 0.2653 is for MDA. Also, it is known that the ACC rate criterion led to 
selecting MDA at 86.57% (see Table 5XI). Correspondingly, where the type 11 error rate exceeds the type I 
error rate, as for PA and LR, the lowest MC at 0.4582 is for LR. This is also the chosen model between PA 
and LR, for LR has, amongst these, the highest ACC rate at 87.26% (see Table 5-KI). 
On the other hand, all the advanced models' type 11 errors were higher than type I errors. Comparing 
NNs 
models namely, PNN and MLFN and GP models namely, GPp and GPt, for which the same training sub- 
sample2 was used in building these models and the same testing sub-sample2 was used to test the predictiie 
ability of these models, the lowest MC at 0.2567 is for GPt amongst these techniques. 
That was the chosen 
model, according to the ACC rate, which is GPt at a 93.63% ACC rate (see Table 5XI). 
By extending the 
comparison to include the powerful NN models namely, PNN7, MLFN9, and BNS8-PNN, the 
highest ACC 
rate was 96.21 % for PNN7- It is clear that this model was the best model based on the 
lowest ENIC at 0.1482, 
as revealed in Table 5. K1. 
Finally, comparing all models, the lowest MC criterion leads to selecting 
PNN7, with a minimum cost of 
0.1482. However, this does provide the highest ACC rate, which was 96-21% 
for PNN7 (the analysis of this 
section was extended to include the EMCs for all models including all trials, 
for details see Table 5. K2). 
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Table 5. K2: Errors and EMCs for all the proposed models using overall sub-sample2 
Scoring 
model 
Error results EMC Scoring 
model 
Error results 
Tvve I Tvr)e if 
ENIC Type I Type 11 
WOE 0.6674 0.0000 0.4972130 MLFN8 0.0577 0.1284 
WOETI 0.4688 0.0541 0.4182335 MLFNq* 0.0277 0.1554 
WOET2 0.3810 0.0541 0.3528225 MUNIO 0.0277 0.2095 
WOET3* 0.2587 0.0541 0.2617090 MUNI 1 0.0647 0.1216 
MDA 0.1363 0.1284 0.2652535 MLFN12 0.0462 0.1284 
PA 0.0577 0.3378 0.4736815 MLFN13* 0.0670 0.0878 
LR 0.0600 0.3243 0.4581825 MLFN14 0.0277 0.1892 
PNN 0.0231 0.2365 0.3187470 MLFN, 5 0.0439 0.1486 
PNNI 0.0416 0.1014 0.1602770 MLFN16 0.0762 0.1149 
PNN2 0.0277 0.1216 0.1756765 MLFN17 0.0115 0.2770 
PNN3 0.0393 0.1486 0.2187435 MLFN18 0.0485 0.1622 
PNN4 0.0439 0.1014 0.1619905 MLFNiq 0.0393 0.1689 
PNN5 0.0370 0.1081 0.1653925 MLFN20 0.0393 0.1554 
PNN6 0.0254 0.1689 0.2342705 BNSI-PNN 0.0323 0.1081 
PNN7 0.0139 0.1081 0.1481830 BNS2-MLFN-5N 0.0416 0.1149 
PNN8 0.0393 0.1351 0.2015310 BNS3-MLFN-6N 0.0554 0.1081 
PNN9 0.0231 0.1689 0.2325570 BNS4-MLFN-4N 0.0485 0.1216 
PNNjo 0.0300 0.1351 0.1946025 BNS5-MLFN-3N 0.0416 0.1149 
PNNI 1 0.0162 0.1351 0.1843215 BNS6-MLFN-2N 0.0624 0.1554 
PNN12 0.0393 0.1757 0.2532960 BNS7-MLFN-6N 0.0439 0.0878 
Pl*ýN]3 0.0208 0.1554 0.2136310 BNS8-PNN 0.0254 0.1216 
PNN14 0.0139 0.1486 0.1998205 BNSq-PNN 0.0277 0.1824 
PNN, 5* 0.0323 0.0946 0.1446785 BNSo-PNN 0.0346 0.1757 
PNN16 0.0323 0.1824 0.2566235 BNS II -MLFN-6N 0.0462 0.0878 
PNN17 0.0346 0.1689 0.2411245 BNS]2-MLFN-2N 0.0416 0.2297 
PNN18 0.0208 0.1486 0.2049610 BNS13-MLFN-2N 0.0462 0.1757 
PNNjq 0.0208 0.1959 0.2652685 BNS14-MLFN-3N 0.0600 0,0743 
PNN20 0.0300 0.1554 0.2204850 BNS, 5-PNN 0.0277 0.1419 
MUN 0.0162 0.3108 0.4083390 BNS]6-MLFN-5N 0.0393 0.0878 
MUNI 0.0508 0.1351 0.2100985 BNS17-PNN 0.0439 0.1689 
MLFN2 0.0577 0.1014 0.1722715 BNS18-MLFN-5N 0.0254 0.1351 
MLFN3 0.0393 0.1622 0.2360835 BNS, 9-MLFN-5N* 0.0439 0.0743 
MLFN4 0.0185 0.2027 0.2722250 BNS2o-MLFN-3N 0.0231 0.2365 
MLFNs 0.0878 0.0946 0.1860260 GPp 0.0624 0.2027 
MLFN6 0.0762 0.0878 0.1687140 GPt 0.0208 0.1892 
MLFN7 0.0208 0.2095 0.2826085 
0.2066965 
0.218--1 -; 
0.287-490 
0.20324 15 
0.1981290 
0.1618600 
0.2618665 
1 
0.2221 -f ýi 1 
0.2032665 
0.3617,425 
0.24293 -5 
0.2446260 
0.2174135 
0.1618910 
0.1774895 
0.1791005 
0.1911725 
0.177489 5 
0.2446230 
0.1446505 
0.1739630 
0.2531965 
0.2497945 
0.1463640 
0.3238595 
0.2584365 
0.1394325 
0.2015590 
0.1412235 
0.2480530 
0.1911755 
0.1274380 
0.3187470 
0.3049305 
0.2567260 
*Models associated with the lowest estimated misclassification costs for each technique. 
On the one hand, comparing conventional techniques, where the type I error rate exceeds the type 11 errot. 
rate, as in the case of WOEs and MDA, the lower MC at 0.2617 is for WOET3. This is not the chosen model 
between WOEs and MDA, for MDA has the highest ACC rate at 86.57%. Correspondingly, where the type 
II 
error rate exceeds the type I error rate, as for PA and LR, the lowest MC at 0.4582 is for LR. This 
is also the 
chosen model between PA and LR, for LR has the highest ACC rate at 87.26%. On the other 
hand. all the 
advanced models' type 11 errors were higher than type I errors. Comparing GP models and 
basic NN models, 
the lowest MC at 0.2567 is for GPt. that was the chosen model according to ACC rate criterion, which 
is GP, 
at93-63%ACC rate. Furthermore, the lowest MC at 0.1447 is for PNN15 amongst all the 
PNN models. That 
was not the chosen model, according to the ACC rate, which is PNN7 at 96.21% 
ACC rate. While the MC is 
0.1619 for MLFN13. Again that was not the chosen model according to the ACC rate. As to the 
MLFNs the 
chosen model was MLFN9 at 93.98% ACC rate. The lowest MC using the 
BNSs is 0.1-174 for BNS, 9-MLFN- 
5N, gives a 94.84% ACC rate, but this was not the highest ACC rate amongst all 
BNS models. The highest 
ACC rate in this case was for BNS8-PNN at 95.01%. Finally, the EMC 
for GP, model was lower than ENIC 
for some of the powerful NNs models, but still better than EMC 
for conventional techniques and basic NN 
models. Comparing all the techniques, the lowest MC criterion leads to selecting 
BNSI8-%MLFN-5N with a 
minimum cost of 0.1274. However, this does not provide the 
highest ACC, which was 96.21% for PNN-. 
Correspondingly, it is strongly suggested that the ACC rate is more reliable, while 
the MCs calculated in this 
section is more subjective. 
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Appendix 51: Errors and EMCs for all the proposed models using testing sub-sample2 
Scoring Error results EMC Scoring Error results EN IC 
model Type I Type II model Type I Type 11 
WOE 0.6145 0.0000 0.4578025 MLFN8 0.1829 0.2941 0 51-12380 WOETI 0.4578 0.0909 0.4569585 MLFNq 0.0706 0.3226 . 0 4639120 WOET2 0.3585 0.0909 0.3829800 MLFNIO 0.0988 0.4571 . 0 6564085 WOET3* 0.2289 0.0909 0.2864280 MUNI, 0.1379 0.2759 . 0,4545080 
MDA 0.1205 0.1818 0.3215675 MLFN12 0.1125 0.2222 0,36711 -5 PA 0.0482 0.5455 0.7314215 MLFN13* 0.1310 0.1875 0.3366575 
LR 0.0482 0.5758 0.7700540 MLFN14 0.1000 0.3611 0.5349025 
PNN 0.0361 0.4242 0.5677495 MLFN15 0.1205 0.2121 0.3602000 
PNN 1 0.0842 0.2381 0.3663065 MLFN]6 0.1667 0.3846 0.6145565 
PNN2 0.0575 0.2069 0.3066350 MLFN17 0.0256 0.4211 0.5559745 
PNN3 0.0879 0.1600 0.2694855 MLFN18 0.0989 0.3200 0.4816805 
PNN4 0.1290 0.1739 0.3178275 MLFN, q 0.1125 0.3611 0.5442150 PNN5 0.1529 0.3871 0.6074630 MLFN20 0.1220 0.2353 0.3908975 
PNN6 0.0976 0.2647 0.4102045 BNSI-PNN 0.1176 0.2581 0.4166895 
PNN7* 0.0633 0.1622 0.2539635 BNS2-MLFN-5N 0.1047 0.2667 0.4180440 
PNN8 0.1136 0.3214 0.4944170 BNS3-MLFN-6N 0.0805 0.1724 0.2797825 
PNN9 0.0581 0.4000 0.5532845 BNS4-MLFN-4N 0.0633 0.2973 0.4262160 
PNNIO 0.1341 0.2353 0.3999120 BNS5-MLFN-3N 0.0698 0.2667 0.3920435 
PNNII 0.0581 0.2333 0.3407420 BNS6-MLFN-2N 0.1183 0.3043 0.4761160 
PNN12 0.1023 0.2857 0.4404810 BNS7-MLFN-6N 0.1087 0.2500 0.3997315 
PNN13 0.0617 0.2571 0.3737690 BNS8-PNN 0.0824 0.1935 0.3081005 
PIýN]4 0.0595 0.3750 0.5224525 BNSq-PNN 0.0380 0.3784 0.5107700 
PNN15 0.1023 0.3214 0.4859985 BNSo-PNN 0.0805 0.2414 0.3677575 
PNN16 0.0941 0.2581 0.3991820 BNS II -MLFN-6N 0.1000 0.1944 0.3223600 
PNN17 0.0488 0.3235 0.4488185 BNS12-MLFN-2N 0.0353 0.3226 0.4376135 
PNN18 0.1034 0.4138 0.6046280 BNS13-MLFN-2N 0.0879 0.2800 0.4224855 
PNNjq 0.0513 0.4474 0.6086535 BNS]4-MLFN-3N* 0.1023 0.1071 0.2127660 
PNN20 0.0941 0.3226 0.4814195 BNS15-PNN 0.0349 0.2667 0.3660430 
MLFN 0.0482 0.5758 0.7700540 BNS]6-MLFN-5N 0.1136 0.3214 0.4944170 
MUNI 0.1149 0.3448 0.5252205 BNS17-PNN 0.0659 0.3200 0.4570955 
MLFN2 0.1705 0.2143 0.4002550 BNS]8-MLFN-5N 0.0455 0.2857 0.3981650 
MLFN3 0.0879 0.3200 0.4734855 BNS, 9-MLFN-5N 0.1096 0.2093 0.3485095 
MLFN4 0.0494 0.4000 0.5468030 BNS20-MLFN-3N 0.0323 0.3043 0.4120460 
MLFN5 0.2048 0.2424 0.4616360 GPp 0.0964 0.4242 0.6126730 
MLFN6 0.1222 0.2692 0.4342690 GPt 0.0482 0.4545 0.6153965 
MLFN7 0.0682 0.3571 0.5061115 
*Models associated with the lowest estimated misclassification costs for each technique. 
Firstly, comparing conventional techniques the lower MC at 0.2864 was for WOET3. This was not the 
chosen model between these techniques, for MDA has the highest ACC rate at 86.21%. Secondl , all the 
advanced models' type 11 errors were higher than type I errors. Comparing GP models and 
basic NN 
models, the lowest MC at 0.2567 is for GP,. that was the chosen model according to ACC rate criterion. 
which is GPt at 93.63% ACC rate. Furthermore, the lowest MC at 0.2540 was 
for PNN7 amongst all the 
PNN models. That was the chosen model, besides PNN2, according to the ACC rate at 
90.52% ACC rate. 
While the MC was 0.33.67 for MLFN13. That was not the chosen model according to the 
ACC rate. As to 
the MLFNs the chosen models were MLFN3, MLFN7 and MLFN9 at 
86.21% ACC rate. The lowest MC 
using the 13NSs was 0.2128 for BNS14-MLFN-3N, that gave an 89.66% 
ACC rate, but this was not the 
highest ACC rate amongst all BNS models. The highest ACC rate 
in this case was for BNS20-MLFN-3N at 
91.38%. Finally, the EMC for GP, model was higher than EMC for most of the powerful 
NNs models, but 
still better than EMC for conventional techniques namely, PA and 
LR- Comparing all the techniques, the 
lowest MC criterion leads to selecting BNS14-MLFN-3N with a minimum cost of 
0.2128. Howeý-er-, this 
does not provide the highest ACC rate, which was 91.38% 
for BNS20-MLFN-3N . 
Correspondingly, it is 
strongly suggested that the ACC rate is more reliable, while the 
MCs calculated in this section 1" more 
Subjective. 
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Appendix 5. M: Statistical analysis using the sub-sample3 training sample for conventional models namely. MDA, PA, and LR 
Discriminating Function for MDA model: 
Functions Derived 
-------------------------- 
Wilks Lambda 
---------------------------- 
Chi-Square 
---------- 
DF P-Value 
- 
1 0.534375 
-------------- 
238.7566 
--------------- 
12 
----------------------------- 
0.0000 
Analysis of Deviance and Likelihood Ratio Tests Analysis of DevIance and Likelihood Ratlo Tests 
for PA model: 
ý 
for LR model: 
Analysis of Deviance Analysis of Deviance 
------------------------------------------------------------- 
Source Deviance Df P-Value 
-------------------------------------------------------------- 
Source Deviance Df P-Value 
---------------- 
Model 
-------------------- 
255.217 
----------- 
13 
-------------- 
0.0000 Model ---- ----------- 254.302 ------------------- 13 ------------- 0.0000 -------------- Residual 183.92 375 1.0000 Residual 184.835 375 1.0000 
------ -------- ---------- ----- 
Total (corr. ) 439.137 388 Total (corr. ) 439.137 388 
Likelihood Ratio Tests Likelihood Ratio Tests 
Factor Chi-Square Df P-Value Factor Chi-Square D P-Value 
AGE 3.45486 1 0.0631 f 
LOAN AMO 49.0631 1 0.0000 AGE 3.7715 1 0.0521 
SALA 3.71207 1 0.0540 LOAN AMO, 47.4656 1 0.0000 
ADD INC 0.0116843 1 0.9139 SALA 3.00205 1 0.0832 
COMP 5.64814 2 0.0594 ADD INC 0.0146613 1 0.9036 
COR GUAR 37.5878 1 0.0000 COMP 5.56739 2 0.0618 
EDU 6.96127 1 0.0083 COR GUAR 39.0738 1 0.0000 
HOR 2.02938 1 0.1543 EDU 6.14961 1 0.0131 
LFOB 50.196 1 0.0000 HOR 1.30942 1 0.2525 
MARSTA 0.155086 1 0.6937 LFOB 49.3187 1 0.0000 
GENDER 1.2164 1 0.2652 MAR STA 0.144485 1 0.7039 
TELE 52.5886 1 0.0000 GENDER 1.29801 1 0.2546 
TELE 52.515 1 0.0000 
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Appendix 5. N: IVs for sub-sample3 training sample using WOE measure variables 
Variables/Characteristics G% B% 10: G% / B% WOE: LN(IO) 
Loan Amount 
B% IV 
If juuuu 
From 35000 to 50000 
> 55000 
U.: ) 0 -) ro U-U / 14 7.890034364 2.06560049 0.49215 1.016575597 0.2509 0.2653 0.945545863 
-0.055992885 -0.01445 0.000808930 0.1856 0.6633 0.279777954 
-1.273759012 -0.4--- 0.6 08 4--, -; no 11 
1.625857037 
Company 
Public Sector 0.1684 0.0918 1.833524246 0.606239932 0.07655 0.046406542 
Local Private Sector 0.5120 0.6224 0.822601544 -0.195283347 -0-11042 0.021563478 Multinational Company 0.3196 0.2857 1.118556701 0.112039194 0.03387 0.00379514" 
I 1 1 0.071765162 
Gender 
Male 0.7560 0.8980 0.841924399 -0.172065057 -0.14195 0.0244 Female 0.2440 0.1020 2.391065292 0.87173S996 14 N 0.123 -31)3 -4 
1 1 1 0.148163223 
Marital Status 
Married 0.5533 0.8571 0.645475372 -0.437768222 -0.30388 0.133028242- 
Single 0.4467 0.1429 3,127147766 1.140121332 0.30388 0.346458078 
1 1 1 0.479486320 
Age 
< 29 0.1649 0.0612 2.694158076 0.991085753 0.10372 0.102799343 
From 30 to 33 0.2096 0.1531 1,369530355 0.314467875 0.05656 0.017786545 
From 34 to 37 0.1924 0.2959 0.650314018 -0.430299928 -0.10348 0.044526793 
From 38 to 41 0.2062 0.1735 1.188599151 0.17277543 0.03272 0.005652552 
From 42 to 45 0.1271 0.1122 1.132771009 0.124666851 0.0149 0.001857894 
> 46 0.0997 0.2041 0.488316151 -0.716792232 -0.10443 0.074851 ý ""6 
E 1 1 0.247474352 
Salary 
< 2500 0.5155 0.0714 7.216494845 1.976369357 0.44404 0.87757785 1 
From 2530 to 5000 0.3918 0.5204 0.752779462 -0.283982973 -0.12866 0.036535996 
> 5100 0.0928 0.4082 0.2227319588 -1.481398377 -0.31538 0.467203065 
1 1 1.381316912 
Additional Income 
Suitable 0.5808 0.3571 1.626116838 0.486194865 0.22361 0.108719568 
N/A 0.4192 0.6429 0.652157312 -0.42746947 -0.22361 0.095587798 
1 1 0.204307366 
House-Owned/Rented 
Owned 0.5361 0.5204 1.030119264 0.029674586 0.01567 0.000465129 
Rented 0.4639 0.4796 0.967317394 -0.033228612 -0.01567 0.000520836 
0.000985964 
Telephone 
_ Confirmed 0.9072 0.7653 1.185429553 0.170105201 0.14191 0.024139692 
NotConfirmed 0.0928 0.2347 0.395338413 -0.928013138 -0.14191 0.131694690 
I 1 1 0.1155834382 
Education 
i 
University 0.8316 0.6633 1.25381972 0.226194668 0.16835 0.038079830 
Master/ PhD 0 1684 0.3367 0.500052067 -0.693043052 -0.16835 
0.116673669 
V 
. 
1 1 0.1547 
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Appendix 5. N continued: IVs for sub-sample3 training sample using WOE measure variables 
Variables/Characteristics G% B% 10: G% / B% WOE: LN(10) Gl/, ý-B% IV 
Loans from other Banks 
Nil 0.6735 0.9898 0.680483225 -0.384952108 -0.31626 0.121743568 
N/A 0.3265 0.0102 3 1.993 12715 3.465521103 0.316-16 1.095993226 
1 1 1.217ý36794 
Co orate Guarantee 
OK/from creditable 
company 0.3127 1E-08 30646048.42 17.23801429 0.31271 5.390581611 
Not 0.6873 1 0.68728523 -0.37500589 -0.31271 0.117 -1698-9 
5.50 785 1491 
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Appendix 5.0: Comparison based on overall sub-sampleS3 
Table 5.01 summarizes the ACC rates, errors, and EMCs results for conventi techn* iques (classifications 
based on a 0.50 cut-off point only) namely, WOE, MDA, PA, and LR, and ad-vanced techniques namel-.,.,. 
PNN, PNN55MLFN, MLFN75MLFNI5, BNS5-MLFN-5N, GPp, and GP,. 
Table 5.01: Comparing classification results, errors and EMCs for the selected techniques using tile sub- 
sample3 
Scoring 
Model 
Overall sub-sample(s) 
G%B%T% 
Error results 
Type I Ty pe 11 
EMC 
(5: 1) 
WOE 33.03 100.00 50.09 0.6697 0.0000 0.4989 
MDA 87.53 84.46 86.75 0.1247 0.1554 0.2910 
PA 88.68 83.78 87.44 0.1132 0.1622 0.2911 
LR 94.00 66.22 86.92 0.0600 0.3378 0.4754 
PNN 97.69 76.35 92.25 0.0231 0.2365 0.3187 
PNN5 95.38 90.54 94.15 0.0462 0.0946 0.1550 
MLFN* 97.00 88.51 94.84 0.0300 0.1149 0.1688 
MLFN7 93.76 92.57 93.46 0.0624 0.0743 0.1412 
MLFN15 97.00 83.11 93.46 0.0300 0.1689 0.2377 
BNS5-MLFN-5N** 95.38 92.57 94.66 0.0462 0.0743 0.1292 
GPI) 94.92 75.68 90.02 0.0508 0.2432 0.3479 
GP, 95.84 80.41 91.91 0.0416 0.1959 0.2808 
*Best model amongst all models according to average correct classification rate. 
"Best model amongst all models according to the lowest misclassification cost. 
As concluded in Table 5.01, PA has the highest ACC rate at 87.44%, amongst all conventional techniques. 
Meanwhile, MLFN has the highest ACC rate at 94.84%%, amongst all techniques. All models predict good 
credit better than bad credit, except only one conventional model namely, WOE. In addition, the highest 
correctly classified bad credit was 100.00% for WOE, whilst the highest correctly classified good credit was 
97.69% for PNN. It can be concluded from Table 5.01, that the average performance of the NNs and GP is 
better than the average perfon-nance of the conventional techniques. 
Furthermore, comparing conventional techniques, there was only one model where the type I error rate 
exceeds the type 11 error rate, as in the case of WOE, the MC at 0.4989 was for WOE. Correspondingly, 
where the type 11 error rate exceeds the type I error rate, as for MDA, PA and LR, the lowest MC at 0.29 10 is 
for MDA. This was not the chosen model between PA and LR, for PA has, amongst these, the highest ACC 
rate at 87.44% (but it can be argued that PA model give the lowest EMC at 0.2911, because this cost was 
very close to that cost provided by MDA at 0.2910), as shown in Table 5.0 1. 
All the advanced models' type 11 errors were higher than type I errors. Comparing NNS models namely, 
PNN 
and MLFN and GP models namely, GPp and GPt, for which the same tral . ning, testing, and overall sub- 
sampleS3 were used to produce these models, the lowest MC at 0.0.1688 is 
for MLFN amongst these 
techniques. That was the chosen model, according to the ACC rate at a 94.84% ACC rate 
(see Table 5.01). 
Moreover, the comparison extended to include the powerful NN models namely, 
PNNS, MLFN7, MLFN, 5, 
and BNS5-MLFN-5N, the highest ACC rate was 94.84% for MLFN- This was not the chosen model 
according to the lowest EMC at 0.1292 for BNS5-MLFN-5N model, as concluded in 
Table 5.01. 
At last, comparing all conventional and advanced techniques, the 
highest ACC rate, which was 94.84%, leads 
to selecting MLFN. However, this does provide the lowest MC, which was 
0.1292 for BNS5-MLFN-5N (for 
more details regarding EMCs for all sub-sample3 models including all trials, see 
Table 5.02). 
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Table 5.02: Errors and EMCs for all the proposed models using overall sub-sample3 
Scoring Error results EMC Scoring Error results EMC 
model Type I Type 11 model Type I I 
WOE 0.6697 0.0000 0.498927 MLFN8 0.0670 0.1486- 0 ý239380 
WOETI 0.4596 0.0608 0.419667 MLFNq 0.0600 0.1419 0 225623 WOET2 0.3810 0.0608 0.361365 MLFNIO 0.0462 0.1284 . 0 198129 WOET3* 0.2587 0.0608 0.270252 MUNI 1 0.0554 0.1554 . 0.239408 
MDA 0.1247 0.1554 0.291037 MLFN12 0.0785 0.0946 0.179098 
PA 0.1132 0.1622 0.291139 MLFN13 0.0508 0.1486 0.227311 
LR 0.0600 0.3378 0.475395 MLFN14 0.0693 0.1351 0.223881 
PNN 0.0231 0.2365 0.318747 MLFN, 5 0.0300 0.1689 0.237698 
PNNI 0.0370 0.2230 0.311890 MLFN16 0.0346 0.1689 0.241125 
PNN2 0.0462 0.1216 0.189459 MLFN17 0.0600 0.1689 0.260048 
PNN3 0.0370 0.1824 0.260125 MLFN, 8 0.0370 0.2432 0.337645 
PNN4 0.0577 0.2095 0.310099 MLFNjq 0.0647 0.1149 0.194699 
PNN5 0.0462 0.0946 0.155034 MLFN20 0.0416 0.1554 0.229127 
PNN6 0.0577 0.1149 0.189484 BNSI-MLFN-2N 0.0485 0.1419 0.217055 
PNN7 0.0323 0.2095 0.291176 BNS2-MLFN-6N 0.0462 0.1149 0,180917 
PNN8 0.0416 0.1486 0.220457 BNS3-MLFN-5N 0.0254 0.1757 0.242941 
PNN9 0.0462 0.1892 0.275649 BNS4-MLFN-6N* 0.0716 0.0473 0.113650 
PNNjo 0.0393 0.1554 0.227414 BNSs-MLFN-5N 0.0462 0.0743 0.129152 
PNNII 0.0462 0.1757 0.258437 BNS6-PNN 0.0462 0.1284 0.198129 
PNN12 0.0370 0.1757 0.251583 BNS7-MLFN-5N 0.0439 0.1149 0.179203 
PNN13 0.0439 0.2162 0.308361 BNS8-MLFN-2N 0.0854 0.1014 0.192908 
PNN14 0.0231 0.1892 0.258440 BNS9-MLFN-5N 0.0231 0.1689 0.232557 
PNN15 0.0531 0.2230 0.323885 BNSo-MLFN-5N 0.0231 0.1824 0.249770 
PNN16 0.0901 0.0955 0.188887 BNS II -PNN 0.0416 0.1892 0.272222 
PNN17 0.0416 0.1284 0.194702 BNS12-PNN 0.0439 0.2432 0.342786 
PNN18 0.0647 0.1284 0.211912 BNS13-MLFN-2N 0.0600 0.2027 0.303143 
PNN, q 0.0439 0.1689 0.248053 BNS14-PNN 0.0554 0.1284 0.204983 
PNN20 0.0323 0.1959 0.273836 BNS15-PNN 0.0370 0.1351 0.199818 
MLFN 0.0300 0.1149 0.168848 BNS16-MLFN-4N 0.0416 0.1486 0.220457 
MUNI 0.0970 0.0743 0.166998 BNS17-PTýN 0.0670 0.1149 0.196413 
MLFN2 0.0670 0.1081 0.187743 BNS, 8-MLFN-6N 0.0508 0.1554 0.235981 
MLFN3 0.0370 0.1554 0.225700 BNS, 9-MLFN-3N 0.0508 0.1216 0.192886 
MLFN4 0.0600 0.1149 0.191198 BNS20-MLFN-6N 0.0416 0.1824 0.263552 
MLFN5 0.0462 0.1622 0.241224 GPp 0.0508 0.2432 0.347926 
MLFN6 0.0647 0.1351 0.220454 GPt 0.0416 0.1959 0.280765 
MLFN7* 0.0624 0.0743 0.141221 
*Models associated with the lowest estimated misclassification costs under each technique 
On the one hand, comparing conventional techniques, where the type I error rate exceeds the type 
error rate, as in the case of WOEs, the lower MC at 0.2702 is for WOET3. This is the chosen model 
between WOEs models at 79.17% ACC rate. Correspondingly, where the type II error rate exceeds the 
type I error rate, as for MDA, PA and LR, the lowest MC at 0.2910 is for MDA. This is not the chosen 
model between DA, PA and LR, for PA has the highest ACC rate at 87.44%. On the other hand, most 
neural nets models' type 11 errors were higher than type I errors. The lowest EMC at 0.15 50 is for PNNs 
amongst all the PNN models. That was the chosen model, according to the ACC rate, at 94.15% ACC 
rate. While the EMC is 0.1412 for MLFN7, that was the chosen model according to the ACC rate, at 
93.46% ACC rate. While the EMC for MLFNI5, which was the chosen model according to the ACC rate, 
at 93-46% ACC rate, was 0.2377. The lowest EMC using the BNSs is 0.1137 for BNS4-MLFN-6N, 
which gives a 93.46% ACC rate, but this was not the highest ACC rate amongst all BNS models. 
The 
highest ACC rate in this case was for BNS5-MLFN-5N at 94.66%. Finally, the EMC 
for GPt model was 
lower than EMC for most of the powerful NN models, but still better than EMC 
for all conventional 
techniques, except WOET3- Comparing all the techniques, the lowest EMC criterion 
leads to selecting 
BNS4-MLFN-6N with a minimum cost of 0.1137. However, this does not provide the 
highest ACC rate, 
which was 94.84% for MLFN. Nevertheless, the ACC rates calculated in sub-sample3models are more 
reliable. while the EMCs are more subjective. 
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Appendix 5. P: Errors and EMCs for all the proposed models using testing sub-sample3 
Scoring Error results EMC Scoring Error results ENIC 
model Type I Type 11 model 
- 
Type I Type 11 
WOE 0.6620 0.0000 0.4931900 MLFN8 0.1773 0.3725 0.6 A -f 02 60 WOETI 0.4366 0.1000 0.4527670 MLFN9 0.1460 0.3091 0.5 0 28 72 5 WOET2 0.3404 0.1000 0.3810980 MLFNIO 0.0822 0.2826 0.42 15 540 WOET3* 0.2254 0.1000 0.2954230 MUNI 1 0.1056 0.3600 0.53767, `0 
MDA 0.1197 0.2200 0.3696765 MLFN12 0.1560 0.1765 0.3412575 
PA 0.1127 0.2600 0.4154615 MLFN13 0.0915 0.3000 0.4506675 
LR 0.0493 0.5200 0.6997285 MLFN14 0.1608 0.2041 0.3800235 
PNN 0.0493 0.4800 0.6487285 MLFN15 0.0567 0.392" 0.5422965 
PNNI 0.0643 0.4038 0.5627485 MLFN16 0.0676 0.3636 0.5139520 
PNN2 0.1429 0.3462 0.5478655 MLFN17 0.1357 0.3077 0.4934140 
PNN3 0.0537 0.2791 0.3958590 MLFN18 0.0992 0.4590 0.6591290 
PNN4 0.1126 0.3171 0.4881895 MLFNj9 0.1319 0.2708 0.4435355 
PNN5 0.0915 0.2200 0.3486675 MLFN20 0.0647 0.3208 0.4572215 
PNN6* 0.1282 0.1944 0.3433690 BNSI-MLFN-2N 0.0897 0.2500 0.3855765 
PNN7 0.0629 0.3469 0.4891580 BNS2-MLFN-6N 0.1081 0.2045 0.3412720 
PNN8 0.1181 0.2917 0.4599020 BNS3-MLFN-5N 0.0604 0.3721 0.5194255 
PNN9 0.0694 0.3542 0.5033080 BNS4-MLFN-6N* 0.0956 0.0714 0.1622570 
PNN, o 0.1064 0.3137 0.4792355 BNS5-MLFN-5N 0.1088 0.2444 0.3926660 
PNNII 0.1000 0.3462 0.5159050 BNS6-Pl'; N 0.1027 0.1739 0.2982340 
PNN12 0.0897 0.3617 0.5279940 BNS7-MLFN-5N 0.0791 0.2075 0.3234920 
PNN13 0.0612 0.4222 0.5838990 BNS8-MLFN-2N 0.1135 0.1373 0.2596150 
PNN 14 0.0448 0.3448 0.4729960 BNS9-MLFN-5N 0.0500 0.3077 0.4295675 
PNN15 0.1020 0.3778 0.5576850 BNSIO-MLFN-5N 0.0458 0.3115 0.4312835 
PNN16 0.1849 0.1957 0.3872680 BNSII-PNN 0.1042 0.2708 0.4228990 
PNN17 0.1111 0.3125 0.4812070 BNS12-PNN 0.0699 0.2857 0.4163430 
PNN, g 0.1467 0.2857 0.4735590 BNS13-MLFN-2N 0.0845 0.2200 0.3434525 
PNNj9 0.1020 0.4222 0.6142950 BNS14-PNN 0.1293 0.3111 0.4929810 
PNN20 0.0872 0.3488 0.5096840 BNS15-PNN 0.0638 0.2353 0.3475385 
MUN 0.0634 0.2400 0.3532330 BNS16-MLFN-4N 0.0896 0.2586 0.3964670 
MUNI 0.1554 0.2273 0.4055805 BNS17-PNN 0.0970 0.1897 0.3141325 
MLFN2 0.1329 0.2245 0.3852480 BNS, 8-MLFN-6N 0.0728 0.2439 0.3652085 
MLFN3 0.0845 0.3200 0.4709525 BNS, 9-MLFN-3N 0.1074 0.2791 0.4358655 
MLFN4 0.1250 0.2917 0.4650425 BNS20-MLFN-6N 0.1014 0.3182 0.4812480 
MLFN5 0.0753 0.3043 0.4440810 GPp 0.0775 0.4200 0.5932375 
MLFN6 0.1419 0.2955 0.4824780 GPt 0.0634 0.4000 0.5572330 
MLFN7* 0.1189 0.1633 0.2967880 
F*Models 
associated with the lowest estimated misclassification, costs under each te chnique. 
F Lrstly, comparing conventional techniques the lower MC at 0.2954 was for WOET3. This was not the 
chosen model between these models according to ACC rate at 85.42% ACC rate, for MDA. Secondly, most 
of the advanced models' type 11 errors were higher than type I errors. The lowest EMC at 0.3434 was for 
PNN6 amongst all the PNN models. That was not the chosen model, according to the ACC rate, at 
89.58% 
ACC rate, for PNN3- While the lowest EMC was 0.2968 for MLFN7, that was one of the chosen models 
according to the ACC rate, at 86.98% ACC rate. While the lowest EMC for BNSs was 0.1623 
for BNS4- 
MLFN-6N. That was the highest ACC rate, between all BNS models. Finally, the EMC 
for GP, model was 
lower than EMC for some of the powerful NN models, but still better than EMC 
for LR as a conventional 
technique. Comparing all the techniques, the lowest EMC criterion leads to selecting 
BNS4-MLFN-6N with 
a minimum cost of 0.1623. However, this does provide the highest ACC rate, which was 
91.15% for this net 
model. Nevertheless, the ACC rates calculated in sub-sample3models are more reliable, while the 
EIMCs 
are more subiective. 
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Appendix 5. Q: Confirmatory analysis for different testing sub-samples using Kohonen maps 
Kohonen Map sub-sa! pple, 
Cl u sters 
3.00 
Distance matrix Target field marks 
2.00 0.93 0 
11.00 
., I, P""W" "_ 
10.00 
Kohonen Map sub-saglple? 
Clusters Distance matrix Target field marks 3.00 1.51 
2.00 0.76 0 
11.00 10.01 
Kohonen Map sub-saLnple_ 
Clusters Distance rnatrix Target field marks 
3.00 2.40 
2.00 1.21 0 
11.00 
0.01 
A Kohonen map organizes cases according to the topological order within the spatial setting (Meissen 
et al, 2006; Yim and Mitchell, 2005). In the process of organising the map an unsupervised neural 
training takes place. The purpose of its use in this context is to identify visually if the cluster 
groupings for the different sample sizes bear similarities or not, and to see if a particular sample has 
more poorly defined cases in terms of good or bad credit. The maps are "self-organized" and not pre- 
set. The clustering can incorporate several groupings, rather than a binary split. Here we used three 
clusters for fixed input data applied under the Ward clustering method. For a visual analysis of the 
distances between input and weight vectors, see the distance matrices; and for an analysis of loan 
quality as a target, see the target field matrices. 
For sub-sample,, which comprises a 10% testing set, the light coloured cluster grouping on the lower 
middle side represents poorly-defined cases (neither clearly good nor bad), and the dark coloured 
cluster grouping on the right hand-side represents good cases. However, as the testing sample 
increased to 20% for sub-sample?, the light coloured clustering grouping now on the left-hand side is 
increased, and the dark coloured cluster grouping (good cases) is on the lower right hand-side is 
reduced. So, there is an increase in the number of poorly-defined cases and good cases. For the 33% 
testing set, as in sub-sample3, the equivalent (poorly-defined cases) clustering grouping is still left- 
hand side which is of a similar size to sub-sample2, and the dark coloured cluster grouping on the 
lower right hand-side comer is reduced. 
Indeed, this visual analysis supports the work in the main research, concerning the efficiency of sub- 
sample, (under the EMC criterion with an MC ratio of 5: 1 or above). Sub-sample2 and sub-sample3 
efficiency were lower under both ACC rate and EMCs with all MC ratios. Correspondingly, the 
Kohonen analysis indicates that both sub-sample2 and sub-sample3 are close contenders and 
less 
appropriate than sub-sample,. 
L 
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Appendix 5. R: Confirmatory analysis for different training sub-samples using Kohonen maps 
Kohonen Mgp sub-sample, 
Clusters Distance matrix Target field marks 3.00 ý, *P t1 36 10 
0 
2.00 0.69 
A 
11.00 10.01 
Kohonen Map sub-salnple, 
Clusters Distance matrix Target field marks 
3.00 1.48 
2.00 0 0.75 
1.00 
I 
ýW 
t, 
0.02 
Kohonen Map sub-Sample3 
Clusters Distance matrix Target field marks 
3.00 1.34 
4 
2.00 0.67 
Afp- 
11.00 
'e, 
11 
11 
. 
10.01 
For sub-sample,, which comprises a 90% training set, the light coloured cluster grouping on the lower 
left-hand side represents poorly-defined cases (neither clearly good nor bad), and the dark coloured 
cluster grouping on the lower right hand-side represents good cases. However, as the training sample 
decreases to 80% for sub-sample, ), the light coloured clustering grouping now on the lower left-hand 
side is reduced, and the in-between coloured cluster grouping (good cases) is on the top left hand-side 
is reduced. So, there is a reduction in the number of poorly-defmed cases and good cases, as well. For 
the 67% training set, as in sub-sample3, the equivalent (poorly-defined cases) clustering grouping is 
now on the lower left-hand comer which is reduced than the other two sub-samples, and the dark 
coloured cluster grouping on the lower right hand-side comer. The size of this good cases area 
increased than the previous group, but With a little increase than the first group. 
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Appendix 5. S: A comparative statistical evaluation for different Powerful NNs and different sub-samples 
Test, TeSt2 
Count 180 180 Average (Mean) 93.3228 93 3228 Standard deviation 1.27567 . 1.27567 
ANOVA F-Ratio 7.56*** 32.62*** 
Fisher's least significant difference test: 
PNNs-MLFNs -0.83717** 
PNNs-BNSs -0.20083 
MLFNs-BNSs 0.63633** 
Sub-sample 1 -Sub-sample2 0.5 8533 
Sub-sample 1 -Sub-sample3 1.59817** 
Sub-sample2-Sub-sample3 1.01283** 
Cochran's C Test: 0.400578 0.355143 
Bartlett's Test: 1.0394** 1.002260 
Levene's Test: 3.01358* 0.137595 
Tamhane test: 
PNNs-MLFNs -0.83717** 
PNNs-BNSs -0.20083 
MLFNs-BNSs 0.63633** 
Kruskal-Wallis Median Test Statistic: 17.3397*** 48.9497*** 
*1 **, and ***denotes a statistically significant difference at 10,5 and I per cent level, respectively, 
Test,: compares ACC rates for different NN models controlling for sub-samples. The 180 trials are equal to 
60 PNN trials under all sub-samples plus 60 MLFN trials under different sub-samples plus 60 BNS trials 
under sub-samples 1,2 and 3. For TeSt2: compares ACC rates under different sub-samples controlling for 
models. The 180 trials are equal to 60 trials under sub-sample, plus 60 trials under sub-sample3 plus 60 trials 
under sub-sample3, 
It can be observed from this appendix that two tests were investigated. Firstly, the ANOVA F-Ratio for Test, 
was 7.56. This was significant at the 99% confidence level. Besides, NN models, under each of the sub- 
samples, were significantly different at the 95% confidence level as revealed by Fisher's least significant 
difference test (there was no statistically significant differences between PNN and BNS model, the reason for 
this was that under BNS the selected PNN models were the same as the original PNN models, while for 
MLFN models the selected MLFN models were different in terms of different number of nodes, two to six, 
about the original MLFN model with only four nodes). The Cochran's C/ Bartlett's / Levene's tests revealed 
unequal variances (there were statistically significant differences in variances between NN models). 
Consequently, Tamhane's test was applied to examine the differences in the mean of each group pair, and a 
statistically significant difference at the 95% confidence level was found between different NN models (there 
was no statistically significant differences between PNN and BNS models). Moreover, the Kruskal-Wallis 
Median Test Statistic shows statistically significant differences at the 99% confidence level for neural net 
models with a test statistic of 17.3397. Secondly, the ANOVA F-Ratio for TeSt2 was 32.62. This was 
significant at the 99% confidence level, and all different sub-samples' NNs namely, sub-sarnple,, sub- 
sample2, and sub-sample3 were significantly different at the 95% confidence level as revealed by Fisher's 
least significant difference test. However, there were statistically significant differences in variances between 
the different sub-samples' NNs models according to the Cochran's C/ Bartlett's / Levene's tests. Moreover, 
the Kruskal-Wallis Median Test Statistic shows statistically significant differences at the 99% confidence 
level for neural net models with a test statistic of 48.9497. 
So, for Test,, using a 99% confidence level) there are statistically significant differences between the mean 
ACC rates for different NN models. Additionally, PNNs and MLFNs are different, and %,, ILFNs and 
BNSs 
are also different at the 95% confidence level, but PNNs and BNSs are not. As to the mediaii. s. there are also 
significant differences, at 99% confidence level, between the models. Furthermore, for 
TeSt2, using a 99% 
confidence level, there are statistically significant differences between the mean ACC rates 
for different NNN 
models. Additionally, all sub-samples are different at the 95% confidence level. As to the mediatis. there are 
also significant differences, at 99% confidence level, between the NN models. These results address the 
first 
and the second subsidiary research questions. 
A76 
Chapter Six Appendices 
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Appendix 6, A: List of variables used in building the proposed credit scoring models for public sector banks data 
Variable/Description Code 
_ _ 
Unit 
_` 
Comment. 
t X, Loan Amount* LOýN AMFO Ný, 3. __ -ý 
X2 Loan Duration* LOAN DUR No. Loan duration is varied from I to 10 
years in this data-set 
X3 Type of Loan Personal loans but for different uses i. e. 
commercial, agricultural or serý ices X4 Purpose of Loan .. For different purposes i e. mini market. 
small factory or internet cafe X5 Age* AGE Years Clients ages from 21 to ý4\ cars. X6 Marital Status* DUM MARR 0) 1 0= Other, I= Married 
DUM SING 0,1 0= Other, I= Single. There is no 
additional dummy for anotlier category 
(e. g. divorced or widowed) 
X7 Gender* GENDER Oil 0= Male, I= Female 
X8 Dependants DEPE No. No. of dependants varies frorn I to 6 
X9 Profession* PROFE 0,1 0 Public sector, I= Pri\ ate sector 
X10 Educational Level* EDUC 0,1 0 Before university, I= University or 
higher 
XII House Status* HOU STA Oil 0= Rented, 1= Owned 
X 12 Telephone* TELE 0ý 1 0= Has no telephone, 1= Has land-line 
or mobile or both 
X13 Monthly income* MON INC No. 
X14 Utility Bill All clients have introduced valld bill(s) 
X15 CBE Report* CBE REP 0'1 0= Not required, I= Positive 
X 16 Personal Reputation All clients have evidence of good 
personal reputation 
X17 Guarantees* GUAR 0,1 0= Yes, but no corporate guarantee, 1= 
Yes, and including corporate guarantee 
X18 Field Visit* FIE VISI O'l 0= Not required, 1= Positive 
X19 Feasibility Study* FEASISTU 0,1 0= Not available/required, I= Positive 
X20 Credit Card Status* CC STA 0,1 0 =No, I= Yes 
X21 Relation with Other Banks - All clients have a good relation with 
other banks as evidenced from the CBE 
report 
X22 Loans from Other Banks* LFOB O'l 0 =Yes, I =No 
X23 Car Ownership* CAR OWN 0,1 0 =No, I =Yes 
X24 Formal Documents - All clients 
have introduced the required 
formal documents 
X25 Customer began to Default For prediction purposes it is 
difficult to 
predict when a customer will start to 
default. Therefore, this variable has been 
excluded from the final list. 
Y Loan Quality LOAN QUA O'l 0= Default/Bad credit, I= 
Paid/Good 
- 
(dependent variable) credit 
* Variables finally selected in the credit scoring models. 
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Appendix 6. B: Statistical analysis using whole sample for conventional models namely, NIDA, PA. and LR 
Discriminating Function for MDA model: 
Functions Wilks Chi-Square DF P-Value 
Derived Lambda 
---------------------------------------------------------------- 
1 0.6271 583.5495 19 0.0000 
Discriminating Function for MDA, model: 
Functions Wilks Chi-Square DF P-Value 
Derived Lambda 
------------------------------------------------------------- 
1 0.62963 579.9044 13 0.0000 
Analysis of Deviance and Likelihood Ratio Tests for Analysis of Deviance and Likelihood Ratio Tests 
PA model: 
ý 
for PAI model: 
Analysis of Deviance 
--------------------------------------------------------------- 
Source Deviance Df P-Value 
---------------- 
Model 
-------------------- 
612.539 
------------- 
19 
-------------- 
0.0000 
Residual 980.287 1242 1.0000 
-------------------------------------------------------------- 
Total (corr. ) 1592.83 1261 
Likelihood Ratio Tests 
Factor Chi-Square Df P-Value 
AGE 0.678145 1 0.4103 
DEPE 11.4276 1 0.0007 
LOAN AMO, 13.1637 1 0.0003 
LOAN DUR 6.36327 1 0.0116 
MON INCO 5.25069 1 0.0219 
CAR OWN 8.1677 1 0.0043 
CBE REP 7.49171 1 0.0062 
CC STA 24.8939 1 0.0000 
DUM MARR 0.16095 1 0.6883 
DUM SING 0.607906 1 0.4356 
EDUC 62.0485 1 0.0000 
FEASISTU 13.2553 1 0.0003 
FIE VISI 18.2358 1 0.0000 
GUAR 77.5347 1 0.0000 
HOU STA 19.7139 1 0.0000 
LFOB 174.033 1 0.0000 
PROFE 1.43227 1 0.2314 
GENDER 9.52929 1 0.0020 
TELE 3.52892 1 0.0603 
Analysis of Deviance 
------------------------------------------------------------- 
Source Deviance Df P-Value 
---------------- 
Model 
------------------- 
605.527 
------------- 
14 
------------- 
0.0000 
Residual 987.3 1247 1.0000 
------------------------------------------------------------- 
Total (corr. ) 1592.83 1261 
Likelihood Ratio Tests 
jactor Chi-Square Df P-Value 
DEPE 9.98094 1 0.0016 
LOAN AMO 13.6965 1 0.0002 
LOAN DUR 5.04639 1 0.0247 
MON INCO 4.19389 1 0.0406 
CAR OWN 7.24711 1 0.0071 
CBE REP 7.25321 1 0.0071 
CC STA 21.422 1 0.0000 
EDUC 70.8587 1 0.0000 
FEASISTU 12.4255 1 0.0004 
FIE VISI 24.8907 1 0.0000 
GUAR 77-176 1 0.0000 
HOU STA 21.3615 1 0.0000 
LFOB 173.172 1 0.0000 
GENDER 9.72741 1 0.0018 
Analysis of Deviance and Likelihood Ratio Tests for Analysis of Deviance and 
Likelihood Ratio Tests 
LR model: 
ý 
for LRI mode: 
Analysis of Deviance 
---------------------------------------------------------- 
Source Deviance Df P-Value 
-------------- 
Model 
------------------ 
612.524 
------------- 
19 
------------- 
0.0000 
Residual 980.303 1242 1.0000 
---------------------------------------------------------- 
Total (corr) 1592.83 1261 
Analysis of Deviance 
Source Deviance Df P-Value 
----------------- ---------------- 
Model 
---------------- 
606.027 
-------- 
14 0.0000 
Residual 986.799 
--- 
1 '147 1.0000 
------------------------- ---------------- 
Total (corr. ) 
------------- 
1592-83 1261 
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Appendix 6. B continued: Statistical analysis using whole sample for conventional models namely, NIDA. 
PA, and LR 
Likelihood Ratio Tests Likelihood Ratio Tests 
Factor Chi-Square Df P-Value Fa or Chi-Square Df P-Value 
AGE 0.53547 1 0.4643 DEPE 10.7417 1 0.0010 
DEPE 12.0779 1 0.0005 LOAN AMO 14.4021 1 0.0001 
LOAN AMO 13.8386 1 0.0002 LOAN DUR 4.78278 1 0.028- 
LOAN DUR 6.14112 1 0.0132 MON INCO 3.90483 1 0.0481 
MON INCO 4.85933 1 0.0275 CAR OWN 8.56606 1 0.0034 
CAR OWN 9.31396 1 0.0023 CBE REP 6.03441 1 0.0140 
CBE REP 6.25058 1 0.0124 CC STA 20.6544 1 0.0000 
CC STA 23.8499 1 0.0000 EDUC 71.4796 1 0.0000 
DUM MARR 0.140885 1 0.7074 FEASISTU 11.6244 1 0.0007 
DUM SING 0.591804 1 0.4417 FIE VISI 25.2607 1 0.0000 
EDUC 62.3557 1 0.0000 GUAR 74.4961 1 0.0000 
FEASISTU 12.3119 1 0.0004 HOU STA 21.8471 1 0.0000 
FIE VISI 18.699 1 0.0000 LFOB 171.353 1 0.0000 
GUAR 75.0799 1 0.0000 GENDER 9.16772 1 0.0025 
HOU STA 19.8246 1 0.0000 
LFOB 171.264 1 0.0000 
PROFE 1.08974 1 0.2965 
GENDER 8.9071 1 0.0028 
TELE 3.44903 1 0.0633 
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Appendix 6. C: IVs for whole sample WOE measure variables 
Variables/Characteristics G% B% 10: G% / B% WOE: LN(10) G%-B9,0 
LOAN AMO 
< 10000 0.1481 0.0268 5.53210127 1.71056772 0.12129711 0.207486928 
From 10001 to 20000 0.1821 0.0754 2.41480611 0.88161899 0.10671287 0.094080093 
From 20001 to 30000 0.1422 0.1338 1.06251469 0.06063845 0.00836571 0-000507/284 
From 30001 to 40000 0.1445 0.1484 0.97383984 -0-02650842 -0-00388265 0.000102923 From 40001 to 50000 0.1222 0.1217 1.00455934 0.00454898 0.000554664 'I. 51316E-06 
From 50001 to 100000 0.1927 0.2774 0.69478632 -0.36415094 -0.08465781 0.03082822 From 100001 to 200000 0.0388 0.0900 0.43074920 -0.84222927 -0.05114642 0.043161-137 From 200001 to 500000 0.0247 0.0657 0.37563651 -0.97913334 -0.04101658 0.040160701 From 500001 to 1000000 0.0024 0.0341 0.06899446 -2.67372906 -0.03171308 0.084792195 
>1000001 0.0023 0.0268 0.08781113 -2.432567(j 1 1 ý i)ý938S'2, S 
I I 1 0.560510343 
_LOAN 
DUR 
One 0.0259 0.0146 1.770857814 0.57146407 0.01125340 0.006430913 
Two 0.0776 0.0292 2.656286722 0.97692918 0.04835874 0.047243061 
Three 0.2291 0.1752 1.308019976 0.26851453 0.05395970 0.014488964 
Four 0.1492 0.1192 1.251756637 0.22454787 0.03001478 0.006739755 
Five 0.4007 0.4964 0.807302827 -0.21405643 -0.09564531 0.020473494 
Six 0.0235 0.0462 0.5083 80234 -0.67652562 -0.012722695 0.015375362 
Seven 0.0764 0.0852 0.896927984 -0.10877971 -0.00877742 0.000954805 
Eight 0.0012 0.0146 0.080493537 -2.51957838 -0.01342345 0.03 39-11440 
Ten 0.0165 0.0195 0.845182139 -0.16820313 -0.00301349 0.000506S7S 
I 1 1 0.146034673 
AGE) 
< 25 0.0376 0.0170 2.20782273 0.79200684 0.02057119 0.016292523 
From 26 to 30 0.1269 0.0949 1.337431077 0.29075067 0.03201901 0.009309548 
From 31 to 35 0.1598 0.1679 0.951923568 -0.04927053 -0.00807123 0.000397674 
From 36 to 40 0.2233 0.2652 0.841859011 -0.17214272 -0.04194007 0.007219677 
From 41 to 45 0.2056 0.1946 1.056477673 0.05494043 0.01099322 0.000603972 
From 46 to 50 0.1516 0.1727 0.877492925 -0.13068639 -0.02116302 0.002765719 
From 51 to 55 0.0682 0.0730 0.933725029 -0.06857329 -0.00483759 0.00033 1729 
> 56 0.0270 0.0146 1.851351351 0.61591583 0.01242849 0.007654902 
1 1 0.044575744 
DUM SfNG 
_ Single (1) 0.1739 0.1460 1.191304348 0.175048797 0.02792764 0.0048887 
Other (0) 0.8261 0.8540 0.967298402 -0.033248246 -0.02792764 0.000928545 
1 1 0.005817245 
DUM MARR 
Married 0.7861 0.8102 0.970273446 -0.030177344 -0.02408502 
0.000726822 
Other 0.2139 0.1898 1.126909518 0.119478946 0.02408502 "9'-653 0-00ý 
1 1 0.003604474 
GENDER 
Male 0.7309 0.9002 0.811896973 -0.208381827 -0.16933849 
0.035287064 
Female 0.2691 0.0998 2.697515119 0.992331023 0.16933849 
0.168039838 
LI 1 1 
0.203326902 
A81 
Appendix 6. C continued: IVs for whole sample WOE measure variables 
Variables/Characteristics G% 13% 10: G% / B% WOE: LN(10) 0/- G /o 130/o I _ DEPE . 
Zero 0.2186 0.1922 1.137098574 0.128479907 0.02635228 ý 0-003385 19 One 0.2562 0.1752 1.462299256 0.38001003 8098673 0-0 0-0307757- 
Two 0.2691 0.2968 0.906541966 -0-098117955 -0.02774180 0.002721969 
Three 0.1798 0.2433 0.73893067 -0.302551179 -0-06352052 0.019218208 
Four 0.0611 0.0754 0.810128502 -0.2105624 -0.0 14321 "1 0-003015508 
Five 0.0141 0.0146 0.965922444 -0.034671734 -0-00049748 1.72486E-05 
Six 0.0012 0.0024 0.482961222 -0.7278 1 S914 (). 00125800 0.000915598 
1 1 0.060050039 
PROFE 
Public Sector 0.3490 0,1703 2.049135471 0.717417983 0.17868487 0.128191741 
Private Sector 0.6510 0.8297 0.784634947 -0.242536705 -0.17868487 0.04333764 
y- 1 1 0.171529382 
EDUC 
Before University 0.3373 0.6448 0.523056116 -0.648066524 -0.30751856 0.199292486 
University or/and Higher 0.6627 0.3552 1.865685817 0.623628716 0 .30751S56 0.19 1777406 
0.391069892 
HOU STA 
Owned 0.5358 0.5182 1.033945152 0.03338173 0.01759201 0.000587252-1 
Rented 0.4642 0.4818 0.963483246 -0.03720018 -0.01759201 0.0006544.16 
1 1 1 0.001241678 
TELE 
Yes 0.9307 0.8516 1.092872251 0.088809323 0.07908829 0.007023778 
No 0.0693 0.1484 0.467126428 -0.761155334 - 0.0 7Q OSS-1 0.060198475 
y- 1 1 0.067222253 
MONINCO 
_ :ý 750 0.1610 0.0949 1.696556088 0.528600366 0.06609656 0.034938667 
From 751 to 1000 0.1704 0.1217 1.400587544 0.336891823 0.04873328 0.016417843 
From 1001 to 1400 0.1551 0.1582 0.980782789 -0.019404261 -0.00303922 5.89738E-05 
From 1401 to 1800 0.1281 0.0876 1.462299256 0.38001003 0.04049337 0.015387885 
From 1801 to 2500 0.1445 0.1460 0.990070505 -0.009979121 -0.00144956 1.44653E-05 
From 2501 to 4000 0.1199 0.1971 0.608173391 -0.497295255 -0.07722130 0.038401787 
From 4001 to 10000 0.0952 0.1436 0.663048457 -0.410907203 -0.04837017 0.019875652 
> 10001 0.0259 0.0511 0.505959376 -0.681 '198898 -0.02524295 0.017197995 
1 1 0.142293269 
CBE R-EP 
Positive 0.6463 0.8686 0.744057905 -0.295636418 -0.22231467 
2 0.0657243 11ý 
Not Required 0.3537 0.1314 2.692061627 0.990307304 0.2223 1467 0.22015983S 
1 1 0.28 
GUAR 
Yes, Corporate Guarantee 0.2761 0.0001 113496.1633 11.63952431 0.27614328 
3.214176396 
Yes 0.7239 0.9999 0.72385605 -0.323162732 - 
328 -0.27614 0.089239" 16 
3.303415612 IT 1 1 I 
FIE VISI 
Positive 5288 0 0.8078 0.654616114 -0.4237063 -0.278996-13 
0.11821246 
- 
Not Required 
. 
0.4712 0.1922 2.45148671 0.896694661 0.27899623 
4429 0.2501 
0.368386889 
1 1 
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Appendix 6-C continued: IVs for whole sarnple WOE measure variables 
yari a at, V, IIý!, L It., 3 U 70 0 1/0 IU: 6% / B% WOE: LN(10) G%-B% IV 
FEASISTU 
positive 0.4230 0.5474 0.772737955 
-0.257815285 -0.124413 53 0.032075709 Not Required or Available 0.5770 0.4526 1.274913764 0.24287854 0.124413 3 I-A 0.010,11- -6 
0.062293085 
CC STA 
Yes 0.2844 0.3869 0.735073055 
-0.30778539 -0.10248999 0.031 S449-1 No 0.7156 0.6131 1.167156287 0.154570266 0.10148999 0.01584 1904 
1 1 1 0.0 
LFOB 
Yes 0.7462 0.2822 2.643796345 0.972215894 0.4639421522 0.451052-192 
No 0.2538 0.7178 0.353625844 -1.03 95 15 863 -0.46394" 52 0.4, S22-56I 
y- 1 1 0.933 
CAR OWN 
Yes 0.4442 0.5061 0.877689144 -0.130462798 -0.06189941 0.00807557 
No 0.5558 0.4939 1.125323439 0.118070495 0.06189941 0.007308494 
1 1 1 0.015384065 
Appendix 6. D: ACC rates with different cut-off points using the whole sample for convcnnonal tccliniqLics-, 
namely, WOE, WOE,, PA, PAI, LR, and LRI 
Model 
Cut-off 
WOE 
% 
WOE, 
% 
PA 
% 
PAI 
% 
LR 
% 
LRI 
% 
0.05 67.43 67.43 69.18 69.33 69.02 69.02 
0.10 67.43 67.43 71.95 71.55 71.87 71.63 
0.15 67.91 67.91 73.85 73.53 73.85 73.53 
0.20 69.41 69.57 76.47 75.52 76.62 76.23 
0.25 74.64 75.28 78.05 77.18 78.13 77.73 
0.30 75.99 76.94 78.53 78.61 78.68 78.84 
0.35 70.21 69.81 79.79 79.32 80.11 79.64 
0.40 63.63 63.39 80.67 81.06 80.98 81.06 
0.45 59.11 58.64 81.93 81.62 82.17 81,70 
0.50 54.99 54.44 81.93 81.62 82.09 82.17 
0.55 52.46 52.30 80.51 81.06 81.06 81.38 
0.60 51.27 51.27 80.35 80.11 80.27 80.03 
0.65 51.19 51.19 79.71 79.08 79.48 79.48 
0.70 49.05 49.05 77.65 77.81 78.37 78.45 
0.75 47.39 47.54 75.36 75.20 75.91 
75.99 
0.80 45.40 45.48 72.66 72.03 73.30 
72.66 
0.85 43.58 43.74 69.65 69.26 
69.73 69.97 
0.90 38.51 38.27 65.13 64.42 
65.13 64.34 
L 
Numbers in cells refer to the average correct classification rates under 
the dI fferent cut-offs. 
The 0.50 standard cut-off rates and the highest rates per model are 
highlighted. 
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Appendix 6. E: Statistical analysis using the sub-sample, training sample for conventional models namely, MDA, PA, and LR I 
Discriminating Function for MDA model: 
Functions Derived Wilks Lambda Chi-Square DF P-Value 
--------------------------------------------------------------------------------------------------------------------------- 
1 0.619581 538.3120 19 0.0000 
Analysis of Deviance and Likelihood Ratio Tests Analysis of Deviance and Likelihood Ratio Tests 
for PA model: 
ý 
for LR model: 
Analysis of Deviance 
-------------------------------------------------------------- 
Source Deviance Df P-Value 
---------------- 
Model 
-------------------- 
564.465 
------------- 
19 
------------- 
0.0000 
Residual 886.278 1116 1.0000 
Analysis of Deviance 
------------------------------------------------------------- 
Source Deviance Df P-Value 
------------------------------------------------------------- 
Model 564.547 19 0.0000 
Residual 886.19 1116 1.0000 
--------------------------------------------------- 
Total (corr. ) 1450.74 1135 
Likelihood Ratio Tests 
Factor Chi- 
Square 
Df P-Value 
AGE 0.0367177 1 0.8480 
DEPE 8.996 1 0.0027 
LOAN AMO 14.469 1 0.0001 
LOAN DUR 3.50925 1 0.0610 
MONINCO 2.71161 1 0.0996 
CAR OWN 7.43492 1 0.0064 
CBE REP 6.85819 1 0.0088 
CCSTA 24.7558 1 0.0000 
DUM MARR 1.11211 1 0.2916 
DUM SING 2.11982 1 0.1454 
EDUC 55.8696 1 0.0000 
FEASISTU 7.50274 1 0.0062 
FIE VISI 15.9585 1 0.0001 
GUAR 70.4414 1 0.0000 
HOU STA 23.6143 1 0.0000 
LFOB 165.886 1 0.0000 
PROFE 0.328976 1 0.5663 
GENDER 8.0032 1 0.0047 
TELE 1.83841 1 0.1751 
------------------------------------------------------------- 
Total (corr. ) 1450.74 1135 
Likelihood Ratio Tests 
Factor Chi-Square Df P-Value 
AGE 0.0152792 1 0.9016 
DEPE 9.52513 1 0.0020 
LOAN AMO 15.3753 1 0.0001 
LOAN DUR 3.48036 1 0.0621 
MON INCO 2.36166 1 0.1243 
CAR OWN 8.62018 1 0.0033 
CBE REP 5.68411 1 0.0171 
CC STA 23.2555 1 0.0000 
DUM MARR 1.01423 1 0.3139 
DUM SING 2.0214 1 0.1551 
EDUC 55.8737 1 0.0000 
FEASISTU 6.63394 1 0.0100 
FIE VISI 16.3883 1 0.0001 
GUAR 67.5135 1 0.0000 
HOU STA 23.6045 1 0.0000 
LFOB 163.674 1 0.0000 
PROFE 0.159233 1 0.6899 
GENDER 7.55234 1 0.0060 
TELE 1.74334 1 0.1867 _ 
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Appendix 6. F: IVs for sub-sample, training sample using WOE measure varlables 
Variables/Characteristics G% B% 10: G% / 13% WOE: LN(10) G%-B% IV 
LOAN AMO 
< 10000 0.1485 0.0262 5.674270557 1.73594202 0.12236310 0.212415253 
From 10001 to 20000 0.1883 0.0785 2.398054819 0.87465792 0.10979488 0-096032962 
From 20001 to 30000 0.1419 0.1361 1.042491328 0.04161336 0.00578416 0.00Q 0698 14 
From 30001 to 40000 0.1379 0.1466 0.940886700 -0.06093255 -0.0086658) 0.000528031 From 40001 to 50000 0.1194 0.1257 0.949933687 -0.05136310 -0-00629106 0.000313 118 From 50001 to 100000 0.1936 0.2670 0.725178135 -0.32133795 -0.07338176 0.023580343 
From 100001 to 200000 0.0398 0.0916 0.434255400 -0.83412244 -0.05183524 0.043236935 
From 200001 to 500000 0.0252 0.0654 0.385039788 -0.95440861 -0.04024609 0.03 8411212 
From 500001 to 1000000 0.0027 0.0340 0.077943277 -2.55177394 -0-03 13 7889 0.080071843 
>1000001 0.0027 0.0288 0.092114782 -2.3 8471985 -0.026143 29 0.0623444"- 
0.557 
_LOAN 
DUR 
- One 0.0279 0.0131 - 2.127851459 0.755112766 0.01476245 0.011147317 - 
Two 0.0836 0.0314 2.659814324 0.978256317 0.05214076 0.051007032 
Three 0.2215 0.1780 1.244226868 0.218514348 0.04347494 0.009499898 
Four 0.1432 0.1230 1.164174050 0.152011866 2019943 O. Q 0.003070552 
Five 0.4111 0.5026 0.817998453 -0.200894834 -0.09147722 0.0183773 
six 0.0199 0.0445 0.447027617 -0.805134902 -0.01460872 0.019813338 
Seven 0.0743 0.0812 0.915204929 -0.088607273 -0.00688128 0.000609731 
Eight 0.0013 0.0052 0.253315650 -1.373118940 -0.00390934 0.005367992 
Ten 0.0172 0.0209 0.823275862 -0.194463944 -(), C)O')-C) I ()1 0.0007 19' 1' 
I 1 1 0.119612878 
AGE) 
< 25 0.0398 0.0157 2.53315650 0.92946615 0.02408099 0.022382467 
From 26 to 30 0.1260 0.0916 1.37514210 0.31855707 0.03437166 0.010949335 
From 31 to 35 0.1512 0.1675 0.90243700 -0.10265639 -0.01634563 0.001677984 
From 36 to 40 0.2374 0.2644 0.89789112 -0.10770647 -0.02699738 0.002907792 
From 41 to 45 0.2029 0.1963 1.03352785 0.03297805 0.00658269 0.000217084 
From 46 to 50 0.1565 0.1806 0.86641295 -0.14339364 -0.02412960 0.003460031 
From 51 to 55 0.0650 0.0681 0.95480514 -0.04624799 -0.00307609 0.000142263 
> 56 0.0212 0.0157 1.35101680 0.30085749 0.00551335 0.001658734 
1 1 0.043395690 
DUM SING 
Single (1) 0.1724 0.1414 1.21966794 0.19857864 0.03105254 0.006166371 
Other (0) 0.8276 0.8586 0.96383516 -0.03683499 -0.03105254 
20 0.001 143K 
1 1 1 0.007310191 
- DUM MARR 
Married 0.7891 0.8220 0.96001791 -0.04080334 -0.03286486 
0.001340996 
Other 0.2109 0.1780 1,18462319 0.169424774 0.03286486 0.005568120 
-1 
1 1 0.006909116 
GENDER 
Male 0.7361 0.9031 0.81501557 -0.20454806 -0.16706709 
0.034173250 
Female 0.2639 0.0969 2.72485483 1.00241515 0.16706709 
0.16717470583 
1 1 
0.201643833 
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Appendix 6.17 continued: IVs for sub-sample, training sample using WOE measure variable, 
Variables/Characteristics G% B% 10: G% / 13% WOE: LN(10) G%-BO, / I 
DEPE 
Zero 0.2109 0.1963 1.07405836 0.07144433 0.0 1454025 0.001038819 
One 0.2626 0.1702 1.54327688 0.43390800 0.09-244240 0.040111498 
Two 0.2759 0.3010 0.91634183 
-0-08736581 -0.025 18505 0.002200312 Three 0.1790 0.2382 0.751595884 
-0.28555649 -0.05917480 0.0 16897-749 
Four 0.0584 0.0759 0.76868197 -0.26307796 -0-01756079 0.004619857 
Five 0.0119 0.0157 0.75994695 -0.27450665 -0-00377047 0.001035018 
six 0.0013 0.0026 0.5066313 -0.67997176 -0-00129154 0.000878211 
-I- 
1 1 0.066781465 
PROFE 
Public Sector 0.3369 0.1728 1.94976288 0.66770777 0.16409516 0.109567611 
Private Sector 0.6631 0.8272 0.80163180 -0.22110588 -0.164095 16 0.036282403) 
0.14 
EDUC 
Before University 0.3488 0.6545 0.53297613 -0.62927865 -0.30564390 0.19233 51 77 
University or/and Higher 0.6512 0.3455 1.88451491 0.63367045 0.30564390 0.193677504 
I 1 1 0.386012680 
HOU STA 
Owned 0.5424 0.5131 1.05720511 0.05562874 0.02935131 0.001632776 
Rented 0.4576 0.4869 0.93971935 -0.06217402 -0.02935131 0.001824889 
I 1 1 0.003457665 
TELE 
Yes 0.9271 0.8586 1.07968073 0.07666537 0.06841696 0.005245212 
No 0.0729 0.1414 0.51601336 -0.66162262 -0.06841696 0.045266208 
1 1 1 0.050511420 
. MON INCO 
< 750 0.1711 0.0864 1.98046781 0.68333308 0.08470010 0.05787838 
From 751 to 1000 0.1684 0.1178 1.42982611 0.35755284 0.05063397 0.018104318 
From 1001 to 1400 0.1472 0.1675 0.87868866 -0.12932464 -0.02032441 0.002628447 
From 1401 to 1800 0.1313 0,0916 1.43304282 0.35980003 0.03967670 0.014275677 
From 1801 to 2500 0.1419 0.1492 0.95104472 -0.05019419 -0.00730485 0.000366661 
From 2501 to 4000 0.1194 0.1990 0.59995812 -0.51089543 -0.07958948 0.040661904 
From 4001 to 10000 0.0928 0.1387 0.66913568 -0.40176843 -0.04590526 0.018443284 
> 10001 0.0279 0.0497 0.55996091 -0.57988830 -0.02188676 0.0 12 6918 
"1 
1 1 0.165050548 
CBE REP 
Positive 0.6393 0.8691 0.73553098 -0.30716261 -0.22985265 
0.070602142 
Not Required 0.3607 0.1309 2.75607427 1.01380730 0.22985265 0.23 3026299 
Z 1 1 0.303628440 
- GUAR 
Yes, Corporate Guarantee 0.2785 0.0001 106392.852 11.5748937 0.27851197 
3.223746450 
Yes 0.7215 0.9999 0.72148730 -0.32644050 -0.27851197 
0.09091 '588 
7- 1 1 3.314664038 
FIE VISI 
Positive 0.5239 0.8037 0.65185460 -0.42793374 -0.27979224 
0.119732541 
Not Required 0.4761 0.1963 2.42507516 0.88586252 0.27979224 
0.247857460 
0.367590001 1 
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Appendix 6. F continued: IVs for sub-sample, training sample using WOE measure variables 
Variables/Characteristics G% B% 10: G% / B% WOE: LN(IO) G%-B% IV 
FEASISTU 
positive 0.4125 0.5628 0.73284807 -0.31081688 -0-15036038 0.046"34544 
Not Required or Available 0.5875 0.4372 1.34393812 0.29560420 0.15036038 0.044447 160 
7 1 1 0.091 
CC STA 
Yes 0.2745 0.3901 0.70384348 -0.35119927 -0.115 5 165 5 0.040569327 
No 0.7255 0.6099 1.18938764 0.17343859 0.1 1'ý ý, 1 (-, 55 - 0.0200') ý0'- - 
7 1 1 0.060604354 
LFOB 
Yes 0.7427 0.2723 2.72801469 1.00357413 0.47045426 0.47213 5724 
No 0.2573 0.7277 0.35354846 -1.03973471 -0.47045426 0.48914-62- 
7 1 1 0.961283351 
CAR OWN 
Yes 0.4350 0.4895 0.88863672 -0.11806677 -0.0545 1553 0.0064364 /13 
No 0.5650 0.5105 1.10679453 0.10146803 0,0545 1553 0.005531 5S4 
I 1 1 0.011968056 
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Appendix 6. G: Comparison based on overall sub-samples, 
Table 6. GI summarizes the ACC rates, errors, and EMCs results for conventional tecililiques (Tile 
conventional models compared in this section depend on the observed results, using a 0.50 cut-off point only) namely, WOE, MDA, PA and LR, and advanced techniques namely, PNN, PNN16. MUN. MLFN6. MLFN121 MLFN]5, BNS2-MLFN-6N, BNS5-MLFN-4N, BNS7-MLFN-6N, BNS -Pi 5 8 NN, BNSI -PNN, GPP and GPt- It can be concluded from Table 6. G1 that LR has the highest ACC rate, which was 82-09%, amongst the conventional techniques; meanwhile BNS15-PNN had the highest ACC rate, which Is 90.49%, amongst 
all techniques. All models predict good credit better than bad credit, except two models, namely, WOE and MDA. In addition, the highest bad predictor was 99.03% for WOE, whIlst the highest good predictor was 96,36% for BNS15-Pýý. As shown in Table 6. Gl, on average the overall performance of tile advanced 
statistical techniques is much better than the average performance of the conventional statistical techniques. 
On the one hand, comparing conventional techniques, where the Type I error rates exceeds the Type 11 error 
rates, as in the case of WOE and MDA models, the lower EMC at 0.4628 is for MDA. That was the chosen 
model, according to the ACC rate between these two models at 79.40% (see Table 6. G I). In that order, where 
the Type 11 error rate exceeds the Type I error rate, as for PA and LR, the lowest EMC led to select LR at a 
minimum cost of 0.5912. That was also the chosen model according to the highest ACC rate at 82.099"o. 
Afterwards, comparing all conventional techniques, the hi ighest ACC rate led to select LR at 81.09% ACC 
rate, whilst the lowest EMC cost led to select MDA at a minimum cost of 0.4628. 
On the other hand, all the advanced models' type 11 errors were higher than type I errors. Tile lowest EMC at 
0.3597 is for BNS8-PNN amongst all the advanced models. Interestingly that was not the chosen model, 
according to the ACC rate, which is BNS15-PNN at 90.49% ACC rate, but was very close to the ACC rate of 
the BNS8-PNN model at 90.33% (see Table 6. Gl). 
Table 6. GI: Comparing classification results, errors and EMCs for the selected tecimiques Lislii- the wliolc 
sub-sample, 
Scoring 
Model G% 
Overall sub-sample(s) 
B%T% 
Error results 
Type I Type 11 
EMCs 
(5: 1) 
WOE 32.67 99.03 54.28 0.6733 0.0097 0.4698 
MDA 78.97 80.29 79.40 0.2103 0.1971 0.4628 
PA 88.37 68.13 81.77 0.1163 0.3187 0.5974 
LR 88.72 68.37 82.09 0.1128 0.3163 0.5912 
PNN 93.07 76.40 87.64 0.0693 0.2360 0.4311 
PNN16 95.42 79.56 90.25 0.0458 0.2044 0.3637 
MUN 92.95 76.16 87.48 0.0705 0.2384 0.4358 
MLFN6 90.72 79.81 87.16 0.0928 0.2019 0.3914 
MLFN12 92.13 76.89 87.16 0.0787 0.2311 0.4294 
MLFN15 92.83 75.43 87.16 0.0717 0,2457 0.4485 
BNS2-MLFN-6N 93.89 73.48 87.24 0.0611 0.2652 0.4731 
BNS5-MLFN-4N 94.95 71.05 87.16 0.0505 0.2895 0.5055 
BNS7-MLFN-6N 93.54 74.94 87.48 0.0646 0.2506 0.4517 
BNS8-PNN* 95.42 79.81 90.33 0.0458 0.2019 0.3597 
BNS, 5-PNN** 96.36 78.35 90.49 
0.0364 0.2165 0.3771 
GPP 91.30 67.64 83.60 0.0870 0.3236 0.5856 
Gp. Q1 szo r, R 11; 1 94.31 0.0811 0.3139 0.5659 
*Best model amongst all models according to the lowest estimated misclassification cost. 
r""13est moaei 
amongst all models according to the highest average correct class, ficatlo n rate. 
Comparing all techniques, the lowest EMC criterion leads to selecting 
BNS8-PNN, with a minimum cost of 
0.3597. However, this does not provide the highest ACC rate, which was 
90.49% for BNS, 5-PNN. It was 
therefore suggested that the ACC rate is more consistent/reliable, while the 
MCs calculated in this chapter are 
more sub I. ective (MC ratio used in this section is 5: 1 based on prior probabilities 
of good and bad credit of 
67.43% and 32.57% respectively. MCs have also been calculated 
for all models including all trials. see Table 
6. G2). 
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Table 6. G2: Errors and EMCs for all sub-sample, models based on overall sub-samples, ACC rates 
6. a 
Scoring Error results EMC Scoring Error results EMC 
model Type I.. Type 11 model Tvnf- T Type 11 
WOE 0.6733 0.0097 0.46980264 MLFN8 0.0705 0.3017 0 5 3SS5 660 WOETI 0.4183 0.146 0.51982069 MLFNq 0.0846 () -26 28 
- 0 4S 5015;, S WOET2 0.5032 0.1655 0.60882451 MLFNIO 0.0964 0.2409 . 0 45-10817 WOET3 0.3643 0.1655 0.51516424 MUNI, 0.0529 0.3333 . 0 5-S4495? MDA* 0.2103 0.1971 0.46278264 MLFN12 0.0787 0.2311 . 0.42941376 
PA 0.1163 0.3187 0.59742404 MLFN13 0.0870 0.2457 0.4 5S-865 5 LR 0,1128 0.3163 0.59115559 MLFN14 0.0776 0.2847 0.5 1595963 
PNN 0.0693 0.2360 0.43105499 MLFN15 0.0717 0. 
-14 5 7/ 0.44846976 PNNI 0.0517 0.2092 0.37554351 MLFN16 0.0834 0.2847 0.5198705- 
PNN2 0.0611 0.2506 0.44930183 MLFN17 0.0646 0.29ý 20 0.5 19081 -S 
PNN3 0.0705 0.2774 0.49928405 MLFN18 0.0881 0.2530 0.4714163'A 
PNN4 0.0541 0.2409 0.42878528 MLFNjq 0.0905 0.2530 0.47303465 
PNN5 0.0623 0.2603 0.46590744 MLFN20 0.0987 0.2530 0.4 ý S56391 PNN6 0.0588 0.2530 0.45165934 BNSI-PNN 0.0505 0.23 11 0.41039850 
PNN7 0.0517 0.2287 0.40729926 BNS2-MLFN-6N 0.0611 0.2652 0.4 -307-793 
PNN8 0.0529 0.2506 0.44377257 BNS3-PNN 0.0717 0.2579 0.46833746 
PNN9 0.0576 0.2360 0.42316568 BNS4-MLFN-6N 0.0752 0.2530 0.40271786 
PNNIO 0.0470 0.2263 0.40022165 BNS5-MLFN-4N 0.0505 0.2895 0.50550290 
PNNII 0.0517 0.2141 0.38352316 BNS6-PNN 0.0576 0.2676 0.47462628 
PNN12 0.0541 0.2433 0.43269368 BNS7-MLFN-6N 0.0646 0.2506 0.45166188 
PNN13 0.0658 0.2530 0.45637944 BNS8-PNN* 0.0458 0.2019 0.35967709 
PNN14 0.0435 0.2433 0.42554610 BNS9-MLFN-2N 0.1140 0.2482 0.4SIO6390 
PNN15 0.0635 0.2774 0.49456395 BNSIO-MLFN-4N 0.0881 0.2676 0.49519243 
PNNJ6* 0.0458 0.2044 0.36374834 BNSII-MLFN-3N 0.0717 0.3382 0.59910601 
PNN17 0.0623 0.2603 0.46590744 BNS 12-MLFN-5N 0.0705 0.2652 0.47941635 
PNN18 0.0623 0.2579 0.46199904 BNS]3-MLFN-5N 0.0787 0.2457 0.45318986 
PNNjq 0.0517 0.2409 0.42716696 BNS]4-MLFN-6N 0.0646 0.2895 0.51501053 
PNN20 0.0588 0.2336 0.42006644 BNS15-PNN 0.0364 0.2165 0.37711477 
MUN 0.0705 0.2384 0.43577255 BNS16-PNN 0.0576 0.2360 0.42316568 
MUNI 0.0846 0.2506 0.46514788 BNS17-PNN 0.0611 0.2506 0.44930183 
MLFN2 0.0881 0.2263 0.42793538 BNS, 8-MLFN-2N 0.0799 0.3041 0.54910342 
MLFN3 0.0635 0.2895 0.51426880 BNS, 9-PNN 0.0564 0.2506 0.44613262 
MLFN4 0.0740 0.2701 0.48975605 BNS20-MLFN-3N 0.0799 0.2603 0.47777512 
MLFN5 0.1022 0.2068 0.40568726 GPp 0.0870 0.3236 0.58564670 
MLFN6* 0.0928 0.2019 0.39136919 GPt 0.0811 0.3139 0.56587188 
MLFN7 0.0787 0.2701 0.49292526 
*Models associated with the lowest estimated misclassification costs under each technique. 
On the one hand, comparing conventional techniques, where the type I error rate exceeds the type 
11 e rror 
rate, as in the case of WOE and MDA models, the lower EMC at 0.4628 
is for MDA. Also, it was known 
that the ACC rate criterion led to selecting MDA at 79.40%. Correspondingly, where the type 
II error rate 
exceeds the type I error rate, as for PA and LR, the lowest EMC at 0.5911 is 
for LR- This is the chosen 
model between PA and LR, for LR has the highest ACC rate at 82.09%. 
Furthermore, comparing all 
conventional techniques, the lowest EMC leads to selecting MDA at 0.4628. 
That was not the chosen 
model according to the ACC rate, which is LR at 82.09% ACC rate. 
On the other hand, all advanced 
models' type 11 errors were higher than type I errors. The lowest EMC at 
0.3637 is for PNN16 amongst all 
the PNN models. That was the chosen model, according to the ACC rate, at 
90.25% ACC rate. While the 
EMC is 0.3914 for MLFN6, that was not the chosen model according to the 
ACC rate. As to the MLFNs, 
the chosen model was MLFN6,12, and is at 
87.16% ACC rate. The lowest EMC using the 
BNSs is 0.359- for 
BNS8-PNN, which gives a 90.33% ACC rate, but this was not the 
highest ACC rate amongst all BNS 
models. The highest ACC rate in this case was for BNS15-PNN at 
90.49% ACC rate. The I-NIC for GP 
models was lower than EMC for NNs models, but still better than 
EMC for conventional techniques, 
except WOE, WOETI, WOET3 and MDA. Finally, comparing all the 
techniques, the lowest EMC criterion 
leads to selecting BNS8-PNN with a minimum cost of 0.3597. 
However, this does not provide the highest 
ACC rate, which was 90.49% for BNS15-PNN. Nevertheless, 
it was suggested that the ACC rate criterion 
is more reliable, while the EMCs calculated in re subjective. 
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Appendix 6.11: Errors and EMCs for all sub-sample, models based on testing sub-samples, ýý, CC rates 
Scoring 
model 
3coring Error result-sE. NIC Type I Type model 
11 Type I Type 11 
WOE* 0.7010 0.0000 0.47268430 MLFN8 0.0833 0.4286 
WOET, 0.3299 0.2414 0.61557147 MLFNq 0.0930 0.3750 
WOET2 0.2500 0.5172 1.01083520 MUNIO 0.1026 0.3750 
WOET3 0.1856 0.5172 0.96741028 MUNI, 0.0930 0.4750 
MDA 0.2268 0.3448 0.71443804 MLFN12 0.1149 0.2821 
PA 0.0825 0.4138 0.72950305 MLFN13 0.1139 0.3191 
LR 0.0722 0.4138 0.72255776 MLFN14 0.1948 0.4082 
PNN 0.1340 0.4483 0.82041275 MLFN15 0.1163 0.4000 
PNNI 0.0833 0.3000 0.54471919 MLFN16 0.1264 0.2821 
PNN2* 0.1209 0.2571 0.50021022 MLFN17 0.0750 0.4783 
PNN3 0.1687 0.3721 0.71971926 MLFN18 0.1609 0.3333 
PNN4 0.0737 0.3871 0.68008826 MLFNq 0.1778 0.3056 
PNN5 0.0659 0.4571 0.78882372 MLFN20 0.0989 0.3143 
PNN6 0.0909 0.3684 0.66123327 BNSI-PNN 0.0706 0.3415 
PNN7 0.1071 0.4524 0.80895093 BNS2-MLFN-6N 0.1294 0.2683 
PNN8 0.0682 0.3947 0.68875621 BNS3-PNN 0.1023 0.34-11 
PNN9 0.1481 0.3111 0.60649018 BNS4-MLFN-6N 0.0964 0.4186 
PNNjo 0.0741 0.3556 0.62906023 BNS5-MLFN-4N 0.0682 0.3947 
PNNII 0.1163 0.4000 0.72982109 BNS6-PNN 0.0964 0.3488 
PNN12 0.1099 0.3429 0.63251822 BNS7-MLFN-6N 0.1556 0.3056 
PNN13 0.1084 0.3256 0.60333372 BNSg-PNN* 0.0824 0.2439 
PNN14 0.0602 0.3256 0.57083246 BNS9-MLFN-2N 0.1325 0.2558 
PNN15 0.1481 0.3111 0.60649018 BNS, o-MLFN-4N 0.0814 0.3500 
PNN16 0.0316 0.3226 0.54666198 BNSII-MLFN-3N 0.0345 0.4359 
PNN17 0.0795 0.4211 0.73936820 BNS12-MLFN-5N 0.1125 0.3043 
PNN18 0.1591 0.2895 0.57873188 BNS13-MLFN-5N 0.1392 0.2979 
PNN, g 0.1111 0.4444 0.79862013 BNS14-MLFN-6N 0.1325 0.3488 
PNN20 0.1379 0.3590 0.67761747 BNS15-PNN 0.0426 0.3437 
MUN 0.1443 0.4828 0.88354129 BNS16-PNN 0.1154 0.2917 
MUNI 0.1625 0.3261 0.64062760 BNS17-PNN 0.0930 0.3250 
MLFN2 0.1379 0.2821 0.55238582 BNS18-MLFN-2N 0.1463 0.3182 
MLFN3 0.1047 0.3000 0.55914921 BNS19-PNN 0.0805 0.3846 
MLFN4 0.0674 0.3784 0.66167222 BNS20-MLFN-3N 0.0769 0.4375 
MLFN5 0.1818 0.3421 0.67969759 GPp 0.0928 0.5517 
MLFN6* 0.1705 0.2368 0.50059695 GPt 0.0722 0.6207 
MLFN, 7 0.1395 0.4500 0.82688985 
i---- -_A- ik 9 1-ý 
0. -5414429 
0.6-339-40 
0.67798 106S 
0. S'l 6 "4-, 40 
0-5 36S6ý 
-' 0.5964 712 
0.79610-34 
0.72982 109 
0.5446313- 
0.82948405 
0.65 127392 
0.61756014 
0.57852582 
0.60373833 
0.52418097 
0.62609074 
0.74669262 
0.68875621 
0.63302332 
0.60259068 
0.45275347 
0.50591505 
0.62486302 
0.73312650 
0.57141130 
0.57899271 
0.65736555 
0.58844063 
0.55284767 
0,59197240 
0.61683879 
0.68060225 
0.7 64 322 22 42 
0.96101849 
1.05949441 
*Models associated with the lowest estimated misclassification costs under each technique. 
On the one hand, comparing conventional techniques, where the type I error rate exceeds the type 
11 error 
rate, as for WOE models, the lowest EMC at 0.4727 is for WOE. Correspondingly, where the type 
11 error 
rate exceeds the type I error rate, as for MDA, PA and LR, the lowest EMC at 
0.7144 Is for MDA. This 
was not the chosen model between MDA, PA and LR, for LR has the 
highest ACC rate at 84.92%. 
Furthermore, comparing all conventional techniques, the lowest EMC leads to selecting 
NVOE at 0.4-, 27. 
That was not the chosen model according to the ACC rate, which is LR at 
84.92% ACC rate. On the other 
hand, all advanced models' type 11 errors were higher than type I errors. 
The lowest EMC at 0.5002 \ý as 
for PNN2 amongst all the PNN models. That was not the chosen model, according 
to the ACC rate, at 
89.68% ACC rate for PNN16- While the EMC was 0.5006 for MLFN6, that was not 
the chosen model 
according to the ACC rate. As to the MLFNs, the chosen models were 
MLFN4 and 2o at 
84.13 "o ACC rate. 
The lowest EMC using the BNSs is 0.4528 for BNS8-PNN, which gives an 
86.51% ACC rate, but this \ý as 
not the highest ACC rate amongst all BNS models. The highest ACC rate in 
this case was for 13NSIS-IINN 
at 88,10% ACC rate. The EMC for GP models was lower than EMC 
for all other models, but still better 
than EMC for conventional techniques, namely WOET2 and WOET3. 
Finally. comparing all the techniques, 
the lowest EMC criterion leads to selecting BNS8-PNN with a minimum cost 
of 0.452S. However. this 
does not provide the highest ACC rate, which was 89.68% for PNN16. 
Nevertheless, it was suggested that 
the ACC rate criterion is more reliable, while the EMCs calculated 
in this part is more suýective. 
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Appendix 6.1: Statistical analysis using the sub-sample2 tra. ining sample for conventional namek. MDA, PA, and LR 
Discriminating Function for MDA model: 
Functions Derived Wilks Lambda Chi-Square DF 
----------------------------------------------------------------------------------------- 
1 0.615777 484.1438 19 
P-Value 
------------------------------ 
0.0000 
Analysis of Deviance and Likelihood Ratio Tests Analysis of Deviance and Likelihood Ratio Tests 
for PA model: 
ý 
for LR model: 
Analysis of Deviance 
-------------------------------- ---------------------- 
Analysis of Deviance 
---- 
Source 
--------- 
Deviance 
------------------- 
---- 
Df P-Value 
---------- 
------------------ 
Source 
------------------ 
Deviance 
-------------------------- 
Df P-Value 
-------- 
Model 511.048 
---------------- 
19 0.0000 
------------------ 
Model 
------------------- 
511.027 
------------------------- 
19 0.0000 
Residual 788.562 
-- - -- - 
990 1.0000 Residual 788.584 990 1.0000 
----------------- 
Total (corr. ) 
- ---- --- ----- 
1299.61 
-------------------------- 
1009 
------------------ 
Total (corr. ) 
------------------ 
1299.61 
-------------------------- 
1009 
Likelihood Ratio Tests Likelihood Ratio Tests 
Factor Chi-Square Df P-Value Factor Chi-Square Df P-Value 
AGE 0.00010906 1 0.9917 AGE 0.00917398 1 0.9237 
DEPE 10.8684 1 0.0010 DEPE 11.4128 1 0.0007 
LOAN AMO 14.7407 1 0.0001 LOAN AMO 15.6898 1 0.0001 
LOAN DUR 3.51367 1 0.0609 LOAN DUR 3.51356 1 0.0609 
MON INCO 1.73934 1 0.1872 MON INCO 1.43526 1 0.2309 
CAR OWN 4.17415 1 0.0410 CAR OWN 5.27801 1 0.0216 
CBE REP 10.3969 1 0.0013 CBE REP 8.75858 1 0.0031 
CC STA 24.2208 1 0.0000 CC STA 23.1207 1 0.0000 
DUM MARR 0.471162 1 0.4925 DUM MARR 0.425343 1 0.5143 
DUM SING 2.29952 1 0.1294 DUM SING 2.3121 1 0.1284 
EDUC 49.1409 1 0.0000 EDUC 49.1645 1 0.0000 
FEASISTU 4.60736 1 0.0318 FEASISTU 3.83433 1 0.0502 
FIE VISI 14.9448 1 0.0001 FIE VISI 15.3855 1 0.0001 
GUAR 62.5478 1 0.0000 GUAR 59.6129 1 0.0000 
HOU STA 19.9125 1 0.0000 HOU STA 19.7018 1 0.0000 
LFOB 152.174 1 0.0000 LFOB 150.433 1 0.0000 
PROFE 0.753326 1 0.3854 PROFE 0.407904 1 0.5230 
GENDER 6.06731 1 0.0138 GENDER 5.56875 1 0.0183 
TELE 42243 1 1 0 2330 TELE 1.33574 1 0.2478 
. . 
A91 
Appendix 61 IVs for sub-sample2 training sample using WOE measure variables 
Variables/Characteristics G% B% I 0: G% / B% WOE- LN(IO) G%-B% IV 
LOAN AMO 
< 10000 0.1403 0.0288 4.86742081 1.58256419 0.11145305 0.176381605 
From 10001 to 20000 0.1870 0.0807 2.31781944 0.84062685 0.10633702 0.089389749 
From 20001 to 30000 0.1493 0.1354 1.10243574 0.09752204 0.01387458 0.001353077 
From 30001 to 40000 0.1373 0.1383 0.99223856 -0-00779172 -0-00107363 8.36541 E-06 From 40001 to 50000 0.1237 0.1095 1.12939589 0.12168288 0.01417016 0.001724265 
From 50001 to 100000 0.1900 0.2767 0.68693439 -0.37551650 -0.08661181 0.032524164 From 100001 to 200000 0.0407 0.0951 0.42821884 -0.84812091 -0-05437688 0.046118171 From 200001 to 500000 0.0256 0.0692 0.37072650 -0.99229070 -0.043 5-13-14 0.043187706 From 500001 to 1000000 0.0030 0.0346 0.08722976 -2.43920968 -0.03 156554 0.076994974 
>1000001 0.0030 0.0317 0.09515974 -2.35219830 -0-02868370 0.06'469'743 1 1 1 0.535151820 
LOAN DUR 
One 0.0287 0.0144 1.98883861 0.68755086 0.01424840 0.009796496 
Two 0.0845 0.0317 2.66447278 0.98000621 0.05276427 0.051709309 
Three 0.2142 0.1758 1.21835670 0.19750298 0.03838547 0.0075812245 
Four 0.1478 0.1239 1.19281630 0.17631715 0.02389366 0.004212863 
Five 0.4087 0.5014 0.81514710 -0.20438669 -0.0926928 1 0.018945176 
six 0.0226 0.0461 0.49066742 -0.71198873 -0.02348508 0.016721109 
Seven 0.0814 0.0836 0.97456702 -0.02576199 -0.00212552 5.47577E-05 
Eight 0.0015 0.0029 0.52337858 -0.64745021 -0-00137355 0.000889304 
Ten 0.0106 0.0202 0.52337858 -0.64745021 -0.00961484 0.006225131 
1 1 1 0.116135391 
AGE) 
< 25 0.0362 0.0144 2.51221720 0.92116571 0.02178987 0.020072084 
From 26 to 30 0.1267 0.0980 1.29305297 0.25700606 0.02871412 0.007379704 
From 31 to 35 0.1523 0.1585 0.96111340 -0.03966288 -0.00616358 0.000244465 
From 36 to 40 0.2368 0.2594 0.91300486 -0.09101408 -0.02256358 0.002053603 
From 41 to 45 0.2081 0.1988 1.04675716 0.04569697 0.00929753 0.000424869 
From 46 to 50 0.1599 0.1844 0.86684578 -0.14289420 -0.02455870 0.003509296 
From 51 to 55 0.0649 0.0749 0.86558766 -0.14434663 -0.01007124 0.00145375 
> 56 0.0151 0.0115 1.30844646 0.26884052 0.00355558 0.000955884 
1 1 1 0.036093656 
DUM SING 
Single (1) 0.1644 0.1470 1.11859344 0.11207204 0.01743016 0.001953434 
Other (0) 0.8356 0.8530 0.97956667 -0.02064498 -0.01743016 0.000359845 
1 1 1 0.002313279 
- DUM MARR 
Married 0.8039 0.8156 0.98572715 -0.01437568 -0.01164039 0.000167339 
Other 0.1961 0.1844 1.06311275 0.06120116 0.01164039 0.000712405 
-1 
1 1 0.000879744 
GENDER 
Male 0.7406 0.9078 0.81580598 -0.20357872 -0.16720783 0.034039956 
Female 0.2594 0.0922 2.81315988 1.03430836 0.16720783 0.172944454 
Ly- 1 1 0.206984410 
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Appendix 6. J continued: IVs for sub-sample2 training sample using WOE measure variables 
Vari abl es/IC h arac teri sti cs G% B% 10: G% B% WOE: LN(IO) G%-B% 
DEPE 
Zero 0.2142 0.1902 1.12605695 0.11872211 0.02397625 0,00.1846511 
One 0.2670 0.1758 1.51865589 0.41782566 0.09117582 0-038095596 
Two 0.2851 0.3026 0.94208145 -0.05966355 -0-01752579 0.001045651 Three 0.1689 0.2363 0.71485855 -0.33567059 -0-06738213 0.022618199 Four 0.0543 0.0778 0.69783811 -0.35976814 -0-02351116 0.008458565 Five 0.0090 0.0144 0.62805430 -0-46512865 -0-00535945 0.002492833 
six 0.0015 0.0029 0.52337858 -0.64745021 -0-00137355 0.000889304 1- I 1 0.076446659 
PROFE 
Public Sector 0.3363 0.1758 1.91333482 0.64884770 0.16055742 0.1041 
Private Sector 0.6637 0.8242 0.80519782 -0.21666729 -0.16055742 0.034"8-5.41 
I 1 1 0.138964852 
EDUC 
Before University 0.3560 0.6455 0.55141672 -0.59526446 -0.2895753 7 17 0.1723739. 
University or/and Higher 0.6440 0.3545 1.81693215 0.59714945 0.28957537 0.17 2 919 - -74 
0.345293702 
HOU STA 
Owned 0.5475 0.5245 1.04388146 0.04294594 0.02301564 0.000988428 
Rented 0.4525 0.4755 0.95159742 -0.04961321 -0.02301564 0.001141880 
z 1 1 0.002130308 
TELE 
Yes 0.9231 0.8559 1.07847708 0.07554993 0.06716914 0.005074624 
No 0.0769 0.1441 0.53384615 -0.62764758 -0.067169 14 0.042 1 5S5 50 
z 1 1 0.047233174 
MON INCO 
< 750 0.1659 0.0749 2.21429400 0.79493362 0.09098457 0.072326689 
From 751 to 1000 0.1704 0.1124 1.51645589 0.41637596 0.05804548 0.024168740 
From 1001 to 1400 0.1403 0.1700 0.82498658 -0.19238816 -0.02975733 0.005724957 
From 1401 to 1800 0.1237 0.0951 1.30051648 0.26276148 0.02857938 0.007509559 
From 1801 to 2500 0.1403 0.1470 0.95439624 -0.04667635 -0.00670257 0.000312852 
From 2501 to 4000 0.1282 0.2046 0.62657999 -0.46747883 -0.07640582 0.035718105 
From 4001 to 10000 0.0995 0.1412 0.70495891 -0.34961577 -0.04166286 0.014565994 
> 10001 0.0317 0.0548 0.57847107 -0.54736675 -0.02308084 0.012633682 
0.172960578 
CBE REP 
Positive 0.6471 0.8617 0.75093449 -0.28643687 -0.21461265 0.061472974 
Not Required 0.3529 0.1383 2.55147059 0.93666989 0.21461265 0.201021205 
-1 
1 1 0.262494178 
GUAR 
Yes, Corporate Guarantee 0.2805 0.0001 97348.6968 11.4860546 0.28054011 
3.222298966 
Yes 0.7195 0.9999 0.71945909 -0.32925562 -0.28054011 
0.092369405 
3.314668371 
FIE VISI 
Positive 0.5098 0.8012 0.63633799 -0.45202543 -0-29134882 
0.1316 
Not Required 0.4902 0.1988 2.46518897 0.90226847 
0.29134882 0.2628 
0.394571923 
1 1 
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Appendix 6. J continued: IVs for sub-sample2 training sample using WOE measure % ariables 
Variables/Characteristics G% B% 10: G% / B% WOE: LN(IO) G%-BO,,, I-V 
FEASISTU 
positive 0.3952 0.5533 0.71419369 -0.33660108 -0.15814067 0.053-130319 
Not Rr,. eLqiuuired or Available 0.6048 0.4467 1.35403104 0.30308610 0.15814067 0.0479302-38 
I 1 0.1011605-157 
C Cý S 
ýTA 
Y Vý, ý es 0.2745 0.4092 0.67080917 -0-39927058 -0.13471210 0.0537865'8 
No 0.7255 0.5908 1.22802487 0.20540708 0.13471110 0.02 / 6-0819 
0.081457396 
LFOB 
Yes 0.7466 0.2824 2.64359590 0.97214007 0.46418559 0.451253409 
No 0.2534 0.7176 0.35312290 -1.04093913 -0.46418559 0.483188938 
1 1 0.934442348 
CAR OWN 
Yes 0.4284 0.4899 0.87435010 -0.13427441 -0.06155759 0.008 
No 0.5716 0.5101 1.12068069 0.11393626 0.061 ýý7ý9 0.00- 
1 0.015279250 
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Appendix 6. K: Comparison based on overall sub-sampj, ý, - 
The classification results for all sub-sample2models are compared in order to evaluate these models. Table 6. KI summarizes the ACC rates results for conventional techniques (the conventi in this section depend on the observed results, using a 0.50 cut 
onal models compared 
-off point only) namely, WOE, NIDA. PA, and LR, and advanced techniques namely, PNNI PNN15, MLFN, MLFN8, BNS3-PNN, GPp, and GP,. 
It can be concluded from Table 6. K1 that LR has the highest ACC rate, which is 81.46%, amongst all 
conventional techniques. Meanwhile, PNN, 5 has the highest ACC rate, which is 90.89%, amongst all techniques. All models predict good credit better than bad credit, except two conventional models nameiv, WOE, and MDA. In addition, the highest correctly classified bad credit was 99.27% for NVOE, whilst the highest correctly classified good credit was 96.94% for P'ýN, 5. As shown In Table 6. Kl, on average the 
overall performance of the NNs and GP is much better than the average performance of the conventional 
techniques. 
Table 6. KI also concludes the type 1, type II errors and the EMCs for the selected models. On the one hand, 
comparing conventional techniques, where the type I error rate exceeds the type 11 error rate, as the case of 
WOE and MDA, the lower MC at 0.4589 is for MDA. Also, it is known that the ACC rate criterion led to 
selecting MDA at 78.84% (see Table 6-KI). Correspondingly, where the type 11 error rate exceeds the type I 
error rate, as for PA and LR, the lowest MC at 0.5848 is for PA. That was not the chosen model between PA 
and LR, for LR has, amongst these, the highest ACC rate at 81.46% (see Table 6. Kl). Then, comparing all 
conventional techniques, the lowest EMC criterion led to select MDA at 0.4589, whilst the highest ACC rate 
led to selecting LR at 81.46% ACC rate. 
Table 6. KI: Comparing classification results, errors and EMCs for the selected techniques using the whole 
sub-sample2 
Scoring 
Model 
Overall sub-samp 
G%B% 
le(s) 
T% 
Error results 
Type I Type 11 
EMC 
(5: 1) 
WOE 31.14 99.27 53.33 0.6886 0.0073 0.4762 
MDA 77.79 81.02 78.84 0.2221 0.1898 0.4589 
PA 86.72 69.59 81.14 0.1328 0.3041 0.5848 
LR 87.43 69.10 81.46 0.1257 0.309 0.5880 
PNN 92.83 75.91 87.32 0.0717 0.2409 0.4407 
P14N15* 96.94 78.35 90.89 0.0306 0.2165 0.3732 
MUN 90.36 72.26 84.47 0.0964 0.2774 0.5167 
MLFN8 91.54 78.59 87.32 0.0846 0.2141 0.4057 
BNS3-PNN 95.65 76.89 89.54 0.0435 0.2311 0.4057 
GPp 92.13 65.94 83.60 0.0787 0.3406 0.6077 
GPt 92.01 70.56 85.02 0.0799 0.2944 0.5333 
*Best model amongst all models according to average correct classification rate, and also according to the 
lowest misclassification cost. 
On the other hand, all the advanced models' type 11 errors were higher than type I errors. 
ComparIng basic 
NN models namely, PNN and MLFN and GP models namely, GPp and GP,, for which the same training sub- 
sample2 was used in building these models and the same testing sub-sample2 was used to test the predictive 
ability of these models, the lowest MC at 0.4407 is for PNN amongst these techniques. 
That was the chosen 
model, according to the ACC rate, which is PNN at an 87.32% ACC rate 
(see Table 6. Kl). By extending the 
comparison to include the powerful NN models namely, PNN15, MLFN8, and 
BNS3-PNN, the highest ACC 
rate was 90.89% for PNN15- It is clear that this model was the best model 
based on the lowest EMC at 
0.3732, as revealed in Table 6. Kl. 
Finally, comparing all models, the lowest EMC criterion leads to selecting 
PNN15, with a minimum cost of 
0.3732. However, this does provide the highest ACC rate, which was 
90-89% for PNN15 (the analysis of this 
section was extended to include the EMCs for all models including all trials, 
for details see Table 6. K2). 
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Table 6. K2: Errors and EMCs for all sub-sample2 models based on overall sub-samples, ACC rates 
Scoring Error results EMC Scoring Error results ENIC 
__model 
Type I Type II model Type I Týpe 11 
WOE 0.6886 0.0073 0.47621103 MLFN8 0.0846 0.2141 0 4057 0- (, 1 WOETI 0.4407 0.1387 0.52303696 MLFNq 0.0905 0.2506 . , 1 - 0 469 1 '62 5 WOET2 0.5114 0.1630 0.61028252 MLFNIO 0.0787 0.2798 . 50S-2171 0 WOET3 0.3702 0.1630 0.51507136 MUNI, 0.0928 0.2968 - 0 54591 384 MDA* 0.2221 0.1898 0.45885133 MLFN12 0.0635 0.3114 . - U4993 295 PA 0.1328 0.3041 0.58477389 MLFN13 0.0740 0.2968 - 0.5 1323-00 LR 0.1257 0.3090 0.58796601 MLFN14 0.0881 0.2311 0.435-5218 
PNN 0.0717 0.2409 0.44065296 MLFN, 5 0.0729 0.2895 0.52060-22 PNN 1 0.0376 0.2433 0.42156773 MLFN16 0.1140 0.2263 0.4451()Q 5 PNN2 0.0529 0.2530 0.44768097 MLFN17 0.1257 0.2068 0.4-15-, ýJj PNN3 0.0505 0.2287 0.40649010 MLFN18 0.0541 0.3 55 -) 0.61492283 PTqN4 0.0388 0.2263 0.39469239 MLFNjq 0.0599 0.3-112 0.56346477 
PNN5 0.0505 0.2603 0.45795070 MLFN20 0.1140 0.2068 0.41364400 
PNN6 0.0576 0.2214 0.39938958 BNSI-MLFN-3N 0.0776 0.2628 0.48029548 
PNN7 0.0646 0.2652 0.47543798 BNS2-MLFN-2N 0.0776 0.3139 0.56351183 
PNNg 0.0517 0.2603 0.45875986 BNS3-PNN 0.0435 0.2311 0.40567840 
PNNq* 0.0635 0.1922 0.35581575 BNS4-MLFN-5N 0.0799 0.2S22 0.51343927 
PNNjo 0.0693 0.2457 0.44685144 BNS5-PNN* 0.0564 0.2263 0.40656007 
PNNII 0.0552 0.2165 0.38979161 BNS6-MLFN-3N 0.0764 0.3066 0.55081462 
PNTN12 0.0552 0.2676 0.47300796 BNS7-MLFN-6N 0.0705 0.2652 0.4794163 5 
PNN13 0.0646 0.2701 0.48341763 BNS8-MLFN-5N 0.0893 0.2506 0.46831709 
PNN14 0.0576 0.2628 0.46680948 BNS9-MLFN-5N 0.0987 0.2482 0.47074-11 
PNN15 0.0306 0.2165 0.37320383 BNSIO-PNN 0.0529 0.2384 0.42390487 
PNN16 0.0458 0.2141 0.37954479 BNSII-MLFN-2N 0.0693 0.3333 0.58950804 
PNN17 0.0623 0.2920 0.51753089 BNS12-PNN 0.0588 0.3041 0.53487569 
PNN, g 0.0529 0.2457 0.43579292 BNS13-PNN 0.0682 0.2311 0.42233361 
PNN, q 0.0517 0.2360 0.41918731 BNS14-MLFN-4N 0.0799 0.2506 0.46197867 
PNN20 0.0635 0.2117 0.38757150 BNS, 5-MLFN-4N 0.0599 0.3333 0.58316962 
MLFN 0.0964 0.2774 0.51674842 BNS16-MLFN-4N 0.0776 0.2822 0.51188838 
MUNI 0.0611 0.3187 0.56020268 BNS17-MLFN-3N 0.0646 0.3090 0.54676628 
MLFN2 0.0635 0.3212 0.56589225 BNS18-MLFN-4N 0.0529 0.3309 0.57454112 
MLFN3 0.0940 0.2628 0.49135400 BNS, 9-MLFN-5N 0.0729 0.2798 0.50481077 
MLFN4* 0.1304 0.1776 0.37715032 BNS20-MLFN-3N 0.0928 0.2263 0.43110459 
MLFN5 0.1140 0.2092 0.41755240 GPp 0.0787 0.3406 0.60773451 
MLFN6 0.0823 0.3041 0.55072174 GPt 0.0799 0.2944 0.53330697 
MLFN7 0.0858 0.2360 0.44218094 
- *Models associated with the lowest estimated misclassification costs for each technique. 
On the one hand, comparing conventional techniques, where the type I error rate exce 
i 
eds the type 11 error 
rate, as in the case of WOEs and MDA, the lower MC at 0.4589 is for MDA. This Is the chosen model 
between WOEs and MDA, for MDA has the highest ACC rate at 78.84%. Correspondingly, where the 
type 11 error rate exceeds the type I error rate, as for PA and LR, the lowest MC at 
0.5848 is for PA. This 
is not the chosen model between PA and LR, for LR has the highest ACC rate at 
81.46%. On the other 
hand, all the advanced models' type 11 errors were higher than type I errors. 
Comparing GP models and 
basic NN models, the lowest MC at 0.4407 is for PNN. That was the chosen model according 
to ACC rate 
criterion, which is PNN at 87.32% ACC rate. Furthermore, the lowest MC at 
0.3558 is for PNN9 amongst 
all the PNN models. That was not the chosen model, according to the 
ACC rate, which Is PNN, 15 at 
90.89% ACC rate. While the lowest MC is 0.3772 for MLFN4. Again that was not 
the chosen model 
according to the ACC rate. As to the MLFNs the chosen model was 
MLFN8 at 87.32% ACC rate. The 
lowest MC using the BNSs is 0.4067 for BNS5-PNN, but this was not the 
highest ACC rate arnongst all 
BNS models. The highest ACC rate in this case was for BNS3-PNN at 
89.54%. Finally, the ENIC for GP, 
model was lower than EMC for some of the powerful NNs models, 
but still better than EMC for some of 
the conventional techniques. Comparing all the techniques, the 
lowest MC criterion leads to selecting 
PNN9 with a minimum cost of 0.3558. However, this 
does not provide the highest ACC, which 
90.89% for PNN15. Correspondingly, it is strongly suggested that the ACC rate is more reliable, 
while the 
MCs calculated in this section is more subjective. 
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Appendix 61: Errors and EMCs for all sub-sample2 models based on testing sub-samples, CC , A razes 
Scoring Error results EMC Scoring Error results ENIC model Type I Type model Type I Type 11- 11 
WOE* 0.7074 0.0000 0.47699982 MLFN8 0.1686 0. 
-3) 2 50 
0 64 29-40,4 WOETI 0.3989 0.1719 0.54891742 MLFNq 0.1437 - 0.3846 . 0 - ' A2 1801 1 WOET2 0.3453 0.3281 0.76714664 MUNIO 0.0982 0.4607 , - - 0 81646621 WOET3 0.2553 0.3281 0.70645964 MUNI, 0.1186 0.3867 . 0 -1 09 -1 19 3 MDA 0.2181 0.2344 0.52878523 MLFN12 0.0971 0.4026 . - 0 7 -1 110 8 63 PA 0.1330 0.3594 0.67496480 MUND 0.1348 0.3919 . 0 7,29104-79 LR 0.1383 0.3594 0.67853859 MLFN14 0.1304 0.3088 . 0.59080952 PNN 0.1596 0.3594 0.69290118 MLFN15 0.0833 0.4286 0.75414429 
PNNI 0.0683 0.3846 0.67237579 MLFN16* 0.1705 0.1842 0.41493 -8 5 PNN2 0.0983 0.3671 0.66410604 MLFN17 0.2159 0.2895 0.61703212 
PNN3 0.0947 0.3133 0.57406526 MLFN18 0.1145 0.4884 0.8 0-25 66-5 PTqN4 0.0755 0.4194 0.73390255 MLFNjq 0.0760 0.4074 0. -1469-70 
PNN5 0.0750 0.4022 0.70555520 MLFN20 0.1455 0.2989 0.58486930 
PNN6 0.1272 0.3291 0.62171031 BNSI-MLFN-3N 0.0988 0.2875 0.53481459 
PNN7 0.0765 0.4146 0.72676005 BNS2-MLFN-2N 0.1220 0.3864 0.71151700 
PNN8 0.0629 0.4194 0.72540637 BNS3-PNN* 0.0734 0.2533 0.46199267 
PNN9 0.1299 0.3867 0.71733252 BNS4-MLFN-5N 0.1235 0.2927 0.55993800 
PNNjo 0.1436 0.3099 0.60150163 BNS5-PNN 0.1180 0.3077 0.5806568-5 
PNNI 1 0.1235 0.3293 0.61954110 BNS6-MLFN-3N 0.0944 0.3611 0.6517052 -/ 
PNN 12 0.0964 0.3721 0.67096737 BNS7-MLFN-6N 0.0756 0.4500 0.78380208 
PNN13 0.0936 0.4321 0.76678933 BNS8-MLFN-5N 0.1322 0.3205 0.61107671 
PNN14 0.0864 0.3333 0.60103857 BNS9-MLFN-5N 0.1250 0.3571 0.66582485 
PNN 15 0.0500 0.4022 0.68869770 BNSo-PNN 0.0870 0.3187 0.57766705 
PNN]6* 0.0760 0.2593 0.47351685 BNSII-MLFN-2N 0.1139 0.3936 0.71778037 
PNN17 0.0723 0.4419 0.76838604 BNS12-PNN 0.1161 0.3918 0.71633253 
PNN18 0.1257 0.3766 0.69805261 BNSB-PIýN 0.1200 0.2597 0.50383745 
PNN, q 0.0882 0.3415 0.61560601 BNS14-MLFN-4N 0.0696 0.3298 0.58401058 
PNN20 0.1469 0.2933 0.57669372 BNS 15-MLFN-4N 0.0670 0.4247 0.73680205 
MLFN 0.1223 0.4687 0.84574484 BNS16-MLFN-4N 0.1193 0.3816 0.70187959 
MUNI 0.0977 0.3974 0.71304501 BNS17-MLFN-3N 0.1104 0.3258 0.60500802 
MLFN2 0.0707 0.4853 0.83798406 BNS18-MLFN-4N 0.0719 0.4118 0.71909847 
MLFN3 0.1726 0.4762 0.89187588 BNS, 9-MLFN-5N 0.1279 0.3625 0.67657422 
MLFN4 0.2011 0.2179 0.49045188 BNS20-MLFN-3N 0.1235 0.2561 0.50033490 
MLFN5 0.2130 0.3855 0.77141265 GPp 0.0957 0.3594 0.64981341 
MLFN6 0.1312 0.4239 0.77878931 GPt 0.1011 0.3281 0.60248258 
MLFN7 0.1030 0.3563 0.64968745 
*Models associated with the lowest estimated misclassification costs for each technique. 
On the one hand, comparing conventional techniques, where the type I error rate exceeds the type 
II error 
rate, as in the case of WOE, WOET, and WOET2, the lower MC at 0.4770 is for WOE. 
This was not the 
chosen model between these models, for WOET2 had the highest ACC rate at 
66.01%. Correspond lngl ý'. 
where the type 11 error rate exceeds the type I error rate, as for WOET3, 
MDA, PA and LR, the lowest MC 
at 0.5288 is for MDA. This was not the chosen model between these models, 
for PA had the highest ACC 
rate at 80.95%. On the other hand, all the advanced models' type 11 errors were 
higher than tý'pe I errors. 
Comparing GP models and basic NN models, the lowest MC at 0.6025 
is for GP,. That ýý as the chosen 
model according to ACC rate criterion, which isGPt at 84.13%ACC rate. 
Furthermore, the lowest NIC at 
0.4735 is for PNN16 amongst all the PNN models. That was the chosen model. according 
to the ACC rate 
at 86.51% ACC rate. While the lowest MC is 0.4149 for 
MLFN16. Again that was the chosen model 
according to the ACC rate at 82.54%. The lowest MC using the 
BNSs was 0.4620 for 13M. 1-PNN. and tilP, 
was the highest ACC rate amongst all BNS models at 87.30%. 
Finally, the EMC for GPt model \vas lower 
than EMC for some of the powerful NNs models, but still 
better than ENIC for some of the conventional 
techniques. Comparing all the techniques, the lowest MC criterion 
leads to selecting 
- 
MLFN16 with a 
minimum cost of 0.4149. However, this does not provide the 
highest ACC. which was S -30% 
for BNS, - 
PNN. Correspondingly, it is strongly suggested that the 
ACC rate is more reliable, while the %ICs 
calculated in this section is more subjective. 
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Appendix 6-M: Statistical analysis using the sub-sample3 training sample for conventional models MDA, PA, and LR 
Discriminating Function for MDA model: 
Functions Derived Wilks Lambda Chi-Square DF P-Value 
--------------------------------------------------------------------------------------------------------------------------- 
1 0.637411 375.8095 19 0.0000 
I 
Analysis of Deviance and Likelihood Ratio Tests Analysis of Deviance and Likelihood Ratio Tcsts 
for PA model: for LR model: 
Analysis of Deviance 
------------------------------------------------------ - 
Analysis of Deviance 
-- --- - 
Source Deviance Df P-Value 
----------------------------------------- 
--------------------------------- 
Source Deviance 
--------------- 
Df 
------------- 
P-Valuc 
------- ------------- 
Model 407.816 19 0.0000 
--------------------------------- 
Model 408.538 
--------------- 
19 
------------- 
0.0000 
Residual 673.277 826 1.0000 Residual 672.555 826 1.0000 
------------------------------------------------------------- ------------------------------------------------------------- 
Total (corr. ) 1081.09 845 
1 
Total (corr. ) 1081.09 845 
Likelihood Ratio Tests Likelihood Ratio Tests 
Factor Chi-Square Df P-Value Factor Chi-Square Df P-Value 
AGE 0.716954 1 0.3971 AGE 0.893142 1 0.3446 
DEPE 6.32275 1 0.0119 DEPE 6.54456 1 0.0105 
LOAN AMO 13.8682 1 0.0002 LOAN AMO 14.6675 1 0.0001 
LOAN DUR 3.7968 1 0.0513 LOAN DUR 3.66321 1 0.0556 
MON INCO 1.54748 1 0.2135 MON INCO 1.35128 1 0.2451 
CAR OWN 11.1242 1 0.0009 CAROWN 12.8329 1 0.0003 
CBE REP 7.00026 1 0.0081 CBE REP 5.49058 1 0.0191 
CC STA 17.2319 1 0.0000 CC STA 16.3797 1 0.0001 
DUM MARR 1.09222 1 0.2960 DUM MARR 1.08934 1 0.2966 
DUM SING 2.71392 1 0.0995 DUM SING 2.81353 1 0.0935 
EDUC 39.9503 1 0.0000 EDUC 39.8022 1 0.0000 
FEASISTU 3.48637 1 0.0619 FEASISTU 3.06666 1 0.0799 
FIE VISI 13.6749 1 0.0002 FIE VISI 14.260 1 0.0002 
GUAR 52.9741 1 0.0000 GUAR 50.3544 1 0.0000 
HOU STA 26.8494 1 0.0000 HOU STA 27.0052 1 0.0000 
LFOB 104.324 1 0.0000 LFOB 104.068 1 0.0000 
PROFE 1.32995 1 0.2488 PROFE 0.969927 1 0.3247 
GENDER 17582 9 1 0.0025 GENDER 8.63985 1 0.0033 
TELE . 653076 0 1 0 4190 TELE 0.635403 1 0.4254 . . 
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Appendix 6-N: IVs for sub-samplC3 training sample using WOE measure variables 
T- -- ,, -- v ai iauoa1, -, j, -- 
N-i U /0 1/0 / JJU/0 N WOE: LN(IO G%-B% IV 
LOAN AMO 
< 10000 0.1355 0.0281 4.82620321 1.57406007 0.10740220 0.16905-507 
From 10001 to 20000 0.1943 0.0807 2.40757963 0.87862194 0.11359415 0.099806309 
From 20001 to 30000 0.1212 0.1263 0.95959596 -0.04124296 -0-00510367 0.000210490 From 30001 to 40000 0.1551 0.1404 1.10494652 0.09979694 0.01472934 0.001469943 
From 40001 to 50000 0.1266 0.1263 1.00193108 0.00192921 0.00014393 4.70584E-07 
From 50001 to 100000 0.1996 0.2772 0.72023286 -0.32818071 -0.07754949 0.025450246 From 100001 to 200000 0.0392 0.0947 0.41394336 -0.88202614 -0.05551-116 0.048971111 From 200001 to 500000 0.0250 0.0596 0.41837056 -0.87138774 -0.03469369 0.030231653 From 500001 to 1000000 0.0018 0.0351 0.05080214 -2.97981682 -0.03330519 0.099243360 
>1000001 0.0018 0.0316 0.05644682 -2.87445630 -0.02979642 0.0 S5 04 ý'-40 0 
-1 
1 1 0.560089585 
LOAN DUR 
One 0.0285 0.0140 2.03208556 0.70906264 0.01448541 0.010271064 
Two 0.0820 0.0316 2.59655377 0.95418509 0.05041749 0.048107615 
Three 0.2264 0.1579 1.43374926 0.36029287 0.06848673 0.024675279 
Four 0.1426 0.1193 1.19534445 0.17843439 0.02330425 0.004158279 
Five 0.3939 0.5193 0.75859951 -0.27628130 -0.12535885 0.034634306 
Six 0.0196 0.0561 0.34926471 -1.05192518 -0.0365325 1 0.038429465 
Seven 0.0891 0.0702 1.27005348 0.23905901 0.0 1895112 0.004530436 
Eight 0.0018 0.0070 0.25401070 -1.37037891 -0.00523501 0.007173951 
Ten 0.0160 0.0246 0.65317036 -0.42591730 -0.00851862 0.003628229 
1 1 1 0.175608624 
- AGE) 
< 25 0.0428 0.0175 2.43850267 0.89138419 0.025-13689 0.022495764 
From 26 to 30 0.1230 0.0772 1.59333982 0.46583233 0.04580167 0.021335898 
From 31 to 35 0.1569 0.1614 0.97186701 -0.02853631 -0.00454076 0.000129577 
From 36 to 40 0.2282 0.2632 0.86702317 -0.14268958 -0.03499390 0.004993265 
From 41 to 45 0.2050 0.2070 0.99021119 -0.00983704 -0.00202646 1.99343E-05 
From 46 to 50 0.1551 0.1930 0.80359747 -0.21865679 -0.03790224 0.008287583 
From 51 to 55 0.0677 0.0632 1.07248960 0.06998268 0.00457829 0.000320401 
> 56 0.0214 0.0175 1.21925134 0.19823701 0.00384652 0.000762522 
Y 1 1 0.058344944 
- DUM SING -- 
Single (1) 0.1729 0.1439 1.20190427 0.18390719 0.02904588 0.005341745 
Other (0) 0.8271 0.8561 0.96607346 -0.03451540 -0.02904588 0.00 10025 
1() 
.1 
1 1 0.006344275 
DUM MARR 
Married 0.7879 0.8211 0.95959596 -0.04124296 -0.033 17384 
0.00 13681 i-7 
, _I 
Other 0.2121 0.1789 1.18538324 0.17006614 0.03317384 0.005641-4 
- 
0.007009935 
-1 
1 1 
_GENDER Mate 0.7415 0.9053 0.81913527 -0.1995061 -0.16373018 
0.032665162 
- 
Female 0.2585 0.0947 2.72826302 1.00366515 
0.16373018 0.1643302 ' 
1 
0.196995439 
1 2- 11 
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Appendix 6. N continued: IVs for sub-sample3 training sample using WOE measure variables 
Tn. I-ol V- ---- -- -- -- -- --- -/V I "-j -U -/0 / D70 WUE: LN(10) G%-B% 1\1 DEPE 
Zero 0.1925 0.1789 1.07581000 0.07307387 0.01356600 0 0009913 10 One 0.2549 0.1649 1.54568210 0.43546530 0.08998968 . - 0 03918-383 
Two 0.2781 0.3404 0.81702409 
-0-20208670 -0-06227601 
. 
0.012 585 153 Three 0.1907 0.2246 0.84934826 
-0-16328597 -0-033830S 
- 
0.005524057 
Four 0.0660 0.0667 0.98930481 -0-01075279 -0.00071301 7.66687E-06 Five 0.0160 0.0211 0.76203209 -0.27176662 -0-00500985 0.001361510 six 0.0018 0.0035 0.50802139 -0.67723 173 -0.0017-1624 0.001 16Q065 1 1 1 0 060826156 
PROFE . 
Public Sector 0.3369 0.1544 2.18218279 0.78032566 0.18251 '143 0.1424 
Private Sector 0.6631 0.8456 0.78416580 -0.24313480 -0.182 51 '43 0.0443-51 24 
0.186794256 
EDUC 
Before University 0.3440 0.6526 0.52714048 -0.64028821 -0.30860306 0.197594900 University or/and Higher 0.6560 0.3474 1.88840274 0.63573136 0.30860306 0.196 18 8643 
-I 
1 1 0.393783543 1 
HOU STA i 
Owned 0.5526 0.5018 1.10130511 0.09649594 0.05083028 0.004904916 
Rented 0.4474 0.4982 0.89798147 -0.10760584 -0.05083028 0.005461)6ý6 
-1 
1 1 0.010374552 
TELE 
Yes 0.9144 0.8632 1.05941046 0.05771258 0.05 1 '18061 0.002959536 
No 0.0856 0.1368 0.62525710 -0.46959236 -0.05 12SOO 1 0.0240809S-2 
1 1 1 0.027040518 
MON INCO 
< 750 0.1658 0.0982 1.68735676 0.52316326 0.06752979 0.035329103 
From 751 to 1000 0.1711 0.1263 1.35472371 0.30359753 0.04480721 0.013603357 
From 1001 to 1400 0.1551 0.1474 1.05233002 0.05100678 0.00771179 0.000393354 
From 1401 to 1800 0.1390 0.1053 1.32085562 0.27827972 0.03377428 0.009398696 
From 1801 to 2500 0.1283 0.1579 0.81283423 -0.20722810 -0.02955249 0.006124106 
From 2501 to 4000 0.1123 0.1825 0.61548745 -0.48534072 -0.07015668 0.034049891 
From 4001 to 10000 0.0945 0.1263 0.74792038 -0.29045875 -0.03184164 0.009248682 
> 10001 0.0339 0.0561 0.60327540 -0.50538147 -0.02227226 
0.0112551)8- 
1 1 1 0.119403175 
- CBE REP 
Positive 0.6453 0.8561 0.75370387 -0.28275574 -0.21086406 0.059623023 
Not Required 0.3547 0.1439 2.46576236 0.90250103 0.21086406 0.190305031 
I 1 1 0.249928053 
GUAR 
Yes, Corporate Guarantee 0.2781 0.0001 79251.6150 11.2803831 0.27807136 
3.13675 1434 
Yes 0.7219 0.9999 0.72192767 -0.3258303 -0.27807136 
0.090604082 
11 117'Ar'; r, 16 
FIE VISI 
Positive 
Not Required 
0.5098 0.8175 0.62357990 
0.4902 0.1825 2.68665158 
11 
-0.47227837 -0.30773994 
0.145338916 
0.98829565 0.30773994 0.304 13S043 
0.449476959 
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Appendix 6. N continued: IVs for sub-sample3 training sample using WOE measure ý ariables 
Variables/Characteristics G% B% 10: G% / B% WOE: LN(IO) G%-BO//o 
FEASISTU 
Positive 0.4135 0.5825 0.71000580 -0.342482214 -0.16890890 0-057848283 
1 
Not Required or Available 0.5865 0.4175 1.40452973 0.33970253 0.16 S90 
1 1 0.115227065 
CC STA 
Yes 0.2977 0.3825 0.77834470 -0.25058580 -0.08477343 '11243018 OM 
No 0.7023 0.6175 1.13727516 0.12863519 0.08477343 0.010904846 
1 1 0.032147864 
LFOB 
Yes 0.7201 0.3088 2.33228002 0.84684634 0.41137067 0.3483C7,48] 
No 0.2799 0.6912 0.40486984 -0.9041 41 1 
0.72032485ý 
CAR OWN 
- 
Yes 0.4528 0.4491 1.00810495 0.00807228 0.00364012 2.9 3, 
ý4 F -0 51 
No 0.5472 0.5509 0.99339215 -0.00662978 -0.00364012 2.413 -I -'I --, - 
() 5 
-7- 
1 1 15.35172E-05 
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Appendix 6.0: Comparison based on overall sub-sampleS3 
Table 6.01 summarizes the ACC rates, errors, and EMCs results for conventional techniques (classifications 
based on a 0.50 cut-off point only) namely, WOE, MDA, PA, and LR, and advanced techniques nam 
, 
ely. PNN, Pýý 15, MLFN, MLFN 1 1, BNS I 7-PNN, GPp, and GP, As concluded in Table 6.0 1, LR had the highe'st 
ACC rate at 82.33%, amongst all conventional techniques. Meanwhile, PNN15 had the highest ACC rate at 90.17%%, amongst all techniques. All models predict good credit better than bad credit, except only two 
conventional models namely, WOE and MDA. In addition, the highest correctly classified bad credit was 
98.54% for WOE, whilst the highest correctly classified good credit was 94.950// for PNN15. It can be 
concluded from Table 6.01, that the average performance of the NN and GP niodels is better than the 
0 
average performance of the conventional techniques. 
Furthermore, comparing conventional techniques, there were only two models where tile type I error rate 
exceeds the type 11 error rate, as in the case of WOE and MDA, the lowest MC at 0.4754 was'for NVOE. That 
was not the chosen model based on the ACC rate at 78.05% for MDA. Correspondingly, %%-here the type 11 
error rate exceeds the type I error rate, as for PA and LR, the lowest MC at 0.5952 is for LR. This was tile 
chosen model between PA and LR, for LR has, amongst these, the highest ACC rate at 8.. 33'/o (but it can be 
argued that these MC costs and ACC rates were quite close to each other), as shown in Table 6.01. 
Table 6.01: Comparing classification results, errors and EMCs for the selected techniqueS using the overall 
sub-sample3 
Scoring 
Model 
Overall sub-sample(s) 
G%B%T% 
Error reSLIlt, 
Type I Type 11 (5: 1) 
WOE 33.02 98.54 54.36 0.6698 0.0146 0.4754 
MDA 77.44 79.32 78.05 0.2256 0.2068 0.4889 
PA 89.31 67.64 82.25 0.1069 0.3-136 0.5991 
LR 89.31 67.88 82.33 0.1069 0.3212 0.5952 
PNN 92.71 71.78 85.90 0.0729 0.2822 0.5087 
PNN, 5* 94.95 80.29 90.17 0.0505 
0.1971 0.3550 
MLFN 87.31 77.37 84.07 0.1269 0.2263 0.4541 
MUNI, 94.48 69.34 86.29 0.0552 0.3066 0.5365 
BNS 17-PIýN 94.01 78.59 88.99 0.0599 
0.2141 0.3891 
GPp 88.60 68.37 82.01 0.1140 0.3163 0.5920 
C, P, 92.24 64.48 83.20 0.0776 0.3552 0.6308 
*Best model amongst all models according to average correct classification rate, and also according 
to the 
lowest misc lass I fication cost. 
All the advanced models' type 11 errors were higher than type I errors. 
Comparing NNs models namely, PNN 
and MLFN and GP models namely, GPp and GP, for which the same training, 
testi . ng, and oi, erall sub- 
sampleS3 were used to produce these models, the lowest 
MC at 0.4541 is for MLFN amongst these 
techniques. That was not the chosen model, according to the 
ACC rate at 85.90% ACC rate for PNN (see 
Table 6.01). Moreover, the comparison extended to include the powerful 
NN models namely, PNN15, 
MUNII, and BNS, 7-PNN, the highest 
ACC rate was 90.17% for PNN15. This was tile chosen model 
according to the lowest EMC at 0.3550, as concluded in 
Table 6.01. 
At last, comparing all conventional and advanced techniques, 
the highest ACC rate, which was 90.17%, leads 
to selecting PNN15, However, this does provide the 
lowest EMC, which was 0.3550 for PNN15, as well (for 
more details regarding EMCs for all sub-sample3 models 
including all trials, see Table 6.02). 
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Table 6.02: Errors and EMCs for all sub-sample3 models based on overall sub-sampleS3 ACC rates 
Scoring Error results EMC Scoring Error results model Type I Type II model Type I Type II WOE* 0.6698 0.0146 0.47542224 MLFN8 0.0682 0 3285 WOETI 0.3678 0.2068 0.58478134 MLFNq 0.0541 . 0 3187 WOET2 0.4253 0.2457 0.68690224 MLFNIO 0.0881 . 0.2871 WOET3 0.3079 0.2457 0.60773942 MUNI 1 0.0552 0.3066 MDA 0.2256 0.2068 0.48889588 MLFN12 0.1116 0.2701 
PA 0.1069 0.3236 0.59906527 MLFN13 0.1434 0.2117 
LR 0.1069 0.3212 0.59515687 MLFN14 0.0787 0.2871 
PNN 0.0729 0.2822 0.50871917 MLFN15 0.1222 0.2433 
PNNI 0.0682 0.2822 0.50554996 MLFN16 0.0729 0.3066 
PNN2 0.0905 0.2871 0.52856650 MLFN17 0.0846 0.3066 
PNN3 0.0517 0.2409 0.42716696 MLFN18 0.0599 0.3942 
PNN4 0.0635 0.3066 0.54211615 MLFNjq 0.0682 0.3455 
PNN5 0.0705 0.2336 0.42795575 MLFN20 0.0905 0.2944 
PNN6 0.0646 0.2725 0.48732603 BNSI-MLFN-5N 0.0940 0.2798 
PNN7 0.0658 0.2847 0.50800289 BNS2-MLFN-3N 0.0646 0.3212 
PNN8 0.0611 0.2384 0.42943413 BNS3-PNN 0.0834 0.2263 
PNN9 0.0588 0.2482 0.44384254 BNS4-PTýN 0.0494 0.2920 
PNNIO 0.0588 0.2555 0.45573059 BNS5-PNN 0.0623 0.2701 
PNNI 1 0.0682 0.2433 0.44220131 BNS6-MLFN-6N 0.0823 0.2701 
PNN12 0.0552 0.2725 0.48098761 BNS7-MLFN-4N 0.0752 0.3114 
PNN13 0.0670 0.2506 0.45328020 BNS8-MLFN-3N 0.1199 0.2141 
PNN14 0.0717 0.2263 0.41687686 BNSq-PNN 0.0834 0.2725 
PNN15* 0.0505 0.1971 0.35502950 BNSIO-MLFN-2N 0.0823 0.3309 
PT'ýN16 0.0717 0.2311 0.42469366 BNSII-MLFN-5N 0.0823 0.2652 
PNN17 0.0729 0.3358 0.59600677 BNS12-MLFN-2N 0.0881 0.2993 
PNN18 0.0881 0.2628 0.48737563 BNS13-PNN 0.0764 0.2701 
PNNjq 0.0858 0.2384 0.44608934 BNS14-MLFN-4N 0.0611 0.2993 
PNN20 0.0752 0.2530 0.46271786 BNS]5-MLFN-2N 0.0752 0.2895 
MLFN 0.1269 0.2263 0.45409822 BNS16-PNN 0.0834 0.2944 
MUNI 0.0905 0.2749 0.50869880 BNS17-PNN* 0.0599 0.2141 
MLFN2 0.1281 0.1679 0.35980298 BNS, 8-PNN 0.0693 0.2968 
MLFN3 0.0834 0.2871 0.52377897 BNS, 9-PNN 0.0599 0.2652 
MLFN4 0.0435 0.3674 0.62764295 BNS20-MLFN-4N 0.0846 0.2725 
MLFN5 0.1069 0.2141 0.42074452 GPp 0.1140 0.3163 
MLFN6 0.0764 0.2676 0.48730312 GP, 0.0776 0.3552 
MLFN7 0.1199 0.2263 0.44937812 
*Models associated with the lowest estimated misclassification costs under each technique 
EMC 
0.58094951 
0.55548258 
0.52694818 
0.53651946 
0.51510973 
0.44144807 
0.52060976 
0.47861351 
0.54845457 
0.55634388 
0.68234527 
0.60863401 
0.54045455 
0.51903850 
0.56663398 
0.42476617 
0.50883242 
0.48186674 
0.49535274 
0.55782226 
0.42951042 
0.50000287 
0.59436554 
0.48737309 
0.54681588 
0.49137437 
0.52860978 
0.52215811 
0.53566702 
0.38905242 
0.53006779 
0.47226877 
0.50081203 
0.59196475 
0.63076888 
On the one hand, comparing conventional techniques, where the type I error rate exceeds the type II error 
rate, as in the case of WOEs and MDA models, the lower MC at 0.4754 is for WOE. This was not the 
chosen model between WOEs and MDA models at 79.09% ACC rate for MDA. Correspondingly, where 
the type II error rate exceeds the type I error rate, as for PA and LR, the lowest MC at 0.5952 is for LR. 
This was the chosen model between PA and LR, for LR had the highest ACC rate at 82,33%. On the 
other hand, all neural nets models' type 11 errors were higher than type I errors. The lowest EMC at 
0.3550 is for PNN15 amongst all the PNN models. That was the chosen model, according to the ACC rate, 
at 90.17% ACC rate. While the lowest EMC was 0.3598 for MLFN2, that was not the chosen model 
according to the ACC rate, at 86.29% ACC rate for MLFNII. The lowest EMC using the BNSs was 
0.3891 for BNS17-PNN; this was the chosen model amongst all BNS models with 88.99% ACC rate. 
Finally, the EMC for GP, and GPp models was higher than EMC for most of the powerful NN models, but 
still lower than EMC for some of conventional techniques. Comparing all the techniques, the lowest EMC 
criterion leads to selecting PNN15 with a minimum cost of 0.3550. However, this does provide the highest 
ACC rate, which was 90.17% for PNN15, as well. Nevertheless, the ACC rates calculated in sub-sample3 
models are more reliable, while the EMCs are more subjective. 
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Appendix 6. P: Errors and EMCs for all sub-sample3 models based on testing sub-sampjeS3 ACC rates 
Scoring 
model 
Error results 
Type I Type II 
EMC Scoring 
model 
Error results 
Type 1 Type 11 
ENIC 
WOE* 0.6862 0.0000 0.46270466 MLFN8 _ 0.0925 0.4148 0.7378-455-- 
WOETI 0.2793 0.2778 0.64072929 MLFN9 0.0989 0.4266 0.7614063- WOET2 0.2654 0.4048 0.83817602 MLFNIO 0.1328 0.3724 0.69600044 
WOET3 0.1931 0.4048 0.78942413 MUNI 1 0.0784 0.3581 0.6360309- MDA 0.2069 0.2143 0.48850022 MLFN12 0.1767 0.4211 0.80491016 
PA 0.1000 0.3413 0.62323705 MLFN13 0.2136 0.2975 0.628 509 "' I 
LR 0.0966 0.3413 0.62094443 MLFN14 0.1227 0.3669 0.68023326 
PNN 0.0931 0.4048 0.72199413 MLFN]5 0.1773 0.3507 0.69066834 
PNNI 0.0932 0.4015 0.71668751 MLFN16 0.1165 0.4133 0.75161500 
PNN2* 0.1168 0.2817 0.53750669 MLFN17 0.1398 0.3504 0.66489354 
PIýM 0.1018 0.3546 0.64610984 MLFN, 8 0.0827 0.4600 0.8048,461 PNN4 0.0813 0.3759 0.66697374 MLFN, 9 0.1307 0.5113 0.92078306 PNN5 0.1273 0.3050 0.58253089 MLFN20 0.1404 0.3664 0.69135412 
PNN6 0.0839 0.3923 0.69543432 BNSI-MLFN-5N 0.1496 0.3028 0.59398508 
PNN7 0.1245 0.3916 0.72167095 BNS2-MLFN-3N 0.0909 0.4043 0.71969642 
PIýN8 0.1017 0.4132 0.74147251 BNS3-PNN 0.1398 0.3066 0.59356524 
PNN9 0.0951 0.3485 0.63165818 BNS4-PNN 0.0567 0.4179 0.71878296 
PNNIO 0.0989 0.3916 0.70440887 BNS5-PNN 0.0949 0.3592 0.64894827 
PNNI 1 0.1123 0.3286 0.61084899 BNS6-MLFN-6N 0.1170 0.3284 0.61369250 
Pl*ýNQ 0.1004 0.3942 0.70965442 BNS7-MLFN-4N 0.1115 0.4109 0.74433510 
PI*4N 13 0.1319 0.3846 0.71526127 BNS8-MLFN-3N* 0.1612 0.2587 0.52999011 
PNN14 0.1162 0.3030 0.57178916 BNS9-PNN 0.1331 0.3577 0.67226378 
PNN15 0.0997 0.4160 0.74468371 BNSIO-MLFN-2N 0.1158 0.3588 0.66238974 
PNN16 0.1336 0.3165 0.60550673 BNS, i-MLFN-5N 0.1354 0.3594 0.67658312 
PIýN 17 0.1043 0.4058 0.73117479 BNS12-MLFN-2N 0.1032 0.3259 0.60031591 
PNN18 0.1357 0.3897 0.72612896 BNS 13-PNN 0.1147 0.3723 0.68363276 
PNN19 0.1408 0.3636 0.68706404 BNS14-MLFN-4N 0.0860 0.3504 0.62861620 
PIýN20 0.1354 0.3672 0.68928542 BNS 15-MLFN-2N 0.0986 0.3443 0.62717853 
MUN 0.1586 0.3254 0.63685788 BNS 16-PNN 0.0968 0.3504 0.63589864 
MUNI 0.1263 0.3893 0.71913914 BNS 17-PNN 0.0993 0.3194 0.58710089 
MLFN2 0.1852 0.2667 0.55920131 BNS, 8-PNN 0.0989 0.3217 0.59057672 
MLFN3 0.0982 0.3475 0.63212001 BNS, 9-PNN 0.0900 0.3386 0.61209710 
MLFN4 0.0815 0.4384 0.76888985 BNS20-MLFN-4N 0.1150 0.3333 0.62032355 
MLFN5* 0.1733 0.2662 0.55036289 GPp 0.1138 0.3016 0.56789094 
MLFN6 0.1399 0.4462 0.82097127 GPt 0.0552 0.4048 0.69643816 
MLFN7 0.1707 0.3411 0.67058436 
*Models associated with the lowest estimated mis classification costs und er each technique. 
On the one hand, comparing conventional techniques, where the type I error rate exceeds the type II error 
rate, as in the case of WOE, WOET29 WOET3 and MDA models, the lower MC at 0.4627 is for NVOE. This 
was not the chosen model between these models at 79.09% ACC rate for MDA. Correspondingly, where the 
type II error rate exceeds the type I error rate, as for WOETI, PA and LR, the lowest MC at 0.6209 is for 
LR. This was the chosen model between these models, for LR had the highest ACC rate at 82.93%. On the 
other hand, all neural nets models' type 11 errors were higher than type I errors. 
The lowest EMC at 0.5375 
is for PNN2 amongst all the PNN models. That was the chosen model, according to the ACC rate, at 82-69% 
ACC rate. While the lowest EMC was 0.5504 for MLFN5, that was not the chosen model according to the 
ACC rate, at 82.21% ACC rate for MLFNII. The lowest EMC using the 
BNSs was 0.5300 for BNS8- 
MLFN-3N; this was not the chosen model amongst all BNS models according to 
ACC rate, the best model 
based on ACC rate was BNS I 9-PNN at 83.41% ACC rate. 
Finally, the EMC for GPp model was lower than 
EMC for most of the powerful NN and conventional models. 
By contrast, GP, was higher than EMC for 
powerful NN and conventional models. Comparing all the 
techniques, the lowest EMC criterion leads to 
selecting WOE with a minimum cost of 0.4627. 
However, this does not provide the highest ACC rate, 
which was 83.89% for GP, Nevertheless, the 
ACC rates calculated in sub-sample3 models are more 
reliable, while the EMCs are more subjective. 
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Appendix 6. Q: Comparing classification results, errors and EMCs for all different samples based on 
overall sample ACC rates 
Scoring 
Model 
Overall 
ACC rate 
Error results 
Type I Type 11 
EMC 
(5: 1) 
EMC 
(7: 1) 
EMC 
(10: 1) 
Whole sample 
WOE* 54.99 0.6592 0.0170 0.4722 
_ 
0.4833 0.4999 
WOE, 54.44 0.6675 0.0170 0.4778 0.4889 0.5055 
MDA 78.92 0.2244 0.1825 0.4485 0.5674 0.7457 
MDA, 79.16 0.2197 0.1849 0.4493 0.5697 0.7504 
PA 81.93 0.1105 0.3260 0.6054 0.8178 1.1363 
PAI 81.62 0.1140 0.3285 0.6118 0.8258 1.1468 
LR 82.09 0.1069 0.3285 0.6070 0.8210 1.1420 
LRI 82.17 0.1081 0.3236 0.5999 0.8107 1.1269 
PNN* 89.22 0.0482 0.2311 0.4088 0.5594 0.7852 
MLFN 85.26 0.1011 0.2433 0.4644 0.6229 0.8606 
GPI) 83.28 0.0811 0.3455 0.6173 0.8424 1.1800 
GP, 85.82 0.0893 0.2506 0.4683 0.6316 0.8764 
Sub-sample, 
WOE** 54.28 0.6733 0.0097 0.4698 0.4761 0.4856 
MDA 79.40 0.2103 0.1971 0.4628 0.5912 0.7838 
PA 81.77 0.1163 0.3187 0.5974 0.8050 1.1164 
LR 82.09 0.1128 0.3163 0.5912 0.7972 1.1063 
PNN** 87.64 0.0693 0.2360 0.4311 0.5848 0.8154 
MLFN 87.48 0.0705 0.2384 0.4358 0.5911 0.8240 
GPI) 83.60 0.0870 0.3236 0.5856 0.7964 1.1126 
GPt 84.31 0.0811 0.3139 0.5659 0.7703 1.0771 
Sub-sample2 
WOE*** 53.33 0.6886 0.0073 0.4762 0.4810 0.4881 
MDA 78.84 0.2221 0.1898 0.4589 0.5825 0,7679 
PA 81.14 0.1328 0.3041 0.5848 0.7829 1.0800 
LR 81.46 0.1257 0.309 0.5880 0.7892 1.0912 
PNN*** 87.32 0.0717 0.2409 0.4407 0.5976 0.8330 
MLFN 84.47 0.0964 0.2774 0.5167 0.6974 0.9685 
GP, 83.60 0.0787 0.3406 0.6077 0.8296 1.1624 
GPt 85.02 0.0799 0.2944 0.5333 0.7251 1.0127 
Sub-sample3 
WOE**** 54.36 0.6698 0.0146 0.4754 0.4849 0.4992 
MDA 78.05 0.2256 0.2068 0.4889 0.6236 0.8257 
PA 82.25 0.1069 0.3236 0.5991 0.8099 1.1260 
LR 82.33 0.1069 0.3212 0.5952 0.8044 1.1182 
PNN**** 85.9 0.0729 0.2822 0.5087 0.6925 0.9683 
MLIFN**** 84.07 0.1269 0.2263 0.4541 0.6015 0.8226 
GP, 83.12 0.1199 0.2701 0.5207 0.6966 0.9606 
GP, 83.68 0.0952 0.3041 0.5594 0.7575 1.0546 
*In overall sample: PNN is the best model under ACC rate and EMCs with an MC ratio of 5: 1; whilst 
WOE is the best model under EMCs with an MC ratio of 7: 1 or above. 
**In sub-sample,: PNN is the best model under ACC rate and EMCs with an MC ratio of 5: 1; whilst, 
WOE is the best under EMCs with an MC ratio of 7: 1 or above. 
*** In sub-sample2: PNN is the best model under ACC rate and EMCs with an MC ratio of 5: 1; whilst, 
WOE is the best under EMCs with an MC ratio of 7: 1 or above. 
****In sub-sample3: PNN is the best model under ACC rate; MLFN is the best model under EMCs with 
an MC ratio of 5: 1; and WOE is the best model under EMCs with an MC ratio of 7: 1 or above. 
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Appendix 6. R: Comparing classification results, errors and EMCs for the powerful NN models using different sub-samples based on overall samples ACC rates 
Scoring 
Model 
Sub-sample, 
PINN 16 
MLFN6 
MLFN12 
MLFN15 
BNS2-MLFN-6N 
BNS5-MLFN-4N 
BNS7-MLFN-6N 
BNSg-PNN* 
BNS15-PNN* 
Sub-sample2 
P V-NJ. 
.** 
MLFN8 
BNS3-PNN 
Sub-sami)le 
Overall 
ACC% 
Error results 
I I 
EMC EMC EMC 
(5: 1) (7: 1) (10: 1) 
90.25 0.0458 0.2044 0.3637 0.4969 0.6966 
87.16 0.0928 0.2019 0.3914 0.5229 0.7202 
87.16 0.0787 0.2311 0.4294 0.5800 0.8058 
87.16 0.0717 0.2457 0.4485 0.6085 0.8486 
87.24 0.0611 0.2652 0.4731 0.6458 0.9050 
87.16 0.0505 0.2895 0.5055 0.6941 0.9770 
87.48 0.0646 0.2506 0.4517 0.6149 0.8598 
90.33 0.0458 0.2019 0.3597 0.4912 0.6885 
90.49 0.0364 0.2165 0.3771 0.5181 0.7297 
90.89 0.0306 0.2165 0.3732 0.5142 0.7258 
87.32 0.0846 0.2141 0.4057 0.5452 0.7544 
89.54 0.0435 0.2311 0.4057 0.5562 0.7820 
PNNI 5 *** 90.17 0.0505 0.1971 0.3550 0.4834 0.6760 
MUNI 1 86.29 0.0552 0.3066 0.5365 0.7362 1.0358 
BNS17-Pýý 88.99 0.0599 0.2141 0.3891 0.5285 0.7377 
*In sub-sample,: BNS15-PNN is the best model under ACC rate; and BNS8-PNN is the best model under 
EMCs with an MC ratio of 5: 1. While WOE is the best model under EMCs with MC ratio of 7: 1 or 
above. 
** In sub-sample2: PNN 15 is the best model under ACC arte and EMCs with MC ratio of 5: 1; and WOE is 
the best model under EMCs with MC ratio of 7: 1 or above. 
*** In sub-sample3: PNN15 is the best model under ACC rate and EMCs with MC ratio of, say, at most 
7: 1; and WOE is the best model under EMCs with an MC ration of 10: 1. 
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Appendix 6. S: Confirmatory analysis for different training sub-samples using Kohonen maps 
Kohonen Map sub-sa! pple, 
Clusters Distance matrix Target field marks 3.00 1.69 
. ie 
2.00 0.86 
40 
11.00 10.03 
Kohonen Map sub-sagIple2 
Clusters Distance matrix Target field markes 
3.00 2.08 
0 
2.00 1.06 
1 
11.00 10.03 2 
Kohonen Map sub-sample., 
Clusters Distance matrix Target field marks 
3.00 1.80 
0 
INN 
2.00 0.92 
11.00 
LO t 
10.04 
For sub-sample,, which comprises a 90% training data-set, the light green coloured cluster grouping on 
the lower left-hand side represents poorly-defined cases (neither clearly good nor bad); and the dark blue 
coloured cluster grouping on the upper and lower right-hand side represents good cases. However, as the 
training sample increases to 80% for sample2, the light green coloured cluster grouping now on the lower 
right-hand side and is of a similar size; and the dark blue cluster grouping on the upper right and lift- 
hand sides is for good cases, once again, almost is of a similar size (with a little reduction in size). For 
sample3, which comprises a 67% training set, the equivalent light green coloured cluster grouping on the 
left-hand side represents poorly-defined cases, and there is a incensement in the number of poorly- 
defined cases (neither clearly good nor bad); and there is a big reduction in the number of good cases. 
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Appendix 6. T: A comparative statistical evaluation for different powerful NNs and different sub-sarnples based on overall samples ACC rates 
Count 
Average (Mean) 
Standard deviation 
ANOVA F-Ratio 
Fisher's least significant difference test: 
PNNs-MLFNs 
PNNs-BNSs 
MLFNs-BNSs 
Sub-samplel-Sub-sample2 
Sub-samplel-Sub-sample3 
Sub-sample2-Sub-sample3 
Cochran's C Test: 
Bartlett's Test: 
Levene's Test: 
Tamhane test: 
PNNs-MLFNs 
PNNs-BNSs 
MLFNs-BNSs 
Kruskal-Wallis Median Test Statistic: 
Test, 
_ 180 
86.5777 
1.65767 
55.970*** 
2.49067** 
1.57933** 
-0.91133** 
0.469722** 
1.09871 *** 
6,29756*** 
2.49067** 
1.57933** 
-0.91133** 
72.4214*** 
Test, 
180 
86.5777 
1.65767 
9.940*** 
-0.38500 
1.2555** 
0.8705** 
0.396541 
1.008730 
1.051490 
18.2639*** 
*5 **, and ***denotes a statistically significant difference at 10,5 and I per cent level, respectively. 
Test,: compares ACC rates for different NN models controlling for sub-samples. The 180 trials are equal 
to 60 PNN trials under all sub-samples plus 60 MLFN trials under different sub-samples plus 60 BNS 
trials under sub-samples 1,2 and 3. TeSt2: Compares ACC rates under different sub-samples controlling 
for models. The 180 trials are equal to 60 trials under sub-sample, plus 60 trials under sub-sample3 Plus 
60 trials under sub-sample3, 
Appendix 6. T summarizes results of the two tests. Firstly, the ANOVA F-Ratio for Test, was 55.970. 
This was significant at the 99% confidence level. Besides, NN models under each of the sub-samples 
were significantly different at the 95% confidence level as revealed by Fisher's least significant 
difference test. The Cochran's C/ Bartlett's / Levene's tests revealed unequal variances (there were 
statistically significant differences in variances between NN models). Consequently, Tamhane's test was 
applied to examine the differences in the mean of each group pair, and a statistically significant difference 
at the 95% confidence level was found between different NN models. Moreover, the Kruskal-Wallis 
Median Test Statistic shows statistically significant differences at the 99% confidence level for NN 
models with a test statistics of 72.4214. 
Secondly, the ANOVA F-Ratio for TeSt2 was 9.940. This was significant at the 99% confidence level, and 
different sub-samples' NNs were significantly different at the 95% confidence level (there was no 
statistically significant differences between sub-sample, and sub-sample2) as revealed 
by Fisher's least 
significant difference test. However, there were no statistically significant 
differences in variances 
between the different sub-samples' NNs models according to the Cochran's C/ Bartlett's / Le-vene's tests. 
Moreover, the Kruskal-Wallis Median Test Statistic shows statistically significant differences at the 99% 
confidence level for neural net models with a test statistics of 18.2639. 
Therefore, for Test,, using a 99% confidence level, there are statistically significant differences between 
the mean ACC rates for different NN models. Additionally, all NNs are 
different at the 95% confidence 
level. As to the medians, there are also significant differences, at the 99% confidence 
level, between NN 
models. Furthermore, for TeSt2, using a 99% confidence 
level, there are statistically significant 
differences between the mean ACC rates for different NN models. Additionally, sub-sample, and sub- 
sample3 are different and sub-sample2 and sub-sample3 are also 
different at the 95% confidence level, but 
sub-sample, and sub-sample2 are not. As to the medians, there are also significant 
differences. at the 990 
confidence level, between the models. 
A108 
Appendix 6. U: A comparative statistical evaluation for different powerful ', ý. Ns under different sub- samples using overall sub-samples 
YNNS 
different 
samoles(l) 
Count 
Average (Mean) 
Standard deviation 
ANOVA F-Ratio 
Fisher's least significant difference 
test: 
PNNsub-sainpiel -PNNsub-sample2 
PNNsub-sainple 
I -PNNsub-sample3 
PNNsub-sample2-PNNsub-sainple3 
MUNsub-sample 
I -MLFNsub-sainple2 
MUNsub-sample 
I -MLFNsub-sainple3 
MLFNsub-sample2-MLFNsub-sainple3 
60 
87-9343 
1,3733 
8.670*** 
0.22200 
1.27100** 
1.49300** 
60 
85.4437 
0.906689 
60 
86.3550 
1.54880 
12.75*** 3.760** 
-0.58150** 
1.22400** 
0.64250** 
BNSsub-samplel-BNSsub-sample2 
-0.79550 BNSsub-samplel-BNSsub-sample3 1.27150** 
BNSsub-sampIe2-BNSsub-sampIe3 
--0.47600 
Cochran's C Test: 0.433707 0.476533 0.457413 
Bartlett's Test: 1.025710 1.050240 1.039130 
Levene's Test: 0.383799 1.795050 0.770881 
Kruskal-Wallis Median Test Statistic: 12.4917*** 17.9440*** 7.08743** 
*1 **, and ***denotes a statistically significant difference at 10,5 and 1 per cent level, respectively. 
(I)PNNs: the 60 trials are equal to 20 PNN trials under sub-sample,, 20 PNN trials under sub-sample2 and 
20 PNN trials under sub-sample3- 
(2)MLFNs: the 60 trials are equal to 20 MLFN trials under sub-sample,, 20 MLFN trials under sub- 
sample2 and 20 MLFN trials under sub-sample3- 
(3)BNSs: the 60 trials are equal to 20 BNS trials under sub-sample,, 20 BNS trials under sub-sample2 and 
20 BNS trials under sub-sample3- 
under MLFNs under BNSs under different 
sub- different sub- sub-samples( 
samples (2) 
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Appendix 6. V: A comparative statistical evaluation for different powerful NNs under different sub- samples using testing sub-samples 
PNNs 
different 
samples(l) 
under MLFNs 
sub- different 
'am les 
(2) 
under BNSs under dIfferent 
sub- sub-samples(3) 
Count 60 60 60 
Average (Mean) 81.2302 79.0602 81.74550 
Standard deviation 2.32298 2.70240 2.060920 
ANOVA F-Ratio 1.4700 1.7200 1.0400 
Fisher's least significant difference 
test 
(4) 
PNNsub-sainple I -PNNsub-sample2 0.43750 
PNNsub-sainple 
I -PNNsub-sajnpIe3 1.23000 
PI'ýNsub-sainple2-PNNsub-sainple3 0.79550 - - 
MUNsub-sainple 
I -MLFNsub-sainpIe2 - 1.05200 - MUNsub-sainple 
I -MLFNsub-sannpIe3 1.53050 - MLFNsub-sample2-MLFNsub-sainple3 0.47850 - 
BNSsub-samplel-BNSsub-sainple2 0.63650 
BNSsub-samplel 
-BNSsub-sample3 0.91750 
BNSsub-sainple2-BNSsub-sample3 0.28100 
Cochran's C Test: 0.696566*** 0.422106 0.459895 
Bartlett's Test: 1.326110*** 1.063940 1.165100** 
Levene's Test: 6.455550*** 1.720340 2.001690 
Kruskal-Wallis Median Test Statistic: 2.755750 3.691480 1.677870 
*1 **, and ***denotes a statistically significant difference at 10,5 and 1 per cent level, respectively. 
0 )PNNs: the 60 trials are equal to 20 PNN trials under sub-sample,, 20 PNN trials under sub-sample2 and 
20 PNN trials under sub-sample3, 
(2)MLFNs: the 60 trials are equal to 20 MLFN trials under sub-sample,, 20 MLFN trials under sub- 
sample2 and 20 MLFN trials under sub-sample3- 
(3)BNSs: the 60 trials are equal to 20 BNS trials under sub-sample,, 20 BNS trials under sub-sample2 and 
20 BNS trials under sub-sample3. 
(4)The Tamhane test, which assumes unequal variances, gave the same mean-difference results for all NN 
models namely, PNNs and BNSs- 
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