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HALVING SPACES AND LOWER BOUNDS IN REAL ENUMERATIVE
GEOMETRY
LA´SZLO´ M. FEHE´R AND A´KOS K. MATSZANGOSZ
Abstract. We develop the theory of halving spaces to obtain lower bounds in real enumerative
geometry. Halving spaces are topological spaces with an action of a Lie group Γ with additional
cohomological properties. For Γ = Z2 we recover the conjugation spaces of Hausmann, Holm and
Puppe. For Γ = U(1) we obtain the circle spaces. We show that real even and quaternionic partial
flag manifolds are circle spaces leading to non-trivial lower bounds for even real and quaternionic
Schubert problems. To prove that a given space is a halving space, we generalize results of Borel
and Haefliger on the cohomology classes of real subvarieties and their complexifications. The
novelty is that we are able to obtain results in rational cohomology instead of modulo 2. The
equivariant extension of the theory of circle spaces leads to generalizations of the results of Borel
and Haefliger on Thom polynomials.
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1. Introduction
The answer to an enumerative geometry problem over C is a natural number. In the case of
Schubert calculus, this number is completely determined by the rational cohomology ring of the
Grassmannian.
For an enumerative geometry problem over R, the space of generic configurations is no longer
connected, so the answer will be a finite list of natural numbers. The number of solutions for
the corresponding complex problem is an obvious upper bound for the number of real solutions.
Moreover, modulo two the number of real solutions should be congruent to the number of complex
solutions (since the non-real solutions come in complex conjugate pairs).
Lower bounds are more difficult to obtain, for example see [41], [35]. Several authors noticed
(e.g. [13], [27]) that for some problems a cohomological calculation is available. For example
consider the following:
Problem 1. How many 4-dimensional linear subspaces of R8 intersect four given generic 4-
dimensional linear subspaces in 2 dimensions?
The number of solutions for the complex problem is the integral∫
Gr4(C8)
[σ(2,2)]
4,
where σ(2,2) is the Schubert variety corresponding to the partition (2, 2), and [σ(2,2)] ∈ H
8(Gr4(C
8))
is the cohomology class represented by it. According to the Schubert calculus the answer is 6,
which is an upper bound for the number of solutions for the real problem. The key to find a
lower bound is the observation that there is a degree halving isomorphism κ between the rational
cohomology ring of the real Grassmannian Gr4(R
8) and the rational cohomology ring of the
complex Grassmannian Gr2(C
4). Indeed, the first ring is generated by the Pontryagin classes
of the tautological subbundle, the second is generated by the Chern classes of the tautological
subbundle, and the assignment pi 7→ ci extends to an isomorphism. Moreover, the real Schubert
variety σR(2,2) is a cycle (it represents a cohomology class in Gr4(R
8)), and κ[σR(2,2)] = [σ(1,1)]. This
implies that ∫
Gr4(R8)
[σR(2,2)]
4 =
∫
Gr2(C4)
[σ(1,1)]
4 = 2.
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In the absence of a complex structure on Gr4(R
8) this result means only that the signed sum of
the solutions is 2, therefore 2 is a lower bound to the number of solutions.
Our main goal here is to study how general this situation is. It turns out that even Grassman-
nians Gr2k(R
2n)—and more generally even partial flag manifolds—possess a structure we will call
circle space, which allows us to get lower bounds for a large family of real enumerative problems.
Circle spaces are closely related to conjugation spaces, which were introduced by Hausmann, Holm
and Puppe [22] to understand the topological background of the theory of Borel and Haefliger [6].
The object of study in [6] is a nonsingular projective variety X over C, which is the complex-
ification of its real part. Let Γ = Z2 act on X by complex conjugation and let X
Γ denote the
real part (the Γ-fixed point set). They show in Proposition 5.15 of [6] that assuming that all
x ∈ H∗(X ;F2) and y ∈ H
∗(XΓ;F2) can be represented by algebraic cycles defined over R and
real algebraic cycles respectively, we have a degree halving isomorphism κ between the mod 2
cohomology of X and the mod 2 cohomology of the real part XΓ. This isomorphism has the
property κ[Z] = [ZΓ] for any algebraic cycle Z, which is the complexification of its real part ZΓ.
Conjugation spaces are spaces with a Γ = Z2-action, satisfying a certain condition in mod 2
cohomology, called the restriction equation. The nonsingular projective varieties of above with
the conjugation action are the main examples of conjugation spaces.
In this paper we extend the theory of conjugation spaces to halving spaces (Definition 2.3),
where the acting group Γ is allowed to be U(1) or Sp(1), and the conjugation equation becomes the
analogous condition in rational cohomology. The existence of a degree halving ring isomorphism
κ between the rational cohomology ring of the fixed point set XΓ and of the halving space X can
be established analogously to the case of conjugation spaces (Theorem 2.5). Our main tool to
find examples of halving spaces is the generalized Borel-Haefliger theorem (Theorem 4.1), which
has the following special case:
Theorem 4.1. Let Γ = U(1) and let X be a compact orientable Γ-manifold, whose rational
cohomology groups are additively generated by good U(1)-invariant cycles [Zi] (Definition 3.13),
such that codimR Zi = 2 codimR Z
Γ
i . Assume that X
Γ is connected. Then X is a halving space,
and the assignment sending [Zi] to [Z
Γ
i ] determines a degree-halving multiplicative isomorphism
between H2∗(X ;Q) and H∗(XΓ;Q).
The proof of Theorem 4.1 is an adaptation of Van Hamel’s work [40]. Using Theorem 4.1 we
obtain
Theorem 5.2. Let Γ = U(1) and let Γ act on Fl2D(R
2n) obtained by identifying Cn with R2n.
With this action it is a circle space, with fixed point set FlD(C
n). Furthermore, the degree-halving
ring isomorphism κ associated to the circle space structure satisfies:
κ[σRDI ] = 2
|I|[σCI ],
where [σCI ] ∈ H
2|I|(FlD(C
N)).
and
Theorem 5.7. With the Γ = U(1)-action defined by inner automorphisms (see Section 5.1.2),
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FlD(H
n) is a circle space, with fixed point set FlD(C
n). Furthermore, the degree-halving ring
isomorphism κ associated to the circle space structure satisfies:
κ[σHI ] = 2
|I|[σCI ],
where [σCI ] ∈ H
2|I|(FlD(C
n)).
Using products and connected sums we can create further examples. Halving spaces with Γ =
Sp(1) are less common, our examples are the octonionic flag manifolds (Theorem 5.13).
Circle spaces allow us to study various real (and quaternionic) enumerative problems (the double
Schubert problems, see Section 6) and finding lower bounds for them. A different example is
Proposition 7.4. Given four generic linear maps αi : R
8 → R8 the number of 4-dimensional
subspaces V satisfying dim(V ∩ αi(V )) = 2 for i = 1, . . . , 4 is at least 32.
This example is connected with quivers and leads naturally to an equivariant variation of the
theory, giving a partial analogue (Theorem 7.5) of Borel and Haefliger’s result on mod 2 Thom
polynomials [6, Theorem 6.2.].
Structure of the paper. In Section 2, we generalize the definition of conjugation spaces [22]
to U(1) and Sp(1)-actions and give the first example of a circle space.
Section 3 contains the key technical results. We introduce the notion of a halving cycle and
show that if Z ⊂ X is a halving cycle, then κ[Z] = µZ [Z
Γ], where µZ ∈ N is the excess multiplicity
of Z. Our main tool is the excess intersection formula of Quillen.
The main result of Section 4 is the generalized Borel-Haefliger theorem (Theorem 4.1): we give
a sufficient condition (existence of a basis in cohomology, represented by halving cycles) for a
Γ-manifold to be a halving space.
We give examples of halving spaces in Section 5 using the generalized Borel-Haefliger theorem.
We give a description of the Schubert calculus of the even real and the quaternionic flag manifolds.
In Section 6 we give some applications of these results in real and quaternionic enumerative
geometry using Schubert calculus.
In Section 7 we study a quiver type degeneracy locus and related enumerative problems. In
conclusion we mention an equivariant extension the generalized Borel-Haefliger theorem.
Acknowledgment. We are grateful to Bala´zs Csiko´s, Matthias Franz, Tara Holm, Liviu Mare,
Richa´rd Rima´nyi, Endre Szabo´ and Andrzej Weber for several helpful discussions on the subject
of this paper.
2. Halving spaces
In this section we extend the definition of conjugation spaces [22] to Γ = U(1) and Sp(1)-actions
and cohomology with Z or Q-coefficients. Most of the proofs of Hausmann, Holm and Puppe [22]
generalize word by word to halving spaces, we give a discussion for the sake of completeness.
2.1. Preliminaries.
Definition 2.1. Let Γ be a Lie group, and R be a ring. We say that (Γ, R) is a halving pair , if
H∗(BΓ;R) ∼= R[u] with u ∈ HD(BΓ;R), for some D ∈ N+.
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Example 2.2. [See also Steenrod’s polynomial realization problem [37]]
• (Z2,F2) is a halving pair with D = 1, since H
∗(BZ2;F2) ∼= F2[u] for u = w1(S) where
S → RP∞ is the tautological bundle.
• (U(1),Z) is a halving pair with D = 2, since H∗(BU(1);Z) ∼= Z[u] for u = c1(S) where
S → CP∞ is the tautological bundle.
• (Sp(1),Z) is a halving pair with D = 4, since H∗(B Sp(1);Z) ∼= Z[u], for u = q1(S) where
S → HP∞ is the tautological bundle and qi denotes the quaternionic Pontryagin class.
Throughout the paper, we will always take cohomology with coefficients R corresponding to
the group action Γ for each halving pair
(Γ, R) ∈ {(Z2,F2), (U(1),Q), (Sp(1),Q)},
and u ∈ HD(BΓ;R) is always defined as above. To simplify the discussion (e.g. for localization
theorems) we work with field coefficients, although some of the discussion generalizes to R = Z.
If the coefficient ring R is clear from the context, then we drop it from the notation, i.e. H∗(X) =
H∗(X ;R).
Let X be a Γ-space, i.e. an action of Γ is given on X , and let us fix the coefficient ring R. Let
H∗Γ(X ;R) = H
∗(BΓX ;R) denote the Γ-equivariant cohomology of X , where BΓX = EΓ ×Γ X
is the Borel construction; let ρ : H∗Γ(X ;R) → H
∗(X ;R) denote the forgetful map. A graded
R-module homomorphism σ : H∗(X) → H∗Γ(X) is called a Leray-Hirsch section, if ρσ = id. We
call σ a Leray-Hirsch section, since its existence implies that the condition of the Leray-Hirsch
theorem is satisfied for the fiber bundle X → EΓ×Γ X → BΓ.
We have a restriction map r : H∗Γ(X) → H
∗(XΓ)[u], where we use that the Γ-action on XΓ is
trivial, so H∗Γ(X
Γ) = H∗(XΓ)[u].
2.2. The definition of halving spaces. By adapting Hausmann, Holm and Puppe’s definition
of conjugation spaces [22] to halving pairs, we obtain the central definition of this paper:
Definition 2.3. Let X be a Γ-space, and denote by XΓ its fixed point set. Assume X has nonzero
cohomology only in 2Di degrees, and that there exists a Leray-Hirsch section σ : H∗(X)→ H∗Γ(X)
satisfying the following degree condition:
(DC) : r(σ(x)) is a polynomial in u of degree exactly i for all x ∈ H2Di(X).
A Γ-space X satisfying these conditions is called a halving space.
Let us unravel this definition. The halving space structure involves the following maps, which
will be used in the following:
H∗Γ(X)
r //
ρ

H∗(XΓ)[u]

H∗(X) //
σ
EE
H∗(XΓ)
Let
(1) κ : H2∗(X)→ H∗(XΓ)
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be the degree halving R-module homomorphism κ(x) := coeff(rσ(x), ui) for x ∈ H2Di(X). The
pair (κ, σ) is called a cohomology frame.
With this notation, the degree condition (DC) means that κ is injective and that for x ∈
H2Di(X)
(2) rσ(x) = κ(x)ui + λ1u
i−1 + . . .+ λi−1u+ λi,
where λj ∈ H
D(i+j)(XΓ). We call equation (2) restriction equation, it is called conjugation equa-
tion in [22]. For (Γ, R) = (Z2,F2), the definition of halving spaces is the same as the definition of
conjugation spaces in [22], except that we don’t require κ to be surjective.
It would be more precise to call a halving space a (Γ, R)-halving space, however when (Γ, R) is
fixed, we simply say X is a halving space. We consider halving spaces for the following halving
pairs (Γ, R):
• Hausmann-Holm-Puppe’s conjugation spaces [22] for the halving pair (Z2,F2).
• Circle spaces for the halving pair (U(1),Q). This is the main case we will consider.
• Quaternionic halving spaces for the halving pair (Sp(1),Q).
2.3. Main properties. To motivate the following discussion, we list some of the nice properties
of halving spaces:
• κ is a degree-halving ring homomorphism,
• σ is a ring homomorphism, therefore the Leray-Hirsch isomorphism induced by σ is a
H∗Γ = H
∗(BΓ;R)-algebra isomorphism,
• the cohomology frame (κ, σ) is unique.
The proof of these properties relies on the following lemma, which is implicitly used in [22], its
proof is the same, we repeat it for the sake of completeness.
Lemma 2.4 (Degree Lemma). Let X be a halving space with cohomology frame (κ, σ). Let D
denote the degree of the generator u ∈ H∗Γ. Then for x ∈ H
2Dk
Γ (X ;R)
x ∈ Im σ ⇐⇒ degu(rx) = k
Proof. The direction ⇒ holds by definition. For the other direction, let x ∈ H2DkΓ (X ;R), and
assume x 6∈ Im σ. By the Leray-Hirsch theorem
x =
k∑
i=0
σ(ξi)u
2(k−i)
for some ξi ∈ H
2Di(X). Since r is an R[u]-module morphism,
rx =
k∑
i=0
(rσξi)u
2(k−i) =
k∑
i=0
pi(u)u
2(k−i)
where rσξi = pi(u) ∈ H
∗(XΓ)[u] is a polynomial in u of degree ≤ i. Then pi(u)u
2(k−i) has degree
≤ 2k − i for each i. Take the smallest 0 ≤ i < k, such that ξi 6= 0. Then rσξi = κ(ξi)u
i + ... and
since κ is injective, rσξi has degree i. It follows that rx is a polynomial in u of degree 2k − i.
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Since i < k, this is a contradiction, since rx is a polynomial of degree k by assumption. Therefore
ξi = 0 for i < k and x = σ(ξk). 
In particular, by using the Leray-Hirsch theorem, Lemma 2.4 implies that if x ∈ H2DkΓ (X ;R),
and degu(rx) < k, then x = 0.
Theorem 2.5. Let X be a halving space. Then κ and σ are multiplicative.
Proof. Let a ∈ H2Dk(X), b ∈ H2Dl(X). Set x := σ(a)σ(b), note that ρ(x) = ab. Then
rx = r
(
σ(a)
)
r
(
σ(b)
)
= (κ(a)uk + ...)(κ(b)ul + ...),
so x = σ(y) for some y ∈ H2D(k+l)(X) by the degree lemma. Since
ab = ρ(x) = ρ(σ(y)) = y,
so x = σ(y) = σ(ab) and by definition x = σ(a)σ(b) proving multiplicativity of σ. Using
rσ(ab) = r
(
σ(a)
)
r
(
σ(b)
)
,
the degree k + l part of the left hand side is κ(ab) and on the right hand side κ(a)κ(b). 
In particular, multiplicativity of σ implies that the Leray-Hirsch isomorphism induced by σ
H∗Γ(X)
∼= H∗(X)⊗R H
∗
Γ
is a ring isomorphism.
Corollary 2.6 (Naturality). Let X, Y be halving spaces with some cohomology frames (κX , σX)
and (κY , σY ) for X and Y respectively. If f : X → Y is a Γ-equivariant map, then
σX ◦H
∗f = H∗Γf ◦ σY : H
∗(Y )→ H∗Γ(X)
and
κX ◦H
∗f = H∗fΓ ◦ κY : H
2∗(Y )→ H∗(XΓ)
The proof proceeds similarly as the proof of multiplicativity using the degree lemma. Note that
naturality implies uniqueness of the cohomology frame (κ, σ).
Example 2.7. Let X = Gr2(R
2n). Consider the Γ = U(1)-action on R2n by identifying it with
Cn and acting by complex multiplication. This induces an action on X . With this action, X is a
circle space with fixed point set XΓ = CP n−1.
Proof. Since the U(1)-invariant subspaces are exactly the complex subspaces, XΓ can be identified
with Gr1(C
n) = CP n−1. In terms of characteristic classes, the ring structure can be written as
H∗(Gr2(R
2n);Q) = Q[x]/xn, H∗(CP n−1;Q) = Q[y]/yn,
where x = p1(SR), y = c1(SC), and SR → Gr2(R
2n), SC → CP
n−1 are the tautological bundles.
Let σ be defined on the additive generators by σ(xi) := (pΓ1 (SR) − u
2)i, where pΓi (SR) =
pi(BΓSR → BΓX) denotes the i-th equivariant Pontryagin class. This σ is a Leray-Hirsch section,
and it satisfies the degree condition (DC), which can be shown by the following computation.
First,
BΓ(SR)|XΓ = BΓ(SR|XΓ) = BΓSC.
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Since Γ acts on SC by complex multiplication, we can rewrite it as the tensor product of equivariant
bundles SC = S
0
C⊗C C
tw, where S0C denotes SC with the trivial action and C
tw denotes the trivial
bundle, with the nontrivial Γ-action given by complex multiplication. Then as bundles over
BΓX
Γ = BΓ×XΓ,
BΓSC = S
0
C ⊗C τ,
where BΓC
tw = τ → CP∞ is the tautological bundle and we omit the notation for the pullbacks
to the product. Therefore
rpΓi (SR) = pi(BΓSC) = (−1)
ic2i((S
0
C ⊗C τ)⊗R C)
and
c∗((S
0
C ⊗C τ)⊗R C) = c∗(S
0
C ⊗C τ)c∗(S
0
C ⊗C τ) = (1 + y + u)(1− y − u),
so
rσ(xi) = r(pΓ1 (SR)− u
2)i = ((y + u)2 − u2)i = (2yu+ y2)i,
hence σ satisfies the degree condition, and (κ, σ) is a cohomology frame with κ(xi) = 2iyi. 
Similar explicit formulas can be given for even partial flag manifolds, however we will use
Theorem 4.1. to prove that they are circle spaces.
3. Geometry
The original Borel-Haefliger theorem states that for a smooth complexified projective vari-
ety XC, under certain conditions, the complexification map [ZR] 7→ [ZC] from H
∗(XR;F2) →
H2∗(XC;F2) is a well defined multiplicative isomorphism, where ZR is a real subvariety. Here by
real subvariety, we mean a subset ZR ⊆ XR defined by real algebraic equations whose Zariski
closure in XC equals the set of complex points defined by the same equations – its complexifica-
tion. Note, that ZR = (ZC)
Γ is the fixed point set of the complex conjugation on ZC. In terms of
conjugation spaces, we can rephrase the Borel-Haefliger theorem as
Theorem 3.1. [6], [40] For ZC ⊆ XC with the properties above: XC is a conjugation space and
(3) κ[ZC] = [ZR].
We would like to find a similar connection for halving spaces. We illustrate on the Schubert
varieties of Example 2.7, that some adjustments are necessary.
Fix a complete flag F• in R
2n such that F2i is U(1)-invariant for all i; then
FC• = (F0 ≤ F2 ≤ . . . ≤ F2n)
is a complex flag, FCi = F2i. Let Z be the real Schubert variety Z = σ
R
(2i,2i)(F•). This Z is
U(1)-invariant and naturally isomorpic to the Grassmannian Gr2(F2(n−i)). The fixed point set Z
Γ
is the set of complex lines contained in FCn−i, so Z
Γ = σCi (F
C
• ), which is naturally isomorphic to
the projective space PFCn−i. If QR → Gr2(R
2n) and QC → CP
n−1 denote the tautological quotient
bundles, then
(4) [σR(2i,2i)] = pi(QR) = (−x)
i, [σCi ] = ci(QC) = (−y)
i,
HALVING SPACES AND LOWER BOUNDS IN REAL ENUMERATIVE GEOMETRY 9
with the appropriate coorientation of the submanifold σR(2i,2i) ⊂ Gr2(R
2n), implying that instead
of (3) we have κ[Z] = 2i[ZΓ].
The goal of this section is to prove that for reasonable ’subvarieties’ Z of the halving space X
we have κ[Z] = µZ [Z
Γ], where µZ ∈ R is the excess multiplicity of Z. First we discuss the notion
of topological varieties and their fundamental cohomology classes in Section 3.1.1, then review
a part of excess intersection theory necessary to introduce the notion of excess multiplicities in
Section 3.2.
In this section we restrict our attention to halving manifolds, smooth manifolds which are halv-
ing spaces with smooth Γ-action with (Γ, R) being (Z2,F2) or (U(1),Q) and fix the corresponding
degree D = 1, 2. In the context of conjugation manifolds, many of their properties can be found
in [21, Section 2.7].
Most of the results also hold for (Sp(1),Q) under additional assumptions, see Remarks 3.20
and 3.24 iii).
3.1. Fundamental classes of real varieties. The Borel-Haefliger theorems involve cohomology
classes of real and complex algebraic varieties, and there are slightly different approaches in
defining these. We use the definitions of topological varieties of the original Borel-Haefliger paper
[6] and van Hamel [40]. More precisely, we use a variation, in the sense that we work in cohomology
instead of homology; in particular we use coorientability instead of orientability. By manifold and
submanifold we always mean smooth manifold and submanifold. We expect that with enough
care, most of the discussion generalizes to topological, even cohomological manifolds, however we
will not need this generality.
This section is standard and well-known to experts, however because of the slight variations of
these notions, we found it reasonable to include some details at least to fix terminology.
3.1.1. Topological varieties. Borel and Haefliger define fundamental classes for a class of topo-
logical spaces that we will call—following van Hamel [40]—topological varieties (or in Borel and
Haefliger’s notation V Sn spaces). This is a class of topological spaces which includes analytic
manifolds and algebraic varieties; both real and complex.
Throughout the discussion, fix a smooth ambient manifold X (connected, not necessarily ori-
entable) and a principal ideal domain K (typically K = Z or a field Fp,Q,R), and all cohomology
is taken with K-coefficients.
Definition 3.2. Σ ⊆ X has cohomological codimension codimK Σ ≥ k if H
i(X,X\Σ) = 0 for all
i ≤ k−1. It has cohomological codimension codimK Σ = k, if codimK Σ ≥ k and codimK Σ 6≥ k+1.
We use the convention codimK ∅ = ∞. If Z →֒ X is a smooth, connected k-codimensional
submanifold which is not coorientable, then codimZ Z ≥ k + 1.
Definition 3.3. A connected, closed subset Z ⊆ X is a topological subvariety of codimension
k if there exists an open subset U ⊆ Z which is a k-codimensional submanifold in X and its
complement Σ := Z\U has codimK Σ ≥ k + 1. Such a set U ⊆ Z is called a fat nonsingular set.
More generally, a closed subset Z ⊆ X is a topological subvariety of codimension k if it has
finitely many connected components, each of which is a topological subvariety of codimension k.
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Topological subvarieties behave similarly to algebraic ones: if Z ⊆ X is a topological subva-
riety of codimension k, then we can define the set of regular points ZR, which are the points
having neighbourhoods that are locally submanifolds. Then the singular set ZS = Z\ZR is con-
tained in the complement Σ of any fat nonsingular set, and the long exact sequence of the triple
(X,X\ZS, X\Σ) shows that ZR is also a fat nonsingular set. The main property of a topological
subvariety Z ⊆ X relevant to us, is that if Z has a fundamental class, then it is unique up to
units of K.
3.1.2. Fundamental class. Let Z ⊆ X be a topological subvariety of codimension k with fat
nonsingular subset U , let y ∈ U . A normal disk Dy ⊆ X to y ∈ U is a k-dimensional smoothly
embedded disk Dy ⊆ X centered at y, intersecting U in the single point y transversally. The
following construction is an extension of the fundamental cohomology class of submanifolds to
topological subvarieties.
Definition 3.4. Let Z ⊆ X be a k-codimensional topological subvariety over K and Dx a normal
disk of ZR at x. A local coorientation at x ∈ ZR is a generator of H
k(Dx, Dx\x).
Definition 3.5. Let Z ⊆ X be a k-codimensional topological subvariety over K. A funda-
mental cohomology class (over K) is an element [[X ]] ∈ Hk(X,X\Z;K) whose restriction to
Hk(Dx, Dx\x;K) is a generator for all regular points x ∈ ZR, where Dx is a normal disk over x.
If such a fundamental class exists, we say that Z is a cycle.
This definition extends the notion of Thom class: if Z →֒ X is a submanifold, then it is a cycle
iff it is coorientable. Even if a topological subvariety Z ⊆ X is a cycle, the (non-refined) class
[Z] ∈ Hk(X) can be zero (although this cannot happen to the refined class [[Z]] ∈ Hk(X,X\Z)).
In this section we distinguish the notation of refined class [[Z]] and [Z], but later we will denote
both by [Z]. The following proposition summarizes some existence and uniqueness properties of
fundamental classes, which follow from the previous discussion (see also [25, Section A.1.2]).
Proposition 3.6. Let Z ⊆ X be a k-codimensional topological subvariety with a fat nonsingular
subset U , Σ = Z\U .
• Uniqueness: Given a fundamental class [[U ]] ∈ Hk(X\Σ, X\Z), Z has at most one funda-
mental class [[Z]] restricting to [[U ]].
• Uniqueness for K = F2: If K = F2, then Z has at most one fundamental class [[Z]].
• Existence: If U has a fundamental class [[U ]], and if codimK Σ ≥ k + 2, then X has a
fundamental class restricting to [[U ]].
Remark 3.7. If Z is a complex subvariety, then there is a canonical choice for the fundamental
class: the complex structure induces an orientation on the normal bundle of the smooth part. If
Z is a topological subvariety, and K = F2, then by the previous proposition, the fundamental
class is unique. However, for K = Z and Z connected we have two choices of the fundamental
class [Z] according to the choice of the orientation of the normal bundle of U .
3.2. Excess intersection. Quillen introduced the excess intersection formula in the context of
complex cobordism in [30]. We recall Quillen’s results, define the excess weight, and then prove
the excess weight lemma (Lemma 3.15).
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3.2.1. Clean intersection, excess bundle. Smooth submanifolds Y, Z →֒ X are said to intersect
cleanly , if their intersection W := Y ∩ Z is a submanifold and TY |W ∩ TZ|W = TW . The excess
bundle of a clean intersection is η(Y, Z) := TX|W/(TY |W +TZ|W ). Denoting the inclusion maps
(EIF) W 
 j
//
 _
g

Z _
f

Y 
 i // X
the relations νi|W ∼= νj⊕η and νf |W ∼= νg⊕η hold: for clean intersections the defining short exact
sequence of η induces
0 // (TY |W + TZ|W )
/
TZ|W︸ ︷︷ ︸
νg
// TX|W
/
TZ|W︸ ︷︷ ︸
νf |W
// η // 0
where the first term is isomorphic to νg by the isomorphism theorems. If f, g are cooriented, then
there is a unique compatible orientation on η such that νf |W = νg ⊕ η as oriented bundles.
Remark 3.8.
• The direct sum orientation depends on the order of νg⊕η, so let us adopt this convention.
• If f, i, j are cooriented, then νg is orientable, with a unique compatible orientation satis-
fying
νf |W ⊕ νj = νi|W ⊕ νg
as oriented bundles.
3.2.2. Equivariant excess intersection formula. For the following proposition, see Quillen [30,
Proposition 3.6].
Proposition 3.9. Let Γ = U(1) act on X. Let Z →֒ X be a Γ-invariant oriented smooth
submanifold. Then Z ∩XΓ is a clean intersection and all maps in
ZΓ 
 j
//
 _
g

Z _
f

XΓ 
 i // X
can be compatibly oriented, and with these orientations
i∗f!z = g!
(
j∗z · e(η)
)
in H∗Γ(X
Γ, XΓ\ZΓ).
We will be mainly interested in the special case z = 1 when we have
[Z]|XΓ = i
∗f!1 = g!
(
e(η)
)
.
12 LA´SZLO´ M. FEHE´R AND A´KOS K. MATSZANGOSZ
3.2.3. Excess multiplicity. Without going into the general theory of real representations we define
weights for the three groups we are interested in:
• Γ = Z2: There are two irreducible real representations, the one dimensional trival, and the
one dimensional non-trival one. We define their weights to be 0 and 1 in F2, respectively.
• Γ = U(1): There is the one dimensional trivial representation, and for every positive
integer n there is a 2-dimensional irreducible real representation. We define their weights
to be 0 and n in N, respectively.
• Γ = Sp(1): We restrict an Sp(1)-representation to its maximal torus, which is a U(1), and
the weights are defined according to the weights of the maximal torus.
The multiset of weights is denoted by W (V ) for the Γ-representation V . So for example W (V )
is a set of non-negative numbers with multiplicities for Γ = U(1). The multiplicity of V is defined
as the product µ(V ) :=
∏
w∈W (V )w.
Remark 3.10. We can always choose an orientation of V , such that
eΓ(V ) = µ(V )u
k
for the Γ-equivariant Euler class of V , where k depends on Γ and the dimension of V .
Definition 3.11. Let (Γ, R) be a halving pair. Let X be a Γ-manifold, Z ⊆ X be a Γ-invariant
topological subvariety and z ∈ ZΓR. Let η denote the excess bundle of the (clean) intersection
ZΓR = ZR ∩X
Γ. We call the elements of W (ηz) the excess weights of Z at z. Notice that W (ηz)
is a subset of the multiset of weights of νz(X
Γ ⊂ X). We will call the latter the normal weights
of the halving space X at z. The multiplicity µ(ηz) of the Γ-representation ηz is called the excess
multiplicity of Z at z.
Remark 3.12. For conjugation spaces and circle spaces, the slice theorem [19, Theorem B.24]
implies that the excess multiplicity is not zero. For circle spaces it also implies that the rank of
the excess bundle η(Z) is always even.
3.2.4. Equivariant fundamental class. Let Γ be a compact connected Lie group and Z be a Γ-
invariant topological subvariety with a Γ-invariant fat nonsingular subset U and singular set Σ.
For connected groups Γ, existence of a fundamental class is a nonequivariant phenomenon: if
Z is a Γ-invariant cycle with fundamental class [Z] ∈ Hk(X,X\Z), then there exists a unique
[Z]Γ ∈ H
k
Γ(X,X\Z) restricting to [Z].
On the other hand, this does not ensure that ZΓ is a topological subvariety, since it might
happen that ΣΓ has too large dimension. This motivates the following definition, introduced for
Γ = Z2 in [40]:
Definition 3.13. A Γ-invariant closed subset Z ⊆ X is a good Γ-invariant subvariety of codi-
mension type (k, l) if
• Z ⊆ X is a topological subvariety of codimension k with Γ-invariant fat nonsingular set U
• ZΓ ⊆ XΓ is a (nonempty) topological subvariety of codimension l with fat nonsingular set
UΓ.
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We call such a set U a Γ-invariant fat nonsingular set. If in addition Z ⊆ X is a cycle and its
excess multiplicity µZ := µ(ηz) is independent of z ∈ Z
Γ
R, then we say that Z is a good Γ-invariant
cycle of codimension type (k, l).
Example 3.14. Let Z ⊆ X be a k-codimensional Γ-invariant stratified submanifold with Γ-
invariant top stratum Zk. If Z
Γ has a stratification whose unique top stratum is (Zk)
Γ, then Z
is a good Γ-invariant subvariety of codimension type (k, l) where l = codim(Zk)
Γ. If additionally
Z is a Γ-invariant cycle and (Zk)
Γ is connected, then Z is a good Γ-invariant cycle. This will be
relevant in the case of real double Schubert varieties, see Theorem 5.2.
For good Γ-invariant cycles, the classes [Z ⊆ X ]Γ and [Z
Γ ⊆ XΓ] are related by the following
Lemma.
Lemma 3.15 (Excess multiplicity lemma). Let Γ = U(1) and R = Q be the coefficients of
cohomology. Let X be a Γ-manifold and let Z ⊆ X be a good Γ-invariant cycle of codimension
type (k, l). Then ZΓ ⊆ XΓ is a cycle and it has a fundamental class [ZΓ ⊆ XΓ] satisfying
H∗Γ(X)
r // H∗Γ(X
Γ) ∼= H∗(XΓ)[u]⊗H∗Γ
[Z ⊆ X ]Γ
✤ // w · [ZΓ ⊆ XΓ] + deg<k−lΓ
where r = i∗ is the restriction to XΓ, w = eΓ(ηz) ∈ H
k−l
Γ is the equivariant Euler class of the excess
bundle η at z for some z ∈ ZΓR, (see Remark 3.10) and deg
<k−l
Γ denotes a sum of homogeneous
elements whose H∗Γ-degree is less than k − l.
Proof. First, consider the case when Z ⊆ X is a smooth Γ-invariant cycle. Then there is a
commutative diagram of equivariant inclusions:
ZΓ 
 j
//
 _
g

Z _
f

XΓ 
 i // X
By Proposition 3.9, ZΓ = Z ∩ XΓ is a clean intersection and therefore has an excess bundle η.
Since XΓ →֒ X and ZΓ →֒ Z are cooriented (their normal bundle is complex via the Γ-action),
and by Remark 3.8, this induces a compatible orientation of g and therefore on η. The equivariant
Euler class of any equivariant bundle E → X of real rank n over X connected and fixed by Γ can
be written as eΓ(E) = eΓ(Ex) + deg
<n
Γ . Applying this to η → Z
Γ,
eΓ(η) = w + deg
<k−l
Γ
and by the equivariant EIF and using that g! is a H
∗
Γ-module homomorphism
i∗f!1 = g!(eΓ(η)) = w · g!1 + deg
<k−l
Γ ,
proving the claim for Z smooth.
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Now let Z = U ∐Σ be a good Γ-invariant cycle of X of codimension (k, l) with Γ-invariant fat
nonsingular set U . Consider the following commutative diagram:
H∗Γ(X,X\Z)
s //
r

H∗Γ(X\Σ, X\Z)
rU

H∗(XΓ, XΓ\ZΓ)[u]
sU // H∗(XΓ\ΣΓ, XΓ\ZΓ)[u]
Since ZΓ ⊆ XΓ is an l-codimensional singular subvariety, by definition, H i(XΓ, XΓ\ZΓ) = 0 for
i < l. So one has
r[Z]Γ =
(k−l)/2∑
i=0
ξk−2iu
i
for ξi ∈ H
2i(XΓ, XΓ\ZΓ), where k − l is even. By commutativity of the diagram,
(5)
(k−l)/2∑
i=0
sU(ξk−2i)u
i = sUr[Z]Γ = rUs[Z]Γ = rU [U ]Γ = w · [U
Γ] + deg<k−lΓ
for a fundamental class [UΓ], by the first case, since U →֒ X\Σ is smooth. Therefore sU(ξl)u
(k−l)/2 =
w · [UΓ]. Write w = µu(k−l)/2, then [ZΓ] := ξl/µ is a fundamental class with the required property
(µ 6= 0 by Remark 3.12). 
Remark 3.16.
i) If R = Z, then the proof also shows that equation (5) holds, but then ξl might not be
divisible by µ, and therefore ZΓ ⊆ XΓ is not necessarily a cycle.
ii) Let Z ⊆ X be a good Γ-invariant subvariety and a cycle. If W (ν(XΓ ⊆ X)) consists of a
single weight λ, then the excess multiplicity is λd/2, independently of z ∈ ZΓR. Therefore
Z is a good Γ-invariant cycle.
iii) In the proof we used that 0 6∈ W (ν(XΓ →֒ X)), which always holds for Γ = U(1) as
indicated in Remark 3.12. For Γ = Sp(1), this is not necessarily true; for example using
the isomorphism R4 ∼= H we get an Sp(1)-action on Gr4k(R
4n) with fixed point set Grk(H
n)
whose excess multiplicity is 0. If one assumes µZ 6= 0, and that Z
Γ ⊆ XΓ is a cycle, the
Lemma also holds for Γ = Sp(1), D = 4.
3.3. Halving cycles. Adapting the proof of van Hamel [40, Cor 1.3(ii)] to the context of circle
spaces shows that κ[Z] = µ[ZΓ], where µ is an undetermined constant. This constant is explicitly
described as the excess multiplicity as described in Section 3.2, and allows us to generalize the
Borel-Haefliger theorem to U(1) and Sp(1)-actions.
Definition 3.17. Let X be a Γ-manifold. A good Γ-invariant cycle Z ⊆ X (Definition 3.13) of
codimension type (2k, k) is called a halving cycle.
For example, in the algebraic case, complexified cycles ZC, are Z2-halving cycles over R = F2.
Remark 3.18. For Γ = U(1), a halving cycle Z has codimension divisible by 4. Indeed, the
codimension of Z ⊆ X has the same parity as the codimension of ZΓ ⊆ XΓ, by Remark 3.12).
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Now we are ready to generalize Theorem 3.1 of Borel and Haefliger to halving manifolds:
Theorem 3.19. Let (Γ, R) be (Z2,F2) or (U(1),Q). Let X be a halving manifold, and Z ⊆ X be
a halving cycle. Then
σ[Z] = [Z]Γ, κ[Z] = µZ [Z
Γ],
where µZ is the excess multiplicity of Z (Definition 3.11).
Proof. Set codimZ = 2Dk. By the excess multiplicity lemma (Lemma 3.15)
(6) r[Z]Γ = w · [Z
Γ] + deg<DkΓ ,
where deg<DkΓ denotes a polynomial in u of degree less than k and w = eΓ(ηz). By the degree
lemma (Lemma 2.4) [Z]Γ = σ(x) for some x ∈ H
2Dk(X). Since
[Z] = ρ[Z]Γ = ρσ(x) = x,
[Z]Γ = σ(x) = σ[Z]. Restricting, using the definition of κ (1) and (6),
κ[Z]uk + deg<DkΓ = rσ[Z] = r[Z]Γ = w · [Z
Γ] + deg<DkΓ
therefore κ[Z] = µZ · [Z
Γ], where w = µZu
k. 
Remark 3.20. The lemma also holds for the halving pair (Γ, R) = (Sp(1),Q), if one assumes
that ZΓ ⊆ XΓ is a cycle and that w 6= 0, see Remark 3.16 iii).
3.3.1. Coefficients of the restriction equation. Let us return for a moment to the case of conju-
gation spaces; let X be a conjugation space. Franz and Puppe [14] determined the coefficients of
the restriction equation as Steenrod squares:
(7) r(σ(α)) =
d∑
i=0
Sqi α · ud−i =: Squ(α),
for α ∈ H2d(X). Together with the theorem of Van Hamel [40], this proves the topological
version of a classical theorem of Chow [7], that [Z]|XΓ = [Z
Γ]2. Using Proposition 3.19, we obtain
a simple proof of a weaker version of (7), namely in the algebraic case. For a similar theorem, see
[5, Theorem 1.18].
Proposition 3.21. Let X be the complexification of a real algebraic variety which is smooth, and
let Z ⊆ X be a complexified subvariety which is a smooth cycle. Then
rσ[Z] = Squ(κ[Z])
Proof. The proof can be summarized as
[Z]Γ|XΓ
1)
== g!(eΓ(η))
2)
== g!(w
u
∗ (ν))
3)
==Sq[ZΓ],
where g : ZΓ →֒ XΓ and wu∗ denotes the total homogenized Stiefel-Whitney class. 1) is the excess
intersection formula. Since Z is a complexification,
ν(Z ⊆ X)|ZΓ = ν(Z
Γ ⊆ XΓ)⊗R C
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holds. Then the excess bundle equivariantly is η = ν(ZΓ ⊆ XΓ) ⊗R iR where iR denotes the
trivial line bundle with nontrivial Z2-action. This implies 2): eΓ(ν ⊗R iR) = w
u
∗ (ν) (the total
Stiefel-Whitney class homogenized by powers of u). Finally, 3) is the content of Thom’s theorem
[38] saying that for i : Z →֒ X : i!(w∗(ν)) = Sq[Z] holds. 
It would be nice to have a similar description of the coefficients for the case of circle spaces,
however there are no nontrivial stable rational cohomology operations, so this result has no direct
generalization.
3.3.2. Poincare´ duality. In this section we give some sufficient conditions for a Γ-space X to be a
halving space.
Definition 3.22. We say that a Γ-space X is almost a halving space, if X has nonzero cohomology
only in degrees 2Di andX is equivariantly formal with a Leray-Hirsch section σ : H∗(X)→ H∗Γ(X)
satisfying a weaker form of the degree condition:
(DC–) for all x ∈ H2Di(X), rσ(x) is a polynomial of degree at most i where r : H∗Γ(X) →
H∗(XΓ)[u] is the restriction map, u ∈ HDΓ .
To put it simply, (DC–) allows the u-degree of rσ(x) to be smaller than i. The following lemma
can be found (implicitly) in van Hamel [40] for the case of conjugation spaces and its proof is the
same. For the analogue of van Hamel’s theorem in the case of (Γ, R) = (U(1),Q) we also have to
assume Poincare´ duality/orientability:
Lemma 3.23 (Injectivity lemma). Let (Γ, R) = (U(1),Q), H∗Γ
∼= Q[u], u ∈ HDΓ , D = 2. Let
X be a smooth Γ-manifold which is almost a halving space with σ. If X is compact, orientable
and dimX ≥ 2 dimXΓ, then X satisfies the degree condition (DC). In particular, X is a halving
space with the same σ, and κ defined by (1) is an isomorphism.
Proof. We only give a brief sketch of the main idea found in [40], for further details see [25].
Let x ∈ H2Dk(X). By Poincare´ duality there exists y ∈ H2D(n−k)(X) satisfying xy 6= 0, here
dimX = 2Dn. Then σ(x)σ(y) 6= 0; degree considerations from (DC–) show that r(σ(x)σ(y)) =
κ(x)κ(y)un. The localization theorem (restriction to the fixed-point set r : H∗Γ(X)→ H
∗(XΓ)[u]
is an isomorphism after inverting u) implies that restriction to the fixed point set r : H∗Γ(X) →
H∗(XΓ)[u] is injective, therefore κ(x) 6= 0. 
Remark 3.24.
i) More generally, the lemma holds for Q-Poincare´ duality spaces [2, Definition 5.1.1.] if
one replaces dim(X) with formal dimension fd(X). (X is a Q-Poincare´ duality space if
Htop(X ;Q) ∼= Q and the pairing
Hk(X)⊗Htop−k(X)→ Htop(X)
is perfect; fd(X) := top.) Q-Poincare´ duality is satisfied by a larger class of spaces, which
need not be orientable nor compact. Note that the formal dimension of a manifold X can
be smaller than the dimension of X as a manifold. For example, RP 2n is a Q-Poincare´
duality space with formal dimension 0. More generally, all real partial flag manifolds
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FlRD are Q-Poincare´ duality spaces [26]. This allows us to extend the class of circle space
examples to the case of nonorientable Grassmannians, Grk(R
n) for n odd. For the sake of
conciseness we didn’t add the extra conditions to the lemma.
ii) For (Γ, R) = (Z2,F2), the same lemma holds, without having to assume orientability.
Every manifold satisfies F2-Poincare´ duality – indeed, van Hamel’s original proof [40] does
not assume orientability.
iii) The lemma can also be generalized to Γ = Sp(1), if one makes the additional assumption
that the restriction to the fixed point set is an isomorphism after localization.
4. The generalized Borel-Haefliger theorem
Using the notions of good invariant cycles and excess multiplicity (Definitions 3.13 and 3.11) we
can state the generalized Borel-Haefliger theorem:
Theorem 4.1 (Generalized Borel-Haefliger theorem). Let (Γ, R) be (Z2,F2) or (U(1),Q) and
H∗(BΓ;R) ∼= R[u], u ∈ HDΓ . Let X be a smooth compact Γ-manifold, orientable if R = Q.
Assume that H∗(X) is nonzero only in degrees divisible by D and has a basis of halving cycles:
good Γ-invariant cycles Zi ⊆ X of codimension type (2Dki, Dki). Then X is a halving space with
cohomology frame
(8) σ[Zi] = [Zi]Γ, κ[Zi] = µi[Z
Γ
i ]
where µi 6= 0 is the excess multiplicity of Zi ⊆ X.
Proof. Since H∗(X) is generated by halving cycles, it is Γ-equivariantly formal. By the excess
weight lemma (Lemma 3.15),
rσ[Zi] = κ[Zi]u
ki + deg<DkiΓ , for all i,
where deg<DkiΓ denotes a polynomial in u of degree less than ki. Since [Zi] form a basis of H
∗(X),
X is almost a halving space, cf. Definition 3.22. SinceX is a compact orientable manifold, the class
of a point is a cycle which is represented by a halving cycle by assumption, so dimX = 2dimXΓ.
Therefore X is a halving space with cohomology frame (κ, σ) by the injectivity lemma (Lemma
3.23). 
Remark 4.2.
i) The orientability assumption is not essential, see Remark 3.24. However, then one has to
add conditions on the formal dimensions: fd(X) ≥ 2 fd(XΓ), for the injectivity lemma to
hold.
ii) For (Γ, R) = (Sp(1),Q) there is an analogous theorem, if one makes additional assump-
tions: first, that the ZΓi are cycles, and second, that the localization theorem holds (the
injectivity lemma for (Sp(1),Q) only holds under this assumption, see Remark 3.24, iii)).
5. Examples
Since conjugation spaces are discussed in [22], we concentrate on the case of circle spaces.
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✲
Figure 1. The double of a Young diagram
5.1. R-spaces. Our main class of examples of circle spaces are homogeneous spaces, in particular
they are all R-spaces, more commonly known as (generalized) real flag manifolds. We reserve the
terminology real flag manifolds to FlD(R
N), which are also R-spaces.
Out of the R-spaces, we have four main classes of examples of circle spaces: spheres S4n, even
real flag manifolds, quaternionic and octonionic flag manifolds. The simplest example consists
of spheres S4n; this already illustrates the idea of the proof. Let U(1) act on R4n+1 as the
linear orthogonal representation, which splits into n weight one and 2n+1 trivial representations;
S4n ⊆ R4n+1 is U(1)-invariant.
Proposition 5.1. With this Γ-action S4n is a circle space with fixed point set S2n.
Proof. The fixed point set of S4n is S4n∩R2n+1 = S2n. Since H∗(S4n) = Z[x]/(x2) is generated by
a Γ-invariant halving cycle, namely the class of a fixed point, by the generalized Borel-Haefliger
theorem, S4n is a circle space. 
5.1.1. Real flag manifolds. Our first nontrivial class of examples are the even real flag manifolds ,
i.e. flag manifolds Fl2D(R
2n), where all dimensions are even. More details about this example
can be found in [26], we give a brief summary. For D = (d1, . . . , dm), we denote by FlD(R
n) the
manifold of flags F• = (F1 ⊆ . . . Fm), whose dimensions are dimFi = si, where si =
∑i
j=1 dj.
The identification of R2n ↔ Cn as real Γ-representations induces an action on FlE(R
2n), E =
(e1, . . . , er). The flag manifold FlE(R
N) has a Schubert cell decomposition
(9) ΩI(A•) = {F• ∈ FlE(R
N) : dimFi ∩ Ak = rI(i, k)},
where
I ∈ OSP(E) = SN/(Se1 × . . .× Ser)
is an ordered set partition, and rI(i, k) = #{l ∈ I1 ∪ . . . ∪ Ii : l ≤ k}. If 2D = (2d1, 2d2, . . . , 2dr)
and I ∈ OSP(D), then the doubled ordered set partition DI ∈ OSP(2D) is obtained by replacing
each i ∈ Ij by (2i − 1, 2i) ∈ DIj. A double Schubert variety σ
R
DI ⊆ Fl
R
2D is a Schubert variety
corresponding to DI ∈ OSP(2D). In the case of the Grassmannian D = (k, l), DI ∈
(
2(k+l)
2k
)
corresponds to the Young diagram obtained by subdividing each square into 2× 2 squares in the
Young diagram corresponding to I ∈
(
k+l
k
)
, see Figure 1.
The double Schubert varieties σRDI are cycles and their classes form a basis of H
∗(FlR2D;Q), see
[26]. Using that they are circle spaces we can deduce their structure constants.
Theorem 5.2. Let Γ act on Fl2D(R
2n) obtained by identifying Cn with R2n. With this action it
is a circle space, with fixed point set FlD(C
n). Furthermore
κ[σRDI ] = 2
|I|[σCI ],
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where [σCI ] ∈ H
2|I|(FlD(C
N)).
Proof. Let F• be a complete flag in R
2n, such that F2i are Γ-invariant, and let F
C
• denote the
corresponding complex flag in Cn. By the generalized Borel-Haefliger theorem, it is enough to
show that the Schubert varieties σRDI(F•) are halving cycles, have fixed point set σ
C
I (F
C
• ) and that
[σRDI ] form a basis. For further details see [26].
We sketch why all normal weights of FlD(C
n) →֒ FlD(R
2n) are 2. Since all tangent spaces
are sums of Hom-spaces, this claim can be reduced to linear algebra, namely computing weights
of the U(1)-representation HomR(C,C). This representation splits into the sum of two U(1)-
representations: a 2-dimensional weight 0 representation and a weight 2 representation. The
weight 0 representation corresponds to HomC(C,C) (in the geometric picture this correponds to
the tangent space of the complex part) and the weight 2 representation HomC(C,C) (the normal
space of the complex part). 
The corollaries below follow from Theorem 5.2, multiplicativity of κ and that
κpj(S
R
i ) = 2
jcj(S
C
i ).
Corollary 5.3 (Littlewood-Richardson coefficients).
[σRDI ] · [σ
R
DJ ] =
∑
K
cKIJ [σ
R
DK ]
where cKIJ are the complex Littlewood-Richardson coefficients
[σCI ] · [σ
C
J ] =
∑
K
cKIJ [σ
C
K ].
Corollary 5.4 (Giambelli formula type description).
[σRDI ] = q(p∗(S
R
i )) ⇐⇒ [σ
C
I ] = q(c∗(S
C
i )),
i. e. the same polynomial describes the double real Schubert classes and complex Schubert classes
in terms of Pontryagin and Chern classes.
Corollary 5.5. The cohomology ring of an even flag manifold can be described as follows:
H∗(FlR2D) = Q[p∗(S
R
i )]/R(p∗(S
R
i )) ⇐⇒ H
∗(FlCD) = Q[c∗(S
C
i )]/R(c∗(S
C
i )),
where R(xi∗) denotes an ideal in the variables x
i
j, that is the same polynomial relations hold in
the two cohomology rings in terms of Pontryagin and Chern classes of the respective tautological
bundles.
Corollary 5.6 (Equivariant Giambelli formula). For the case of Grassmannians FlR2D = Gr2k(R
2(k+l)),
D = (k, l), the (doubled) Giambelli formula holds, even Γ-equivariantly
[σDλ]Γ = det
∣∣∣∣∣∣∣∣
[σDλ1 ]Γ [σD(λ1+1)]Γ . . . [σD(λ1+k)]Γ
[σD(λ2−1)]Γ [σDλ2 ]Γ . . . [σD(λ2+k−1)]Γ
...
...
. . .
...
[σD(λk−k)]Γ . . . . . . [σDλk ]Γ
∣∣∣∣∣∣∣∣
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where Dλ denotes the double of the partition λ ⊆ k × l and Da = (2a, 2a) for a ∈ Z.
Proof. Nonequivariantly, this follows from the complex Giambelli formula and from X being
a circle space with κ[σRDλ] = 2
|λ|[σCλ ]. Equivariantly, this follows from σ being multiplicative
(Corollary 2.5) and from the generalized Borel-Haefliger theorem, σ[σDλ] = [σDλ]Γ. 
The Grassmannians GrK(R
N) are also circle spaces, except when K is odd, N is even. If K
and N is even, this is contained in Theorem 5.2. The remaining cases: K odd N even and K even
N odd are both nonorientable, in these cases Remark 3.24, i) can be used. This gives examples
of nonorientable circle spaces. For further details, see [26].
5.1.2. Galois type actions. For the next examples of halving spaces, we define U(1)-actions on
HP n with fixed point set CP n and Sp(1)-actions on OP 2 with fixed point set HP 2. As a first
step, let us recall the corresponding actions on the real normed division algebras. There are four
real normed division algebras Fi:
R ⊆ C ⊆ H ⊆ O.
In each case, there is a subgroup Γ ∼= O(Fi−1) of the R-algebra automorphisms Aut(Fi), whose
fixed point set FΓi is the previous division algebra Fi−1, i = 2, 3, 4 (hence the name “Galois type”).
We briefly recall how these actions arise.
First, the group of (continuous!) automorphisms is well-known to be Z2 in the case of C, with
fixed point set R. This action extends to Cn and also to the complex flag manifolds FlD(C
N) with
fixed point-set FlD(R
n). This is the action classically studied by Borel and Haefliger.
Next, let H act on itself by inner automorphisms. Then Γ = U(1) ⊆ C = 〈1, i〉 ≤ H acts on
H, with fixed-point set C ≤ H. This action extends to Hn therefore to HP n, and even to any
quaternionic flag manifold FlD(H
n), with fixed point set FlD(C
n).
The automorphisms of the normed algebra O fixing H is isomorphic to Γ := Sp(1), and in fact
OΓ = H. This induces an action on the octonionic flag manifolds, which can be seen on their
different models – we describe these actions in Section 5.1.4. For additional details, see e.g. [25,
Propositions B.4.1, B.4.2].
5.1.3. Quaternionic flag manifolds. The flag manifold FlD(H
n) has a Schubert cell decomposition
σHI where I ∈ OSP(D).
Theorem 5.7. With the Γ = U(1)-action defined by inner automorphisms (see Section 5.1.2),
FlD(H
n) is a circle space, with fixed point set FlD(C
n). Furthermore
κ[σHI ] = 2
|I|[σCI ],
where [σCI ] ∈ H
2|I|(FlD(C
n)).
Proof. If FC• is a complex flag, then F• := F
C
• ⊗C H is a quaternionic flag, which is Γ-invariant.
Similarly to the case of real even flag manifolds, by the generalized Borel-Haefliger theorem it can
be shown that the Schubert varieties σHI (F•) are halving cycles with respect to an appropriate
complete flag F• ∈ Fl(H
n), with fixed points σCI (F
C
• ) and [σ
H
I ] form a basis of rational cohomology.
The normal weights are all 2. 
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Corollary 5.8 (Littlewood-Richardson coefficients).
[σHI ] · [σ
H
J ] =
∑
K
cKIJ [σ
H
K ]
where cKIJ are the same Littlewood-Richardson coefficients as in
[σCI ] · [σ
C
J ] =
∑
K
cKIJ [σ
C
K ].
Proof. Exactly the same as Corollary 5.3. 
Corollary 5.9 (Giambelli formula type description).
[σHI ] = q(p∗(S
H
i )) ⇐⇒ [σ
C
I ] = q(c∗(S
C
i )),
where p∗ denotes quaternionic Pontryagin classes. In words, the same polynomial describes the
quaternionic and complex Schubert varieties in terms of characteristic classes.
In the case of Grassmannians, this was already noticed by Pragacz and Ratajski [29]; as they
remark, the proof of the Pieri formula in [18] can be replicated in the quaternionic case implying
the same description of the cohomology rings (complex and quaternionic) with degrees doubled.
5.1.4. Octonionic flag manifolds. In this section we give some examples for quaternionic halving
spaces, i.e. halving spaces for Sp(1)-actions: the octonionic flag manifolds. We will also show that
they are circle spaces by restricting to U(1) ≤ Sp(1).
By octonionic flag manifolds we mean the following three examples: OP 1,OP 2,Fl(O)(= Fl(O3)).
Nonassociativity of octonions leads to the fact that there are no octonionic analogues of higher
dimensional flag manifolds. We refer to [4], [16], [10], [24] for further details about octonionic flag
manifolds.
Since OP 1 ∼= S8 which is easily seen to be both a circle space and a quaternionic halving
space, we start with OP 2. In the case of OP 2 a purely topological proof can be given using Hopf
fibrations.
Proposition 5.10. The Hopf fibrations are Γ-equivariant principal G-bundles where the Γ-action
is induced by the inner automorphisms defined in Section 5.1.2. Furthermore, the Γ-fixed point
set of each Hopf fibration is the previous one:
• π2 : S
1 → S3 → S2 is Γ = Z2-equivariant with fixed point set π1 : S
0 → S1 → S1
• π3 : S
3 → S7 → S4 is Γ = U(1)-equivariant with fixed point set π2 : S
1 → S3 → S2
• π4 : S
7 → S15 → S8 is Γ = Sp(1)-equivariant with fixed point set π3 : S
3 → S7 → S4
Proof. The definition of these bundles involves the division algebra structure of F, so they are
naturally Aut(F)-equivariant. 
Corollary 5.11. OP 2 is a halving space for both the Sp(1)-action and the U(1)-action, with fixed
point set HP 2.
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Proof sketch. The projective planes FP2 can be obtained by gluing along the Hopf fibrations:
RP 2 = D2
∐
pi1
S1, CP 2 = D4
∐
pi2
S2, HP 2 = D8
∐
pi3
S4, OP 2 = D16
∐
pi4
S8
and the Γ-action descends to the projective planes, with fixed point set the the previous one.
From the naturally occurring cell decompositions we get that each space is a halving space with
the fixed point set the previous one, in particular we get that OP 2 is a quaternionic halving/circle
space. Alternatively, one can adapt the proof of the next section. 
OP 2 has a description by (restricted) homogeneous coordinates as follows. The points of OP 2
are triples (a, b, c) ∈ O3, such that at least one of them is real, modulo the relation that two such
elements are equal if they differ by left multiplication by an element of O. The lines of OP 2 are
defined similarly (denoted (OP 2)∗), but now the equivalence relation is right multiplication. A
point x = (x1, x2, x3) ∈ OP
2 is incident to the line l = (l1, l2, l3) ∈ (OP
2)∗ denoted x ∈ l, if
x1l1 + x2l2 + x3l3 = 0 for representatives chosen such that at least two of the sets {xi, li} contain
a real number. The flag manifold Fl(O) can be defined as the set of incident point-lines:
Fl(O) := {(x, l) : x ∈ l} ⊆ OP 2 × (OP 2)∗.
Remark 5.12. The description in terms of coordinates is in fact isomorphic to the usual model
of OP 2 by the exceptional Jordan algebra h3(O), see [15], [17], [24]. These identifications are due
to [3], [1], see also [32, Theorem 7.2], [8].
The automorphisms of the normed algebra O fixing H (for further details, see [25, Proposition
B.4.1.]) induces a coordinate-wise action on Y = OP 2 with fixed point set Y Γ = HP 2. Since
the action is compatible with the incidence relation, it also induces an action on X = Fl(O) with
fixed point set XΓ = Fl(H3).
Theorem 5.13. With the Γ = Sp(1)-action defined above, Fl(O) is a quaternionic halving space,
with fixed point set Fl(H3). Furthermore
κ[σOw ] = [σ
H
w ]
where w ∈ S3 and [σ
H
w ] ∈ H
2|w|(Fl(H3)).
Proof. For d• ∈ Fl(O)
Γ = Fl(H3), the flag manifold Fl(O) has a decomposition into Γ-invariant
Schubert 8i-cells ΩOw(d•), defined by incidence relations, whose fixed point sets are Ω
H
w(d•). In
particular, the closures of the Schubert cells are Γ-invariant halving cycles σOw(d•) by a dimension
count. To see that the Sp(1)-multiplicity of the normal space ν(H ⊆ O) equals 1, note that the
normal Sp(1)-representation is its defining representation, since it acts freely and transitively on
S3 (see [25, Proposition B.4.1.]). The conditions of the generalized Borel-Haefliger theorem for
Γ = Sp(1) have to be checked according to Remark 4.2 ii). First, the Schubert cycles are Sp(1)-
invariant halving cycles and their fixed point sets are cycles (this is straightforward). Second,
Fl(O) satisfies the localization theorem for Sp(1) by [39, Theorem III.3.8.], see also [24, Theorem
1.3]. 
Remark 5.14.
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i) By the general theory, Fl(O) has a Bruhat cell decomposition as N -orbits, see [9], [24].
This agrees with the Schubert cell decomposition—this can be verified through the Jordan
algebra model of OP 2.
ii) These examples are also examples of circle spaces. Indeed, one can restrict the action of
Γ = Sp(1) to a ∆ = U(1)-action, such that O∆ = H, and then the rest of the proofs are
the same.
5.2. Quaternionic toric varieties. In the case of Γ = Z2, smooth toric manifolds are conjuga-
tion spaces [22, Example 8.7]. This example has a generalization in the context of circle spaces;
quaternionic toric varieties introduced by Scott [33], which come naturally equipped with an
SO(3)-action. The cohomology of a nonsingular quaternionic toric space is generated by geomet-
ric cycles of degrees 4i [34, p. 43] and is degree-doubling isomorphic to its complex counterpart
[34, Theorems 3.3.2. and 5.5.1], and therefore are circle spaces.
5.3. Constructions. We can construct new halving spaces out of old ones. Most ideas of [22]
about conjugation spaces can be adapted, however there are some new features.
Given a U(1)-action ρ : U(1)→ Homeo(X) on a space X we can rescale the action by composing
it with z 7→ zk. If the action is already in this form, then we can also downscale it: For example
the U(1)-action on the even real flag manifolds and the quaternionic flag manifolds have the
property that −1 ∈ U(1) acts trivially, by downscaling we can get a new action with all normal
weights equal to 1. It is elementary to check that rescaling a circle space provides a circle space.
With the same proof as in [22, Proposition 4.5] one can show that
Proposition 5.15. Suppose that X and Y are halving spaces and Hq(X ;R) has finite rank for
all q. Then X × Y is also a halving space.
Combining product with rescaling we can construct circle spaces with prescribed normal weights.
For example rescale the circle space S4 of Proposition 5.1 with given integers, and take the product
of these. With the same proof as in [22, Proposition 4.6] one can show that
Proposition 5.16. Let (Xi, fij) be a direct system of halving spaces which are T1 and fij are Γ-
equivariant inclusions. Then X = lim
−→i
Xi is a halving space with cohomology frame (lim←−
κi, lim←−
σi).
Conjugation manifolds of the same dimension are locally isomorphic at a fixed point. This is
no longer true for circle spaces, they are locally isomorphic at a fixed point only if they have the
same normal weights. So for connected sums, [22, Proposition 4.7] has to be modified:
Proposition 5.17. Suppose that X and Y are circle manifolds having the same normal weights.
Then the connected sum X#Y is also a circle manifold.
This construction provides examples of circle manifolds which are not homogeneous manifolds.
Remark 5.18. No complex projective variety X can be a circle space; H2(X) contains the non-
zero hyperplane section, which violates the condition of having nonzero cohomology groups only
in degrees 4i.
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Remark 5.19. If the homogeneous space X = G/H is a circle space, then rk(G) = rk(H).
Indeed, it is classical (e.g. [20]), that the Euler-characteristic of a homogeneous space is zero
if rk(G) > rk(H), which means that X has nonzero cohomology in some odd degree, again
violating the condition on even degrees. Indeed, all of the homogeneous examples above satisfy
this condition.
6. Applications for enumerative problems
One of the main applications of the cohomology ring structure of real flag manifolds concerns
enumerative geometry, namely Schubert calculus. Whereas in the complex case enumerative
problems are completely solved by the cohomological product of the corresponding cycles, in the
real case the product only gives a lower bound—the number of solutions depends on the given
configuration of the enumerative problem.
6.1. Real Schubert problems. There is no general theorem (as of yet), which gives all possible
solutions to a real Schubert problem, although certain special cases have been described, see e.g.
[36], [23], [12].
The interpretation of the cohomology ring given in Corollary 5.3 is a general result providing
lower bounds to an infinite family of real Schubert problems, what we can call double Schubert
problems : which involves only the double Schubert varieties σRDI defined in Section 5.1.1. The
details and several examples, can be found in [26, Section 7]. Let us demonstrate this technique
on a simple example:
Problem 2. How many W ∈ Gr8(R
16) intersect four generic Ui ∈ Gr8(R
16) in 4 dimensions?
This problem can be rewritten as computing the intersection of four Schubert varieties
⋂4
i=1 σλ(Ui),
where λ = (44). Each point of intersection inherits a sign from the orientations, therefore the
cohomological product [σRλ ]
4 ∈ H∗(Gr8(R
16)) gives a lower bound to the number of solutions.
By Corollary 5.3, this cohomological product can be computed as [σCµ ]
4 ∈ H∗(Gr4(C
8)) where
µ = (22), and a simple verification shows that this product equals 6. In [12], we showed via
elementary techniques that this lower bound is sharp, furthermore that the number of possible
solutions to this problem is 6, 14, 30, 70. However, the cohomological lower bound works more
generally for any double Schubert problem, which is a significantly larger family than the one
described in [12].
6.2. Quaternionic Schubert problems. We can also solve quaternionic enumerative problems:
Proposition 6.1. The number of solutions of a generic quaternionic Schubert problem is the
same as the corresponding complex Schubert problem.
Proof. If the Schubert varieties σj(F
H
• ) are transverse (generic), then since the tangent spaces are
canonically oriented (the tangent bundle has a complex structure), the cohomology computation
gives the exact number of solutions. We can conclude by the Littlewood-Richardson coefficients
of Corollary 5.8. 
For instance:
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Problem 3. How many lines intersect four given lines in HP 3?
By Proposition 6.1, the answer is the same as in the complex case, which is 2. Notice that
by forgetting the Sp(1)-structure and retaining only the real linear structure, we obtain the real
problem discussed above, which has at least 6 solutions. These solutions are Sp(1)-invariant, so
they should be quaternionic. The resolution of this seeming contradiction lies in the subtle notion
of genericity: the real problem obtained by forgetting the quaternionic structure is usually not
real generic, so these cases are not covered by Proposition 6.1.
On this example, nongenericity can be seen explicitly as follows. To a given configuration
U1, . . . , U4 ∈ Gr8(R
16), one can associate a real linear map ϕ : U1 → U1 with the property that
the problem is real generic iff all eigenvalues of this map are distinct, and different from 0 and 1, see
[12, Remark 4.14]. If the Ui are complex (U(1)-invariant), the corresponding map ϕ : U1 → U1 is
complex linear. In case the eigenvalues of ϕ as a complex map are distinct and contain no complex
conjugate pairs, then the eigenvalues of ϕ as a real map are also distinct, and the problem is also
real generic. However, if the Ui are quaternionic (Sp(1)-invariant) then ϕ is quaternionic linear.
Quaternionic linear maps can be written in the form
GLn(H) =
{(
A B
−B A
)
∈ GL2n(C)
}
and their eigenvalues as a real linear map come in fours (λ, λ, λ, λ). Since these eigenvalues are
not distinct, the problem is not real generic, and it is also not hard to see that it has infinitely
many solutions (since these are in bijection with invariant subspaces of ϕ, [12, Corollary 2.4]).
7. Further examples of halving cycles
As we explained in the previous chapter, every halving cycle in an even real flag manifold can
lead to a lower bound for a corresponding real enumerative question. In the case of conjugation
spaces, there is a large class of examples of halving cycles, namely the complexified subvarieties.
However, there is no trivial analogue of the complexification operation for U(1)-actions, so it is
not easy to find non-trivial examples of halving cycles in a circle space. For even flag manifolds
we have the even Schubert varieties and more generally Richardson varieties.
Below we discuss a less obvious class of examples, obtained by using quivers. We also indicate
the enumerative consequences.
7.1. Universal degeneracy loci. Let X be an even real partial flag manifold with the Γ-action
of Section 5.1.1 with fixed point set the complex partial flag manifold XΓ. Let γ ∈ Nn be a
dimension vector, and E = (E1, E2, . . . , En) be an n-tuple of real Γ-equivariant vector bundles of
rank 2γi over X such that Ei|XΓ has the structure of a complex vector bundle on which Γ acts by
scalar multiplication. We can construct such bundles using the various tautological subbundles
over the flag manifold. Notice that Γ acts on the bundles HomR(Ei, Ei+1) via conjugation with
fixed point set HomC(Ei|XΓ , Ei+1|XΓ). Therefore the total space of the type An real quiver bundle
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with dimension vector 2γ = (2γ1, . . . , 2γn)
QR(E) :=
n−1⊕
i=1
HomR(Ei, Ei+1)
is also a circle manifold and its fixed point set is the total space of the type An complex quiver
bundle with dimension vector γ
QC(E) :=
n−1⊕
i=1
HomC(Ei|XΓ, Ei+1|XΓ).
Let Z2m be the orbit closure in the quiver representation space Rep
R
2γ corresponding to the
module 2m. Then we can associate to ZR2m a subset Z
R
2m(E) of QR(E), the union of ’Z
R
2m-points’
in all fibers. The proof of [25, Theorem 5.3.6.] implies that
Proposition 7.1. ZR2m(E) is a halving cycle with fixed point set Z
C
m(E|XΓ).
The proof is based on the orientability of the Reineke resolution of ZR2m(E). These quiver
loci are nontrivial examples of halving cycles in QR(E), however they are not directly related to
enumerative problems.
7.2. A degeneracy locus in the Grassmannian. If we want to find new halving cycles in an
even real partial flag manifold X (and not in a bundle over X), then we need a section of ZR2m(E)
with nice properties:
Observation 7.2. Let f : X → Y be a Γ-equivariant map of smooth circle manifolds, and let
Z ⊂ Y be a halving cycle. If f is transversal to Z and f |XΓ : X
Γ → Y Γ is transversal to ZΓ, then
f−1(Z) is also a halving cycle.
We say that f is transversal to a topological subvariety Z, if it is transversal to a fat nonsingular
subset U of Z, and that f−1(U) is a fat nonsingular subset of f−1(Z).
Suppose now that σ : X → QR(E) is a Γ-equivariant section such that σ|XΓ : X
Γ → QC(E) is
holomorphic and transversal to ZCm(E). If σ is transversal to Z
R
2m(E), then by Observation 7.2,
the degeneracy locus σ−1(ZR2m(E)) ⊂ X is a halving cycle.
Such Γ-equivariant maps are not easy to find. The task of finding holomorphic sections of QC(E)
is already quite involved, so we restrict ourselves to the example of X = Gr4(R
8) with fixed point
set XΓ = Gr2(C
4). Before defining these sections, let us introduce some natural subvarieties of the
Grassmannian. Fix a linear map α : C4 → C4 and consider the following subvariety of Gr2(C
4):
Σα = {V : dimV ∩ α(V ) ≥ 1}.
By forgetting the complex structure, we obtain a real linear map αR : R
8 → R8, and can similarly
define a subvariety of Gr4(R
8):
ΣRα = {V : dim V ∩ αR(V ) ≥ 2}.
For appropriate maps α, these subvarieties are halving cycles:
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Proposition 7.3. If α : C4 → C4 is diagonalizable with 4 different non-real eigenvalues, contain-
ing no complex conjugate pairs, then ΣRα is a halving cycle, with fixed point set Σα.
These subvarieties arise as degeneracy loci as follows. Let E1 be the tautological subbundle
and E2 be the tautological quotient bundle over X . Then E1|XΓ is the tautological subbundle
and E2|XΓ is the tautological quotient bundle over Gr2(C
4). The map α induces a holomorphic
section
σCα : X
Γ → Hom(E1|XΓ , E2|XΓ),
where σCα(V, v) = [α(v)] ∈ C
4/V for V ∈ Gr2(C
4) and v ∈ V . Similarly, αR also induces a
Γ-equivariant section
σα : X → Hom(E1, E2),
such that σα|XΓ = σ
C
α . Then
ΣRα = Σ¯
2(σα) ⊆ Gr4(R
8),
where Σ¯2(σα) denotes the locus where the corank of σα is at least 2. Notice that Σ¯
2 is of the form
Z2m for an A2 quiver representation. The section σα is indeed transversal to Σ¯
2(E1, E2), however
the proof is quite technical, so instead we sketch a direct proof of the fact that ΣRα is a halving
cycle.
Proof (sketch). The key is to show that ΣRα is a cycle. For this we give a stratification. For
an arbitrary subspace W ≤ R8, let us introduce the notation W ′ := W ∩ α(W ). We partition
Y = Σ¯2(σα) according to the dimension of V
′. We have Y = Y2
∐
Y3
∐
Y4, where
Yi = {V ∈ Gr4(R
8) : dim(V ′) = i}.
In order to obtain a stratification, we further partition Y2; by denoting V
′′ = V ′ ∩ α(V ′), let
Zi := {V ∈ Y2 : dim(V
′′) = i}
for i = 0, 1, 2 is a partition of Y2. The stratification we consider is given by
ΣRα = Z0
∐
Z1
∐
Z2
∐
Y3
∐
Y4.
For a generic 2-dimensional subspace W we have W ′ = 0, so the assignment W 7→ 〈W,α(W )〉
identifies Z0 with an open submanifold of Gr2(R
8): this is the open—and orientable—stratum of
Y2. If the eigenvalues of α satisfy the conditions of Proposition 7.3, then the codimensions of Z2,
Y3 and Y4 are greater than 2, so we don’t need to study them, and it is enough to concentrate on
Z1.
In the remaining part, we show that Z1 is a one-codimensional non-orientable stratum, which
implies that ΣRα is a cycle. For V ∈ Z1 we have V
′′ = 〈v〉 for some v ∈ V ; by definition α−1(v) ∈ V ′.
Similarly, α−2(v) ∈ V . Since V is in Z1, these 3 vectors have to be independent: V has a basis of
the form {v, α−1(v), α−2(v), z} for some z ∈ V . The assignment (v, z) 7→ V identifies Z1 with an
RP4 bundle over an open submanifold of RP7: Let U ⊂ RP7 be the open subset over which the
bundles γ, α−1(γ), α−2(γ) are independent, then we have the quotient vector bundle
ξ = R8/
(
γ ⊕ α−1(γ)⊕ α−2(γ)
)
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over U and
Z1 ∼= RP(ξ).
The dimension of Z1 is 11, one less than the dimension of Z0 (= dimGr2(R
8)). Notice that the
complement of U in RP7 has codimension higher than one, so the orientability of Z1 is equivalent
of the vanishing of the first Stiefel-Whitney class of the virtual vector bundle
ξ˜ := R8 ⊖ 3γ.
An elementary calculation shows that w1(ξ˜) is not zero, so we established that Σ¯
2(σα) is a cycle.

7.3. An enumerative problem. Consider the following question: Given four generic linear maps
αi : C
4 → C4 what is the number of 2-dimensional subspaces V such that dim(V ∩αi(V )) = 1 for
i = 1, . . . , 4?
The answer can be given by first calculating the cohomology class of the subvariety ΣCα ⊂
Gr2(C
4). Since this is a Thom-Porteous locus [28], a short calculation using the Giambelli-
Thom-Porteous formula gives that [ΣCα ⊂ Gr2(C
4)] = 2c1, where c1 is the first Chern class of
the tautological bundle. Then we need to intersect four general translates, and the number of
intersection points is ∫
Gr2(C4)
(2c1)
4 = 32.
Now Corollary 5.3 gives the following:
Proposition 7.4. Given four generic linear map αi : R
8 → R8 the number of 4-dimensional
subspaces V such that dim(V ∩ αi(V )) = 2 for i = 1, . . . , 4 is at least 32.
7.4. Equivariant fundamental classes. Proposition 7.1 is a result for any choice of bundles
Ei, so it can be translated to an equivariant statement. Note that the equivariant approach is in
the spirit of [6] for which one of the main motivation was to establish the relationship between
complex and real Thom polynomials mod 2. We will follow [25].
The key technical point is the concept of a halving group: a group G, on which Γ acts by
automorphisms, such that the classifying space BG is a halving space in a well-defined sense. It
is showed in [25] that if G is a halving group and X is a halving space, then BGX is a halving
space with fixed point set BGΓX
Γ. Furthermore, if Z ⊆ X is a halving cycle which is G-invariant,
then κ : H∗G(X) → H
∗
GΓ(X
Γ) maps [Z]G to λ
i[ZΓ]GΓ . For instance, this result has the following
application [25, Theorem 5.3.6.]:
Theorem 7.5. Let Q be the equioriented An quiver. Let γ ∈ N
n be a dimension vector and
Zm ⊆ Rep
C
γ be the closure of the GL
C
γ -orbit corresponding to the module m =
∑
µijlij, where
lij, 1 ≤ i ≤ j ≤ n are the indecomposable modules corresponding to the positive roots. Then
[ZCm ⊆ Rep
C
γ ]GLCγ = q(c∗) ⇐⇒ [Z
R
2m ⊆ Rep
R
2γ]GLR
2γ
= q(p∗)
in H∗(BGLCγ ;Q) and H
∗(BGLR2γ ;Q) respectively where 2γ = (2γ1, . . . , 2γr) and 2m =
∑
2µijlij.
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The real orbit closures ZR2m are defined analogously. It is also possible to define the subvarieties
ZCm and Z
R
2m using rank conditions, see e.g. [11, Lemma 4.1].
The proof is essentially the same as of Proposition 7.1. A similar description can be given for
matrix Schubert varieties, [25, Theorem 5.4.3.].
Remark 7.6. One of the main motivations for Borel and Haefliger was to show that the Thom
polynomial of a real singularity can be obtained by replacing Chern classes by Stiefel-Whitney
classes in the Thom polynomial of the complexified singularity ([6, Theorem 6.2.]). In [31] Ronga
showed that a similar connection can be established for the Thom polynomials of real Σ2i(2a, 2b)
and complex Σi(a, b) singularities: the Pontryagin classes should be replaced by corresponding
Chern classes. Theorem 7.5 is a generalization of this result. For a topological analogue of
Borel and Haefliger’s theorem on singularity classes, where complex conjugation is replaced by
U(1)-actions, see [25, Theorem 3.2.13.] – this is the main ingredient for proving Theorem 7.5.
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