We give examples of infinite order rational transformations that leave linear differential equations covariant. These examples are non-trivial yet simple enough illustrations of exact representations of the renormalization group. We first illustrate covariance properties on order-two linear differential operators associated with identities relating the same 2 F 1 hypergeometric function with different rational pullbacks. These rational transformations are solutions of a differentially algebraic equation that already emerged in a paper by Casale on the Galoisian envelopes. We provide two new and more general results of the previous covariance by rational functions: a new Heun function example and a higher genus 2 F 1 hypergeometric function example. We then focus on identities relating the same 2 F 1 hypergeometric function with two different algebraic pullback transformations: such remarkable identities correspond to modular forms, the algebraic transformations being solution of another differentially algebraic Schwarzian equation that also emerged in Casale's paper. Further, we show that the first differentially algebraic equation can be seen as a subcase of the last Schwarzian differential condition, the restriction corresponding to a factorization condition of some associated order-two linear differential operator. Finally, we also explore generalizations of these results, for instance, to 3 F 2 , hypergeometric functions, and show that one just reduces to the previous 2 F 1 cases through a Clausen identity. The question of the reduction of these Schwarzian conditions to modular correspondences remains an open question. In a 2 F 1 hypergeometric framework the Schwarzian condition encapsulates all the modular forms and modular equations of the theory of elliptic curves, but these two conditions are actually richer than elliptic curves or 2 F 1 hypergeometric functions, as can be seen on the Heun and higher genus example. This work is a strong incentive to develop more differentially algebraic symmetry analysis in physics.
Abstract.
We give examples of infinite order rational transformations that leave linear differential equations covariant. These examples are non-trivial yet simple enough illustrations of exact representations of the renormalization group. We first illustrate covariance properties on order-two linear differential operators associated with identities relating the same 2 F 1 hypergeometric function with different rational pullbacks. These rational transformations are solutions of a differentially algebraic equation that already emerged in a paper by Casale on the Galoisian envelopes. We provide two new and more general results of the previous covariance by rational functions: a new Heun function example and a higher genus 2 F 1 hypergeometric function example. We then focus on identities relating the same 2 F 1 hypergeometric function with two different algebraic pullback transformations: such remarkable identities correspond to modular forms, the algebraic transformations being solution of another differentially algebraic Schwarzian equation that also emerged in Casale's paper. Further, we show that the first differentially algebraic equation can be seen as a subcase of the last Schwarzian differential condition, the restriction corresponding to a factorization condition of some associated order-two linear differential operator. Finally, we also explore generalizations of these results, for instance, to 3 F 2 , hypergeometric functions, and show that one just reduces to the previous 2 F 1 cases through a Clausen identity. The question of the reduction of these Schwarzian conditions to modular correspondences remains an open question. In a 2 F 1 hypergeometric framework the Schwarzian condition encapsulates all the modular forms and modular equations of the theory of elliptic curves, but these two conditions are actually richer than elliptic curves or 2 F 1 hypergeometric functions, as can be seen on the Heun and higher genus example. This work is a strong incentive to develop more differentially algebraic symmetry analysis in physics.
Introduction: infinite order symmetries.
In its simplest form, the concept of symmetries in physics corresponds to a (univariate) transformation x → R(x) preserving some structures. Whether these structures are linear differential equations, or more complicated mathematical objects (systems of differential equations, functional equations, etc ...), they must be invariant or covariant under the previous transformations x → R(x). Of course, these transformation symmetries can be studied, per se, in a discrete dynamical perspective †. Along this iteration line, or more generally, commuting transformations line, there is no need to underline the success of the renormalization group revisited by Wilson [5, 6] seen as a fundamental symmetry in lattice statistical mechanics or field theory.
The renormalization of the one-dimensional Ising model without a magnetic field (even if it can also be performed with a magnetic field [7] ), which corresponds to the simple (commuting) transformations x → x n (where x = tanh(K)), is usually seen as the heuristic "student" example of exact renormalization in physics, but it is trivial being one-dimensional. For less academical models one could think that no exact ‡ closed form representation of the renormalization group exists, but can one hope to find anything better ? For Yang-Baxter integrable models [8, 9] with a canonical genusone parametrization [10, 11, 12] (elliptic functions of modulus k) exact representations of the generators of the renormalization group happen to exist. Such exact symmetry transformations must have k = 0 and k = 1 as a fixed point, be compatible with the Kramers-Wannier duality k ↔ 1/k, and, most importantly, be compatible with the lattice of periods of the elliptic functions parametrizing the model. Thus, these exact generators must be the isogenies [13, 14] of the elliptic functions (of modulus k). The simplest example of a transformation carrying these properties is the Landen transformation [9, 13] 
with the critical point of the square Ising model (resp. Baxter model) given by the fixed point of the transformation: k = 1. This algebraic transformation corresponds to multiplying (or dividing because of the modular group symmetry τ ↔ 1/τ ) the ratio τ of the two periods of the elliptic curves τ ←→ 2 τ . The other (isogeny) transformations † † correspond to τ ↔ N · τ , for various integers N .
Setting out to find the precise covariance of some of the physical quantities related to the 2-D Ising model, like the partition function per site, the correlation functions, the n-fold correlations χ (n) associated with the full susceptibility [16, 17, 18, 19] , with respect to transformations of the Landen type (1), is a difficult task. An easier goal would be to find a covariance, not on the selected ¶ linear differential operators that † In their pioneering work Julia, Fatou and Ritt the theory of iteration of rational functions was seen as a method for investigating functional equations [1, 2, 3] . More generally, one can try to find all pairs of commuting rational functions, see [4] .
‡ For instance, a Migdal-Kadanoff decimation can introduce, in a finite-dimensional parameter space of the model, rational transformations that can be seen as efficient approximations of the generators of the renormalization group, hoping that the basin of attraction of the fixed points of the transformation is "large enough". † † See for instance (2.18) in [15] . ¶ They are not only Fuchsian, the corresponding linear differential operators are globally nilpotent or G-operators [20, 21, 22] .
these quantities satisfy, but on the different factors of these operators. Luckily the factors of the operators associated with these physical quantities are linear differential operators whose solutions can be expressed in terms of elliptic functions, modular forms [20] (and beyond 4 F 3 hypergeometric functions associated with Calabi-Yau ODEs [23, 24] , etc ...).
Let us give an illustration of the precise action of non-trivial symmetries like (1) on some elliptic functions that actually occur in the 2-D Ising model [23, 24, 25] : weight-one modular forms.
Let us introduce the j-invariant♯ of the elliptic curve and its transform by the Landen transformation
and let us also introduce the two corresponding Hauptmoduls [13] x = 1728
with the two Hauptmoduls being related by the modular equation [26, 27, 28, 29, 30, 31] : 
The transformation x → y(x) = y, where y is given by the modular equation (4), is an algebraic transformation which corresponds to the Landen transformation (as well as the inverse Landen transformation: it is reversible because of the x ↔ y symmetry of (4)). The emergence of a modular form [23, 24, 25] corresponds to the remarkable identity on the same hypergeometric function but where the pullback x is changed x → y(x) = y according to the modular equation (4) 
where A(x) is an algebraic function given by:
1024 A(x) 12 − 1152 A(x) 8 + 132 A(x) 4 + 125 x − 4 = 0.
The emergence of a modular form is thus associated with a selected hypergeometric function having an exact covariance property [32, 33] with respect to an infinite order algebraic transformation, corresponding here to the Landen transformation, which is precisely what we expect for an exact representation of the renormalization group of the square Ising model [7, 13] . With the example of the Ising model one sees that the exact representation of the renormalization group immediately requires considering the isogenies of elliptic curves [13] , and thus transformations, corresponding to the modular equations, x → y(x) which are (multivalued) algebraic functions.
In a previous paper [7] , we studied simpler examples of identities on 2 F 1 hypergeometric functions where the transformations x → y(x) were rational functions. In that paper we found that the rational functions y(x) are differentially algebraic ‡ [34, 35] : they verify a (non-linear) differential equation
where A(x) is a rational function (which is in fact a log-derivative [7] ). This nontrivial condition coincides exactly with one of the conditions G. Casale obtained [36, 37, 38, 39, 40, 41, 42] in a classification of Malgrange's D-envelope and D-groupoids on P 1 . Denoting y ′ (x), y ′′ (x) and y ′′′ (x) the first, second and third derivative of y(x) with respect to x, these conditions read respectively ¶
together with γ(y)· y ′ (x) n − γ(x) = 0 and h(y) = h(x), corresponding respectively to rank two, rank three, together with rank one and rank nul groupoïds, where ν(x), µ(x), γ(x) are meromorphic functions (h(x) is holomorph). Clearly Casale's condition (8) is exactly the same condition as the one we already found in [7] , and this is not a coincidence ! In this paper we will refer to Casale's first condition (8) as the "rank-two condition", and to the Casale's second condition (9) as the "rank-three condition", or the "Schwarzian condition". When our paper [7] was published we had no example corresponding to a Schwarzian condition like (9) .
Without going into the details of Malgrange's pseudo-groups [37, 42] , Galoisian envelopes, D-envelopes of a germ of foliation [41] , and D-groupoïds, let us just say that these concepts are built in order to generalize the idea of differential Galois groups to non-linear [43] ODEs ‡ or non-linear functional equations † (see [44] ). In an experimental mathematics pedagogical approach, we will provide more examples of rational transformations verifying rank-two condition (8) , and new pedagogical examples of algebraic transformations verifying Schwarzian conditions like in (9) . We hope that these (slightly obfuscated for physicists) Galoisian envelope conditions will become clearer in a framework of identities on hypergeometric functions. In a modular form perspective, we will show that the infinite number of algebraic transformations corresponding to the infinite number of the modular equations, are solutions of a unique Schwarzian condition (9) with ν(x) a rational function.
The paper is organized as follows. We first recall the 2 F 1 results in [7] which correspond to rational transformations and rank-two condition (8) on these rational transformations. We then display a set of new results also corresponding to rational transformations with condition (8) . Then focusing on a modular form hypergeometric identity, we show that it actually provides a first heuristic example of a Schwarzian condition (9) where ν(x) is a rational function and analyze them in detail. We then show that the rank-two condition (8) is a subcase of the rank-three Schwarzian condition (9) , the restriction corresponding to a factorization condition of some associated order-two linear differential operator. We then explore generalizations of the hypergeometric identity to 3 F 2 , 2 F 2 and 4 F 3 hypergeometric functions, and show that the 3 F 2 attempt, in fact, just reduces to the previous 2 F 1 cases through a Clausen identity.
2. Recalls: rational transformation and 2 F 1 hypergeometric functions
We recall a few examples and results from [7] on the hypergeometric examples displayed in [45] . The hypergeometric function
is the integral of an algebraic function. It has a simple covariance property with respect to the infinite order rational transformation
This hypergeometric function can be seen as an 'ideal' example of physical functions, covariant by an exact (rational) transformation. Three other hypergeometric functions with similar covariant properties were analyzed in [7] :
], [ 7 6 ], R(x) , with: 3 , which can be seen as a particular subcase (α = 1/2) of the identity on hypergeometric functions:
and, finally, the simple function Y (x) = tanh −1 (x 1/2 ) that one represents as a hypergeometric function:
Though not mentioned in [7] , two other hypergeometric functions, also covariant under a rational transformation, could have been deduced from the previous hypergeometric examples using Goursat and Darboux identities (see Appendix B, and especially (B.3)):
where:
and
These six hypergeometric functions are incomplete integrals that are canonically associated with an algebraic curve u N − P (t) = 0 of genus one for (10), (12) , (13), (16) (18), and genus zero for (15)
and are solutions of a second order linear differential operator:
with:
where D x denotes d/dx, where a rational function A R (x) is † the logarithmic derivative of a simple algebraic ‡ function u(x) = N P (x). The expressions of the rational functions A R (x) read respectively for the four hypergeometric examples (10), (12) , (13) and (15) 1
. (21) and for the two new examples (16) and (18):
In the interesting cases emerging in physics [9, 23, 24, 25] , the operator Ω happens to be globally nilpotent [20] , in which case A R (x) is the log-derivative of the N -th root of a rational function. At first we do not require Ω to be globally nilpotent † †, then we will see what this assumption entails.
Let us consider a rational transformation x → R(x) and the order-one operator
The change of variable x → R(x) on the order-one operator ω 1 reads:
with γ(x) = 1/R ′ (x). Now imposing the order-one operator L 1 of the RHS expression (23) to be equal to the conjugation by γ(x) of
one deduces a rank-two functional equation [7] on A R (x) and R(x):
This condition is exactly the first rank-two condition of Casale given by (8) . Using the chain rule formula of derivatives for the composition of functions, one can show, for a given rational function A R (x), that the composition R 1 (R 2 (x)) verifies condition (24) if two rational functions R 1 (x) and R 2 (x) verify condition (24) . In particular if R(x) verifies condition (24) , all the iterates of R(x) also verify that condition ¶:
Keeping in mind the well-known example of the parametrization of the standard map x → 4 x · (1 − x) with x = sin 2 (θ), yielding θ → 2 θ, let us seek a (transcendental) parametrization x = P (u) such that ‡
or:
where H a1 denotes the scaling transformation x → a 1 · x and Q = P −1 denotes the composition inverse of P . One can also verify an essential property that we expect to be true for a representation of the renormalization group, namely that two R a1 (x) for different values of a 1 commute, the result corresponding to the product of these two a 1 :
The neutral element of this abelian group corresponds to a 1 = 1, giving the identity transformation R 1 (x) = x. Performing the composition inverse of R a1 (x) amounts to changing a 1 into its inverse 1/a 1 . The structure of the (one-parameter) group and the extension of the composition of n times a rational function R(x) (namely R(R(· · · R(x) · · ·))) to n any complex number, is a straight consequence of this relation. For example, in the case of the 2 F 1 hypergeometric function (12), the one-parameter series expansion of R a1 (x) reads:
This one-parameter series (27) is a family of commuting one-parameter series solution of the rank-two condition (24) , and these solution series have movable singularities (more details in Appendix A). Defining some "infinitesimal composition" (Q = P −1 , ǫ ≃ 0)
we see, from (26) , that R a1 (R 1 + ǫ (x)) = R 1 + ǫ (R a1 (x)). Using (28) and Taylor expansion one gets the following relations between R a1 (x) and the function † F (x):
which gives at the first order in ǫ:
For R(x) and for the n-th iterates of the rational function R(x) (which are in the one-parameter family R a1 (x)) relation (30) reduces to:
and thus:
This last relation yields Q(x) · P ′ (Q(x)) = F (x), which can also be written using
Inserting (28) in the rank-two condition (24) one immediately finds (at the first order in ǫ) that F (x) is a holonomic function, solution of a second order linear differential operator Ω * which can be seen to be the adjoint of the second order operator Ω defined by (20) :
2.1. New results: Q(x) and P (x) as differentially algebraic functions
The two functions Q(x) and its composition inverse P (x) = Q −1 (x) are differentially algebraic functions [34, 35] as can be seen in [7] . The function Q(x) is solution of the differentially algebraic equation:
where (35) is immediately obtained by imposing F (x) = 1/G(x) to be a solution of Ω * .
One remarks that this non-linear differential equation corresponds to a homogeneous quadratic equation in G(x) and its derivatives. In terms of Q(x) this equation corresponds to a homogeneous cubic equation in Q(x) and its derivatives:
is a transcendental function, not a rational nor an algebraic function. ‡ With an extra log-derivative step equation (35) can be written in an even simpler form. Introducing
The function P (x), being the composition inverse of a differentially algebraic function, is solution of the differentially algebraic [34, 35] equation ¶:
For instance, for the hypergeometric function (10), one verifies straightforwardly that P (x) = sn 4 (x, (−1) 1/2 ), given in [7] , verifies (37) with A R (x) given by the first rational function in (21).
Assuming that Ω is globally nilpotent
The rank-two condition (24) turns out to identify exactly with the first Casale condition (8), the only difference being that A R (x) is not meromorphic as in Casale's condition (8) , but a rational function: in lattice statistical mechanics and enumerative combinatorics, the differential operators are linear differential operators with polynomial coefficients. In fact, the operators emerging in lattice models are not only Fuchsian, but globally nilpotent operators [20] , or G-operators [21] , thus their wronskians are the N -th root of a rational function [20] . This naturally leads us to examine the case where Ω is taken to be globally nilpotent. Given Ω globally nilpotent, there exists an algebraic function u(x) (N -th root of a rational function) such that A R (x) is the log-derivative of u(x). Consequently Ω and Ω * , which read respectively Ω = u(x)
, are related by the simple conjugation:
Thus, F (x) and Y (x) are related through the simple equation:
The fact that the holonomic function Y (x) is solution of Ω, amounts to writing that the log-derivative of Y ′ (x) is equal to −A R (x). If Ω is globally nilpotent then −A R (x) is the log-derivative of the reciprocal 1/u(x), and the logarithm of Y ′ (x) is equal to the logarithm of 1/u(x), up to a constant of integration ln(α), and thus:
Recalling the fact that the rank-two condition (24) gives (33), namely that the log-derivative of Q(x) is equal to 1/F (x), one deduces by combining (39) with (40):
Note that, without any loss of generality, one can restrict λ to λ = 1. F (x) is solution of Ω * as a consequence of the rank-two condition (24) . This second order linear differential equation can be integrated into
, and taking into account (40) this gives: (37) can be obtained using the Faà di Bruno formulas for the higher derivatives of inverse functions.
For the new results (see sections (3) and (4) below), corresponding to a rank-two condition (24) like the hypergeometric examples seen in the beginning of this section, the holonomic function Y (x) is of the form (19) . Thus the constant α is actually equal to a positive integer N (see the case where N = 3 in Appendix A for a worked example). Further one deduces from (41) that Q(x) is always a holonomic function:
N , for instance, for the hypergeometric functions (10), (12), (13), (15), (16) and (18), we have Q(x) = Y (x) N with N = 4, 3, 6, 2, 4, 6 respectively.
Without assuming (19) , the constant α is not necessarily a positive integer, thus Q(x) has no reason to be holonomic: it is just differentially algebraic (see (36) ). The log-derivatives of Q(x) and Y (x) being equal up to a multiplicative factor α (see (41) ), one deduces from the fact that (35) is a homogeneous (quadratic) condition in G(x) and its derivatives, that Q(x) and Y (x) verify necessarily the same differentially algebraic condition (36) .
With this global nilpotence assumption, the differentially algebraic function P (x) is, in fact, solution of much simpler non-linear ODEs. From u(x) · Y (x) = F (x) one gets using (32):
Using
α , and Q(P (x)) = x, one deduces:
More rational transformations: an identity on a Heun function
In this section we write an identity similar to the 2 F 1 hypergeometric identities (10), (12), (13) , but, this time, on a Heun function, that is a holonomic function with four singularities instead of the well-known three singularities 0, 1, ∞ of the hypergeometric functions. Let us consider the rational transformation ¶
where one recognizes the transformation ‡ θ → 2 θ on the square of the elliptic sine
Denoting M = 1/k 2 , the transformation (45) yields:
For a given M , the transformations θ → p θ give rational transformations x → R p (x) on the square of the elliptic sine, x = sn(θ, k) 2 , which are sketched for the first primes p in Appendix C. The series expansions of these rational transformations ¶ Emerging as a symmetry of the complete elliptic integrals of the third kind in the anisotropic Ising model (see [50] ). ‡ The general case θ → p θ is laid out in Appendix C.
we have the following identity on a Heun function † †:
Using the formalism introduced in section (2), we write
The Liouvillian solution of the operator Ω = (D x + A R (x)) · D x corresponds to the incomplete elliptic integral of the first kind (introducing u = sin 2 (θ) and x = sin 2 (φ)):
This corresponds to a Heun function, or equivalently to the inverse Jacobi sine ¶:
The Heun solution of Ω reads with x = sin 2 (φ):
The Heun identity (48) amounts to writing a covariance on this Heun function given by:
The adjoint operator
) has the following Heun function solution:
All the rational transformations R p (x) verify a rank-two condition (24) with A R (x) given by (49) . More generally, the one-parameter series solution of the ranktwo condition (24) are, again, commuting series:
where: (54) with R(a 1 , R(a 2 , x)) = R(a 2 , R(a 1 , x)) = R(a 1 a 2 , x). The one-parameter series (54) reduces to the series expansion of the rational functions R p (x) for a = p 2 for every integer p. One thus sees that the rank-two condition (24) with A R (x) given by (49) , encapsulates an infinite number of commuting rational transformations R p (x).
Finally, as far as the Koenig-Siegel linearization [46, 47, 48, 49] of the oneparameter series is concerned, one has Q(x) = Y (x) 2 and:
One easily verifies that this exact expression (55) in terms of the elliptic sine is solution of the differentially algebraic equation (37) with A R (x) given by (49) . One can verify (though it is not totally straightforward) that the rational function (47) , and more generally the R p (x), have the decomposition
with P (x) and Q(x) given respectively by (55) and
2 F 1 hypergeometric functions deduced from the Heun example
We know from [51, 52] for example, that selected Heun functions can reduce to pullbacked 2 F 1 hypergeometric functions. This is also the case for the Heun function (53) in section (3) for selected values of M . For M = 2 we have:
for M = −1:
and for M = 1/2:
Besides, the three previous values of M = 1/k 2 such that the Heun function (or the inverse Jacobi sine, InverseJacobiSN in Maple) reduces to pullbacked hypergeometric functions, correspond to a complex multiplication value of the j-function [53], namely [13] 
The other complex multiplication values (Heegner numbers see [13] ) do not seem to correspond to a reduction of the Heun function to pullbacked hypergeometric functions.
Recalling (57), (58), (59), and specifying the Heun identity (48), or (52), for M = 2, M = −1, and M = 1/2 respectively, one gets three identities on the hypergeometric function 2 F 1 ([1/4, 3/4], [5/4], x). These three identities are in fact consequences of the simple identity:
where
together with the "transmutation" relations
where the pullbacks P(p k (z)) are transformation (47) for respectively M = 2, M = −1, and M = 1/2
and where p k (x) are the pullbacks emerging in the 2 F 1 representations (57), (58), (59) of the Heun function:
The hypergeometric function Y (x) given by (61) , is solution of the order-two
verifies the rank-two condition (24):
One notes that the hypergeometric functions (16) and (61) are associated with the same A R (x) given by (66) : one can easily show that these two hypergeometric functions are equal. Therefore (61) shares the same rank-two condition (24) with (66), a condition that is also verified for the rational transformation (17) together with the pullback (62), with (17) and (62) commuting. The hypergeometric function (61) verifies an identity with the pullback (17), namely Q(R(x)) = −4 · Q(x) with R(x) given by (17) , where
Remark: For these selected values of M , one could be surprised that the function Q(x) in the case of the Heun function is such that
2 , when the Q(x) for the hypergeometric function (61) closely related to this Heun function (see identities (57) , (58), (59)) is such that Q(x) = Y (x) 4 . This difference comes from the pullbacks (65): the pullbacked hypergeometric functions (57), (58) , (59) also correspond to
A comment on the non globally bounded character of the Heun function
Heun functions with generic parameters are generally not reducible to 2 F 1 hypergeometric functions with one or several pullbacks ¶. Unlike 2 F 1 functions the corresponding linear differential Heun operators are generally not globally nilpotent, and the series of Heun functions are not globally bounded. While, for Heun functions, the reducibility to pullbacked 2 F 1 hypergeometric functions, the global nilpotence, and the global boundedness implicate each other in general, this is not true when the corresponding linear differential operator factors. Note that the series (53) as well as the series Q(x) = Y (x) N for the various hypergeometric functions ( (10), (12), (13), ... with N = 4, 3, 6, ...)) are not globally bounded ‡.
In this light, the fact that the series (53) as well as the series Q(x) = Y (x) N are not globally bounded, does not seem to be in agreement with the previous modular form emergence and the previous remarkable identities (52), or Q(R(x)) = 4 · Q(x). The series
might not be globally bounded, yet it is "almost globally bounded": the denominator of the coefficients of x n are of the form 2 n + 1. Therefore one finds that the closely related series
is actually globally bounded for any rational number value of M : the coefficient of x n is a polynomial in M with integer coefficients of degree n.G(x) is solution of an order-one linear differential operator and is an algebraic function:
Thus the series (69) is globally bounded for any rational number M .
Remark: To be globally bounded [25] is a property that is preserved by operator homomorphisms: the transformation by a linear differential operator of a globally bounded series is also globally bounded, however, it is not preserved by integration.
2 F 1 hypergeometric function: a higher genus case
The 2 F 1 hypergeometric examples (10), (12) , (13) , and (15) are associated with elliptic or rational (see (15) ) curves. It is tempting to imagine the rank-two conditions (24) to be only associated with hypergeometric functions connected to elliptic curves, and with pullbacks given by rational functions †. This is not the case though, as we shall see in the next genus-two hypergeometric example with algebraic function pullbacks. ¶ This corresponds to the emergence of a modular form represented as a 2 F 1 hypergeometric functions with two possible pullbacks [25] : the series expansion can be recast into a series with integer coefficients [54] . ‡ A globally bounded series is a series that can be recast into a series with integer coefficients [25] . † Casale showed in [36] that the only rational functions from P 1 to P 1 with a non-trivial Denvelope are Chebyshev polynomials and Lattès transformations. Lattès transformations are rational transformations associated with elliptic curves (see for instance [55] ).
Let us consider the hypergeometric function
solution of the (factorized) order-two operator Ω = (D x + A R (x)) · D x where:
and one gets 6 · Y ′ (x) = 1/u(x). Introducing u = 6 · Y ′ (x), one can canonically associate to (71) the algebraic curve
which is a genus-two algebraic curve.
We are seeking an identity on this hypergeometric function (70) of the form:
Introducing the order-two linear differential operators annihilating respectively the LHS and RHS of (73), the identification of the wronskians of these two operators gives the algebraic function A(x) in terms of the pullback y(x):
The pullback y(x) must be some symmetry (isogeny) of the genus-two algebraic curve (72) . At first sight, this seems to exclude rational function pullbacks similar to the ones previously introduced. In fact, remarkably, there exists a simple identity on this (higher genus) hypergeometric function:
The two pullbacks in this remarkable identity (75) yield the simple rational parametrization
which parametrizes the following genus-zero (i.e. rational) curve † †:
The algebraic function y = y(x), defined by the genus-zero curve (77) , is an example of a pullback ¶ y(x) occurring in the 2 F 1 hypergeometric identity (73) . This (multivalued) algebraic function y = y(x) has the following series expansions: (72) is associated with integrant of the hypergeometric integral (70) , when the rational curve (77) is associated with the pullback in the hypergeometric identity (73) . ¶ This is a consequence of identity (75) .
Note that the rational curve (77) has the obvious symmetry y ↔ 1/y (as well as the x ↔ 1/x symmetry, consequence of the palindromic form of (77)), therefore the series (79) is the reciprocal of (78): y 2 = 1/y 1 . Clearly x and y are not on the same footing. The composition inverse of the previous series gives the series
the second series being the reciprocal of the first one † †. Furthermore the two series (78) and (79) verify † the rank-two condition (24) with A R (x) given by (71):
Do note that the series, corresponding to the composition inverse of these two series (78) and (79) (namely (80) and (81) where one changes y into x), also verify the rank-two condition (24) with A R (x) given by (71) . For example, introducing 6 , one finds that Q(y(x)) = −27 · Q(x) for y(x) the algebraic function corresponding to series (78) . The composition inverse of series ‡ (78) gives the (reversed) result: Q(x) = −27 · Q(y(x)).
Remark: The rank-two condition (82) with A R (x) given by (71) has a oneparameter family of commuting solution series:
where: (83)
with R(a 1 , R(a 2 , x)) = R(a 2 , R(a 1 , x)) = R(a 1 a 2 , x), where (83) reduces to the algebraic series (78) and (80) for a = −27 and a = −1/27 respectively. Consequently the occurrence of a higher genus curve like (72) is not an obstruction to the existence of a family of one-parameter abelian series.
5. Schwarzian condition on an algebraic transformation: 2 F 1 representation of a modular form
The typical situation emerging in physics with modular forms [23, 24, 56] is that some "selected" hypergeometric function 2 F 1 ([α, β], [γ], x) verifies an identity with two different pullbacks ¶ related by an algebraic curve, the modular equation curve
whereÃ(x) is an algebraic function. † † Note that the rational curve (77) provides additional Puiseux series. † These two series are related by y ↔ 1/y. Note that y ↔ 1/y is not a symmetry of (82) in general. ‡ Namely series (80) where one changes y into x. ¶ The modular forms occuring in physics often correspond to cases where the two different pullbacks p 1 (x) and p 2 (x) are rational functions, but they can also be algebraic functions [25, 30] .
This representation of modular forms in terms of hypergeometric functions with many pullbacks, is well described in Maier's papers [57, 58] . It is different from the "mainstream" mathematical definition of modular forms as (complex) analytic functions on the upper half-plane satisfying functional equations with respect to the group action of the modular group. However, this hypergeometric representation is the one we do need in physics [23, 24] . The reason why this hypergeometric function representation of modular forms exists is a consequence of a not very well-known equality between the Eisenstein [59] series E 4 (of weight four under the modular group), and a hypergeometric function of the (weight zero) modular j-invariant [13, 15] (see Theorem 3 page 226 in [32] , see also page 216 of [60] ):
In terms of k the modulus of the elliptic functions, the E 4 Eisenstein series (86) can also be written as:
.
Another relation between hypergeometric functions and modular forms corresponds to the representation of the Eisenstein series E 6 in terms of the hypergeometric functions † † (87) (see page 216 of [60] ):
(88)
One can rewrite a remarkable hypergeometric identity like (85) in the form
where A(x) is an algebraic function and where y(x) is an algebraic function corresponding to the previous modular curve M (x, y(x)) = 0. The Gauss hypergeometric function
is solution of the second order linear differential operator †:
We would like now, to identify the two order-two linear differential operators of the LHS and RHS of identity (85) . A straightforward calculation enables us to find the algebraic function A(x) in terms of the algebraic function pullback y(x) in (90):
(92) † † One easily verifies that the expressions (87) and (88) for respectively E 4 and E 6 , are such that (E 3 4 − E 2 6 )/E 3 4 is actually the well-known expression of the Hauptmodul 1728/j given as a rational function of the modulus k (see (2) and (3)).
† Note that A(x) is the log-derivative of u(
Expression (92) for A(x) is such that the two order-two linear differential operators (of a similar form as (91)) have the same D x coefficient. The identification of these two operators thus corresponds (beyond (92)) to just one condition that can be rewritten (after some algebra ...) in the following Schwarzian form:
and where {y(x), x} denotes the Schwarzian derivative [61] :
In the identity (85), characteristic of modular forms, the two pullbacks p 1 (x) and p 2 (x) are clearly on the same footing, while identity (90) breaks this fundamental symmetry, seeing y as a function of x. We can perform the same calculations seeing the variable x as a function of y in (90). Despite the simplicity of condition (94) it is not clear whether x and y are on the same footing in condition (94). This is actually the case, since if one considers x as a function of y, we have the well-known classical result that the Schwarzian derivative of x with respect to y is simply related to (96), the Schwarzian derivative of y with respect to x:
In other words, if one introduces the following Schwarzian bracket
it is antisymmetric: [y, x] = − [x, y]. With this appropriate notation, x and y can be seen on the same footing. With this in mind we can now rewrite condition (94) in a balanced way:
If one denotes by L(x, y) the LHS of (99)
the Schwarzian condition (94), or (99), reads L(x, y) = L(y, x). Being the result of the covariance (90), a Schwarzian identity like (99) has to be compatible with the composition of functions. For instance, from (90) one immediately deduces:
One thus expects condition (94) to be compatible with the composition of function (similarly to the previous compatibility of the rank-two condition (24) with the iteration of x → R(x)): this is actually the case. Recalling the (well-known) chain rule for the Schwarzian derivative of the composition of functions {z(y(x)), x} = {z(y), y} · y
it is straightforward to show directly (without referring to the covariance (90)) that condition (94) is actually compatible with the composition of functions (see Appendix D for a demonstration).
The Schwarzian derivative is the perfect tool [61] to describe the composition of functions and the reversibility of an iteration (the previously mentioned x ←→ y symmetry): it is not a surprise to see the emergence of a Schwarzian derivative in the description of the modular forms [62, 63, 64] corresponding to identities like (90). We are going to see, for a given (selected ...) hypergeometric function 2 
, that the condition (94) "encapsulates" all the isogenies corresponding to all the modular equations associated to transformations on the ratio of periods τ → N · τ (resp. τ → τ /N ), for various values of the integer N corresponding to the different modular equations.
Schwarzian condition and the simplest example of modular forms: a series viewpoint
Let us focus on an example of a modular form that emerged many times in the analysis of n-fold integrals of the square Ising model [8, 9, 13, 25] . Let us recall the simplest example of a modular form and of a modular equation curve
where A(x) is an algebraic function and where y = y(x) is an algebraic function corresponding to the modular equation (4) . The algebraic function y = y(x) is a multivalued function, but we can single out the series expansion †:
One verifies easily that the Schwarzian condition (94) is verified with:
Other algebraic transformations: other modular equations
The modular equations M N (x, y) = 0, corresponding to the transformation τ → N · τ , or τ → τ /N , define algebraic transformations (isogenies) x → y for the identity (103) with A(x) given by an algebraic function.
Let us consider another important modular equation. The modular equation of order three corresponding to τ → 3 · τ , or τ → τ /3, reads ¶:
(106) † This series (104) has a radius of convergence 1, even if the discriminant of the modular equation (4) which vanishes at x = 1, vanishes for values inside the unit radius of convergence, for instance at x = −64/125. ¶ Legendre already knew (1824) this order three modular equation in the form (kλ) 1/2 + (k ′ λ ′ ) 1/2 = 1, where k and k ′ , and λ, λ ′ are pairs of complementary moduli k 2 + k ′2 = 1, λ 2 + λ ′2 = 1, and Jacobi derived that modular equation [65, 66] .
Recalling that 
which is clearly similar to the previous series (104) and (109), but also an involutive ‡ series of radius of convergence 1, of the (quite unexpected) simple form −x + · · · namely:
One easily verifies that all these series (104), (109), (110), (111) (as well as the other Puiseux series) are solutions of the Schwarzian condition (94), and that the series (104), (109), (110) commute when composed, while (110) and (111) do not ! This is a consequence of the fact that they correspond to the various commuting isogenies τ → N · τ (resp. τ → τ /N ).
A one-parameter solution series of the Schwarzian condition
Let us first seek solution-series of the Schwarzian condition (94) of the form e · x + · · · with W (x) given by (105). One finds that the Schwarzian condition ♯ The exact expression of M 4 (x, y) is a bit too large to be given here. † These series can be obtained using the command "algeqtoseries" in the "gfun" package of Maple. ‡ The series (111) is the only involutive series of the form −x + · · · which verifies the Schwarzian condition (94).
(94) has a one-parameter family of solution-series as well of the form e · x + · · · namely ¶:
y(e, x) = e · x + e · (e − 1) · S e (x), where: (112)
The series (112) is a one-parameter family of commuting series:
y(e, y(ẽ, x)) = y(ẽ, y(e, x)) = y(eẽ, x),
and in the e → 1 limit of the one-parameter family (112), one has:
Other one-parameter solution series of the Schwarzian condition
Clearly the analytic series (104), (109), (110) corresponding to the various isogenies τ → N · τ , are not series of the form e · x + · · · , instead they are solution-series of the Schwarzian condition (94) of the form a · x N + · · · In order to generalize the solution-series (104), we will first seek solution-series of the Schwarzian condition (94) of the form a · x 2 + · · · A straightforward calculation gives a one-parameter family of solution-series of (94) of the form a · x 2 + · · · :
which actually reduces to (104) for a = 1/1728. Similarly, one also finds a oneparameter family of solution-series of (94) of the form b · x 3 + · · · :
which reduces to (108) for b = 1/2985984 = 1/1728 2 , and another one-parameter family of solution-series of (94) of the form c · x 4 + · · · :
which reduces to (110) for c = 1/5159780352 = 1/1728 3 . The series (116), (117), (118), do not commute. The composition of the one-parameter series (117) with the ¶ The one-parameter series (112) is completely defined by the fact that it is a series of the form e · x + · · · commuting with the algebraic series (111) and the hypergeometric series (115), without referring to the Schwarzian condition (94).
one-parameter series (116) gives the series ‡: (116) for a e and a e 2 respectively:
In other words if one introduces the modular equation series Y 2 (x) given by (104), corresponding to y 2 (a, x) for a = 1/1728, the one-parameter series y 2 (a, x) given by (116), can be obtained as
Therefore, all the one-parameter families (116), (117), (118), are nothing but the isogeny-series (104), (109), (110) transformed by the one-parameter series (112).
The equivalent of P (z) and Q(z) for the Schwarzian condition: the mirror maps
Let us recall the concept of mirror map [23, 24, 67, 68, 69, 70] relating the reciprocal of the j-function and the nome, with the well-known series with integer coefficients: These series correspond to x being the reciprocal of the j-function: 1/j . In this paper, as a consequence of the (modular form) hypergeometric identities (103) (see (3) , (4) and also (86)), we need x to be identified with the Hauptmodul 1728/j. Consequently we introduce X(q) = 1728 ·X(q) and Q(x) =Q(x/1728). With these appropriate changes of variables one finds that the series (112) is nothing but X(e · Q(x)).
Thus an interpretation of the one-parameter series (112) through the prism of the mirror map, is that the one-parameter series amounts to the multiplication of the nome of elliptic functions [13] by an arbitrary complex number e: q −→ e · q. The isogenies correspond to q −→ q N (resp. q −→ q 1/N ) for an integer N and ‡ If one seeks for the solution series of the Schwarzian condition (94) of the form d · x 6 + · · · one recovers the one-parameter family (119). † In Maple the series (121) can be obtained substituting the one parameter families we have encountered (namely (116), (117)) correspond to the composition of q −→ e · q and q −→ q N (resp. q −→ q 1/N ), namely q −→ e · q N (resp. q −→ e · q 1/N ). The series X(q) = 1728 ·X(q) (withX(q) given by (121)) is solution of the Schwarzian equation
which is nothing but:
The series Q(x) =Q(x/1728) (withQ(x) given by (122)) is solution of the Schwarzian equation
equivalently written as:
The two mirror map series (121), (122) thus correspond to differentially algebraic [34, 35] functions, and are solutions of simple Schwarzian equations like in (93). These differentially algebraic mirror maps transformations Q(x) and X(q) are the well-suited changes of variables such that the transformation x −→ y(x) verifying the Schwarzian equation (93) become simple transformations, "simple" meaning transformations like q −→ S(q) = e · q N (or S(q) = e · q 1/N ) in the nome q of elliptic functions [13] . Generalizing the Koenig-Siegel linearization [46, 47, 48, 49] , we thus decompose y(x) as y(x) = X(S(Q(x))).
The Schwarzian conditions (124), (126) are essentially the well-known Schwarzian equation discovered by Jacobi [65, 66] on the j-function (see for instance equation (1.26) in [71] ). The compatibility of the Schwarzian equations (124), (126) on the mirror maps with the Schwarzian condition (93) on y(x) emerging from a more general Malgrange's pseudo-group perspective [36, 37, 38, 39] , is shown in Appendix E. The fact that the same function W (x) occurs in the Schwarzian conditions (124), (126) on the mirror maps, and on the Schwarzian condition (93), is crucial for this demonstration and is not a mere coincidence.
The general case:
We have analyzed in some detail in section (5.1) the modular form example (103). (2), (3.1), and (4) corresponding to the rank-two condition.
A simple calculation shows that one always finds a series of the form e · x + · · · (like (112) or (F.1)) , solution of the Schwarzian condition, but it is only for γ = 1 that series of the form a · x 2 + · · ·, b · x 3 + · · ·, etc ... (like (116) or (117)) can be solutions of the Schwarzian condition.
When γ = 1 one gets the following series of the form a · x 2 + · · · solution of the Schwarzian condition
and one also gets the following series of the form b· x 3 + · · · solution of the Schwarzian condition
together with the one-parameter family of commuting series of the form e · x + · · ·
. (129) Again one has the equalities y 1 (e, y 2 (a, x)) = y 2 (a e, x), y 2 (a, y 1 (e, x)) = y 2 (a e 2 , x),
and, again, the two series y 2 (a, x) and y 3 (b, x) commute for b = a 2 . As far as series analysis is concerned we have exactly the same structure (130) as the one previously described (see (5.1) and (5.3.1)) where modular correspondences [72] take place. However, it is not clear if such one-parameter series can reduce to algebraic functions for some selected values of the parameter a, b, · · · In other words, are these series modular correspondences, or are they just "similar" to modular correspondences ? The question of the reduction of these Schwarzian conditions to modular correspondences remains an open question.
When γ = 1 the situation is drastically different ‡: one does not have solution of the Schwarzian equation of the form a · x 2 + · · · or b · x 3 + · · · etc ... One only has a one-parameter family of commuting series:
Again, it is not clear to see if such a one-parameter series can reduce to algebraic functions for some selected values of the parameter e. ‡ Recall that globally bounded nFn−1 series of "weight zero" [73] (no "down" parameter is equal to 1 or to an integrer, i.e. in the case of globally bounded 2 F 1 series, γ is different from an integer), are algebraic functions.
6. Rank-two condition on the rational transformations as a subcase of the Schwarzian condition 6.1. Preliminary result: factorization of the order-two linear differential operator
the second order linear differential operator
factorizes as follows:
Let us assume that C(x) is a log-derivative:
one immediately finds that a conjugation of (134) factors as follows:
Therefore the A R (x) in the rank-two condition (24) is not the A(x) in (133) but
is of the form (132). The rank-two condition reads:
to be compared with the Schwarzian condition
where: 
Condition on the rational transformation as a subcase of the Schwarzian condition
Let us assume that the rank-two condition (137) is satisfied, then we can use it to express the second derivative y ′′ (x) in terms of y(x) and the first derivative the y ′ (x). One finds that the Schwarzian condition (138) is automatically verified provided A(x), B(x), C(x) are related though the condition (132) which amounts to a factorization condition for the second order linear differential operator (133). The A R (x) in the rank-two condition (see (24) ):
is nothing but A R (x) = A(x) − C(x), or after rearranging A(x) = A R (x) + C(x). Now substituting (132) in (139) one gets:
with the last three terms being equivalent to A R (x) 2 . Thus one finds that W (x) is only a function of A R (x):
With this expression (142) of W (x) the Schwarzian condition reads:
In order to see the compatibility of the rank-two condition (140) with the Schwarzian condition (143) when the function W (x) is given by (142), let us rewrite the rank-two condition (140) as
Using (144), one can rewrite the Schwarzian derivative as
as W (y(x)) · y ′ (x) 2 − W (x) + ∆, where W (x) is given by (142), and where ∆ is given by:
Note that ∆ is clearly zero when the rank-two condition is fulfilled. This shows that the Schwarzian condition (143) when the function W (x) is given by (142), actually reduces to the rank-two condition (140), as expected.
Remark: The Heun function case of section (3) was a case where the rank-two condition was verified with A R (x) given by (49) . One also verifies that the rational transformation (47) , and more generally the rational transformations R p (x) (pullbacks on the Heun function, see (48)), are solutions of a Schwarzian equation (143) with W (x) deduced from (142) with A R (x) given by (49) , namely:
In the previous case where the rank-two condition can be seen as a subcase of the Schwarzian condition (143) on y(x), it is tempting to imagine, in a Koenig-Siegel linearization perspective, that the differentially algebraic function Q(x) (see (36) ) also verifies a Schwarzian condition similar to the Schwarzian condition (126) on Q(x) now seen as a mirror map and we show in Appendix G that this is actually the case.
Schwarzian condition for generalized hypergeometric functions

Schwarzian condition and 3 F 2 hypergeometric identities
Generalizing the modular form identity considered in section (1), let us seek a 3 F 2 hypergeometric identity of the form
where A(x) is an algebraic function. Similarly to what has been performed in section (1), we consider the two order-three linear differential operators associated respectively to the LHS and RHS of (148). A straightforward calculation enables us to find (from the equality of the wronskians of these two operators) the algebraic function A(x) in terms of the algebraic function pullback y(x) in (148):
The identification of the D x coefficients of these two linear differential operators, gives (beyond (149)) a first condition that can be rewritten in the following Schwarzian form:
where W (x) reads:
where: (151)
The identification of the coefficients with no D x of these two linear differential operators gives a second condition where the fourth derivative of y(x) takes place. The analysis of this set of conditions corresponds to tedious but straightforward differential algebra calculations which are performed in Appendix H. One finds that all the conditions on the parameters a, b, c, d, e of the 3 F 2 hypergeometric function associated with Q(x) = 0, correspond to cases where the order-three operator is the symmetric square of a second order operator having 2 F 1 solutions. In other words this situation correspond to the Clausen identity, the 3 F 2 hypergeometric function reducing to the square of a 2 F 1 hypergeometric function:
In that Clausen identity case, the Schwarzian condition (150) we found for the 3 F 2 is nothing but the Schwarzian condition on the underlying 2 F 1 .
7.1.1. The intriguing 3 F 2 ([1/9, 4/9, 5/9], [1/3, 1], x) case Beyond the trivial transformation y(x) = x one hopes to find a condition (148) where the pullback y = y(x) is an algebraic function.
For the intriguing hypergeometric function 3 F 2 ([1/9, 4/9, 5/9], [1/3, 1], x), known to be a globally bounded ¶ series [25] , one does not know if it is the diagonal of a rational function, or not. It is natural to apply the previous conditions to see if we could have an identity like (148) generalizing the identities one gets for modular forms. The occurrence of a series with integer coefficients is a strong argument for a "modular form interpretation" of this intriguing 3 F 2 hypergeometric function. Therefore, it is tempting to imagine that a remarkable identity like (148) exists for this 3 F 2 hypergeometric function.
The corresponding order-three operator has a differential Galois group that is an extension † of SL(3, C). Therefore, this operator cannot be homomorphic to the symmetric square of an order-two operator: an identity of the Clausen type is thus excluded for this 3 F 2 hypergeometric function. The previous calculations showing that an identity like (148) exists only when the 3 F 2 hypergeometric function reduces to square of 2 F 1 hypergeometric functions discards an identity like (148) for
. This is easily seen: for this hypergeometric function the "invariant" I(x) = Iy(x) (see Appendix H), and the rational function W (x) in the Schwarzian condition read respectively
Reinjecting the invariance condition I(x) = Iy(x) with (154) in the Schwarzian condition (150), one finds that there is no (algebraic) solution y(x) except the trivial solution y(x) = x.
Schwarzian condition and other generalized hypergeometric functions
In Appendix I we seek an identity of the form (148) but where the 3 F 2 hypergeometric function is replaced by a 4 F 3 hypergeometric function known to correspond to a Calabi-Yau ODE [23, 24] , or a hypergeometric function with irregular singularities namely a simple 2 F 2 hypergeometric function. One finds, unfortunately, that the only solution, for these two examples sketched respectively in Appendix I.1 and Appendix I.2, is the trivial solution y(x) = x. Keeping in mind the non trivial results previously obtained on a Heun function, or on a 2 F 1 hypergeometric function associated with a higher genus curve, these two negative results should rather be seen as an incentive to find more non trivial examples of these extremely rich and deep Schwarzian equations. ¶ The series 3 F 2 ([1/9, 4/9, 5/9], [1/3, 1], 3 5 x) is a series with integer coefficients [25] . † See the Boucher-Weil criterion [74] . The symmetric square and exterior square of a normalized order-three operator has no rational solutions. One sees also clearly that this order-three operator is not homomorphic to its adjoint.
Conclusion
In this paper we focus essentially on identities relating the same hypergeometric function with two different algebraic pullback transformations related by modular equations. This corresponds to the modular forms that emerged so many times in physics [23, 24, 25] : these algebraic transformations can be seen as simple illustrations of exact representations of the renormalization group [7] . Malgrange's pseudo-group approach aims at generalizing differential Galois theory to non-linear differential equations. In his analysis of Malgrange's pseudo-group Casale found two non-linear differential equations (8) and (9) yet these two conditions were presented separately with no explicit link. In a previous paper [7] , where we gave simple examples of exact representations of the renormalization group, associated with selected linear differential operators covariant by rational pullbacks, we found simple exact examples of Casale's condition (8) . Building on this work we revisited these previous examples and provided non-trivial new examples associated with a Heun function and a 2 F 1 hypergeometric function associated with higher genus curves. Then we instantiated, for the first time, Casale's second condition (9) with the examples given in section (5). Furthermore we found that Casale's condition (8) can be seen as a subcase of the Schwarzian condition (9), corresponding to a factorization of a linear differential operator Ω. Seemingly, this Schwarzian condition (9) is seen to "encapsulate" in one differentially algebraic (Schwarzian) equation, all the modular forms and modular equations of the theory of elliptic curves. The Schwarzian condition (9) can thus be seen as some quite fascinating "pandora box", which encapsulates an infinite number of highly remarkable modular equations, and a whole "universe" of Belyi-maps ‡. Furthermore we found, only when γ = 1, that one-parameter series starting with quadratic, cubic, or higher order terms satisfy the rank-three condition. The question of a modular correspondence interpretation of these series is an open question. Recalling the two previous higher-genus and Heun examples, it is important to underline that these conditions (8) and (9) are actually richer than just elliptic curves, and go beyond "simple" restriction to 2 F 1 hypergeometric functions.
This paper provides a simple and pedagogical illustration of such exact non-linear symmmetries in physics (exact representations of the renormalization group transformations like the Landen transformation for the square Ising model, ...) and is a strong incentive to discover more differentially algebraic equations involving fundamental symmetries, developping more differentially algebraic analysis in physics [34, 35] , beyond obvious candidates like the full susceptibility of the squarelattice Ising model [35, 79] .
series is much more complex, it is not globally bounded. For instance, P 18 (a) in (A.9) is a polynomial with integer coefficients of degree 18 in a, and the denominator D 20 = 1277610230161807653119590400 is an integer that factors in many primes:
One verifies easily on this series that the two differentially algebraic series R(a, x) and R(b, x) commute and that R(a, R(b, x)) = R(b, R(a, x)) = R(a b, x).
(A.8)
Note that the a → 1 limit of the one-parameter series (A.9) gives as expected
where: Using the quadratic identity
one deduces:
The previously described relations on 2 F 1 ([1/4, 1/2], [5/4], x), together with the rational function R(x) = −4 x/(1 − x) 2 , yields the new identity
where we have used the relation R 3 (R 1 (x)) = R 2 (R 3 (x)) with:
The rank-two condition is verified with A R (x) given by (B.6) and R(x) given by R 1 (x) in (B.11).
For every fixed z and M (except z = 0, 1, M, ∞ and M = 0, 1, ∞), condition (C.3) reduces to an algebraic curve of genus one. The algebraic surface (C.3) is thus foliated in elliptic curves ‡. This algebraic surface is left invariant by an infinite set of birational transformations generated by the three involutions:
and the two other ones corresponding to the permutation of x, y and z.
Remark: For fixed z condition (C.3) is an elliptic curve (except M = 0, 1, ∞). If one calculates its j-invariant † one gets the same result as (60) namely
which does not depend on z. Of course one gets the same result for the elliptic curves corresponding to condition (C.3) for fixed x or fixed y. The rational transformation (47) corresponding to θ → 2 θ is obtained by imposing y = x in (C.2). For y = x the relation (C.2) factorizes † † into:
Discarding the trivial solution z = 0, one gets:
which is exactly (47) . Imposing in (C.2) y to be equal to (47) one deduces the rational transformation corresponding to θ → 3 θ, and one can deduce from the "master" equation (C.2) all the rational transformations corresponding to θ → p θ. When p is a prime number different from p = 2, the corresponding rational transformations have a simple form.
Introducing the square of the elliptic sine x = sn(θ, k) 2 , the rational transformations corresponding to θ → p θ give for a given M :
where: (C.8)
where P p (x, M ) are polynomials in x and M of degree (p 2 − 1)/2 in x and of degree (p 2 − 1)/4 in M . For instance, P 3 (x, M ) reads:
The polynomial P p (x, M ) reads for p = 5:
, (C.10) ‡ In mathematics, an elliptic surface is a surface that has an elliptic fibration: almost all fibers are smooth curves of genus 1. † In Maple use with(algcurves) and the command j invariant. † † Other cases of factorizations are, up to permutations in x, y and z:
The series of the form b · x 3 + · · · reads
and is such that
The two series y 2 (a, x) and y 3 (b, x) commute for b = a 2 . For a = 1/108 the series (F.4) 
This modular equation has a rational parametrization: it corresponds to the relation between two rational pullbacks in the hypergeometric identity (A.11) in [25] :
Appendix G. The solutions Q(x) of the non-linear conditions (36) seen as solutions of the Schwarzian conditions on the mirror maps
In all the cases recalled in section (2), the differentially algebraic function Q(x) was of the form
N , one can rewrite the Schwarzian derivative on Q(x) with respect to x:
Since Y (x) is a solution of the operator Ω, the ratio
) is in fact a rational function, namely −A R (x). The Schwarzian derivative {Y (x), x} can also be written as: For instance, one verifies immediately that Q(x) given by Q(x) = Y (x) N and Y (x) given by (10), (12) , (13) , (15) , (16) (which identifies with (61)) and (18) are actually solutions of the Schwarzian condition (G.3) for the corresponding A R (x) given in (21) for respectively N = 4, 3, 6, 2, 4, 6. Note that the higher-genus case hypergeometric † The constant N being a positive integer Q(x) was, in fact, holonomic.
‡ One recovers the Schwarzian condition (126) in the N → ∞ limit.
function (70) is also such that Q(x) = Y (x) 6 is solution of the Schwarzian condition (G.3) with N = 6 and W (x) deduced from A R (x) given by (71) .
One gets immediately the Schwarzian condition for the composition inverse P (x) = Q −1 (x), namely: If one compares the Schwarzian condition (G.3) with the differentially algebraic condition (37) on Q(x), one finds that they both have a third derivative Q ′′′ (x) but one condition depends on a constant N , while the other one is "universal": let us try to understand the compatibility between these two conditions. If one eliminates the third derivative Q ′′′ (x) between these two equations one finds a remarkably factorized condition E + · E − = 0 where:
Recalling (33) we see that F (x) is nothing but F (x). The holonomic function F (x) is known to be solution of Ω * , which can be rewritten, after one integration step, as F ′ (x) − A R (x) · F (x) = Cst, which is actually (G.8). The compatibility of the Schwarzian condition (G.3) with the differentially algebraic condition (37) thus corresponds to F (x) being annihilated by Ω * .
Appendix H. Reduction of 3 F 2 identities to 2 F 1 Schwarzian conditions
Performing the derivative of the Schwarzian condition (150) one can eliminate this fourth derivative of y(x), and then, in a second step, eliminate the third derivative of y(x) between the previous result and the Schwarzian condition (150), and so on. One finally gets the following relation that can be seen as the compatibility condition between the two previous conditions: 
This one-form is clearly associated with the algebraic curve:
(H.6) One actually finds that this algebraic curve (H.6) is a genus-one curve.
One can go a step further by eliminating all the derivatives y ′ (x), y ′′ (x), y ′′′ (x), from the confrontation of the Schwarzian condition (150) with the compatibility condition (H.1). One gets that way (after some calculation) a condition reading I(x) = I(y(x)) where:
where P 8 (x) is a (quite large) polynomial of degree 8 in x, sum of 4724 terms. We are seeking for non-trivial pullbacks y(x) being different from the obvious solution y(x) = x. The interesting cases for physics are the one where x → y(x) is an infinite order transformation. In such cases one has I(x) = I(y(x)) = I(y(y(x))) = I(y(y(y(x)))) = · · · (H.8) which amounts to saying that I(x) must be a constant. The cases where Q(x) 8 = λ · P 8 (x) 3 correspond to a set of extremely large conditions on the parameters a, b, c, d, e of the 3 F 2 hypergeometric function, that is difficult to study because of the size of polynomial P 8 (x). However a simple case can fortunately be analyzed, namely I(x) = 0, which corresponds to Q(x) = 0. In such a case the two conditions are compatible, and one just has one condition: the Schwarzian condition (150) with the additional condition being automatically verified (see (H.1)).
One finds that all the conditions on the parameters a, b, c, d, e of the 3 F 2 hypergeometric function associated with Q(x) = 0 in fact correspond to cases where the order-three operator is exactly the symmetric power of a second order operator have 2 F 1 solutions. In other words this situation corresponds to the Clausen identity, the 3 F 2 hypergeometric function reducing to the square of a 2 F 1 hypergeometric function: These two conditions are, respectively, very similar to the vanishing condition of the x 3 and constant coefficient of Q(x), the other coefficients of P 8 (x) being more involved.
The vanishing condition of all the x n coefficients of P 8 (x) yields more relations on the a, b, c, d, d, e parameters. All these miscellaneous cases correspond to cases where the order-three linear differential operator reduces to the symmetric square of an ordertwo operator, and to the Clausen identities of the form (H.9). More simply on can verify that for parameters such that Q(x) = 0 (for which a Clausen reduction take place (H.9)) are also such that P 8 (x) = 0 (the invariant I(x) in (H.7) is thus of the form 0/0).
