We describe a method to reconstruct the conductivity and its normal derivative at the boundary from the knowledge of the potential and current measured at the boundary. This boundary determination implies the uniqueness of the conductivity in the bulk when it lies in W 1`n´5 2p`, p , for dimensions n ě 5 and for n ď p ă 8.
Electrical Impedance Imaging is a technique to recover the conductivity in the bulk of a body from measurements of potential and current at the boundary. The potential u in a domain Ω Ă R n satisfies the equation
where γ is the conductivity and f P H 1 2 pBΩq is the potential at the boundarythe definitions of the spaces used here are placed at the end of the article. The conductivity satisfies the condition 0 ă c ď γ ď C. The current measured at the boundary is γB ν u| BΩ , where ν is the outward-pointing normal vector. The operator Λ γ that maps u| BΩ to γB ν u| BΩ is known as the Dirichlet-to-Neumann map, and it is defined as the functional Λ γ : H where u solves the boundary value problem (1) and v P H 1 pΩq is any extension of g P H 1 2 pBΩq. If we choose v such that div pγ∇vq " 0, then we see that Λ γ is symmetric.
In [5] Calderón posed the problem of deciding whether the conductivity can be uniquely recovered from the data at the boundary, i.e. whether Λ γ 1 " Λ γ 2 implies that γ 1 " γ 2 . One of the earliest results, due to Kohn and Vogelius in [9] , is that Λ γ 1 " Λ γ 2 implies that B N ν γ 1 " B N ν γ 2 at the boundary for every N when γ 1 , γ 2 P C 8 . Sylvester and Uhlmann [13] made use of this result to prove uniqueness in the bulk for C 2 conductivities. It is hard to prove uniqueness in the bulk, so uniqueness at the boundary may be considered as a toy problem; moreover, many proofs of inner uniqueness use uniqueness at the boundary as the first step, and this is in fact the motivation behind this article. For γ 1 , γ 2 P W s,p pΩq, some arguments need to extend the conductivities γ 1 and γ 2 to the whole space in such a way that γ 1 " γ 2 in R n zΩ, and γ 1 , γ 2 P W s,p pR n q. Brown proved in [3] that, under mild conditions of regularity, the conductivity can be recovered at the boundary. In particular, if γ 1 , γ 2 P W s,p pΩq for 1 ď s ď 1`1 p and p ě n, then Λ γ 1 " Λ γ 2 implies that γ 1 " γ 2 at BΩ, and then, by function space arguments, γ 1 and γ 2 can be adequately extended to R n ; for details the reader is referred to [4] . The possibility of this extension was used by Haberman [7] , and by Ham, Kwon and Lee [8] to prove uniqueness inside Ω Ă R n when 3 ď n ď 6. When γ 1 , γ 2 P W s,p pΩq for s ą 1`1 p , then to extend both conductivities adequately to R n the condition B ν γ 1 " B ν γ 2 at BΩ is necessary. The result of Kohn and Vogelius holds for smooth conductivities, so we cannot use it with rough conductivities. The main result of this article is that, under mild conditions of regularity, the conductivity and its normal derivative at the boundary is uniquely determined by Λ γ ; furthermore, our theorem provides a method of reconstruction.
and 1 ă p ă 8, then for y P BΩ a.e. there exist a family of functions f 0,h and constants c 0,h " 1 such that
The constants c 0,h do not depend on the conductivity.
(B) If γ P W s,p pΩq for s ą 1`1 p and 2 ď p ă 8, or for s ą 3 p and 1 ă p ă 2, then for y P BΩ a.e. there exist a family of functions f 1,h and constants c 0,h , c 1,h " 1 such that
The constants c 0,h and c 1,h do not depend on the conductivity.
No attempt is made to get the best error terms implicitly involved in (2) and (3).
The condition γ P W s,p pΩq, for s ą l`1 p and l " 0 or 1, is the lowest regularity needed to make sense of the trace values of γ and of B ν γ respectively. In fact, by the trace theorem B l ν γ L p pBΩq ď C γ s,p if s ą l`1 p ; the reader is referred to [10, 15] for details.
The proof is mainly inspired by the work of Brown [3] , who used highly oscillatory solutions to recover the value of γ| BΩ . We borrow many of his arguments, but we do not use oscillatory solutions, instead we follow Alessandrini [1] and use singular solutions.
The motivation of the proof comes from the expansion, at least in the smooth class, Λ γ " λ 1`λ0`¨¨¨, where λ i P S i are pseudo-differential operators. This was proved by Sylvester and Uhlmann in [14] , and they showed that the information about B l ν γ at BΩ can be extracted from λ 1´l . Therefore, we try to use approximated solutions of (1), so that the boundary data f concentrates as a Dirac's delta at some point on the boundary, and heuristically we get Λ γ pδ 0 q. We follow this argument in Section 1.
The main tool in our investigation is an approximation property at almost every point on the boundary. We did not find a suitable reference to the approximation we needed, so we include a proof here in Section 2.
, then for 0 ď α ă s´1 p and for y P BΩ a.e. it holds that
The constant C depends on y.
As a consequence of Theorem 1 and a result of the author in [11, Thm. 4], we get the following theorem.
The reader can consult the symbols and notations used at the end of the article.
Reconstruction at the Boundary
We assume in this section that 0 P BΩ and that Theorem 2 holds for 0 every time we use it or a variant of it. We assume also that there is a ball B δ p0q and a Lipschitz function ψ such that
We assume that ψp0q " ∇ψp0q " 0 and that´e n is a Lebesgue point of the outward-pointing normal vector ν :" p1`|∇ψ| 2 q´1 2 p∇ψ,´1q.
Value at the Boundary
The reconstruction of γ| BΩ is based on the function upxq :" x n {|x| n , which solves the boundary value problem ∆u " 0 in the upper half-plane H`, with
, we can assume that γ P W s,p pΩq for s ą 1 p and 2 ď p ă 8. For h ! 1 we define the approximated solutions u h pxq :" upx`he d q of (1), and we define the correction functions r h P H 1 0 pΩq such that div pγ∇pu h`rh" 0.
Thus, we have that
The term h n is a normalization factor, and the functions f 0,h in Theorem 1(A)
The main part of the integral above is ş γ∇u h¨∇ u h , and we extract the value of γp0q from it. We use the dilation p∇u h qphxq " h´n∇u 1 pxq to get ż
We set the first term as h n A 1 " c 0,h γp0q. To control A 2 we bound it as
When |x| ě 5h we see that |x| " |x`he n |. When |x| ă 5h we exploit the Lipschitz regularity of the boundary, and notice that x P Ω implies that
. Now we apply these estimates and Theorem 2 for some allowable α ą 0 to get
The sums here and elsewhere run over dyadic numbers λ " 2 k , for k integer. This concludes the estimates for the main part.
We turn now to the error term div pγ∇r h q. We control it as
From the a priori estimate r h H 1 ď C div pγ∇u h q H´1 we get
Since u h is harmonic, we can bound the operator norm by duality as
where α ą 0. Hence, we get
which concludes the proof of Theorem 1(A). We end this section with an estimate for c 0,h " ş (2) when the boundary is C 1 . We fix δ ! 1 and write ż h´1Ω
Since |∇u 1 | 2 is integrable, the second term goes to zero as h Ñ 0. We split the first term as ż
The term B 1 tends to ş H`| ∇u 1 | 2 , and for the second term we have that
Normal Derivative at the Boundary
We will recover B ν γ with the aid of the functions v h " γ´1 2 u h . Since γ P W s,p X L 8 , then by Gagliardo-Nirenberg we can assume that γ P W s,p pΩq for
| BΩ ; the use of these functions is licit because we already know the value of γ at the boundary. We repeat here the arguments in the previous section, but now the computations are longer.
For the main term we have that ż
The principal term in the asymptotic expansion is h n A 1 " c 0,h ; since this term does not involve the conductivity, we can subtract it harmlessly.
The next term is A 2 , and we estimate it as ż ∇ log γ¨u h ∇u h "
The term (7) contains the information about the normal derivative at the boundary, and it has order h´n`1 in the asymptotic expansion. We thus have that
We set c 1,h :"´1 2 h n´1 ş BΩ u 2 h and bound the remaining term as
Since νp0q "´e n is a Lebesgue point, then Gpλq :"
|ν´e n | λÑ0 ÝÝÑ 0; furthermore, G is uniformly bounded, so by the dominated convergence theorem we get
Then we conclude that h n¨( 7) "´c 1,h B n log γp0q h`ophq.
To control (8) we apply Theorem 2 to ∇ log γ P W s´1,p pΩq to get
|∇ log γ´∇ log γp0q|
we have thus h n |(8)| " ophq, which allows us to conclude that the term A 2 in (6) is h n A 2 " c 1,h B n log γp0q h`ophq.
We are left with the error term A 3 in (6). We bound it using the same arguments as above
The estimate we used here to approximate the value of |∇ log γ| 2 at the boundary is not contained in Theorem 2, and the reader is referred instead to Corollary 8 in the next section. We collect the estimates (9) and (10) to find h
which is what we wanted.
We deal with the error term as before. We have that
We estimate the norm by duality as ż γ∇v h¨∇ φ "´ż p∇γ
to get the second and third identities we used the divergence theorem, and the identity ∆u h " 0. We bound the error term E 1 as
To bound E 2 we need Hardy's inequality.
Theorem 4 (Hardy's Inequality
A beautiful proof can be found in [6, sec. 2] . The inequality (13) is not there, but it follows after minor changes.
For n ě 3, we apply Hardy's inequality with the weight |x`he n |´2 to get
For n " 2 we get |E 2 | " φ H 1 Oplog h´1q. Hence, we conclude that
With this and (11) we get Theorem 1(B).
Lebesgue Points at the Boundary
In this section we prove Theorem 2. The main tool to control the value of a function at the boundary is the next theorem.
, and Γ is the graph of a Lipschitz function, then for 0 ď α ă s´1 p it holds that
As a consequence of this theorem we get Theorem 2, which we restate and prove here. The constant C depends on y.
Proof. By definition there is some g P B s,p pR n q that extends f , and ż
We divide the boundary into pieces Γ Ă BΩ, where Γ is the graph of a Lipschitz function. Since
and since the term at the right is finite for y P Γ Ă BΩ a.e. by Theorem 5, then we have that
and the statement of the theorem follows.
In Theorem 5 we assumed implicitly that f P B s,p pR n q, for s ą 1{p, is well defined in Γ, but this set has measure zero, so this need some justification. Let f " ř λě1 P λ f be a Littlewood-Paley decomposition, where pP λ f q^:" m λ p f , and m λ pξq :" mpξ{λq for some smooth multiplier m supported in frequencies |ξ| " 1; for low frequencies we take a function m 1 supported in |ξ| À 1. We choose the representative of f given by lim M Ñ8 P ďM f pxq :" lim M Ñ8 ř 1ďλďM P λ f pxq. The following theorem justifies this choice. Lemma 6. Suppose that Γ is the graph of a Lipschitz function. If f P B s,p pR n q for s ą 1{p, then lim M Ñ8 P ďM f pyq exits for y P Γ a.e.
Proof. The set of divergence is
then it suffices to prove that each set at the right has measure zero. For each one of these sets and for every A ą 0 we have that
so we only need to show that the sets at the right are as small as we please if we choose A " 1. We bound their measure as
We use the triangle inequality, the trace inequality P λ f L p pΓq ď Cλ 1 p f L p pR n q , which we will prove in Lemma 7 below, and Hölder to bound the last term as
Since 1´sp ă 0, then the right hand side goes to zero as A Ñ 8.
Lemma 7 (The Trace Inequality). Suppose that m λ pξq :" mpξ{λq is a smooth multiplier supported in frequencies |ξ| " λ, and that pP λ f q^" m λf is the associated projection. If Γ is the graph of a Lipschitz function, then
Proof. We interpolate between pq, pq " p8, 8q and " p1, rq for r " p{q. For the first point we have that
where C does not depend on λ.
For the point pq, pq " p1, rq we have that
By the smoothness of m we have that
and we define the functions G µ pzq :" ş 1 Bµ py´zqdΓpyq " |B µ pzq X Γ|; we use here the induced measure in Γ. If N µ pΓq denotes the µ-neighborhood of Γ, then we have the following estimates
We replace this bound in (18) to get P λ f L 1 pΓq ď Cλ 1 r f r , which concludes the proof. Now we are ready to prove Theorem 5.
Proof of Theorem 5. We follow the arguments in [12, chp. 5] . After a change of variables we can write (14) aś ż
To estimate f px`yq´f pyq L q y pΓq we write the difference as f px`yq´f pyq " pf px`yq´P ďM f px`yqqp P ďM f px`yq´P ďM f pyqq`pP ďM f pyq´f pyqq.
For the first term f px`yq´P ďM f px`yq " P ąM f px`yq, we start by applying the triangle inequality to get
now we use the trace inequality
We estimate the difference P ďM f pyq´f pyq in the same way. For the difference P ďM f px`yq´P ďM f pyq we use the smoothness of the projection to write
The multiplier of B i P λ is ξ i mpξ{λq " λmpξ{λq, wherempξq :" ξ i mpξq is a smooth function supported in |ξ| " 1. By Minkowski and the trace inequality we have that
We bound f px`yq´f pyq L |x|´n`q ps´1 p´α q dx¯1 q f s,p , and the last integral is bounded whenever α ă s´1 p .
In Section 1 we needed also the following result. 
