A new optimization algorithm is developed in this work based on the globally convergent method of moving asymptotes (GCMMA) of (Svanberg, 1987; Svanberg, 2002) . The new algorithm is optimized via a new internal iterative strategy, and it is then analyzed via a parametric study for the best possible performances. It serves as an important numerical tool (in C++ language with external Linear Algebra Libraries) for solving inequality-constrained nonlinear programming problems of large number of variables. The new numerical tool is applied to two well-known academic problems which are both nonlinear constrained minimization large scale problems. The convergence time is reduced by a factor up to 28 after comparing the numerical results with previous ones from literature (Svanberg, 2002; GomesRuggiero et al., 2008; Gomes-Ruggiero et al., 2011) . The algorithm is an efficient and robust scientific computation tool that can be used in many applied complex engineering optimization problems. Moreover, it can be easily coupled (single class of IO (Input Output) arguments) to many already existing external commercial and free multiphysics solvers such as Finite Elements, Finite Volumes, Computational Fluid Dynamics and Solid mechanics solvers, etc.
Introduction
Design process of industrial devices is vital in industry before any manufacturing procedure. For example, conjugated heat transfer system devices are very important representing different products in many sectors such as in the automotive industry, in heat exchangers networks, in engines designs, in generators and converters, etc... The optimization of these industrial devices for designs that are more compact with less mass, less frictional losses and increased thermal efficiency is a huge need for cost reduction and better performances.
It is known that the complexity of an optimization problem increases with the increase of the Algorithms and Computing (2015) Vol. 2 No. 1 pp. 32-56 33 number of design variables. So, in order to solve a complex optimization problem, one needs an efficient optimization algorithm that can handle complexity and assures a convergence towards a solution that is optimum.
Talib Dbouk and Jean-Luc Harion / American Journal of
For that reasons, optimization algorithms are considered nowadays as an unavoidable numerical tool like "a swiss knife" for most engineers in many engineering applications such as aerospace, chemical, automotive, electrical, infrastructure, process and manufacturing. These optimization algorithms, when embedded inside multiphysics solvers (i.e. fluid and solid mechanics, heat transfer, electromagnetics, etc..) allow the engineer to design better optimized systems which are more efficient, less expensive and with an improved performance with respect to an initial unoptimized system or design. For example, a civil engineer uses an optimization algorithm to optimize the size, shape or even the material distribution of a bridge as in Topology Optimization of Fig. 1 taken from Bendsoe and sigmund (2004) . However, a mechanical engineer may use an optimization algorithm to optimize the shape of a formula-one car or an airplane to reduce the drag forces. However a thermal engineer may use an optimization algorithm to optimize the shape of a solar cell with an increase of its thermal efficiency.
Fig 1.
Taken from Bendsoe and Sigmund (2004) . a) Sizing optimization of a struss structure, b) shape optimization and c) topology optimization. The initial problems are shown at the left side and the optimal solutions are shown at the right side.
Moreover, the optimization algorithms are gaining recently more attention in many complex new research and development areas such as in electromagnetics research for designing new Microstrip Antennas as done by Hassan et al. (2014) .
An optimization problem is defined mathematically as the minimization (or maximization) of a single (or mutli) objective function that is subject (or not) to single (or multi) linear or (nonlinear) constraints. The objective function may be a function of a single (or multi) variables (which may be linear or nonlinear, bounded or not). The constraints can be equality or inequality constraints or even mixed. As taking into account the nonlinearity of some problems and as the number of variables and constraints increases, the complexity of the optimization problem increases, and thus it requires special optimization algorithms with huge computational efforts to be solved numerically.
Over the years, scientists developed variety of optimization Algorithms depending on the Rao, 2013) .
In the present work, we are interested in developing via a template meta-programming (in C++ language with external Linear Algebra Libraries) a fast and high performance optimization algorithm. This is after investigating the numerical performance (convergence and computational cost) of several optimization algorithms present in literature (Svanberg, 2002 ; Gomes-Ruggiero et al., 2008; Gomes-Ruggiero et al., 2011) , on different computer system architectures. When it comes to large scale problems, these algorithms require more improvements (and special linear algebra libraries) to achieve a high computational speed. We mean by large scale problems where the optimization problem is an inequality-constrained nonlinear programming problem with a huge number of n bounded variables (n ≥ 10000). For such type of optimization problems, we present here a fast and high performance algorithm based on a new iterative strategy (following the Method initially provided by Svanberg, 2002) which is globally convergent in solving constrained nonlinear optimization problems. The developed algorithm serves as a powerful numerical tool that can be coupled easily to different existing multiphysics softwares for optimizing many applied engineering problems (Bendsoe and Sigmund, 2004 ; Rao, 2013) thanks to a simple object-oriented structure : a single C++ class with clear IO arguments.
The importance of this work is that the new algorithm developed here is optimized in terms of CPU speed via a new internal iterative strategy, and analyzed via a parametric study for the best possible performances which was not tackled before. It serves as an important numerical tool for solving inequality-constrained nonlinear problems of large number of variables.
The history of the Globally Convergent Method of Moving Asymptotes (GCMMA) goes back to the initial works of Svanberg (2002) as an inherited class of NLP methods. It is a special optimization algorithm for complex optimization problems where the objective function (as a function of multi bounded variables) is subject to numerous inequality constraints. It is worth noting that this GCMMA is an extended version of the Method of Moving Asymptotes (MMA) of Svanberg (1987) which is a famous optimization algorithm (but not globally convergent) that was used previously in numerous structural optimization problems (see Bendsoe and Sigmund, 2004) .
First, we start by introducing mathematically the definition of optimization problems we mean to solve numerically. Second, the ordinary MMA algorithm is described briefly. Then our new solver (via a template meta-programming in C++) is detailed in the continuity of the Globally Convergent Method of Moving Asymptotes (GCMMA) of Svanberg (2002) , but with an improved iterative strategy. Finally, after solving two well-known NLP constrained minimization large scale problems, results are presented and the algorithm performance is questioned and compared to previous ones from literature (Svanberg, 2002; Gomes-Ruggiero et al., 2008; Gomes-Ruggiero et al., 2011) . Finally, a parametric study is conducted and a conclusion is stated. 
Optimization Problem Definition
We consider the following form of optimization problems: ∀ then, respectively, z is equal to 0 and y is equal to 0 , in any optimal solution of (2.2), and their corresponding x is an optimal solution of (2.1). In this way, both problems (2.1) and (2.2) are equivalent. The main advantage of reforming problem (2.1) to the form in (2.2) is that the latter has always feasible solutions (at least one optimal solution). In this work,
∀ as in the previous studies (Svanberg, 1987 ; Svanberg, 2002 ; Gomes-Ruggiero et al., 2008; GomesRuggiero et al., 2011) .
Optimization problems of the form as in (2.2) can be solved either by special optimization algorithms such as the ordinary MMA algorithm (Svanberg, 1987) or the GCMMA algorithm (Svanberg, 2002) as will be shown in the coming sections. 
The Ordinary MMA Optimization Algorithm
Topology optimization is a recent research topic where further improvements, question marks, and new scientific contributions are still needed. It couples different multiphysics conservation laws as constraints to the optimization problem making the solution more complex. This complexity arises from the large number of design variables that usually corresponds to the size of the mesh defined to discretize the conservation laws of physics. In order to pass this difficulty, one needs an efficient optimization algorithm that must be robust and that can converge always to an optimum solution in a quiet short CPU time. One of these algorithms is the Method of Moving Asymptotes (MMA) of Svanberg 1987 that was mostly used in literature for Topology Optimization problems. Some of the usages of this algorithm can be found in the works of Oevelen and Baelmans 2014 , Lee K. 2012 , Marck G. et al. 2012 , Dede 2009 , Gersborg-Hansen et al. 2006 and Burger et al. 2013 .
We describe now briefly the mathematical structure of the MMA in a fluent way for the reader. Note that this algorithm is not globally convergent. We will show later another version of this algorithm that is globally convergent.
Starting from an iteraton k (given a point
), the MMA algorithm generates the following subproblem:
is thus generated by replacing the functions ( ) 
The subproblem (3.1) can be solved at the iteration k, and the optimal solution is updated becoming the next iteration point
. Then a new subproblem is regenerated from this last point, and the iterative loop continues by regenerating subproblems until a certain convergence stopping criterion is satisfied (when the squared-norm of the Karush-Kuhn-Tucker (KKT) conditions becomes less than a positive real number ε such that 1 ε < < ). The KKT conditions are explained below. 
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Let us consider that x ( is an optimal solution vector of the problem on the following form :
( )
Then, if there is a vector x ∆ which satisfies
that satisfy what is known as the KKT conditions as the following :
There are different approaches for solving the subproblem (3.1), such as the "primal-dual (PD) interior point approach" and the "dual approach (DA)" (see Rao, 2013) . The first approach is based on a sequence of relaxed KKT conditions that are solved by Newton's method (approach used in the present manuscript). The second approach (i.e. used in Svanberg, 1987) is based on solving the dual problem corresponding to the subproblem (3.1) (thus maximization) by a modified Newton method (Fletcher-Reeves method) that consider well the non-negativity constraints on the dual variables. 
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Here,
are matrices (of real number coefficients) each of
The upper and lower asymptotes are updated at each iteration as the following :
.
The values:
were chosen in (Svanberg, 2002 ; Gomes-Ruggiero et al., 2008; . However, in the original algorithm of Svanberg (1987) 
were proposed.
A review of the Globally Convergent Optimization Algorithm
The ordinary MMA algorithm solves the subproblem (3.1) but with no test for the approximating functions
i ξ to be conservative. This means that the obtained optimal solution of (3.1) at an iteration k (outer iteration index), may not be a feasible solution of the original problem (2.2). We mean by feasibility that the optimal solution point must satisfy well the inequality constraints of the original problem (2.2).
That's why the author in (Svanberg, 2002) changed from the ordinary MMA towards a new version named (GCMMA) that is globally convergent towards a feasible solution of the original problem. This GCMMA introduces a new inner iteration loop (of index η ), where the approximation functions are updated on both ( ) η k, and the subproblem is solved many times until its obtained optimal solution is a feasible solution of the original problem. 
ξ and .2) as the following:
With equations (3.8), (3.9a to 3.9c) still hold here too. It is important to note that the main difference between both algorithms lies in the parameter i ρ that was made constant (a value of At the start of each outer iteration k, the following holds:
ε is a positive real number such that 1 ε < < . However, as taken by Svanberg (2002) ,
are chosen here as the following approximations:
be the solution of the most recent subproblem (4.1), then
ω is defined as:
A new Algorithm of High Performance
Nevertheless the change from MMA (Svanberg, 1987) to GCMMA (Svanberg, 2002) , the computational cost of these two algorithms when tackling large scale NLP bounded constrained problems is still expensive (especially when the number of bounded variables n is ≥ 10000). This is accompanied with a guarantee of the GCMMA to converge towards an optimal feasible solution but excluding the MMA where its parameters must be adjusted in an error-and-trial way to achieve convergence but always with a small probability.
For that reason, some authors tried to improve the computational speed of both algorithms like (Gomes-Ruggiero et al., 2008; Gomes-Ruggiero et al., 2011) , while others developed completely different new robust ones (that are also globally convergent, but sometimes only tested and applied on linear problems) seeking better performances with less computational costs.
For example, Gomes and Senne (2014) presented a new Sequential Piecewise Linear Programming (SPLP) algorithm applied to topology optimization problems of geometrically nonlinear structures. Their method was based on solving convex piecewise linear programming subproblems by including second order information about the objective function, and by considering that structures in topology optimization are no more under small displacements. They showed topology optimization interesting results for different structural problems.
Moreover, the same authors Gomes and Senne (2011) developed a new sequential linear programming (SLP) algorithm based on a trusted-region (TR) constraint technique. This SLP was limited only to linear compliance optimization problems. They applied their SLP algorithm to topology optimization problems, and showed that it is faster than the GCMMA of Svanberg (2002) when applied to the same linear problems. Nevertheless this fact, Gomes and Senne (2011) SLP algorithm was only applied to problems of a maximum number of bounded variables of 3750.
In addition to that, this SLP algorithm cannot be applied to complex large scale NLP bounded constrained optimization problems, in contrast with what we are seeking, where the number of variables may exceed 10000.
That's why (Gomes-Ruggiero et al., 2008; Gomes-Ruggiero et al., 2011) tried to analyze and improve the robustness and convergence speed of the algorithms of Svanberg (1987 Svanberg ( , 2002 . Their techniques were based on different strategies : one time by using a new updating strategy of the spectral parameter (Gomes-Ruggiero et al., 2008; , and another time by solving the dual subproblem of the MMA using a trust-region (TR) scheme (Gomes-Ruggiero et al., 2011) .
Nevertheless, all these improvements of these algorithms in literature, the computational cost still needs to be reduced in order to be able to optimize systems including a very large number of variables (i.e. large number of mesh cells in CFD problems of complex geometries). We present the different computer system characteristics that were used previously in literature in the following (Sanderson, 2010) .
In fact, a template C++ meta-programming technique is based on a delayed evaluation approach (that is affected during the compilation time) to combine multiple operations into one. This reduces (or cancels) the need for temporaries, and thus increases performance and reduces computational costs.
Our developed algorithm is constructed in the soul of the GCMMA of Svanberg (2002), but with a new modified iterations strategy. After many numerical tests on problems of different scales, we found that most of resolutions of the subproblem (4.1) (at a single outer iteration k ) converged to a feasible solution in inner iterations of final η that is an average value of 5. Thus, we followed a new strategy as the following:
We retain the value
) and then we set it free to change to final η with no limits. In this manner, the test on feasibility of the most recent solution of the subproblem (4.1) is preserved, but accelerated once a time after each k outer iteration and the global convergence of the algorithm is not violated. Algorithms and Computing (2015) Vol. 2 No. 1 pp. 32-56 43 First, two sets A and B for different algorithm parameters values are used and presented in Table  2 . Note that 0.7 = γ a was used for the data in sets A and B. However, a deeper parametric study is conducted later to study the effect of all of the parameters on the global performance of the algorithm with the new present strategy.
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Results
In order to compare well our numerical results (convergence and computational speed) with those from literature, we chose the same two academic problems that were used by (Svanberg, 2002 ; Gomes-Ruggiero et al., 2008; Gomes-Ruggiero et al., 2011) . These nonlinear problems are given in the following table: Table 3 Two nonlinear constrained minimization problems
Problem1
Problem2
defined respectively by the following real valued coefficients: 
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It is important to note that the nonlinear objective function ( ) Problems 1 and 2 are solved iteratively (with the two parameters sets A and B) for (n=100, 500, 1000, 2000, 5000 and 10000) until the convergence criterion (the squared-norm of the KKT conditions) reached a positive small value 1. ε < < Figure 2 shows that using the present strategy applied to Problem1 and thanks to the used numerical libraries, the convergence time is reduced at least by a factor of 13 when compared to the previous results of (Svanberg, 2002 ; Gomes-Ruggiero et al., 2008; Gomes-Ruggiero et al., 2011) . Table 4 . It shows that a slight change in the choice of the algorithm parameters (sets A and B of Table 2) found to affect the convergence time but without affecting at all the objective function value computations. Nevertheless this slight effect on the convergence time, the latter is still reduced at least 13 times with respect to the best previous results in literature GomesRuggiero et al., 2011) .
Table 4 Problem1 Convergence time in seconds
The precision in computing the objective function values for Problem1 at all the selected number of variables n (between 100 and 10000) is still more than satisfying as it is shown in Table 5 .
Table 5 Problem1 objective function values
For more deep comparisons with previous results, we present the total number of inner and outer iterations in Table 6 , needed by the solver to achieve convergence in solving Problem1 for the parameters of set A and set B. Now we apply the solver to the optimization problem Problem2. Fig. 3 shows that using the present strategy applied to Problem2 and thanks to the used numerical libraries, the convergence time is reduced at least by a factor of 28 when compared to the previous results (Svanberg, 2002; Gomes-Ruggiero et al., 2008; Gomes-Ruggiero et al., 2011 ) from the literature. Table 7 presents all the detailed results obtained in Fig. 3 and shows that a slight change in the choice of the algorithm parameters (sets A and B of Table 2) found to affect the convergence time but without affecting at all the objective function value computations for Problem2. Nevertheless this slight effect on the convergence time, the latter is still reduced at least 28 times with respect to the best previous results in literature GomesRuggiero et al., 2011) .
The precision in computing the objective function values for Problem2 for all n between 100 and 10000 is still more than convincing as it is shown in Table 8 . 13,4675 11,4151 2000 2208,1 18896,39 2084,9 1947,3 1678,3 2081,4 2008,4 1861,9 1603,6 58,943 57,204 5000 366,7132 304,1883 10000 1907,998 -370,35 -370,35 -370,35 1000 -739,15 -739,15 -739,15 -739,15 2000 -1476,49 -1476,49 -1476,49 -1476,49 5000 -3687,95 -3687,95 -3687,95 10000 -7373,24 -7373,24 -7373,24 Svanberg ( The memory required for all computations (for each Problem) using our system characteristics (Table 1 ) varied between 0.001 and 4.8 GB depending on the number of variables.
We show the total number of inner and outer iterations in Table 9 , needed by the solver to achieve convergence in solving Problem2 using the present strategy for parameters (set A and set B).
Table 9 Problem2 Total number of outer (inner) iterations
In order to quantify well the effect of parameters on the global performance of the algorithm (with the present strategy), a parametric study is conducted next. Figs. 4, 5 and 6 show the effect of different parameter values on the global performance of the algorithm using the present strategy while solving for Problem1 at n=1000. 
Similarly, the effect of such parameters on the global performance of the algorithm (with the present strategy) is also examined for Problem2 at n=1000. Figs. 7, 8 and 9 show the effect of these parameter values on the global performance of the algorithm using the present strategy. 
stand for the best global performance of the algorithm. Of course here one may ask if a greater value (or another value) of n might result in a sensibility of the algorithm performance to another range of parameters values ? For that issue, we conducted a sensibility analysis again for Problem1 but now at n=3000 in Fig. 10 confirming that these parameter interval values identified at n=1000 still hold too for a best performance of the algorithm at higher n values. Moreover, in Fig. 11 we present a logarithmic plot for the effect of the number of variables n on the convergence computation time (in seconds) when solving for both problems (Problem1 and Problem2). , the algorithm converges (also with set A) very well in solving Problem1 with only 11.02 seconds which is about three times less than t_min=27.2 in the case of ( )
. This finding is logical of course but what's surprising is that the convergence time is reduced by around a factor of three.
Fig 12.
Effect of the initial vector on algorithm general performance (using set A). Thus a conclusion can be made which is that if one would like to push the algorithm towards the best performances possible, an initial vector that is nonuniform over n is recommended at the departure.
Fig 14.
Effect of a sinusoidal initial vector. Convergence is achieved in 11.02 seconds using set A.
Conclusion
Thanks to the C++ programming language and external Linear Algebra Libraries (Sanderson, 2010) , a fast, robust and high-performance globally convergent optimization algorithm is developed. It serves as an important numerical tool for solving inequality-constrained nonlinear programming problems of large number of design variables n (n≥10000).
The developed tool is validated by solving two famous academic complex nonlinear constrained minimization problems of large scale (Problem1 and Problem2). The convergence time is reduced up to a factor of 28 when compared to previous results from the literature (Svanberg, 2002; Gomes-Ruggiero et al., 2008; Gomes-Ruggiero et al., 2011) . This is thanks to a new internal iterative strategy applied to the GCMMA algorithm (Svanberg, 2002 The effect of the form of the initial vector on the algorithm performance is analyzed. We found that an initial vector which has a nonuniform form (i.e. sinusoidal) over the number of variables n improves very well the general performance of the algorithm.
The numerical achievement in this work is a promising and robust scientific computation tool that can be used and applied to different complex engineering optimization problems. For example, it may be coupled easily (due to an object-oriented C++ class) to many already existing external multiphysics commercial and free solvers (such as Finite Elements, Finite Volumes, Computational Fluid Dynamics and Solid Mechanics Solvers).
