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Abstract
Let G = (V (G) , E (G)) be an (n,m)-graph. The Randic´ spread of G, sR(G),
is defined as the maximum distance of its Randic´ eigenvalues, disregarding
the Randic´ spectral radius of G. In this work, we use numerical inequalities
and bounds for the matricial spread to obtain relations between this spectral
parameter and some structural and algebraic parameters of the underlying
graph such as, the sequence of vertex degrees, the nullity, Randic´ index,
generalized Randic´ indices and its independence number. In the last section
a comparison is presented for regular graphs.
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1. Introduction
This section is devoted to introduce some notation used throughout the
text. We deal with an (n,m)-graph G which is an undirected simple graph
with vertex set V (G) of cardinality n and edge set E (G) of cardinality m.
If e ∈ E(G) has end vertices i and j we say that i and j are neighbors
(i ∼ j) and we denote this edge by ij. The number of neighbors of vertex i
is denoted by di, and is called the degree of i. The minimum and maximum
vertex degree of G are denoted by δ(G) (or simply δ) and ∆(G) (or simply
∆), respectively. A set of vertices that induces a subgraph with no edges is
called an independent set and a maximum independent set of a graph G is an
independent set of largest cardinality α (G) which is called the independence
number of G. A k-regular graph is a graph where every vertex has degree
k. The complete graph of order n is denoted by Kn. For a graph G we
denote by Gc its complement. If di = 0, for some i, then the corresponding
vertex is an isolated vertex. Let d1, . . . , dn be the list of vertex degrees of G.
The normalized Laplacian matrix of a graph G, denoted by L, is a matrix
whose rows and columns are indexed by the vertices of G, and its entries are
described below:
Lij =

1 if i = j and dj 6= 0
− 1√
didj
if ij ∈ E(G)
0 otherwise.
Similarly, the Randic´ matrix of a graph G, denoted by R = RG, is a matrix
whose rows and columns are indexed by the vertices of G and having the
following entries:
Rij =
{
1√
didj
if ij ∈ E(G)
0 otherwise.
The Randic´ matrix was used for the first time in 2005 by Rodr´ıguez [32].
This matrix is closely related to the molecular structure–descriptor defined
as
χ(G) =
∑
ij∈E(G)
1√
di dj
, (1)
that was proposed by Milan Randic´ in 1975 and it usually referred as the
Randic´ index, [17, 23, 24, 25, 31, 32]. To refer its importance, it is worth
to say that this topological index is suitable for measuring the extent of
2
the branching of the carbon-atom skeleton of saturated hydrocarbons. It is
largely used in Chemistry but it also has applications in pharmacology and
medicine namely, in the study of prediction of colon and breast cancer ([28]).
For a regular graph, G with n vertices it is easily checked that
χ(G) =
n
2
. (2)
In 1998 Bolloba´s and Erdo¨s, [3], introduced the generalized randic´ index:
Rα (G) =
∑
ij∈E(G)
(didj)
α ,
for a real number α 6= 0. Note that the Randic´ index defined in (1) is a
particular case of the previous parameter considering α = −1/2.
Most of the works related with bounds for Rα (G) focus on the case |α| ≤
1. In [26], the authors investigate bounds for Rα(G) considering |α| > 1. If
δ ≥ 1, among other results, it was shown in [34] that
n
2∆
≤ R−1 (G) ≤ n
2δ
, (3)
where the equality holds if and only if G is a regular graph.
Let us consider AG = (aij) the adjacency matrix of G. The spectrum of
AG is called spectrum of G and its elements are called the eigenvalues of G.
Let DG (or simply D) denote the n×n diagonal matrix of the vertex degrees
of G. For a graph G without isolated vertices the Randic´ matrix (see e.g.
[4, 5]) can be written as
RG = D
−1/2AGD−1/2, (4)
where D−1/2 is the diagonal matrix whose i-th diagonal entry is the reciprocal
of the square root of the degree di. It is also worth to recall that this matrix
is symmetric and nonnegative. The Randic´ spectrum of G is the spectrum of
RG. As a consequence of (4) for graphs without isolated vertices, the Randic´
matrix of G has the same inertia as AG, (see e.g. [20]). Furthermore, if e is
the all ones vector and w = D1/2e, where D1/2 is the diagonal matrix whose
i-th diagonal entry is the square root of di, then
RGw =1w,
therefore (1,w) is an eigenpair of RG.
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The Laplacian matrix of G, LG = DG−AG, is positive semidefinite and its
spectrum is called the Laplacian spectrum of G. It is well known that (0, e)
is an eigenpair of LG. For graphs without isolated vertices, the normalized
Laplacian matrix is
LG = In −RG. (5)
For spectral properties related with this matrix, see e.g. [10]. Moreover, this
matrix has connections with some interesting properties of graphs, see for
instance [7] for its connections to Random walks.
If G has no isolated vertices, LG and LG are related as follows:
LG = D−1/2LGD−1/2.
Therefore, the normalized Laplacian matrix has the same inertia as LG, and
thus it is a positive semidefinite matrix and from (5), the spectral radius
of RG is the eigenvalue 1. Moreover, w = D
1/2 e is an eigenvector of LG
associated with the eigenvalue 0 and its multiplicity becomes the number
of connected components of G. Here, the eigenvalues of RG are ordered
decreasingly 1 = ρ1 ≥ ρ2 ≥ · · · ≥ ρn and the eigenvalues of LG are ordered
as γ1 ≥ γ2 ≥ · · · ≥ γn = 0, where γi = 1− ρn+1−i , with 1 ≤ i ≤ n.
Let µ1 ≥ · · · ≥ µn−1 ≥ µn = 0 be the Laplacian eigenvalues of G. In [12],
it was defined the concept of Laplacian spread of G as
sL (G) = µ1 − µn−1.
Related with connected regular graphs the following lower bounds were ob-
tained.
Theorem 1. [1, Theorem 4.2] Let G be a connected k-regular graph with n
vertices. Then
sL(G) ≥ 2
n
√
n+ nk (n− k)− (k + 1)2. (6)
Theorem 2. [8, Corollary 4.2] Let G be a connected k-regular graph with
n ≥ 2 vertices. Then
sL (G) ≥ 2
n− 1
√
nk (n− k − 1), (7)
with equality if and only if G is the complete graph Kn or a conference graph.
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The normalized Laplacian spread of G (see [7, Corollary 9] where it ap-
pears with no name and in [15, 18] for further references), is
sL (G) = γ1 − γn−1
In [15, 16], the concept of Randic´ spread of the graph G, sR (G), was defined
as
sR (G) = ρ2 − ρn,
that is, the maximum absolute value of the difference between its pairwise
distinct Randic´ eigenvalues, disregarding the Randic´ spectral radius. Some
properties were studied, namely some lower and upper bounds for this spec-
tral invariant were established. See e.g. [15, 16].
Remark 3. If G has ι ≥ 1 isolated vertices then 0 is a normalized Lapla-
cian eigenvalue with multiplicity at least ι. In fact, previously referred, the
multiplicity of the normalized Laplacian eigenvalue 0 of G is related with the
number of connected components of the graph. Thus, for a non-connected
graph G its normalized Laplacian spread coincides to its largest eigenvalue.
On the other hand, when G has at least one edge and isolated vertices the
second largest Randic´ eigenvalue is greater than or equal to zero, and the
least Randic´ eigenvalue is obtained from the Randic´ matrix constructed from
a graph that is the union of non trivial connected components of G. In this
case, the normalized Laplacian and Randic´ spread do not coincide. Consider
for instance the graph K3 ∪ 5K1. Its Randic´ eigenvalues are 0 with muti-
plicity 5, 1 with multiplicity 1 and −1
2
with multiplicity 2. Then the Randic´
spread is 0+ 1
2
and the Normalized Laplacian spread is 1− (−1/2)−0 = 3/2.
Therefore, from now on, and for simplicity, one only consider graphs without
isolated vertices.
On the other hand, if G is not connected then sR (G) = 1−ρn = γ1−0 =
sL (G) . From now on we only consider connected graphs. For the complete
graph on n vertices, its Randic´ eigenvalues are 1 and − 1
n−1 , where the nega-
tive one has multiplicity n− 1. Thus, sR (Kn) = sL (Kn) = 0. In [15], it was
shown that Kn is the only connected graph G such that sR (G) = 0.
In [15] it was proved that if G is a k- regular graph, k ≥ 2, then
sL (G) = ksR (G) . (8)
The next theorem establishes a lower bound for sR (G) (and obviously for
sL (G)) in function of R−1. This lower bound was proved by S. Butler in [7].
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Theorem 4. [7] Let G be a connected graph. Then
sR (G) = sL (G) ≥ 2n−1
√
2 (n− 1)R−1 − n. (9)
The next corollary is a direct consequence of Theorem 4.
Corollary 5. Let G be a connected graph with maximum vertex degree ∆.
Then
sR (G) = sL (G) ≥ 2n−1
√
n (n− 1)
∆
− n,
with equality for G = Kn.
Moreover, as referred by S. Buttler in [7], if G is k-regular (k ≥ 2) then,
from previous theorem
sR (G) = sL (G) ≥ 2(n−1)k
√
nk (n− 1− k), (10)
(with equality for G = Kn), which reduces to the case given by F. Goldberg
in [14] for regular graphs.
It is straightforward to check that, attending the relation in (8), the lower
bound in (10) is derived from (7). Then we conclude that for the conference
graph the lower bound (10) is also reached.
2. Main Results
In this section we present some new lower bounds for the Randic´ spread
of a connected graph G, some of the results depending on the Randic´ index
χ (G) or/and the generalized Randic´ index, R−1 = R−1 (G).
Theorem 6. Let G be a k-regular graph (k ≥ 2) with n vertices. Then
sR (G) ≥ 2
nk
√
n+ nk (n− k)− (k + 1)2.
Equality holds for G ∼= Kn.
Proof. By the equality in (8), sR (G) =
sL(G)
k
, now the result is a direct
consequence of inequality in (6).
In [30] the following numerical inequality was presented.
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Theorem 7. [30] Let a = (a1, . . . , an) and b = (b1, . . . , bn) two vectors with
0 < m1 ≤ ai ≤ M1 and 0 < m2 ≤ bi ≤ M2, i = 1, . . . , n, for some constants
m1,m2,M1 and M2. Then,
n2
4
(M1M2 −m1m2)2 ≥
(
n∑
i=1
a2i
)(
n∑
i=1
b2i
)
−
(
n∑
i=1
aibi
)2
. (11)
Remark 8. Note that, by Cauchy-Schwartz inequality the expression in the
right hand side is always positive, for any suitable a′s and b′s. This allows
us to take the square root in the results below until Corollary 11.
Recall that, the nullity of a graph is the multiplicity of the zero eigenvalue
of G. For some work related with this concept see for instance [9, 11, 19].
The next result presents a lower bound for sR (G) in function of R−1 for a
graph G with n vertices whose nullity is known and equals to µ.
Theorem 9. Let G be a connected graph with n ≥ 2 vertices. Let µ be the
nullity of G. Then
sR (G) = sL (G) ≥ 2
√
(n− µ) (2R−1 − 1)− 1
n− µ . (12)
The equality holds for the n = p+ q vertices complete bipartite graph Kp,q.
Proof. By hypothesis AG has µ null eigenvalues. In consequence, the ma-
trix RG has µ eigenvalues equal to zero. In this case, and from the definition
of Randic´ spread (that considers two by two distinct eigenvalues), the above
set of eigenvalues can be reduced to the following set:
Ξ = {0} ∪ {ρ ∈ σR (G) : ρ 6= 1, ρ 6= 0} ,
with cardinality equals to n − µ. At this point we use Theorem 7 replacing
ai = 1 and bi = 1− ρi, for all i such that ρi ∈ Ξ. Since 0 < 1 ≤ ai ≤ 1, and
0 < 1−ρ2 ≤ bi ≤ 1−ρn, for all i such that ρi ∈ Ξ, we have M1M2 = 1(1−ρn)
and m1m2 = 1(1− ρ2). Therefore, by Theorem 7
∑
i:ρi∈Ξ
1
∑
i:ρi∈Ξ
(1− ρi)2 −
(∑
i:ρi∈Ξ
(1− ρi)
)2
≤ 1
4
(n− µ)2 (ρ2 − ρn)2
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(n− µ) (2n+ 2R−1 − 2µ+ 1)− (n− µ+ 1)2 ≤ 1
4
(n− µ)2 (ρ2 − ρn)2
=⇒
4 (n− µ) (2R−1 − 1)− 1 ≤ (n− µ)2 (ρ2 − ρn)2 .
Thus, the result follows.
Corollary 10. Let G be a connected graph with n ≥ 2 vertices. Let µ and
∆ be the nullity of G and the largest vertex degree, respectively. Then,
sR (G) = sL (G) ≥
2
√
(n− µ) ( n
∆
− 1)− 1
n− µ . (13)
Moreover, if G is k-regular (k ≥ 2), then
sR (G) = sL (G) ≥
2
√
(n− µ) (n
k
− 1)− 1
n− µ . (14)
The equality in formulas (13) and (14) is reached at Kn/2,n/2.
Proof. This result is a direct consequence of Theorem 9 and the left hand
inequality in (3). In the case G is k-regular we use
R−1 (G) =
n
2k
(15)
and ∆ = k, thus the result follows.
The next result presents a lower bound for sR (G) in function of R−1 for
a graph that has independence number α(G) not less than n+1
2
.
Theorem 11. Let G be a connected graph with n ≥ 2 vertices with α(G) ≥
n+1
2
. Then,
sR (G) = sL (G) ≥
√
2 (n− α(G)) (2R−1 − 1)− 1
n− α(G) . (16)
The equality holds for the n vertices star Sn.
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Proof. Let W = {v1, . . . , v`} be an independent set of vertices with car-
dinality ` = α(G). Let H be a subgraph of G induced by W c. Then, its
adjacency matrix takes the form
AG =
(
0 C
CT AH
)
.
Let α1 ≥ α2 ≥ · · · ≥ αn and β1 ≥ · · · ≥ β` be the eigenvalues of AG
jointly with the eigenvalues of the matricial block 0, respectively. Then, by
Cauchy interlacing Theorem [21], we have
αi ≥ βi ≥ αn−`+i ≥ βn−`+i ∀i = 1, . . . , `.
Thus,
0 = αn−`+1 = αn−`+2 = · · · = α`.
Therefore, AG has at least 2`−n eigenvalues equal to zero and, in consequence
the matrix RG has at least 2` − n eigenvalues equal to zero. In this case,
and from the definition of Randic´ spread (that considers two by two distinct
eigenvalues), the above set of eigenvalues can be reduced to the following set:
Ξ = {0} ∪ {ρ ∈ σR (G) : ρ 6= 1, ρ 6= 0} .
Observe that, in this case we have µ ≥ 2` − n and therefore the cardinality
of Ξ is at most 2n− 2`. The proof follows in an analogous way as previous
theorem.
Corollary 12. Let G be a connected graph with n ≥ 2 vertices with largest
vertex degree ∆. Suppose that α(G) ≥ n+1
2
. Then,
sR (G) = sL (G) ≥
√
2 (n− α(G)) ( n
∆
− 1)− 1
n− α(G) .
Moreover, if G is k-regular (k ≥ 2), then
sR (G) = sL (G) ≥
√
2 (n− α(G)) (n
k
− 1)− 1
n− α(G) .
9
Proof. As G is connected α(G) ≤ n− 1. Moreover, ∆ ≤ n− 1 implies that
n
∆
≥ 1, then the expression under the square root is positive. This result is
a direct consequence of Theorem 11 and the left hand inequality in (3). In
the case G is k-regular we use
R−1 (G) =
n
2k
(17)
and ∆ = k, thus the result follows.
In order to present another lower bound for the Randic´ spread (and in conse-
quence for the normalized Laplacian spread) we recall a well known theorem
due to Brauer, [6].
Theorem 13. [6] Let M be an arbitrary n × n matrix with eigenvalues
τ1, . . . , τn. Let xk be an eigenvector of M associated with the eigenvalue τk,
and let q be an arbitrary n-dimensional vector. Then the matrix M + xkq
T
has eigenvalues τ1, . . . , τk−1, τk + xTk q, τk+1, . . . , τn.
Let G be an (n,m)-graph with degree sequence d1, . . . , dn. Since,
w = D1/2 e =
(√
d1, . . . ,
√
dn
)T
, (18)
is an eigenvector of the normalized Laplacian matrix for the eigenvalue 0, by
Theorem 13, the matrix
M (G) = LG + βwwT (19)
has spectrum
σ (M (G)) = {γ1, . . . , γn−1} ∪
{
βwTw
}
= {γ1, . . . , γn−1} ∪ {2mβ} ,
where β is an arbitrary real number. If γn−1 ≤ 2mβ ≤ γ1 then sR (G) =
sL (G) = s (M (G)), where s (M (G)) stands for the matrix spread of M . See
e.g. [22, 27, 29].
Applying Theorem 7 to M (G) in (19), the following result is obtained.
Theorem 14. Let G be a connected (n,m)-graph with n ≥ 2 vertices. Let
γ1 ≥ γ2 ≥ · · · ≥ γn = 0 be the normalized Laplacian eigenvalues of G. Let β
such that γn−1 ≤ 2mβ ≤ γ1. Then,
sR (G) = sL (G) ≥ 2
n
√
2nR−1 + 4β2 (n− 1)m2 − 4nmβ.
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Proof. The proof uses Theorem 7 by replacing ai = 1, bi = γi, for 1 ≤ i ≤
n− 1. and an = 1, bn = 2mβ. Since,
γn−1 ≤ bi ≤ γ1, 1 ≤ i ≤ n
we have, m1 = 1,m2 = γn−1, M1 = 1 and M2 = γ1. Replacing in the
inequality (11) one obtains
(γ1 − γn−1)2 ≥ 4
n2
(
n
(
n−1∑
i=1
γ2i + 4β
2m2
)
−
(
n−1∑
i=1
γi + 2mβ
)2)
,
which implies
(γ1 − γn−1)2 ≥ 4
n2
(
n
(
n+ 2R−1 + 4β2m2
)− (n+ 2mβ)2) ,
and therefore
(γ1 − γn−1)2 ≥ 4
n2
(
2nR−1 + 4β2 (n− 1)m2 − 4nmβ
)
.
Let g = 2nR−1 + 4β2 (n− 1)m2 − 4nmβ ⇒ g =
(
2βm
√
n− 1− n√
n−1
)2
+
2nR−1 − n
2
n− 1 ≥ 0⇔(
2βm
√
n− 1− n√
n− 1
)2
≥ n
2
n− 1 − 2nR−1. (20)
Now we will proof that
n2
n− 1 − 2nR−1 ≤ 0 which is true if and only if
n2
n− 1 ≤ 2nR−1 ⇔
n
2 (n− 1) ≤ R−1,
which always occurs because
n
2 (n− 1) ≤
n
2∆
≤ R−1.
The above implies that the inequality (20) is true for all β ∈ R. Hence,
taking the square root at both sides, the result follows.
By considering the above result and the left hand inequality in (3) we
derive the following corollary.
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Corollary 15. Let G be a connected (n,m)-graph with n ≥ 2 vertices and
maximum vertex degree ∆. Let γ1 ≥ γ2 ≥ · · · ≥ γn = 0 be the normalized
Laplacian eigenvalues of G. Let β be such that γn−1 ≤ 2mβ ≤ γ1. Then
sR (G) = sL (G) ≥ 2
n
√
n2
∆
+ 4β2 (n− 1)m2 − 4nmβ .
Moreover, if G is k-regular (k ≥ 2), then
sR (G) = sL (G) ≥ 2
√
1
k
+ β2 (n− 1) k2 − 2βk .
Proof. Note that, by analogous above argument we have
s =
n2
∆
+4β2 (n− 1)m2−4nmβ =
(
2βm
√
n− 1− n√
n− 1
)2
+
n2
∆
− n
2
n− 1 ≥ 0.
At this point the result follows from Theorem 14 and inequality (3)
Remark 16. Note that, in order to obtain new lower bounds for sR (G) =
sL (G) , when G is connected, different parameters β such that γn−1 ≤ 2mβ ≤
γ1, can be chosen. Moreover, since sR(Kn) = 0, unless one say the contrary,
all the nontrivial (and here we mean greater than zero) lower bounds for
sR(G) when G is connected are obtained as equality cases for G = Kn.
Remark 17. The condition γn−1 ≤ 2mβ ≤ γ1 is equivalent to
1− ρ2
2m
≤ β ≤ 1− ρn
2m
. (21)
Thus
ρn ≤ 1− 2mβ ≤ ρ2. (22)
Among other results, in [15] it was shown that
ρn ≤ −χ(G)
m
≤ ρ2.
Thus β = 1
2m
(
1 + χ(G)
m
)
satisfies the condition (21).
In [15] the following definition was given.
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Definition 18. [15] Let G be an arbitrary (n,m)-graph with list of vertex
degrees d1, . . . , dn such that di 6= 0 for all 1 ≤ i ≤ n. For the i-th vertex of
G, define
Γ (i) =
∑
j∼i
1
dj
. (23)
Clearly, if G is a k-regular graph then Γ (i) = 1, for all 1 ≤ i ≤ n.
For an n × n normal matrix M = (mij), in [2] it was introduced the
following lower bound for the spread of M that is an explicit function of the
entries of the matrix,
s (M)2 ≥ max
i,j
{
(mii −mjj)2 + 2
∑
k 6=i
|mik|2 + 2
∑
k 6=j
|mjk|2
}
. (24)
If mii = mjj, ∀i 6= j, it is clear that the maximum above is reached for
i = j = i0. In [15], applying this lower bound to the matrix
B (G) := RG − βwwT , (25)
where β is as in (21) it was proved the following result.
Theorem 19. [15] Let G be an arbitrary (n,m)-graph with list of vertex
degrees d1, . . . , dn, then
sR (G)
2 ≥ max
i,j
{
Υ− 4β (dj + di) (1− βm)− β2(dj + di)2
}
, (26)
where Υ =
2
dj
Γ (j) +
2
di
Γ (i) with Γ (i) defined as in (23).
Taking into account that in inequality (24) the indices i and j can be
equal, the following lower bound can be obtained.
Theorem 20. Let G be an (n,m)-graph. Consider β as in (21). Then
sL (G)
2 = sR (G)
2 ≥ 4 max
i
{
1
di
Γ (i)− 2βdi (1− βm)− β2d2i .
}
(27)
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Proof. Taking i = j = i0 in (26), the inequality (27) is quickly de-
rived.
If G  Kn the parameter β at Theorems 14 and 20 can be chosen as
β = 1
2m
(see [16]). In the other cases, for any graph G the parameter β can
be chosen as an entry of the following 3-tuple:(
1−ρn
2m
1−ρ2
2m
b
)
,
where b = 1
2m
(
1 + χ(G)
m
)
. Using these facts we obtain the following lower
bounds for sL (G) (= sR (G)) .
Corollary 21. Let G  Kn be a connected (n,m)-graph. Then
sL (G) = sR (G) ≥ 2
n
√
2nR−1 − n− 1
Proof. Set t = 2nR−1 − n− 1. Firstly we will proof that t ≥ 0. Note that
t ≥ 0 ⇐⇒ 2nR−1 ≥ n+ 1
⇐⇒ R−1 ≥ n+ 1
2n
=
1
2
+
1
2n
,
which is true since
R−1 ≥ n
2∆
and
n
2∆
≥ 1
2
+
1
2n
as
n
∆
≥ 1 + 1
n
⇔ ∆ ≤ n− 1.
At this point, the proof is obtained in a straightforward way replacing β = 1
2m
in the lower bound given at Theorem 14.
Corollary 22. Let G  Kn be a connected (n,m)-graph with maximum ver-
tex degree ∆. Then
sL (G) = sR (G) ≥ 2
n
√
n2
∆
− n− 1.
Moreover, if G is k-regular
sL (G) = sR (G) ≥ 2
n
√
n2
k
− n− 1. (28)
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Proof. By the inequality
n
∆
≥ 1 + 1
n
it follows that the quantity under the first above square root is positive. At
this point the proof is obtained in a straightforward way by replacing β = 1
2m
in the lower bound given in Corollary 15.
Corollary 23. Let G  Kn be a connected (n,m)-graph with sequence of
degrees d1, d2, . . . , dn. Then
sL (G)
2 = sR (G)
2 ≥ 4 max
i
{
Γ (i)
di
− di
2m
−
(
di
2m
)2}
.
Moreover, if G is k-regular we re-obtain (28) as lower bound.
Proof. The proof is obtained in a straightforward way by replacing β = 1
2m
in the lower bound presented at Theorem 20 in (27). If G is k-regular, from
Definition 18 one can check that Γ(i)
di
= 1
k
, ∀i.
Corollary 24. Let G be a connected (n,m)-graph. Then
sL (G) = sR (G) ≥ 2
n
√
2nR−1 +
(
χ(G)
m
)2
(n− 1)− 2χ(G)
m
− n− 1.
Proof. The proof is obtained in a straightforward way by replacing β =
1
2m
(
χ(G)
m
+ 1
)
in the lower bound given in Theorem 14.
Corollary 25. Let G be a connected (n,m)-graph with maximum vertex de-
gree ∆. Then
sL (G) = sR (G) ≥ 2
n
√
n2
∆
+
(
χ(G)
m
)2
(n− 1)− 2χ(G)
m
− n− 1.
Moreover, if G is k-regular the lower bound for sR (G) coincides with the
lower bound given in Theorem 6.
Proof. The proof is obtained in a straightforward way by replacing β =
1
2m
(
χ(G)
m
+ 1
)
in the lower bound given in Theorem 15. For a k-regular graph
we replace ∆ by k and we take into account the equality in (2) and m = nk
2
,
thus the result holds.
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Corollary 26. Let G be a connected (n,m)-graph with sequence of degrees
d1, d2, . . . , dn. Then
sL (G)
2 = sR (G)
2 ≥ 4 max
i
{
1
di
Γ (i)− di
2m
(
1−
(
χ(G)
m
)2)
− ( di
2m
)2 (χ(G)
m
+ 1
)2
.
}
Moreover, if G is k-regular
sL (G) = sR (G) ≥ 2
√
1
k
− 1
n
(
1− 1
k2
)
− 1
n2
(
1 +
1
k
)2
. (29)
Proof. The proof is obtained in a straightforward way by replacing β =
1
2m
(
χ(G)
m
+ 1
)
in the lower bound given in Theorem 20. The lower bound in
(29) and the lower bound in Theorem 6 coincide.
3. New Lower Bounds
In this section, using some known numerical inequalities, lower bounds for
the Randic´ spread of a graph with a prescribed degree sequence are presented.
Some conclusions for a k-regular graph are obtained.
We start recalling the following numerical inequality, [33].
Lemma 27. [33] Let a = (a1, . . . , an) and b = (b1, . . . , bn) be two positive
n-vectors with 0 < m1 ≤ ai ≤ M1 and 0 < m2 ≤ bi ≤ M2, i ∈ {1, . . . , n},
and constants m1,m2,M1,M2. The following inequality holds∑n
i=1 a
2
i∑n
i=1 aibi
−
∑n
i=1 aibi∑n
i=1 b
2
i
≤
((
M1
m2
) 1
2
−
(
m1
M2
) 1
2
)2
. (30)
Remark 28. Note that, by the Cauchy-Swartz inequality the expression in
the left hand side of the inequality (30) is nonnegative.
We introduce now more specific notation. For a square matrix H, tr (H)
stands for the trace of H. The sum
n∑
i1=1
n∑
i2=1
. . .
n∑
is=1
f (i1, i2, . . . , is) is simply
denoted by
n∑
i1,i2,...is=1
f (i1, i2, . . . , is) .
The next Lemma, jointly with the previous one, will be used to established
a lower bound for the Randic´ spread of a graph with a prescribed degree
sequence.
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Lemma 29. Let γ1 ≥ γ2 ≥ · · · ≥ γn−1 ≥ γn = 0 be the normalized Lapla-
cian eigenvalues of a graph G. Let A = (aij) be the adjacency matrix of G
whose degrees sequence is d1, d2, . . . , dn. Then,
1.
n−1∑
i=1
γ2i = n+ 2R−1;
2.
n−1∑
i=1
γ4i =
n+6
n∑
i1,i2=1
ai1i2ai2i1
di1di2
−4
n∑
i1,i2,i3=1
ai1i2ai2i3ai3i1
di1di2di3
+
n∑
i1,i2,i3,i4=1
ai1i2ai2i3ai3i4ai4i1
di1di2di3di4
.
Proof. The equality in 1. is obtained from the Frobenius matrix norm com-
putation of L (G). For the second equality note that ∑n−1
i=1
γ4i = tr
(L (G)4) .
Since
L (G)4 = I − 4R + 6R2 − 4R3 +R4,
where R = D−1/2AD−1/2 is the Randic´ matrix of G, hence
tr
(L (G)4) = tr (I)− 4tr (R) + 6tr (R2)− 4tr (R3)+ tr (R4) .
For s ∈ N, the following equality is obtained.
tr (Rs) = tr
((
D−1A
)s)
=
n∑
i1,i2,...is=1
ai1i2ai2i3 . . . aisi1
di1di2 . . . dis
.
Therefore,
tr(L(G)4)=n+6
n∑
i1,i2=1
ai1i2
ai2i1
di1
di2
−4
n∑
i1,i2,i3=1
ai1i2
ai2i3
ai3i1
di1
di2
di3
+
n∑
i1,i2,i3,i4=1
ai1i2
ai2i3
ai3i4
ai4i1
di1
di2
di3
di4
.
Thus, the equality at item 2. holds.
As a consequence of the previous two lemmas we have the next result.
Theorem 30. Let γ1 ≥ γ2 ≥ · · · ≥ γn−1 ≥ γn = 0 be the normalized
Laplacian eigenvalues of a graph G. Let A = (aij) be the adjacency matrix of
G whose degrees sequence is d1, d2, . . . , dn. Then
sL (G) = sR (G) ≥
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
n+6
n∑
i1,i2=1
ai1i2
ai2i1
di1
di2
−4
n∑
i1,i2,i3=1
ai1i2
ai2i3
ai3i1
di1
di2
di3
+
n∑
i1,i2,i3,i4=1
ai1i2
ai2i3
ai3i4
ai4i1
di1
di2
di3
di4
.
n+2R−1 −
n+2R−1
n−1

1
2
.
Proof. In this proof Lemma 27 is used replacing ai = γ
2
i and bi = 1, for
i = 1, . . . , n− 1. Note that,
γ2n−1 ≤ γ2i ≤ γ21 (i = 1, . . . , n− 1) .
Moreover, m1 = γ
2
n−1, M1 = γ
2
1 , and m2 = 1 = M2. Replacing in the
inequality (30) we obtain
n−1∑
i=1
γ4i
n−1∑
i=1
γ2i
−
n−1∑
i=1
γ2i
n− 1 ≤
((
γ21
) 1
2 − (γ2n−1) 12)2 .
Using identities 1. and 2. in Lemma 29 the result follows.
Applying Theorem 30, for a k-regular graph G we obtain the following
corollary.
Corollary 31. Let γ1 ≥ γ2 ≥ · · · ≥ γn−1 ≥ γn = 0 be the Laplacian eigen-
values of a k regular graph G. Let A = (aij) be the adjacency matrix of G.
Then
sL (G) = sR (G) ≥
(
nk + (1/k3) tr (6k2A2 − 4kA3 + A4)
n (k + 1)
− n (k + 1)
k (n− 1)
) 1
2
. (31)
Using (8) and (31) we obtain the following lower bound for the Laplacian
spread.
Corollary 32. Let G be a k-regular graph (k ≥ 2) with n ≥ 3 ve´rtices. Then
sL (G) ≥
(
nk3 + (1/k) tr (6k2A2 − 4kA3 + A4)
n (k + 1)
− nk
2 (k + 1)
k (n− 1)
) 1
2
.
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Finally, for a connected, k-regular graph G, we compare the lower bound
given in Theorem 6 with its counterparts of the Corollary 22.
Proposition 33. Let G  Kn be a connected k-regular graph. Then the
lower bound given in Theorem 6 is an improvement of the lower bound given
in Corollary 22 if and only if
n ≥ 2k + 1.
Proof. This proof is based on the equivalence
2
nk
√
n+ nk (n− k)− (k + 1)2 ≥ 2
n
√
n2
k
− n− 1 = 2
nk
√
n2k − nk2 − k2,
if and only if
n ≥ 2k + 1.
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