We propose a novel diffusion tensor imaging (DTI) [12, 14] .
Introduction
Diffusion tensor imaging (DTI) is capable of noninvasively measuring water diffusion in vivo. While DTI has been widely employed to delineate potential white matter abnormality in different neurological diseases, registration of diffusion tensor images across different subjects is a critical prerequisite for detailed statistical analysis on voxelby-voxel basis. However, spatial normalization of diffusion tensor images is challenging both technically and computationally given that tensor data representation is high dimensional in nature, and it is required that the tensors not only be spatially warped, but also be reoriented to appropriately reflect the anisotropic diffusivity.
To quantify diffusion tensor abnormalities based on voxel-based statistical analysis, spatial normalization is necessary in order to minimize the anatomical variability between studied brain structures. Conventional methods generally extract tensor scalar features from each tensor individually, and by constructing scalar maps, regional integration and other operations such as edge detection can be performed to extract final features for correspondence matching. As an example, Yang et al. [12] capitalize on tensor structural geometry and orientation information for registration guidance. Specifically, geometric measures, describing the diffusion tensor geometrical resemblance to the generic structures of prolateness, oblateness, and sphericity [12] , are computed for each voxel. The distributions of the measures in a spherical neighborhood of each voxel are then estimated using local histograms. These local histograms, together with boundary information extracted from the fractional anisotropy (FA) and apparent diffusion coefficient (ADC) maps are finally fed into a deformable correspondence matching mechanism [9] to align the images.
There are, however, two major limitations with these approaches. First, the computed regional features might not reflect the actual regional tensor distributions. Second, by the same token, gradient maps calculated from the tensorderived scalar feature maps might not represent the actual tissue tensor boundaries. While it is possible to use the results of structural image registration to establish correspondence matching as required in the registration process, it is natural to expect that the inclusion of additional information within the diffusion tensor will lead to more accurate matching and hence more robust registration, particularly in white matter regions where the microstructural variation is not observable in previous methods. In view of this, new approaches are proposed to work directly on the tensors. However, methods involving single voxel correspondence matching can be susceptible to the effect of noise and also spurious variation in anatomical structures. A more robust approach is to leverage information gathered from the voxel neighborhood to help estimate better voxel statistics, so as to make correspondence matching less affected by noise.
In this paper, we propose a novel diffusion tensor image registration algorithm, called Tensor Image Morphing for Elastic Registration (TIMER). Instead of working with the tensors in a voxel-wise fashion, we estimate the statistical properties, such as mean and variance, at a particular voxel location by taking into consideration the information furnished by the voxel neighborhood. Notably, these regional information are obtained directly from the tensors and not their scalar maps. Scalar maps do not retain full tensor information as some information is discarded in the process of their computation, and hence they do not reflect true tensor stuctures. As a simple example, a homogeneous region on a FA map might contain tensors of radically different orientations and there is no way to tell the difference by solely gauging from the FA map, simply because the FA map does not hold orientation information. Computing regional distribution directly using the tensors take all these information into account and yields a more precise estimation of the statistical property at a particular voxel location. However, measures derived from tensor regional distributions in a single resolution are very limited in its discrimnating power as in reality anatomical details often appear in different scales. This problem can be overcome by simply combining a set of regional features at multiple resolutions. Tensor regional information from each scale captures different spatial information and when combined forms a rich discriminative feature vector. It can be observed from Fig. 1 that regional information irrespective of the neighborhood size is not adequate for differentiating different anatomical structures, but by simply combining regional information gained from three different resolutions, we can sufficiently achieve differentiation.
It is worth noting that features captured from regional distribution information are coarse features, thus the use of these features might not yield accurate correspondence detection. To ensure accurate alignment of the tissue boundaries, local features such as SIFT [7] and RIFT [6] can be incorporated to aid the registration. To this end, we extend Canny edge detector to work directly on the diffusion tensors. The Canny edge detector outputs a point-wise boundary map, with zero as non-boundary and other non-zero values indicating tensor boundary strength. Computed at a coarse scale, boundaries of major white matter tracts can be located and employed to yield an initial estimation of the alignment, and at the same time mitigate the matching ambiguity posed by the more detailed white matter tracts at a finer scale. More boundaries are included in a concerted effort to refine the initial alignment at later stages of the registration. Edge information, together with the abovementioned, regional information is employed to form an attribute vector for each voxel, which serves as morphological signatures to reflect the anatomical context of each voxel at multiple scales. These attribute vectors are utilized to assist an automated correspondence detection which is formulated in a hierarchical and spatially deformable fashion [9] . TIMER is essentially a feature-based registration algorithm which utilizes anatomical knowledge in determining point correspondences. During the initial stage of the registration, a small number of the most representative voxels are selected to guide the registration. This essentially mitigates the problem of local minima, which often happens when voxels with less discriminative attribute vectors are employed, resulting in ambiguity during correspondence matching. As the registration progresses, more and more voxels are included so that they can work in a concerted manner to refine the registration. The tensors are finally reoriented using the method proposed in [10] .
Tensor Image Morphing for Elastic Registration (TIMER)

Attribute Vectors
In medical imaging, it is important to build deformable anatomical models that take into account the underlying anatomy, and not simply the similarity of image intensities. To this end, an attribute vector is attached to each voxel, reflecting its underlying anatomical structure in a local scale and also its relationship to more distant voxels in a global scale. A rich enough attribute vector can potentially differentiate different parts of the anatomy that would otherwise look similar. In this paper, building upon the ideas in [9] , we formulate a deformable registration scheme which aims to minimize the effect of local minima, which is a critical problem since brain anatomy is inherently high dimensional, complex and ambiguous. The energy function being optimized is successively approximated using a sequence of lower dimensional smooth energy functions. This is accomplished in a hierarchical fashion in which initially only a small set of the voxels with highly distinctive attribute vectors are used to drive the volumetric deformation, which is equivalent to an approximate optimization of the energy function. In the later stages, the number of voxels is gradually increased to optimize the energy function more accurately in a higher dimensionality. The driving voxels and hence their attribute vectors are selected hierarchically according to how uniquely they stand out among other attribute vectors in the image, hence reducing ambiguity and local minima. To make the feature vector more discriminative, the above attribute vector is computed at multiple scale so that different anatomical structures are accounted for. Figure 2 illustrates how multiscale features are extracted from the image. Instead of varying the neighborhood size, the image is progressively downsampled and multiscale features are extracted from the fine, middle and coarse resolution images using a fixed neighborhood radius. The attibute vector in TIMER is designed to comprise of three different types of features: 1) Regional features (means and variances), 2) Edge features (tensor edges and FA map edges), and 3) Geometrical features (FA values and Principal Diffusivities). A number of other features can be used in place of these features. For regional features, possible candidates include fiber-tract organization measures [2] , higher order moments [8] , and also other inter-tensor measures [1] . For local boundary features, SIFT [7] and RIFT [6] are possible choices. And for tensor geometrical features, prolateness, oblateness, and sphericity measures [12] and orientation features [12] can be employed. However, we find that the current choices of features used in TIMER are sufficiently distinctive to give good registration accuracy. These multiscale features are grouped into an attribute vector for each voxel, i.e.:
where the subscripts denote the resolution (F:fine, M:middle, C:coarse) from which the features are derived. The similarity of two attribute vectors a(x 1 ) and a(x 2 ), after normalizing each of these attributes to be within the range of [0, 1], is defined as:
at scale s ∈ F, M, C, respectively. Fig. 3 shows that the attribute vectors are rich enough to warrant the differentiation of different anatomical structures and hence can be utilized to assist correspondence matching in the course of registration. More detailed descriptions of the features used in TIMER is furnished in the following sections.
Regional Statistical Features
For each point in the diffusion tensor image, multi-scale regional tensor distribution information can be extracted from its multi-scale neighborhoods. Specifically, for a given tensor D(x), we can extract the regional tensor distribution information from its neighborhood {D(t)|t ∈ N (x)}, where N (x) is the set of coordinates of voxels in the neighborhood of x. By varying the size of neighborhood N (x) or scaling the image, we can obtain a rich set of multi-scale regional tensor distribution information, which can be used to extract tensor information at different scales and hence drive the registration hierarchically. For effective estimation of tensor distribution information, we first use logarithm to transform the original tensor to its log-space counterpart, i.e., log(D(x)), and then utilize some conventional techniques to estimate the tensor distribution information. In TIMER, we have used two commonly used statistical measures -mean and variance. But it is not necessary to stop at the means and variances. From these means and variances, we can always further derive some other features. For example, we can first utilize the mean to measure the distribution of tensors at neighborhoods of multiple scales in the log-space. A matrix exponential operation can then be performed to transform the mean M(x) back to the original tensor space, obtaining M(x), and from this tensor we can compute a series of geometric features, which can include FA, ADC, and also prolateness, oblateness, and sphericity measures as suggested in [12] . The variance V(x) can be dealt with in a similar way.
Regional Mean:
Utilizing Log-Euclidean metrics, we can define the regional mean in a neighborhood N (x) of voxel x as:
where |N (x)| is the cardinality of set N (x). From the mean, we can compute the principal diffusivities, i.e., the eigenvalues, as:
where λ ( M) k (x) represents the k-th largest eigenvalue of matrix M(x).
Regional Variance:
Similarly, we can define the regional variance as:
and the principal varibilities as:
These eigenvalues are further scaled according to the following equation to yield their mean normalized values:
We have used M 2 instead of M to match the dynamic range of V.
Boundary Features
Edge information extracted from tissue boundaries is crucial for facilitating tensor image registration especially when boundary accuracy is concerned. In TIMER, edge information from both tensors and FA map are incorporated.
Edge Detection on Tensors:
To better extract tissue boundaries, we propose to extend Canny edge detector to cater for diffusion tensor images. Canny edge detector is regarded as one of the best edge detectors developed in the field. It can be used to extract maximal image gradient boundaries, and is robust to noise due to the employment of Gaussian filter to smooth out noise prior to edge detection. For fast edge detection, 3D Gaussian-based image filtering is implemented using three subsequent steps of one-dimensional (1D) Gaussian filtering along the anterior-posterior, superior-inferior and leftright directions, which is then followed by gradient maps computation. Using these steps, edge detection can be accomplished rapidly and robustly. Note that in TIMER, direct tensor edge detection is performed in the logarithmic space. For each voxel in the volume, a gradient H Tensor (x) can be computed, and from which, after non-maximum suppression, a final edge magnitude H Tensor (x) can be obtained. 
Edge Detection on FA Map:
Fractional anisotropy is an important measure of the degree of anisotropy. By performing edge detection on the FA map, one can detect edges formed by highly anisotropic constituents of the brain against those which are less anisotropic. In TIMER, the edge information furnished by the FA map delineates the white matter. Edges from tensors and edges from FA map are complementary to each other and, by using both, potentially all major kinds of tissue boundaries, that is, those formed between white matter (WM), gray matter (GM) and cerebro-spinal fluid (CSF), can be detected and aligned in the registration. We denote the edge magnitude returned by the FA map detection at point x as H FA (x).
Experimental Results
A number of experiments were designed to evaluate the accuracy of TIMER. Whenever appropriate, results obtained using DTI registration algorithms proposed by Yang et al. [12] and Zhang et al. [14] will be included for comparison, and they are referred to as YANG and ZHANG 1 respectively in rest of the paper.
Dataset
The dataset consists of diffusion tensor images of 22 subjects, acquired using a 1.5T scanner. Each of the dataset consisted of 30 gradient directions with the diffusion weighting of b = 700 s/mm 2 (NEX = 2). The imaging dimension was 256 × 256 with a rectangular field of view (FOV) of 240 × 240 and image resolution of 0.9375mm × 0.9375mm×2.5mm. All of the diffusion tensor data, as well as the derived scalar maps, were skull-stripped to extract the brain parenchyma before they were used in the experiments.
Real Subjects
One subject was selected from the dataset and taken as the template. 21 subjects were then registered onto this template. By averaging all the registered images, we could visually inspect the accuracy of the registration. The result is shown in Fig. 4 . It can be observed that for the FA map based affine registered images, their average image, shown in Fig. 4(b) , is fuzzy especially in areas near the cortical surface. In comparison, after registration with TIMER, the average image, Fig. 4(c) , shows much improved sharpness. Jones et al. [5] defines the normalized standard deviation of tensors as: where || · || F is the Frobenius norm, andD the tensor mean, computed by element-wise averaging, of the same voxel location from a set of N diffusion tensor images and D k is the tensor from the kth image. The results for a few slices of the images registered with TIMER and also affine registration are shown in Fig. 5 . The images yielded by TIMER are generally darker and is hence indicative of less registration variability. To further quantify the accuracy of the registration, a normalized scalar product of the FA map of each individual registered image with that of the template can be taken. Given the FA maps of the template, I(x), and the subject, J(x), the normalized scalar is defined as:
where u(x) is the subject-to-template deformation field and V denotes the image volume. The average values over all registered images yielded by TIMER, YANG, ZHANG and affine registration are 0.9126, 0.9094 (p = 4.92 × 10 −4 ) 2 , 0.8894 (p = 3.54×10 −14 ), and 0.8293 (p = 1.59×10 −21 ), respectively. For real images, the main problem lies in the fact that one-to-one correspondences between anatomical structures of two images do not always exist. The relatively high value yielded by TIMER is indicative of its ability to cope with situations as such.
Simulated Deformation Fields
To further evaluate the accuracy of TIMER, we generated 20 simulated deformation fields using the statistical model of deformation (SMD) proposed by Xue et al. Figure 5 . Normalized standard deviation. Starting from the left, the odd and even images are those generated using TIMER and affine registration respectively. [11] . One human brain was utilized as the template and the 20 simulated deformation fields, which also served as the ground truths, were applied to the template, resulting in 20 simulated human brains. These 20 simulated brains were then registered back onto the template using TIMER and the deformation fields estimated by the registration were compared with the ground truths. The accuracy of the estimated deformation fields were evaluated by the average differencē m d and the standard deviation (SD) σ d of the two deformation fields, i.e. :
where ||·|| is the Euclidean distance, |V| the number of voxels in the image volume V, and u g (x), u e (x) the templateto-subject deformation vectors at location x of the ground truth deformation field and the estimated deformation field, respectively. The average error for the 20 simulated brains is 0.83mm, which indicates that TIMER is accurate to a subvoxel level. A summary of the results for the whole brain in comparison with YANG and ZHANG is shown in Table 1 . In fact, as can be seen from the table, two sets of results of are included, one (SET I) for the previously mentioned 20 simulated images and the other (SET II) for 20 more images simulated in the same manner but with more complex local deformations. The deformation fields for SET I are more regular and generally have smaller displacement magnitudes, whereas those of SET II are more complex and have larger magnitudes, generated using a larger variance in SMD [11] . For SET I, the accuracy yielded by TIMER is closely followed by that of ZHANG and is better than YANG by a larger margin. But for SET II, the improvement brought by TIMER is clearly quite significant. For all cases, TIMER is also more consistent as indicated by the smaller standard deviation values. Also shown in Table 1 
Fiber Tracking
Local diffusion patterns characterized by the restricted motion of cellular fluid within brain white matter gives an estimation of the orientation of the underlying fibers. The potential of DTI, capitalizing on this fact to reveal white matter integrity, disruption and pathology, makes it the preferred modality for studying white matter diseases. Accurate DTI registration is essential to establish intersubject homology for further statistical inference. Using a tractography method know as Fiber Assignment by Continuous Tracking (FACT) [4] , fiber bundles passing through some regions of interest (ROIs) were tracked, extracted, and compared for quantifying how well TIMER performs in these specific ROIs. We present here two sets of results. For SET I, two ROIs were selected so that two fiber bundles, one residing in the genu and the other in the splenium of the corpus callosum (CC), could be extracted for comparison. For SET II, we evaluated TIMER in a more difficult situation where a fiber bundle near the cortical surface was considered. Registration of near cortical surface regions is often the Achilles' heel of many registration algorithms. All the fiber bundles are shown in Fig 6. The similarity of two fiber bundles was then measured in a similar way to that used in [14] . The similarity measure is defined as: Figure 6 . Fiber bundles extracted for comparison. The fiber bundles shown in yellow and green reside in the genu and the splenium of the corpus callosum, respectively. In red is a fiber bundle near the cortical surface. where d(F i , G j ) is a pairwise distance between fibers F i ∈ F and G i ∈ G, which in our case, is defined as the mean of the closest distance for every point of two fibers [3] . When two fiber bundles are perfectly aligned, the value returned is zero. This measure approximately establishes anatomic correspondences between points along fibers of different subjects. A summary of the results of all fiber bundles, with those of YANG and ZHANG included, is shown in Table 2 . Due to the inherent nature of fiber tracking, accurate registration of the fiber bundles are not only determined by the correct estimation of the deformation field, as was examined in the previous experiment, but also by the correct reorientation of tensors. TIMER incorporates a tensor reorientation scheme which attempts to estimate the underlying fiber orientation by considering an appropriate small neighorbood around each voxel [10] , and is hence less vulnerable to noise. This is attested by the results yielded by TIMER in comparison with YANG (p = 4.57 × 10 −6 ) and ZHANG (p = 2.68 × 10 −8 ), where fiber bundles extracted with TIMER are consistently closer to the ground truths.
Conclusion
In conclusion, Tensor Image Morphing for Elastic Registration or TIMER is proposed as a relatively accurate diffusion tensor registration algorithm in this paper. The main novelty of TIMER lies in its direct extraction of regional and edge information from the tensors to guide the registration in a hierarchical fashion. Although TIMER performs reasonably well in all experiments performed, we feel that there is still room for improvement. One possible direction is to employ an example based learning method to learn separate sets of appropriate features for registration guidance of different brain regions. Research in this direction can be conducted with the hope of a more refined DTI registration algorithm.
