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Abstract
The North-East model is a combinatorial model arising from statistical physics in which counters
are placed at or removed from lattice points in a quadrant, according to certain rules, while bounding
the total number of occupied sites. We show that any site may be reached with a number of counters
linear in the distance of the site from the origin. We also show that in contrast with the one-
dimensional East model, a linear number of counters is necessary. We extend the North-East model
to n dimensions with corresponding linear upper and lower bounds. In two dimensions, a polynomial
number of steps are sufficient to achieve the linear upper bound.
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1. Introduction
The North-East Model is a set of rules concerning counters placed on the lattice points
in the upper-right quadrant of the plane (“the board”):
(1) At time 0 the board consists of counters placed at all lattice points with x or y
coordinates 0.
(2) A move consists of adding or removing a counter at a lattice point where both the
lattice point immediately to the left and the lattice point immediately below are
occupied.
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the upper-right quadrant is bounded by n.
The North-East model is an example of a variety of models called facilitated kinetic
Ising spin models used by physicists to simulate the structure of super-cooled liquids and
glasses. In general, sites are represented as nodes of a graph instead of as lattice points, and
state changes at the sites are allowed when the neighboring nodes are in certain prescribed
configurations. The original models were symmetric, requiring only a certain number of
the adjacent vertices to be occupied [3,4]. Asymmetric rules, such as the North-East model,
were introduced in [6] which concerned the differences the asymmetry introduced into
various physical quantities, which are further discussed in [5].
Aldous and Diaconis [1] and Chung, Diaconis and Graham [2] proved several properties
of the one-dimensional East model systems with the use of combinatorial techniques. The
main results in [1] concern relaxation times, and in [2] upper and lower bounds on the
entropy, the total number of configurations, of the system. This paper is concerned with
the following two combinatorial questions in any number of dimensions:
(1) Given n counters, what is the set of sites which may at some time be occupied?
(2) What is the minimum time at which a certain site may be so occupied?
We define the following functions. Let R(x, y) be the minimum n such that a state with
position (x, y) may be occupied at some time using at most n counters. Let T (x, y,n) by
the minimum time at which (x, y) may be occupied using only n counters.
The results of this paper are upper and lower bounds on these functions. Tight bounds
on R(x,1), the one-dimensional case, were given already in [2].
2. Basic results
We first note that the functions R and T are monotonic. This fact is necessary for several
of our results.
Lemma 1. If x1  x2 and y1  y2 then R(x1, y1)  R(x2, y2) and T (x1, y1, n) 
T (x2, y2, n).
Proof. Construct a path from (x1, y1) to (x2, y2) of edge-wise connected lattice points that
is increasing in both x and y . Proceeding along this path from (x1, y1) to (x2, y2) we note
that each lattice point may have a counter on it only if at some previous time there was a
counter on the site immediately preceding it in the path. Thus if with R(x2, y2) counters
one can get a counter to (x2, y2) at time T , then at some prior time, there must have been
a counter on (x1, y1) implying the desired result. 
An important special case of the North-East model is the East model, studied in [2]. We
reproduce a result of theirs with a different proof, utilizing our Lemma 1.
Lemma 2. R(x,1) log2 x + 1.
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proceed by induction:
Sublemma. R(2x + 1,1)R(x,1) + 1.
Proof. To place a counter at 2x + 1, proceed as in a construction for R(x,1). When there
is a counter at (x,1), place a counter at (x + 1,1), then invert the procedure for R(x,1) to
remove every counter but that counter from the board. Then proceed as in the construction
for R(x,1) but shifted by (x + 1,0) so that the nth counter acts as the counter (0,1). In
this manner (2x + 1,1) can be reached. 
Thus since R(1,1) = 1 = log2(1) + 1, by induction R(2n − 1,1)  n. By Lemma 1,
∀x < 2n − 1, R(x,1) n implying the lemma. 
Equality, R(x,1) = log2 x + 1 is proven in [2]. Thus the function R(x,1) = R(1, x)
grows logarithmically. We next compute the time taken in the above procedure.
Lemma 3. T (x,1, log2 x + 1) = O(xc) 3(xc) where c = log2 3.
This is clear from Lemma 1 since at each stage of the induction in the proof of Lemma 2,
x is doubled using three iterations of the smaller procedure.
Thus the procedure of Lemma 2 takes polynomial time, and since T (x, y,n) is a
decreasing function of n, T (x,1, n) is polynomial in x . This is hardly surprising, but will
change significantly when x and y are both large—heuristically, when we are working
substantially in two instead of one dimensions.
3. Two-dimensional upper bounds
We take our first step into two dimensions with the following theorem, showing that R
is a sublinear function of x and y .
We first note that any legal sequence of positions remains legal if its order is reversed.
This fact allows us to build complicated recursive procedures, typically by using a smaller
procedure to get a counter to a certain site, and then using its time reversal to remove it
when it is no longer necessary.
Theorem 1. R(x, y1 + y2)R(x, y1) + R(x, y2).
Proof. By Lemma 1, during the construction of R(x, y1) every point from (1, y1) to (x, y1)
is occupied. Since the construction is reversible, when needed we can place a counter at
any point on that line using only these R(x, y1) counters.
To put a counter on (x, y1 + y2) we carry out the construction of R(x, y2) shifted by
(0, y1) with the provision that any time a counter is required somewhere between (1, y1)
to (x, y1) in order to place a counter at y-coordinate y1 + 1, we place one there using the
R(x, y1) other counters as described above. 
P. Valiant / Advances in Applied Mathematics 33 (2004) 40–50 43Since each step in the R(x, y2) procedure requires at most one execution (in forward or
reverse) of the R(x, y1) procedure, we have the following corollary.
Corollary. T [x, y1 + y2,R(x, y1) + R(x, y2)] T [x, y1,R(x, y1)] × T [x, y2,R(x, y2)].
Applying the previous corollary iteratively, we have our first general bound on R(x, y).
Corollary. R(x, y) yR(x,1) y(log2 x+1) and T [x, y, y(log2 n+1)] = O(xcy) where
c = log2 3.
These results will be superceded by Theorem 2 and its applications. However, they
provide interesting insight into global properties of the R and T functions. The next
theorem provides the basis for all our remaining upper bounds on the North-East model.
Theorem 2. R(x, y1 + y2)max([maxx1x R(x1, y1) + x + 1 − x1], x + R(x, y2)).
For the purposes of this theorem, y can be partitioned in any manner into y1 + y2. The
proof is essentially a recursive construction to get a counter to (x, y) given procedures
to get a counter to (x1, y1) and (x, y2) for any x1. For notational convenience we define
C(x, y1 + y2, y1) as
C(x, y1 + y2, y1) ≡ max
([
max
x1x
R(x1, y1) + x + 1 − x1
]
, x + R(x, y2)
)
.
We provide a construction to place a stone at (x, y1 +y2) using C(x, y1 +y2, y1) counters.
The construction is divided into two stages—the first stage fills the lattice points from
(1, y1) to (x, y1) with counters and removes everything else from the board. The second
stage uses a construction for R(x, y2) shifted by (0, y1) utilizing the counters from (1, y1)
to (x, y1) as a surrogate x-axis. The second stage clearly uses x + R(x, y2) total counters.
The first stage starts by using a construction for R(x1, y1) where x1 = x then uses an
extra counter which remains at (x1, y1) while the remaining counters are removed from the
board by applying the procedure in reverse.
This process is repeated by decrementing x1 down to 1 thus filling all the lattice points
from (1, y1) to (x, y1). During each step, R(x1, y1) + 1 counters are used with x − x1
other counters already fixed on the board. Thus the most counters on the board during this
stage is
max
x1x
R(x1, y1) + x + 1 − x1,
and the theorem follows.
We modify the above procedure to be recursive by replacing the counter-optimalR(x, y)
procedures with the almost optimal C(x, y, y1) procedures. We thus define
C(x, y1 + y2, y1) ≡ max
([
max C(x1, y1) + x + 1 − x1
]
, x + C(x, y2)
)
x1x
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C(x, y) ≡ min
{[
min
y1
C(x, y, y1)
]
,
[
min
y1
C(y, x, y1)
]}
.
By the argument of Theorem 2, as long as the base cases for the above recursion satisfy
R(x, y) C(x, y) then for all x, y we have R(x, y)C(x, y).
When either of the coordinates is 1 we use as our base case the optimal procedure of
Lemmas 2 and 3.
The C series of procedures is the best general method we know. These near-optimal
procedures, however, take exponential time. For notational convenience we let
T (x, y) ≡ T [x, y,C(x, y)] T [x, y,C(x, y, y1)
]
.
Corollary. T [x, y,C(x, y, y1)] 3x+y , and thus T (x, y) 3x+y .
Proof. We proceed by induction on x and y . The base case of x = y = 1 is trivial.
Note that to apply a construction for C(x, y), leave a counter at (x, y), and remove all
the other counters requires at most 2T (x, y) − 1 steps since leaving a counter entails only
failing to remove it during the reversed process. Thus the method outlined in Theorem 2
takes time
T (x, y2) +
x∑
x1=1
2 × T (x1, y1) − 1.
Thus by the induction hypothesis, the number of steps used in the method outlined in
Theorem 2 is at most
3x+y2 +
x∑
x1=1
2 × 3x1+y1 = 3x+y2 + 3x+y1+1 − 3y1+1  1
3
3x+y1+y2 + 1
3
3x+y1+y2 − 0
 3x+y1+y2
when y2  2. When y2 = 1 we can replace the bound T (x, y2,C(x, y2)) 3x+1 with the
more accurate bound provided by Lemma 3 to yield time at most
T
(
x,1,R(x,1)
)+
x∑
x1=1
2 × 3x1+y1 = 3(xc)+ 3x+y1+1 − 3y1+1
= 3(xc)− 3y1+y2 + 3x+y1+y2  3x+y1+y2
since 3(xc) = 31+log3 x/ log3 2 = 31+log2 x  3x  3y = 3y1+y2 , as desired. 
The following special case of Theorem 2 is already powerful enough to provide a linear
bound on R(x, x).
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Proof. Let y2 = 1, with y = y1 + y2. We proceed by induction on x and y . The base case
x = y = 1 is clear.
By the induction hypothesis, for any x1  x , C(x1, y1) + x + 1 − x1  x1 + y1 + x +
1 − x1 = x + y1 + 1 = x + y . Also x + C(x, y2) = x + R(x,1) 2x (by Lemma 2). Thus
C(x, y)max
([
max
x1x
C(x1, y1) + x + 1 − x1
]
, x + C(x, y2)
)
max(x + y,2x) = x + y,
as desired. 
While the above procedure requires exponential time, we ask whether T (x, x,nx) may
be polynomial for some n > 2. We prove the following surprising fact.
Theorem 3. For x = 2n − 1, T (x, x,4x)= O(xc) where c = log2 7.
Proof. We proceed by induction on n. The base case x = n = 1 is trivial. We will
iteratively define a procedure for reaching (2n − 1,2n − 1) with at most 4 × 2n counters
in time 2nc. To reach (2n+1 − 1,2n+1 − 1) in time 2(n+1)c given a procedure for reaching
(2n − 1,2n − 1) in time 2nc proceed as follows:
(1) Use the procedure to reach (2n − 1,2n − 1) with the modification that the first time a
counter is placed at (2n − 1, y) or (y,2n − 1) we place a counter at (2n, y) or (y,2n).
This must work since the counters along the lines from (2n − 1,1) to (2n − 1, y) and
(1,2n − 1) to (y,2x − 1) are filled in order (see the proof of Lemma 1).
Time: 2nc + 2n+1, counters: 4 × 2n + 2 × 2n.
(2) Reverse the procedure used to reach (2n −1,2n−1), leaving the surrounding counters.
Apply the procedure shifted by (2n,0) using the “wall” generated in step (1) but
modified as above to produce a wall from (2n + 1,2n) to (2n+1 − 1,2n).
Time: 2 × 2nc + 2n, counters: 4 × 2n + 3 × 2n.
(3) Reverse the process and apply it again shifted by (0,2n), this time making a wall from
(2n,2n + 1) to (2n,2n+1 − 1).
Time: 2 × 2nc + 2n, counters: 4 × 2n + 4 × 2n.
(4) Reverse the procedure and apply it again shifted by (2n,2n) utilizing the walls
constructed in steps (2) and (3). There will now be a counter at (2n+1 − 1,2n+1 − 1).
Time: 2 × 2nc, counters: 4 × 2n + 4 × 2n.
The total time used is 7 × 2nc + 2n+2 = O(2(n+1)c), and the number of counters used is
4 × 2n+1, as desired. 
Note that T (x, x,3x) is also polynomial with exponent log2 9 by a slight modification
of the third step. It is natural to ask for what n is T (x, x,nx) polynomial in x .
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We have provided constructive proofs of several upper bounds on R(x, y) concluding
with a linear bound. The question remains whether we can substantially improve on these
bounds. We show for comparably sized x and y that one cannot.
We present a lower bound on R(x, y) which converges asymptotically to C(x, x) for
equal x and y . The proof is the same as for the n-dimensional case, so we introduce that
notation here.
Consider the n-dimensional model where the state of a counter at (x1, x2, . . . , xn) can
change if and only if there are counters at (x1, x2, . . . , xn) − ik for each k, where ik is
the unit vector in the kth direction. Initially, all the sites with a coordinate equal to 0 are
occupied by edge counters.
Let R(x) be the minimum number of counters needed to place a counter at x and let
T (x, c) be the minimum time such a procedure using at most c counters takes.
Theorem 4. If for all k xk > 1 then R(x) (n − 1)mink xk .
Proof. Given a procedure for sending a counter to position x using R(x) counters, consider
the procedure run in reverse—starting with a counter at x and ending with the board empty.
Note that the rules for adding and removing counters are not affected by time reversal.
Denote certain counters as active according to the following rules:
(1) Initially, only the counter at x is active.
(2) Counters remain active until they are removed.
(3) If an active counter at y is removed, all the counters at y − ik for each k become active.
Consider the configuration when the first edge counter becomes active. (As defined
above, an edge counter has at least one coordinate 0.) WLOG, the edge counter has its first
coordinate zero.
Sublemma. This is the only active edge counter.
Proof. Let y be the position of the counter removed to activate these edge counters. Clearly
the number of edge counters made active by the removal of a stone at position y equals
|{k: yk = 1}|. Suppose y was activated by a stone at position y ′. Clearly y ′k > 1 for all k
since its removal did not activate any edge counters. Thus since y and y ′ differ in exactly
one coordinate, |{k: yk = 1}| = 1 and the removal of y activated only one edge counter,
with that coordinate zero. 
Call the set of points with a certain first coordinate a plane. Thus the zeroth plane is
the only plane with an active edge counter. If an active counter is removed from a certain
plane, that plane will then have at least n − 1 active counters, and the number of active
(possibly edge) counters in that plane will never fall below n − 1 since the only way to
reduce the number of active counters in a plane is to remove an active counter from it.
P. Valiant / Advances in Applied Mathematics 33 (2004) 40–50 47Since there is an active counter in the zeroth plane then an active counter must have
been removed (at some time) from each of the x1 other planes. Thus each of these planes
has at least n− 1 counters in it, and none of these are edge counters. Thus there are at least
x1(n − 1) active non-edge counters on the board at this point, and R(x) (n − 1)mink xk
as desired. 
We also have the following corollary.
Corollary. Let x = {x1, x2, . . . , xn} with x1  x2  · · · xn > 1. Then
R(x)max
k
(k − 1)xk.
Proof. Apply Theorem 4 ignoring all but the first k dimensions, where k is the value that
maximizes the expression. 
5. Upper bounds for n dimensions
We now generalize the result R(x, y) x + y to n dimensions.
We first explicitly state a lemma that will clarify the procedure of Theorem 5.
Lemma 4. If R(x) = k then using at most k + 1 counters we can leave the board with only
a single counter at x.
Proof. Proceed as in a construction for R(x), then run the construction in reverse, with the
exception that the counter at x is never removed. 
Note that given R(x)+ 1 auxiliary counters we may use this procedure to add a counter
at x to any configuration of counters without otherwise changing that configuration.
We may now prove the following theorem.
Theorem 5. R(x)  [x1 + 2x2 + 3x3 + · · · + (n − 1)xn−1] + (n − 1)xn for n  2 and
R(x) x1 for n = 1.
Proof. We proceed by double induction on n and then on
∑
xk .
The base case for the induction on n is the case n = 1, where R(x1) x1 is trivially true
for all x1.
The base case for the induction on
∑
xk is x1 = x2 = · · · = xn = 1 which makes the
theorem trivially true for all n.
Now let n > 1,
∑
xk > n and assume by the induction hypotheses that the theorem is
true for all points in n dimensions whose coordinates have a lesser sum and for any point
in a lesser dimension.
We may also assume that xk > 1 for all k, otherwise by ordering the coordinates in
decreasing order (and thus decreasing the bound), the new xn will be 1, and we can apply
the theorem to the first n − 1 coordinates.
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an improved bound on R(x).
The construction is presented in pseudocode with the notation that Place(x) means place
a counter at x (provided this is allowed) and S(x) means follow the procedure outlined in
Lemma 4 to place a counter at x without changing the rest of the board, and using at most
R(x) + 1 counters (which can be done from any position):
For a = xn downto 1 do
For k = 1 to n − 1 do
S[(x1, x2, . . . , xn−1, a) − ik];
For a = 1 to xn do
Place(x1, x2, . . . , xn−1, a);
The last Place command places a counter at (x1, x2, . . . , xn). Furthermore, the procedure
is valid since the S command can be run at any time, and each Place command is executed
only after there are counters immediately beneath it in all directions. We need only verify
that the procedure uses the correct number of counters.
At the point in the procedure when S[(x1, x2, . . . , xn−1, a) − ik] is executed, there will
be (xn − a)(n − 1) + (k − 1) counters placed with the S command. By the induction
hypothesis, the command S[(x1, x2, . . . , xn−1, a)− ik] will require at most
1 + [x1 + 2x2 + 3x3 + · · · + (n − 1)xn−1
]+ (n − 1)a − k
counters for a total of
1 + [x1 + 2x2 + 3x3 + · · · + (n − 1)xn−1
]+ (n − 1)a + (xn − a)(n − 1)− k + (k − 1)
= [x1 + 2x2 + 3x3 + · · · + (n − 1)xn−1
]+ (n − 1)xn,
as desired.
At the start of the second part of the procedure, there will be (n − 1)xn counters on the
board, and this loop will increase that number to nxn  (n−1)xn +x1  [x1 +2x2 +3x3 +
· · · + (n − 1)xn−1] + (n − 1)xn as desired for the theorem. 
6. Data and open problems
We end with some explicit examples comparing our upper and lower bounds.
Computer simulations have found R(x, y) and C(x, y) exactly for several small values
of x and y (see Tables 1 and 2). The values of R(x, y) were computed by exhaustive search
and the values that can be so computed appear to be limited. However, C(x, y) is defined
by a recurrence relation, and is thus relatively easy to compute. Surprisingly enough, C and
R differ by at most 1 at the points computed here so C might be a good approximation to R.
It remains non-trivial to evaluate asymptotic properties of C, though we have obtained
estimates using standard methods used to evaluate recursive sequences. We state the
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Exact values of R(x,y) computed by exhaustive search
y
x 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 1 2 2 3 3 3 3 4 4 4 4 4 4 4
2 2 3 4 5 5 5 5 6 6 6 6 7 7 7
3 2 4 5 6 6 7 7 7
4 3 5 6 7 7 8
5 3 5 6 7 8
Table 2
Values of C(x,y) computed iteratively starting with values for (x,1) and (1, x) from Lemma 2, and R(2,2) = 3
y
x 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 1 2 2 3 3 3 3 4 4 4 4 4 4 4
2 2 3 4 5 5 6 6 6 7 7 7 7 7 8
3 2 4 5 6 7 7 8 8 8 9 9 9 9 10
4 3 5 6 7 8 9 9 10 10 10 11 11 11 11
5 3 5 7 8 9 10 10 11 11 12 12 12 13 13
following approximation not as a theorem, but rather as our best guess as to the nature
of C(x, y), and ultimately R(x, y):
R(x, y) ≈ C(x, y) ≈ y logy x + 2
√
y where y  x.
There are two special cases worthy of note. When x and y are comparably sized, we have
the following. Since logy x  x/y for x, y > 2 we have roughly C(x, y) x + 2√y where
y  x . This corresponds to having y2 of order
√
y in the context of Theorem 2, which
improves upon our bound of C(x, y)  x + y which came from y2 = 1. For x = y this
gives C(x, x) ≈ x + 2√x. Another special case is when x is significantly larger than y .
Here only the first term matters, giving C(x, y) ≈ (y/ logy) logx , which is marginally
better than the second corollary of Theorem 1: R(x, y) y(log2 x + 1).
We do not have a similar approximation for the higher-dimensional cases since the
methods used to show that C(x, y) is attainable do not readily generalize. Our technique
for attaining C(x, y) makes use of walls of counters with constant x or y coordinate to
act as a surrogate x or y axes and effectively move the origin to the base of the wall.
The three-dimensional analog of this would be to construct a wall with constant x , y , or z
coordinate. However, this would require a quadratic number of counters. Thus, this method
can only lead to asymptotically tight bounds in the linear case. These techniques were also
fundamental to the proof of Theorem 3, that using such widely spaced walls one can attain
positions using linear counters and polynomial time. Thus if three dimensions requires the
heavily recursive methods of Theorem 5 then attaining a position with a linear number of
counters may require an exponential amount of time.
Conjecture. If x = (x, x, x) then T (x, nx) is exponential in x for any n.
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