Companies frequently evaluate their business performance based on existing advantages and shortcomings. Data envelopment analysis (DEA) is a useful decision-making tool for doing so; it evaluates the relative efficiency of a department or unit as a decision-making unit (DMU). It is also a powerful tool for studying production limits by using multiple inputs and outputs. Principal component analysis (PCA) is a technique for simplifying a data set by reducing multidimensional data sets to lower dimensions for analysis; it reduces the dimensions of input and output variables.This study evaluated the performance of the micro and small manufacturing industries (MSMI) in Indonesia using a combination of Principal Component Analysis and an Input-Oriented DEA Envelopment Model. Development of micro and small manufacturing industries in Indonesia is inhibited by various factors. Based on our results, we determined that the following factors were causative for MSMI in Indonesia:
INTRODUCTION
process, or entity that converts multiple inputs into multiple outputs. The Data Envelopment Analysis model, created by Charnes, Cooper, and Rhodes (Charnes et al., 1978) , provides a way to identify this piecewise linear frontier. Mathematical programming tools are used to identify non-dominated DMUs and create piecewise linear sections that make up the frontier. The DEA frontier is identified and fulfilled after identifying the efficient DMU; i.e., the efficient frontier consists of a DMU that performs well. By comparing each DMU with the identified efficient frontier, the DEA provides: (i) an efficiency rating (score) for each DMU, (ii) an Efficiency Reference Set (ERS), or peer group, for each unit that is not efficient; and (iii) targets for each DMU to achieve efficiency. The DEA provides information on how the inputs could be optimized and outputs improved if the DMU were efficient -in essence, guidelines to improve productivity and performance by using the efficient frontier.
Selection of input and output variables for DEA. With the DEA model, it is important to carefully select the input and output variables (Paradi et al., 2004) . Principal component analysis (PCA) helps reduce the dimensions of these variables. PCA is a standard data reduction technique that extracts data, removes redundant information, highlights hidden features, and visualizes the main relationships that exist between observations. It is a technique for simplifying a data set by reducing multidimensional data sets to fewer dimensions for analysis (Yoshino & Hesary, 2014) . Zhu (1998) was the first to use PCA to evaluate the efficiency of a DEA model by combining variables from multiple inputs and outputs. Adler and Yazhemsky (2010) reduced the dimensionality of the variables by combining PCA and DEA.
Input-oriented DEA envelopment model. There are different ways to displace the inefficient DMUs onto the frontier. This can be approached from two basic directions -those oriented to inputs or outputs. One tries to reduce inputs relative to fixing outputs at current levels. The other tries to increase outputs relative to fixing inputs at current levels (see Fig. 1 ).
The following DEA model (1) is oriented to inputs, which are minimized while outputs are fixed at current levels: where DMU 0 is one of the n defined DMUs; X i0 and Y r0 are the i th input and the r th output for DMU 0 , respectively; and λ j present unknown weights, where j = 1,…, n determines the DMU number. Here, θ is a solution variable, representing the DEA effectiveness score. Because θ = 1, it is a feasible solution for model (1), with the optimal value, θ*≤ 1. If θ* = 1, then the current input levels cannot be decreased proportionally; this shows the location of DMU 0 on the frontier. If θ* < 1, then DMU 0 is found by the frontier and inputs can be decreased by the same proportion of θ*; thus, the same output levels can be achieved with fewer inputs (Cook & Zhu, 2008) .
Principal component analysis (PCA). In various applications of DEA, the number of input and output variables exceeds the number of decision-making units (DMU). This is an important pitfall. Although increasing the number of DMUs can overcome this problem, this is impractical if the available DMUs are limited. In these cases, it is more reasonable to reduce the number of input and output variables (Cooper et al., 2007; Tolooa & Babaeeb, 2015) . PCA helps simplify the data by removing the data from multidimensional data sets by: (i) removing data with excessive information, (ii) displaying data with hidden features, and (iii) visualizing relationships between the observed data (Yoshino & Hesary, 2014) .
Cause and effect diagram. A cause and effect diagram (Ishikawa diagram) can classify the processes and parameters to be studied (Ishikawa, 1985; Simanovaa & Gejdosb, 2015) . Key causal analysis can be applied to study the causes of a given event. The relative causes for a special task are divided into categories and presented in diagrams (Ishikawa, 1991; Dobrusskin, 2016) . The main problems of business activities are clas-sified into six classic categories: people, management, processes, environment, materials, and equipment (Ishikawa, 1986; Bose, 2012 Input and output variables. We selected four types of input data -(i) number of establishments, (ii) number of workers, (iii) input cost, and (iv) labor cost -and two types of output data -(i) value of gross output and (ii) value added (at market price) -over a six-year period (2010-15), for a total 24 input variables and 12 output variables. The input and output variables are shown in Table 2 .
The actual input and output data used for analyzing the micro and small manufacturing industries are shown in Tables 3-6.
• Micro manufacturing industries are productive business owned by an individual and/or individual business entity that has a net worth of IDR 50 million (excluding land and buildings) or annual sales of at most IDR 300 million.
• Small manufacturing industries are stand-alone productive economic enterprises owned by an individual or business entity that is neither a subsidiary nor branch, directly or indirectly, of a medium or large company that has a net worth of IDR 50-500 (excluding land and buildings) or annual sales of IDR 300 million-2.5 billion. Output 1 
Analysis
This study evaluated the performance of the micro and small manufacturing industries (MSMI) in Indonesia using a combination of factor analysis to select the input and output variables and performance evaluation.
Factor analysis for input and output variable selection. This study used SPSS to conduct the principal component analysis (PCA). Factor analysis was applied to reduce the data to eliminate highly correlated variables.
The principal component method of extraction started by determining the linear combination of variables or components that counted for the greatest variation in the original variables. Next, PCA determined the other components that accounted for the greatest remaining variation that were uncorrelated with the previous components. This continued until the number of components equaled the number of original variables.
Performance evaluation uses DEA method. An input-oriented DEA envelopment model was used to obtain an optimal solution using Microsoft Excel and Solver software. Based on the optimal solution for the efficiency score, the causative factors of efficient and inefficient DMU-KBLI were then determined by applying a cause and effect diagram to analyze marketing, human resources, materials, machinery, capital and finance, product, technology, support, research & development, distribution, promotion, competitors, and policy variables.
RESULTS

Factor analysis for input and output variable selection
Input variable selection. The communalities of each variable exceeded 78%. Total variance-explained had initial eigenvalues greater than 1 for the extracted components 1 and 2. Based on the initial eigenvalues for the variance-explained, the value of summary percentage variance for the micro manufacturing industry (MMI) was equal to 97% and the small manufacturing industry (SMI) was equal to 95%. The values indicated that these two extracted components explained nearly 97% and 95% of the variability in the original 24 input variables for MMI and SMI, respectively. Therefore, we can considerably reduce the complexity of the data set by using these components, with only 3% loss of information for MMI and 5% loss of information for SMI. Table 7 describes the results of total variance-explained.
The component matrix extracted two components, namely, components 1 and 2. It showed the correlations between the independent variables and these two extracted components. The correlation value between the variables and selected components was greater than 0.1. This indicated that the input selected variables for MMI were X6, X12, X16, and X20; and for SMI were X3, X9, X18, and X21. Output variable selection. The communalities of each variable exceeded 87%. Total variance explained had initial eigenvalues greater than 1. The extracted component formed in this study consisted of only one component, namely, component 1. Based on the initial eigenvalues of the variance explained, the value of percentage variance for the factors explains 98% of the value of the variables in the micro manufacturing industry and 92% in the small manufacturing industry. Only one component was extracted from the rotated component matrix result, indicating that the solution could not be rotated. The correlation value between the variables and components selected in the component score coefficient matrix was greater than 0.08, indicating that the output selected variables were X30 and X36 for MMI and X28 and X34 for SMI.
Performance evaluation
Factor analysis yielded four input and two output selected variables for each industry type: (a) Micro manufacturing industry (MMI) -input1 (X6)-number of establishments, input2 (X12)-number of workers, input3 (X16)-input cost, input4 (X20)-labor cost, output1 (X12)-value of gross output, and output2 (X12)-value added; and (b) Small manufacturing industry (SMI) -input1 (X3)-number of establishments, input2 (X9)-number of workers, input3 (X18)-input cost, input4 (X21)-labor cost, output1 (X28)-value of gross output, and output2 (X34)-value added. Table 8 shows the efficiency values of MMI and SMI (DMU-KBLI) based on the selected input and output variables. Values over 0.8 were considered efficient.
The PCA-and DEA-based estimates demonstrated that it was possible to classify the DMUs into eight categories: efficient MMI, inefficient MMI, efficient SMI, inefficient SMI, efficient MMIefficient SMI, inefficient MMI -inefficient SMI, efficient MMI -inefficient SMI, and efficient SMI -inefficient MMI. The DMU-KBLI classification and its percentage composition for each type of manufacturing industry are shown in Table 9 .
To improve the DMU-KBLI activities identified as inefficient requires reducing the input variables; the reduction amount can be found from the values of the weak input variables in Table  10 . Table 9 . DMU-KBLI classification of MSMI and its percentage composition. 
Type of manufacturing industry
DMU-KBLI classification
Percentage
DISCUSSION
Our study used PCA to select the input and output variables based on the same concept found in Zhu (1998) , Adler and Yazhemsky (2010) , and Yoshino and Hesary (2014) , applying this to evaluate the performance of the micro and small manufacturing industries in Indonesia. We compared the rotated component and component score coefficient matrices to select the variables with the greatest values. In the absence of a conventional rule, a dilemma arose in selecting the variables if they had the same value.
We used a similar DEA approach as Cook and Zhu (2008) in Equation (1) to transform the inefficient DMU-KBLI activities into efficient ones. However, we differed on the calculation of weak input variables. Using their approach, we defined the values of the weak input variables X6, X12, X16, and X20 for DMU10-KBLI20, DMU11-KBLI21, DMU12-KBLI22, and DMU16-KB LI26 in micro manufacturing industry (MMI) as 0.
We had to overcome the limitations of the Cook and Zhu approach, improving the weak input variables and minimizing the number of input variables. The values were as follows: DMU10-KBLI 20 (X12 = 6,770; X16 = 621,752), DMU11-KBLI 21 (X6 = 873), and DMU12-KBLI 22 (X6 = 1,809; X16 = 457,974).
To improve the efficiency of DMU-KBLI activities, causative factors must be considered; the common factors are listed in Tables 11 and 12 . Based on our results, we determined that the following factors were causative for MSMI in Indonesia: marketing, human resources, materials, machinery, capital and finance, product, technology, support, research & development, distribution, promotion, competitors, and policy. The information presented in these tables can be used as the benchmark to determine the internal factors (strengths and weaknesses) and external factors (opportunities and threats) of MSMI businesses and in order to further develop them. Table 11 . Causative factors of effective DMU-KBLI.
No Aspect Description
1 Marketing Sensitivity to the requirements of the market, aimed marketing possibilities, and benchmarking conducted to define market conditions.
Human resources
Existence of human resources and the necessary qualifications and experience of these resources.
3 Materials Presence of raw materials, strong links with suppliers, and the right choice of suppliers of raw materials.
4 Machinery Machinery and production facilities that correspond to existing standard operations.
Capital & finance
Availability of operating capital, possibility to get bank credits. and the financial ability to buy products and services.
No Aspect Description
Product
Quality of goods, level of export goods, flexible prices of goods (bargaining), the existence of price discounts, export opportunities, possessing good links with customers, and the existence of competitors.
7 Technology Management systems of information monitoring demonstrate the increasing sophistication and presence of advanced technology.
8 Support Role of government and private structures, rapid population growth, the existence and influence of non-government organizations (NGOs).
Research & development
The existence of well-developed educational and training systems; the presence of research and development structures. 
No Aspect Description
1 Marketing Poor marketing strategies, sales levels that fall short of market requirements.
Human resources
Human resources with insufficient education or training.
3 Materials Poor quality of raw materials, restrictions in the purchase of raw materials, increasing costs of raw materials, and decreasing supply of or access to raw materials.
Machinery
Manufacturing process based on old technology and the lack of processing facilities and equipment.
Capital & finance
Capital resource limitations and poor financial management.
6 Product High costs of goods and service, customer complaints, low price requirements of customers, and the need for good quality products at competitive prices.
Technology
Absence of innovation or slow to innovate.
8 Distribution Limited distribution networks.
9 Promotion Insufficient promotions.
Competitors
Arrival of numerous new competitors, strong competition, rapidly innovating competitors.
Policy
Currency risks, inflationary risks, country economic risks, government politics directed to reducing public subsidies, unstable and dangerous domestic political situation. Table 11 . Continued.
The estimations using PCA and DEA methods in this study demonstrated that it is possible to newly classify DMU groups, and offers potential for improving DMU efficiency. The results of this study can also be used by the government as a base to formulate development strategies for MSMI in Indonesia.
