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State or signal estimation of stochastic systems based on measurement data
is an important problem in many areas of science and engineering. The
true signal is usually hidden, evolving according to its own dynamics, and
observations are usually corrupted and possibly incomplete. The goal is to
obtain optimal estimates of the signal based on noisy observations. When
the dynamical model of the signal is completely known, the theory of fil-
tering provides a recursive algorithm for estimating the conditional density
(the filter) of the signal. Particle filters have been well established for the
implementation of nonlinear filtering in applications. However, computa-
tional issues arise in high dimensions due to large number of particles being
required to represent the signal density. The work done in this research
attempts to address this issue by combining stochastic averaging with fil-
tering techniques to develop a reduced-dimension particle filtering method
for partially observed multiscale diffusion processes. When the dynamical
model contains unknown parameters, the parameters need to be estimated
along with the hidden states. The parameter estimation problem overlaps
with the filtering problem for state estimation. In this research, the theory
of maximum likelihood estimation is used to study dimensional reduction
in the parameter estimation problem. The main contribution of this work
are 1) a theoretical basis for a reduced-dimension filter, 2) a proposed nu-
merical scheme for the reduced-dimension filter, 3) a theoretical basis for
reduced-dimension parameter estimation in a special multiscale setting, and
4) a time-varying characterization of the information shared between signal
and observations in the reduced-dimension filter.
The results of this research are in the context of slow-fast stochastic sys-
tems driven by Brownian motion, in which the timescales of the rates of
change of different state/signal components differ by orders of magnitude.
The multiscale filtering problem is studied via the Zakai equation that de-
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scribes the time evolution of the nonlinear filter. We construct a lower di-
mensional Zakai equation for estimation of the slow signal component and
show that the solution of the lower dimensional equation converges to that
of the original Zakai equation in the wide timescales separation limit. The
convergence is shown to be at a rate proportional to the square root of
the timescales separation factor (ratio of characteristic timescale of the fast
component to that of the slow). A numerical scheme to approximate the
reduced-dimension filter (the solution to the lower dimensional Zakai equa-
tion) is also constructed. This scheme combines a particle filtering algorithm
with an existing multiscale numerical integration scheme. The reduced fil-
ter dimension can restore the feasibility of particle filters in certain high
dimensional problems and lowers computational costs by appropriately av-
eraging out fast scale components. The particle filtering scheme is adapted
to discrete-, sparse-time observations by constructing an optimal importance
sampling (proposal) density. In between observation assimilation times, par-
ticles are gradually driven towards locations most representative of the next
observation by solving a stochastic optimal control problem. This scheme is
found to be beneficial especially when the signal dynamics is chaotic, and
small errors in estimation can grow at exponentially rates in between obser-
vation assimilation times.
The second aspect of nonlinear estimation in this work is in the setting in
which stationary, deterministic model parameters are unknown. The theory
of maximum likelihood estimation is combined with the reduced-dimension
filtering results for the study of parameter estimation in the slow-fast dy-
namical system setting. Using the nonlinear filters convergence result, a
lower-dimensional filtered likelihood function is constructed and shown to
converge to the original filtered likelihood function in the wide timescales
separation limit. For a special setting in which the slow diffusion is inde-
pendent of the fast component, the maximum likelihood estimate using the
reduced dimension filtered likelihood function is shown to be consistent, i.e.
it converges to the true model parameter in the limit of sufficiently large
observation set.
The third aspect of this work concerns quantifying the uncertainty in the
lower-dimensional state space of the reduced-dimension filter, given obser-
vations on the state space of the original multiscale signal. Well-known
concepts of entropy and mutual information from information theory are
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utilized. Specifically, the time rate of change of uncertainty of the lower-
dimensional state given observations is determined. The time rate of change
of mutual information between the two then follows. From these, the effects
of deterministic signal dynamics, diffusion effects, and information derived
from observations on change in uncertainty and/or information over time can
be identified and quantified. Uncertainty is found to grow according to the
deterministic volumetric growth rate and the square of signal noise ampli-
tude, while decreased by the square of the average information derived from
observations.
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Multiscale properties are inherent in many dynamical systems in science and
engineering, for example, neural networks in neuroscience, global circulation
models in geophysical sciences, fracture mechanics in structural and material
science, and power distribution and communication networks in electrical
and computer engineering. The work for this thesis is on systems with wide
timescale separations, i.e. systems with slow-fast dynamics.
Advancements in mathematical modeling and computational capabilities
have led to the development and improvement of multiscale models and com-
putational methods. The combination of models and computing tools forms a
framework for system state estimation and prediction. However, in practice,
exact initial conditions for a model are unknown and the dynamic equa-
tions in models can be highly sensitive to perturbations in initial conditions.
Hence, additional tools are needed to obtain accurate initial condition esti-
mates for predictions using the dynamic equations.
Advancements in sensing technology, on the other hand, have led to the
availability of vast amounts of real observation data, which can be combined
with system models to improve estimates of the system states, or the signal.
Often, signals are only partially observed and observations are corrupted by
noise. While perfect determination of the signal may not be possible using
these noisy partial observations, it is possible to obtain probabilistic estimates
of the signal, conditioned on available observations. Hence, observations have
to be properly and efficiently combined with the multiscale models.
In addition, the multiscale models may be of high dimensions, especially
in the case of global circulation models, and may result in complications
during data assimilation procedures. While multiscale systems possess com-
plexities due to variables interaction across different timescales, the key in
dealing with them is to understand and take advantage of the possible simpli-
fications presented by the multiscale interactions – in particular, how signal
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and information interact across scales. The objective of the work here is
to develop a mathematical framework for data assimilation in the multiscale
estimation problem, along with an efficient data assimilation algorithm that
is desgined to circumvent dimensionality issues.
1.1 Research motivation: The global circulation model
An example of high-dimensional multiscale data assimilation in scientific ap-
plications is in geophysical science, specifically, in the climate estimation and
prediction problem. Ocean and atmospheric circulations affect a multitude
of climate phenomena, such as long-term temperature fluctuations, polar ice
cap variability, and global rainfall pattern. Therefore, a tractable and realis-
tic framework for studying global circulation, and hence climate variability,
are coupled ocean-atmosphere models. Motivation for studying global cir-
culation and climate variability extends beyond the scientific – on national
and international levels, climate phenomena can affect energy, import-export,
and national safety policies.
Ocean and atmosphere coupling can be described via a feedback mecha-
nism: a large-scale anomaly of sea surface temperature (SST) induces dia-
batic heating or cooling of the atmosphere, which alters atmospheric circu-
lation and hence wind stress and heat fluxes at the ocean surface. In turn,
the wind stress variations modify the ocean thermal structure and circula-
tion, giving rise to a series of positive feedbacks that reinforce the initial
SST anomaly. Such interaction, along with the effects of Earth’s rotation,
contribute to coupled variability on different timescales, for example, the El
Ninõ-Southern Oscillation (ENSO), Pacific Decadal Oscillation (PDO), At-
lantic Multi-decadal Oscillation (AMO), and Atlantic Meridional Overturn-
ing Circulation (AMOC). Low-dimensional first order approximation (≤ 15)
ocean-atmosphere models are a good starting point to gain understanding
of these processes. For example, the coupled Lorenz atmosphere ([3]) and
Mass ocean ([4]) models that describe the coupling of a two-layer atmo-
spheric model with a basin averaged ocean circulation model. The atmo-
spheric model describes the flow circulation and temperature variation in
the two fixed-height layers. The ocean model describes the overturning and
density gradient in a rectangular basin. Both models are coupled by wind
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shear on the atmosphere-ocean interface. The atmospheric variables undergo
fluctuations that are order 105 faster than the oceanic variables ([5]).
Figure 1.1: Coupled Lorenz-Maas atmosphere-ocean model
Initialized long-range predictions on seasonal and decadal timescales re-
quire combination of proper models with real observation data. In addition
to conventional data (radiosonde, surface, and dropsonde data, for example),
more sophisticated sources are available since the last two decades, for exam-
ple satellites, radars, and other remote-sensing devices. However, it is still
impossible to measure all of the models’ degrees of freedom at a given time.
In addition, the observations are irregularly distributed in space and time,
and have different structures of random error. Therefore, efficient data as-
similation methods are required to combine these irregular observations with
reliable models to generate the initial conditions on model grid points. This
is the motivation for the problem of data assimilation in high-dimensional
multiscale systems.
1.2 Multiscale nonlinear filtering
The framework for data assimilation in multiscale systems in this work is
based on the theory of nonlinear filtering and stochastic homogenization.
Filtering theory is concerned with the problem of estimating an unknown
or hidden signal variable based on partial, often corrupted observation data.
Signal variables usually represent the state in a dynamic system, for exam-
ple, the space-averaged momentum component in a global circulation model
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(GCM), or the asset value of a company over time. In order to accurately
track and predict the behavior of signal variables over time, exact observa-
tions are required. However, physical constraints generally allow only mea-
surement on a subset or indirect measurements of the signal variables in a
complex system. For example, the momentum components in a GCM is re-
lated to fluid density variations. Fluid density is determined by collecting
data on fluid salinity and temperature, hence the estimation of the momen-
tum components depends on data that are not direct observations. Another
example is the asset value of a company, which is not directly observed, but
can be estimated based on observation of equity traded in a market. In ad-
dition, observed data can be inaccurate representations of the actual system
state, due to physical disturbances or imperfections in the environment and
within a data collection mechanism.
Filtering theory enables the construction of a filter, the conditional expec-
tation of functions of the signal, given observations. In practical applications,
a filter is an algorithm that take observation data as input and return the
best possible estimate of signal variables as output. The algorithm involves
coupling a reliable mathematical model of the signal dynamics with sensor
dynamics and optimizing that relation, for example, minimizing a distance
function of the two, or obtaining the statistical representation of one based
on the other. For linear systems, the Kalman filter is a well-established signal
estimation theory and algorithm (see Chapter 2, Sections 2.1 and 2.4). The
theoretical framework for nonlinear filtering is also well-established, where we
have the well-known results of [6] and [7] that characterize the time evolution
of a nonlinear filter (see Chapter 2, Sections 2.2 and 2.3).
In terms of practical implementation, finding the exact nonlinear filter an-
alytically is usually impossible, since nonlinear filtering deals with infinite-
dimensional objects – densities, or distributions. Algorithms for nonlinear
filtering include linear approximations, such as the extended and ensemble
Kalman filters ([8, 9]), and numerical approximation of the complete nonlin-
ear filter by particle methods ([10, 11, 12]). The numerical implementation
aspect of the work in this thesis is focused on particle methods. As the name
suggests, particle methods use samples of particles to represent the condi-
tional density of the signal, conditioned on observations. Particles are sam-
pled based on the signal’s probability law, hence no assumption of linearity
on the model, and thus no Gaussianity assumption on the signal distribution
4
is made. This gives particle methods the flexibility of application to a wide
range of system models. In addition, there are several rigorous convergence
results for the particle approximation of nonlinear filters ([13], [12], [14], see
Section 2.6.2). However, in high-dimensional applications, the estimation of
continuous distributions suffer from the “curse of dimensionality” (see, for
example, [1], [15], [16]), where the computational costs increas exponentially
with system dimensions due to the fact that sample size needs to be suf-
ficiently large to properly capture the signal distribution (see Section 2.6,
Section 2.6.3).
For multiscale systems with time scales separation on the orders of mag-
nitude, we are often interested only in the slowly-varying dynamics of the
system. Additionally, for systems with certain exponential convergence prop-
erties in the fast component, stochastic homogenization enables the statis-
tical representation of the slow dynamics by a homogenized process that
has the same dimension as the slow component. Hence, in the context of
filtering, the data assimilation procedure can be performed by considering
a filter for the homogenized process, ignoring fast component dimensions.
While convergence of the slow component to the homogenized process via
homogenization of stochastic differential equations is an established tech-
nique ([17]), convergence of the corresponding filters (conditional expecta-
tions), is not trivial. Consider, for example, the signal and observation,
Xε = X and Y ε = εXε (for 0 < ε << 1), and let Y = 0. In the limit
ε → 0, (Xε, Y ε) → (X, Y ). However, E[f(Xε)|Y ε] = f(Xε) → f(X) while
E[f(X)|Y ] = E[f(X)]. Hence, E[f(Xε)|Y ε] does not necessarily converge to
E[f(X)|Y ], even when (Xε, Y ε) converges to (X, Y ).
1.3 Parameter estimation
In signal estimation via filtering, it is inherently assumed that models de-
scribing signal dynamics are completely known. In reality, coefficients that
parametrize these models, for example excitation and damping amplitudes,
are usually unknown and have to be estimated from observations as well.
For example, in a cumulus cloud convection model there are parameters that
describe entrainment (ambient air and cloud mixture), cloud convection, and
conversion rate of liquid water to rain, which exact values are uncertain ([18]).
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In models used for long-range climate prediction, parameter values affect long
term behavior significantly ([19]). For determining such parameter values,
one approach is to “tune” the parameters such that models match observa-
tion data (see, for example, [20]). This involves repeatedly running numerical
simulations of a model with varying parameter values to obtain the best fit to
observation data. Another approach is by exploring the parameter space in
sensitivity experiments (see, for example, [21]). Yet another approach is by
“state space augmentation”, where the unknown parameters are augmented
to the signal dynamic equations with stationary dynamics and estimation of
the new “signal” variables are estimated by conventional filtering methods
(see, for example, [18, 22, 23]). An optimization problem approach was also
taken in [24], where parameters are determined as the optimal values that
minimize a cost function, which quantifies the square of the error between
the model and data.
The work for this thesis employs the maximum likelihood approach to
the parameter estimation problem in the multiscale setting. Via the max-
imum likelihood (ML) approach, an unknown parameter is estimated by
maximizing the likelihood of the observations or signal, given the parame-
ter. A well-established algorithm for performing ML estimation (MLE) is the
Expectation-Maximization (EM) algorithm, introduced in [25] for partially-
observed signals. The EM algorithm has been extended to continuous-time,
partially observed Markov diffusion processes in [26].
1.4 Information flow rate
The estimation aspects of the thesis problem relies on information from ob-
servations to reconstruct the hidden signal process and/or model parame-
ter. The amount and value of information gained from observing the signal
is very much dependent on the sensors that are used and the observation
strategies. Hence, in addition to developing data assimilation and estimation
techniques, we also study how information interacts between signal and ob-
servations. Such knowledge can guide the design of sensors and/or observing
strategies for collecting data that lead to improved estimation. Information
theory provides adequate tools for such study. For example, [27] utilizes the
Rényi divergence (a generalized form of the Kullback-Leibler divergence) be-
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tween filtering prior and posterior to identify regions of the state space to
be targeted by sensors for managing multiple sensor platforms. The gen-
eral approach in such problems is to quantify the information that can be
gained from observations by looking at the distribution of the hidden signal
when no observations are available, and how it changes when observations
are incorporated, and how to best collect observations such that the result-
ing posterior distribution most closely resembles the true distribution of the
signal. In a series of work in [28, 29, 30], the authors utilize the concept of
information entropy and mutual information for the tasks of sensor manage-
ment in large-scale settings, which includes sensor placement and selection,
and continuous path planning for mobile observing platforms. From a purely
theoretical aspect, [31] has studied the relations between utilizations of in-
formation entropy, mutual information, and Kullback-Leibler divergence in
sensor management problems, to justify the goal of the problems as reduction
in uncertainty about the signal process. [32] studies the same information
theoretic concepts applied to the problem of weather prediction. [33, 34] ob-
tained the information flow between components of a dynamical system using
joint information entropy, also in the setting of weather prediction problems.
In the work in this thesis, information flow between signal and observation
is studied in the multiscale partially observed diffusion setting. Conditional
information entropy and mutual information are utilized to quantify the in-
formation content shared between signal and observation and the dynamic
behaviour of these quantities are investigated.
1.5 Research goal: Reduced-order filter and parameter
estimator
1.5.1 Multiscale nonlinear filtering:
The goal for the multiscale filtering problem is to construct a reduced-order
filtering equation based on a homogenized process, and show that the filter
of the multiscale signal converges to this homogenized filter, in the wide time
scale separation limit. The homogenized filter is of lower dimension than that













Figure 1.2: Multiscale filtering procedure
dimensional multiscale systems, this reduced-dimension filter can circumvent
the dimensionality issue. In an application to a heuristic atmospheric model,
the discrete-time, sparse observation setting is also examined and a parti-
cle filtering algorithm is adapted by a combination optimal sampling and
stochastic control theory.
1.5.2 Multiscale maximum likelihood parameter estimation:
As in the filtering problem, we combine the MLE technique with stochastic
homogenization results for multiscale systems for a reduced-order parameter
estimator. The idea is similar, in that we propose to use the homogenized
process in MLE for determining model parameters, and show that the corre-
sponding estimator is consistent, i.e. it converges to the true parameter value
in the wide time scale separation and infinitely many observation limits. For
practical purposes, utilizing the homogenized process can reduce computa-
tional complexities as filtering and smoothing procedures are required for a
parameter estimator.
1.5.3 Multiscale information flow rate:
In this aspect of the research for this thesis, we quantify the information
about the signal that is contained in the observation used for estimation in
the previous two sections. Specifically, we quantify the how uncertainty about
the homogenized process changes given information from observations of the
true multiscale signal. This information is not directly of the homogenized
process, but of the process which distribution is close to the homogenized
process. We utilize information theoretic concepts, starting from the condi-
tional information entropy and obtaining dynamic equations for the rates of
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change of uncertainty and information content between the homogenized pro-
cess and true observations. The resulting equations provide an insight into
quantifying the contribution of different components of the signal-observation
model to the change in uncertainty and information content of the system.
1.6 Organization of the thesis
The thesis is organized into a first half on state estimation and a second half
on parameter estimation, but the two are not mutually exclusive. All work
are in the multiscale diffusion setting. State estimation is based on filtering
theory while parameter estimation is based on maximum likelihood, which,
in the diffusion setting, requires filtering and smoothing. Both problems
consist of a theoretical result aspect and a numerical algorithm development
and testing/validation aspect. Chapter 2 is a preliminary for the filtering
problem, describing filtering theory and particle filtering. The latter section
indicates the problem faced in particle filtering in high dimensions, which is
one of the main motivations for the development of lower-dimensional non-
linear estimation algorithms in our work. Chapter 3 sets up the multiscale
filtering problem, describes mathematical tools required for proving the main
theoretical results, followed by preliminary and the main results. Chapter 4
presents a lower-dimensional particle filtering algorithm based on the results
of Chapter 3, with tests on a heuristic model representative of atmospheric
dynamics. Chapter 5 is a preliminary for the parameter estimation prob-
lem, describing maximum likelihood estimation using the diffusion setting
and the Expectation-Maximization algorithm, and iterative algorithm for
estimating unknown system parameters. Chapter 6 sets up the multiscale
parameter estimation problem and presents preliminary and main results
for a ML estimator using a lower-dimensional likelihood function based on
the lower-dimensional filter of Chapter 3. Results from numerical parameter
estimation experiments on the same heuristic model of atmopsheric dynam-
ics are presented at the end of the chapter. Chapter 7 utilizes information
theoretic concepts with the lower-dimensional filter to determine the rate of
change of uncertainty of the homogenized signal given observations and the
information content shared between them. The main results of the thesis are




Filtering theory is an established field in applied probability and decision and
control systems, which is important in many practical applications from iner-
tial guidance of aircrafts and spacecrafts to weather and climate prediction.
It provides a recursive algorithm for estimating a signal or state of a random
dynamical system based on noisy measurements. More precisely, filtering
problems consist of an unobservable signal process X
def
= {Xt : t ≥ 0} and
an observation process Y
def
= {Yt : t ≥ 0} that is a function of X corrupted
by noise. The main objective of filtering theory is to get the best estimate
of Xt based on the information Yt
def
= σ{Ys : 0 ≤ s ≤ t}. This is given by
the conditional distribution πt of Xt given Yt or equivalently, the conditional
expectations E[ϕ(Xt)|Yt] for a rich enough class of functions. Since this esti-
mate minimizes the mean square error loss, we call πt the optimal filter. The
goal of filtering theory is to characterize this conditional distribution effec-
tively. In simplified problems where the signal and the observation models
are linear and Gaussian, the filtering equation is finite-dimensional, and the
solution is the well-known Kalman-Bucy filter (see, for example, Chapter 6 of
[35], Chapter 7 of [36], Chapter 10 of [37]). In more realistic problems, non-
linearities in the models lead to more complicated equations for πt, defined
by [6] and [7], which describe the evolution of the conditional distribution
in the space of probability measures (see, for example, Chapter 3 of [35],
Chapter 11 of [38], Chapter 8 of [37]).
For the linear, Gaussian case, the explicit Kalman or Kalman-Bucy so-
lution can be implemented directly in practical applications. However, it
is impractical to implement a numerical solution to the infinite dimensional
stochastic evolution equations of the general nonlinear filtering problem by fi-
nite difference or finite element approximations. Therefore, extended Kalman
filter algorithms, which use linear approximations to the signal dynamics and
observation (see, for example, Chapter 8 of [35], Chapter 9 of [36]), have been
10
used extensively in applications. These provide essentially a first order ap-
proximation to an infinite dimensional problem and can perform quite poorly
in problems with strong nonlinearities. In nonlinear settings, particle filters
have been well established for numerically approximating nonlinear filters
(see, for example, [11], [39], [10]). However, due to dimensionality issues
(see, for example, [16]) and computational complexities that arise in rep-
resenting the signal density using a high number of particles, the problem
of particle filtering in high dimensions is still not completely resolved. The
particle filtering algorithm and associated dimensionality issue are described
in Section 2.6.
In this chapter, we describe filtering theory and the particle filter, a Monte
Carlo approximation to the solution of the nonlinear filtering equation. Fil-
tering theory is described in Sections 2.1 to 2.5, in different time settings in
state space. The filter for discrete-time signal and observation is described us-
ing a Bayesian approach. Combining the Bayesian approach with the Fokker-
Planck equation (Kolmogorov forward equation) provides the filter for the
continuous signal, discrete observation case. In the continuous-time signal
and observation setting, the nonlinear filtering theory for finite-dimensional
state space developed by [40] and [6] provide stochastic partial differential
equations (SPDEs) for the nonlinear filter. When the signal and observation
are linear, the SPDE describes the Kalman-Bucy filter. The particle filter
is described in Section 2.6. Sections 2.6.1 and 2.6.2 describes the particle
filter in discrete and continuous time, respectively. The connection between
particle filtering in discrete and continuous time via particle weights update
is described in Section 2.6.2. Finally, Section 2.6.3 describes an obstacle to
particle filtering in high dimensions.
2.1 Linear discrete time filtering (Kalman filter)
We follow [41] in describing the Kalman filter for the linear, discrete-time
case, using the maximum likelihood approach. There are various approaches
to arriving at the Kalman filter solution, for example by the observation
innovation with minimum mean square error method ([42], [36]). The choice
of the maximum likelihood method here is solely in conjunction with the use
of maximum likelihood for the parameter estimation problem in Chapter 5.
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Consider the discrete-time signal and observation
Signal: Xk+1 = Ak+1Xk +Wk+1, X0 ∈ Rm, (2.1a)
Observation: Yk = HkXk +Bk, Y0 = 0 ∈ Rd, (2.1b)
where X0 ∼ N(µ0, P0) and the signal and observation noises {W1, . . . ,Wk}
and {B1, . . . , Bk} are, respectively, m- and d-dimensional independent Wiener
increments, i.e. Wk ∼ N(0, Qk), Cov (Wk,Wj) = Qkδjk, Bk ∼ N(0, Rk),
Cov (Bk, Bj) = Rkδjk, and Cov (Wk, Bj) = 0 for all j, k.
The prior and posterior filtering densities are densities of the signal con-
ditioned on different observation sets. The prior density is conditioned on
observations up to the previous time step, while the posterior is conditioned
on observations up to the current time step of interest:
prior: p(xk|y0:k−1), posterior: p(xk|y0:k).
The goal is to determine the posterior density of the signal Xk given obser-
vations up to time k, Y0:k. Using the notation for continuous time in the
chapter introduction, the filter is πk(ϕ) =
∫
Rm ϕ(xk)p(xk|y0:k)dxk, which is
the conditional expectation E [ϕ(Xk)|Y0:k].
By the maximum likelihood approach, we would like to maximize the con-
ditional density of Xk given Y0:k. Since the log function is one-to-one, we
maximize log of the conditional density, to take advantage of concavity prop-




Note that the log likelihood notation L(·) is used differently in Chapter 5,
using parameter in place of signal and omitting notation for observations.
The sequential Kalman filter equations are in (2.6). The Kalman filter prior
is obtained by direct calculation of the conditional first and second moments.
The posterior is obtained by applying Bayes’s theorem to the posterior den-
sity, using normality in linear setting for each of the densities in the resulting
product, and maximizing the log of the posterior density, (2.5).
Bayes’s theorem relates the posterior density to the product of observation
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= E [Xk|Y0:k−1] , Pk|k−1
def
= Cov (Xk|Y0:k−1) ,
Posterior : X̂k|k
def
= E [Xk|Y0:k] , Pk|k
def
= Cov (Xk|Y0:k)
Due to linearity, Xk|Y0:k−1 is Gaussian too, with mean X̂k|k−1 and covariance
Pk|k−1. By (2.1a) and the fact that Wk is independent of Y0:k−1 and has mean
zero, iterations for the prior mean and covariance are




(Xk − X̂k|k−1)(Xk − X̂k|k−1)∗
∣∣∣Y0:k−1] = AkPk−1|k−1A∗k +Qk,
(2.4)
respectively. The prior is an update of the signal density from time k − 1 to
k based only on signal dynamics, governed by Ak and Wk.
By the Bayes relation (2.2) and normality of the observation likelihood
and prior, the log likelihood is
L(Xk|Y0:k)
= − log(2π)d/2|Rk|1/2 −
1
2











− log p(Yk|Y0:k−1). (2.5)
Taking derivative w.r.t. Xk and setting it to zero gives us the maximizer of
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the log likelihood function, which is the Kalman filter mean X̂k|k:
∂
∂Xk
L(Xk|Y0:k−1) = H∗kR−1k (Yk −HkXk)− P
−1
k|k−1(Xk − X̂k|k−1) = 0





k Yk + P
−1
k|k−1X̂k|k−1).
By identities (AB + I)−1A = A(BA + I)−1 and (AB + I)−1 = I − A(BA +
I)−1B for matrices A ∈ Rm×d and B ∈ Rd×m,









Yk − HkX̂k|k−1 is called the innovation, which is the difference between the
real observation and that predicted by the prior mean, or the amount of new
information gained from the new observation that is not in the prior mean.
Kk is called the Kalman gain, which is a factor by which the prior mean is
corrected based on new information. The posterior is an update of the signal
density based on the current observation Yk. From a linear feedback control
point of view, Kk(Yk − HkX̂k|k−1) is the control input that steers the prior
mean towards the location indicated by observation Yk for each time step k.
Denote the error by X̃k|k
def







∣∣∣Y0:k] = (I −KkHk)Pk|k−1.
By linearity of the signal and observation and Gaussianity of noise, the
conditional prior and posterior are always normally distributed, hence the
first and second moments are sufficient to characterize the densities. The
prior and posterior Kalman filter densities are described by the following
means and covariances:
Prior :
X̂k|k−1 = AkX̂k−1|k−1,Pk|k−1 = AkPk−1|k−1A∗k +Qk, (2.6a)
Posterior :

X̂k|k = X̂k|k−1 +Kk(Yk −HkX̂k|k−1),









If the initial distribution N(µ0, P0), the time-varying matrices Ak, Hk, and
noise covariances Qk, Rk are all known, then, dimensionality issues of real-
izing the respective matrices aside, the Kalman filter can be implemented
directly using the iterations (2.6) above. If the drift and sensor matrices Ak
and Hk are time independent, then the prior and posterior error covariances
can be computed offline since they are independent of the real observations
{Y1, . . . , Yk}.
2.2 Nonlinear discrete time filtering
Here we consider the discrete-time signal and observation but with nonlinear
drift and sensor function:
Signal: Xk+1 = b(Xk, k + 1) +Wk+1, X0 ∈ Rm, (2.7a)
Observation: Yk = h(Xk, k) +Bk, Y0 = 0 ∈ Rd, (2.7b)
where b : [0, K] × Rm → Rm, h : [0, K] × Rm → Rd are continuously dif-
ferentiable, and X0, Wk and Bk are as in the previous section. As in (2.2),











With Gaussian noise in discrete time, the observation likelihood and prior

























Here, the prior is the conditional density of Xk given Xk−1.
One method of approximating the posterior density (2.8) is by a sequential
Monte Carlo method called particle filtering, using particles to represent
possible locations ofXk. The basic procedure of importance sampling particle
filter is described in Secton 2.6.
2.3 Nonlinear continuous time filtering
Real physical systems are often continuous in time and modeled so, for ex-
ample ocean-atmospheric models, aircraft and spacecraft dynamical models,
and biological systems. In the continuous time setting, the noise-perturbed
difference equations of Sections 2.1 and 2.2 are replaced by stochastic differ-
ential equations (SDEs). In the work here, we consider only SDEs driven by
the Wiener process, or Brownian motion. For detailed construction of the
Brownian motion and associated stochastic integral and stochastic differen-
tial equation, see, for example, [43] or [44].
Let (Ω,F, {Ft},Q) be a filtered probability space that supports a (k+d)-
dimensional standard Brownian motion (W,B). Consider the continuous
time signal and observation governed by the Itô SDEs
Signal: dXt = b(Xt)dt+ σ(Xt)dWt, X0 ∈ Rm, (2.11a)
Observation: dYt = h(Xt)dt+ dBt, Y0 = 0 ∈ Rd, (2.11b)
where W ∈ Rk and B ∈ Rd are independent Brownian motions and b : Rm →
Rm, σ : Rm → Rm×k, h : Rm → Rd are finite and Borel-measurable.
Let Yt denote the σ-algebra generated by observations up to time t, i.e.
Y
def
= σ{ω : Ys(ω), s ≤ t}. In other words, Yt contains all the information
in the observations up to time t. For the filtering problem, we are interested
in estimating the posterior probabilty πt(A) = Q [Xt ∈ A|Yt] for Borel set
A, or πt(ϕ) = EQ [ϕ(Xt)|Yt] for Borel-measurable and C2b function ϕ. The
filter πt(ϕ) satisfies a SPDE that is driven by the innovation process ([40]).
We provide a heuristic procedure for obtaining the SPDE in this section for
completeness. The resulting SPDE, called the Kushner-Stratonovich equa-
tion, is (2.16). We will utilize the unnormalized version of the filter to obtain
the Kushner-Stratonovich equation. The unnormalized filter, ρt(ϕ), satisfies
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the Zakai equation (2.15), which is a SPDE driven by the observation process
([6]). ρt(ϕ) is more feasible to work with in practice as well as in mathematical
settings. This is because when the signal and sensor noises are uncorrelated,
which is the setting that we are working in, under the probability measure
that ρt(ϕ) is constructed with, the observation is a Brownian motion that is
independent of the signal. [12] provides a rigorous development of a particle
filtering method for approximating the solution to the Zakai equation, which
is extended to the solution of the Kushner-Stratonovich equation in [14].
These algorithms and their development are also found in Chapter 9 of [35].
For our main result of filter convergence in the multiscale setting (Chapter
3), we utilize a SPDE similar to the Zakai equation for the unnormalized
version of a reduced-order filter. In the linear setting, the normalized filter
results in the Kalman-Bucy filter (2.18).
2.3.1 The Kallianpur-Striebel formula
The filter for (2.11) is
πt(f) = EQ [ϕ(Xt)|Yt] =
∫
XYt

































is a density, and pt(x|y)
is a conditional density, but their product is not a density (does not integrate





































Dt is an exponential martingale (Ft-martingale). The proof and properties of
the exponential martingale can be found in Chapter 6 of [37]. By Girsanov’s












is a Brownian motion (Yt is a P-Brownian motion). This can be illustrated by
an analogy to shifting the mean of a N(µ, σ2) random variable: The density












The probability measure Q is dominated by the Lebesgue measure on BR, so
q is a density of Q w.r.t. Lebesgue measure, dQ(x) = q(x)dx. Say we would
































































Formally, the measure change Dt in (2.12) can be related to this, where, in
order to make the observation Yt =
∫ t
0
h(Xs)ds+Bt a Brownian motion, we
have to shift the mean of the Brownian motion Bt (the N(0, dt) Gaussian




The Kallianpur-Striebel formula relates the normalized and unnormalized





























= Q[D̃t = 0].
This, along with the fact that, D̃t is ≥ 0 because it is an exponential martin-
gale, gives us EP
[
D̃t
∣∣∣Yt] > 0. Therefore, the RHS of (2.13) is well-defined.
The Kallianpur-Striebel formula is obtained by application of the tower prop-













∣∣∣Yt]]χA = EQ [ϕ(Xt)χA]
(see Appendix 1). Then, since EP
[
D̃t
∣∣∣Yt] > 0, (2.13) holds.
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2.3.2 Generator of an Itô diffusion





EQ [ϕ(Xt)|X0 = x]− ϕ(x)
t
.
L describes the average rate of change of a function of an Itô diffusion
process. Using Itô’s formula, Itô isometry and properties of the Brownian
motion, the generator of an m-dimensional Itô diffusion satisfying a SDE of
















By applying integration by parts twice on the inner product 〈ψ,Lϕ〉 for C2b














The probability density of the Itô diffusion satisfies the Fokker-Planck equa-





The conditional density given observation satisfies a similar partial differen-
tial equation, except it is driven by a stochastic process corresponding to
information from observations.
2.3.3 The Zakai equation
Recall that the unnormalized filter is constructed w.r.t. a new probability








The SPDE for ρt(ϕ) can be obtained by applications of Itô’s formula. By
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‖h(Xs)‖2ds. By Taylor series expansion for a
function of an Itô diffusion and Itô’s lemma,
dD̃t = D̃tdΓt +
1
2
















∣∣∣Yt]+ EP [ϕ(Xt)dD̃t∣∣∣Yt]+ EP [d〈ϕ(Xt), D̃t〉∣∣∣Yt]
= ρt(Lϕ)dt+ ρt(ϕh
∗)dYt.
The quadratic variation and dW in dϕ vanish because Y is a P-Brownian
motion independent of W . The Zakai equation for the unnormalized filter in
the uncorrelated signal and sensor noises setting is
dρt(ϕ) = ρt(Lϕ)dt+ ρt(ϕh
∗)dYt, (2.15)
ρ0(ϕ) = EP [ϕ(X0)] .
When the noises are correlated, as would arise in real systems where the
observation is directly one or more components of the signal, the dW term
would remain and the quadratic variation results in ρt(∇ϕσh∗)dt. In this
work, we only consider the uncorrelated noises setting.
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2.3.4 The Kushner-Stratonovich equation
By the Kallianpur-Striebel formula, πt(ϕ) =
ρt(ϕ)
ρt(1)
. From the Zakai equation,
dρt(1) = ρt(h
∗)dYt.















which results in the Kushner-Stratonovich equation:
dπt(ϕ) = πt(Lϕ)dt+ [πt(ϕh
∗)− πt(ϕ)πt(h∗)] [dYt − πt(h)dt] , (2.16)






πs(h)ds is the innovation process. The innovation process
is a Q-Brownian motion (see Appendix 2). In the correlated noises setting,
there would be additional terms corresponding to those for the Zakai equation
mentioned in the previous section. The Kushner-Stratonovich equation for
the correlated noises setting can be found in, for example, Chapter 11 of [38].
2.4 Linear continuous time filtering (Kalman-Bucy
filter)
When the signal and observations are linear, the Itô SDEs (2.11) are of the
form
Signal: dXt = AtXtdt+ Σ
x
t dWt, X0 ∈ Rm, (2.17a)
Observation: dYt = HtXtdt+ Σ
y
t dBt, Y0 = 0 ∈ Rd, (2.17b)
where A· ∈ Rm×m, Σ ∈ Rm×k and H· ∈ Rd×m, and X0 ∼ N(µ0,Σ0). The
filter for this system can be obtained by setting ϕ(x) = x in the Kushner-
Stratonovich equation (2.16) and rewriting the SPDE using the system (2.17).
In the linear setting, the mean and covariance are sufficient to describe the
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posterior distribution. Denote by
X̂t
def
= EQ [Xt|Yt] = πt(Im×m),
the mean of the posterior distribution. The Kushner-Stratonovich equation
provides the variation of X̂t, which ends up being a SDE driven by the
innovation νt, which is a Q-Brownian motion. Note that we have included
sensor noise covariance instead of the sensor noise being just a standard
Brownian motion. The Zakai and Kushner-Stratonovich equations described
in Section 2.3 still hold, with the inclusion of sensor noise covariance.
Let Pt denote the covariance, where
P ijt = EQ
[





∣∣∣Yt] = X̂jtX it − X̂ itX̂jt .
The resulting equation for Pt is a Riccati equation with initial condition equal
to the covariance of the initial distribution. The Kalman-Bucy filter is:




t dνt, X̂0 = µ0, (2.18a)
Ṗt = AtPt + PtA
∗











∗ As in the discrete time case, the
posterior mean evolves according to the signal dynamics At, with a correction





t . The Riccati equation for the posterior covariance contains a
part for covariance growth due to signal dynamics, AtPt + PtA
∗




−1HtPt that is inversely proportional to the sensor noise
covariance Rt. When the covariances of the signal and sensor noises and
initial distribution are known, the covariance can be computed offline.
2.5 Continuous-discrete time filtering
When observations are one or more components of the signal, or sensor mea-
surements are at a high enough frequency, the observation can be modeled as
continuous in time. This is not always the case, for example in meteorology
or climate science, measurements are usually taken at the end of relatively
long intervals. Temperature and wind data may be recorded hourly; ocean
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buoy data, ship measurements, and satellite data are collected/transmitted
at long intervals, sometimes on the order of days, weeks or months. In such
cases, the signal is continuous, but the observations are discrete:
Signal: dXt = b(Xt)dt+ σ(Xt)dWt, X0 ∈ Rm, (2.19a)
Observation: Yk = h(Xtk) +Bk, Y0 = 0 ∈ Rd, (2.19b)
where k = 1, 2, . . ., b : Rm → Rm, σ : Rm → Rm×k, h : Rm → Rd are
Borel-measurable functions, W is an m-dimensional Brownian motion, and
Bk ∼N(0, Rk).
The prior density pt is the density of the Itô diffusion X with generator
L. pt satisfies the Fokker-Planck equation, which is completely determined
by the signal dynamics (see Section 2.3.2). At time tk, when observation
is available, the posterior density can be constructed using the product of





where the prior ptk(x|y0:k−1) is the solution to the Fokker-Planck equation




∗pt(x), t ∈ [tk−1, tk],
ptk−1(x) = ptk−1(x|y0:k−1),
where the initial condition is the posterior from the last observation update.
2.6 Particle Filter
Monte Carlo (MC) methods are a class of methods for sampling from prob-
ability densities or simulating stochastic processes, sometimes referred to as
stochastic simulation ([45]). The Markov-Chain Monte Carlo method is an
example for numerically simulating a stochastic process with a specified tran-
sition probability and is commonly used in practice, for example in network
systems and electrical and computer engineering problems. MC methods
involves generating random numbers, which can be a computationally ex-
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pensive procedure in high dimensions. The lecture notes of [45] provide a
good self-contained overview of MC methods with relevant references.
In the filtering framework, MC methods are used sequentially for sampling
from the posterior density (2.8) or approximating the infinite-dimensional
solutions to (2.15) and (2.16), when closed-form solutions such as for the
linear case is not available. Sequential MC methods for nonlinear filtering
are a class of methods called particle filters, first introduced as such in [10].
The Metropolis-Hastings algorithm is a MC method that was introduced
earlier by [46], explored more rigorously and generalized by [47]. Although
not coined as such by the initial authors, when applied to a partially ob-
served system, the Metropolis-Hastings algorithm can be considered a form
of discrete-time nonlinear filtering, for a special case where the system attains
an invariant density. Since [10], many variants of particle filters have been
developed, mostly based on different resampling techniques to better exploit
the use of observations and/or address issues associated with approximating
a continuous density using a finite sample. [13], [11] and [39] contain compre-
hensive, but not exhaustive, survey of particle filtering techniques. [11] and
[48] provide a good introduction and theoretical basis for particle filtering in
discrete time. Chapter 9 of [35] provides a good theoretical development of a
numerical approximation to solutions to the nonlinear filtering equations in
continuous time, including convergence results from the papers [12] and [14]
by one of the authors. Chapter 10 of [35] develops the discrete-time approx-
imation from the same basis. [13] contains convergence results for dsicrete-
and continuous-time particle filters. The references cited here are based on
personal preference, based on preference on rigor, comprehension and expo-
sure, and are not claimed to be the definitive references for theoretical and
practical works on particle filtering.
As mentioned in introduction of this chapter, the extended Kalman filter
can provide closed form linear approximations in certain nonlinear problems.
A sequential MC version called the ensemble Kalman filter has been shown to
perform well in a wide class of nonlinear problems (for example, [49], [9] and
[50]). A particle filter that combines Bayesian posterior density construction
with the Kalman update has also been developed in [51]. Other more recent
developments in particle filtering include [52] and [53], [54], [55], and [56] and
[57].
Figure 2.1 represents the eveolution of densities from time step k − 1 to
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(a) Prior density (b) Posterior density
Figure 2.1: Evolution of signal density
k for a discrete-time stochastic process (may consider as from t − δt to t in
continuous time). The left side of each 2.1(a) and 2.1(b) represents time k−1
(t−δt), the right side represents time k (t). The triangle represents location of
the true signal, which is one realization from the underlayed gray true density.
The true signal is available to the observer only as partial observation that
is corrupted by noise. The black trajectory indicates the path taken from
one time to the next. The blue density on the left in 2.1(a) represents the
initial density, which may be the initial condition, the Fokker-Planck solution,
or the posterior from the previous observation update. On the right in the
same figure, it represents the prior density – from the state transition density
or solution to the Fokker-Planck equation starting from the initial density.
Density means are indicated by stars. 2.1(b) is 2.1(a) overlayed with the red
posterior density. Green represents the density indicated by observations,
which is contaminated by sensor noise. The posterior is obtained by updating
the prior using the information from observations, resulting in a mean that is
closer to the true signal location. Particle filtering is a computational method
for approximating the density evolution in Figure 2.1(a) and observation
update in Figure 2.1(b). In this chapter, we provide overviews of particle
filters in discrete and continuous time, and cite convergence results from [35]
and [13]. At the end, we point out an issue in high dimensional problems by
referring to an example of the particle degeneracy issue from [1].
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2.6.1 Discrete time
Recall the discrete time stochastic difference equation (2.7) from Section 2.2:
Signal: Xk+1 = b(Xk, k + 1) +Wk+1, X0 ∈ Rm, (2.20a)
Observation: Yk = h(Xk, k) +Bk, Y0 = 0 ∈ Rd. (2.20b)
The posterior density, by Bayes’s theorem, is a product of the observation





Note that here, we consider the joint posterior p(x0:k|y0:k) instead of the
marginal p(xk|y0:k) as in Section 2.2 to avoid the integration w.r.t. xk−1
in the prior density. The marginal can be obtained from this posterior by
integrating out x0:k−1. However, in implementation, this integration is equiv-
alent to sampling from the posterior, which is a part of the sequential step
of particle filtering.
Particle filtering provides the approximation p̂Ns(x0:k|y0:k) of the posterior
(2.21) using a finite sample of Ns particles that represent possible realizations
of X. In short, particle filtering involves
1. sampling from an initial density to construct a sample of particles repre-
senting possible locations of the true signal (Figure 2.2(a))
2. propagating the particles forward in time (Figure 2.2(b))
3. construct a posterior density by weighting particles based on their loca-














Figure 2.2: Evolution of signal density using particles
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Sampling from an initial density can be done by standard sampling tech-
niques, for example the accept-reject algorithm. For the posterior at time k,
the initial density is the posterior at time k − 1, p(x0:k−1|y0:k−1) in (2.21),
which we assume that we already have samples for, from in the iterative pro-
cedure. Particles in the initial sample represent possible locations for Xk−1,
and are propagated forward to possible locations at time k using the differ-
ence equation (2.20a). The sample of particles with new locations represent
the prior distribution p(xk|xk−1) in (2.21). The conditional is only on xk−1
since Xk is Markovian based on (2.20a), dependent only on the state at k−1.
The posterior is constructed by assigning importance weights to particles,
based on how close each particle location is to the location of the true signal.
The weights are determined using the observation likelihood p(yk|xk). Let
xik represent location of the i







where yk is the value of the recorded observation at time k. w̄
i,Ns
0:k−1 is the cum-
mulative normalized weights from past observation updates, i.e. the weight
of particle i in p̂Ns(x0:k−1|y0:k−1). Given the system (2.20) with Gaussian
noise, the prior is easy to sample from and the observation likelihood can be













yk − h(xik, k)
)}
w̄i,Ns0:k−1
When the signal is non-Gaussian and the prior is difficult to sample from,
we can use a proposal density q(xk) that is easier to sample from (see, for
example, [11]. q has to be absolutely continuous w.r.t. the prior. Then,
particle weight includes the ratio of the prior to the proposal, which indicates




























0:k . The particle ap-












the normalized weight and δ is the
Dirac delta/indicator function.
Iteratively, the particle filtering algorithm described above is:






for i = 1, . . . , Ns
for k = 1:number of timesteps K do
for i = 1:number of particles Ns do
Propagate xik−1 forward to x
i
k using (2.20a)

















Algorithm 1: SIS particle filter
Note that even though the joint density of x0:k is constructed at each iter-





i=1 have been obtained in previous iterations. The parti-
cle filtering algorithm is performed sequentially from k − 1 to k for k =
1, . . . , K, and “sampling” of particles from the posterior is achieved by as-
signing weights, given by observation likelihood. Hence this algorithm is
called the Sequential Importance Sampling (SIS) algorithm. As mentioned
earlier, if we are only interested in the marginal posterior p(xk|y0:k), we can




i=1, without having to integrate the joint
posterior.
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For finite Ns, the approximation p̂


















Asymptotically (in the limit of large sample size), the approximation error







































respectively. The mean-squared error (MSE) can be written as the sum of
bias squared and variance (see Appendix 5). For finite sample size,
MSE = bias2︸ ︷︷ ︸
O(N−2s )
+ variance︸ ︷︷ ︸
O(N−1s )
. (2.25)
Hence, asymptotically, the bias is negligible compared to the variance.
Resampling
The observation update (2.22) assigns higher weights to particles located
closer to the true signal location indicated by observations, as an exponential
function of the distance squared. For the SIS algorithm, assuming particles
are sampled uniformly from an initial distribution, after a sufficient number
of observation updates, weights will end up being concentrated on a small
portion of particles within the sample. This issue is called sample impoverish-
ment/particle degeneracy (see, for example, [1], [16], [48]). A large number of
Ns particles are carried forward through the iterations of k, but only a small
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portion contributes to the construction of p̂Ns . This phenomena can also be
interpreted as the variance of the unnormalized weights increasing with each
SIS iteration (see, for example, Proposition 3, page 7 in [58], Theorem on
page 285 in [59]). This is inefficient from a computational standpoint and,
more importantly, the ability of the sample to represent the randomness of
the system is concentrated on a number of particles less than Ns, which is
unpreferable based on the MSE (2.25).
A suitable measure of particle degeneracy is the effective sample size Neff











is the true weight. The true weight cannot be deter-









The particle degeneracy issue can be addressed by performing a resampling
procedure after observation update if N̂eff,k falls below a set threshold Nthres.
This serves to discard particles with insignificant weights and replenish the
sample such that all particles have equal or almost equal weights. At itera-
tion k, this is done after the weights normalization procedure in Algorithm
1. One algorithm to achieve this is the systematic resampling algorithm
described in Algorithm 2. The SIS with resampling is called the Sequen-
tial Importance Resampling (SIR) algorithm. For survey and comparison of
different resampling algorithms, see, for example, [61] and [62].
2.6.2 Continuous time
Recall the diffusion process Xt with partial observation Yt that satisfy the
Itô SDE (2.11) from Section 2.3, with generator L defined in (2.14). In
continuous time, the particle filter approximates the solution to the Kushner-
Stratonovich equation (2.16). The algorithm is analogous to the discrete
time particle filter, with particle propagation according to the Itô SDE of X
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if N̂eff,k < Nthres then
Initialize cdf: c1 = 0
for i = 2:number of particles Ns do




Draw uniform u1 ∼ U(0, N−1s )
Start at bottom of cdf: Set i = 1
for j = 1:number of particles Ns do
Move up the cdf: uj = u1 +
j−1
Ns
while uj > ci do
i = i+ 1
end while
Replicate sample i: (x∗)j0:k = x
i
0:k














Algorithm 2: Systematic resampling














The algorithm described here is from Chapter 9.2 of [35], developed in [12]
and [14].
Let t ∈ [0, T ), 0 < T ≤ ∞, and [0, T ) be partitioned into K equal time-
steps δt. At time t = 0, a sample of Ns particles is drawn uniformly from the
initial distribution, each particle xit represents a possible location for Xt for










which can be approximated using stochastic numerical integration methods,
for example the Euler-Maruyama scheme (see, for example, [63] for stochas-
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tic integration schemes). The sample {xit}Nsi=1 represents the solution to the
Fokker-Planck equation at time t (Figure 2.1(a) and Figure 2.2(b)), equiva-





δϕ(xit)ϕ(x), x ∈ R
m. (2.27)
Now consider an interval [(k − 1)δt, kδt), k = 1, . . . , K. Assume that we







































Under P, Xt and Yt are independent, hence the conditional expectation EP
can be represented directly by the particles {xit}Nsi=1, similar to (2.27). How-
ever, the conditional expectation (2.28) involves the measure change D̃t.
Analogous to the observation likelihood for the discrete time algorithm, D̃t















































By the Kallianpur Striebel formula (2.26), the particle approximation of the


















In the numerical procedure over [0, Kδt], the stochastic integration and
weight computation described above is performed sequentially over the in-
vervals [(k − 1)δt, kδt), k = 1, . . . , K.
The MSE of the particle approximation is inversely proportional to Ns,
proved in Proposition 9.18 and Theorem 9.19 of [35], for ρ̂Nst (ϕ) and π̂
Ns
t (ϕ),
respectively: For bounded, Lipschitz b, σ and h, there exist constants cT1 and




















for C2b Borel-measurable function ϕ, and ‖ · ‖2,∞ is a supremum norm. Note
that the convergence results are for expected MSE under P, which can be
extended to Q. The same continuous-time particle approximation and cor-
responding convergence results are also obtained in [13].
Discrete- and continuous-time particle weights
If we discretize the continuous time system, particle weights evaluated using
D̃ and the observation likelihood p(yk|xtk) are the same. Consider the time
interval [t−∆t, t]. If we discretize the Itô SDE for the observation, then an
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increment of the observation is
δYt = h(Xt−∆t)∆t+ η
√
∆t,
where η ∼ N(0, 1). Given Xt−∆t, ∆Yt is Gaussian with mean h(Xt−∆t)∆t,
variance ∆t. Also, given X, observation increments are independent over
time, so the particle weight in discrete time is
wit = p(∆Yt|Xt−∆t)wit−∆t,








































where the constant C(∆Yt) =
exp{[∆Yt]2/2∆t}√
2π∆t
is the same for all particles, so
it doesn’t affect weight calculation since weights are normalized anyway.










which is the same as (2.30), scaled by a constant.
2.6.3 Curse of dimensionality
Particle filtering provide a good finite dimensional numerical approximation
to the infinite-dimensional solution of the nonlinear filtering problem. How-
ever, despite rigorous convergence results, particle filters can be unstable, as
the convergence results are asymptotic properties, in the limit of infinitely
large sample size, while implementation can only be performed with finite
sample size. For example, a signal with a large initial sample space would
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require proportionally large sample size, and following observation updates,
particle weights may be highly varying, resulting in the particle degeneracy
mentioned in Section 2.6.1, for which resampling is one remedy. In large scale
systems, particle filters may still suffer from slow convergence rates. For ex-
ample, [1] points out a case in [64] where the SIS particle filter collapses to
a point mass after just a few observation updates when applied to a large
scale geophysical model. Particle weight collapse and the condition for its
occurrence have been studies in [1] and [16].
Figure 2.3: Histogram of maximum weight (extracted from [1]); d varies
column wise, Ns = n varies row-wise, each histogram is for 400
experiments; x-axis is maximum particle weight (∈ (0, 1]), y-axis is number
of simulations, black line indicates mean
[1] presents the following simple numerical experiment that illustrates par-
ticle degeneracy, where most of the weights in a sample is concentrated on
a small number of particles: Let the signal be X ∼ N(0, Id×d) be a d-
dimensional standard Gaussian and the observation be the signal perturbed
by standard Gaussian noise, i.e. Y = HX + B, where H = Id×d and
B ∼N(0, Id×d). Numerical experiments are performed to estimate X based
on Y by particle filtering for d = 10, 50, 100. For each d, sample size is var-
ied as Ns = 10
2.5, 502.5, 1002.5 and 400 simulations performed for each Ns.
Normalized particle weights are calculated using the observation likelihood
as described in Section 2.6.1 and the maximum particle weight recorded.
Figure 2.3 shows the histogram of maximum particle weight over each 400
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experiments. For d = 10, when Ns is high, the maximum particle weight
mostly fall in the (0, 1] bin, which indicates that particle weights are almost
uniform over the sample. For d = 100, even with high Ns, almost 38% of
the maximum weights fall in the (0.9, 1] bin, indicating that most of or all
the weight is on one particle. Such a sample may not be expected to be
representative of the true posterior distribution, as the approximation con-
structed using the sample would almost be a Dirac delta at the location of
the particle with maximum weight. A similar experiment is also performed
for Cauchy observation noise in [1], with similar result.
[1] finds that, for large d, the maximum weight behaves as








where Z(n) is the n
th order statistic from a sample of size Ns. For large d,
this approximation is close to unity, hence particle weights are concentrated
on a single particle. [1] also shows that a condition for particle degeneracy
is Ns being small compared to exp{d1/3}. Specifically, the maximum weight
converges to unity as logNs
d1/3
goes to zero.
Such obstacle in the implementation of particle filtering in high dimen-
sional settings is the motivation behind the work for this thesis. Geophysical
models possess both nonlinearity, which presents difficulties in using linear
approximation filters, and high dimensions, which present difficulties in im-
plementation of particle filtering for estimation and prediction. However,
these models also possess multiple timescales. The models represent pro-
cesses that occur at different timescales that are sufficiently wide apart such
that the slow scale components are almost stationary at the timescale at
which variations of the fast components are observed. If we are only inter-
ested in estimation and prediction of the slow components, for example in
climate prediction for decadal scale processes, and the fast components pos-
sess certain invariant properties, then there exist stochastic averaging results
that allow representation of only the slow components. By effectively elimi-
nating the fast scale dimensions using such representation, the dimension of
the problem is reduced, making the implementation of particle filtering, or





The main result of multiscale nonlinear filtering of the work for this thesis
is the convergence of the filter for the multiscale system to a homogenized
filter with support on a lower dimensional space, in the wide timescale sep-
aration limit. The construction of the homogenized filter is by asymptotic
expansion based on the stochastic averaging results of [17]. The convergence
proof utilizes the concept of backward stochastic partial differential equations
(BSPDEs) and backward doubly-stochastic differential equations (BDSDEs),
and some convergence results from [65].
The multiscale nonlinear filtering problem is formulated, with statement
of the main result, in Section 3.1. Section 3.2 describes existing and re-
lated works. A brief description of homogenization of multiscale ordinary
differential equations (ODEs) and the result of [17] for diffusion processes is
presented in Section 3.3. Section 3.4 discusses BSPDEs and BDSDEs. Sec-
tion 3.6 presents some preliminary estimates required for the main theorem.
The main result and corresponding proofs are presented in Section 3.7. The
results of Sections 3.6 and 3.7 are in the work [66].
3.1 Problem formulation and statement of main result
Let (Ω,F, (Ft),Q) be a filtered probability space that supports a (k+ l+d)-
dimensional standard Brownian motion (V,W,B). Let the signal (Xε, Zε)























where Xεt ∈ Rm, Zεt ∈ Rn, Wt ∈ Rk and Vt ∈ Rl are independent standard
Brownian motions, b : Rm+n → Rm, σ : Rm+n → Rm×k, f : Rm+n → Rn, g :
Rm+n → Rn×l. All the functions above are assumed to be Borel-measurable.
For fixed x ∈ Rm, define
dZxt = f(x, Z
x
t )dt+ g(x, Z
x
t )dVt. (3.2)
Assume that for all x ∈ Rm, Zx is ergodic and converges rapidly towards its
stationary measure µ(x, ·). This will be made precise later.







with Borel-measurable h : Rm+n → Rd. B is assumed to be a d-dimensional
standard Brownian motion that is independent of W and V .
Define Yεt = σ(Y
ε
s : 0 ≤ s ≤ t) ∨N, where N are the Q-negligible sets.
For a finite measure π on Rm+n and for a bounded measurable function ϕ
on Rm+n denote π(ϕ) =
∫
ϕ(x, z)π(dx, dz). Then our aim is to calculate the
measure-valued process (πεt , t ≥ 0) determined by
πεt (ϕ) = E[ϕ(Xεt , Zεt )|Yεt ].





















Under Pε, the observation process, Y ε, is a Brownian motion and independent
of (Xε, Zε). By the Kallianpur-Striebel formula,






























































Denote by Lε = 1
ε































where ·∗ denotes the transpose of a matrix or a vector.








ρε0(ϕ) = EQ[ϕ(Xε0 , Zε0)]
for every ϕ ∈ C2b (Rm+n,R) (see, for example, [35]). For k ≥ 0, Ckb is the
space of k times continuously differentiable functions ϕ, such that ϕ and all
its partial derivatives up to order k are bounded.
The theory of stochastic averaging (see, for example, [17]) tells us that
under suitable conditions, Xε converges in law to X0 as ε→ 0, where X0 is






for suitably averaged b̄ and σ̄. Denote the generator of X0 by L̄.
We want to show that as long as we are only interested in estimating the
slow component, we can take advantage of this fact. More precisely, we want
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to find a homogenized (unnnormalized) filter ρ0, such that for small ε, ρε,x
which is the x-marginal of ρεt , is close to ρ






for every measurable bounded ϕ : Rm → R, and ρ0 is the solution of







ρ00(ϕ) = EQ[ϕ(X00 )],
where h̄ is a suitably averaged version of h. The measure-valued processes π0









Note that the homogenized filter is still driven by the real observation Y ε and
not by a “homogenized observation”, which is practical for implementation
of the homogenized filter in applications since such homogenized observation
is usually not available. However, should such homogenized observation be
available, using it would lead to loss of information for estimating the signal
compared to using the actual observation.
The main result is: Under the assumptions stated in Theorem 3.5.1, for
every p ≥ 1 and T ≥ 0 there exists C > 0, such that for every ϕ ∈ C4b(
EQ
[∣∣πε,xT (ϕ)− π0T (ϕ)∣∣p])1/p ≤ √εC||ϕ||4,∞.
In particular, there exists a metric d on the space of probability measures,
such that d generates the topology of weak convergence, and such that for











3.2 Existing and related works
Based on (3.4) and (3.6), the filter convergence problem is a problem of ho-
mogenization of a SPDE. In [17], homogenization of diffusion processes with
periodic structures is done using the martingale problem approach. In [67]
and Chapter 2 of [68], limit behavior of stochastic processes is studied us-
ing asymptotic analysis. [68] studies linear SPDEs with periodic coefficients
and also used a probabilistic approach in Chapter 3. Homogenization in the
nonlinear filtering problem framework via asymptotic analysis on the dual
representation of the nonlinear filtering equation as we do has been studied























ε = 0 ∈ Rd,
where b, σσ∗, and h are periodic. The homogenized process satisfies
dX0t = b̄X
0
t dt+ σ̄dWt, X
0
0 = x ∈ Rm.
The averaged sensor function h̄ is constant and the homogenized filter is con-
structed using the homogenized observation Ȳ . Therefore, the homogenized
filter is the Kalman-Bucy filter. The error between the homogenized and
true filters is obtained to be O(ε). [70] studies homogenization for Zakai-
type SPDEs using two different approaches - the martingale problem ap-
proach and BSDE techniques. As far as we are aware, BSDEs is used for
studying homogenization of Zakai-type SPDEs for the first time in [70]. Our
convergence proof applies BSDE techniques by invoking the dual represen-
tation of the filtering equation and using asymptotic analysis to determine
the limit behavior of the solution of the backward equation. [65] give precise
estimates for the transition function of an ergodic SDE of the type (3.2),
and these results are used in our proof. To our knowledge, such method of
homogenization for SPDEs combining BSDE and asymptotic methods has
not been done before. We are also able to obtain error estimate of O(
√
ε),
which to our knowledge is a first at publication of [66].
[71] obtained the result of (3.7) for a two-dimensional multiscale signal
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process with no drift in the fast component SDE. In the work for this thesis,
the goal is to obtain the result for an Rm+n-dimensional signal process with
drift and diffusion coefficients of the fast and slow components dependent on
both components. The proof of [71] relied on representing the slow compo-
nent as a time-changed Brownian motion under a suitable measure, which
cannot be extended easily to the multidimensional setting considered here.



















Convergence is obtained via the unnormalized posterior density uεt(x, z),






t(x, z) dz dx. u
ε is asymptotically expanded as






t (x, z) and the correction and remainder terms
Φε, Rε are shown to
ε→0−→ 0. Φε and Rε are written as solutions to SPDEs by
substituing the expansion into the Zakai equation for uε:
duεt(x, z) = (L






0(x, θ) = p0(x)p0(z),
and collecting equal order terms. The SPDEs are made more manageable by
the fact that (Lε)∗ = Lε in this setup (see Section 2.3.2). To show Φε → 0,
the martingale Xε is represented as a time-changed Brownian motion (Levy’s
theorem). For m-dimensional martingales, the equivalent representation re-
quires covariations to be zero (Knight’s theorem), which is not possible in
the setting (3.1) considered here.
To our knowledge, a result presented in Chapter 6 of [72] is the closest to
the results of this work. In Theorem 6.3.1 of [72] it is shown that for a fixed
test function, the difference of the unnormalized actual and homogenized
filters for multiscale jump-diffusion processes converges to zero in distribu-
tion. Standard results then give convergence in probability of the fixed time
marginals. [72]’s method of proof is by averaging the coefficients of the SDEs
for the unnormalized filters and showing that the limits of both filters satisfy
the same SDE that possesses a unique solution. We obtain Lp convergence of
the measure valued process, not just for fixed test functions, and we are able
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to quantify the rate of convergence, which, to the best of our knowledge, has
not been achieved before in homogenization of nonlinear filters at the time
of publication of the work [66]. It is worth mentioning that, for the case
where the transition density of the fast process is not assumed to converge
to an invariant measure, [72] also shows that the homogenized filter is “near
optimal”, in the sense that, in the limit, the mean-squared distance between
the actual and homogenized filters is minimum over a class of estimators.
In [73], convergence of the nonlinear filter is shown in a very general setting,
based on convergence in total variation distance of the law of (Xε, Y ε). This
is then applied to two examples. Since the diffusion matrix of our slow
component is allowed to depend on the fast component, our results are not
a special case. In the examples of [73], Xε converges to X̄ in probability,
which is no longer the case in our setting. However it might be possible to
apply the total variation techniques developed in [73] to obtain convergence
in our setting. Only the rate of convergence cannot be determined with these
techniques.
The latest work on homogenization in multiscale filtering that we are aware
of is in [74] that studied a diffusion process with hidden fast component and




b (Zεt ) dt+
1√
ε
σ (Zεt ) dWt, Z
ε
0 = x ∈ Rn,





h (Zεs) ds+Bt, Y
ε = 0 ∈ Rd.
The homogenized filter is driven by the real observation/slow component,





















filtering result is the mean square convergence of the homogenized and true
filters, which is an intermediate step to the main result of convergence of
likelihood functions.
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3.3 Averaging and homogenization
In order to illustrate the principle of averaging, consider the following ODE
example from Chapter 7.1 of [75]:
˙̃Xεt = εb(X̃
ε
t , ξt), X̃
ε
0 = x ∈ Rm, (3.8)
where ε is a small parameter. b is assumed bounded and Lipschitz.
ξ is fast compared to X̃ε. If components of b do not increase too fast, then
solution to (3.8) converges to X̃0t = x as ε→ 0 on finite time intervals [0, T ].
However, on intervals of order 1
ε
or higher, we may see significant changes in
the behavior of X̃ε from x. Hence, consider interval [0, T
ε
]. To study X̃ε on
interval [0, T
ε







t , ξt/ε), X
ε
0 = x ∈ Rm.





Consider a small interval [0,∆] ⊂ [0, T ] such that ∆ ≡ εα, where 0 < α <
1. Then, ε
∆
= ε1−α, so ε
∆
























b(x, ξs)ds = b̄(x) (3.10)
for x ∈ Rm. Then, b̄ is also bounded and satisfies the Lipschitz condition
with the same constant K as b. Let
˙̄Xt = b̄(X̄t), X̄0 = x,
then
∣∣Xε∆ − X̄∆∣∣ ≤ ∆ ε∆
∫ ∆/ε
0























= ρε(∆) exp {K∆} , (3.11)













b(x, ξs)ds = b̄(x),
so ρε(∆)→ 0 as ε→ 0 since ∆↘ 0 as well. Hence,
lim
ε→0
∣∣Xε∆ − X̄∆∣∣ = 0, Xε0 = X̄0 = x ∈ Rm. (3.12)
If (3.12) holds uniformly for x ∈ Rm, then the convergence can be extended
to over all finite intervals [0, T ], by partitioning [0, T ] into intervals of size
∆. In other words, if b and ξ satisfy conditions such that b(x, ξs) can be
averaged over ξ to an x-dependent function, then Xε → X̄ over timescale of
order ε−1.
The main result utilized in the construction of the homogenized filter is the
stochastic averaging result of [17], which we describe here using the setting of
(3.1). The result of Theorem 2.1 of [17] includes an intermediate timescale,
which is not considered in our work. Consider the diffusion process (3.1).
Assume that Zx is ergodic i.e. there exists a unique invariant density µ(x, dz)
that is smooth in x such that
lim
t→∞
pt(x, dz) = µ(x, dz)
uniformly in x, where pt(x, dz) is the transition probability density of Z
x
t .
The drift and diffusion coefficients of (3.1) are assumed to be smooth, but
this assumption can be weakened. Under these conditions, Theorem 2.1 of
[17] states that Xε converges weakly in C([0, T ], Rm), T < ∞, to a Markov
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By the smoothness conditions, coefficients of L̄ are smooth and bounded in
x, so L̄ generates a diffusion Markov process on Rm. If Lε is uniformly
elliptic on Rm × Rn, then the smoothness conditions can be relaxed such
that the diffusion coefficients need to be bounded and continuous and the
drift coefficients be bounded and measurable. The proof is by the martingale
problem approach (see, for example, Section 8.3 of [43] for the martingale
problem).
3.4 Backward stochastic partial differential equations
and backward doubly-stochastic differential
equations
Dual representations of the unnormalized filters ρε,x· (ϕ), ρ
0
t (ϕ) are invoked in
the proof of the main multiscale filtering result. The duals satisfy backward
equations of the form (see Section 3.5)
ψ(ω, t, x) = ψ(T, x) +
∫ T
t




{g(ω, s, x) +G(ω, s, x)ψ(ω, s, x))} d
←
Bs, (3.13)
ψ(T, x) = Ψ(ω, x),
where ψ : Ω× [0, T ]×Rm → R, f : Ω× [0, T ]×Rm → R, g : Ω× [0, T ]×Rm →
R1×d, and G : Ω × [0, T ] × Rm → R1×d, ϕ : Ω × Rm → R are all jointly
measurable, and (Bt : t ∈ [0, T ]) is a d-dimensional standard Brownian
















for measurable b : Rm → Rm and a : Rm → Sm×m (Sm×m denotes positive
semidefinite symmetric matrices). We will determine probabilisitc represen-
tation of this equation in terms of BDSDEs as introduced by [76]. Note that
for these linear equations it is possible to give a Feynman-Kac type repre-
sentation without using BDSDEs. This is done, for example, in [77] (“The
Method of Stochastic Characteristics”). However the BDSDE-representation
has the advantage that it permits us to apply Gronwall’s lemma. This would
not be possible with the method of stochastic characteristics.
Backward equation here means that the solution to (3.13) is adapted to








σ (Bu −Br : r ≤ u ≤ s)
and FBt,s is the completion of F
0,B
t,s . A solution to (3.13) has to satisfy
ψ(t, x) ∈ FBt,T for all (t, x). Under this interpretation, d
←
B can be inter-
preted as a backward Itô integral, defined as:
Partition [0, t] into (t0, t1], . . . , (tN−2, tN−1], (tN−1, tN ], where tk = t− (N −
k) bt/Nc. For a simple function Hs =
∑N
k=1 Hkχ[tk−1,tk)(s) with Hk ∈ Ftk,t,










It is defined using the right end-point as opposed to the left end-point of the
interval [tk−1, tk) for the forward integral. It is extended to general locally
square integrable, F·,T -predictable H via Itô isometry as for the forward
integral. Then, for s ∈ (T − t, T ], H ′s := HT−s and B′s := BT − BT−s, we










where the right side is just the forward Itô integral. This means that we can
reverse time in (3.13) to obtain a forward equation. We describe this in the
following discussion.
















































































s∈{T−(N−1)b tN c,T−(N−2)b tN c,...,T−b tN c,T}
Hs
(











BT−(N−2)b tN c −BT−(N−1)b tN c
)
+ . . .+HT−b tN c
(























s∈{0,1,...,(N−2)b tN c,(N−1)b tN c}
HT−s
([







s∈{0,1,...,(N−2)b tN c,(N−1)b tN c}
HT−s
(











BT−b tN c −BT−2b tN c
)
+ . . .
+HT−(N−2)b tN c
(




BT−(N−1)b tN c −BT−Nb tN c
)}
,
which is equal to the backward stochastic integral.
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The time integrals are related by a variable change τ = T − s:∫ t
0
H ′s ds =
∫ t
0







Hence, we have the following forward version for (3.13):
Let ψ′(t, x) = ψ(T − t, x) and B′ be the Brownian motion defined above.
Based on the preceeding discussions, we have the forward version of (3.13):
ψ′(t, x) = Ψ(x) +
∫ t
0




{g(s, x) +G(s, x)ψ′(s, x)} dB′s,
in the classical SPDE sense. Hence, no new theory is required for the back-
ward SPDEs described here, we can solve (3.14) and reverse time (see also,
for example, Chapter 1, Section 4.12 in [77]). Alternatively, we can reverse
time for forward equations like (3.14) and obtain a backward equation of the
form (3.13). Note that the driving noise dB′ does not depend on the space
variable, i.e. it is a finite-dimensional noise. Fortunately, this is sufficient for
the nonlinear filtering equations.
Now we obtain a BDSDE representation of the solution to the backward
equation (3.13). A BDSDE is an integral equation of the form
Yt = ξ +
∫ T
t
f(s, ·, Ys, Zs)ds+
∫ T
t






where f : [0, T ]×Ω×R×R1×n → R, g : [0, T ]×Ω×R×R1×n → R1×l, and
for fixed y ∈ R, z ∈ R1×n the processes (ω, t) 7→ f(t, ω, x, z) and (ω, t) 7→
g(t, ω, x, z) are (FB0,T ∨FWT )⊗B(R)-measurable, and for every t, f(t, ·, x, z)
and g(t, ·, x, z) are Ft-measurable. B and W are independent Brownian
motions.
(Y, Z) will be called solution of (3.15) if (Y, Z) ∈ S2T (R) ×H2T (R1×n) and




We will also write the equation in differential form:




Starting from the notion of BDSDEs, we can define forward-backward
doubly stochastic differential equations. Let σ = a1/2 and






σ(X t,xs )dWs for s ≥ t
X t,xs = x for s ≤ t
We then define the following BDSDE
−dY t,xs = f(s,X t,xs )ds+ (g(s,X t,xs )ds+G(s,X t,xs )Y t,xs )d
←
Bs − Zt,xs dWs
Y t,xT = ϕ(X
t,x
T ).
It turns out that Y gives a finite-dimensional probabilistic representation for
equation (3.13), more precisely we have Y t,xt = ψ(t, x). This is not completely
covered by [76], because we have random unbounded coefficients, and because
we do not assume the diffusion matrix a to have a smooth square root. On
the other side, the equation is of a particularly simple linear type. In the
remainder of this section, we give the precise statement and proof for this
representation.
We will not be able to get an existence result of the BDSDE representation
for classical solutions of the SPDE (3.13) from the theory of BDSDEs: This
is due to the fact that for this we would need smoothness properties of a
square root of a. But even when a is smooth, in the degenerate elliptic
case it does not need to have a smooth square root (see, for example, [78],
Chapter 2.3). Instead we will use the existence result of [77] and only reprove
the uniqueness result of [76] in our setting. This will work under Lipschitz
continuity of a1/2.
Define for 0 ≤ t ≤ s ≤ T
F
0,B
t,s = σ(Bu −Bt : t ≤ u ≤ s)
and FBt,s as the completion of F
0,B
t,s under P. Introduce the space of adapted
random fields of polynomial growth:
Definition 3.4.1 PT (Rm,Rn) is the space of random fields
H : Ω× [0, T ]× Rm → Rn
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that are jointly measurable in (ω, t, x), and for fixed (t, x), ω 7→ H(ω, t, x) is
FBt,T -measurable. Further for fixed ω outside a null set, H has to be jointly
continuous in (t, x), and it has to satisfy the following inequality: For every







≤ Cp(1 + |x|q).
We make the following assumptions on the coefficients of the SPDE:
(Sk) f and g are k times continuously differentiable and the partial deriva-
tives up to order k are all in PT . G is (k + 1) times continuously
differentiable and the partial derivatives up to order (k + 1) are all
uniformly bounded in (ω, t, x). ϕ is k times continuously differentiable,
and all partial derivates of order 0 to k grow at most polynomially.
We make the following assumptions on the coefficients of the differential
operator L:
(Dk) b ∈ Ckb (Rm,Rm), a ∈ Ckb (Rm,Sm×m), and a is degenerate elliptic: For





Then we have the following result:
Proposition 3.4.1 Assume (Sk) and (Dk) for some k ≥ 3. Then the equa-
tion (3.13) has a unique classical solution ψ in the sense that for every fixed
ω outside a null set, ψ(ω, ·, ·) ∈ C0,k−1([0, T ] × Rd,R), ψ and its partial
derivatives are in PT (Rm,R), and ψ solves the integral equation. If ψ̃ is any
other solution of the integral equation, then ψ and ψ̃ are indistinguishable.
If further f, g and ϕ as well as their derivatives up to order k are uniformly
bounded in (ω, t, x), then for any p > 0 there exist Cp, q > 0 (only depending
on p, the dimensions involved, the bounds on a, b and G, and on T), such

















Proof This is a combination of Theorem 4.3.2 and Corollary 4.3.2 of [77]
(The claimed bound is only given for the equation in unweighted Sobolev
spaces, in Corollary 4.2.2. But from that we can deduce the result for the
weighted Sobolev case). The only thing we need to verify is that our poly-
nomial growth assumption on the coefficients is compatible with the Sobolev
norm condition there. But if θ ∈ PT (Rm,Rn), then for any p ≥ 1 there
certainly is an r < 0 such that θ takes its values in the weighted Lp-space































Cp(1 + |x|q)(1 + |x|2)
r
2dx <∞
for small enough r. 
Now we combine this result with the theory of BDSDEs:
Let (Wt : t ∈ [0, T ]) be an n-dimensional standard Brownian motion that is
independent of B. For 0 ≤ t ≤ s, FWt,s is defined analogously to FBt,s. For




Note that this is not a filtration, as it is neither decreasing nor increasing in
t. Introduce the following notation:








• S2T (Rm) is the space of continuous adapted Rm-valued processes Y s.t.









Observe that with suitable adaptations, all of the following results also
hold in the multidimensional case, i.e. for Y ∈ Rm. We restrict to one-
dimensional Y for simplicity and because ultimately we are only interested
in that case.
[76] shows that under the following conditions, equation (3.15) has a unique
solution:
• ξ ∈ L2(Ω,FT ,P;R)
• for any (y, z) ∈ R × R1×n: f(·, ·, y, z) ∈ H2T (R) and g(·, ·, y, z) ∈
H2T (R1×k)
• f and g satisfy Lipschitz conditions and g is a contraction in z: there
exist constants L > 0 and 0 < α < 1 s.t. for any (ω, t) and y1, y2, z1, z2:
|f(t, ω, y1, z1)− f(t, ω, y2, z2)|2 ≤ L(|y1 − y2|2 + |z1 − z2|2) and
|g(t, ω, y1, z1)− g(t, ω, y2, z2)|2 ≤ L|y1 − y2|2 + α|z1 − z2|2
(see Appendix 3).
Now we want to associate a diffusion X to the differential operator L.
To do so, assume that (Dk) is satisfied for some k ≥ 2. Then σ := a1/2
is Lipschitz continuous by Lemma 2.3.3 of [78]. Hence for every (t, x) ∈
[0, T ]× Rm, there exists a strong solution of the SDE






σ(X t,xs )dWs for s ≥ t,
X t,xs = x for s ≤ t.
Associate the following BDSDE to (3.13):
−dY t,xs = f(s,X t,xs )ds+ (g(s,X t,xs ) +G(s,X t,xs )Y t,xs )d
←
Bs − Zt,xs dWs, (3.16)
Y t,xT = ϕ(X
t,x
T ).
Under the assumptions (Sk) and (Dk) for k ≥ 2, this equation has a unique
solution.
Proposition 3.4.2 Assume (Sk) and (Dk) for some k ≥ 3. Then the unique
classical solution ψ of the SPDE (3.13) is given by ψ(t, x) = Y t,xt , where
(Y t,x, Zt,x) is the unique solution of the BDSDE (3.16).
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We can give exactly the same proof as in [76], Theorem 3.1, taking advantage
of the independence of B and W . For the reader’s convenience, we include
it here.
Proof Let ψ be a classical solution of (3.13). It suffices to show that




s ) : t ≤ s ≤ T )
solves the BDSDE (3.16). Here Dψ is the gradient of ψ. For this purpose,
consider a partition t = t0 < t1 < · · · < tn = T of [t, T ]. Then







ti )− ψ(ti+1, X
t,x
ti+1))
















ti )− ψ(ti, X
t,x



































This is justified because X t,x and ψ are independent and because ψ grows
polynomially, hence we can apply Itô’s formula. We also used the fact that
ψ is a classical solution to (3.13). If we let the mesh size tend to 0, then by
continuity of X t,x and ψ, the result follows. 
3.5 Formal expansion of filtering equations and main
result
For a given bounded test function ϕ and terminal time T , we follow [79]
in introducing the associated dual process vε,T,ϕt (x, z), which is a dynamic
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version of EPε [ϕ(XεT )D̃εT |YεT ]:





where Pεt,x,z is the measure under which Xε and Zε are governed by the same
dynamics as under Pε, but (Xε, Zε) stays in (x, z) until time t, then it starts





−1; and Yεt,T = σ(Y
ε
r − Y εt : t ≤
r ≤ T ) ∨N (recall that N denotes the Q-negligible sets). From the Markov












∣∣∣Yε0,T]Pε(dx, dz) = ρεt(vε,T,ϕt ).
In particular (because at time 0, ρε is just the starting distribution of (Xε, Zε)):
ρε,xT (ϕ) =
∫
vε,T,ϕ0 (x, z)Q(Xε0 ,Zε0)(dx, dz).
Similarly introduce

















and Pεt,x is the measure under which X0 is governed by the same dynamics
as under Pε, but stays in x until time t. We can also show that for any
t ∈ [0, T ]: ρ0t (v
0,T,ϕ
t ) = ρ
0




Note that QX00 = QXε0 , because the homogenized process has the same start-
ing distribution as the unhomogenized one.







Our aim is to show that for nice test functions ϕ, and for the dual processes
vε and v0 defined above, E[|vε0(x, z) − v00(x)|p] is small (in a way that will
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depend on x and z). Then
E[|ρε,xT (ϕ)− ρ
0
T (ϕ)|p] = E
[∣∣∣∣∫ (vε0(x, z)− v00(x))Q(Xε0 ,Zε0)(dx, dz)∣∣∣∣p]
≤ E
[∫




E[|vε0(x, z)− v00(x)|p]Q(Xε0 ,Zε0)(dx, dz)
will also be small as long as Q(Xε0 ,Zε0) is well behaved.
Before continuing, let us change notation: For large parts of this article
we will only work under Pε, and the process Y ε is a Brownian motion under
Pε which is independent of (Xε, Zε, X0). Therefore from now on we write P
instead of Pε and B instead of Y ε to facilitate the reading. The distribution
and notation for the Markov processes (Xε, Zε, X0) do not change.
The key point is now that vε and v0 solve backward SPDEs ([79]):
−dvεt (x, z) = Lεvεt (x, z)dt+ h(x, z)∗vεt (x, z)d
←
Bt (3.17)
vεT (x, z) = ϕ(x)
and
−dv0t (x) = L̄v0t (x, z)dt+ h̄(x)∗v0t (x)d
←
Bt (3.18)
v0T (x) = ϕ(x).
Here and in all that follows, d
←
B denotes Itô’s backward integral.
We formally expand vε as
vεt (x, z) = u
0
t (x, z) + εu
1
t/ε (x, z) + ε
2u2t/ε(x, z).
Note that rigorously this does not make any sense, because:
• We work with equations with terminal conditions. But when we send
ε → 0, then t/ε converges to infinity. So for which time should the
terminal condition of e.g. u1 be defined?
• The terms in this expansion will all be stochastic. Then if u1 is adapted





Bs a priori does not make
any sense for ε < 1.
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However if we do such a formal asymptotic expansion, and then call
v0(t, x) = u0(t, x), ψ1(t, x, z) = εu1t/ε(x, z), R(t, x, z) = ε
2u2t/ε(x, z)
(of course all terms except v0 depend on ε, which we omit in the notation to
facilitate the reading), then these terms have to solve the following equations:
−dv0t (x) = L̄v0t (x, z)dt+ h̄(x)∗v0t (x)d
←
Bt













−dRt(x, z) = LεRt(x, z)dt+ LSψ1t (x, z)dt (3.20)
+ h(x, z)∗
(






v0(T, x) = ϕ(x), ψ1(T, x, z) = R(T, x, z) = 0.
Note that the equation for v0 is exactly the desired equation (3.18). By
existence and uniqueness of the solutions to these linear equations, we can
apply superposition to obtain that then indeed
vεt (x, z) = v
0
t (x) + ψ
1
t (x, z)︸ ︷︷ ︸
corrector
+Rt(x, z)︸ ︷︷ ︸
remainder
.
Therefore the problem of showing Lp-convergence of vε to v0 reduces to show-
ing Lp-convergence of ψ1 +R to 0. To achieve this, we use probabilistic rep-
resentations of ψ1 and R in terms of backward doubly stochastic differential
equations (see Section 3.4). This allows us to apply the existing estimates
for the transition function of Zx from [65].
It will be convenient for us to work with functions that are smoother in
their x-component than they are in their z-component or vice versa. To do
so, introduce the function spaces Ck,l(Rm × Rn,Rd): For θ : Rm × Rn →
Rd, θ = θ(x, z), write θ ∈ Ck,l(Rm × Rn,Rd), if θ is k times continuously
differentiable in its x-components and l times continuously differentiable in
its z-components. If θ as well as its partial derivatives up to order (k, l) are
bounded, write θ ∈ Ck,lb (Rm × Rn,Rd).
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Introduce the following assumptions:
(Hstat) For the existence of a stationary distribution µ(x, dz) for Z
x, we sup-
pose that there exist M0 > 0, α > 0, such that for all |z| ≥M0
sup
x
〈f(x, z), z〉 ≤ −C|z|α.
For the uniqueness of the stationary distribution µ(x, dz) of Zx, we
suppose uniform ellipticity, i.e. that there are 0 < λ ≤ Λ < ∞, such
that
λI ≤ gg∗(x, y) ≤ ΛI
in the sense of positive semi-definite matrices (I is the unit matrix).
(HFk,l) The coefficients of the fast diffusion satisfy f ∈ Ck,lb (Rm ×Rn,Rn) and
g ∈ Ck,lb (Rm × Rn,Rn×k).
(HSk,l) The coefficients of the slow diffusion satisfy b ∈ Ck,lb (Rm×Rn,Rm) and
σ ∈ Ck,lb (Rm × Rn,Rm×k).
(HOk,l) The observation function h satisfies h ∈ Ck,lb (Rm × Rn,Rd).






′;x)dz′ := Ez[θ(Zxt )]
where z denotes the starting point of Zx, and z′ 7→ pt(z, z′;x) is the density
of Zxt if at time 0 it is started in z. Note that the density exists for all























where b̄(x) = p∞(b;x) and ā = p∞(σσ
∗;x). Also define h̄(x) = p∞(h;x).
We introduce the following notation: A multiindex α = (α1, . . . , αm) ∈ Nn0
is of order
|α| = α1 + · · ·+ αm.
Given such a multiindex, define the differential operator
Dα =
∂|α|









where || · ||∞ is the usual supremum norm.
The main result is
Theorem 3.5.1 Assume (Hstat), (HF8,4), (HS7,4), (HO8,4), and that the ini-
tial distribution Q(Xε0 ,Zε0) has finite moments of every order. Then for every
p ≥ 1 and T ≥ 0 there exists C > 0, such that for every ϕ ∈ C4b(
EQ
[∣∣πε,xT (ϕ)− π0T (ϕ)∣∣p])1/p ≤ √εC||ϕ||4,∞.
In particular, there exists a metric d on the space of probability measures,
such that d generates the topology of weak convergence, and such that for










This result will be proven in Section 3.7. In particular we can use Borel-
Cantelli to conclude that if (εn) converges quickly enough to 0, then π
εn will
a.s. converge weakly to π0.
The ideas are rather simple: We represent the backward SPDEs by finite-
dimensional stochastic equations (this will be BDSDEs). The diffusion op-
erators get replaced by the associated diffusions. We are able to solve those
finite-dimensional equations explicitly, or at least give explicit estimates up
to an application of Gronwall. This allows us to estimate ψ1 and R in terms
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of the transition function of the fast diffusion. But [65] proved very precise
estimates for this transition function. These estimates allow us to obtain the
convergence.
While the ideas are simple, the precise formulation and the actual proofs
are quite technical. Probabilistic representation of BSPDEs for the dual,
corrector and remainder has presented in the previous section. The next
section presents some preliminary estimates. Proof of the main theorem is
in the following section.
3.6 Preliminary estimates
The notation Dαx indicates that the differential operator D
α is only acting
on the x-variables.
The following result will help us to justify the BDSDE-representations on
the deeper levels. Recall that pt(z, θ;x) = E[θ(x, Zxt )|Zx0 = z].
Proposition 3.6.1 Assume (HFk,l). Let θ ∈ Ck,l(Rm × Rn,R) satisfy for




∣∣DαxDβz θ(x, z)∣∣ ≤ C(1 + |x|p + |z|p).
Then
(t, x, z) 7→ pt(z, θ;x) ∈ C0,k,l(R+ × Rm × Rn,R)




∣∣DαxDβz pt(z, θ;x)∣∣ ≤ C1eC1t(1 + |x|p1 + |z|p1).






∣∣DαxDβz θ(x, z)∣∣ ≤ C(1 + |z|p),
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∣∣DαxDβz pt(z, θ;x)∣∣ ≤ C1eC1t(1 + |z|p1).
Proof Note that
pt(z, θ;x) = E[θ(x, Zxt )|Zx0 = z] = E(θ(Xt, Zt)|(X0, Z0) = (x, z)]
is the solution of Kolmogorov’s backward equation associated to (X,Z),
where
Xt = X0,







In this formulation, the first result is standard. Cf. e.g. [78], Corollary 2.2.8.
The second statement can be proven in the same way as [78], Corollary
2.2.8. 
Some results from [65] are collected in the following Proposition:
Proposition 3.6.2 Assume (Hstat) and (HFk,3). Let θ ∈ Ck,0(Rm × Rn,R)




|Dαxθ(x, z)| ≤ C(1 + |z|p).
Then
1. x 7→ p∞(θ;x) ∈ Ckb (Rm,R).
2. Assume additionally that θ satisfies the centering condition∫
Rn
θ(x, z)p∞(x, dz) = 0












pt(z, θ;x)dt ∈ Ck,1(Rm × Rn,R),








∣∣DβzDαxpt(z, θ;x)∣∣q dt ≤ C1(1 + |z|q1).
Proof The statements in the Proposition are taken from Theorem 1, Theo-
rem 2 and Proposition 1 of [65]:
1. We get from Theorem 1 of [65], that for any q > 0 there exists Cq > 0,









So if we choose q large enough and differentiate p∞(θ;x) under the
integral sign, then we obtain the first claim. (Of course here we have
to use the growth constraint on θ and its derivatives).
2. This follows from the bounds on the derivatives of pt(z, θ;x) that are
given in [65], Theorem 2, formulae (14) and (15): For any k > 0 there





∣∣DβzDαxpt(z, θ;x)∣∣ ≤ Ck 1 + |z|mk(1 + t)k .
We combine this estimate with Proposition 3.6.1, from where we obtain






∣∣DαxDβz pt(z, θ;x)∣∣ ≤ C1eC1t(1 + |z|p1).
We choose k such that qk > 1 and use the first estimate on [1,∞) and
the second estimate on [0, 1). The result follows.
We will also need some moment bounds for the diffusions Xε and Zε.
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Proposition 3.6.3 Assume (Hstat) and that the coefficients b and σ and f
and g of the fast and slow motion are bounded and globally Lipschitz contin-
uous. Then for any p ≥ 1 there exists Cp > 0, such that
sup
(t,ε,x)∈[0,∞)×[0,1]×Rm
E[|Zεt |p|(Xε0 , Zε0) = (x, z)] ≤ Cp(1 + |z|p).
Also, for every T > 0 and every p ≥ 1 there exist C(p, T ), q > 0, such that
sup
(t,ε)∈[0,T ]×[0,1]
E[|Xεt |p|(Xε0 , Zε0) = (x, z)] ≤ C(p, T )(1 + |x|p).















where W̄ εt := 1/εWε2t is a Wiener process. Next, introduce the same time
change as in [81], page 1063:



























with a new standard Brownian motion W̃ ε. Now we are in a position to just
copy the proof of Lemma 1 in [80] (which we do not do here) to get the first
result.
The second claim is obvious, because the coefficients of Xε are bounded. 
Now we we are able to impose conditions on the coefficients of the diffusions
















where b̄ = p∞(b;x) and ā = p∞(σσ
∗;x).
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Proposition 3.6.4 Assume (HFk,3), (HSk,0), and (HOk,0). Then
b̄ ∈ Ckb (Rm,Rm), ā ∈ Ckb (Rm,Sm×m), h̄ ∈ Ckb (Rm,Rk)
Proof All the terms of b̄, ā and h̄ are of the form p∞(θ;x). So by Proposition





|Dαxθ(x, z)| ≤ C(1 + |z|p)
for some C, p > 0. But we even assumed them to be in Ck,0b , so the result
follows. 
3.7 Main results
We will find convergence rates for the corrector and remainder terms that
are expressed in terms of v0 and its derivatives. So now we give bounds on v0
and its derivatives in terms of the test function ϕ. This is necessary, because
we do not only want to show convergence of the filter integrating fixed test
functions, but with respect to a suitable distance on the space of probability
measures.
Lemma 3.7.1 Let k ≥ 2 and assume b̄, ā, ϕ ∈ Ck+1b , and h̄ ∈ C
k+2
b . Then
v0 ∈ C0,k([0, T ]×Rm,R), and for any p ≥ 1 there exist Cp, q > 0, independent









≤ Cp(1 + |x|q)||ϕ||pk,∞.
In particular, v0 and all its partial derivatives up to order (0, k) are in
PT (Rm,R).
Proof This is a simple application of Proposition 3.4.1, noting that the
equation (3.18) for v0 is of the type (3.13) with f = 0, g = 0, and G = h̄∗. 
We will prove Lp-convergence of ψ1 and R separately:
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Lemma 3.7.2 Let k, l ≥ 2. Assume (Hstat), (HFk+1,l+1), (HSk+1,l+1), and
(HOk+1,l+1). Also assume v
0 ∈ C0,k+1([0, T ]×Rm,R), and that all its partial
derivatives in x up to order k+1 are in PT (Rm,R). Finally assume ā, b̄, h̄ ∈
Ckb . Then ψ
1 ∈ C0,k,l([0, T ] × Rm × Rn,R), and ψ1 as well as its partial
derivatives up to order (0, k, l) are in PT (Rm ×Rn,R). For any p ≥ 1 there
exist Cp, q > 0, independent of ϕ, such that for any (x, z) ∈ Rm+n and any


















Proof ψ1t (x, z) solves the BSPDE
















ψ1T (x, z) = 0.
Existence of the solution ψ1 and its derivatives as well as the polynomial








g(x, Zε,x,(t,z)s )dWt, s ≥ t
Zε,x,(t,z)s = z, s ≤ t.
We consider (x, Zε,x,(t,z)) as a joint diffusion, just as in the proof of Proposi-
tion 3.6.1 (x has generator 0). By Proposition 3.4.2, the solution of (3.21) is
given by θ
(t,x,z)(1)
t , the unique solution to the BDSDE
−dθ(t,x,z)(1)s = (LS(·, Zε,x,(t,z)s )− L̄)v0s(x)ds
+
(










We will drop superscripts (t, x, z) for θ
(t,x,z)(1)
s and write θ1s instead. Similarly,
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we write Zε,xs instead of Z
ε,x,(t,z)
s . ψ1t (x, z) is F
B
t,T -measurable, hence, so is θ
1
t .






























W and B are independent, therefore W is a Brownian motion in the large












































































































































(the p∞(.;x) terms have been brought inside the integral p s−t
ε
(z, ·;x)
















































(f − p∞(f ;x) is centered, so by Proposition 3.6.2, (2):)








































































(z, h − h̄;x)∗v0s(x)d
←
Bs, is a martingale w.r.t.











































∣∣pu(z, h− h̄;x)∣∣2 du sup
t≤s≤T
∣∣v0s(x)∣∣2
≤ εC3(1 + |z|q3) sup
t≤s≤T
∣∣v0s(x)∣∣2 ,














Combining (3.22) and (3.23),
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As before, the forward Itó integral term vanished after taking the (condi-
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tional) expectation.































































































































Next, by (HOk,l), we can interchange the order of ordinary differentiation
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∣∣pu(z, h− h̄;x)∣∣2 ∣∣∣∣ ∂∂xk v0εu+t(x)
∣∣∣∣2 du
}



































Combining (3.24) and (3.25)
E
[∣∣∣∣ ∂∂xk θ1t



















Lemma 3.7.3 Let k, l ≥ 3. Assume (HFk,l), (HSk,l), and (HOk+1,l+1). Also
assume ψ1 ∈ C0,k+2,l([0, T ]×Rm ×Rn,R) and that all its partial derivatives
up to order (0, k + 2, l) are in PT ([0, T ] × Rm,R). Then for any p ≥ 1
there exists Cp > 0, independent of ϕ, such that for any (x, z) ∈ Rm+n, any
ε ∈ (0, 1), and any t ∈ [0, T ]








[∣∣Dαxψ1s(x′, z′)∣∣p](x′,z′)=(Xε,(t,x)s ,Zε,(t,z)s )] ds.
Proof Rt(x, z) solves the BSPDE
−dRt(x, z) =
(












RT (x, z) = 0.
Existence of the solution R and its derivatives, as well as the polynomial
growth all follow from Proposition 3.4.1. By Proposition 3.4.2, the solution
of (3.26) is given by θ
(t,x,z)(2)
t , the solution to the BDSDE
−dθ(t,x,z)(2)s = LSψ1s(Xε,(t,x)s , Zε,(t,z)s )ds



















We will drop superscripts (t, x, z) for θ
(t,x,z)(2)
t , (t, z) for Z
ε,(t,z), and (t, x) for
Xε,(t,x).
Rt(x, z) is F
B
t,T -measurable, hence, so is θ
2
t . As before, the stochastic in-
tegrals over dV and dW vanish when we take conditional expectation with

























































































































[∣∣Dαxψ1s(Xεs , Zεs)∣∣p] ds.




s ∨FVs -measurable, ψ1s is FBs,T -measurable, and
B and (V,W ) are independent. Thus
E

























[∣∣Dαxψ1s(x′, z′)∣∣p](x′z′)=(Xεs ,Zεs )] ds. (3.28)








































































|h(Xεs , Zεs)|p|ψ1s(Xεs , Zεs)|pds.





















[∣∣ψ1s(x′, z′)∣∣p](x′,z′)=(Xεs ,Zεs )] ds. (3.29)
Finally, using Burkholder-Davis-Gundy in the second line, and Cauchy-








































Combining (3.27) with (3.28), (3.29), and (3.30)
E

































[∣∣Dαxψ1s(x′, z′)∣∣p](x′,z′)=(Xεs ,Zεs )] ds
 .
where we choose C7 so that the inequality holds for every t ∈ [0, T ] (replace
e(T−t)C5||h||∞ by eTC5||h||∞). 
Now we can collect all these results, to obtain the first step towards The-
orem 3.5.1.
Lemma 3.7.4 Assume (Hstat), (HF8,4), (HS7,4), (HO8,4), and that ϕ ∈ C7b (Rm,R).
Then for every p ≥ 1 there exists C, q1, q2 > 0, independent of ϕ, such that
sup
0≤t≤T
E[|vεt (x, z)− v0t (x)|p] ≤ εp/2C (1 + |x|q1 + |z|q2) ||ϕ||
p
4,∞.
Proof of Theorem 3.5.1 We track the necessary conditions backward from
Lemma 3.7.3.
1. For the solution R given in Lemma 3.7.3 to exist and satisfy the stated
bound, we need (HF3,3), (HS3,3), (HO4,4), and ψ
1 ∈ C0,5,3([0, T ]×Rm×Rn,R).
The polynomial growth condition will be satisfied anyways.
2. For ψ1 to be in C0,5,3([0, T ] × Rm × Rn,R), we need (Hstat), (HF6,4),
(HS6,4), (HO6,4) and ā, b̄, h̄ ∈ C5b . We also need v0 ∈ C0,6([0, T ] × Rm,R).
Again, the polynomial growth condition will be satisfied.
3. For v0 to be in C0,6([0, T ]× Rm,R) we need ā, b̄, ϕ ∈ C7b and h̄ ∈ C8b .
4. For ā, b̄ to be in C7b we need (HF7,3) as well as (HS7,0) by Proposition




5. So sufficient conditions are (Hstat), (HF8,4), (HS7,4), (HO8,4). In that








≤ C1(1 + |x|q1)||ϕ||p4,∞. (3.31)



















From Lemma 3.7.3 we get








[∣∣Dαxψ1s(x′, z′)∣∣p](x′,z′)=(Xε,(t,x)s ,Zε,(t,z)s )] ds.
(3.33)
Combining (3.31), (3.33), (3.33), we get for any t ∈ [0, T ] (by time-homogeneity
of Xε and Zε)












From Proposition 3.6.3 we obtain
sup
0≤s≤T
E [|Xεs |q1 + |Zε,xs |q2|(Xε0 , Zε0) = (x, z)] ≤ C5(1 + |x|q3 + |z|q4).
Noting that the right hand side in (3.34) does not depend on t ∈ [0, T ],
sup
0≤t≤T






















≤ εp/2C8 (1 + |x|q3 + |z|q4) ||ϕ||p4,∞,
which completes the proof. 
Now we recall that all the calculations up until now were under the changed
measure Pε. We only wrote P and B to facilitate the reading. So let us
transfer the results to the original measure Q.
Lemma 3.7.5 Assume (Hstat), (HF8,4), (HS7,4), (HO8,4), and that ϕ ∈ C7b (Rm,R).
Then for every p ≥ 1 there exist C, q1, q2 > 0, independent of ϕ, such that
sup
0≤t≤T
EQ[|vεt (x, z)− v0t (x)|p] ≤ εp/2C (1 + |x|q1 + |z|q2) ||ϕ||
p
4,∞.
Proof This is a simple application of the Cauchy-Schwarz inequality in com-
bination with Gronwall’s lemma:
EQ[|vεt (x, z)− v0t (x)|p] = EPε
[










so we see that the result is true by Lemma 3.7.4 as long as the second



























∗dY εt , D̃
ε
0 = 1.


























Lemma 3.7.6 Assume (Hstat), (HF8,4), (HS7,4), (HO8,4), that ϕ ∈ C7b , and
that the initial distribution Q(Xε0 ,Zε0) has finite moments of every order. Then
for every p ≥ 1 there exists C > 0, independent of ϕ, such that
EQ[|ρε,xT (ϕ)− ρ
0
T (ϕ)|p] ≤ εp/2C||ϕ||
p
4,∞.






[∣∣∣∣∫ (vε0(x, z)− v00(x))Q(Xε0 ,Zε0)(dx, dz)∣∣∣∣p]
≤
∫
EQ[|vε0(x, z)− v00(x)|p]Q(Xε0 ,Zε0)(dx, dz)
≤ εp/2C1
∫




The convergence of the actual filter, i.e. of πε,x to π0, now follows exactly
as in Chapter 9.4 of [35]. For the sake of completeness, we include the
arguments.
Lemma 3.7.7 Let p ≥ 1. Then
sup
ε∈(0,1],t∈[0,T ]
{EQ[|ρε,xt (1)|−p] + EQ[|ρ0t (1)|−p]} <∞
as long as h is bounded.
Proof We give the argument for EQ[|ρε,xt (1)|−p], EQ[|ρ0t (1)|−p] being com-
pletely analogue. We have









]1/2 EPε [( dQ
dPε
)2]1/2
We showed in the proof of Lemma 3.7.5 that the second expectation is finite.
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The result now follows exactly as in the proof of Lemma 3.7.5, because for
Dεt = dPε/dQ|Ft we have
dDεt = −h(Xεt , Zεt )∗dBt, Dε0 = 1
and B is a Brownian motion under Q. 





Recall that πε,xt was defined analogously with ρ
ε,x
t instead of ρ
0
t . We then
have
Lemma 3.7.8 Assume (Hstat), (HF8,4), (HS7,4), (HO8,4), and that the initial
distribution Q(Xε0 ,Zε0) has finite moments of every order. Let p ≥ 1. Then
there exists C > 0 such that for every ϕ ∈ C7b
EQ[|πε,xT (ϕ)− π
0
T (ϕ)|p] ≤ εp/2C||ϕ||
p
4,∞.











[∣∣∣∣ρε,xT (ϕ)− ρ0T (ϕ)ρ0T (1) − πε,xT (ϕ)ρ
ε,x







[∣∣∣∣ρε,xT (ϕ)− ρ0T (ϕ)ρ0T (1)





)1/2(EQ [∣∣ρε,xT (ϕ)− ρ0T (ϕ)∣∣2p]1/2
+ ||ϕ||p∞EQ
[∣∣ρε,xT (1)− ρ0T (1)∣∣2p]1/2
)
≤ εp/2C1||ϕ||4,∞,
where the last step follows from Lemma 3.7.6 and Lemma 3.7.7. 
Since the bound only depends on ||ϕ||4,∞, we can replace the assumption
ϕ ∈ C7b by ϕ ∈ C4b : Just approximate ϕ ∈ C4b by ϕn ∈ C7b in the ||·||4,∞-norm,
and take advantage of the fact that πε,xT and π
0
T are a.s. equal to probability
measures. Therefore we have
Corollary 3.7.9 Assume (Hstat), (HF8,4), (HS7,4), (HO8,4), and that the ini-
tial distribution Q(Xε0 ,Zε0) has finite moments of every order. Let p ≥ 1. Then
there exists C > 0 such that for every ϕ ∈ C4b ,
EQ[|πε,xT (ϕ)− π
0
T (ϕ)|p] ≤ εp/2C||ϕ||
p
4,∞.
Now note that there exists a countable algebra (ϕi)i∈N of C
4
b functions that
strongly separates points in Rm. That is, for every x ∈ Rm and δ > 0, there









with n ∈ N, qj ∈ Q+, xj ∈ Qm. By Theorem 3.4.5 of [83], the sequence (ϕi) is
convergence determining for the topology of weak convergence of probability
measures. That is, if µn and µ are probability measures on Rm, such that
lim
n→∞
µn(ϕi) = µ(ϕi) for every i ∈ N, then µn converges weakly to µ.
Define the following metric on the space of probability measures on Rm:







Because (ϕi) is convergence determining, the metric d generates the topology
of weak convergence. Therefore the proof of Theorem 3.5.1 is complete. 
Theorem 3.5.1 provides the theoretical basis for development of a lower-
dimensional filtering algorithms for state estimation in multiscale systems.
It states that the filter of the multiscale system can be replaced by a lower-
dimensional homogenized filter that is driven by real observations, at the cost
of error on the order of the square root of the timescales separation. The
theorem supports numerical algorithms that utilizes stochastically averaged
models for less expensive lower-dimensional filtering, such as the algorithms
of [84], in the context of homogenized particle filters, and [50], in the context





Despite the general applicability and rigorous convergence results of particle
filters, obstacles remain for implementation of particle filters in high dimen-
sional problems due to the particle degeneracy issue (see Chapter 2, Section
2.6, Section 2.6.3 and references therein). [1] and [16] show that particle
weight collapse occurs if sample size is less than exponential of the cube root
of the signal dimension, which is a large number in high dimensional systems
such as numerical weather and ocean-atmosphere models (for example, if a
model has one hidden state variable and 10 000 grid points, then dimension
d = 10 000, exp{10 0001/3} ≈ 2× 109).
Based on Theorem 3.5.1 of Chapter 3, we develop a multiscale nonlin-
ear filtering algorithm, for estimation of the slow scale process. The algo-
rithm combines a homogenization scheme for multiscale numerical integration
with the particle filter, and is called the Homogenized Hybrid Particle Filter
(HHPF). It was first introduced in [84] based on the results of [71], which has
been generalized here in Chapter 3. The HHPF employs the Heterogeneous
Multiscale Method (HMM) of [85], [86] for multiscale numerical integration,
combined with the SIS particle filter (in discrete time) or the continuous time
particle filter of [12], [14] (in continuous time).
The HMM algorithm is described in Section 4.1. The HHPF algorithm is
described in Section 4.2. Section 4.3 presents the results of testing the HHPF
on a heuristic atmospheric model and its comparison to other nonlinear fil-
ters. In the numerical implementation, we considered the sparse, discrete
time observations setting representative of real observations. This required
modification to the particle filtering algorithm to correct the filter in between
observation times. The correction procedure, which is based on probabilistic
measure change and stochastic optimal control techniques, is described in
Sections 4.4 and 4.5.
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4.1 Multiscale numerical integration
The HMM consists of two numerical integration schemes at the fast and
slow time scales, respectively. This avoids the burden of computing the
slow component at the fast time scale, in which it does not vary signifi-
cantly (effectively constant) and uses an appropriately homogenized process
to approximate the slow dynamics. The scheme was developed by [85] [86]
with rigorous convergence results and error estimates, and applied in high-
dimensional problems (for example in [87] [50]).
To illustrate the numerical scheme, consider a general SDE with stochastic




















0 = z ∈ Rn. (4.1b)
The fast component is assumed to satisfy the Doeblin condition, i.e. it is
ergodic and, for fixed Xε = x, attains a unique invariant distribution µ(x, dz)
exponentially fast. By the principle of stochastic averaging (see Chapter 3,






0 = x0, (4.2)
where b̄(x) =
∫
Rn b(x, z)µ(x, dz). It is usually impossible to obtain the in-
variant distribution µ(x, dz) of the fast component of (4.1) analytically. The
HMM introduced in [85] approximates the effective dynamics (4.2) by nu-
merical approximation of the invariant distribution of the fast component.
This hinges on the property of the fast component that attains its invari-
ant distribution on a time scale much smaller than the time scale needed to
evolve the slow component (the Doeblin condition).
The following is the HMM procedure presented in [85]. For simplicity, we
use the Euler and Euler-Maruyama scheme for (4.1b) and (4.2): Consider the






integration at the slow scale. ∆t is called the macro-timestep. Let tk
def
=
k∆t and write Xtk as Xk. Each macro-timestep interval [k∆t, (k + 1)∆t],
k = 0, 1, . . . is further divided into micro-timestep intervals [jδt, (j + 1)δt],
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j = 0, 1, . . . , b∆t
δt
c. For a fixed k, the fast process is evolved on micro-timestep

























where M is the number of replicas of the fast process Z for spatial averaging,
Nm is the number of micro-timesteps δt for time averaging, and nT is the
number of micro-timesteps skipped to eliminate transient effects. When the
homogenized process is a diffusion as in (3.5), we approximate the averaged











The homogenized process is integrated forward using the discretization of






Figure 4.1: Cartoon of HMM macro- and micro-timesteps
The advantage of the HMM method is that, due to the Doeblin condition,
nT + Nm can be selected much smaller than b∆tδt c. Note that a combination
of spatial and temporal averaging is used in (4.4). However, by ergodicity
of the fast component, spatial and temporal averaging can be interchanged.
It is shown in [85] that, based solely on error analysis, the combinations of
M , Nm, and δt can be chosen such that no spatial averaging or no spatial
and temporal averaging is required. The error of the HMM approximation
84
is shown to be (Theorem 2.4 of [86]) be the sum of errors due to
• homogenization (|Xε −X0|, O(
√
ε)),
• numerical scheme at slow timescale (O(∆tk1), where k1 is order of the
numerical integration scheme used) and
• the approximation b̃ (combination of errors due to numerical scheme
used at fast timescale and the numerical averaging for b̄).
Detailed explanation and error and efficienty analyses are in [86], [87].
4.2 HHPF algorithm
The HHPF is a numerical approximation to the homogenized filter π0 of
Chapter 3, via the HMM algorithm and particle filtering. We would like to
point out that the term “hybrid” in Homogenized Hybrid Particle Filter is
intended to indicate that the homogenized filter is driven by real observa-
tion Y ε, instead of a homogenized version Ȳ . For a single timescale system,
the HHPF is just the SIS or continuous time particle filter described in Sec-
tion 2.6. For a slow-fast system, the HHPF constructs a sample for the
m-dimensional homogenized process X0 of 3.5 instead of for the (m + n)-
dimensional (Xε, Zε) of (3.1). For particle weight computation, the HHPF
uses an approximation h̃ of the homogenized sensor function h̄. The step-by-
step algorithm is described below for continuous time, accompanied by the
illustration in Figure 4.2. For discrete time, the algorithm is the same, with
the stochastic differential equation replaced by the stochastic difference equa-
tion and the Radon-Nikodym derivative replaced by observation likelihood
in weight calculations.








are drawn. Since we are approximating the filter
π0t , we only require Ns independent particles {x0,i}Nsi=1 to represent possible
locations of X0. However, the HMM scheme requires some computation of
Zε (Zx, to be precise) for numerical approximation of the averaged drift and
diffusion in the SDE of X0, hence for each x0,i, we assign M “fast” particles

















initial conditions / 
posterior time: t
time: t + δt 
time: t + Δt
Figure 4.2: HHPF algorithm over one macro-timestep ∆t
locations for X0, while superscript ε indicates that the z particles follow the
law of Zε at the fast scale. The initial distributions are the same for the




0(x, z)dz, so, if








Note that by ergodicity, as well as the HMM error analysis, we can set
M << Ns or even M = 1 for the samples of fast particles. When M = 1, we
have Ns m-dimensional particles and Ns n-dimensional particles. This is the
same as having Ns (m+n)-dimensional particles. However, for the multiscale
filter, the required sample size is higher because a (m+n)-dimensional process
needs to be represented.
prediction: The prediction and update step is where the HHPF differs
from regular particle filters through the incorporation of the homogenization
scheme.
In a regular particle filter, particles evolve independently according to the
signal diffusion (3.1), over micro-steps δt. The slow process is integrated ev-
ery δt as well, even though it does not change much in such a small timestep.





are propagated independently over macro-
timesteps ∆t using the macro-solver, where the averaged drift is approxi-
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In each macro-timestep interval, fast particles are propagated up to nT +Nm
micro-timesteps, sufficient for the invariant distribution to be attained. Parti-
cles propagation in one macro-timestep interval is illustrated in the “predict”
segment of Figure 4.2.
update: Particle weights are updated at time-steps when observations are




is updated. The reasoning is that the fast component has attained
invariant distribution, represented by the particles {zε,i,p· }
M,Ns
p=1,i=1, and it is
sufficiently mixing. Hence we can essentially sample the fast particles again
for each i uniformly from the same invariant distribution. Equivalently we
keep the samples assigned to each i.
Weight updates are computed using the Radon-Nikodym derivative in the










h(x, z)µ(x, dz), (4.5)
and is approximated by h̃ using the HMM, analogous to (4.4) for the averaged






























= Y ε(k+k′+1)∆t − Y ε(k+k′)∆t.
resampling: Following weight update, the a resampling procedure is per-
formed if the effective sample size falls below a set threshold (weights con-
centrated on a small portion of the sample) as in regular particle filters,
described in Section 2.6, Section 2.6.1.
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Figure 4.3: Latitude circle with 8 sectors [2]
The Lorenz ’96 model was originally introduced in [88] to mimic multiscale
mid-latitude atmospheric dynamics for an unspecified scalar meteorological
quantity. A latitude circle is divided into K = 36 sectors, and each sector































j = 1, . . . , J. (4.6b)
Xkt represents a slow-scale atmospheric variable at time t in the k
th sector.
(Note: We use superscripts k and j to conform with the typical spatial
indexing notation used for the Lorenz ’96 model. In sections that follow,
subscripts k and j will be used as discrete time indices, not to be confused
with the spatial indices of the Lorenz model). Each Xkt is coupled to its
neighbors Xk+1t , X
k−1
t , and X
k−2
t to mimic the westerly wind pattern in





The influence of multiple spatio-temporal scales is incorporated by dividing
each sector k into J subsectors, and introducing Zk,jt in each subsector. The
model that we use is slightly different from the one originally introduced in
88
[88]. In the fast scale dynamics in [88], the linear effect is of order
√
ε and
the slow scale forcing on the fast dynamics is of order ε, hence the nonlinear
effects of order 1
ε
are dominant. Here, we use the version of the model used
in [87] and [50], in which the nonlinear, linear and slow scale effects in the
fast dynamics are all of order 1
ε
. In this setting, [87] showed that (for a
lower order version of the Lorenz ’96 model) the fast scale dynamics display
ergodic properties such that the averaging technique described in Section 4.1
can be utilized to average out the fast dynamics when we are only interested
in the slow dynamics (coarse-grained process). This is taken advantage of to
reduced the dimension of the filtering problem in the work presented here.
The dynamics of unresolved modes can be represented by adding forcing in
the form of stochastic terms (see, for example, [89, 90]). The use of stochas-
tic terms to represent nonlinear self-interaction effects at short timescales in
the unresolved modes is appropriate if we are only interested in the coarse-
grained dynamics occuring in the long, slow timescale. This is called stochas-
tic consistency in [90]. 0 < ε << 1 in (4.6) is a small timescale separation
parameter, hence Zk,j is a fast-scale process. Considering (4.6b), where only
quadratic nonlinearity is present, the motivation behind adding stochastic
forcing is thus to model higher order self-interaction effects. In (4.6b), this is
modeled as 1√
ε
σzVt, where V is a J-dimensional standard Brownian motion






t with larger frequency and smaller amplitude than the linear and
quadratic effects in (4.6a). We also incorporate stochastic forcing at the slow
scale in the form of σxWt, where W is a K-dimensional standard Brownian
motion independent of V and σx ∈ RK×K . σx is such that the effect of the
stochastic forcing is small compared to the linear and quadratic effects in
(4.6a).
Based on the preceeding discussion, each Xkt represents a slowly-varying,
large amplitude atmospheric quantity, with J fast-varying, low amplitude
quantities, Zk,jt , associated with it. In the context of climate modeling, the
slow component is also known as the resolved climate modes while the fast-
varying component is known as the unresolved non-climate modes. Coupling
between neighbors model advection between sectors and subsectors, while
coupling between each sector and its subsectors models damping. The model
is also subjected to linear external forcing, F , on the slow timescale. The two-
scale Lorenz ’96 model has been used in [2] to study stochastic parametriza-
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tion, in [91] for analyzing targeted observations, and in [92] and several others
for analyzing the influence of large-scale spatial patterns on the growth of
small perturbations. It has also been used as a testbed for nonlinear filtering
algorithms, for example, the reduced-order ensemble Kalman filters, in [93]
and [50].
The Lorenz ’96 model has chaotic behavior, which results in exponen-
tial growth of small initial errors. The HHPF as presented in Section 4.2
was found to be insufficient for application to such high-dimensional chaotic
systems. Modifications were made to the HHPF based on the importance
sampling principle described in Section 2.6 in order to construct a better
(optimal in a certain sense) proposal sampling density using stochastic con-
trol techniques. This procedure is derived in the beginning of Section 4.4 for
discrete time signal and observation, and the beginning of Section 4.5 for con-
tinuous time signal, discrete and sparse in time observation. For comparison
of the HHPF with other nonlinear filters that do not utilize homogenization,
the optimal importance sampling derivations of Sections 4.4 and 4.5 can be
skipped by proceeding directly to the filtering results at the end of Section
4.4 and in Section 4.5.1.
4.4 Optimal importance sampling for discrete time
signal and observation
The Lorenz ’96 model is a chaotic system, i.e. small deviations of the state
grow over time (for discussion on chaotic dynamics in geophysical systems
and their implications on predictability and data assimilation, see, for ex-
ample, Chapter 6 of [94]). In the context of particle filtering, if particle
dynamics are based solely on the system model, a large number of particles
will be required to properly capture the possible locations in the state space.
Over time, the particle sample will suffer from particle collapse, where a large
fraction of weights will be concentrated on only a small number of particles
(see Section 2.6, Section 2.6.3). Additionally, chaotic behavior may cause the
small error between the locations of these particles with significant weights
and the true signal to grow.
The issues mentioned above can be overcome by utilizing information from
available observations as a guide for the law governing particle dynamics. For
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this purpose, we consider the importance sampling particle filtering method
described in Section 2.6. In importance sampling, the particle filter draws
particles from a proposal density and represents the true conditional density
of the signal given observations by weighting particles appropriately. Ob-
servations can be used in the construction of the proposal density to more
closely represent the true conditional density. Based on this idea, we per-
formed modifications to importance sampling algorithm for construction of
an improved proposal density, using tools from optimal control theory. A
forcing term is added to the governing equation of the particles, such that
many particles have |Yt − h(X it)| small. This would result in a more even
distribution of weights among particles after the observation update. The
forcing is interpreted as a control, which can be determined using a stochas-
tic optimal control approach, while making sure not to over do the control
– otherwise sample diversity is lost. We first consider the problem from a
discrete time signal and observation setting.
Consider the discrete time nonlinear signal with linear observation:
Xk+1 = b(Xk) + σxWk+1, X0 = x ∈ Rm, (4.7a)
Yk+1 = HXk+1 + σyBk+1 Y0 = 0 ∈ Rd, (4.7b)
where Wk, Bk are independent standard Gaussian random variables. The
goal is to steer particles, prior to updating particle weights, toward locations




k) + uk(yk+1, x
i
k) + σxWk+1. (4.8)
In geophysical sciences data assimilation problems, this procedure is called
“nudging”. At each timestep k + 1, given the value of the new observation











where Q, R are the signal and observation noise covariance matrices and by
X(k,x) we mean that the process X started at time k at the value x.
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The first term in (4.9) represents the control energy and if we allow u
to become too big, then heuristically all the particles will coincide with the
observation. Then the particles will be a sample from a Dirac distribution,
whereas the conditional distribution that we try to simulate is absolutely
continuous. The second term represents the distance between HXk+1 and
the observation, which we aim to minimize. Covariance matrices Q and R in
the quadratic terms indicate that dimensions of the signal and observation
that have larger noise variance are penalized less by the control. This means
that in directions where noise amplitude is large, we allow for more correction
by taking Q−1, which puts less penalty on the size of the control. The cost
due to the second term in (4.9) incurs a penalty for being far away from the
signal location indicated by observation. However, in directions where the
quality of the observation is not very good, the factor R−1 is used to allow
our particle to be further away from the observation.
The solution to this linear-quadratic optimal control problem is well known
(see, for example, Chap. 12 in [95]). It is given by
uoptk (y, x) = (Q
−1 +H∗R−1H)−1H∗R−1(y −Hb(x)). (4.10)
It can be shown (see, for example, [11]) that, conditioned on the previous
location of the particle, the proposal density which keeps the variance of
particle weights to a minimum is
qopt(xk|xk−1, yk) =
p (yk|xk) p (xk|xk−1)∫
p (yk|xk) p (xk|xk−1) dxk
. (4.11)
In the linear observation case of (4.7), we have










This qopt is a Gaussian. Once we have particle locations {xik−1}
Ns
i=1 repre-
senting the posterior at time k − 1, and the observation yk is recorded, the





k, yk+1) + σ̂xWk+1 (4.13)
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where σ̂x is such that σ̂xσ̂
∗
x = Q̂. Then x
i
k behaves like a particle sampled
from qopt(·|xik−1, yk). The weights are updated according










The particle control (and optimal proposal density) of (4.8) and (4.13) differ
by the noise variances Q and Q̂. In addition, particle weights for (4.8) are
updated using the original sensor noise variance R instead of R̂. It should be
emphasized that the schemes of (4.8) and (4.13) minimize weight variance
of each particle (see Section 4.5), conditioned on the previous location of the
particle. There are importance sampling schemes that minimize the weight
variance over the entire sample, for example, that of [52].
4.4.1 Numerical experiments
Numerical experiments are performed on the Lorenz ’96 system with 9 slow
dimensions and 90 fast dimensions (K = 9, J = 10) using different nonlinear
filters to estimate the 9-dimensional slow signal component. The time scale
separation is set a ε = 0.01. The additive slow-scale forcing is F = 10, the
coupling parameters are (hx, hz) = (−1, 1). Based on the homogenization
result of Section 3.1, estimation of the slow signal component can be per-
formed using homogenized filters, which have a 9-dimensional state space
instead of the (9+90) dimensional of the multiscale system. Numerical inte-
gration for the multiscale system is performed using timestep of 0.0005 time
units, corresponding to 3.6 seconds in real time. For the homogenized filters,
numerical integration is performed using timestep of 0.05 time units, corre-
sponding to 6 hours in real time, as the fast scale process does not need to
be realized completely. Additional numerical integration parameters details
are described in Section 4.5.1
Observation is taken as all 9 components of the slow signal component
perturbed by standard Gaussian noise. Observations are recorded at every
0.05 time units, i.e. every timestep of the slow scale numerical integration.
One realization of the truth with observations is simulated for 20 times units
(100 days). The following filters are implemented:
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• sequential importance sampling particle filter (PF)
• homogenized hybrid particle filter (HHPF)
• homogenized hybrid particle filter with particle control (HHPFc): par-
ticles evolve according to (4.13), where the control α is given by (4.10);
• ensemble Kalman filter (enKF) with no homogenization
• homogenized ensemble Kalman filter (henKF); this is the same as the
scheme in the wide timescale separation setting in [50]
Each filter is implemented with 30 particles. The results of one experiment
are shown in Figures 4.4 and 4.5. The error shown is the normalized root







where Xfilter is computed using the sample mean of the respective filters.
The corresponding RMSEs integrated over time and computation time for
the filters are in Table 4.1. Using the homogenized filters, computation time
can be significantly decreased, as the fast-scale process does not need to be
completely realized and numerical integration can be performed at a larger
timestep. In terms of estimation error, all the filters perform sufficiently well.
(a) PF (b) HHPF
Figure 4.4: (X1, X2, X3) and RMSE, K = 9, J = 10,
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(a) enKF (b) henKF
Figure 4.5: (X1, X2, X3) and RMSE, K = 9, J = 10,
Filter PF HHPF henKF enKF
RMSE 3.182 3.102 2.187 2.229
time 105 s 18 s 16 s 107 s
Table 4.1: RMSE integrated over time and computation time for 1
experiment, K = 9, J = 10
(a) PF (b) HHPF
Figure 4.6: (X1, X2, X3) and RMSE, K = 36, J = 10,
However, when the slow components’ dimension is increased to K = 36,
the PF and HHPF are unable to estimate the true signal well with sample
size of 30 particles (Figures 4.6(a) and (b)). With application of the con-
trol on particles based on (4.13) and (4.10), the HHPFc is able to track the
95
(a) enKF (b) henKF
Figure 4.7: (X1, X2, X3) and RMSE, K = 36, J = 10,
(a) HHPFc
Figure 4.8: X2, X2, X3 and RMSE, K = 36, J = 10,
Filter PF HHPF HHPFc henKF enKF
RMSE 11.98 14.57 5.099 2.9907 2.912
time 320 s 49 s 69 s 44 s 378 s
Table 4.2: RMSE integrated over time and computation time for 1
experiment, K = 36, J = 10
truth, at the cost of higher computational effort. The HHPF can be improved
by increasing sample size, but it is less efficient than implementation of the
HHPFc. For example, increasing the sample size for the HHPF to 960 results
in RMSE of 6.802, but the corresponding computation time is 1368 s. The
enKF and henKF perform best, and the henKF has the advantage of lower
computational time, without losing much accuracy due to homogenization.
Here, observations are recorded every 6 hours, at every slow-scale numerical
integration step. In Sections 4.5 and 4.5.1, we study the case when observa-
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tions are sparse in time, recorded at close to every error-doubling time of the
Lorenz ’96 model.
4.4.2 Remarks
The stochastic optimal control approach to modifying particle trajectory
described here is similar to the derivation of the 4D-VAR method that is
used in geophysical data assimilation (see, for example, Chapter 5.6.3 of
[94]). The 4D-VAR method considers the problem of determining the best
initial condition at time t0 for the forward integration of the model PDEs
based on discrete observations collected, up to a finite time tK , in the future
of t0. In the 4D-VAR method, the cost function to be minimized with respect









where xb(t0) was predicted using the model equations from time before t0
and x(tK) is obtained by integration of the model PDEs using x(t0) as initial
condition. From this point of view, the stochastic optimal control approach
presented here can be viewed as determining the optimal initial condition
at every discrete time tk using the next available observation at tk+1. The
optimal control uoptk is the correction made to the state xk predicted from
tk−1.
[96] uses a different approach that gives the same results for this case.
Let e−G(X
i
k) = p(X ik|X ik−1)p(yk|X ik). A map ξ → x is determined such that
G(x) − minG(x) = 1
2
ξ∗ξ. The value of ξ is chosen according to a standard
Gaussian distribution, and the corresponding x from the map is chosen as
the new location of the particle. As ξ is a standard Gaussian, the highly
likely values of ξ are in the neighborhood of 0, and these ξ produce X ik near
the minimum of G, hence a high probability position for the particle. It is
shown that this leads to the optimal importance sampling density of (4.12).
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4.5 Optimal importance sampling for continuous time
signal and sparse-, discrete-in-time observation
Here we consider the continuous time signal with discrete time observation
setting that is more representative of real geophysical data assimilation prob-
lems, and apply the same importance sampling and stochastic optimal control
approach as the previous section to construct an optimal proposal density
for the SIS particle filter. The signal and observation are
dXt = b(Xt)dt+ σ(Xt)dWt, X0 = x ∈ Rm, (4.14a)
Ytk = h(Xtk) +Btk , Y0 = 0 ∈ Rd, (4.14b)
where W is a standard Brownian motion and Btk is a Gaussian random vari-
able with mean zero and covariance R ∈ Rd×d for k = 1, 2, . . .. In high
dimensions and chaotic systems, the particle filter faces the particle degen-
eracy issues, as described in the beginning of Section 4.4. To avoid this
problem, we introduce an additive “control” in the dynamics of each parti-
cle in (tk, tk+1) that steers it towards a location most representative of the
observation Ytk+1 , as in the discrete-time case:
dX̂ it =
(




dt+ σ(X̂ it)dWt, t ∈ (tk, tk+1). (4.15)

























(y − h(x))∗R−1 (y − h(x)) .
Etk,X̂itk
[·] is expectation with respect to the probability measure of the process
that starts at the X̂ itk at time tk. From here on, we suppress the x-dependence
in the notation for Q, for brevity.
Covariance matrices Q and R in the cost indicate that the subspaces of the
signal and observation that have larger noise variance contribute less to the
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total cost. The matrix Q−1 allows for more control in the directions of large
signal noise by penalizing the energy of the control less in those directions.




large, but R−1 reduces the contribution of |Y jtk+1−hj(X̂
i
tk+1
)| to the total cost
if quality of observation in direction j is poor, so that particles are controlled
less based on information from Y jtk+1 .
Optimal control of particles
Following the standard procedure [97], we let V (t, x) be the value function




J(t, x, u) for t ∈ [tk, tk+1]. Then, V (t, x) is the





xV ) = 0, V (tk+1, x) = g(Ytk+1 , x), (4.17)
where the Hamiltonian of the associated control problem is





















(the supremum in the above equation is achieved with u = −Qp). The
optimal control is
u(t) = −Q∇xV (t, X̂t), (4.19)
where V is the solution of (4.17).
Using the form of the optimal control (4.19) in the Hamiltonian, the equa-












∇∗V Q∇xV = 0, t ∈ [tk, tk+1],
(4.20)
V (tk+1, x) = g(Ytk+1 , x). (4.21)
(4.20) is nonlinear due to the 1
2
∇∗xV Q∇xV term. The nonlinearity can
be removed by employing a log-transformation as in [97, 98]: V (t, x) =
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+ LΦ = 0, t ∈ [tk, tk+1], (4.23)
Φ(tk+1, x) = e
−g(Ytk+1 ,x).
(4.23) is a linear second order PDE. By the Feynman-Kac formula (see, for
example, Theorem 4.2 of [44]), the solution to (4.23) can be represented as









where Et,x is the expectation with respect to the sample paths generated by
the uncontrolled diffusion equation, that is, the probability measure induced





s )dW̃s, s ∈ [t, tk+1], (4.25)
ηt,xt = x,
where W̃ is a standard Brownian motion.
Remark 4.5.1 The signal dynamics is given by (4.14a). Instead of evolving
the particles according to (4.14a), they are evolved according to (4.15) with the
optimal control (4.22). However, the optimal control involves the expectation
in (4.24), which can be computed using a process η that evolves according to
a SDE associated with the generator L in (4.23). The SDE is (4.25), which
is the same as the original the signal dynamics (4.14a).
For the optimal control (4.22), the gradient of (4.24) is required. In [57],
the gradient is obtained using the Clark-Ocone formula in Malliavin calculus
[99]. Here, we take advantage of the additive nature of the noise in the Lorenz
’96 system of interest. The diffusion coefficient σx in (4.6a) is independent
of the state X, so in the corresponding optimal control problem, σ in (4.15)





+ LΦx + (∇xb(x))∗Φx = 0, t ∈ [tk, tk+1], (4.26)
Φx(tk+1, x) = −e−g(Ytk+1 ,x)∇xg(Ytk+1 , x).
Using the Feynman-Kac formula,



















where Et,x is expectation with respect to the sample paths η generated by
(4.25).
The optimal control using (4.22), (4.24) and (4.27) is
u(t, x) = −QEt,x
[


































































] , t ∈ [tk, tk+1].








, all starting at the position X̂ it of particle i at time






































ŵi,jt can be interpreted as the weight of the path {η
(t,X̂it),j
s ; s ∈ [t, tk+1]} in
determining the optimal control, based on how well its final location agrees
with observation Ytk+1 .
The optimal control solution (4.28) is the same as the result in [57], when
the diffusion coefficient there is state-independent. The perturbation process
there then satisfies a linear ordinary differential equation linearized about the
trajectory of the uncontrolled diffusion η, with identity initial conditions.
(4.28) is also the same as the solution to the path integral formulation of
the optimal control problem of [100]. The Laplace approximation is used
for the discretized transition densities in [100], which requires the noise in
the state equation to be small. If applied to the optimal control problem
(4.15), (4.16) here, we would require both the signal and observation noises
to be small. In the numerical experiments (Section 4.5.1), it is seen that the
control of particles are most apparent and work best when both signal and
obsevation noises are small. This is expected, as small sensor noise results in
accurate observations, hence particles will be steered towards locations most
representative of the truth. Small signal noise along with small sensor noise
ensures that the particles still sufficiently obey the true signal dynamics,
and not be completely steered based on observations. The optimal control
solution (4.28) does not require small noise and applies for the general case.
In general, signal and observation noises should be of the same order, to avoid
over-penalizing one of the running or terminal costs in minimizing the total
cost (4.16). If either the signal or observation noises is small, the running or
terminal costs should be scaled accordingly such that both are of the same
order in the total cost. If signal noise was larger than sensor noise, then the
terminal cost g in (4.16) would dominate the total cost and control energy is
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penalized less in minimizing the cost, resulting in large control being applied
on particles. Even though we aim to steer particles towards the best locations
indicated by observations, large control is unfavorable, as that means that
particles are evolving mostly based on observations instead of the true signal
dynamics. Deviation of particles from true dynamics are compensated for
by importance sampling when constructing the prior density, described in
the next section, but we still would not want particle evolution that is too
heavily based on observations.
Updating particle weights
By applying control to the particles, the particle system is deviating from
the true signal dynamics. This has to be compensated in the particle weights
when constructing the posterior.
Importance sampling is a technique for approximating integrals with re-
spect to one probability distribution using a sample from another. Let p be
the target distribution of interest over space X and q  p (q is absolutely
continuous with respect to p) be the distribution from which sampling is
done (q is also called the proposal distribution). Denote by Ep[.] and Eq[.]
the expectation with respect to the distributions p and q, respectively. For



















. A collection {xi}Ni=1 of N particles can be sampled from q and
the particles can be weighted according to wi ∝ dp
dq
(xi) to represent the target
distribution p i.e. p(x) ≈
∑N
i=1 w
iδxi(x). The weights w




We use the principle of importance sampling to determine the particle
weight update rule. Note that if the particles were evolved according to the
system dynamics (4.14a), then the target and proposal distributions are the





−g(Ytk+1 , X itk+1)
)
witk . (4.32)
However, since the particles are evolved with control according to (4.15), the
weights at observation times should be updated according to
witk+1 ∝ exp
(







(X̂ i) is the Radon-Nikodym derivative of:
• µi, the measure on the path space C([tk, tk+1],Rm) generated by a pro-
cess that evolves according to the signal dynamics (4.14a) in [tk, tk+1],





• µ̂i, the measure generated by the process that evolves according to the




According to (4.19), we have u(t, X̂ it) = −σσ∗∇xV (t, X̂ it). Let u = σv,
where v(t, X̂ it) := −σ∗∇xV (t, X̂ it). Then, the particle evolution equation
(4.15) becomes









Using Girsanov’s theorem to perform a measure change that makes B :=
W +
∫




















Remark 4.5.2 We would like to comment on the optimality of the posterior
density that is constructed. The posterior density corresponding to the opti-
mal control problem (4.15), (4.16) is optimal in the sense that, for particles
starting from a common location, the weight variance of those particles is
minimized. In fact, the variance is zero if those particles have equal weights
at the starting time. This is proved in Proposition 3.1 of [57], which we
reproduce here for completeness.
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Let V (s, X̂s) = − log Φ(s, X̂s), a stochastic version of the value function,
where X̂s is the process governed by (4.34). Let σvs be the optimal control as
before:
vs = σ






























The terms in the square brackets on the first line of the right hand side is
zero, by (4.23). Substituting vs =
1
Φ(s,X̂s)
σ∗∇Φ(s, X̂s), we have




If X̂ starts at a fixed x∗ ∈ Rm at time tk, then V (tk, X̂ tk,x
∗
tk
) = − log Φ(tk, x)








). Then, integrating (4.36),




































Therefore, for particles starting at x∗ at time tk, the particle weight update
(4.33) is
witk+1 ∝ Φ(tk, x
∗)witk .
Then, for particles starting at the same location x∗ at time tk, the variance
of their weights is




∗) is a deterministic quantity for a given x∗ ∈ Rm. All particles
at the same location have equal weights, hence all particles that start at x∗ at
time tk have equal weights at time tk, i.e. Var[wtk ] = 0, and, consequently,
Var[wtk+1 ] = 0.
Another particle filtering method using a nudging term to steer particles
towards observations has been considered by van Leeuwen [52]. In the inter-
val between available observations [tk, tk+1], particles are steered by a time
exponential function proportional to the signal noise covariance and the dis-
tance of the particle locations from the next observation. The method in [52]
also includes a procedure to make particle weights almost equal immediately
before the time step of the next available observation, which minimizes the
weights variance for the entire sample.
The particle filtering procedure
The particle filtering procedure that incorporates the above optimal control
is summarized here:









• Evolve each particle in [tk, tk+1] according to
dX̂ i(t) = b(X̂ it)dt+ σ
(






















Φ(t, X̂ it) and ∇xΦ(t, X̂ it) are computed using (4.24) and (4.27), respec-
tively.




(s, X̂ i)witk , for s ∈ (tk, tk+1)
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• Update weights at observation times tk+1 according to (4.33) using








Evaluation of the control strategy for a nonlinear signal based on (4.22)
requires, for each particle, directly solving a diffusion process that is exactly
like the original signal, on top of solving for the dynamics of the particle.
This can be computationally overwhelming. Here, we derive the optimal
control explicitly for linear systems. This is presented in Section 3.5 of [57],
but is included here for completeness.
Consider the linear signal and observation:
dXt = AXtdt+ σdWt, (4.38a)
Ytk = HXtk +Btk (4.38b)
We are once again concerned with t ∈ [tk, tk+1], between the discrete obser-




eA(tk+1−s)Q(eA(tk+1−s))∗ds, Σ̂ := (Σ−1 + H∗R−1H)−1
and R−1 := R−1(I − HΣ̂H∗R−1). Then the particle has the distribution
N(µ(x),Σ) at time tk+1 and















where the expectation Et,x is taken with respect to N(µ(x),Σ), the density













Taking the gradient with respect to x,
∇xΦ(t, x)
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= Φ(t, x)(eA(T−t))∗H∗R−1Ê[(y −Hx)],





= Q(eA(T−t))∗[I +H∗R−1HΣ]−1H∗R−1[(y −Hµ)]
So, for linear systems, the control u(t, x) is obtained as follows:
u(t, x) = Q(eA(tk+1−t))∗[I +H∗R−1HΣ]−1H∗R−1[(Ytk+1 −Hµ)] (4.39)
where µ := eA(tk+1−t)x, and Σ :=
∫ tk+1
t
eA(tk+1−s)Q(eA(tk+1−s))∗ds are the mean
and variance of the system (4.38) at time tk+1 when it starts at time t at x.
4.5.1 Numerical experiments
Before presenting the results from the Lorenz ’96 multiscale model, results
from experiments on the 3-dimensional, single scale Lorenz ’63 model are
discussed, to illustrate just the optimal control aspect.
Lorenz ’63 testbed













 dt+ σxdWt, (4.40)
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where σ = 10, ρ = 28 and β = 8
3
. Here, we have added standard Brownian
motion noise W to the system, with σx =
 1 0.5 0.250.5 1 0.5
0.25 0.5 1
. Observation is





where H = I3×3 and Btk ∼N(0, I3×3) for all k = 1, 2, . . . Simulation of (4.40)
is taken as the truth, with observations recorded every 0.4 time units.
The deterministic system is chaotic, with one positive Lyapunov exponent
λ = 0.9065. This means that a small initial perturbation ε0 grows as εt =
ε0e
λt. Setting ετd = 2ε0 and solving for τd, we see that estimation error will
double every τd = 0.76 time units. Therefore, in the experiments shown in
this section, the time between observations is slightly more than half the
error doubling time.
Numerical integration is performed using a central difference scheme for the
deterministic part and Euler-Maruyama scheme for the stochastic part, with
a constant timestep of δt = 2−8. Four filtering methods are implemented:
• standard sequential importance sampling (SIS) particle filter (PF),
• SIS PF with suboptimal linear control (PFc,sub),
• SIS PF with optimal nonlinear control (PFc(N ′s)), where N
′
s indicates
the sample size used to approximate the expected value in (4.30) for
the control of each particle, and
• ensemble Kalman filter (enKF).
The suboptimal linear control is computed using the linear coefficient in
(4.40) as the A matrix in (4.39). The optimal nonlinear control is computed
using (4.30). Each filter is implemented with 10 particles.
The filtering results for one experiment are shown in Figures 4.9, 4.10,
4.11 and 4.12. Solid blue plots are the true states. In Figures (a), broken red
plots are the filtered states with ±1×sample standard deviation error bars.
Green error bars are ±2×sample standard deviation. In Figures (b), red
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crosses are particle trajectories and solid greed crosses indicate observations.
Observation noise is of the same order as signal noise, but noise amplitudes
are small compared to the signal, hence observations are quite accurate. The







where Xfilter is computed using the sample mean of the respective filters.
(a) States (b) Particles
Figure 4.9: Standard SIS PF
(a) States (b) Particles
Figure 4.10: PFc,sub: SIS PF with suboptimal linear control
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(a) States (b) Particles
Figure 4.11: PFc,(20): SIS PF with optimal nonlinear control
(a) States (b) Particles
Figure 4.12: enKF
Based on Figures (b) of the particle filters, the linear suboptimal and non-
linear optimal control solution is able to steer particles as intended, towards
locations indicated by observations. In the experiment presented, by compar-
ing Figures 4.9(b) and 4.10(b), it is not obvious that the suboptimal solution
does better for the particles than just the signal dynamics in the interval
prior to the first observation. The effects of the suboptimal control is ob-
served more in the following intervals, where the sample variance is smaller
about the true trajectory for the controlled particles. The benefit of the the
suboptimal control is also observed later in the simulation, after the observa-
tion at time 1.6, where the SIS PF fails to track several transitions in Figure
4.9(a), but the PFc,sub does. The sample variance for the PFc,sub does grow
at a slightly higher rate compared to that of the PFc further away from the
last observation.
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At the observation timesteps, particles weights in the PFs are updated
using observations and the particles resampled to eliminate particles with
low weights and replicate those with large weights. For the enKF, particle
locations are corrected based on their respective distances from the observa-
tion (innovation). Magnitude of the correction is proportional to the error
covariance and inverse to the observation noise covariance (Kalman gain). In
between observations, particles in the enKF sample evolve according to the
original signal dynamics, so particle trajectories are expected to deviate from
the truth as time moves further away from the last observation correction.
This is observed especially in the interval after the observations at times 0.4,
1.2, 2.8, and 3.2 in Figure 4.12(b).
40 independent experiments are performed using each filter. For each filter,
the RMSE (4.41) integrated over time, averaged over the 40 experiments, are
shown in Table 4.3. Let ē denote the average RMSEs over 40 experiments.
The 99% confidence intervals for the differences in ē between the filters are
shown in Table 4.4.
Filter PF PFc,sub PFc,(1) PFc,(20) PFc,(40) enKF
RMSE 3.201 1.174 1.574 1.074 0.935 1.166
time 0.8 s 5.3 20.3 s 195.5 s 304.3 0.4 s
Table 4.3: RMSE integrated over time, average over 50 experiments, and
typical computation time for 1 experiment
ēPF − ēPFc,sub ēenKF − ēPFc,sub ēPFc,sub − ēPFc,(20) ēenKF − ēPFc,(20)
[1.140, 2.914] [−0.258.0.343] [−0.077, 0.4264] [0.139,0.505]
Table 4.4: 99% confidence interval of difference between average RMSEs of
different filters
ēPFc,(1) − ēPFc,(20) ēPFc,(20) − ēPFc,(40)
[0.192, 0.824] [−0.072, 0.0557]
Table 4.5: 99% confidence interval of difference between average RMSEs of
PFc,(N ′s) with different N
′
s
At a fixed sample size, nudging particles using the linear sub-optimal or
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nonlinear optimal control significantly improves the PF. The choice of incur-
ring the cost of computing the control or increasing sample size to improve
the PF estimate would depend on the problem. In the next experiments in
which the state space is high-dimensional, we find that we can compute the
optimal control at lower cost than the required increase in the sample size to
improve the filter. The PFc,sub is similar to the enKF, but has higher compu-
tational cost. The PFc,(N ′s) is slightly better than the PFc,sub and enKF, but
with significantly higher computational cost. Computation of the optimal
nonlinear control here is done by Monte Carlo simulation to approximate the
expectation in (4.28) for each particle. This can be computationally over-
whelming, especially in high dimensions. Even in 3 dimensions, computing
the optimal control using a finite sample size approximation is significantly
more computationally intensive than using a linear approximation, as seen
in the last row of Table 4.3. In this case, the linear approximation is done
using the linear part of the (4.40) and the resulting filter is as good as the
enKF. However, it may not always be the case that such linear approxima-
tion is sufficiently good. In the Lorenz ’63 model, there is only quadratic
nonlinearity in two of the three components, so we can expect the linear ap-
proximation to do well. In the the next experiments, we see the same direct
linear approximation is not appropriate, as the linear part of the signal drift
is just the identity matrix.
Lorenz ’96 testbed
We return to the multiscale Lorenz ’96 system (4.6). For the numerical
experiments, a timescale separation of ε = 0.01 is used. The fast- and slow-
scale couplings are taken as (hx, hz) = (−1, 10), while the slow-scale external





 [X1 . . . X36]∗[
Z1,1 . . . Z1,10 Z2,1 . . . Z2,10 Z3,10 . . . Z36,10
]∗
 ,
simulated according to (4.6). We have a multiscale system with additive


















where W ∈ R36 and V ∈ R360 are independent standard Brownian motions.
The slow-scale signal noise covariance σx is taken as a sparse square matrix
each with 1 on the diagonal and 0.05 on the first two sub- and super-diagonals.
The fast-scale noise covariance σz is set similarly. Observation is taken as the
complete slow-scale component Xε, with standard Gaussian noise, recorded
at discrete timesteps:






where Btk ∼N(036×1, I36×36) for all k = 1, 2, . . . and H = I36×36.
The system (4.6) is first simulated for 100 days from states randomly per-
turbed from zero to eliminate transient effects, allowing the system to attain
its long term behavior. The resulting states are then taken as initial condi-
tions for a 100-day simulation of (4.6). The states from the second 100-day
simulation is taken as the “true signal”. Numerical integration is performed
using the Runge-Kutta and the Euler-Maruyma schemes for the deterministic
and stochastic parts, respectively. Numerical integration timestep is taken
as δt = 0.0005, which is equivalent to 3.6 seconds in real time. Observations
are recorded every 600 timesteps, equivalent to 1.5 days in real time. The
deterministic version of (4.6) with Fx = 10 has error doubling time τd ≈ 1.6
days [88]. Hence, observations intervals are approximately equal to the error
doubling time. The first three components of Xε with the corresponding
discrete observations and fast-scale forcings of one realization of the “true
signal” are shown in Figure 4.13.
We are interested only in the coarse-grained dynamics X, hence we can
apply the homogenization result described in Section 3.1 and use a reduced
dimension (36-dimensional) filter in place of the full (36+360)-dimensional
filter. A homogenized ensemble Kalman filter (henKF) and homogenized
hybrid particle filter (HHPF) are implemented. For the homogenized filters,
the signal is the homogenized system
dX0t = b̄(X
0
t )dt+ σxdWt, X
0 ∈ R36, (4.42)
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Figure 4.13: (X1, X2, X3) of the truth with corresponding discrete
observations (green solid circles) and fast-scale forcing (gray plot)
where the fast-scale effects have been properly averaged in b̄. Particles are
sampled to represent the state of (4.42). Since there is only one time scale
with no small parameter ε, numerical integration of the homogenized system
can be performed using a larger timestep ∆t = 0.05, which is equivalent to
6 hours in real time.
For the homogenized system, b̄ is required for particle evolution and H̄ for
particle weights update. They are approximated using the Heterogeneous
Homogenized Multiscale (HMM) method of [85, 86]: Within each interval
∆t, the slow-scale process is fixed, and the fast-scale process is simulated
using a timestep δt for sufficiently time so as to eliminate transient behavior
and then the steady-state trajectory can be averaged over time. Assuming
the fast-scale is ergodic [87], the time average of the fast-scale trajectory can
be used to approximate spatial averages for b̄ and H̄. Note that here, H̄ = H.
We implement the following filters:
• sequential importance sampling particle filter (PF)
• homogenized hybrid particle filter (HHPF)
• homogenized hybrid particle filter with suboptimal linear particle con-
trol (HHPFc,sub): the linear control of Section 4.5 is used, with A matrix
taken as Jacobian of the linear part of (4.6a), which is I36×36
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• homogenized hybrid particle filter with optimal nonlinear particle con-
trol (HHPFc): nonlinear control using (4.28); if, for each particle, a
sample of size ns is used to approximate the expectation in (4.28),
then we denote the corresponding filter by HHPFc (ns).
• ensemble Kalman filter (enKF) with no homogenization
• homogenized ensemble Kalman filter (henKF); this is the same as the
scheme in the wide timescale separation setting in [50]
Each filter is implemented with 30 particles. Initial condition for the sample
of 30 particles are generated in the same way as for the realization of the
true signal. For each particle in the HHPFc, a sample of 30 particles is used
to approximate the expectation in (4.30) for the optimal control, i.e. we use
a HHPFc (30).
The filtering results for one experiment are show in Figures 4.14, 4.15,
4.16, 4.17, 4.18 and 4.19. Solid blue plots are the true states. In Figures
(a), broken red plots with error bars are filter means with ±1×sample stan-
dard deviations. Green error bars are ±2×sample standard deviatons. The
bottom-most plots are the time varying normalized RMSE (4.41). In Figures
(b), red crosses are particle trajectories. Green crosses in Figures (b) indicate
the observations. Observation noise is of the same order as signal noise, but
noise amplitudes are small compared to the signal, hence observations are
quite accurate.
(a) (X1, X2, X3) (b) (X1, X2, X3) particles
Figure 4.14: PF
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(a) (X1, X2, X3) (b) (X1, X2, X3) particles
Figure 4.15: HHPF
(a) (X1, X2, X3) (b) (X1, X2, X3) particles
Figure 4.16: HHPFc,sub
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(a) (X1, X2, X3) (b) (X1, X2, X3) particles
Figure 4.17: HHPFc,(30)
(a) henKF (X1, X2, X3) (b) particles
Figure 4.18: henKF
(a) enKF (X1, X2, X3) (b) Particles
Figure 4.19: enKF
Comparing Figures 4.15(b) and 4.16(b), the suboptimal solution does not
seem to be better for the particles than just the signal dynamics. This is
expected, as the linear approximation is just the Jacobian of the linear part
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Figure 4.20: Effective number of particles, Ns,eff at observation times
Figure 4.21: (X1, X2, X3), HHPF with Ns = 960
(a) (X1, X2, X3) (b) (X1, X2, X3) particles
Figure 4.22: HHPFc,(1), observations every 72 hours. Particle trajectories
still remain close to true signal trajectory due to control
of the drift in (4.6a), which does not capture the significant nonlinear effects.
Comparison of RMSEs averaged over 40 experiments in Table 4.6 shows that
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(a) henKF (X1, X2, X3) (b) particles
Figure 4.23: henKF, observations every 72 hours. Particle trajectories
deviate from true signal trajectory in between observation times
the time integrated RMSE is lower for the HHPFc,sub, so the linear sub-
optimal control does contribute to constructing a proposal density that is
better than one solely based on signal dynamics. However, the corresponding
estimate of the true signal location is still poor. In fact, Figures 4.14(a),
4.15(a) and 4.16(a) show that, with sample size of 30, the PF, HHPFc,sub
and HHPF are unable to track the true signal over the 100-day interval. Due
to the chaotic nature of the system and observations being sparse in time,
a large sample size is required for the HHPF. Increasing the sample size is
not observed to improve the performances of the PF, HHPF and HHPFc,sub
significantly. Even with sample size of 960, the HHPF does not do well
(Figure 4.21). Extending the experiment to a 200-day interval does not result
in the filters tracking the true state either. Applying the nonlinear optimal
control to particles significantly improves the performance of the HHPF, as
seen in Figure 4.17(a). The effective sample size is still small at observation
times and is often close to 1, as shown in Figure 4.20. (for sample size Ns,






However, the optimal control is able to ensure that all particle trajectories
stay close to the truth in the intervals in between observations and hence the
HHPFc (30) is able to track the true signal well.
The henKF and enKF are both able to track the true signal well. The
advantage that of the henKF and enKF over the particle filter is that, even
though all particles are weighted equally, the particle locations are corrected
at each observation time, as indicated by observations. The error plots of
the henKF and enKF display more pronounced peaks, due to error growth in
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between observation times, which drop at observation times when new obser-
vations are assimilated. Deviation of trajectories of the henKF and enKF par-
ticles from the true signal trajectory are observed to grow as time progresses
further away from the last observation (Figures 4.18(b), 4.19(b)). These er-
ror growths are more significant when observations frequency is decreased.
Figures 4.23 and 4.22 show the results from the henKF and HHPFc,(1), re-
spectively, from an experiment in which observations are recorded every 72
hours instead of every 36 hours.
The HHPFc (30) and henKF are found to perform sufficiently well with
Ns = 30, which agrees with the estimate of [16] for particle methods, that
Ns needs to be at least larger than exp{36
1
3} ≈ 27.
Filter PF HHPF enKF henKF
RMSE 19.074 19.186 5.279 5.450




RMSE 18.558 4.711 4.558 4.652
time 118 s 49 s 243 s 2712 s
Table 4.6: RMSE integrated over time and filter computation time, average
over 40 experiments
Filter Obs PF HHPF enKF henKF




RMSE 18.175 4.754 4.446 4.468
Table 4.7: RMSE at observation times
40 independent experiments are performed using each filter and the time
integral of the normalized RMSE (4.41) of each filter is computed for each
experiment. Average of the RMSEs over the 40 experiments are shown in
Table 4.6. Table 4.7 shows the RMSE at observation times compared to the
observation RMSE.
Let ē denote the average of the RMSEs over 20 experiments. The 99%
confidence intervals for the differences in ē between the filters are shown in
Table 4.8. The optimal control on particles enables the homogenized particle
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ēHHPF − ēHHPFc ēHHPFc,(30) − ēHHPFc,(1) ēhenKF − ēenKF
[0.019, 1.239] [0.028, 0.160] [0.042, 0.301]
ēhenKF − ēHHPFc,(30) ēenKF − ēHHPFc,(30)
[0.674, 0.923] [0.489, 0.766]
ēhenKF − ēHHPFc,(1) ēenKF − ēHHPFc,(1)





[0.604, 0.875] [0.425, 0.711]
Table 4.8: 99% confidence interval of difference between average RMSEs of
different filters
filter to track the true signal, and based on Table 4.8, the results are com-
parable to the homogenized and full ensemble Kalman filters. However, as
seen in the computational times in Table 4.6, computation of the nonlinear
control is expensive, it completely offsets the dimensional reduction advan-
tage of the HHPF. By increasing Ns for the henKF, estimation error can be
lowered with lower computational cost than the HHPFc (30) and enKF. The
optimal control of particles has a theoretically sound basis for application in
nonlinear problems, as presented in Section 4.5. However, computation of
the expectation in (4.28) incurs a high cost. It remains to be studied whether
more efficient schemes can be found for this. In the Lorenz ’96 experiments,
the HHPFc is found to work well when the expectation in (4.28) is approx-
imated with just one realization of the process η in (4.25), i.e. when the
filter HHPFc (1) is used. The corresponding error and computation time are
in Tables 4.6 and 4.8. In this case, the HHPFc (1) requires computational
time comparable to the enKF, but the henKF is still the most efficient.
Note that the metric for comparison of the filters here (4.41) is the RMSE
of the sample mean of each filter. This metric is chosen because, in the
experiments, the signal and observation noise amplitudes are relatively small
compared to variations in the signal, hence it is reasonable to expect the filter
means to get close to the location of the true signal at fixed time instances
as long as the behavior of the signal is not too “bad”. This is observed in the
99-dimensional experiment presented in Section 4.4, in which observations
are recorded at higher frequency (at every slow-scale integration timestep).
When steered based on good observations, most of the sample do not stray
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too far away from the truth at all times, so the sample mean provides a good
estimate of the true signal. The downside to this is that particles in the
sample is not distributed well, tending to be clustered about a mean, albeit
close to the truth. This is reflected in the effective sample size being small
and often close to 1 (Figure 4.20). The accurate observations also results in
most weight being concentrated on one particle that is closest to the truth,
and this is seen in all the HHPF variants. When the signal is not too noisy
and observations are accurate, this is not too much of an issue when using
the HHPFc, as the sample mean provides a sufficiently accurate estimate of
the true signal. However, the truth can fall outside ±2×sample standard
deviations from the mean, and higher order moments cannot be estimated.
If we are only interested in estimating the true signal, then the sample mean
of the HHPFc provides a sufficiently good estimate, and since each particle
is steered towards locations indicated by observations independently of the
rest, we can expect a small sample size to be able to provide a good estimate.
Indeed, Figure 4.24 shows the estimate from one experiment using a sample
size of 2. The time-integrated RMSE is 4.823 and the computation time is
45 s, which is comparable to the henKF. The 99% confidence intervals for
the difference in ē from the henKF and enKF are in the last row of Table
4.8. In further experiments, we find that as the signal and observation noise
amplitudes increase, the accuracy of the HHPFc sample mean decreases as
expected, since observations are no longer accurate so particles may not be
steered sufficiently close to the truth. Results of the HHPFc,(1) and henKF
when signal and observation noise covariances are increased by a factor of
8 are shown in Figures 4.25 and 4.27, respectively. Tables 4.9 and 4.10
shows the corresponding time averaged RMSEs and RMSEs at observation
times for experiments with noise covariances increased by factors of 4 and 8,
respectively.
Although we have accurate estimate based on sample mean from a con-
centrated sample, as in the discussion in Section 2.6.3, we always desire a
diverse sample in order to be able to properly capture the distribution of the
true signal. A diferent form of optimal proposal density would be required,
for example, similar to the scheme in [52, 53] that makes all particle weights
almost equal at the observation step. However, when observations are ac-
curate, the particles may again be concentrated. Different schemes remain
to be studied, for example, schemes that utilize the existence of invariant
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manifolds.
(a) (X1, X2, X3) (b) (X1, X2, X3) particles
Figure 4.24: HHPFc,(1), Ns = 2, observations every 36 hours.
Time-integrated RMSE is 4.823 and computation time is 45 s.
(a) (X1, X2, X3) (b) (X1, X2, X3) particles
Figure 4.25: HHPFc,(1), observations every 36 hours with signal and
observation noise covariances increased by factor of 8.
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(a) (X1, X2, X3) (b) (X1, X2, X3) particles
Figure 4.26: HHPFc,(1), Ns = 2, observations every 36 hours with signal and
observation noise covariances increased by factor of 8.
(a) (X1, X2, X3) (b) (X1, X2, X3) particles
Figure 4.27: henKF, observations every 36 hours with signal and
observation noise covariances increased by factor of 8.
Filter henKF HHPFc,(1) HHPF
2Ns
c,(1) Obs
RMSE 10.263 8.810 9.024
RMSEobs times 8.699 8.385 8.892 8.878
Table 4.9: RMSE integrated over time and RMSE at observation times
when signal and sensor noise covariances increase by factor of 4
Filter henKF HHPFc,(1) HHPF
2Ns
c,(1) Obs
RMSE 12.838 12.537 12.832
RMSEobs times 11.074 11.643 12.433 12.038
Table 4.10: RMSE integrated over time and RMSE at observation times




In the filtering framework considered so far, models describing signal dynam-
ics are assumed to be completely known. The parameter estimation problem
considers the case where models contain parameters with unknown values and
need to be estimated along with the signal, using available observations (see
Section 1.3 for relevance in geophyiscal sciences and relevant work). The work
here employs the maximum likelihood estimation (MLE) approach. Many
methods exist for implementing maximum likelihood estimation in practice,
MC methods being a common choice, for example the Metropolis-Hastings
algorithm mentioned in the beginning of Chapter 2 (see, for example [102],
[103] and references therein). Using the Metropolis-Hastings algorithm as an
example, we see the computational task and complexity of performing MLE
using MC methods. When the signal is sampled from a desired distribution
that depends on model parameters and the parameters are uncertain, the
parameter values need to be sampled as well. The bootstrap approach would
be to sample different sets of parameter values and simulating signal samples
each set of parameter values, calculating the corresponding likelihood func-
tion, and identifying the maximum/maxima. The expectation-maximization
(EM) algorithm is a procedure for computing the ML parameter value(s)
iteratively, introduced in [25]. The EM algorithm does not require sampling
parameter values; instead iterations are performed to obtain a sequence of
parameter values that converges to the true values. The convergence is fast
enough that the number of iterations can be less the number of times param-
eter values need to be sampled via bootstrapping, but each iteration requires
a smoothing procedure to estimate the entire time series of the signal using
available observations, which is computationally intensive in the nonlinear
setting, where an explicit smoother solution cannot be obtained. The EM
algorithm is described in Section 5.5. When using particle methods to ap-
proximate the nonlinear smoother, the dimensionality issues faced in filtering
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arise. Hence, in Chapter 6, we study the MLE problem in the multiscale set-
ting, with the goal of dimensional reduction as for the filtering problem of
Chapter 3.
5.1 Maximum Likelihood Estimation
We describe MLE in the diffusion setting, which is the setting for our work
in Chapter 6, where observations generated from a hidden signal that is
dependent on unknown or uncertain parameters. In the general setting,
observations are a subset of the complete data set that is generated from a
distribution with unknown or uncertain parameters. In the case of diffusion
processes, this distribution is the solution of the Fokker-Planck equation
driven by the generator of the signal process. In our work, we consider only
the parametric estimation problem, where the form of the distribution (or
diffusion) is known, only the parameters are unknown. We assume that
the diffusion coefficient σ is completely known, and that observations are
avaliable continuously in time.
Consider a data set that is dependent on an unknown deterministic param-
eter value θ ∈ Θ ⊂ Rp, and that we are only able to observe a subset of the
complete data set. In MLE, the best estimate of the true parameter value
is θ ∈ Θ that maximizes the likelihood of the complete data set, estimated
using the available incomplete data set. Let X denote the complete data
and Y the available incomplete data, or observations. X is dependent on
the unknown deterministic parameter θ ∈ Θ ⊂ Rp. Let (ΩX×Y ,FX,Y be the
sample space of the data and corresponding σ-algebra. For each θ ∈ Θ, let
Qθ be the probability measure induced by X such that (ΩX×Y ,FX,Y ,Qθ) is
a complete probability space. The goal of the parameter estimation problem
is to estimate θ based on the set of observations, Y . Formally, the maximum






where y is a given set of observations and q(y; θ) is the likelihood function.
For example, if q(x, y; θ) is the density of Qθ w.r.t. Lebesgue measure, then
the likelihood function is q(y; θ) =
∫
X
q(x, y; θ)dx, the marginal density of y
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given parameter value θ.
Recall continuity of measures: Let (Ω,F, µ) be a measure space and A ⊂ Ω.
A measure µ′ is continuous with respect to µ if µ′(A) = 0 for all A ∈ F for
which µ(A) = 0. Denote the restriction of µ on the sub-σ-algebra A by µ|A.
We assume that, for all θ, θ′ ∈ Θ, Qθ ∼ Qθ′ i.e. the measures induced by
all θ ∈ Θ are mutually continuous. The change of measure Qθ with respect




where f is a non-negative measurable function on ΩX,Y and is the density of
Qθ w.r.t. Qθ′ by the Radon-Nikodym theorem (see, for example, Chapter 7
of [37]). Also, we assume the identifiability assumption, i.e. for all θ, θ′ ∈ Θ
such that θ 6= θ′, dQθ
dQθ′
6= 1 a.s. with respect to dQθ′ . If the identifiability
assumption does not hold, then measures induced by different parameter
values are indistinguishable.
By the maximum likelihood approach, we would like to maximize Qθ(X),
the likelihood of data set X given parameter value θ. Equivalently, we can
maximize the log likelihood, logQθ(X). The choice of the log function is
due to its monotonicity and concavity. The expectation-maximization (EM)
algorithm exploits this property to iteratively compute a sequence of param-
eter estimates {θk} that induces a non-decreasing sequence of log likelihoods
as k ↗. In the partially observed setting, we only have information from
Y , so we consider the measure Qθ restricted to the σ-algebra generated by
observations, FY . Define Qθ|Y as the restriction of Qθ on FY . Now, writing
the exact expression for Qθ or Qθ|Y may be intractable. But by the mu-
tual continuity of induced probability measures assumption, when X and Y
are diffusion processes, the expression for the change of Qθ with respect to
another measure, dQθ
dQθ′




for some θ′ ∈ Θ. The choice of θ′ ∈ Θ does not matter: Let
µ be a dominating measure on FX,Y . Then, Qθ, Qθ′ are continuous with
respect to µ, and there exist a density q such that dQθ = q(x, y; θ)dµ and











which is a ratio of probability densities. The Radon-Nikodym derivative dQθ
dQθ′
can be utilized as the likelihood function ([104], [105], [26]), specifically, it
is the likelihood ratio. Given observed values of Y , maximizing this Radon-
Nikodym derivative/ratio of probability densitites w.r.t. θ with θ′ fixed can
be interpreted as finding the value θ 6= θ′ that maximizes the probability of
obtaining those observed values. If such θ cannot be found, then θ′ is the
maximizer (at least locally).
Let E ∈ FY . Then, the probability of E is equal to the probability
measure, restricted to FY , of E, i.e.
Qθ(E) = Qθ|Y (E). (5.2)
Recall that f is the Radon-Nikodym derivative dQθ
dQθ′











f |Y dQθ′ |Y .




f |Y dQθ′ |Y .
Since E is arbitrary, we have the following for the restriction of the Radon-
Nikodym derivative on FY :
dQθ|Y
dQθ′|Y
= f |Y . (5.3)
Again, let E ∈ FY and let EQθ′ denote expectation with respect to Qθ′ ,













= EQ′θ [χE f ] (tower property)
= EQ′θ [χE f |Y ] (since E ∈ F
Y ).











∣∣∣∣FY ] = f |Y = dQθ|YdQθ′|Y .
So, to maximize dQθ|Y
dQθ′ |Y
, we can instead maximize the conditional expectation
of dQθ
dQθ′
, conditioned on FY . This is relevant when we consider the practical




depends on the state X. Since X is hidden, we have to estimate
the function of X using observations Y .
In the discussions so far, we have only dealt with probability measure Qθ
with density q(·; θ) w.r.t a dominating measure, without referring specifically
to diffusion processes, so all of the above hold for MLE of a partially observed
signal that is dependent on unknown parameters. So, for partially observed










In the following, we illustrate the MLE principle in two settings: partially
observed independent, identically distributed data from a distribution, and
partially observed diffusion process. In all that follows, let α ∈ Θ denote
the true parameter value. We use L(θ) to denote the log likelihood function
given parameter value θ, but the definition varies for different cases.
5.2 Independent, identically distributed complete
observations
Let {Y1, . . . , YN}, where Yi ∼ q(y; θ) are independent, identically distributed.
Given parameter value θ, the likelihood of observing Yk is L(Yk; θ)
def
= q(Yk; θ).





log q(Yk; θ)→ EQα [log q(Y ; θ)] as N →∞.
So, as N → ∞, the argument that maximizes 1
N
∑N
k=1 log q(Yk; θ) is the
argument that maximizes EQα [log q(Y ; θ)]. We see that EQα [log q(Y ; θ)] is
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maximized at θ = α:

























q(y;α)dy = 1− 1 = 0.
So, EQα [log q(Y ; θ)]− EQα [log q(Y ;α)] ≤ 0 with equality when θ = α.
5.3 Diffusion process with partial, noisy observation
Now, we consider the partially observed diffusion case. Let (Ω,F,Q) be a
probability space that supports a k+d-dimensional Brownian motion (W,B)
(Q is the probability measure on F induced by the Brownian motion (W,B)).





where B is the Borel σ-algebra on the set of continuous paths on Rk+d,
C([0, T ];Rk+d). The signal and observation are
dXt = bθ(Xt)dt+ σ(Xt)dWt, X0 ∈ Rm, (5.4a)
dYt = hθ(Xt)dt+ dBt, Y0 ∈ Rd. (5.4b)
Assume that the coefficients of (5.4a) satisfy the conditions for existence of
a strong solution (see, for example, Theorem 5.2.1 of [43]). The solution of
(5.4) for t ≤ T lies in the space CT
def
= C([0, T ];Rm+d) with uniform metrics
and Borel sigma algebra BT . Let QTθ be the probability measure induced
by the solution of (5.4) on (CT ,BT ). Subscript θ indicates the probability
measure induced by the diffusion (X, Y ) with parameter θ while no subscript
indicates the Wiener measure Q.
















By Girsanov’s theorem, Y is a Pθ-B.M. Recall the normalizer for the nonlinear
filter (Section 2.3.1, (2.13)):





where YT is the σ-algebra generated by observations up to time T . Formally,
we see that we can choose this as the likelihood function: Partition the time
interval [0, T ] into {t0, t1, . . . , tN}. For simplicity, let (X, Y ) ∈ R2. Denote
by ∆Yti the increment (Yti − Yti−1). In order to estimate the true parameter























Yti − Yti−1 − hθ(Xti−1)∆t
)2}
q(xt0:tN ; θ) dxt0:tN




























× c(Yt0:tN )q(xt0:tN ; θ) dxt0:tN .
As N →∞, the quantity inside the exponent goes to the integral in the ex-
ponent of the Radon-Nikodym derivative in (5.5). Therefore, from a discrete-
time point of view, we see that the likelihood of observations given parame-
ter value is equivalent to the conditional expectation of the Radon-Nikodym
derivative (5.6). Below, we see that log ρθT (1) is maximized at the true pa-
rameter value α.
Lemma 3.29 of [35] gives the governing equation for the log likelihood
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function log ρθt (1) (see Appendix 4):























Recall that the innovation process, ναt = Yt−
∫ t
0
παs (h)ds, is a Qα-Brownian
motion (we would like to point out that the observation is generated by the
diffusion induced by the true parameter value α, hence να is a Qα-B.M., but
an innovation process νθt = Yt −
∫ t
0
πθs(h)ds is not a Qα-B.M.). Substituting
the innovation in (5.7),




























































































t has mean zero under Qα and using Itô
isometry, its variance divided by T goes to 0 as T ↗∞. For the special case























































Hence, as T ↗ ∞, 1
T




θ = α. In other words, when the observation window T is infinite, i.e.
we have infinite observations, the log likelihood is maximized at the true
parameter value. However, we do not have infinite observations in reality.
The asymptotic normality property of the ML estimator states that the error,
magnified by
√
T , is normally distributed with mean at the true parameter







, where B is the bias of the estimator (we will elaborate on
this based on a result for ergodic diffusions from [105] in Chapter 6). Then,
when we only have observation over finite but sufficiently large T , we can say
that the MLE error should be inversely proportional to
√
T (the same holds
for the partially observed i.i.d. signal case, where T is replaced by number
of observations N).
5.4 Cramér-Rao lower bound
Here, we state the Cramér-Rao inequality for ML estimators (see, for exam-
ple, Chapter 1.3 of [105]), which states that the lower bound of the mean-





















, θ, θ′ ∈ Θ.
We have written the log likelihood function as the Radon-Nikodym deriva-
tive/change of one probability measure w.r.t. another/likelihood ratio. The
derivative w.r.t. θ indicates sensitivity of the log likelihood to changes in the
parameter value. Given an observed data set, the log likelihood represents
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the amount of information about the unknown parameter that is contained
in the data set. Hence, the Fisher information is a measure of how much
information about the unknown parameter that is contained in observations.
In the above Radon-Nikodym derivative, F is the σ-algebra generated by
the complete i.i.d. observations or the observations of the diffusion process
up to time T , in which case we write FT . For a continuous function ϕ of θ,


























))2 , B(θ) = EQθ [ϕ(θ̂T]− ϕ(θ).
For an unbiased estimator, when ϕ(θ̂T ) = θ̂T , we have the lower bound of






5.5 The Expectation-Maximization Algorithm
As described in the beginning of this chapter, the Expectation-Maximization
(EM) algorithm is an iterative algorithm for estimating unknown model pa-
rameters from partial observations that is an alternative to bootstrap MC
sampling of the parameter space. The EM algorithm was first developed
in [25] for partial perfect observations and then for partially observed diffu-
sions in [26]. [25] provides a good illustration of the EM principle using an
exponential family example. Here, we describe the EM principle using the
partially observed diffusion of (5.4).
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5.5.1 EM principle
Consider the partially observed diffusion (5.4),
dXt = bθ(Xt)dt+ σ(Xt)dWt, X0 ∈ Rm,
dYt = hθ(Xt)dt+ dBt, Y0 ∈ Rd.
Recall from Section 5.3 that the likelihood function is the normalizer of the
nonlinear filter ρθT (1). Formally, we can write the normalizer ρ
θ
T (1) as (we
used a discrete-time argument to relate ρTθ (1) to the likelihood qθ,T (y) in
Section 5.3)




log ρθT (1) ≡ log qθ,T (x, y)− log qθ,T (x|y)
Since ρθT (1) is YT -measurable (YT is the completion of the σ-algebra gener-
ated by observations from time 0 to T ), taking conditional expectation under
measure Qθ′ , θ′ ∈ Θ, θ′ 6= θ, conditioned on YT ,




≡ EQθ′ [ log qθ,T (X, Y )|YT ]− EQθ′ [ log qθ,T (X|Y )|YT ] .
(Here, we formally write qT (X, Y ) as the joint density of the path {(Xt, Yt; 0 ≤
t ≤ T )}, similary for the conditional density.)
Consider the difference between log ρθT (1) and log ρ
θ′
T (1):






qθ,T (X, Y )
qθ′,T (X, Y )





qθ,T (X, Y )











In terms of maximizing the log likelihood, we can look at this variation as
fixing a value θ′ to estimate the quantities Q and H as functions of θ, and
the task is to choose θ such that the log likelihood under θ is greater than
or equal to the log likelihood under θ′. If we repeat this by using the new
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θ to perform estimation and eventually converge upon a θ∗ value, then we
will have found a parameter value that maximizes the log likelihood. The


















qθ,T (x|Y )dx = log(1) = 0,
so H(θ, θ′) ≥ 0. Since H(θ, θ′) is always ≥ 0, in order for log ρθT (1)−log ρθ
′
T (1)
to be ≥ 0, i.e. the log likelihood to be non-decreasing from θ′ to θ, we need
Q(θ, θ′) to be ≥ 0. We obtain the EM algorithm: maximize Q(θ, θ′) w.r.t. θ,
given previous maximizer θ′, iteratively.
More precisely, begin the algorithm with an initial θ0 ∈ Θ. At iteration
i + 1, perform the expectation and maximization steps using the previous
estimate θi:






• (Maximization step) θi+1 = arg sup
θ∈Θ
Q(θ, θi)
To our knowledge, this form of the EM algorithm for partially observed











computed using the Radon-Nikodym derivative:
log
qθ,T (X, Y )





























It is shown in [25] (Theorem 2), supplemented by [106] and [107], that for
a sequence {θi} of the EM algorithm, if
1. the sequence of log likelihood {L(θi)} is bounded, and
137
2. the growth of Q(θi+1; θi) is faster than the quadratic growth of ‖θi+1−θi‖,
i.e. Q(θi+1; θi)−Q(θi; θi) ≥ C‖θi+1 − θi)‖2 for some C > 0 for all i,
then the sequence {θi} converges to a connected set in Θ. This is shown
for the i.i.d. signal with perfect partial observation case, but applies to the
partially observed diffusion setting as well, as it only depends on conditions
on the log likelihood being bounded and the growth rate of Q(θ; θ′) in the
maximization step.
The convergence rate of the algorithm is quadratic in ‖θi+1−θi‖ (Theorem
3 of [25]): Let Dd0Q(θ; θ′) denote the dth derivative of Q(θ; θ′) w.r.t. to the
first argument, θ. If D10Q(θi+1; θi) = 0 for all i, then, for all i, there exists a
θi+10 on the line segment joining θ
i+1 and θi such that
Q(θi+1; θi)−Q(θi; θi) = −(θi+1 − θi)∗D20Q(θi+10 ; θi)(θi+1 − θi).
Furthermore, if the sequence {D20Q(θi+10 ; θi)} is negative definite with eigen-
values bounded away from zero, and L(θ) is bounded, then the sequence {θi}
converges to a connected subset of Θ.
Finally, if the EM algorithm converges to a point θ∗ in the closure of Θ,
then Theorem 4 of [25] describes the behavior of the likelihood function at
and near θ∗: Let M : Θ→ Θ, M(θi) def= θi+1 denote the mapping of the EM
algorithm from one iteration to the next. If
1. {θi} converges to some θ∗ in the closure of Θ,
2. D10Q(θi+1; θi) = 0 for all i,
3. D20Q(θi+1; θi) is negative definite with eigenvalue bounded away from zero
for all i,
then,
• DL(θ∗) = 0,
• D20Q(θ∗; θ∗) is negative definite,
• DM(θ∗) = D20H(θ∗; θ∗) [D20Q(θ∗; θ∗)]−1.





∣∣ y; θ] = −D20H(θ; θ). The sec-
ond variation of L at θ∗ is:
D20L(θ∗) = D20Q(θ∗; θ∗)−D20H(θ∗; θ∗)
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= D20Q(θ∗; θ∗)−DM(θ∗)D20Q(θ∗; θ∗)
= (I −DM(θ∗))D20Q(θ∗; θ∗),
where I is the identity matrix. Therefore, (I − DM(θ∗)) describes the be-
havior of the likelihood function in the neighborhood of the limiting θ∗.
In the next two sections, we discuss two alternate views to the principle
behind the maximization step in the EM algorithm – using an information
theoretic approach and a variation of the log likelihood function w.r.t. pa-
rameter.
5.5.2 Information theoretic view
We can look at the EM principle from an information theoretic concept.
Consider the general setting in which X ∈ Rm is partially observed through
Y ∈ Rd. We maximize the likelihood of observations:
θ̂ = arg sup
θ∈Θ
g(Y ; θ).
If the observation is related to the signal as Y = hθ(X), we can write the














k(x|y; θ) = q(x, y; θ)
g(y; θ)
=






Taking the log of above, and since y is a map from X to Y, we can rearrange
as follows:
log g(y; θ) = log q(x; θ)− log k(x|y; θ). (5.9)
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Note that the LHS is a function of observation, but if the sensor function hθ
is known, then it is a function of the signal, i.e. we can write (5.9) as
log g(hθ(x); θ) = log q(x; θ)− log k(x|hθ(x); θ).
Consider the variation of L(θ)
def
= log g(y; θ) w.r.t. θ: From (5.9) and using
the fact that L(θ) is FY -measurable,
L(θ)− L(θ′) = log g(y; θ)− log g(y; θ′)
= Eθ′′ [log g(y; θ)]− Eθ′′ [log g(y; θ′)]
= Eθ′′ [log q(x; θ)]− Eθ′′ [log q(x; θ′)]
− (Eθ′′ [log k(x|y; θ)]− Eθ′′ [log k(x|y; θ)])
= Q(θ; θ′′)−Q(θ′; θ′′) + [H(θ; θ′′)−H(θ′; θ′′)] ,
where Q(θ; θ′′)
def
= Eθ′′ [log q(x; θ)] and H(θ, θ′′)
def
= Eθ′′ [log k(x|y; θ)]. Since
θ′′ is arbitrary, we can set θ′′ as θ so
L(θ)− L(θ′) = Q(θ; θ)−Q(θ′; θ) + [H(θ; θ)−H(θ′; θ)] .
The variation of H is
H(θ; θ′)−H(θ′; θ′) = −
∫
Rm











k(x|y; θ′) log k(x|y; θ)
k(x|y; θ′)
dx︸ ︷︷ ︸
relative entropy between k(·; θ) and k(·; θ′)
.
The relative entropy, or Kullback-Leibler distance, between two probability
























dx = − log 1 = 0.
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Hence, [H(θ; θ′)−H(θ′; θ′)] is always ≥ 0, with equality when θ = θ′, so if
we want to choose θ to not decrease the log likelihood from its value under
θ′, it is sufficient to chose it such that Q(θ; θ′) is not decreased from Q(θ′; θ′).
5.5.3 Variation of log likelihood
We can also look at the variation of the log likelihood w.r.t. θ. Let θ+ δθ be
a small variation from θ. Taylor expand L(θ + δθ) about θ:









































































k(x|y; θ)dx = ∂
∂θ
1 = 0,
so the variation of the log likelihood w.r.t. θ only depends on the variation
of Q w.r.t. θ. So if we want to maximize the log likelihood by varying θ, it
is sufficient to just use Q.
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5.5.4 Smoothing
The filtering procedures described in Chapter 2 enables the computation
of the conditional estimate E· [ϕ(Xt)|Yt], i.e. the present estimate given
information up to present time. In the expectation step of the EM algorithm,
we need to compute the conditional estimate of the log likelihood function
using all available information. Based on the Radon-Nikodym derivative form
of the log likelihood function (5.8), it is required to compute the conditional
estimate at a time based on future information. Consider the discretized










∆t+ . . .
}
.
The conditional expectation requires the conditional estimate of ϕ(Xts), ts ∈












∣∣YT ]+ EQθ′ [ . . .|YT ]}.
The conditional estimate given future information, E· [ϕ(Xt)|YT ], t ∈ [0, T ]
can be computed via smoothing. We describe the smoother in the linear
discrete time case and nonlinear discrete time case in the following.
Linear discrete time smoother
As for the linear, discrete-time filter, we follow [41] in describing the Kalman
smoother using the maximum likelihood approach. Consider the discrete-
time signal and observation
Signal: Xt+1 = At+1Xt +Wt+1, X0 ∈ Rm,
Observation: Yt = HtXt +Bt, Y0 = 0 ∈ Rd,
t = 0, 1, . . . , N , Wt ∼ N(0, Qt), Bt ∼ N(0, Rt). The goal is to deter-
mine X̂t|N that maximizes the log likelihood log p(Xt|Y0:N). Alternatively,
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a slightly easier approach (computationally) is to maximize the joint log
likelihood, log p(Xt, Xt+1|Y0:N), t = 0, 1, . . . , N − 1. By Bayes’s Theorem,





The part of the log likelihood that depends on Xt are from the prior and
filtering densities p(Xt+1|Xt) and p(Xt|Y0:t). In the linear case, the densities
in the RHS above are all Gaussian. Using the Gaussian densities, the log
likelihood is
log p(Xt, Xt+1|Y0:N)
∝ (Xt+1 − At+1Xt)∗Q−1t (Xt+1 − At+1Xt) + (Xt − X̂t|t)∗P ∗t|t(Xt − X̂t|t)
+ {terms independent of Xt}, i = 0, 1, . . . , N − 1,
where we assume that we already have the filter mean and covariance X̂t|t
and Pt|t for t = 1, . . . , N . Starting from the filter estimate (X̂N |N , PN |N), the
smoother mean at N − 1 is
X̂N−1|N = arg max
x∈Rm
{
(X̂N |N − ANx)∗Q−1N−1(X̂N |N − ANx)
+(x− X̂N−1|N−1)∗P ∗N−1|N−1(x− X̂N−1|N−1)
}
.
Iteratively going backwards in t, the smoother mean for time instance t is
X̂t|N = arg max
x∈Rm
{
(X̂t+1|N − At+1x)∗Q−1t (X̂t+1|N − At+1x)
+(x− X̂t|t)∗P ∗t|t(x− X̂t|t)
}
.
The maximizer of the RHS can be determined to be









The information update for the Kalman smoother is given by the difference
between the smoothed mean one step ahead and that predicted by the filter












from which the smoother error covariance can be determined in terms of the
filter covariance to be















The smoothing procedure requires filtering to be performed first and storing
the filtered estimates, in the linear case, the mean and covariance, hence it
is computationally expensive.
In the continuous time setting, we have the Kalman-Bucy smoother (see,
for example, Chapter 5 of [108])
d
dt






















which are integrated backwards in time from the filter mean and covariance,
X̂T |T and PT |T , respectively.
Nonlinear discrete time smoother
For the nonlinear signal and observation case, we describe an importance
sampling method for sampling from the smoothed density p(Xt|Y0:N). Con-







p(Xt|Xt+1, Y0:N) = p(Xt|Xt+1, Yt, Yt+1:N)
=
p(Yt+1:N |Xt, Xt+1, Yt)p(Xt|Xt+1, Yt)p(Xt+1, Yt)
p(Yt+1:N |Xt+1, Yt)p(Xt+1, Yt)
.
Assuming present observation only depends on the present state of the signal,
p(Yt+1:N |Xt, Xt+1, Yt) = p(Yt+1:N |Xt+1) and p(Yt+1:N |Xt+1, Yt) = p(Yt+1:N |Xt+1),
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so
p(Xt|Xt+1, Y0:N) = p(Xt|Xt+1, Yt).
This states that given information from Xt+1 and Y0:N , what we know about
Xt is the same as if we were given information from Xt+1 and Yt. This is
because 1) Yt is dependent on Xt, and 2) by the Markov property, given Xt+1
and observation model, we have all available information contained in Yt+1:N
– Yt+1:N are dependent on {Xt+1, . . . , XN}, which are described by the joint
density p(Xt+1)p(Xt+2|Xt+1) . . . p(XN |XN−1).
The last equality can be written as




Hence, the joint conditional density can be represented by








The smoothing weight, which we will denote w(Xt, Xt+1), consists of the
state transition density in the numerator, and the filtering prior density at








[109] and [110] propose sampling algorithms for smoothing by sampling
from the joint conditional density according to (5.10). The algorithm is as
follows:
• A forward particle filtering procedure is performed from t = 0 to t = N .
The smoothing procedure goes backward in time, from t = N to t = 0.
• The filtering and smoothing densities at final time N are the same,




p=1 from the filter
sample.






each j, draw the associated xjt|t from the filter sample that represents
p(Xt|Yt). Note that in order to do this, during the filtering procedure,
the identity of the parent xjt|t−1, of each particle x
j
t|t has to also be
stored.
• For each pair (xjt+1|N , x
j























where wj1t|t is the filter weight.




j=1 is then resampled based on the smooth-
ing weights.


































If M3 = M1, then sampling for the smoother density this way is M2 times




The main result of multiscale parameter estimation of the work for this the-
sis is the convergence of an estimator based on a homogenized likelihood
function to the true parameter value in the limit of infinite observations and
wide timescale separation. The homogenized likelihood function is based
on the unnormalized homogenized filter of Chapter 3. Convergence of the
likelihood function is a direct consequence of the multiscale filtering result.
Convergence of the estimator is obtained for a special case of scalar signal
and observation, where the slow component of the signal can be represented
by a linear diffusion in the limit of wide timescale separation.
The multiscale parameter estimation problem is formulated, with state-
ment of the main result, in Section 6.1. Existing and related works are
discussed in Section 6.2. The results of Chapter 3 are applied to the likeli-
hood function in Section 6.3, and proof of the main result is given in Section
6.4. An application to the Lorenz ’96 model to estimate the external and
internal forcing parameters using noisy observations is presented in Section
6.5.
6.1 Problem formulation and statement of main result
The problem setup is the same as the multiscale filtering problem of Chapter
3. We restate it here to include parameter dependence in the slow component
SDE and sensor function. Let (Ω,F,Q) be a probability space that supports
a k+ l+d-dimensional Brownian motion (W,V,B) (Q is the probability mea-
sure on F induced by the Brownian motion (W,V,B)). (W,V,B) ∈ Rk+l+d




,B), where B is the
Borel σ-algebra on the set of continuous paths on Rk+l+d, C([0, T ];Rk+l+d).
The signal process consists of fast component Zε ∈ Rn and slow component
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Xε ∈ Rm governed by
















g (Xεt , Z
ε
t ) dVt, (6.1b)
and the observation is Y ε ∈ Rd,




t ) dt+ dBt, Y
ε
0 = 0, (6.2)
for t ∈ [0, T ]. We would like to point out that, for the main result of this
chapter, we will restrict ourselves in Section 6.4 to the setting in which the
slow diffusion is independent of the fast component. The reason is discussed
at the end of Appendix 6. θ ∈ Θ ⊂ R is an unknown deterministic parameter.
For each θ ∈ Θ, in addition to the conditions of in Section 3.5, we impose
conditions on the coefficients of (6.1), (6.2) such that a strong solution exists
(see, for example, Theorem 5.2.1. of [43]). The solution of (6.1), (6.2) for
t ≤ T lies in the space CT
def
= C([0, T ];Rm+n+d) with uniform metrics and
Borel sigma algebra BT . We write Qε,(T )θ for the probability measure on
(CT ,BT ) induced by parameter θ (induced by (X
ε, Zε, Y ε) of (6.1), (6.2)
with parameter θ). Let Yεt
def
= σ{Y εs : 0 ≤ s ≤ t} ∨N denote the completion























Under Pε,(T )θ , the observation Y ε is a Brownian motion independent of (Xε, Zε).
For Qε,(T )θ -, P
ε,(T )












which satisfies the Zakai equation
















































For any θ ∈ Θ, Qε,(T )θ and P
ε,(T )
θ are mutually absolutely continuous, and
the Radon-Nikodym derivative (Dε,θ)−1 defines a density with respect to
Pε,(T )θ (see, for example, Ch. 7 of [37]), which can be used as the likelihood
function for maximum likelihood estimation (MLE) (see Section 5.1).
As discussed in Section 5.3, for partially observed signal, we can esti-
mate the likelihood function that is dependent on the hidden signal based on
available observations. We follow [74] in calling the conditional estimate of
(Dε,θ)−1,






the filtered likelihood function. ρε,θ(1) is also the normalizer for the nonlin-
ear filter of (6.1), (6.2). The filtered likelihood function is the estimate of
the likelihood function based on available observations. The corresponding







Assume that the Doeblin condition is satisfied, i.e. for every fixed x ∈ Rm,
we assume that the solution Zx of
dZxt = f(x, Z
x
t )dt+ g(x, Z
x
t )dWt
is ergodic and converges exponentially fast to its unique stationary distribu-
tion µ(x, ·). By the theory of stochastic averaging (see, for example, [17],
also description in Chapter 3, Section 3.3), Xε converges in distribution to a
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where D̄ε,θt is the same as D
ε,θ





Rn hθ(x, z)µ(x, dz):
(D̄ε,θt )














The equivalent filtered likelihood is ρ̄ε,θt (1). As in the filtering problem, the
homogenized filtered likelihood utilizes the homogenized process X0, with
actual observation Y ε. Note that ρ̄ε,θ· here is the same as ρ
0
· in Chapter 3.
We use an overbar with superscript ε here to indicate that it is driven by
the generator L̄θ with homogenized coefficients and real observation Y ε, in
order to differentiate from the homogenized filter ρ̄θ· that is driven by Y
0,
which will be used in Section 6.4.
As in the multiscale filtering problem, the idea is that, under the Doeblin
condition assumption on the fast component, if we are interested in esti-
mating only the slow component, then we should make use of the filtered
likelihood with the homogenized process X0, ρ̄ε,θT (1). The associated ML








We will be studying the limits of large timescales separation and large ob-
servations time window, i.e. ε→ 0 and T →∞, respectively. Therefore, we
introduce the additional superscript (T ) for the induced measure Qε,(T )θ to
indicate finite observations window of size T .
The main result is: Under the setting of the partially observed multiscale
diffusion (6.9), (6.10) of Section 6.4 and the conditions in Theorem 6.4.2,
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the ML estimator associated with the homogenized filtered likelihood ρ̄ε,θT (1)
is consistent in the wide timescale separation limit. More precisely, for any







| ˆ̄θεT − α| > δ
]
= 0.
In other words, in the limit of wide timescale separation and large observa-
tions set, the estimator ˆ̄θεT associated with the homogenized filtered likelihood
function for real observations is close to the true parameter value.
6.2 Existing and related works
[105] studies the estimation problem for the ergodic diffusion process in var-
ious settings, including nonparametric estimation. Chapter 1.3 of [105] ob-
tains consistency and asymptotic normality of the ML estimator for a com-
pletely observed one-dimensional ergodic diffusion process. The asymptotic
normality result states that, for large observations time window T , the er-
ror of the estimator |θ̂T − α| is normally distributed with mean zero and
variance inversely proportional to TI(α), where I(α) is the Fisher informa-
tion. Chapter 3.1 of [105] studies the problem of parameteric estimation of
a two-dimensional partially observed ergodic diffusion:
dXt = −b(θ)Xtdt+ σ(θ)dVt, X0 ∈ R,
dYt = h(θ)Xtdt+ γdBt, Y0 ∈ R.
b(θ) and σ(θ) are assumed > 0 ∀ θ ∈ Θ ⊂ Rp, and observation is the Y
component, which is completely observed. Since the system is linear, the
filter is the Kalman-Bucy filter. The Kalman-Bucy filter is driven by the
innovation process, which is a Qα-Brownian motion (see Section 2.4). In
the one dimensional case, the Kalman-Bucy filter solution is an Ornstein-
Uhlenbeck process, for which an explicit Gaussian invariant density can be
obtained. This property is utilized in showing the consistency and asymptotic
normality of the ML estimator. The asymptotic normality of the estimator
states that the error |θ̂T − α| is normally distributed with mean zero and
variance inversely proportional to TI(α), where I(α) is a form of the Fisher
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information (Theorem 3.1 of [105]). The calculations for consistency of the
estimator in Section 6.4 of our work partially follows the procedure of Chapter
3.1 of [105].
As mentioned in Chapter 3, Section 3.2, the work of [74] obtains conver-
gence of the filtered likelihood function. In addition, [74] also determines
the asymptotic properties of the corresponding ML estimator. The setting











t ) dWt, Z
ε







ε = 0 ∈ Rd.
The homogenized filtered likelihood is driven by the real observation/slow





















holds in this setting. Additionally, spectral decomposition of the generator
of the diffusion process is also utilized in showing the convergence results
and asymptotic properties of the ML estimator corresponding to the homog-
enized filtered likelihood. The estimator is shown to be consistent in the
wide timescale separation and infinite observation limits, and, for large T ,
error of the estimator is shown to be normally distributed with mean zero
and variance inversely proportional to T h̄∗αh̄α.
Below is the list different settings for the parametric estimation problem
and corresponding works that obtain asymptotic properties of the ML esti-
mator.
Completely observed signal:
1) Discrete i.i.d. observations and continuous observations with Gaussian
noise (Chapter 2 of [104])
2) Observation is ergodic diffusion process (Chapters 2 and 3 of [104], Chap-
ters 1 and 2 of [105])
3) Observation is scalar null recurrent diffusion process, linear in parameter
(Chapter 3.5 of [105])
Partially observed signal:
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1) Signal and observation are linear scalar ergodic diffusion processes (Chap-
ter 3.1 of [105])
2) Slow-fast diffusion process where fast component is hidden and slow com-
ponent is completely observed, with linear homogenized process ([74])
6.3 Convergence of filtered likelihood
For the signal (6.1) and observation (6.2), denote α ∈ Θ as the true parameter
value. Filtering is performed using θ ∈ Θ, which may not be equal to α, which
is unknown, i.e. we consider filters π(ε,x),θ(ϕ), π0,θ(ϕ). Since the filters are
functions of the observation Y ε generated from a system with α, we require
convergence under Qε,(T )α , the measure induced by the true parameter value.
This can be obtained by a simple extension of the results of Section 3.7.
Corollary 6.3.1 Let the conditions of Lemma 3.7.6 hold. In addition, for
all θ ∈ Θ, assume
1) ‖hθ‖∞ ≤ ch <∞.
2) EQε,(T )α [‖hθ1 − hθ2‖
2p] ≤ K|θ1 − θ2|q for some 12 ≤ p <∞, q > 1.
Then, for fixed α ∈ Θ, for every p ≥ 1 there exists C1 > 0, independent of
ϕ, such that for every ϕ ∈ C7b ,
EQε,(T )α
[∣∣∣ρ(ε,x),θT (ϕ)− ρ̄ε,θT (ϕ)∣∣∣p] ≤ εp/2C1||ϕ||p4,∞.
Proof For every p ≥ 1 and any t ∈ [0, T ],
EQε,(T )α












[∣∣∣ρε,θt (ϕ)− ρ̄ε,θt (ϕ)∣∣∣2p])1/2 , (6.4)
where Pε,(T )α is the measure under which the observation Y ε is a Brownian
motion independent of the signal (Xε, Zε) (see (6.3)).
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∗dY εt , D̃
ε,α
0 = 1.










2 ‖hα(Xεs , Zεs)‖
2 ds
]

















Second term in (6.4):
EPε,(T )α










)2 12 EPε,(T )θ
[∣∣∣ρ(ε,x),θt (ϕ)− ρ̄ε,θt (ϕ)∣∣∣4p] 12 . (6.6)
Consider the Radon-Nikodym derivative in (6.6). It is bounded similarly as











































































































































D̃ε,θ,αs ‖hα(Xεs , Zεs)− hθ(Xεs , Zεs)‖2ds
)2]











2‖hα(Xεs , Zεs)− hθ(Xεs , Zεs)‖4ds
]
by Itô’s Lemma for the fourth equality and the Burkholder-Davis-Gundy



















C2 ‖hα(Xεs , Zεs)− hθ(Xεs , Zεs)‖
2






















which is finite by condition 2 and Grönwall’s inequality.












[∣∣∣ρ(ε,x),θt (ϕ)− ρ̄ε,θt (ϕ)∣∣∣4p]
= EPε,(T )θ





[∣∣∣vε,T,ϕ,θ0 (x, z)− v0,T,ϕ,θ0 (x)∣∣∣4p]Q(Xε0 ,Zε0)(dx, dz)
≤
∫




The second inequality is by Lemma 3.7.4.
Gathering the estimates (6.5), (6.7) and (6.8), the right hand side of (6.4)
is bounded by a constant of order εp/2. So, ρ
(ε,x),θ
· (ϕ) and ρ̄ε,θ· (ϕ) are close in
Lp–sense under Qε,(T )α for small ε > 0. 
For the parameter estimation problem considered here, we have depen-
dency on unknown parameters only in the coefficients of the SDEs of the
slow component and observation process. Hence, we would like to replace
the ML estimator by one that utilizes the homogenized process X0, specifi-
cally, the likelihood function ρ̄ε,θ(1). Since ρε,θ(1) is the normalizer, it is the
same as the marginal ρ(ε,x),θ(1). Therefore, substituting the identity function
for ϕ in the above result, we have that, for small ε > 0, ρε,θ· (1) is close to
ρ̄ε,θ· (1) in L
p–sense under Qε,(T )α .
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6.4 Main results
We now consider a special case of the multiscale diffusion process and observa-
tion, (6.1), (6.2): We consider the case in which the parameter Θ = [
¯
θ, θ̄] ⊂ R,
the slow diffusion is independent of the fast component, and the limiting























0 ∈ Rn, (6.9b)
with observation




t )dt+ dBt, Y
ε
0 = 0d×1 ∈ Rd. (6.10)





parameter θ (the probability measure induced by (Xε, Zε, Y ε) of (6.9), (6.10)
with parameter θ). The filtered probability space (Ω,F, {Ft}t∈(0,T ],Qε,(T )θ )
supports the k + l + d-dimensional Brownian motion (W,V,B). We assume
that the initial conditions are independent of (W,V,B).
The fast component is exponentially mixing and attains a unique invariant
density µ(dz;x) rapidly for fixed Xε = x ∈ Rm. As ε → 0, Xε converges in









0 ∈ Rm. (6.11)
The homogenized observation is given by
dY 0t = h̄θ(X
0
t )dt+ dBt, Y
0
0 = 0d×1 ∈ Rd.
Q(T )θ will be the probability measure induced by (X0, Y 0) with parameter θ.











hθ(x, z)µ(dz), and, since the slow diffusion is independent of Z
ε,
σ̄θ(x) = σθ(x). We assume additionally that the limiting X
0 process is er-








and there exists 0 < c < C <∞ such that
cIm×m ≤ σσ∗(x) ≤ CIm×m.
Then, the homogenized process X0 has a unique invariant measure ([65,
80]) and the homogenized filter corresponding to (X0, Y 0) also has a unique
invariant measure (see [111] and references therein). We also assume the
sensor function hθ to be bounded, in which case the results from [112] is
sufficient, and, in the limit of long time, time average of the completely
homogenized filter converges to average w.r.t. the unique invariant measure.
This property will be used in showing consistency of the ML estimator (6.12).
From Section 6.3, we know that |ρε,θ(1) − ρ̄ε,θ(1)| → 0 in Lp sense as
ε → 0. We want to utilize the homogenized likelihood function ρ̄ε,θT (1) that























log ρ̄ε,θT (1), (6.12)
















driven by the homogenized observation Y 0.
Using these two preliminary results, we obtain the consistency of the ML
estimator (6.12) in the limit as ε→ 0.
6.4.1 Consistency of the homogenized ML estimator
Lemma 6.4.1 For all θ ∈ Θ, assume






≤ K|θ1 − θ2|q for some 12 ≤ p <∞, q > 1.
Then, for T > 0, 1
T
log ρ̄ε,θT (1) converges weakly to
1
T
log ρ̄θT (1) as ε→ 0.
Proof of Lemma 6.4.1
First, fix θ ∈ Θ and, as before, α ∈ Θ is the true parameter value. We
would like to obtain weak convergence of 1
T
log ρ̄ε,θT (1) to
1
T
log ρ̄θT (1) as ε→ 0.
We first obtain weak convergence of ρ̄ε,θT (1) to ρ̄
θ
T (1).
By setting ψ = 1 in Theorem 4.1 of [69] and performing a measure change
as in Section 6.3, we can obtain the convergence in L1 of ρε,θT (1) to ρ̄
θ
T (1)
as ε → 0. Corrolary 6.3.1 gives us L1 convergence of ρε,θT (1) to ρ̄
ε,θ
T (1),
and, by an application of the triangle inequallity, we can obtain convergence
of ρ̄ε,θT (1) to ρ̄
θ
T (1). However, the result of [69] is for the case where the
limiting processes for the slow component and observation are both linear,
hence the corresponding limiting filter has a Kalman filter representation.
Proposition 3.3 of [71] gives L1 convergence of the filtered likelihoods in a
different setting, in which the signal process is diffusion with no drift and
the slow diffusion coefficient is only dependent on the fast component. If
the slow diffusion in (6.9) is only dependent on the fast component, then for
m = n = d = k = l = 1, an appropriate measure change may be performed
to remove the drifts and fast diffusion from (6.9) to match the setting of
[71]. However, relating ρ̄θT (1) to the unnormalized conditional density for the
homogenized signal in [71] is not direct.
In Appendix 6, we show that, for p ≥ 1, ρ̄ε,θT (1) converges to ρ̄θT (1) in Lp-
sense under Qε,(T )θ as ε→ 0, for the setting of (6.9), (6.10), for m,n, d, k, l ≥
1. By the appropriate measure change as in Section 6.3, we also have Lp
convergence under Qε,(T )α . Then, ρ̄ε,θT (1) also coverges weakly to ρ̄θT (1) as
ε→ 0 (see, for example, Theorem 4.1 of [113]).
Consider log ρ̄ε,θT (1). The Continuous Mapping Theorem (see, for example,
Corollary 5.1 of [113]) gives us weak convergence of any Qε,(T )-a.e. continuous
function of ρ̄ε,θT (1) as well. The natural log is a continuous function on R+,
so we just need to check that we will not encounter log 0. Recall that (see
Appendix 4)












h̄θ is bounded and the stochastic integral cannot go to infinity in finite T , so
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the exponent cannot be −∞, hence ρ̄ε,θT (1) > 0. Therefore, the Continuous
Mapping Theorem gives us weak convergence of the filtered log likelihood
1
T
log ρ̄ε,θT (1) to
1
T
log ρ̄θT (1) for any θ ∈ Θ.














For a random vector x ∈ Rk and ‖ · ‖ the Euclidean norm on Rk,
E [‖x‖p] ≤ E [(|x1|+ . . .+ |xk|)p] ≤ kp−1E [|x1|p + . . .+ |xk|p]
for p ≥ 1. Since we have convergence in Lp, p ≥ 1, of ρ̄ε,θiT (1) to ρ̄
θi
T (1) as

















and hence weak convergence of the vectors.









is a continuous map from
(R+)k to Rk. By the Continuous Mapping Theorem again, we have weak























as ε→ 0. (6.14)
Next, we check a condition for tightness of measures of 1
T
log ρ̄ε,θT (1) on Θ.
For u, v ∈ Θ and p ≥ 1,
EQε,(T )α















































































































































































































∥∥h̄u − h̄v∥∥∞ ∥∥hα − h̄v∥∥∞ dt∣∣∣∣2p + ∣∣∣∣ d2T
∫ T
0






∥∥h̄u − h̄v∥∥∞ dt∣∣∣∣2p + ∣∣∣∣2Chd2T
∫ T
0
∥∥h̄u − h̄v∥∥∞ dt∣∣∣∣2p
]
≤ EQε,(T )α












[∥∥h̄u − h̄v∥∥2p∞ + 14p ∥∥h̄u − h̄v∥∥2p∞
]
.
For the stochastic integral w.r.t. Brownian motion B in (6.15), we use the





2p] ≤ CpE [〈M〉pt ] .




































[∥∥h̄u − h̄v∥∥2p∞] .
Resuming the inequality (6.15),
EQε,(T )α













for some q > 1 by the Hölder continuity for moments assumption (3) of the
Lemma.
By Lemma 1.33 of [105] (see also, Theorem 12.3 of [113]), the convergence
of finite-dimensional distributions of 1
T
log ρ̄ε,θT (1) (6.14), along with the tight-
ness condition
EQε,(T )α




implies that the probability measure of 1
T
log ρ̄ε,θT (1) converges to that of
1
T
log ρ̄θT (1) as ε→ 0 (weak convergence). 
Using the weak convergence result of Lemma 6.4.1, we can obtain a certain
consistency of the homogenized ML estimator. In regular continuous time
setting, the ML estimator is said to be consistent if it is close to the true
parameter value given a sufficiently large observations set, or as T ↗ ∞.
In our setting with slow-fast timescales, we look at consistency when the
timescales separation is large, i.e. when ε is small. Specifically, when ε is
close to zero, we want the ML estimator to be close to the true parameter
value as T ↗ ∞. If it is so, then we say that the estimator is consistent
when timescales separation is large. We obtain this in Theorem 6.4.2. Since
we want to look at consistency in the large timescales separation setting, in
the proof, we first let ε↘ 0, and then look at what happens when T ↗∞.
This gives us the desired result of the estimator being close to the true
parameter value (with probability 1). Note that, if we reverse the order of
taking limits of ε and T , we are unable to obtain a similar result. Hence, we
have consistency when timescales separation is large, and not a more general
consistency result.
Theorem 6.4.2 Under conditions of Lemma 6.4.1, the ML estimator (6.12)
is consistent when the slow-fast timescales separation is large.
Proof For δ > 0,
Qε,(T )α














as ε → 0, by the convergence of probability measure of 1
T
log ρ̄ε,θT (1) to that
of 1
T
log ρ̄θT (1) from Lemma 6.4.1.
Next, we let T ↗∞. Recall that the homogenized process X0 is ergodic,
and by the results of [112], the homogenized filter π̄θt (h̄θ) has a unique invari-
ant measure and its time average converges to average w.r.t. the invariant
measure. Define the innovation process
ν0,αt
def



























































as T →∞. Note that L(θ, α) is maximized when θ = α. By the same weak



























We have that, when ε is small, Qε,(T )α
[∣∣∣ ˆ̄θεT − α∣∣∣ > δ]→ 0 as T ↗∞. 
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6.4.2 Simple numerical example
Consider the following signal
dXεt = θ(µ









0 ∈ R, (6.16b)
with observation given by





Xεt dt+ σydBt, Y
ε
0 = 0. (6.17)













































respectively. The homogenized filtered log likelihood function is





























Note that in this example, the Hölder continuity condition of Lemma 6.4.1
does not hold, as the homogenized sensor function is linear in X0 and we
cannot expect it to be bounded, but the ergodicity of the completely homog-
enized filter (that uses Y 0) holds. We use this as an illustrative example,
and find that the ML estimator using the homogenized filtered log likelihood
does sufficiently well.
The maximum likelihood estimate is determined using the Expectation-
Maximization (EM) algorithm. For the EM algorithm, we consider the dif-
ference between the log likelihood functions parametrized by two different
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parameters. We use the decomposition of the log likelihood function into log
of the joint density of signal and observation, minus log of the conditional
density of signal given observation, and take conditional expectation given
observations. For the original likelihood function, this decomposition is


























By Jensen’s inequality, Hε(θ, θ′) can be shown to always be ≤ 0. Then,
given θ′, we can find a θ such that log ρε,θT (1)− log ρ
ε,θ′
T (1) ≥ 0 by maximizing
Qε(θ, θ′), because the worst case is θ = θ′, Qε(θ, θ′) = 0. Since Hε(θ, θ′) is
always ≥ 0, then log ρε,θT (1)− log ρ
ε,θ′
T (1) will be ≥ 0.
















































For the EM algorithm using the reduced-order filtered log likelihood log ρ̄ε,θT (1),
we consider the Radon-Nikodym derivative as in (6.20), but using the aver-



































The EM algorithm is: Start with θ0. At the (i+ 1)
th iteration,
i. Expecatation step: Compute Q̄ε(θ, θi)
ii. Maximization step: Set θi+1 = arg max
θ∈Θ
Q̄ε(θ, θi)
For the system (6.16), (6.17), using the homogenized drift and sensor func-













































∣∣YεT ] dY εt )









































∣∣YεT ] dY εt )














which is always ≤ 0, hence θ∗ is a maximizer of Q̄ε(θ, θ′).
The EM algorithm is implemented using a particle smoother version of the
HHPF and a homogenized Kalman smoother. Although the homogenized fil-
ter is not linear (it uses Y ε instead of Y 0; the homogenized filter is linear only
if Y 0 is used), the homogenized Kalman smoother is found to be adequate,
and is less computationally intensive. Figure 6.1 shows the EM estimates of
θ∗. The true parameter value is set at 2, and EM iterations are started at
random initial guesses and run for 60 and 75 iterations for the homogenized
particle and Kalman smoothers, respectively. The EM estimates converge
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close to the true parameter value, but still display error, which may be char-
acterized by a study of the asymptotic behavior of the ML estimator error.










(a) Homogenized particle smoother







(b) Homogenized Kalman smoother
Figure 6.1: True parameter value in black, EM iterations in red and blue,
respectively
6.5 Numerical example: Lorenz ’96 model
































j = 1, . . . , J,






+ σyBt, Y ∈ RK .











k = 1, . . . , K,
















where t ∈ {1, . . . , bT/Nc} and N(0, 1) is a standard normal random variable
(to reduce cumbersome notations, we abuse notation t here and use it to
represent the discrete time index as well).
Consider the 20-dimensional case with K = 4, J = 4, ε = 0.01, and
hx = −hz = h. We take the external forcing and coupling parameter as
unknowns, i.e. θ = (θ1, θ2), θ1 = F , θ2 = h. For maximum likelihood













By the EM algorithm, we only need to maximize Q(θ, θ′), since because
H(θ, θ′) is always non-increasing. The discrete time setting lets us write
the joint density p(X0:T , Z0:T , Y0:T ; θ) in terms of the product of conditional






p(Yt|Xt, Zt)p(Xt, Zt|Xt−1, Zt−1)
∣∣∣∣∣∣Y0:bT/Nc





(log p(Yt|Xt, Zt) + log p(Xt, Zt|Xt−1, Zt−1))
∣∣∣∣∣∣Y0:bT/Nc

















































plus the drift multiplied by discrete time
increment ∆t, and Σ· =
σ
2
· 0 . . . 0
0 σ2· . . . 0
0 0 . . . σ2·














































































where b̄θ is the drift of the homogenized signal (6.21).
6.5.1 θ1 unknown
Let b̃2(X̄t−1,∆t) := b̄θ(X̄t−1,∆t) − θ1∆t, i.e. X̄t−1 plus the part of drift in
(6.21) that does not depend on θ1. Considering just the part of Q̄(θ, θ
′) that






































x X̄t − θ∗1Σ−1x b̃2(X̄t−1,∆t)
























































































The second derivative of (6.23) is −KbT/Nc∆t
σ2x
< 0, so θ̂1
T
is a maximizer of
Q̄(θ, θ′). Figure 6.2 shows the EM iterations for the estimates of θ1 using the
homogenized particle smoother at two different forcing values.
(a) θ1 = 8 (b) θ1 = 10
Figure 6.2: True parameter value in black, EM iterations in blue; T=100
days, 50 EM iterations
6.5.2 θ2 unknown
Let b̃1(X̄t−1,∆t) := b̄θ(X̄t−1,∆t) − θ2b̄2(X̄t−1)∆t, i.e. X̄t−1 plus the part of
drift in (6.21) that does not depend on θ2. Considering just the part of
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∣∣ y0:T ] < 0,
so θ̂2
T
is a maximizer of Q̄(θ, θ′). Figure 6.3 shows the EM iterations for
the estimates of θ2 using the homogenized particle smoother at two different
forcing values.










(a) θ2 = −1








(b) θ2 = −4
Figure 6.3: True parameter value in black, EM iterations in blue; T=5000
days, 30 EM iterations
In estimation of θ2, instances where the EM iterations converge to values
away from the true parameter value have been observed (see Figure 6.4). The
true parameter value α2 is always set to be < 0. When the initial condition
θ̂0,T2 is > 0, EM iterations can converge to the positive value |α2| (red curves
in Figure 6.4), although it is not a necessary occurence, as seen in Figure 6.3,
where there are initial conditions located on the positive axis that result in
convergence to the true parameter value. The parameter θ2 represents the
amplitude of forcing on the slow component due to oscillations at the fast
scale. One possible explanation is that it is the variance of the forcing (pro-
portional to square of the forcing amplitude) that is important for estimating
the slow dynamics, hence the sign of the forcing is not important. However,
there are cases in which the initial condition θ̂0,T2 is very far off the true pa-
rameter value, resulting in an EM estimate that is an order of magnitude off
of the true value (magenta in Figure 6.4(a)). In the numerical experiments,
the EM iterations initial conditions are chosen randomly. In practice, there
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should usually be more knowledge to narrow down initial condition selection
to a subset of the parameter space containing the true value such that the
initial condition is close. Convergence of the EM iterations are observed to
be relatively fast, to be close to the true parameter value within 10 iterations
or less, but requires a large observation window.











(a) θ2 = −1












(b) θ2 = −4
Figure 6.4: True parameter value in black, EM iterations in blue; T=5000
days, 30 EM iterations
The numerical examples in this and the previous sections lead to the ques-
tion of the error of the reduced-order estimator in the limit of wide timescale
separation and infinite observations. The estimates in Figures 6.1 and 6.3
each converge close to the true parameter value, but show a bias, in these
cases, an error between the empirical mean of the EM estimates and the true




INFORMATION FLOW IN MULTISCALE
SYSTEMS
In Chapters 3 and 6, the interaction between observation of the multiscale
signal and the weak limit of the coarse-grained dynamics is studied using
stochastic averaging, filtering theory and maximum likelihood estimation,
and reduced-order state and parameter estimators are developed. In this
chapter, information theoretic methods are utilized to quantify the time evo-
lution of uncertainty about the signal given observations, and information
shared between signal and observations in multiscale systems. Specifically,
concepts from information theory are used with the reduced-order filtering
results of Chapter 3 to quantify the time evolution of the mutual information
between the limiting process of the coarse-grained dynamics and observations
of the multiscale signal.
The important concepts of entropy and mutual information from informa-
tion theory for quantifying uncertainty and information is outlined in Section
7.1. The main results of this chapter are equations for quantifying uncertainty
and information of the multiscale system using the reduced-order filter of
Chapter 3. They are described in Section 7.2. Section 7.3 describes existing
works for single-scale systems. The time evolution equation of entropy and
mutual information for the multiscale system based on the reduced-order
filter are presented in Section 7.4.
7.1 Shannon entropy, Kullback-Leibler divergence and
mutual information
We briefly describe some well-known concepts from information theory. For
detailed discussions, see, for example, Chapter 2 of [114].
Definition 7.1.1 Shannon entropy measures the information content of
a random variable, or how much memory (in units of bits, for example, if
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using log base 2) is required to store the information required to describe the
random variable. It can be interpreted as how much uncertainty there is about





For example, for a d-dimensional normal distribution X ∼N(µ,Σ), H(X) =
1
2
log((2π exp(1))d|Σ|) (see Appendix 7). Entropy is always nonnegative if the
density is given by a mass function. We can also define joint and conditional
entropy for two random variables:
H(X, Y ) = −
∫
X×Y
p(x, y) log p(x, y) dxdy,
H(X|Y ) = −
∫
X×Y
p(x, y) log p(x|y) dxdy.
Note that conditional entropy is not symmetric.
Definition 7.1.2 Kullback-Leibler divergence (DKL) or relative entropy










If p is the actual density for a random variable X, then DKL[p||q] can be
interpreted as the loss of information due to using q instead of p as the
density of X.
Definition 7.1.3 Mutual information between two random variables is











which can be checked to be equal to H(X)−H(X|Y ), or H(Y )−H(Y |X)
by symmetry. Hence, mutual information represents the reduction of entropy
(uncertainty) in one random variable due to the knowledge of another random
variable.
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In the preceeding definitions, X is defined to be a random variable, but
they can be defined for a stochastic process Xt for each time t > 0 as well.
As stated in Definition 7.1.3, mutual information can be interpreted as the































































p(x, y) log p(y|x) dxdy
)
= H(Y )−H(Y |X)
(here, we take 0 log ·
0
= 0). In other words, mutual information is symmetric.
The quantity log p(x)p(y)
p(x,y)
quantifies the “error” in assuming independence of
X and Y when they are not independent.
7.2 Problem formulation and statement of main results
The problem setting is the same as in Chapter 3, with multiscale signal
and observation given by (3.1) and (3.3), which are restated here: Let
(Ω,F, {Ft},Q) be a probability space that supports a (k+ l+d)-dimensional
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As before, assume that the fast component with Xε = x fixed, Zx, is
exponentially mixing and attains its invariant measure µ(x, dz) exponentially





〈f(x, z), z〉 = −∞ (7.3)
and nondegeneracy of the fast diffusion coefficient, that there exists 0 < a <
A <∞ such that
aIn×n ≤ gg∗(x, z) ≤ AIn×n. (7.4)
Conditions (7.3) and (7.4) guarantees the existence and uniqueness, respec-
tively, of µ(x, dz) ([65, 80]).






where b̄ and σ̄ are, respectively, the drift and diffusion coefficients of (7.1a)








In Section 3.7, it is shown that when Xε converges in law to X0 as ε→ 0,
the slow component Xε can be estimated using the dynamics of X0 and the
true observation Y ε, i.e. a reduced-order filter using X0 and information
from Y ε can be used. In this chapter, we are interested in quantifying the
uncertainty and information content of the reduced-order filter. Since the
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reduced-order filter estimates X0, we are interested in how uncertainty about
X0 changes given information from Y ε. Specifically, we determine how the
conditional entropy of X0 given Y ε and the mutual information between X0
and Y ε evolves with time.
We will work with densities and conditional densities in this chapter, in-
stead of the measure-valued processes of Chapters 3 and 6. Hence, we restate
the filtering quantites and equations of Chapter 3 in terms of densities here.
Denote by Lε = 1
ε







































































L̄ generates the diffusion process X0 on Rm.
Let x = (x, z) ∈ Rm × Rn. Let qεt denote the density of (Xεt , Zεt ) with
respect to m+n-dimensional Lebesgue measure dx (on Rm×Rn). Then, for
ϕ ∈ C2b (Rm × Rn,R),








EQ [ϕ(Xεt , Zεt )] = EQ [Lεϕ(Xεt , Zεt )] ,
































































Let q0t denote the density of X
0
t with respect to m-dimensional Lebesgue
measure dx. q0 similarly satisfies
d
dt























Let Yεt = σ(Y
ε
s : 0 ≤ s ≤ t) ∨N, N are the Q-negligible sets. Let πεt
denote the conditional density of (Xεt , Z
ε
t ) given Y
ε
t , i.e. π
ε
t (x) = q
ε
t (x|y[0,t]).
Note that in this chapter, we use π to denote density, instead of a measure-
valued process as in Chapters 3 and 6. The best estimate of the slow signal
component given observations is the conditional expectation (filter)





By the Kallianpur Striebel formula (see Appendix 1),


















where under Pε, Y ε is a d-dimensional Brownian motion independent of















∣∣∣Yεt ] satisfies the Zakai equation 3.4.




























Writing the Zakai equation (3.4) in terms of pε and integrating by parts gives





































∣∣∣Yεt ] satisfies the
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SPDE (3.6) (see Section 3.1). From (3.6), p0t satisfies the SPDE































The results of Section 3.7 state that when ε is small, if we are only interested
in the distribution of the slow component of (7.1), the densities (π0, p0) can
be used in place of (πε,x, pε,x), by using the reduced-order filter specified in
Section 3.1. Here, we study how uncertainty about X0 changes given infor-
mation from Yε. Specifically, we study how uncertainty about X0 changes
given information from Yε changes with time using conditional entropy, and
how much of that change is due to information from Yε using mutual infor-
mation.
Denote by H(X0t |Y ε[0,t]) the conditional entropy of X0t given observations










where the expectation is over X0t and Y
ε





information between X0t and observations Y






t )−H(X0t |Y ε[0,t]). (7.9)
The main results are (Lemma 7.4.2 and Theorem 7.4.3):

























‖h(Xεt , Zεt )− ̂̄ht‖2]− EQ [‖h(Xεt , Zεt )− h̄(X0t )‖2]} ,





qi(X00 , z) dz
]
,
where ̂̄ht def= EQ [ h̄(X0t )∣∣Yεt ].




















[∥∥∥(σ̄σ̄∗) 12 (X0t )∇ log π0t (X0t )∥∥∥2]
−EQ





0 ) = 0.
7.3 Existing and related works
The time rate of change of mutual information between the signal and obser-
vation in the single-timescale setting has been obtained in [115]. The problem
setting of [115] is






















[∥∥∥(σσ∗) 12 (Xt)∇ log πt(Xt)∥∥∥2]
−EQ
[∥∥∥(σσ∗) 12 (Xt)∇ log qt(Xt)∥∥∥2]} ,
I0(X0, Y0) = 0.
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For the multiscale system that is filtered using the limiting homogenized
process X0 of (7.5), the rate of change of mutual information is similar, the
difference being that uncertainty reduction from filtering is decreased due to
the fact that the homogenized process X0 and homogenized sensor function h̄
is used in the filter (see discussion following Theorem 7.4.3). The procedure
to determine the rate of change of mutual information here is based on that of
[115], but differs slightly in that we determine the rates of change of entropy
and conditional entropy separately and then use (7.9). Specifically,
I(Xt;Y[0,t]) = H(Xt)−H(Xt|Y[0,t]) (7.10a)







[115] determines the rate of change of mutual information by directly eval-
uating the rate of change of (7.10b) while here, we evaluate the rates of
change of each term in (7.10a) separately. The separate equations for entropy
and conditional entropy allows us to look at the components of uncertainty
growth due to signal dynamics and reduction due to filtering separately (see
discussion following Lemma 7.4.2). The contribution of deterministic sig-
nal dynamics to uncertainty growth is not seen in the mutual information
equation, as it appears in both the rates of change of entropy and condi-
tional entropy. Studying the contribution of deterministic signal dynamics
to uncertainty growth can provide insights into improving filtering schemes,
for example by studying the “volumetric growth” in the state space due to
the deterministic dynamics and identifying different growth rates in different
directions.
For the linear system






[116] provides statistical mechanics interpretation of information flow for the
Kalman-Bucy filter, using a thermodynamic entropy analog to information
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flow between the observations and state spaces.
Entropy and mutual information is used in [32, 33, 34] to quantify un-
certainty and information transfer for weather prediction applications. [32]
uses mutual information to determine state predictability based on past par-
tial observations in midlatitude atmospheric models. [33, 34] use entropy to
quantify the time evolution of information transfer between different compo-
nents of the system state, or different subsets of the state space.
7.4 Main results
We determine the equations for the rates of change of entropy of X0t and con-
ditional entropy of X0t given Y
ε
[0,t]. The rate of change of mutual information
between X0t and Y
ε
[0,t] then follows from (7.9).









= − log p0t (x).
The entropy of X0t is
Ht(X
0














t |Y ε[0,t]) = EQ
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t (ζ) dζ, is (see Appendix 4)∫
Rm
p0t (ζ) dζ = exp
{∫ t
0





̂̄ht def= EQ [ h̄(X0t )∣∣Yεt ] .
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We will always be dealing with X0 and its density and conditional density
given Y ε from here on, so we will drop the 0 superscripts for brevity of
notations.
For fixed x ∈ Rm, q and p satisfy (7.7) and (7.8), respectively, which we


























and by Itô’s lemma and (7.13),























dt− h̄(x)∗dY εt , (7.15)




For the entropy and conditional entropy, we require the evolution of η as
a function of the stochastic process X, not for fixed x, where Xt given by
(7.5) is an Ft-semimartingale. The result of [117] provides the extension of
Itô’s formula to functions of semimartingales, that are themselves driven by
a Wiener process. The result of [117] is the following, which we state without
proof:
Lemma 7.4.1 Let η be a scalar process satisfying







for fixed x ∈ Rm, where B a d-dimensional Ft-Wiener process. If Xt ∈ Rm
is an Ft-semimartingale, then











































Using Lemma 7.4.1 and (7.14),


























































































The first term above cancels with the first term of (7.17) in (7.16).

























































































Taking expectation, the stochastic term on the right side vanishes. Assuming











































((σ̄σ̄∗)ij(x)qt(x)) dx1 . . . dxm.





































if qt(x) and its first order derivatives ↘ 0 as xj → ±∞.




























Consider the term due to diffusion in (7.19). Here, we perform the cal-
culations to manipulate it into a more illustrative form, such that it can
be interpreted as the contribution of diffusion to uncertainty growth (see




















































































































































dx1 . . . dxm.
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if the density and its first order derivatives decay to zero at the extrema.



































Next, consider the conditional entropy of Xt given Y
ε
[0,t], with respect to








































































































‖h(Xεt , Zεt )− h̄(Xt)‖2dt− ‖h(Xεt , Zεt )‖2
}
dt− h̄(Xt)dBt.

























































‖h(Xεt , Zεt )− h̄(Xt)‖2dt− ‖h(Xεt , Zεt )‖2
}
dt− h̄(Xt)dBt.
Taking expectation, the stochastic integral terms vanish and we expect the
second term on the right hand side to vanish in a way similar to for ηqt (Xt):

























































((σ̄σ̄∗)ij(x)pt(x)) dx1 . . . dxm
]
.
If pt(x) and its first order derivatives ↘ 0 as xi → ±∞ for any i ∈ 1, . . . ,m,
then, integrating by parts, we see that the integral over Rm is zero. However,
this is only formally. Specifically, in writing the first equality, we formally
consider the expectation EQ over (Xt, Y ε[0,t]) as integration w.r.t the joint
density of (Xt, Y
ε
[0,t]). The joint density can be written as the product of
the conditional density of Xt given Y
ε
[0,t] and the marginal density of Y
ε
[0,t].
However, Y ε[0,t] is a path process, and we cannot rigorously construct a density
for it. Hence, the argument for the term of interest to vanish is only formal.
We have the rate of change of conditional entropy of Xt given Y
ε
[0,t] based






















‖h(Xεt , Zεt )− h̄(Xt)‖2 − ‖h(Xεt , Zεt )‖2
]
, (7.23)








Recall from (7.11) that
Ht(Xt|Y ε[0,t]) = EQ [η
p
t (Xt)] + EQ
[∫ t
0





̂̄ht def= EQ [ h̄(X0t )∣∣Yεt ] .

























































‖h(Xεt , Zεt )− h̄(Xt)‖2 − ‖h(Xεt , Zεt )− ̂̄ht‖2] , (7.24)












































so the diffusion term EQ [tr ((σ̄σ̄∗)(Xt)∇2 log pt(Xt))] term in (7.24) can be
replaced by the equivalent EQ [tr ((σ̄σ̄∗)(Xt)∇2 log πt(Xt))] that uses the nor-
malized conditional density.
This diffusion term in (7.24) can be rewritten into more illustrative quan-
tities as follows (see after Lemma 7.4.2 for discussion): The calculations are




















































We treat the second term in (7.25) formally, where, as before, we formally





































dx1 . . . dxm
]
. (7.26)
























































































































‖h(Xεt , Zεt )− h̄(Xt)‖2 − ‖h(Xεt , Zεt )− ̂̄ht‖2] , (7.27)








In the following, we reintroduce the superscript 0 for the limiting process
X0. From (7.19) and (7.24) we have the following result:
Lemma 7.4.2 Under conditions (7.3) and (7.4), the rate of change of en-




























qi(X00 , z) dz
]
.
Under conditions for the filter convergence results of Section 3.7, the rate of
change of the conditional entropy of the limiting process given observations
























‖h(Xεt , Zεt )− ̂̄ht‖2]− EQ [‖h(Xεt , Zεt )− h̄(X0t )‖2]} ,
(7.29)





qi(X00 , z) dz
]
.
Below, we provide some discussion on the rate of change equations.
Ht(X
0
t ) is the uncertainty in our knowledge of X
0
t on Rm. (7.28) describes
the time rate of change of this uncertainty. If the signal is deterministic, then
σ̄σ̄∗ ≡ 0 and the rate of change is equal to the expected value of the trace of
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the gradient of the nonlinear vector field that governs X0. The uncertainty
in this case is due to uncertainty in the initial condition, so the expectation
is taken with respect to the density that has been propagated forward from
the initial density qi by the generator L̄, given by (7.6) with σ̄σ̄∗ ≡ 0. For a
small deviation δX00 from an initial X
0
0 , the rate of change is given by
δẊ0t = ∇b̄(X0t )δX0t .





is equal to the sum of eigenvalues of ∇b̄(X0t ), which indicates
the growth or shrinkage of δX0t from time t to a small δt ahead, a “volumetric
change”.
Now consider if the signal is stochastic, i.e. σ̄ is not equal to zero. In
the conventional Fisher information, the second moment of ∇ log q0(X0)
represents the sensitivity of q0(X0) to changes in X0. The second moment of
∇ log q0(X0) is also equal to negative of the first moment of ∇2 log q0(X0).
If σ̄ is not zero, then we see a similar sensitivity term in the entropy equation,







(σ̄σ̄∗)(X0t )∇2 log q0t (X0t )
)]
.
in (7.28). It represents the sensitivy of q0(X0) to changes in X0, stretched
by the diffusion coefficient σ̄. In (7.21), we have its equivalent in terms of
the second moment of the norm of σ̄(X0)∗∇ log p0(X0). It may be more















The second moment of ‖σ̄(X0)∗∇ log p0(X0)‖ can be interpreted as the sen-
sitivity of p0(X0) to X0, amplified by diffusion effects, i.e. the sensitivity of
p0 to the stochastic effects of the signal dynamics. It has the same meaning
as the conventional Fisher information, with the addition of accounting for
diffusion effects. In fact, [115] defines this as the Fisher information in their
work. It enters (7.21) as a positive term, hence it contributes to the growth
in uncertainty about X0 due to diffusion. In addition, there is also the con-
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tribution from sensitivity of (σ̄σ̄∗) to changes in X0, which may increase






If σ̄ is independent of X0, then diffusion effects always contributes to ≥ 0









t |Y ε[0,t]) is the uncertainty in our knowledge about X0t on Rm given
information from Y ε[0,t]. Its time rate of change given by (7.29) contains
the same terms as (7.28) that capture uncertainty growth due to the signal
dynamics. In addition, it contains a dissipative term, EQ
[
‖h(Xεt , Zεt )− ̂̄ht‖],
due to information from the sensor function. This contributes to a reduction
in uncertainty growth. However, this reduction is penalized by the fact that
the homogenized sensor function h̄ is used in the reduced-order filter, in the
form of the error EQ
[
‖h(Xεt , Zεt )− h̄(X t)‖
]
.
Next, we obtain the rate of change of mutual information between X0 and
Y ε[0,t]. Recall that mutual information between the signal and observation is
equivalent to the reduction in uncertainty about the signal given observa-
tions, i.e. the difference between the entropy and conditional entropy given
observations (7.9). Hence, using (7.21) and (7.27) for the rates of change of
entropy and conditional entropy, Lemma 7.4.2 leads to the following rate of
change for mutual information:
Theorem 7.4.3 Under conditions for the filter convergence results of Sec-
tion 3.7, the rate of change of the mutual information between the limiting




















[∥∥σ̄(X0t )∗∇ log π0t (X0t )∥∥2]
−EQ





0 ) = 0.
Based on interpretations for (7.28) and (7.29), the right side of (7.30)
consists of an information growth rate from the sensor function and a dis-
sipation rate due to sensitivity of the conditional density to stochasticity of
signal dynamics. The information growth is penalized by the fact that the
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homogenized sensor function h̄ is used in place of the true sensor function
h. As the filter estimate improves with more observations, the difference be-
tween ̂̄h and h(Xε, Zε) should decrease, bar the error due to homogenization,
and information growth will decrease. As mentioned in the discussion on the
work of [115] in Section 7.3, the contribution of deterministic signal dynam-
ics to uncertainty growth is not seen in the mutual information equation, as
it appears in both the rates of change of entropy and conditional entropy.
Studying the contribution of deterministic signal dynamics to uncertainty
growth can provide insights into improving filtering schemes, for example by
studying the “volumetric growth” in the state space due to the deterministic





This thesis presented the theoretical basis for the development of a lower-
dimensional estimation algorithms for state estimation in complex multi-
scale systems and a prelminary investigation and theoretical basis for lower-
dimensional parameter estimation algorithms. A reduced-order particle fil-
tering algorithm has been developed, with adaptation to discrete time obser-
vations, tailored for systems with chaotic nature that are inherent in atmo-
spheric models. A combination of the EM algorithm with the reduced-order
particle filtering and corresponding smoothing algorithms was also imple-
mented for parameter estimation.
The main result in Chapter 3 presents the lower-dimensional filter as
replacement for the optimal filter for state estimation in multiscale set-
ting. Stochastic homogenization was combined with nonlinear filtering the-
ory to construct a homogenized SPDE that is the approximation of a lower-
dimesional nonlinear filter for the “coarse-grained”/slow process. Conver-
gence of the optimal filter of the “coarse-grained” process to the solution
of the homogenized filter is shown using BSDEs and asymptotic techniques.
The homogenized SPDE can be used as the basis for an efficient multi-scale
particle filtering algorithm for estimating the slow dynamics of the system,
without directly accounting for the fast dynamics.
For the main result, the conditions on the coefficients are very restrictive
and exclude, for example, linear models. This is due to the fact that we used
homogenization of SPDEs to obtain convergence of the filter, and that for
existence of solutions to the SPDEs, the coefficients need to be bounded and
sufficiently smooth. Working with weak solutions in place of classical solu-
tions would not improve the conditions much. Using viscosity solutions or
entirely relying on probabilistic arguments might be a way to get less restric-
tive conditions, however with these methods we do not expect that a rate




ε, the constant C in Theorem 3.5.1 depends on the
terminal time T . It would be interesting to find conditions under which this
can be avoided. This might be achieved by building on stability results for
nonlinear filters, see e.g. [118], Chapter 4, “Stability and asymptotic anal-
ysis”. The system considered in (3.1) has decoupled signal and observation
noises. In reality, signal and observation noise can be correlated, for example,
when sensors are in the same flowfield as the signal, or when there is direct
observation of a component or a subset of the components of the signal. A






















where Xεt ∈ Rm, Zεt ∈ Rn, Wt ∈ Rl and Vt ∈ Rk are independent standard









































t ) dt+ dBt,
where W , V and B are again independent, and there are three distinct
timescales. In this setting, even the slow component Xε has a fast vary-
ing component. This case is important, in particular, for applications in
geophysical flows and climate dynamics. The drift term b and the diffusion
σ cause fluctuations of order order 1, and the drift term f and the diffusion
g cause fluctuations of order order ε−2, whereas the drift term bI causes fluc-
tuations at an intermediate order ε−1. It was found that when the average
of bI with respect to the invariant measure of the fast component Zε (when
slow component is fixed) is zero, the limit distribution of the slow component
(away from the initial layer) can also be obtained in terms of the solution
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of some auxiliary Poisson equation in the homogenization theory. However,
dealing with the ε−1 term in developing a lower-dimensional nonlinear filter
for the “coarse-grained” process is still not available.
The HHPF presented in Chapter 4 is a direct result of the filtering results
of Chapter 3. The algorithm combines an existing multiscale numerical inte-
gration method with the sequential importance sampling particle filter. An
improved proposal density construction was incorporated to adapt to dis-
crete time observations, to correct estimates in between observations. The
adaptation produces significant estimation enhancement when observation
windows are large, especially in chaotic systems, in which errors can grow
exponentially with time, as displayed in the numerical experiment of Section
4.5.1. The adaptation involves an optimal control strategy to steer particles
such that the proposal density already contains information from the next
observation. This is one of various existing particle filter adaptations and
optimizations, as referred to in Section 4.4.
The main result in Chapter 6 shows the feasibility of using the likelihood
function corresponding to the lower-dimensional filter of Chpater 3 for esti-
mating unknown parameters in the multiscale signal SDEs. The result was
obtained for a specific case of scalar slow component, which homogenized
representation is ergodic, but is hoped to set a precursor for the more gen-
eral m-dimensional case as for the multiscale filtering problem of Chapter 3.
Asymptotic techniques for maximum likelihood estimation of diffusion pro-
cesses were used, but an additional element of timescale separation had to
be dealt with.
The estimator corresponding to the lower-dimensinal likelihood function
was tested on a simple numerical example that adheres to the ergodicity
condition of the main result, but also on a nonlinear high dimensional mul-
tiscale system. In both cases, the estimator is found to display bias from the
true value. Figure 8.1 shows the distribution of error of the ML estimator
for the simple numerical example of Section 6.4.2. The errors are stretched
by
√
T , square root of the observation time window, and overlayed with a
standard normal density function (in red) for comparison. The errors his-
togram displays a bell-shaped normal curve offset from mean zero, leading
to conjecture of possible bias in the estimator. The natural investigation is
to study the limiting dsitribution of the estimator’s error, whether it sat-
isfies the asymptotic normality property of ML estimators. The numerical
203












Figure 8.1: Histogram of ML estimator errors; gray dashed line indicates
mean, red dashed curve is a standard normal density
experiments suggest a possible nonzero mean of order
√
ε emerging from ho-
mogenization, with variance inversely proportional to the Fisher information
and observation window length. The next extension is to the general mul-
tiscale diffusion setting of Chapter 3, which to our knowledge, has not been
done. The parameter estimation problem in that setting is of interest, espe-
cially in the geophysical science and climate prediction community, as forcing
and coupling parameters are essential in the outcomes of numerical simula-
tion of climate models, as dsecribed in the introduction and references cited
therein. An example is parameters representative of antrhopogenic forcing,
which can affect long term climate state, and may contribute to switching
from one stable climate regime to another.
Chapter 7 studies the information content relationship between the ho-
mogenized signal and actual observation in the estimation problem of the
preceeding chapters. Dynamic equations for the information entropy of the
homogenized signal given actual observation, and mutual information be-
tween the two processes are obtained. The dynamic equations indicate that
information entropy/uncertainty of the homogenized signal changes at a rate
proportional to the volumetric growth due to deterministic signal dynamics,
and increased by diffusion effects. When observations are present, the uncer-
tainty growth is reduced according to information about the signal contained
in the sensor function, but the reduction is penalized by the error due to ho-
mogenization. So far in this work, no practical application of the dynamic
information equations, nor approximations to their solutions has been done.
A possible future direction is to utilize the equations for designing dynamic
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sensors or dynamic strategies for static sensors to improve information con-
tent in the observations over time. For example, the information entropy
equation may provide insight into which region of the state space should
be targeted more for data collection based on the deterministic volumet-
ric growth of the signal. The mutual information equation may be used to
interpret how the Kullback-Leibler divergence between the conditional and
unconditioned densities of the signal changes with time, from which sensor
functions design can be based off of to construct better filtering posterior
densities.
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Appendix 1: Kallianpur Striebel formula














where Dt is the Radon-Nikodym derivative for the measure change from the
original measure Q to P, where the observation is a P-Brownian motion (see




































































Xt independent of Yt under P)
= EQ [EQ [ϕ(Xt)|Yt]χA] (D̃ is the measure change dQ/dP)
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= EQ [ϕ(Xt)χA] (tower property).
So we have the equality (2), and since EP
[
D̃t
∣∣∣Yt] > 0 (by finiteness and
integrability of sensor function h, see Section 2.3.1), (1) holds.








that drives the nonlinear filter (see Section 2.3.4) is a Q-Brownian motion:








First check that νt is an Ft-martingale: For 0 ≤ τ ≤ t,
EQ [νt|Fτ ] =
∫ τ
0





EQ [h(Xs)− πs(h)|Fτ ] ds,
where the second integral is zero:∫ t
τ
















EQ [h(Xs)− h(Xs)|Fτ ] ds = 0.
Therefore, EQ [νt|Fτ ] = ντ for 0 ≤ τ ≤ t, i.e. νt is an Ft-martingale.



































exp {iθνt} is an exponential martingale, so
E [exp {iθνt}] = E [exp {iθνt}|F0] = exp {iθν0} = 1.
Therefore, the characteristic function of νt is















which is the characteristic function of a N(0, t) random variable. Therefore,
ν is a Q-Brownian motion.
Appendix 3: Existence and uniqueness of solution to backward doubly
stochastic differential equations
The existence and uniqueness of solution to backward doubly-stochastic
differential equations (BDSDEs) of the form (3.15) is given by Theorem 1.1.
of [76]. The proof is reproduced here with expansions to hopefully aid the
reader.
Let (Ω,F,Q) be a complete probability space that supports a (k + d)-




where, for any process ηt,
F
η






Ft changes with time, but is not a filtration, as it neither increases or de-
creases with time.
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For any Y ∈ Rd and Z ∈ Rd×k, define
‖Y ‖ :=
√
(Y 1)2 + (Y 2)2 + . . .+ (Y d)2, ‖Z‖ :=
√
tr (ZZ∗).
All expectations are with respect to Q unless stated otherwise. LetM2([0, T ];Rd)
denote the set of dQ× dt jointly measurable random processes {ϕt ∈ Rd; t ∈







ii. ϕt is Ft-measurable for any t ∈ [0, T ]
and S2([0, T ];Rd) denote the set of continuous random processes {ϕt ∈








ii. ϕt is Ft-measurable for any t ∈ [0, T ].
Let
f : Ω× [0, T ]× Rd × Rd×k → Rd,
g : Ω× [0, T ]× Rd × Rd×k → Rd×k
be jointly measurable w.r.t. dQ× dt and for any (y, z) ∈ Rd × Rd×k,
f(·, ·, y, z) ∈M2([0, T ],Rd), g(·, ·, y, z) ∈M2([0, T ],Rd×k).
Assume that there exist constants c > 0, 0 < α < 1 such that for any
(ω, t) ∈ Ω× [0, T ], (y1, z1), (y2, z2) ∈ Rd × Rd×k,
‖f(ω, t, y1, z1)− f(ω, t, y2, z2)‖2 ≤ c
(
‖y1 − y2‖2 + ‖z1 − z2‖2
)
, (3a)
‖g(ω, t, y1, z1)− g(ω, t, y2, z2)‖2 ≤ c‖y1 − y2‖2 + α‖z1 − z2‖2. (3b)
From here on, we suppress the ω-dependence in the notations for f and g,
their randomness on ω ∈ Ω is implied.
For Ft-measurable ζ ∈ Rd, E [‖ζ‖] <∞, a BDSDE is of the form
−dYt = f(t, Yt, Zt)dt+ g(t, Yt, Zt)d
←
Bt − ZtdWt, YT = ζ, (4)
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or in integral form,















B· is a “backward Itô integral” while dW is the standard forward Itô
integral. For s ∈ [0, T ], let B′s := BT − BT−s. It can be checked that the
backward Itô integral can be written as a standard forward Itô integral with









s, for t ∈ [0, T ] (6)
The solution to the BDSDE (4) is a pair process (Y, Z) ∈ Rd × Rd×k. We
will check that the solution does exist and is unique.
First, we consider the case where f and g are independent of (Y, Z), i.e.
the BDSDE of the form
−dYt = f(t)dt+ g(t)d
←
Bt − ZtdWt, YT = ζ. (7)
The existence and uniqueness of solution to (7) is given by Proposition 1.2
of [76], which is reproduced here with expansions.
Uniqueness: Let (Ỹ, Z̃) denote the difference of two solutions (Y 1, Z1) and
(Y 2, Z2) to (7). Then, for t ∈ [0, T ],
Ỹt = Y
1































































































(Gt can be thought of as a filtration generated by W up to time t, that













Note that given Gt, all the information about B is known from time 0 to
T . Mt is Gt-measurable, and Gt is an augmentation of the filtration F
W
t
generated by W . Therefore, Mt is F
W













































(by tower property, since FWt ⊂ FWs for s < t)
= Ms,
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so Mt is a F
W
t -martingale. Then, by the martingale representation theorem
(see, for example, Theorem 3.4.15 of [44]), ∃ square-integrable, Gs-measurable
Zs ∈ Rd×k, s ∈ [0, T ] such that
Mt = M0 +
∫ t
0
ZsdWs for t ∈ [0, T ].
Then,
MT = M0 +
∫ T
0





















































































































since f(s), g(s) are Gt measurable for s ∈ [0, t], t ∈ [0, T ], and Bs is Gt-
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ZsdWs = Yt, (11)












have the solution pair (Y, Z) for (7).















































































So, the entire right side is FWT ∨FBt,T -measurable. Invoking the martingale
representation theorem again, for s ∈ [t, T ], Zs is the FWs ∨FBt,T -measurable
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process for the stochastic integral representation of the right side. Then, Zs
must also be FWs ∨FBs,T -measurable for any t < s < T . 
Before proceeding to the general case of f(·, y, z), g(·, y, z), we need an
extension of the Itô’s lemma for backward integrals. This is given in Lemma
1.3 of [76]. Let αt satisfy












where α ∈ S2([0, T ];Rd), β ∈ M2([0, T ];Rd), γ ∈ M2([0, T ];Rd×d) and
γ ∈ M2([0, T ];Rd×k). We wish to determine the integral equation for ‖αt‖2.
Consider
‖αti+1‖2 − ‖αti‖2




















































+ ‖αti+1 − αti‖2.

















































































∥∥∥∥2 + ∥∥∥∥∫ ti+1
ti
βsds



































∥∥∥∥2 + ∥∥∥∥∫ ti+1
ti
βsds











If ti+1 − ti is a small interval, then
‖αti+1‖2 − ‖αti‖2




































(ti+1 − ti) .










∥∥∥αNb tN c∥∥∥2 − ∥∥∥α(N−1)b tN c∥∥∥2 + ∥∥∥α(N−1)b tN c∥∥∥2 − ∥∥∥α(N−2)b tN c∥∥∥2
+ . . .+



























(ti+1 − ti) ,




(ti+1 − ti) terms ↘ 0 as N ↗ ∞













































































































which is bounded since α is in S2 and δ is in M2. The backward stochastic
integral can be bounded similarly. Then, the expected value of the stochastic


























Now we prove the existence and uniqueness of the solution (Y, Z) to (4).
Uniqueness: Let (Y 1t , Z
1




t ) be two solutions to (4) and
Ỹt := Y
1




f(t, Y 1t , Z
1




g(t, Y 1t , Z
1













f(s, Y 1s , Z
1















g(s, Y 1s , Z
1






























f(s, Y 1s , Z
1








‖g(s, Y 1s , Z1s )− g(s, Y 2s , Z2s )‖2
]
ds
Next, we use the following Young’s inequality: For γ ∈ (0, 1),
(a− (1− γ)b)2 ≥ 0 =⇒ a2 − 2(1− γ)ab+ (1− γ)2b2 ≥ 0



























































‖g(s, Y 1s , Z1s )− g(s, Y 2s , Z2s )‖2
]
ds.









































































Let γ = 1− 1−α
2c




































. α ∈ (0, 1) and c > 0, so


























































ds = 0 as well.
We have mean-square convergence of (Ỹt, Z̃t; t ∈ [0, T ]) to zero, which gives
us uniqueness of solution (Y, Z) to (3.15).
Existence: Existence of solution is shown by Picard iteration. The existence
and uniqueness of solution to (7) is used to write the iterative solution to (4),
then similar calculations and application of Grönwall as in the uniqueness
proof is used to show convergence of the Picard iteration.
Define a recursive sequence:
(Y it , Z
i
t) = (0d×1, 0d×k) for i = 0,
219
Y i+1t = ζ +
∫ T
t













Zi+1s dWs for i ≥ 1. (18)
Given (Y i, Zi), the solution (Y i+1, Zi+1) to (18) exists and is unique by ex-
istence and uniqueness of solution to (7). Let
Ỹ i+1t
def
= Y i+1t − Y it , Z̃i+1t
def






f(s, Y is , Z
i







g(s, Y is , Z
i











f(t, Y it , Z
i





g(t, Y i, Z
i




Bt − Z̃i+1t dWt,
Ỹ i+1T = 0d×1.




















































eβs‖g(s, Y is , Zis)− g(s, Y i−1s , Zi−1s )‖2ds
]
.

































eβs‖g(s, Y is , Zis)− g(s, Y i−1s , Zi−1s )‖2ds
]
.















































Let γ = 1− 1−α
2c
and β = c̄+ 2c






















































































































)i ↘ 0 as i ↗ ∞, i.e. {Y it , Zit} is a
Cauchy sequence. Therefore, the limit
(Yt, Zt) = lim
i↗∞
(





Appendix 4: SDE for ρt(1)
The likelihood function for the partially observed diffusion is the normalizer
of the nonlinear filter, ρθt (1) (see Section 5.3). Lemma 3.29 of [35] gives
the governing equation for the log likelihood function log ρθt (1) (we suppress
parameter dependence in the following): Consider the partially observed
diffusion of (5.4). W.l.o.g., let the signal and observation be scalars. We
know that the unnormalized filter ρ(ϕ) satisfies the Zakai equation, (2.15):







ρ0(1) = 1, L1 = 0, so
ρt(1) = 1 +
∫ t
0




Next, we determine d(log ρt(1)). We use Itô’s formula, but we cannot use
it directly because log is undefined at 0 and we do not know a priori that
ρ(1) > 0. Instead, we apply Itô’s formula to log
√































Applying Itô’s formula to log
√
δ + ρ2, we have
d(log
√























2dt as δ → 0.























is greater than 0 for all t ∈ [0,∞) because the integrals in the exponential
cannot go to −∞ by boundedness of h and h2, and the Wiener integral
cannot go to ±∞ in finite time.
Appendix 5: Cramér-Rao lower bound
The Cramér-Rao inequality for ML estimators states that the lower bound
of the mean-squared error is inversely proportional to the Fisher information
of the observed data. Let ϕ : Θ→ Θ be a Q-integrable, C(Θ) function. The
variance of an estimator θ̂T can be written as the mean-squared error (MSE)




























































Next we determine an inequality for the variance of the estimator. Using

































































































































































































= 0 in the second equality and Hölder’s









































))2 , B(θ) = EQθ [ϕ(θ̂T )]− ϕ(θ).
The lower bound for the MSE is the Cramér-Rao bound.
Appendix 6: Lp-convergence of the filtered likelihood
Consider the signal and observation of Section 6.4, (6.9) and (6.10). We
ignore parameter dependence here. For completeness, we rewrite the diffusion
equations and filtered likelihood here. Let (Ω,F,Q) support a k + l + d-



























t )dt+ dBt, Y
ε ∈ Rd,
Assume (Hstat), (HFk,3) and that the coefficients b, σ, f , g and h of the
slow and fast motions and observation are bounded and globally Lipschitz
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conditnous.
The weak limit of (Xε, Y ε) as ε → 0, under conditions for existence and








dY 0t = h̄(X
0
t )dt+ dBt, Y
0 ∈ Rd,








































Let Yεt = σ {Y εs , 0 ≤ s ≤ t} ∨ N and Y0t = σ {Y 0s , 0 ≤ s ≤ t} ∨ N. The



















(see Appendix 4 for the second equalities).
Here, we show that, for T > 0, p ≥ 1,
EQ [|ρ̄εT (1)− ρ̄T (1)|p]→ 0, as ε→ 0.
For T > 0, p ≥ 1,
EQ [|ρ̄εT (1)− ρ̄T (1)|
p] = EPε
[















where we can check that the Radon-Nikodym derivative term is bounded
when T is finite (see in proof of Lemma 3.7.5).
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The difference term is
EPε
[








































































Under P ε, Y ε is a standard Brownian motion. Using the Burkholder-Davis-









































where M can be chosen sufficiently large. Using Grönwall’s inequality,
EPε
[
|ρ̄εT (1)− ρ̄T (1)|2p
]








































Consider the time integral term. Let ∆ := T
n
> 0, tnk := k∆ for k =























































































































First term in (20): Consider a kth term in the sum in (20). We bring
n = T
∆(ε)
with each term in the following, as ε needs to be kept track of and
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∗)(h− h̄)(Xεs , Zεs)− ρ̄tnk (h̄





























∗)(h− h̄)(Xεs , Zεs)− ρ̄tnk (h̄








First term in (21): For the expected value in (21), we can condition inside





































s for s ∈ [tnk , tnk+1] is the process
Z
ε,(tnk ,z,x)


































We also define a new process Ẑε,(t
n
k ,z),x that has the same dynamics as Zε,(t
n
k ,z,x)
but with the slow component fixed:
Ẑ
ε,(tnk ,z),x
















We simplify superscript notations and write Xε := Xε,(t
n





k ,z,x) in the following.
First consider the inner expectation in (22), which is w.r.t. the probability
measure with quantities at tnk fixed, i.e. we first take expected value over Z
ε
with fixed initial condition (x, z) and the quantities (ρ̄tnk , X
ε
tnk





































Second term on the RHS of (24): By Cauchy-Schwarz inequality and h being









































































































≤ ε−2p (s− tnk)2p−1 EPε
[∫ s
tnk
























































































































(r − tnk)2p−1(r − tnk)C1(1 + ‖x‖q1 + ‖z‖q2)
+(r − tnk)p−1(r − tnk)C2(1 + ‖x‖q3 + ‖z‖q4)
)
≤ C3(r − tnk)p(1 + ‖x‖q̃1 + ‖z‖q̃2), (28)
where we have used the Burkholder-Davis-Gundy inequality (here, norm for
σ ∈ Rm×k is the Frobenius norm) and the polynomial growth condition on
(b, σ). The second to last inequality is by Proposition 3.6.3 and the last
inequality is because (r− tnk) < 1, so (r− tnk)2p < (r− tnk)p. Therefore, using




















































































∥∥∥g(Xεr , Zεr )− g(x, Ẑεr )∥∥∥2 dr
∣∣∣∣∣
p]













≤ ε−p c322p−1K2pg (s− tnk)p−1
×
(























































































































































(1 + ‖x‖q̃1 + ‖z‖q̃2).
If we choose ∆ as





then as ε→ 0,

































































× (1 + ‖x‖q̃1 + ‖z‖q̃2).
First term on the RHS of (24): Let ψε(ρ, x, z) be the solution to



















which is the generator for the process given by (23). By the Feynman-Kac
formula, the solution to the PDE can be given by


































































































the LHS which is the first term on the RHS of (24).


















ρ∗(h− h̄)(x, Ẑεr )






























































































εC5 (1 + ‖z‖q5) ,
where the factor C5 and exponent q5 changes from line to line.

































































≤ εC7(1 + ‖z‖q6)











































































εC6(1 + ‖x‖q7 + C8(1 + ‖z‖q6)),
by polynomial growth of g and Proposition 3.6.3. The factor C6 and exponent
q6 change from line to line.



















εC6(1 + ‖x‖q7 + C8(1 + ‖z‖q6)),
(31)
where we have absorbed the factor 22p−1 into C5 and C6.









































× (1 + ‖x‖q̃1 + ‖z‖q̃2).
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∗)(h− h̄)(Xεs , Zεs)− ρ̄tnk (h̄


























































































































∣∣∣ρ̄s(1)− ρ̄tnk (1)∣∣∣2p ds
]
, (34)
for sufficiently large M . Y ε is a Pε-Brownian motion and the laws of (Xε, Zε)




h̄(X0r )− h(Xεr , Zεr )
)
dr is




























































































































































Bound on second term in (21): Collecting the bounds for (33), the second









∗)(h− h̄)(Xεs , Zεs)− ρ̄tnk (h̄
























































































































































C17(1 + ‖x‖q)dPε(Xε0 ,Zε0)(x) =
∫
Rm
C17(1 + ‖x‖q)dQ(Xε0 ,Zε0)(x)
= C17 (1 + EQ [‖Xε0‖q])































































where we have absorbed the factor 22p−1 in C18, C20, C23 and C26.
Bound on first term in (20): Define F1(ε,∆(ε)) as the expression in the curly


























































, which also goes to












∗)(h− h̄)(Xεs , Zεs)ds
∣∣∣∣∣
2p
→ 0 as ε→ 0.

















∣∣ρ̄t(h̄∗) (h̄(Xεt )− h̄(X0t ))∣∣2p dt]
≤ T 2p−1 EPε
[∫ T
0
∥∥ρ̄t(h̄∗)∥∥2p ∥∥h̄(Xεt )− h̄(X0t )∥∥2p dt]





∥∥Xεt −X0t ∥∥2p dt]






[∥∥Xεt −X0t ∥∥2p] dt. (38)
























































∥∥∥∥2p + ∥∥∥∥∫ t
0
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{σ(Xεs )− σ̄(Xεs )} dWs
∥∥∥∥2p + ∥∥∥∥∫ t
0
{






Since the slow diffusion is independent of the fast component, σ̄ ≡ σ and the
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third term in (39) vanishes. By Lipschitz property of the drift and diffusion





































∥∥Xεs −X0s∥∥2p ds] .


















































Time integral in (40): We discretize the interval [0, t] and estimate time
integral in (40) similarly to the sum in (20), without ρ̄(h̄) and with (b − b̄)
















(b− b̄)(Xεs , Zεs)ds+
∫ t
b t∆c∆




















































































































































≤ C17 (1 + EQ [‖Xε0‖q])
by Proposition 3.6.3, and similarly for each Zεtnk . Using such bounds in (41),
terms in the curly braces are independent of the summation index k, and





















ε2pC29 (1 + C30EQ [‖Zε0‖q8 ])





































































+∆pC37 (1 + C38EQ [‖Xε0‖q13 ] + C39EQ [‖Zε0‖q14 ])}+ o(∆p),
where we have absorbed the factor 42p−1 in C29, C31, C34 and C37.
Bound on second term in (20): Define F2(ε,∆(ε)) as the expression inside
the curly braces on the RHS of the equality in (42). Then, using (40) and


















[∥∥Xεt −X0t ∥∥2p] dt

























































Recall that we chose ∆(ε) = ε (log ε−1)
1










































→ 0 as ε→ 0. 
Note that we are able to obtain Lp convergence with the slow diffusion being
independent of the fast component, when σ̄ ≡ σ. In general, when σ is
dependent on the fast component, σ̄σ̄∗(x) =
∫
Rn σσ
∗(x, z)µ(x, dz), hence σ̄
is not unique. While Xε converges weakly to X0, it may not be possible to
expect a strong convergence. In the calculations here, difficulty would arise in
dealing with EPε
[∥∥∥∫ t0 {σ(Xεs , Zεs)− σ̄(Xεs )} dWs∥∥∥2p] in (39). Another setting
in which it is possible to obtain stronger than weak convergence of Xε to
X0 is in the scalar case when the slow diffusion depends only on the fast
component, as in [71]. Lemma 5.1 of [71] obtains convergence in probability











2ds and Wσ̄2t, respectively.
Appendix 7: Shannon entropy of a Gaussian
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