Two experiments investigated whether lexical complexity increases a word's processing time. Subjects read sentences, each containing a target word, while their eye movements were monitored. In Experiment 1, mean fixation time on infrequent words was longer than on their more frequent controls, as was the first fixation after the infrequent target. Fixation times on causative, factive, and negative verbs and ambiguous nouns were no longer than on their controls. Further analyses on the ambiguous nouns, however, suggested that the likelihood of their various meanings affected fixation time. This factor was investigated in Experiment 2. Subjects spent a longer time fixating ambiguous words with two equally likely meanings than fixating ambiguous words with one highly likely meaning. The results suggest that verb complexity does not affect lexical access time, and that word frequency and the presence of two highly likely meanings may affect lexical access and/or postaccess integration.
Two experiments investigated whether lexical complexity increases a word's processing time. Subjects read sentences, each containing a target word, while their eye movements were monitored. In Experiment 1, mean fixation time on infrequent words was longer than on their more frequent controls, as was the first fixation after the infrequent target. Fixation times on causative, factive, and negative verbs and ambiguous nouns were no longer than on their controls. Further analyses on the ambiguous nouns, however, suggested that the likelihood of their various meanings affected fixation time. This factor was investigated in Experiment 2. Subjects spent a longer time fixating ambiguous words with two equally likely meanings than fixating ambiguous words with one highly likely meaning. The results suggest that verb complexity does not affect lexical access time, and that word frequency and the presence of two highly likely meanings may affect lexical access and/or postaccess integration.
During reading, our eyes move approximately four times per second. It is during the pauses of the eyes (the fixations) that new information is extractedfrom the text. Although the average duration of a fixation is 200-250 msec, there is considerable variability in the duration of any singlefixation (Rayner, 1978) . Fixation durations range from 100 msec to over 500 msec, even for fairly simpletext. There is now a fair amountof evidence to indicate that someof the variability is due to systematic differences in the ease of processing the words in the text. For example, words that are constrained by or predictable from the context receive shorter fixations than do words that are not constrainedby or predictablefrom the context (S. F. Ehrlich & Rayner, 1981; Zola, 1984) . Likewise, words that are frequently used receive shorter fixations than words thatare infrequent in the language (lnhoff, 1984; Just & Carpenter, 1980; Rayner, 1977) . Finally, the grammatical category of a word can influence fixation time; the main verb in simple declarative sentences receiveslonger fixations than do subject or object nouns (Holmes & O'Regan, 1981; Rayner, 1977) . Thesepieces of evidence all point to the conclusion that much of the variability in fixation duration during reading is due to the ease (or difficulty) with which certain words can be processed. It is also clear that a number of other factors can influence the amount of time that a word is looked at. These other factors include the minimal oculomotor This research was supported by Grant HD-I7246 from the National Institutes of Healthand by GrantBNS·8510177 fromthe National Science Foundation. The study was conducted while the second author held a NIMH postdoctoraltraineeshipat the Universityof Massachusetts. We thank Charles Clifton, Alice Healy, and two anonymous reviewers for commentson an earlier draft of this paper. Requestsfor reprintsshould be sent to K. Rayner, Psychology Department, University of Massachusetts, Amherst, MA 01003. reaction time of the eye (Rayner, Slowiaczek, Clifton, & Bertera, 1983) , parafovealpreview effects (Balota, Pollatsek, & Rayner, 1985; Rayner, 1975) , syntactic parsing effects (Frazier& Rayner, 1982; Rayner, Carlson, & Frazier, 1983) , and higher order semantic integration effects (K. Ehrlich Just& Carpenter, 1980) .
The view that fixation time on a target word reflects the processing of that word is bolstered by evidence showing that the perceptual span in reading is quite small (see Rayner, 1984) . The perceptual span, or area of effective vision, extends from 3 or 4 character spaces to the left of fixation to about 15 character spaces to the right. However, the spanof word identification is muchsmaller than this. Readers primarily identify the word currently fixated, and there is no evidenceto suggestthat the meanings of yet-to-be-fixated words in parafoveal vision influence the current fixation; the parafoveal preview effects (Balota et al., 1985; Rayner, 1975) that have been demonstrated have not providedevidencefor semantic or lexical processing of parafovea1 words. Sometimes readers identify the word to the right of fixation. However, in such cases, they generally skip over that word on their next saccade. Thus, the available evidence suggests that readersprimarily devote their attentionto processingthe fixated word and that fixation time on the word reflects the ease or difficulty of processing that word. In the experiments reported here, we took advantage of such evidence and examined the effect of lexical complexity of a target word on the fixation time for that word.
In a recent paper, Cutler (1983) discussed a number of factors that may make processing more difficult and hence produce longerfixations on particular words. These factors in one way or another cause the lexical representation for a word to be complex. For example, the representation for an ambiguous word may bemore com-
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plex than that for an unambiguous word, because it includes two or more meanings. A word with a complex lexical representation might be expected to have longer fixations for at leasttwo reasons. First, Cutler suggested that lexically complex representations might be more difficult to access in the lexicon. Second, complex meanings may be more difficultto integrate with the sentence context once lexical access is completed. Cutler used a phoneme monitoring taskto testthe claimthatlexical complexity increases the processing required for a word; she found no effect of lexical complexity. Because there is somequestion about exactly whatis measured by the phoneme monitoring task (Mehler, Segui, & Carey, 1978; Newman & Dell, 1978) ,and because we were interested in the extentto which lexicalcomplexity mightaffectfixationtime on a word, we askedsubjects to read sentences in which lexical complexity was varied. We used fixation time as the dependent variable. We chose to focus on lexically ambiguous nouns and lexically complex verbs. In addition, we looked at word frequency, a lexical factorthat has been found to affectfixation times. Below we discuss these lexical factors in more detail.
Word Frequency Wordfrequency has longbeenknown to exerta powerful influence on various word recognition tasks, although the nature of the effect is currently under debate (see Balota & Chumbley, 1984 , 1985 Chumbley & Balota, 1984) . A number of reading experiments have demonstrated that readers spend more time looking at lowfrequency words than at high-frequency words (Inhoff, 1984; Just & Carpenter, 1980; Rayner, 1977) . Unfortunately, all prior investigations examining the relationship between word frequency and looking time confounded wordlength withwordfrequency. Indeed, Kliegl, Olson, and Davidson (1982) argued that Just and Carpenter's (1980) finding that low-frequency wordsare fixated for longer periods of time may have been artifactual because low-frequency words are on the average longerthan high-frequency words. Because longer words are more likely to have more than one fixation, this may have inflatedthe gaze durationmeasureused by Just and Carpenter. We askedsubjects to readsentences likethose below, in which target word length was controlled, and we examined fixation times on high-and low-frequency target words. The high-frequency targets are in parentheses.
The slow waltz (music) captured her attention. The exhausted steward (student) left the plane.
Verb Complexity A number of linguists and psychologists have claimed thata word's meaning is represented in terms of its semantic components (e.g., Bierwisch, 1970; Katz, 1972; Kintsch, 1974; Norman & Rumelhart, 1975; Schank, 1972) . Although thisclaimhas intuitive appeal, it hasbeen questioned on both theoretical and empirical grounds (J. D. Fodor, J. A. Fodor, & Garrett, 1975; J. A. Fodor, Garrett, Walker, & Parkes, 1980; Kintsch, 1974) . One prediction that derives from the componential approach concerns the relativecomplexity of meaning representations for lexical items. For example, the componential representation for the verb kill might be causeto die; this representation is more complex than that of the verb die (which lacksthe causalelement). Suchcomparisons have invited the hypothesis that the lexicalaccess time and integration timefor a wordmight be influenced by the complexity of its meaning representation. We tested this hypothesis for three kinds of complex verbs: decomposable causatives, factives, and negatives.
A numberof researchers have investigated the issueof whether causative verbs such as kill and convince are represented in terms of their component meanings (cause to die, cause to believe). Earlier studies found no evidence thatdecomposable words are moredifficult to process than their simplercomponents (Cutler, 1983; Kintsch, 1974) . Thesestudies usedphoneme monitoring, lexical decision time, and sentence comprehension timeas dependent variables. We tested the claim that causatives are more difficult to process by examining fixation timeson causative and noncausative verbs in sentences such as the following (the noncausative verbs are in parentheses):
The policeman frightened (encountered) the little girl. Paul never convinced (understood) the new president. Cutler (1983) argued that lexical presuppositions are part of the definitions of words, and thus are stored as part of their mental representations. For example, a factive verb presupposes that its sentence complement expresses a true proposition. This presupposition may be storedwitheachfactive verb in the mental lexicon. When such a verb is encountered in a sentence, retrieval of its meaning might include retrieval of this presupposition. Accessing or integrating thiscomplex representation might be expected to be more time consuming than accessing or integrating the representation of a verb that lacks this presupposition. We tested this claim by comparing fixation times on factive versus nonfactive verbs, using sentences such as the following (the nonfactive verbs are in parentheses):
The girl noticed (insisted) that the cake was moldy. The maid forgot (implied) that the sailor had left.
Finally, we examined fixation times associated with negative verbs. Negation has been shownto result in increased reaction times in a number of psycholinguistic tasks (e.g., Carpenter & Just, 1975; Clark& Chase, 1972 , Clark& Clark, 1977 Just& Clark, 1973; Sherman, 1973 Sherman, , 1976 Trabasso, Rollins, & Shaughnessy, 1971) . As was thecasewithdecomposable causatives, the claim hasbeen made (seeCutler, 1983 ) that the lexical representation of negative verbs contains the negative element. For example, dislike means not to like and doubt means not to believe. Thus, the lexical representation for negative verbs is more complex than that for their nonnegative counterparts. Thiscomplexity of representation might beexpected to cause increased processing difficulty for negative verbs.
Wetested thisclaimby examining fixation times for negative and nonnegative verbs in sentences such as the following (the nonnegative verbs are in parentheses):
The teacher despised (rewarded) the unhappy child. The fireman ignored (advised) the town council.
Lexical Ambiguity
The accessof meaning for lexically ambiguous words has long been a focus for research (e.g., Conrad, 1974; Schvaneveldt, Meyer, & Becker, 1976) . Current evidence (Seidenberg, Tanenhaus, Leiman, & Bienkowski, 1982; Swinney, 1979; Tanenhaus, Leiman, & Seidenberg, 1979) strongly suggests thatmultiple meanings of a lexically ambiguous word are accessed when such a word is encountered, even when context makes it clear which sense is appropriate. If multiple accessoccurs, then it may make processing more difficult by increasing the difficulty of lexical access or by increasing the difficulty of integration following lexical access. To determine whether readers look longer at ambiguous words, we asked subjects to read sentences such as these:
He saw the boxer (puppy) was barking at the cat.
He put the straw (wheat) in the bam for the cows.
Each sentence contained either an ambiguous noun or an unambiguous control word (in parentheses in the examples). The ambiguous word and its matched control wereequated for frequency andlength. The control word (and subsequent sentence context for the ambiguous word) alwayscorresponded to the less dominant meaning of the two senses for the ambiguous word. This was done intentionally because in prior research there has been evidenceof clear increases in fixation time when the disambiguating information was encountered (Carpenter & Daneman, 1981; Frazier & Rayner, 1982) . We examined fixation durationnot only on the target wordsthemselves as a function of ambiguity, but also on the disambiguating information which followed.
EXPERIMENT 1
In Experiment 1, we examined the effect of word frequency, verb complexity, and lexical ambiguity on fixation timesduringreading. If these factors cause immediateprocessing difficulty, we should fmd an increased time spentfixating the appropriate targetwords. This increased time might reflect an increase in lexical access time, an increasein postaccess integration time, or both. The dependent variables in the study were first fixation duration and gaze duration. First fixation duration is the duration of the first fixation on a given target word. If a subject made only one fixation on the target word, that valuewas entered into the mean score. If a subject made more than one fixation on a target word (this occurred on 21% of the trials), onlythe first fixation duration was used to compute the mean. Gaze duration, on the other hand, is the sum of all of the fixations made on a target word prior to any movement away from the target word.
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Although analyses on bothmeasures are reported, they should not be interpreted as independent pieces of evidence. The gazeduration on a word includes the first fixationdurationas wellas the durations of subsequent consecutive fixations on the word. As a result, the gaze duration measure tendsto be correlatedwith the first fixation measure. Bothmeasures are reported because they mayreflectdifferent aspects of processing. The gaze durationmeasure reflects all the processing required before the reader moves his/her eyes away from the word; this presumably includes lexical accessand may include various postaccess integrative processes (Just & Carpenter, 1980) . Inhoff(1984) suggested thatthe first fixation measure is a purer measure of lexical access processes. Thus, it is important to report this measure; it is possible that lexical access effects might appear in the first fixation measure but not in the gaze measure because the latter may reflect postlexical access processes as well as lexical access processes.
We examined the first fixation duration and the gaze duration on the word fixated immediately before the target and the wordfixated immediately after, as well as on the target word itself.
Method Subjects
Sixteenmembersof the University of Massachusettscommunity were paid to participate in the study. All had been in prior eyetracking experiments, had normaluncorrected vision,andwere naive with respect to the purposes of the study.
Procedure
When a subject arrived for an experiment, a bite bar was prepared whichservedto eliminate head movements, and the eye tracking system was calibrated for the subject. This initial calibration process took approximately 5 min. Then the procedure was explainedto the subject. The subjectwas told that the experiment dealt with where readers look during reading. He/she was told to read each sentence for comprehension and that he/she would periodically be askedto releasethe bite bar and to report the sentence(verbatim or paraphrased) to the experimenter. The subject was encouraged to read as he/she would normally, including rereading the sentence if desired.
At the start of each trial, a left and a right fixation cross were displayed. The subject was instructed to look at the left fixation cross, which marked the position of the first letter of the sentence. Once the subject had fixated the left-handcross, the experimenter presented the sentence. After reading the sentence, the subject pushed a button, which erased the sentence from the screen. On 25% of the sentences, the experimenterasked the subjectto release the bite bar to report the sentencejust read; sentences to be reported were selectedrandomly. Subjectshad no difficultyin reporting the sentences to the experimenter.
Apparatus
Eye movements were recorded by a Stanford Research Institute Dual Purkinje Eyetracker. Viewing was binocular, with eye location recorded from the right eye. The eyetracking system was interfaced with a Hewlett-Packard 2100A computer, which ran the experiment. The position of the subject's eye was sampled every millisecond by the computer and was averaged over four consecutive samples. The horizontal positionof each samplewascompared with the value from the previous sample to determine whether the eye was fixated or moving. The eyetracker has a resolutionof 10' Table 1 Mean Number of Letters, Number of Syllables, and Frequency of Word Pairs Used in Experiment 1 of arc, and the sentences were presentedextending up to 42 characters on a single line. The text was presented on a Hewlett-Packard 1300-A cathode ray tube (CRT), whichwas also interfacedwith the computer. The subject's eyes were 46 em from the CRT, and three characters equaled I 0 of visualangle. The characterswere presentedin lowercase (except for the first letter of the sentence) and were made up from a 5 x7 dot matrix. The CRT was covered with a dark theater gel so that the characters appeared very clear to the subjects.
Materials
A set of eight word pairs was constructed for each of the five types of lexicalcomplexity to be investigated. One memberof each pair camefrom the category of interest(ambiguous, factive, decomposablecausative, negative, low-frequency). The other memberwas a control word closelymatchedfor lengthin letters, numberof syllables, and frequency using the Kucera-Prancis (1967) norms (with the exception of the low-frequency words, which were always matched with high-frequency words of the same length). Mean length, number of syllables, and frequency for each word-pair set are given in Table 1 .
For each word pair, two sentenceframeswere constructed. Each member of the word pair fit smoothly into each sentence frame. Sentences were no longer than 42 characters (including spaces). The target words never appeared as the first or last word of the sentence. Two materials sets werecreated,eachcontaining six practice sentencesfollowedby all 80 sentenceframes. In one materials set, a given lexically complexitem was assignedto one of its sentence frames and its control word was assigned to the other. This assignment was reversed in the other materials set. A given subject saw only one of the materials sets. Principles of construction of the word lists are given below. A complete list of the stimulus sentences is given in Appendix A.
Frequency. Eight nouns with a frequency of 10 or less (Kucera & Francis, 1967) were chosen. These were paired with nouns of similar meaning with frequencies of 35 or greater.
Causative. A verb was considered to be causative if (1) its meaning took the form "cause to X," and (2) the object of the verb, when used in a positive sentence,underwentsome change. For example, the verbfrightened is causative because (1) it means "caused to be afraid," and (2) in the sentence "The policemanfrightened the little girl," its object, "the littlegirl," undergoes a changefrom being unafraidto beingafraid. Each causative verb was paired with a noncausative control verb.
Factive. A factive verb is one that presupposes the truth of its complement.Eight verbs that met this basic test and eight matched control verbs were chosen. Each verb could be placed in its active form in a sentenceof the type noun phrase verb(ed) that X, where X was a sentential complement. Whenthe sentence framecontained one of the factive verbs, it presupposedthe truth of the sentential complement that followed; when it contained one of the control verbs, there was no presuppositionabout the truth of the sentential complement.
There has been some discussionin the linguisticsliterature concerning the degree to whichthe set of factiveverbs is a homogeneous set (Karttunen, 1971; Kiparsky & Kirparsky, 1971; Lakoff, 1973) . A number of additional tests for factivity have now been proposed, and few verbs meet all of the tests. Three of the factives used in this study (regret, forget, resent) meet all of the additional tests proposedand are classifiedby Karttunenas true factives. The other five meet some of the additionaltests; three of these (notice, discover, realize) are classifiedby Karttunenas semifactives. It is importantto emphasizethat all of the factive verbs chosen for this study meet the basic presupposition test when they are used as affirmative, active verbs, as in sentences of the type given above.
Negative. A verb was considered to be negative if it could be reexpressed as "not X," where X was a verb that intuitively had a positive meaning. Eight negative verbs were chosen and were matched with eight positive verbs as controls.
Ambiguous. Eight ambiguous words with two noun meanings were chosen. Each was paired with an unambiguous control word that was similar in meaning to the less likely meaning of the ambiguousword. Sentenceframes were constructedsuchthat the ambiguous word was ambiguous when encountered; disambiguating information appearedat the end of the sentence. The intended meaning was always the less likely meaning for the ambiguous word. This meaning was determinedusing ratings collectedby Gorfein, Viviani, and Leddo (1982) and ratings we collectedat the University of Massachusetts. The mean rating for the less likely meaning for the set of ambiguouswords used was 24 (the mean percentage of subjectsgivingthis meaningfor the word whenit was presented in a rating task).
Results and Discussion
Fixations on the target word were tallied, as well as fixations on the word fixated immediately beforethe target word (labeled position T-1) and the one fixated immediately after (labeled T +1). If the target wordwasnot directlyfixated, the closestfixation within five character spaces to the left of the target word or one space to the right was counted as the fixation during whichthe target word was processed. Occasionally, a sentence was presented before the subject's eyes had moved to fixate the left fixation cross. As a result, the first fixation fell on the targetwordor on a wordfollowing the targetword, and the subjecthadto regressto read the whole sentence. These trials were dropped from the analysis. A total of 4.5% of the trials yielded unusable data due to track losses, lackof a fixation near the target word, or the first fixation's falling on or after the target word.
For each factor, analyses of first fixation duration and gaze duration are reported for the target word, the last word fixated before the target word (position T -1), and thefirstwordfixated afterthe targetword(position T+ I). Ifcomplexity does affect wordprocessing, thenmoretime should be spent on the complex target words, but there should be no difference in the time spenton the word fixatedat position T-1. If integration processes are affected by complexity, the wordfixated at position T+ 1 mayalso have longer fixations when it follows the complex target item. Means for these measures for each set of target words are presented in Table 2 . At each position, two ANOVAs were conducted, one based on subject variability (FI) and one based on item variability (F 2 ) .
Frequency
As expected, subjects spent significantly longer on both were no differences in time spent on position T -I. The longer times on the infrequent targets are consistent with the findings of earlier studies (e.g., Inhoff, 1984; Just & Carpenter, 1980; Rayner, 1977) . A number of hypotheses can be developed to account for this effect. Infrequent words may be more difficult to access in the lexicon. In addition, once accessed, infrequent words may be more difficult to integrate with prior context. The fact that gaze duration at position T + I was also lengthened for infrequent words lends support to this second hypothesis.
A hypothesis that can be eliminated is that the infrequent target words contained letters and letter combinations that are infrequent in English and hence were more slowly encoded. Letter and letter combination frequencies were tallied for the frequent and infrequent target words, using the Mayzner and Tresselt norms (1965a, I965b) . Taken singly, the letters in the infrequent target words had a higher mean frequency than those in the frequent target words (206 vs. 169, tallying letter frequency by position in the word; 5,714 vs. 5,037, tallying total letter frequency across positions). There was little difference in the mean two-letter (digram) frequency counts for the infrequent versus frequent targets (25 vs.27, tallying by position; 359 vs. 330, tallying total frequency). The infrequent words did have less frequent three-letter com-
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binations than the frequent target words (2.1 vs. 3.9, tallying by position; 20 vs. 28, tallying total frequency). For word pairs in which these trigram frequencies were reversed, however, the word frequency effect was still observed.
Verb Complexity
There was no effect of causative verbs in the analyses of first fixation or gaze duration (all Fs < 1) at any position. Subjects tended to spend more time on the nonfactive control verbs than on the factive verbs. This effect reached significance in the subject analysis of gaze duration but was not significant in the item analysis [F1(1,15) = 4.91, MSe = 596, P < .05; F2(1,15) = 1.76, MSe = 1,364, P > .20]; it was also not significant in the first fixation analysis. There were no significant differences at positions T -I and T + I. The effect on the target words was a weak one, and it was opposite to that predicted by the complexity hypothesis; the complexity hypothesis predicted that fixation times would be longer on the factive verbs. Thus the data provide no support for the claim that the complexity of the factive representation results in increased processing time. Further converging evidence against the complexity hypothesis was provided by Inhoff (1985) , who found no difference in fixation times on factive verbs versus nonfactive controls.
Finally, there was no effect of negative verb on time spent on the target or on position T -I. Gazes at position T + I tended to be longer when they followed a negative verb. This effect was significant in the subject analysis but not in the item analysis [FI(1, IS) = 5.39, MSe = 2,624, P < .04; F20,15) = 2.81, MSe = 2,590, P < .12). This effect is unlikely to reflect lexical access difficulties, but may reflect increased time needed to integrate the negative verb with the sentence context.
The results for causative, factive, and negative verbs provide no evidence that complexity of lexical representation had any effect on either the first fixation duration or gaze duration on the target verb. We assume that lexical access for the target word is accomplished while the reader fixates the target word. Thus we have no evidence here that complexity of lexical representation had any effect on lexical access for the three types of verbs tested.
Lexical Ambiguity
There was no effect of ambiguity within the analyses of gaze duration or first fixation duration at any position (all Fs < I). Further analyses of the stimulus items, however, suggested an additional factor that might have masked any effects in the data. The less likely meanings for the ambiguous lexical items varied in probability from fairly likely (generated by 48% of subjects in a norming task) to extremely unlikely (generated by I % of subjects in a norming task). Recent studies strongly suggest that in contexts such as those used here, all meanings of an ambiguous word are accessed initially (Seidenberg et aI., 1982; Swinney, 1979) ; this includes the low-frequency meanings (Onifer & Swinney, 1981; Yates, 1978) . There is some indication, however, that low-frequency meanings may be delayed in access (Simpson & Burgess, 1982) or otherwise less available to higher level processing stages (Hogaboam & Perfetti, 1975; Simpson, 1981 Simpson, , 1984 . It may be the case that two meanings of an ambiguous word cause processing difficulty only when the meanings are fairly equally likely (i.e., when the ambiguous item is equibiased). When one meaning is highly likely (the item is non-equibiased) and there is no prior biasing context, the less likely meaning(s) may not affect processing. If this is the case, the lack of effect for the ambiguous words may be due to the presence of a number of non-equibiased lexical items among the stimuli.
In a post hoc test of this hypothesis, the eight ambiguous words were divided into two groups according to degree of equibias. The less likely meanings for the four equibiased items had a mean probability of .38; the less likely meanings for the four non-equibiased items had a mean probability of .11. The mean gaze durations for these groups were 269 msec for the equibiased words, 253 msec for their controls, 236 msec for the nonequibiased words, and 254 msec for their controls. Although the number of items in each group is small, the pattern of means is consistent with the hypothesis. Experiment 2 provided a further test of this hypothesis, using a larger set of equibiased and non-equibiased words.
Two additional analyses were conducted to examine the effect of ambiguity on processing beyond the first encounter with the target word. The first analysis examined the total time spent looking at the target word; this measure consists of the gaze duration on the target word plus any additional time spent looking at the word during regressions and rereading. Subjects spent an average of 314 msec on the ambiguous targets and 262 msec on their controls. The difference between these means was significant [F 1(1,15) The second additional analysis examined the time spent reading the disambiguating information in the sentence. For each sentence frame, the disambiguating region was identified. All fixations that occurred after this disambiguating region was first fixated were summed (including regressions to earlier parts of the sentenc~) and t?e sum was divided by the number of characters 10 the dISambiguating region. This yielded a measure of milliseconds per character spent in disambiguating the tar~et word. Subjects spent 82 msec per character on the dISambiguating region when the target word was ambiguous and 64 msec per character when it was unambiguous: The difference in these means was significant [F 1(l,15) Our fmding of an effect of ambiguity in the disambiguating region was predicted by prior researc~. Swinney (1979) and Seidenberg et aI. (1982) fo~nd evidence that, although both meanings of~a~bIguous word. a:e accessed initially, one meamng IS selected within 200 msec even in the absence of a disambiguating context. In the sentences used here, such a selection could be expected to take place before the reader encountered the disambiguating information at the end of the sentence. Presumably, readers tended to select the most likely meaning of the ambiguous word. Since the disambiguating information was congruent with the less likely meaning of the ambiguous word, a time-consuming reanalysis would be required for comprehension.
EXPERIMENT 2
Two sets of ambiguous lexical items were used in this experiment: equibiased and non-equibiased. As in Experiment 1, each was paired with an appropriate control word. The experiment tested the hypothesis that processing is more difficult for equibiased ambiguous words than for unambiguous controls, but not more difficult for nonequibiased ambiguous words than for unambiguous controls. This hypothesis predicts that mean fixation times for the equibiased items will be longer than those for their controls, but that times for the non-equibiased items will not differ from those for their controls.
Time spent in the disambiguating region should be longer, as it was in Experiment 1, for sentence frames containing ambiguous items than for those containing control items. Ease of processing the disambiguating information may differ for equibiased and non-equibiased ambiguous words. As in Experiment 1, the sentence frames were written so that the disambiguating information was congruent with the less likely meaning of the ambiguous word. This meaning had an extremely low probability for the non-equibiaseditems. If the likelihood of selecting this meaning is a function of its probability (Simpson, 1981) , these items should show extremely long reading times, compared with those for the equibiased items, in the disambiguating region.
Method Subjects
Thirty-two members of the University of Massachusetts community were paid to participate in the study.
Procedure and Apparatus
The procedure and apparatus were the same as in Experiment I.
Materials
Nine equibiased and nine non-equibiased ambiguous lexical items were chosen, using the norms of Gorfein et al. (1982) , Geis and Winograd (1974) , andratings collected locally. The dominant meanings for the equibiased items had a probability range of .47-.67, with a mean of .58 (the range extends below .50 because a few words had more than two meanings); the nondominant meanings had a range of .33-.49, with a mean of .40. The dominant meanings for the non-equibiaseditems had a probability range of .78-.98, with a mean of .87; the nondominant meanings had a range of .02-.22, with a mean of .13. Each ambiguous item was paired with an unambiguouscontrol word closely matched for letter length, number of syllables, and frequency. Mean frequencies for the equibiased ambiguous items and their controls were 32.6 and 29.4; for the non-equibiased items and their controls, 31.6 and 30.6.
For each pair, two sentence frames were constructed, as in Experiment I. The ambiguous items were ambiguous when enco~n tered and were disambiguated at the end of the sentence. The 10-tended meaning was always the less likely meaning listed in the norms. (The norms present ratings for only two meanings of each ambiguous word, although some words have additional meanings.) A complete list of the stimulus sentences is given in Appendix B.
The stimuli were arranged in two materials sets. Both sentence frames for each word pair appeared in both sets. In one materials set, an ambiguous item was assigned to one of its sentence frames and its control word was assigned to the other. The assignment pattern was reversed in the other materials set. A given subject saw only one of the materials sets. Twenty filler sentences were included in the set, including four practice items inserted at the beginning.
Results and Discussion
The data were scored as in Experiment 1. A total of 3.7% of the trials yielded unusable data. Three sets of means are given in Table 3 : gaze durations on the target word and at positions T -1 and T + 1, first fixation durations at the three positions, and time spent on the disambiguating information.
As originally predicted, subjects spent extra time looking at the ambiguous target items when two meanings for the ambiguous item were fairly equally likely. This was not the case for ambiguous words for which one meaning was highly likely. In the analysis of gaze durations on the target word, neither main effect was significant, but the interaction of word type and bias was significant [t(31) = -.58). Although the pattern of first fixation means was simiar to that of gaze duration means, the interaction was not significant in the first fixation analysis [F I(l,31) = 2.31, P < .14, MSe = 433; F 2(l,34) = 2.91, P < .10, MSe = 280).
One way to account for the interaction pattern would be to claim that both likely meanings are accessed for the equibiased ambiguous targets, whereas only the dominant meaning is accessed for the non-equibiased targets. Ifthis is the case, then there are at least two possible reasons for the additional processing time for the equibiased items. First, lexical access may take longer when two separate meanings for a word must be accessed in the lexicon. Second, following lexical access, the process of integrating the target word with the preceding context may take longer when this process has two possible meanings available as input. This account depends on the assumption that only one meaning is accessed for the non-equibiased ambiguous targets. Research using a cross-modality priming technique, however, suggests that even the low-dominant meanings of an ambiguous word are initially accessed when such a word is encountered (Onifer & Swinney, 1981) .
Perhaps a more reasonable account of the interaction would claim that meaning dominance affects the postaccess selection and integration processes. Recent research (Swinney, 1979; Seidenberg et al., 1982 ) strongly suggests that although all meanings of an ambiguous word are initially accessed, one meaning is quickly selected even in the absence of disambiguating context. This selection process may be more difficult for the equibiased ambiguous targets, for which the reader must decide between two equally likely meanings. The selection may be much easier, and hence quicker, for the non-equibiased targets, for which one meaning predominates.
Another possible account of the interaction pattern focuses on the appropriateness of the control words used for the equibiased ambiguous targets. If each ambiguous word is actually represented by two separate entries in the lexicon, then the frequency count for that word from the Kucera-Francis norms is the sum of the frequencies of each entry. One could thus argue that the control words used were too high in frequency. It might have been more appropriate to use control words that were equal in frequency to the frequency of the more dominant meaning of the ambiguous words. We tried to approximate this approach by reselecting control words from among the complete set used in Experiment 2. In this reanalysis, we createdan adjusted frequency for eachequibiased ambiguous word by multiplying its original frequency by the proportion of subjects giving the more dominant meaning. We took this figure as an estimate of the frequency of the dominant meaning for the word. We then paired eachequibiased ambiguous wordwitha newcontrol word that had a frequency equal to or less than that of the adjusted frequency for the ambiguous word. The resulting mean adjusted frequency for the equibiased ambiguous words was 18; the mean frequency of the newly selected control words was 14. The mean gaze duration for the new set of control words was 265 msec. Thus, the mean gaze duration of the new control set was still 10 msec shorter than that of the equibiased ambiguous set, even though the control wordswerenowlessfrequent, on average, than their ambiguous counterparts. Although it may be informative in futurestudies to include additional control words having the appropriate adjusted frequencies, we feel the current results do not provide strong support for the adjusted frequency account. An analysis of the mean gaze durations and first fixation durations at position T-1 revealed no effects (all This effect reflects the fact that the T + 1 fixation frequently fell in the disambiguating region.
In the analysis of the disambiguating region, we found a maineffect of ambiguity, withsubjects spending longer on the ambiguous sentences than on the controls [FI(I, 31) The analysis of the disambiguating region indicates that althoughthe equibiased ambiguous items required additional processing time whenthey were first encountered, the non-equibiased ambiguous items required more time whentheywere finally disambiguated. Thereare two possible complementary reasons for this finding. First, it is reasonable to assume that the postaccess selection process virtually always selected the dominant meaning for the non-equibiased ambiguous items. Because this meaning was always incongruent with the disambiguating information, a time-consuming reinterpretation was required when the disambiguating information was encountered. Such a reinterpretation was probably required on almost all of the trials involving non-equibiased items. In contrast, if subjects randomly selected one of two equally likely meanings for the equibiased ambiguous items,they were likely to select the inappropriate meaning on only about half the trials. Thus, fewer time-consuming reinterpretations were required for the equibiased ambiguous target sentences. Second, when a reinterpretation was required, the speed with which the alternative meaning was reaccessed mayhavebeena function of itslikelihood. The alternative meanings for the non-equibiased ambiguous itemswere muchless likelythan thosefor the equibiased items, and may thus have taken longer to reaccess when a reinterpretation was required.
GENERAL DISCUSSION
The pattern of results from the various conditions in which lexical complexity was varied was quite straightforward. First, there was a strong effect of word frequency: low-frequency words matched on word length yielded longer fixation times than did high-frequency words. In addition, thepresence of a low-frequency word in a sentence increased the gazeduration on the nextword fixated in the sentence. Second, there was no effect of verb complexity on fixation time on a word. Finally, fixationtimeon ambiguous words yielded an interesting pattern. When the ambiguous word had a highly dominant interpretation, its fixation timedid not differfromthe fixation time on a control word that was matched in word frequency and was synonymous with the less dominant meaning. On the other hand, when the ambiguous word had two equibiased interpretations, subjects looked at it significantly longer than at a matched control word. However, in the latter case, when they reached the disambiguating information their reading was not disrupted as much as in the former case, whenthe disambiguating information was consistent with the less frequent meaning of a word with a highly dominant interpretation.
Although word frequency effects in reading havebeen demonstrated before (Inhoff, 1984; Just & Carpenter, 1980; Rayner, 1977) , in these studies, word length was not controlled (Kliegl et al., 1982) . In our experiment, word length was controlled, and we still obtained a 37-mseceffect on first fixation duration and an 87-mseceffect on gazeduration. The results reportedhere for word frequency are consistent withother recentresearch in our laboratory (Inhoff& Rayner, 1986 ). Inhoff and Rayner also varied word frequency, controlling word length as we did, and their results were comparable to ours. However, they also varied whetheror not their subjects hadpreview information about the high-or low-frequency wordbeforetheyfixated on it. Although the effectof frequency wassmaller withno preview, gazedurations were longer on low-frequency words than on high-frequency wordseven whenno previewinformation was available. Thus, much of the difference in fixation time between high-and low-frequency words was apparently due to processing associated with accessing or integrating the. word when it was directly fixated. Balota andChumbley (1984 , 1985 Chumbley & Balota, 1984) argued that much of the word frequency effect in lexical decision andpronunciation taskscan be attributed to postaccess decision or production stages. Theyargued that although word frequency may also affect the speed of lexical access, this effect is more modest than might be expected. It is unlikely that our reading task involved the postaccess stages associated with the lexical decision or pronunciation tasks used by Balota and Chumbley; however, our task should involve a sentence integration stage, which is another postaccess stage likely to be affected by word frequency. An effect at the integration stage could occur for at least two reasons. First, our sentence frames may have been unintentionally biased to fit better with the frequent target than with the infrequent target. An examination of the sentences, however, reveals no obvious bias in the context preceding the target word (i.e., the adjective). A second, more likely, reason is that the meanings of infrequent words tend to be represented in a less complete or well-elaborated form than the meanings of more frequent words. As a result, it is harder to integrate the meanings of infrequent words with the preceding sentence context.
The finding that verb complexity did not influence fixation time on the verb is consistent with Cutler's (1983) results using a phoneme monitoring task. These results can be taken to indicate that the complexity of a word's meaning representation does not affect lexical access time. Alternatively, these results could indicate the need for modifications in the theory of meaning representation that produces the complexity predictions (J. A. Fodor et al., 1980) . These findings do not imply, however, that all word meanings, once accessed, are equally easy to integrate into the sentence context. The tendency for fixations to be longer following a negative verb argues against this view, as does the earlier literature showing increased difficulty in processing sentences containing negatives. Complexity per se, however, may not be the source of integration difficulty. Rather, the presence of certain specific elements (e.g., a negative) may result in increased integration time.
Perhaps the most interesting results of our experiments, because such effects have not been previously investigated, are those related to the processing of ambiguous words. The pattern of gaze durations on our target words suggests that low-frequency meanings do not have the same status as high-frequency meanings in the initial processing of an ambiguous word. Although all meanings of a word may beaccessed regardless oflikelihood (Onifer & Swinney, 1981) , these meanings may not all be equally available to the processing stages following lexical access (Hogaboam & Perfetti, 1975; Simpson, 1984; Simpson & Burgess, 1982) . It may be the case, for example, that equally frequent meanings tend to become available to postaccess processes at the same time, thus forcing the reader to make a time-consuming selection. Infrequent meanings, on the other hand, may become available after postaccess processes have begun working on the dominant meaning, and thus may be ignored by these postaccess processes. Further research is needed to resolve these issues.
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Our finding of a general pattern of differential fixation times as a function of word frequency and lexical ambiguity is consistent with the idea that eye fixation times reflect moment-to-moment processing activities associated with comprehending words in text (Just & Carpenter, 1980; Rayner, 1977 Rayner, , 1978 . We pointed out at the beginning of this article that fixation times on words can be affected by a number of factors. In the present experiments, we have demonstrated that factors associated with verb complexity do not influence fixation times, whereas word frequency and lexical ambiguity do. Although we cannot at this point differentiate between (or localize the effect solely to) lexical-access or sentence-integration processes, the results suggest that both types of processes may be reflected in fixation times on words. Thus, fixation times on a given word are a good indication of the ease or difficulty experienced by the reader in understanding that word.
