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5 Sistemi di equazioni lineari
I sistemi di equazioni lineari si incontrano in molti problemi e la loro soluzione puo` essere
ottenuta con algoritmi di vario tipo. Il metodo base consiste nel portare la matrice dei
coefficienti in forma triangolare (superiore o inferiore). La soluzione a partire da questa
forma del sistema e` ottenuta mediante un ovvio procedimento ricorsivo. Se la matrice
e` positiva si puo` usare un metodo iterativo detto della discesa piu` ripida, che ha una
base variazionale. Infine se la matrice e` dominata dalla sua diagonale si puo` utilizzare
un metodo perturbativo. Il calcolo dell’inverso di una matrice e` infine riconducibile alla
soluzione simultanea di sistemi lineari in cui i termini noti sono i versori di base. Nella
soluzione di sistemi lineari e` importante stimare l’effetto degli errori di arrotondamento
Dati il sistema lineare
Ay = x x ∈ Rn
consideriamo il sistema perturbato
(A + δA)(y + δy) = x+ δx
dove con δ indichiamo la perturbazione dovuta all’arrotondamento o ad altre possibili
cause. La stima sull’errore relativo della soluzione (Quarteroni pag. 61) e` dato da
‖δy‖
‖y‖ ≤
K(A)
1−K(A) ‖δA‖/‖A‖
(‖δx‖
‖x‖ +
‖δA‖
‖A‖ K(A)
)
dove il condizionamento K(A) della matrice e` definito da
K(A) = ‖A‖ ‖A−1‖
Per piccoli errori come nel caso dell’arrotondamento l’errore relativo sulla soluzione e` pro-
porzionale alla somma degli errori relativi sulla matrice e sui termini noti dove il fattore
di proporzionalita` e` il condizionamento della matrice. Se la matrice simmetrica n× n con
autovalori λj
K(A) =
λ max
λ min
dove λ min e λ max sono il minimo ed il massimo del modulo |λk| degli autovalori. Natu-
ralmente se si hanno autovalori molto prossimi a zero K e` grande e l’effetto degli errori di
arrotondamento e` assai significativo.
La prova della stima di errore e immediata se δA = 0 perche´ da Aδy = δx segue che ‖δy‖ ≤
‖A−1‖ ‖δx‖. Inoltre da ‖x‖ ≤ ‖A‖ ‖y‖ segue che ‖y‖−1 ≤ ‖A‖‖x‖−1 e moltiplicando per
la precedente disuguaglianza si ottiene ‖δy‖/‖y‖ ≤ K(A)‖δx‖/‖x‖.
Nel caso generale basta osservare che δy = A−1(1 + δA A−1)−1(δx − δAA−1x) e che se
‖B‖ < 1 allora ‖(1 + B)−1‖ ≤ (1− ‖B‖)−1 usando questa disuguaglianza con B = A−1δA
ed osservando che ‖δAA−1‖ ≤ K(A) ‖δA‖/‖A‖.
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Matrici triangolari
La matrice A si dice triangolare inferiore se Aij = 0 per j > i
A =


A11 0 0 . . . 0
A21 A22 0 . . . 0
...
...
...
. . . 0
An1 An2 . . . . . . Ann


La soluzione del sistema di equazioni
Aii yi +
i−1∑
j=1
Aij yj = xi
e` data da
y1 =
x1
A11
yi =
1
Aii

xi −
i−1∑
j=1
Aijyj

 i = 2, . . . , n
Le matrici tridiagonali
Le matrici in cui gli elementi Aij non nulli sono solo quelli con |j − i| ≤ 1 si mettono in
forma triangolare inferiore con un semplice algoritmo che sotto descriviamo
A =


b1 c1 0 . . . . . . 0
a2 b2 c2 0 . . . 0
0 a3 b3 c3 0 0
...
...
...
. . . 0 0
0 0 . . . 0 an bn


Per risolvere il sistema lo portiamo in forma tridiagonale inferiore. A tal fine scriviamo le
ultime due equazioni
an−1yn−2 + bn−1yn−1 + cn−1yn = xn−1
anyn−1 + bnyn = xn
Moltiplicando l’ultima equazione per cn−1/bn e sottraendola dalla precedente si ottiene
an−1yn−2 +
(
bn−1 − an cn−1
bn
)
yn−1 = xn−1 − cn−1
bn
xn
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Ridefinendo i coefficienti e considerando la equazione precedente abbiamo
an−2yn−3 + bn−2yn−2 + cn−2yn−1 = xn−2
an−1yn−2 + b
′
n−1yn−1 = x
′
n−1
Motiplichiamo la seconda equazione per cn−2/b
′
n−1 e la sottraiamo dalla prima. Dunque
l’algortimo e` dato da
b′k−1 = bk−1 −
ck−1
b′k
ak x
′
k−1 = xk−1 −
ck−1
b′k
x′k k = n, n− 1, . . . , 2
dove b′n = bn, x
′
n = xn. Il sistema diventa allora triangolare e la soluzione e` data da
y1 =
x′1
b′1
yi =
x′i − aiyi−1
b′i
i = 2, 3, . . . , n
Formula di Sherman-Morrison
Se una matrice ha la forma particolare A+ U dove A e` tridiagonal e Uij = uivj si ha una
semplice formula risolutiva per che si basa sulla soluzione di due sistemi lineari con matrice
tridiagonale A. Dato il sistema lineare
(A+ uvT )y = x
la soluzione si scrive
y = A−1 x− v · A
−1x
1 + v · A−1u A
−1u
Se A = I la dimostrazione e` immediata. Infatti
(I+ uvT )−1 = I− uvT + u (v · u)vT − u (v · u)2 vT + u (v · u)3 vT + . . . = I− uv
T
1 + v · u
e la soluzione per il sistema lineare (I + uvT )y = x coincide con la formula scritta sopra.
Nel caso generale si ha
(A+ uvT )−1 = (I+ A−1uvT )−1 A−1 =
= A−1 − A−1uvTA−1 + A−1u (v · A−1u)vTA−1 − A−1u (v · A−1u)2 vT A−1 + . . . =
= A−1 − A
−1uvT A−1
1 + v · A−1u
Ne segue che la soluzione del sistema lineare e` data dalla formula precedente. Possiamo
anche scrivere il risultato nella forma
y = w − v ·w
1− v · z z Aw = x Az = u
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Un caso rilevante e` quello e` quello delle matrici tridiagonali ciclicehe che si presentano
nella forma
B =


b1 c1 0 . . . . . . α
a2 b2 c2 0 . . . 0
0 a3 b3 c3 0 0
...
...
...
. . . 0 0
β 0 . . . 0 an bn


= A+ u vT u =


γ
0
0
...
β

 v =


1
0
0
...
α/γ


Si noti che A11 = b1 − γ e An,n = bn − βα/γ mentre per tutti gli altri elementi Aij = Bij.
Si noti che γ e` una costrante arbitraria non nulla, ma in generale la scelta γ = −b1 e`
consigliata. Nella soluzione di equazioni lineari paraboliche con condizioni al contorno
periodiche si incontrano matrici cicliche in cui α = β = 1. Il costo computazionale e` di
ordine n mentre per una matrice piena,il costo del metodo di eliminazione risulta essere
ordine n3.
Metodo di Gauss-Jordan
Nel caso di una matrice A qualsiasi il metodo di eliminazione consente di portarla in forma
triangolare. Per descrivere il metodo ci riferiamo esplicitamente al caso di una matrice
3× 3 e scriviamo il sistema


A11 A12 A13
A21 A22 A23
A31 A32 A33




y1
y2
y3

 =


x1
x2
x3


Consideriamo l’ultima colonna della matrice A e confrontiamo il valore assoluto suoi el-
ementi. Se |A33| e` maggiore di |A13| e |A23| lasciamo il sistema inalterato. Se invece il
massimo e` raggiunto da un altro elemento, ad esempio |A23| allora nel sistema si scambia
la seconda equazione con la terza, ossia la seconda riga con la terza nella matrice A e
la seconda componente con la terza componente nel vettore noto x. Se invece tutti gli
elementi della terza colonna di A fossero nulli ci si arresta perche´ la matrice e` singolare.
Moltiplichiamo allora l’ultima equazione per −A23/A33 e la sommiamo con la seconda. Gli
elementi della seconda diventano
A′21 = A21−A31
A23
A33
A′22 = A22−A32
A23
A33
A′23 = A23−A33
A23
A33
= 0 x′2 = x2−x3
A23
A33
Moltiplichiamo poi la terza riga del sistema per −A13/A33 e la sommiamo alla prima
ottenendo
A′11 = A11−A31
A13
A33
A′12 = A12−A32
A13
A33
A′13 = A13−A33
A13
A33
= 0 x′2 = x2−x3
A13
A33
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Il sistema diventa quindi


A′11 A
′
12 0
A′21 A
′
22 0
A31 A32 A33




y1
y2
y3

 =


x′1
x′2
x3


Supponendo che |A′22| sia maggiore di |A′21| ( se non e` cos`ı effettuo lo scambio) moltiplico
la seconda equazione per −A′12/A′22 e la sommo con la prima. I nuovi coefficienti sono
A′′11 = A
′
11 − A′21
A′12
A′22
A′′12 = A
′
12 −A′22
A′12
A′22
= 0 x′′1 = x
′
1 − x′2
A′12
A′22
ed il sistema ha ora una matrice triangolare


A′′11 0 0
A′21 A
′
22 0
A31 A32 A33




y1
y2
y3

 =


x′′1
x′2
x3


La soluzione del sistema lineare si ottiene con l’algoritmo ricorsivo descritto all’inizio.
Possiamo osservare che dopo il primo passo di fatto occorre operare su un sistema ridotto
poiche´ l’ultima riga non viene piu` toccata ossia su

A
′
11 A
′
12
A′21 A
′
22



 y1
y2

 =

x
′
1
x′2


Data una matrice n × n il numero di operazioni per portarla in forma triangolare con il
metodo di eliminazione e` di ordine n3.
Inversione di una matrice
Questo problema e` equivalente alla contemporanea soluzione di n sistemi lineari in cui i
vettori dei termini noti sono e1, . . . , en versori degli assi. Infatti si ha che
I ≡


1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 . . . 0 1

 = (e1, e2, . . . , en) e1 =


1
0
...
0

 , . . . , en =


0
0
...
1


In generale m sistemi lineari
Ay(1) = x(1), Ay(2) = x(2), . . . ,Ay(m) = x(m)
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sono equivalenti ad una equazione matriciale
AY = X Y = (y(1),y(2), . . . ,y(n)) X = (x(1),x(2), . . . ,x(n))
dove la matrice dei termini noti X e quella incognita Y sono entrambe n ×m. Il proced-
imento precedentemente descritto si applica ora al sistema matriciale. Si giunge cos`ı as
una nuova forma della equazione
A
′
Y = X′
dove A′ e` in forma triangolare. Con il procedimento ricorrente si valuta poi la matrice Y.
Per trovare quindi l’inverso di A e` sufficiente risolvere il sistema nel caso in cui la matrice
dei termini noti sia I, la matrice identita` n× n.
Il metodo della discesa piu` ripida
Quando la matrice A e` definita positiva la soluzione del sistema lineare Ay = x e` quella in
cui la forma quadratica
F (y) =
1
2
y · Ay − y · x
ha il suo minimo. Questo minimo puo` essere raggiunto muovendosi nella direzione in cui,
nel grafico della funzione F (y), la pendenza e` massima. Si ha quindi il segue algoritmo
yn+1 = yn − pn pn · pn
pn · Apn pn = Ayn − x
inizializzata per n = 0 dal punto iniziale y0.
Per provarlo consideriamo la retta y = y0+tp che passa per il punto iniziale ed ha direzione
p e calcoliamo il minimo di F (y) su questa retta. La funzione lungo la retta vale
F (y0 + tp) = F (y0) + tp · (Ay0 − x) + t
2
2
p · Ap
ed il minimo e` raggiunto per
d
dt
F (y0 + tp) = p · (Ay0 − x) + tp · Ap = 0
E` chiaro che questo minimo condizionato sara` tanto piu` prossimo al minimo di F (y) quanto
maggiore e` la variazione di F (y) nella direzione di p. Questa variazione e` massima se il
vettore p coincide con il gradiente della funzione in y0 ossia se
p0 = Ay0 − x
In questo caso il minimo e` raggiunto per
t = − p0 · p0
p0 · Ap0
113
ed il punto y1 in cui esso e` raggiunto e` espresso da
y1 = y0 − tp0 = y0 − p0 p0 · p0
p0 · Ap0
Iterando il procedimento si ottiene la ricorrenza scritta inizialmente. La rappresentazione
geometrica del metodo e` mostrata nella figura
x
x
x
x
y
1
2
3
x =(x,y)
Figura 5.1 Rappresentazione geometrica delle prime due iterazioni del metodo della discesa piu` ripida. Le
curve chiuse rappresentano le linee di livello della funzione F (y). Le linee blu le linee di massima pendenza;
i punti rossi quelli in cui F (y) raggiunge il minimo su ciascuna di queste linee.
Calcolo di autovalori
La ricerca di autovalori di matrici non simmetriche procede in modo simile a quello usato
per determinare lo spettro di Lyapounov. Supponiamo che gli autovalori di una matrice
reale A di rango d siano ordinati per modulo decrescente e che l’autovalore con il massimo
modulo sia reale e di molteplicita` uno |λ1| > |λ2| ≥ |λ3| . . . ≥ |λd|, allora la determinazione
di λ1 si basa sul calcolo della successione di vettori
xn =
Axn−1
‖Axn−1‖ n = 1, 2, . . .
partendo da un vettore iniziale x0. Si ha che
λ1 = lim
n→∞
xn · Axn
L’errore relativo al passo n e` dato da (|λ2|/|λ1|)n e quindi il metodo converge rapida-
mente se gli autovalori sono bene separati. La dimostrazione e` immediata considerando
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gli autovettori uk di A che formano una base, supponendo che tutti gli autovalori abbiano
molteplicita` uno. Dalla definizione segue che essendo xn normalizzato lo possiamo scrivere
nella forma
xn =
Anx0
‖Anx0‖
e quindi se ck sono le componenti di x0 sulla base si ha
xn = A
nx0 =
d∑
k=1
λnk ck uk = λ
n
1 c1 u1
(
1 +O(µn)
)
µ =
|λ2|
|λ1|
se supponiamo che ‖uk‖ = 1. Ne segue che avendo supposto che λ1 sia reale anche u1 e
c1 lo sono e pertanto per n grande xn tende all’autovettore u1 a meno di un segno, che si
alterna con n se λ1 < 0.
xn = ±u1
(
1 +O(µn)
)
Ne segue che xn · Axn converge a λ1 per n → ∞. Per calcolare λd si applica lo stesso
procedimento a A−1.
Il metodo sopra indicato non e` applicabile se l’autovalore di massimo modulo e` complesso
perche´ in tale caso λ2 = λ
∗
1 e l’ipotesi |λ2| < λ1| non e` piu` soddisfatta. In questo caso vale
la relazione
lim
n→∞
1
n
log ‖An x0‖ = log |λ1|
che permette di determinare |λ1|. Basta infatti osservare che
A
n x0 = (λ
n
1 c1u1 + λ
∗
1
n c∗1u
∗
1)
(
1 +O(µn)
)
dove µ = |λ3|/|λ1| < 1 per provare il limite scritto sopra. Per quanto riguarda l’autovettore
complesso corrispondente a λ1 scriviamolo u1 = u1R + iu1 I separandolo nella sua parte
reale e immaginaria. Posto c1 = Ce
iγ e λ1 = |λ1|eiω1 introduciamo la successione di vettori
xn definiti da
xn =
A
nx0
|λ1|n = C
(
cos(nω1 + γ)u1R + sin(nω1 + γ)u1 I
) (
1 +O(µn)
)
Questa successione non ha ha limite per n → ∞, tuttavia xn e xn+1 sono linearmente
indipendenti ed appartengono al sottospazio bidimensionale di Rd la cui base e` data da
u1R e u1 I . In questo piano la successione xn appartiene ad una ellisse.
Poiche´ A e` una matrice reale possiamo introdurre la sua decomposizione polare supponendo
che la matrice sia non singolare ossia detA 6= 0
A = RS S = ATA R = AS−1 = A(ATA)−1/2
dove S e` simmetrica definita positiva e R e` una matrice ortogonale. In questo caso S puo`
essere diagonalizzata con il metodo di Jacobi e nella base in cui S e` diagonale la matrice A
si scrive come il prodotto di una matrice ortogonale per una matrice Λ reale e diagonale.
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Matrici simmetriche: metodo di Jacobi
Se la matrice A e` reale e simmetrica allora e` possibile diagonalizzarla mediante una suc-
cessione di rotazioni piane. Si parte dalla osservazione che se d = 2 allora la matrice che
diagonalizza A ossia la trasforma in Λ = diag (λ1, λ2) e` univocamente determinata
R˜AR = Λ R =
(
c s
−s c
)
dove c = cos(α) e s = sin(α). Imponendo che Λ12 = 0 otteniamo
A12(c
2 − s2)− cs(A22 −A11) = 0
la cui soluzione per α e`
tan(2α) =
2A12
A22 − A11
oppure α = pi/4 se A22 = A11. Nel caso generale di una matrice d × d consideriamo una
coppia di indici p, q distinti p 6= q e la matrice 2× 2 i cui elementi sono App, Apq, Apq, Aqq
e la matrice di rotazione che la diagonalizza i cui elementi sono
Rpp = Rqq = cos(α) Rpq = −Rqp = sinα tan(2α) = 2Apq
Aqq − App
Definiamo allora la matrice d× d che indichiamo con R e che risulta definita da
Rij = δij tranne i seguenti elementi Rpp = Rqq = cos(α) Rpq = −Rqp = sinα
Scelta una successione (pk, qk) calcoliamo le matrici matrici ortogonali Rk e le corrispon-
denti matrici simmetriche Ak il cui elemento (pk, qk) e` nullo.
Ak = R˜kAk−1Rk = R˜
(k)
AR
(k)
R
(k) = RkRk−1 · · ·R1
dove A0 = A. Si puo` provare che le successioni Ak e R
(k) convergono per k →∞.
Una possibile strategia e` quella di scegliere la successione pk = i, qk = j dove i = 1, 2, . . . , d
e j = i + 1, . . . , d. Questa successione di N = d(d− 1)/2 coppie di indice definisce quello
che si chiama uno sweep. Per trovare l’algoritmo partiamo da un esempio di una matrice
con d = 4 e poniamo A′ = A1 e R = R1. Scegliendo p = 1, q = 4 si ha A
′ = R˜AR che
scritto esplicitamente con R11 = R44 = c, R14 = s, R41 = −s


A′11 A
′
12 A
′
13 A
′
14
A′12 A
′
22 A
′
23 A
′
24
A′13 A
′
23 A
′
33 A
′
34
A′14 A
′
24 A
′
34 A
′
44

 =


c 0 0 −s
0 1 0 0
0 0 1 0
s 0 0 c




A11 A12 A13 A14
A11 A22 A23 A24
A13 A23 A33 A34
A14 A24 A34 A44




c 0 0 s
0 1 0 0
0 0 1 0
−s 0 0 c


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Il risultato e` dato da
A′11 = A11c
2 +A44s
2 − 2csA14
A′14 = A
′
41 = (c
2 − s2)A14 − cs(A44 −A11)
A′44 = A11s
2 + A44c
2 + 2csA14
A′12 = cA12 − sA24
A′13 = cA13 − sA34
A′24 = sA12 + cA24
A′34 = sA13 + cA34
A′22 = A22 A
′
33 = A33 A
′
23 = A23
Ne segue che nel caso di d qualsiasi si detti (p, q) la coppia di indici della matrice che viene
diagonalizzata
A′pp = Appc
2 + Aqqs
2 − 2csApq
A′pq = A
′
qp = (c
2 − s2)Apq − cs(Aqq −App)
A′qq = Apps
2 + Aqqc
2 + 2csApq
A′pi = A
′
ip = cApi − sAiq i 6= p, q
A′iq = A
′
qi = sApi + cAiq i 6= p, q
A′ij = Aij i 6= p, q j 6= p, q
Qui abbiamo definito c = cosαk e s = sinαk. L’angolo di rotazione e` definito imponendo
che A′pq = 0 che fornisce
tan(2αk) =
2Aqp
Aqq −App
Per dimostrare la convergenza consideriamo
Ψ(A) =
∑
i6=j
A2ij
Dalle relazioni di ricorrenza che abbiamo ricavato troviamo che (A′ip)
2+(A′iq)
2 = (Aip)
2+
(Aiq)
2 per i 6= p, q e (A′ij)2 = (Aij)2 per i, j 6= p, q. Ne segue che essendo A′pq = A′qp = 0
risultera` Ψ(A′) = Ψ(A) − 2A2pq e quindi in generale
Ψ(Ak) = ψ(Ak−1)− 2(Apkqk)2 ≤ Ψ(Ak−1)
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Quindi la successione di termini non negativi Ψ(Ak) e` monotona decrescente e converge a
zero per k →∞.
Non appena Ψ(Ak) < 1 si dimostra che la convergenza sugli sweeps e` quadratica. Detta
δ = min |λi − λj | la minima distanza tra gli autovalori si ha
Ψ(Ak+N ) ≤ 1
δ
√
2
(ψ(Ak−1))
2
La convergenza quadratica e` rapida: in pochi sweep si raggiunge la precisione di macchina.
Si noti che il metodo fornisce anche tutti gli autovettori. Infatti R e` ortogonale e i puo`
scrivere come la matrice defli autovettori ei che sono le colonne di R ossia. Quindi AR = RΛ
diventa
R = (e1, e2, . . . , ed) A ej = λj ej
dove l’ortogonalita` implica che gli autovettori siano ortonormali.
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