Abstract. We propose a simple and fast algorithm called PatchLift for computing distances between patches (contiguous block of samples) extracted from a given one-dimensional signal. PatchLift is based on the observation that the patch distances can be efficiently computed from a matrix that is derived from the one-dimensional signal using lifting; importantly, the number of operations required to compute the patch distances using this approach does not scale with the patch length. We next demonstrate how PatchLift can be used for patchbased denoising of images corrupted with Gaussian noise. In particular, we propose a separable formulation of the classical nonlocal means (NLM) algorithm that can be implemented using PatchLift. We demonstrate that the PatchLift-based implementation of separable NLM is a few orders faster than standard NLM and is competitive with existing fast implementations of NLM. Moreover, its denoising performance is shown to be consistently superior to that of NLM and some of its variants, both in terms of peak signal-to-noise ratio/structural similarity index and visual quality.
Introduction
The nonlocal means (NLM) algorithm was introduced by Buades et al. 1 for denoising natural images corrupted with additive Gaussian noise. Two key innovations of NLM are the effective use of nonlocal correlations in natural images and the use of patches (instead of single pixels) to robustly measure photometric similarity. The conceptual simplicity of NLM, coupled with its excellent denoising performance, triggered a series of work on the use of patch-based models for image denoising. [2] [3] [4] [5] [6] Some of these methods currently provide state-of-the-art results for a wide class of natural images. We refer the readers to Refs. 6 and 7 for an exhaustive account of such patch-based algorithms. While NLM is no longer the top algorithm for image denoising, it nevertheless continues to be of interest due to its simplicity, decent denoising performance, and the availability of several fast implementations. [8] [9] [10] [11] [12] [13] [14] The NLM of an image f ¼ ffðiÞ∶i ∈ Ωg, where Ω ¼ ½i ¼ ði 1 ; i 2 Þ∶1 ≤ i 1 ; i 2 ≤ N, is given by 1 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 2 9 7 NLM½fðiÞ ¼ P j∈SðiÞ w ij fðjÞ P j∈SðiÞ w ij ði ∈ ΩÞ:
To exploit long-distance correlations in natural images, the original proposal in Ref. 1 was to set the neighborhood SðiÞ to be the whole image. In practice, one restricts SðiÞ to a sufficiently large window of size ð2S þ 1Þ × ð2S þ 1Þ centered at i. The weights fw ij ∶i ∈ Ω; j ∈ SðiÞg are given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 1 8 6 w ij ¼ exp
Here, h is a smoothing parameter, P ¼ ½−K; K 2 is a patch of size ð2K þ 1Þ × ð2K þ 1Þ centered at the origin, and G α is a two-dimensional Gaussian kernel.
E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 1 ; 3 2 6 ; 4 9 8 G α ðk 1 ; k 2 Þ ¼ exp
We note that in several recent papers on NLMs, such as Refs. 15-18, the authors have used a box kernel instead of a Gaussian kernel. That is, G α ðkÞ are set to unity for k ∈ P in Eq. (2) in this case. We will consider both Gaussian and box kernels in this paper. Along with the nonlocal averaging in Eq. (1) , it is the use of patches that makes NLM more robust than pixel-based neighborhood filters.
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Fast Nonlocal Means
The direct implementation of NLM is computationally demanding and slow in practice. 1 In particular, the computation of Eq. (1) requires OðN 2 S 2 K 2 Þ operations for an N × N image. Several computational tricks and tradeoffs have been proposed to speedup NLM. These can broadly be classified into the following classes:
• Fast weight computation: In this class of algorithms, the patch distances are computed rapidly using convolutions and FFTs, possibly at the cost of added storage. For instance, a fast method using integral images 22 and FFT computations was proposed in Ref. 8 . This method is tailored to work with the box profile and cannot be used for the Gaussian kernel. The authors, however, remark in the paper that the peak signalto-noise ratio (PSNR) obtained using the box profile is generally less than that obtained using the Gaussian profile. The authors in Ref. 9 use integral images along with a multiresolution image pyramid to speed up the weight computation. A fast algorithm for computing the patch weights in constant time (independent of the patch size) was proposed in Ref. 15 . More recently, an exact and simple implementation of NLM using convolutions was described in Ref. 10 .
A probabilistic weighting scheme was proposed in Ref. 18 , which is faster than original NLM and provides higher PSNRs.
• Neighborhood selection: A leading factor in the computational load of NLM is the size of the search window. Naturally, a means of speeding up (and possibly improving) NLM is to use image priors to perform neighborhood selection, that is, to preselect similar neighborhoods based on some criteria. 16, 17 , and 24 that the run time and the denoising performance of NLM can be improved by first projecting the patches into a lower-dimensional subspace and then computing the patch distances in this subspace. Singular value decomposition and principal component analysis were, respectively, used in these papers to reduce the dimension.
• Efficient data structure: In Refs. 25 and 26, the NLM computation was posed as a multidimensional filtering and efficient data structures were used to speed up the computation. In particular, a kd-tree-based sampling for accelerating a broad class of nonlinear filters was proposed in Ref. 25 , which included NLM as a special case. Later, another high-dimensional data structure was presented in Ref. 26 , which resulted in the fastest known implementation of nonlocal means for dimensionality ranging between 5 and 20.
In addition to the above-mentioned work, researchers have proposed to replace the usual square patches in classical NLM with various shapes (disk, band, and so on) so as to exploit the local geometry of the image. For example, a fast algorithm was proposed in Ref. 27 , which can work with such patch shapes. This algorithm also used FFT-based computations to improve the run time. Recently, a learning-based NLM variant was proposed in Ref. 28 , where patch dictionaries are used to speed up the distance computation.
Present Contribution
The present work is based on the idea of separable filtering, which is common in the image processing literature. For example, separable formulations of bilateral and median filtering have been reported in Refs. 29 and 30. A separable formulation of NLM was recently proposed in Ref. 31 . We note that the above nonlinear filters are not separable as such; that is, one cannot perform the filtering by first processing the rows and then the columns (as can be done for linear filters with separable kernels). In fact, the result of row-filtering followed by column-filtering is generally different from that obtained by reversing the operations. In this work, we propose to take both these possibilities into account and express the final denoised image as an optimal combination of these primitives. The optimality is in the sense of a certain surrogate of the mean squared error (MSE) that is popularly referred to as Stein's unbiased risk estimator. 32, 33 The resulting optimization problem reduces to solving a 2 × 2 linear system. The present approach for separable NLM (SNLM) is different from that in Ref. 31 and provides much better denoising results.
The main novelty of the paper, however, is the proposal of an algorithm that can reduce the complexity of one-dimensional NLM from OðNSKÞ to OðNSÞ, where N is the length of the signal. This is based on the observation that the patch distances involved in the NLM of a one-dimensional signal can be computed from OðNSÞ entries of a specially designed matrix. This matrix is obtained by applying a (box or Gaussian) filter along the subdiagonals of a matrix, which is derived via lifting, namely, through the tensor product of the signal with itself. As is well-known, box and Gaussian filtering can be performed using Oð1Þ operations with respect to the filter length (e.g., see Refs. 34 and 35) . The proposed algorithm as a result requires OðNSÞ operations to compute the full set of patch distances in NLM. To the best of our knowledge, the observation that lifting can be used for efficiently computing patch distances is novel. We next use this lifting-based algorithm to develop a fast separable formulation of NLM for gray-scale images (as described in the above paragraph). The complexity of the proposed separable formulation of NLM is 4N × OðNSÞ ¼ OðN 2 SÞ for an N × N image, which is substantially smaller than the OðN 2 S 2 K 2 Þ complexity of standard NLM. In practice, the proposed method is at least 300 times faster than the original NLM when S ¼ 20 and K ¼ 5. Moreover, as will be shown in the sequel, the PSNR obtained using SNLM is consistently larger than that obtained using original NLM and some of its variants. A comparison of the complexity of various algorithms for NLM (and its variants) is provided in Table 1 for reference.
Organization
The rest of the paper is organized as follows. We present the fast algorithm for one-dimensional NLM in Sec. 2. The main component of this section is a constant-time algorithm for computing patch distances, which has a particularly simple implementation. In Sec. 3, we introduce a separable formulation of the standard NLM algorithm. In particular, we demonstrate how the results of row-column and column-row filtering (which are generally different) can be combined in an optimal fashion (at a marginal overhead). We implement this separable formulation of NLM using the fast algorithm from Sec. 2. We provide several simulation results in Sec. 4 and compare the proposed method with existing fast implementations of NLM. We end the paper with some concluding remarks in Sec. 5.
Fast One-Dimensional Nonlocal Means
Consider a one-dimensional signal f ¼ ffð1Þ; : : : ; fðNÞg of length N (corresponding to a row or a column of an image). The one-dimensional counterpart of a patch is simply the collection of samples ffði þ kÞ; k ∈ ½−K; Kg, where i is the center of the patch and 2K þ 1 is its length. Consider two patches centered at i and j. We define the weighted Euclidean distance between these patches to be E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 4 0 1 d
where g β is a one-dimensional Gaussian kernel.
E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 2 ; 6 3 ; 3 4 0 g β ðkÞ ¼ exp − k 2 2β 2 :
As in the two-dimensional setting, we also consider the possibility of g β being a box kernel. The one-dimensional analogue of Eq. (1) is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 6 3 ; 2 6 2f ðiÞ ¼
where
For any given i, note that a total of 2S þ 1 distance computations are required. Since each distance computation involves OðKÞ operations, the total cost of computing the weights fw ij ∶1 ≤ i ≤ N; i − S ≤ j ≤ i þ Sg in Eq. (4) is OðNSKÞ.
PatchLift
We now explain how the redundancy involved in computing the patch distances (and hence the weights) can be exploited in a principled fashion. Notice that if we expand the terms in Eq. (3), we get a sum involving the product of signal samples. This makes it difficult to exploit the overlap between the adjacent patches. However, this nonlinear dependence (on the samples) can be transformed into a linear one by using an appropriate data structure. In particular, we consider the N × N matrix F obtained by taking tensor product of the signal with itself, namely, E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 7 0 8 Fði; jÞ ¼ fðiÞfðjÞ;
We then smooth F by filtering its subdiagonals using g β .
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 6 6 6 Fði; jÞ ¼
Using Eqs. (5) and (6), we can then write Eq. (3) as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 3 2 6 ; 6 0 6 d 2 ij ¼ Fði; iÞ þ Fðj; jÞ − 2Fði; jÞ:
Notice that we have effectively transferred the nonlinearity in Eq. (3) onto F. In particular, the patch distances can now be computed using just three samples of F, one multiplication and two additions. Note that we require only a portion of F around the diagonal for computing the distances using Eq. (7). Moreover, due to the symmetry in Eq. (5), it suffices to consider the samples Fði; jÞ for which i ≥ j. In particular, we require the samples Fði; jÞ, where ði; jÞ takes values in the band E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 3 2 6 ; 4 7 3
It is not difficult to see from Eq. (6) that we do not need the entire F for computing fFði; jÞ∶ði; jÞ ∈ Bg; we only require the samples fFði; jÞ∶ði; jÞ ∈ Bg. In other words, we need OðNSÞ samples of F for computing the patch distances, which in turn can be obtained from OðNSÞ samples of F using Eq. (6).
Implementation
We can implement PatchLift efficiently by packing the subdiagonals of F into a sequence and convolving the resulting sequence with g β . A small detail in doing so is that we need to pack K zeros between successive subdiagonals to avoid interference between the successive filtering (recall that the support of g β is ½−K; K). The samples of F can then be read off directly from the filtered sequence. More specifically, suppose we denote the indices of the subdiagonals using μ, where μ takes values from 1 to S þ 1. In particular, μ ¼ S þ 1 corresponds to the diagonal, and μ ¼ 1 corresponds to the subdiagonal that is farthest from the diagonal (see Fig. 1 ). We linearly index the elements within a given subdiagonal using ν. For a subdiagonal with index 1 ≤ μ ≤ S þ 1, ν varies from 1 to N − S − 1 þ μ, that is, the length of the subdiagonal is N − S − 1 þ μ. It can be verified that the correspondence between the indices ði; jÞ ∈ B and the indices ðμ; νÞ is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 3 2 6 ; 1 6 3
We now form a one-dimensional sequence V by stacking the subdiagonals of F in order and packing K zeros between successive subdiagonals. The linear position of a point ði; jÞ ∈ B with respect to V is then given by Table 1 Complexity of different algorithms for NLM and its variants. S and K denote the half-width of the search window and the half-width of the patch, respectively, and N × N is the image size. Also indicated in the table is whether a particular algorithm works with both box and Gaussian kernels.
Method
Complexity Gaussian Box
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where μ and ν are given by Eq. (9). The first term accounts for the zero-packings, the second term counts the number of elements in subdiagonals 1; : : : ; μ − 1, and the third term gives the position within the μ'th subdiagonal. After simplification and using Eq. (9), we get E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 6 3 ; 3 9 2 l ij ¼
In other words, we have E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 2 . 2 ; 6 3 ; 3 4 0
It is not difficult to see that we can now express Eq. (6) using the one-dimensional convolution E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 6 3 ; 2 8 6 
Notice that we can get the total length of V simply by setting
The above process of setting up V and computing V is summarized in Algorithm 1. Notice that the zero-paddings of length K are introduced in Step 7.
It is clear that V has L ¼ OðNSÞ elements. Therefore, if the convolution in step 9 can be computed in Oð1Þ operations, then the complexity of setting up V and computing V would be OðNSÞ. As is well-known, this is indeed the case when g β is a box or a Gaussian kernel. We have thus established the following fact:
given by Eq. (3) can be computed using OðNSÞ operations for any arbitrary K for box and Gaussian kernels.
In particular, we have the following recursion for the box kernel:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 3 2 6 ; 4 8 5
Thus, given VðlÞ, we can compute Vðl þ 1Þ using just two additions for any arbitrary K. The recursive implementation of the Gaussian filter is somewhat more involved and the details can be found in Refs. 34 and 35. We will henceforth refer to the proposed approach of computing patch distances using lifting as PatchLift.
PatchLift Nonlocal Means
Having computed V using Algorithm 1, we can use it to determine the patch distances. Note that, by construction, Fði; jÞ ¼ Vðl ij Þ for ði; jÞ ∈ B. We can therefore write Eq. (7) as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 3 2 6 ; 3 2 6
By using the patch distances obtained using Eq. (13), we can compute Eq. (4) using another OðNSÞ operation. We thus have the following result as a consequence of Proposition 1:
Corollary 2. The NLM filtering in Eq. (4) can be computed using OðNSÞ operations for any arbitrary K for box and Gaussian kernels.
We will refer to the proposed implementation of NLM using PatchLift as PatchLift-NLM. This is summarized in Algorithm 2. For completeness, we present the results of denoising a synthetic signal using NLM and PatchLift-NLM in Fig. 2 . The two outputs are visually indistinguishable as expected, while a speedup by a factor of 30 is obtained using PatchLift-NLM when K ¼ 5.
Fast Separable Nonlocal Means
In the previous section, we considered the NLM of onedimensional signals and presented a low-complexity algorithm called PatchLift-NLM for computing the same. We can, in Fig. 1 The square shown is the domain of F, and ði; jÞ are its indices. The one-dimensional sequence V is formed by stacking the subdiagonals of F in order; μ is used to index the subdiagonals, while ν indexes the position within a given subdiagonal. The correspondence ði; jÞ ↔ ðμ; νÞ is given by Eq. (9) . The start and the end of V are, respectively, marked with a green square and a triangle; the domain of V is the band B given by Eq. (8) . The red arrows indicate the direction along which the samples of V are collected from F.
principle, extend PatchLift to handle higher-dimensional patches. In particular, we could use the idea of lifting to compute the distance between patches drawn from an image. This would give us an algorithm for computing the NLM of images. However, we will not pursue this direction in this paper, and instead we will take a different route by which we can achieve better denoising and a smaller run time.
In particular, we propose a separable formulation of Eq. (1) in which we process the rows and the columns of the input image using Eq. (4). We remark that we are not suggesting that Eq. (1) can be computed by applying Eq. (4) along rows and columns. Indeed, the kernel in Eq. (1) is not separable, and hence, the NLM of an image cannot be computed by applying row and column operations. By a separable formulation, we mean that we simply choose to process the rows using Eq. (4) and then process the columns of the intermediate image using Eq. (4) . The problem, however, is that the row and column operations do not commute, that is, different results are obtained depending on whether the rows are processed first or the columns. There are two distinct possibilities:
• RC: we first filter the rows and then the columns of the intermediate image, • CR: we first filter the columns and then the rows of the intermediate image. We have generally noticed that the final output obtained by averaging the images obtained using RC and CR operations exhibits a better visual appearance and a higher PSNR. More generally, we could linearly combine the two outputs and take it to be the final denoised image. A schematic of the proposal is provided in Fig. 3 . Along one pipeline, we first filter the rows of the noisy image f using Eq. (4) to get f r , and then we filter the columns of f r using Eq. (4) to get f rc . In the other pipeline, we first filter the rows of f using Eq. (4) to get f c , and then we filter the rows of f c using Eq. (4) to get f cr . We then linearly combine f rc and f cr to get the final denoised image:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 6 3 ; 4 9 5f ðiÞ ¼ θ 1 f rc ðiÞ þ θ 2 f cr ðiÞ ði ∈ ΩÞ;
where we recall that
Optimal Combination
The important question that we must address is how do we fix θ 1 and θ 2 in Eq. (14) ? Moreover, it is important that the process of computing these parameters should be efficient; else, it will undermine the objective of having a fast algorithm.
In this regard, we suppose that the noisy image f is derived from a clean image f 0 as follows: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 6 3 ; 3 4 4 fðiÞ ¼ f 0 ðiÞ þ σ · wðiÞ;
where σ is the additive noise level, and fwðiÞ∶i ∈ Ωg are independently drawn from N ð0;1Þ. 1, 3, 4 In keeping with Eq. (15), the parameters θ 1 and θ 2 should ideally be tuned to makef similar to f 0 . In particular, we can consider the MSE given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 6 3 ; 2 5 4 MSE ¼
and select θ 1 and θ 2 that minimizes Eq. (16). This appears to be an interesting proposition since it can be seen from Eqs. (14) and (16) that MSE is quadratic in the parameter vector θ ¼ ðθ 1 ; θ 2 Þ. Thus, the optimal θ can be obtained simply by setting the gradient of MSE to zero and solving the resulting 2 × 2 linear system. Of course, the problem is that we do not have access to the clean image f 0 and hence we cannot compute Eq. (16) . The remarkable fact is that we circumvent the above problem of not having the clean image using Stein's unbiased risk estimator (SURE). 32 SURE was originally proposed in Ref. 32 for estimating the mean of an isotropic Gaussian distribution from its samples. The fact that this is precisely the data model in Eq. (15) , and that one can use SURE (as a surrogate of MSE) for transform-based image denoising, has been used in a series of papers, see, e.g., Refs. 33 and 36. We next explain how SURE can be used for optimizing the parameters in Eq. (14) .
The first observation is that the transformation that takes fðiÞ intofðiÞ is differentiable. This is simply because Eq. (14) is obtained through rowwise and columnwise applications of Eq. (4), which is clearly differentiable. In particular, the SURE of Eq. (4) is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 7 ; 3 2 6 ; 6 4 2
The random variable ϕ is an unbiased estimator of MSE in the sense that its mathematical expectation (with respect to the underlying Gaussian noise distribution) is identical to the expectation of the MSE in Eq. (16) . The proof of this fact comes as a direct consequence of the observations in the original paper. 32 In other words, we can use instances of ϕ as a surrogate of MSE. In fact, due to the large size of images and the law of large numbers, Stein's estimator turns out to be a very stable surrogate of MSE in practice. 33, 36 Notice that Eq. (17) depends on the noisy image and the divergence of the input-output mapping depicted in Fig. 3 . In particular, similar to the observation made earlier for MSE, the first term in Eq. (17) is quadratic in θ. On the other hand, it follows from Eq. (14) that E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 8 ; 3 2 6 ; 4 4 0 ∂fðiÞ ∂fðiÞ ¼ θ 1 ∂f rc ðiÞ ∂fðiÞ þ θ 2 ∂f cr ðiÞ ∂fðiÞ :
Thus, the last term in Eq. (17) is linear in θ. Therefore, by substituting Eqs. (14) and (18) in Eq. (17), we get a quadratic function in θ. The optimum θ that minimizes ϕ be obtained by setting the gradient (of ϕ with respect to θ) to zero. In particular, one can verify that the optimal assignment θ Ã satisfies E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 3 . 1 ; 3 2 6 ; 3 2 8
where E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 9 ; 3 2 6 ; 2 8 6 A ¼ 
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 0 ; 3 2 6 ; 2 3 0 b ¼ 
In other words, we can minimize Eq. (17) with the same computational ease with which we could (hypothetically) minimize Eq. (16), namely, by solving a 2 × 2 linear system. We now address the computation of the partial derivatives in Eq. (18) , which appear in b. It turns out that the separable formulation simplifies this computation. Indeed, since f rc is obtained from f r using column filtering and f r is obtained from f using row filtering, we can use the chain rule to write E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 1 ; 6 3 ; 7 5 However, notice that the partial derivatives on the right in Eqs. (21) and (22) are simply the partial derivatives of the transformation in Eq. (4), namely, E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 3 ; 6 3 ; 6 3 3 ∂fðiÞ ∂fðiÞ ð1 ≤ i ≤ NÞ:
In fact, the partial derivatives of the original two-dimensional NLM (with box kernel) was first derived in Ref. 36 . This formula is structurally identical to that for the one-dimensional NLM. In particular, for 1 ≤ i ≤ N, E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 4 ; 6 3 ; 5 4 3 ∂fðiÞ ∂fðiÞ
where W i ¼ P iþS j¼i−S w ij . For completeness, the main steps leading to Eq. (24) are provided in the appendix.
In summary, we have to perform additional OðKÞ computations to determine the partial derivatives in Eq. (23) . We note that the computation of the terms in Eq. (24) can be integrated into PatchLift-NLM. This is summarized in Algorithm 3. The input to Algorithm 3 is a one-dimensional signal, and we output its NLM and the partial derivatives in Eq. (23) . The NLM is computed using Algorithm 2.
The complete algorithm for computing Eq. (14) along with the optimal θ Ã is summarized in Algorithm 4. We use Algorithm 3 as a black-box (referred to as Alg3 during the call) in Algorithm 4. Notice that we input a sequence δ in of length N in Algorithm 4, which is used for performing the chaining in Eqs. (21) and (22) in Algorithm 4. We use the notations fði; ∶Þ and fð∶; jÞ to, respectively, denote the i'th row and the j'th column of an image f. The outputs δ 1 and δ 2 in steps 6 and 12 are, respectively, the partial derivatives in Eqs. (21) and (22) . That is, E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 5 ; 6 3 ; 2 3 5 b ¼ 
It follows from Corollary 2 and the above discussion that the overall complexity of Algorithm 4 is OðN 2 SÞ.
Postprocessing
We have noticed that the separable processing introduces stripes into the final processed image. However, these stripes are of small amplitude, and extensive experiments reveal that these stripes can be suppressed by postprocessing the output of Algorithm 4 using a smoothing filter. In particular, we Compute V from f , K , and S using Algorithm 1;
for i ¼ 1; : : : ; N do Set T 1 , T 2 , T 3 , T 4 . P 1 , P 2 , and Q to zero;
for j ¼ i − S; : : : ; i − K − 1 do
Compute d 2 ij using Eq. (13);
ij using Eq. (13); have used the nonlinear bilateral filter 21 to postprocess the output of Algorithm 4. The final denoised image SNLM½f is thus set to be E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 6 ; 6 3 ; 3 0 6 SNLM½fðiÞ ¼ P j∈Ω wðjÞg σ r ½fði − jÞ −fðiÞfði − jÞ P j∈Ω wðjÞg σ r ½fði − jÞ −fðiÞ ;
where E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 3 . 2 ; 3 2 6 ; 7 4 1
and Ω ¼ ½−3σ s ; 3σ s 2 is the support of the spatial Gaussian filter w. We will refer to the whole transformation that takes the input image f into SNLM½f as separable nonlocal means.
The edge-preserving action of the bilateral filter diffuses out the stripes (and small grains), without compromising the structural information in the image. We have implemented Eq. (26) using the fast algorithm in Ref. 37 whose complexity is OðN 2 Þ for an N × N image. We note that the cost of computing the bilateral filter does not scale with the parameters of NLM. While the complexity of the implementation in Ref. 37 does not scale with σ s , it does scale with σ r . However, since we use a large σ r for our application, the scaling with σ r is in fact insignificant. Thus, the overall complexity of computing SNLM½f is OðN 2 SÞ þ OðN 2 Þ ¼ OðN 2 SÞ. In practice, the overhead run time for the bilateral filtering is about 30% of the run time of Algorithm 4. A visual comparison of the results before and after the application of the bilateral filter is provided in Figs. 4 and 5. Notice that the visual appearance and the denoising quality [as measured using PSNR ¼ 10 log 10 ð255 2 ∕MSEÞ] improve significantly after the postprocessing.
Experimental Results

Parameters
The parameters involved in SNLM are those required for the one-dimensional NLM (β and h), and those required for the bilateral filtering (σ s and σ r ). In order to understand the sensitivity of various parameters and to learn the optimal rule for setting these parameters as a function of the noise level, we performed an exhaustive study using various natural images obtained from the repositories at Refs. 38-40. For a fixed image and noise level, we jointly optimized the parameters to get the maximum PSNR (for a fixed K and S). The study revealed that the critical parameters are h, σ s , and σ r . For example, when S ¼ 10 and K ¼ 3, the optimal h was found to be in the interval ½2.1σ; 2.6σ for the box kernel, and in the interval ½1.8σ; 2.3σ for the Gaussian kernel. The optimal rule for the bilateral filter was found to be 
For example, σ s ≈ 1 and σ r ≈ 145 when σ ¼ 30. The implementation of the bilateral filter in Ref. 37 is known to be fast for such large σ r . The denoising performance is apparently not very sensitive to β, and β ¼ 2 was near-optimal for most images and noise levels. Similarly, we found α ¼ 2 to be near-optimal for NLM. We note that we can alternatively use SURE to optimize the parameters, which was the original proposal in Ref. 36 for NLM. This would, of course, require us to run the algorithm multiple times (which is reasonable for a fast algorithm).
Run Time
We now present simulation results concerning the run time of the proposed algorithm. The computations were performed using a 3.40 GHz Intel quad-core machine with 32 GB memory. We also compared the proposed algorithm with the fast algorithms listed in Table 1 . All algorithms were implemented using MATLAB ® 8.4. For SNLM, we used the learnt parameter settings as described above. As for the rest of the algorithms, we use the settings suggested in the respective papers.
It is clear from the complexity estimates in Table 1 that the scaling with respect to S is minimal for SNLM (and there is no scaling with K). This is evident from the results reported in Tables 2 and 3 , and Fig. 6 . In Fig. 6 , we have compared SNLM with the fast algorithms in Refs. 10 and 15. The reason is that we found these to be the leading algorithms in terms of run time. We notice from the plots in Fig. 6 that SNLM runs much faster for large S and K. Since S and K typically scale with the image size, this means that SNLM outperforms Refs. 10 and 15 for megapixel images.
We have separately compared SNLM with NLM and other competing algorithms for box and Gaussian kernels in Tables 2 and 3 (recall from Table 1 that not all algorithms work with the Gaussian kernel). We notice that the PatchLiftbased implementation of SNLM is significantly faster than the rest of the algorithms. In particular, as claimed in Sec. 1, SNLM is at least 300 times faster than NLM when S ¼ 20 and K ¼ 5.
Denoising Results
Finally, we present some results concerning the denoising performance of SNLM and compare it with NLM and its variants. In this regard, we note that while some of the fast algorithms mentioned above can be used for implementing the original NLM from Ref. 1, the authors of these algorithms have proposed various modifications that can lead to a better denoising performance. We have incorporated these improvements in the implementation; as a result, the PSNRs obtained using these algorithms are generally different from that obtained using NLM. We have also used the structural similarity index (SSIM) for evaluating the denoising performance. 41 The denoising results on some standard natural images (using Gaussian and box kernels) are provided in Tables 4  and 5 . We notice that the PSNR obtained using SNLM is consistently higher than that obtained using NLM; the gap is as large as 2 dB at large noise levels. However, we would like to note that we were able to obtain better denoising by optimizing the parameters of our algorithm. On the other hand, the h ¼ 10σ rule for NLM is usually suboptimal, and one can obtain better denoising results by adjusting h. Indeed, it turns out that after tuning all parameters, the Note: The maximum PSNR (and SSIM) in each column is highlighted using bold. using SNLM exhibits less image structures than that obtained using NLM.
Conclusion
We proposed a separable formulation of NLM and a fast algorithm for the same. The algorithm admits a simple implementation for both box and Gaussian kernels. The overall complexity of the algorithm is smaller than that of the existing fast implementations of NLM. In fact, the actual run time of the MATLAB ® implementation of the algorithm is competitive with the run time of existing implementations, particularly when the patch size and the search window are large. The speedup over NLM was observed to be at least 300 times. We also demonstrated that the denoising performance of the proposed algorithm is consistently better than NLM and some of its variants in terms of PSNR/SSIM and the visual quality. It is clear that the SNLM has a straightforward extension to video and volume data, where the acceleration would be even more significant. As a final remark, we note that the rapidly computed SNLM can be used to seed various sophisticated methods for image denoising that require some kind of initialization (such as dictionarybased denoising schemes 3 ). It can also be used to seed the Wiener filter used in second stage of the BM3D algorithm 
