Let G = (V, E) be a graph. For some α with 0 < α ≤ 1, a subset S of V is said to be a α-partial dominating set if |N[S]| ≥ α|V |. The size of a smallest such S is called the α-partial domination number and is denoted by pd α (G). In this paper, we introduce α-partial domination number in a graph G and study different bounds on the partial domination number of a graph G with respect to its order, maximum degree, domination number etc., Moreover, α-partial domination spectrum is introduced and Nordhaus-Gaddum bounds on the partial domination number are studied.
Introduction
The domination in graphs has been an active area of research from the time of its inception. Two domination books [6, 7] provide a comprehensive report of vastness of the area of the domination and its relation to other graph parameters. Many variations e.g., [1, 3, 4, 5] etc., of the domination problem can be found in literature most of which are motivated by many real-life scenarios.
Consider the following scenario. Imagine that you are the curator of an art museum and you wish to determine the minimum number of guards you need to guard the exhibits. A guard can guard an exhibit that he/she is standing near, and any exhibit in the museum that they can clearly see. In order to model the security situation, you would construct a graph G as following: Each vertex represents an exhibit location and two vertices u and v are adjacent if and only if the locations they represent are visible from each other, that is, a person standing at the exhibit modelled by vertex u can clearly see the location of the exhibit modelled by vertex v, and vice versa. Suppose that security requirements mandate that a staff of guards are positioned at locations such that every art exhibit is protected by a guard that can see it, and budget restrictions make it desirable to hire as few guards as possible. In this case, the most economical solutions, that is, the minimum guards for possible guard location configurations, correspond to the γ-sets. Suppose that due to budgetary concerns, as curator, you are strictly limited to hiring exactly γ guards.
While this is the optimum solution economically, in a practical sense it leaves much to be desired. There will be days when guards are ill, guards need a day off or some of them institute a labour action and go on strike. As curator you can now at most secure a fraction or part of the exhibits and keep the rooms containing unguarded exhibits locked for that day. It is with this problem in mind, that we introduce in this paper the concept of the partial domination in a graph. A closely related problem based on algorithmic viewpoint can be found in [8] .
Let G = (V, E) be a graph. For some α with 0 < α ≤ 1, a subset S of V is said to be a α-partial dominating set if |N[S]| ≥ α|V |. The size of a smallest such S is called the α-partial domination number and is denoted by pd α (G). Clearly 1 ≤ pd α (G) ≤ γ(G) and
Some Basic Results
We start with some basic results. As they are straightforward, they are given either without proof or with a minimalistic proof.
Some Bounds on Partial Domination Number
In this section, we study some bounds on partial domination number of a graph with respect to other graph parameters. 
n be the order of G. Then
Proof: Since G does not have any isolated vertex, γ ≤ n/2. Thus the corollary follows from the previous theorem. Theorem 3.1. Let G be a graph with domination number γ(G). Then for all α ∈ (0, 1),
Proof: Let S be a γ(G)-set and α ∈ (0, 1). Let S 1 be a subset of S with |N[S 1 ]| ≥ nα such that S 1 is a minimal subset of S with this property. Clearly pd α (G) ≤ |S 1 |. Let S 2 = S \ S 1 and v ∈ S 1 . Since S 1 is minimal with respect to the above property, we have
Thus S 2 ∪{v} is an (1−α)-partial dominating set of G and
In fact, it is possible to find a generalization of Theorem 3.1 in a natural way.
Theorem 3.2. Let G be a graph with domination number γ. For any positive integer k ≥ 2,
Assume that k > 2 and the theorem holds for integers less than k. Then at least one value of α i must satisfy α i ≤ . Therefore, by Theorem 3.3, pd α k (G) ≤ γ 2 . Finally, using the induction hypothesis, we get
and S is a α-partial dominating set of G and hence,
Vertex and Edge Removal
In this section , we focus on effect of removal and addition of edges and vertices of a graph on its partial domination number.
and hence pd α (G − e) ≤ pd α (G). Finally, if x ∈ S and y ∈ S, then S ∪ {x} is an α-partial dominating set of G − e, i.e., pd α (G − e) ≤ pd α (G) + 1. Combining all the cases, we get the upper bound.
Thus S 1 is an α-partial dominating set of G − v, i.e.,
Combining all the above three cases, we have the proposed upper bound.
For the lower bound, let S be a pd
Thus, S 1 is an α-partial dominating set of G and hence,
We call a graph G, α-partial domination vertex critical, or just pd α -vertex critical if for any v ∈ V , pd α (G − v) < pd α (G). In the light of the above theorem, if a graph G is pd α -vertex critical, then pd α (G − v) = pd α (G) − 1. 
Nordhaus-Gaddum Bounds
In this section, we study some Nordhaus-Gaddum bounds on partial domination number of a graph G. We start with recalling some known Nordhaus-Gaddum bounds on domination number of a graph G. 
From Proposition 5.1, we get γ(G) + γ(G) ≤ n except when G = K n or G = K n . Thus apart from these two cases, we have pd
Now, consider the case when G = K n (or K n ). Then pd α (G) = 1 and pd α (G) = ⌈nα⌉.
Combining all these cases, we have the theorem. 
Proof: Similar to the proof of Theorem 5.1, we have pd
From Proposition 5.2, we get γ(G) + γ G ≤ n − 1 except when G = P 4 . Thus, apart from the case when G = P 4 , we have pd
Now, consider the case when G = G = P 4 . If 0 < α ≤ 3/4, then by Proposition 2.3,
If 3/4 < α ≤ 1, we have pd α (G) = pd α (G) = 2. Also, ⌊1/α⌋ ≤ ⌊4/3⌋ = 1. Thus,
Combining all these cases, we have the theorem. We call the α i 's obtained in Theorem 6.1 as critical values of α. Theorem 6.1 has an immediate corollary.
Corollary 6.2. Let G be a graph and α be a irrational number in (0, 1). Then there exists ǫ > 0, such that for all α ∈ (α − ǫ, α + ǫ), pd α (G) is constant.
Proof: The corollary follows from Theorem 6.1 and denseness of rationals and irrationals in R.
Our next goal is to find an upper bound on the size of the α-partial domination spectrum of a graph. Before that we prove a lemma. Lemma 6.3. Let G be a graph such that Sp p α (G) = {a 1 , a 2 , . . . , a t } with a 1 < a 2 < . . . < a t and let α i 's be as in Theorem 6.1. Then for each α i , there exists a pd α i -set
Proof: Since S i is a pd a i -set of G, we have |S i | = a i and
If possible, the inequality in Equation 2 is strict. But in that case, by denseness of real numbers, we can find α ′ > α i such that
However as α ′ > α i , we have pd α ′ (G) ≥ a i+1 . This is a contradiction. Thus, there exists S i such that Equation 2 holds with equality. Hence the theorem. Remark 6.1. The upper bound given in Theorem 6.2 is tight: Consider an n vertex graph which consists of a clique and some isolated vertices.
Conclusion
In this paper, we introduced a new graph invariant called the partial domination number of a graph. From an applications standpoint, it can be interpreted as the measure of the maximum surveillance possible if a fraction of minimum number of guards needed is available. We studied different bounds on the partial domination number of a graph G with respect to its order, maximum degree, domination number etc.
