Parsons graphs of matrices  by Zaks, Joseph
Discrete Mathematics 78 (1989) 187-193 
North-Holland 
187 
PARSONS GRAPHS OF MATRICES 
Joseph ZAKS 
Department of Combinatorics and Optimization, Uniuersity of Waterloo, Cana& and 
Department of Mathematia, University of Haifa, Israel 
Received 21 December 1987 
Revised 25 May 1988 
Dedicated to the memory of a colleague and friend, the late 
Torrence (Tory) D. Parsons. 
Torrence (Tory) D. Parsons raised in [l] the following question: Let F = GF(q) 
be a finite field on 4 elements and let d be an even integer; let m(d, q) be the 
maximum m for which there exist m d x d matrices AI, . . . , A, over F, such that 
det(A,)=l for all lG<m, and det(Aj-Ai)= for all lG<jsm; the 
problem is to find a good estimate for m(d, q). He claimed that it is trivial to 
show m(d, q) s qd, and was looking for better estimates. 
Based on two of the pages found in Parsons’ files, and supplied by T. Pisansk, 
it is clear that Parsons had in mind the following. 
Definition. For every even integer d, and every finite field F = GF(Q) on 4 
elements, let T(d, q) denote the following graph: 
(1) The vertex set V = V(T(d, q)) is the collection of all the d x d makes A 
over F, for which det(A) = 1. 
(2) The edge set E = E(T(d, q)) is the collection of all the pairs (A, B) of 
elements of V(T(d, q)), for which det(A - B) = 1. 
Notice that the evenness of d is required for part (2) of the definition of 
E(T(d, q)), since det(B -A) = (-l)d det(A - B). 
Parsons’ question translates into the problem of finding good estimates for the 
maximum clique number of T(d, q). 
The purpose of this note is to study the graph T(d, q), called here “Parsons 
graphs”. 
Let us consider the following. 
Definition. For every even integer d, for every finite field F = GF(Q) on 4 
elements and for every Q in F, let T,(d, q) denote the following graph: 
(1) v, = W&k 4)) = WV, 9)) 
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(2) & = E(Tb(d, q)) is the collection of all the pairs (A, B) of elements of V, 
for which det(A - B) = b. 
Thus, T(d, q) = T,(d, q). Notice that V is a finite group, under the operation of 
matrix multiplication. 
In the sequel, let d be a fixed even integer, F be a fixed finite field F = GF(q) 
on q elements, and fix 6 in F. 
Lemma 1. For A, B, C E V,, (A, B) E En if and only if (AC, BC) E Eb. 
Pmaf. Let A, B, C E I$,; thus det(C) = 1, hence det(C-‘) = 1, which impiies that 
C-’ E Vb. Using det(AC - BC) = det((A - B)C) = det(A - B), it follows that 
det(A - B) = 6 if and only if det(AC - BC) = 6; thus (A, B) E Eb if and only if 
(AC, BC) E Eb. Cl 
Lemma 2. For each C E V, the map fc: &(d, q)-, T,(d, q), defined by fc(X) = 
XC for all X E V(&(d, q)), is an automorphism of Tb(d, q). 
Proof* For all X E V, det(X) = 1, thus detdfc(X)) = det(XC) = 1, thus fc(X) E V. 
If (X, Y) E &, det(X - Y) = b, then det( fc(X) - fc( Y)) = det(XC - YC) = 
det((X - Y)C) = b, thus (fc(X), f,(Y)) E Eb. Cl 
Clearly fc : V-, V is l-to-l and onto (fc-l is its inverse), therefore fc is a~ 
automorphism of Tb(d, q). 
Notice that fc is fixed-point free, iff C # 1. 
It follows easily that T,(d, q) is a vertex-transitive graphs (given A, B E V,, 
FA-&X) is an automorphism of T,(d, q), carrying A to B); thus T,(d, q) is a 
regular graph. 
As an example, T,(2,2) is the disjoint union of two triangles, one on I, 
(y:> and (ii), andoneon (ii), (:y) and (y$ 
T,(2,2) is the complete bipartite graph &, which is the complement 
the two triangles (= T,(2,2)). 
(in &) of 
Lemnna 2’. For each C E V, the map cf: Tb(d, q)-, T,(d, q), defined by cf (X) = 
CX for all X E V, is an automorphism of G(d, q). 
T,(d, q) has other automorphisms, as follows. 
mma 3. For every C E V the map gc: T,(d, q)-, Tb(d, q), defined bv g&i! = 
CXC-1 for all X E V, is an automorphism of T,(d, q). 
If XE VT det(X) = 1, hence det(g&X)) = det(CXC-‘) = det(C) 9 
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det(X’) l det(C-‘) = 1; if (X, Y) E E(Tt,(d, q)), then det(X - Y) = 6, implying 
that det(g#) -g&‘)) = det(CXC-’ - CYC-‘) = det(C(% Y)C-‘) = det(C) l 
det(X - Y) l det(C-‘) = 6, thus (g&X), g&Y)) E Et,; clearly g, is l-to-l and 
onto, thus gc is an automorphism of T,,(d, q). Cl 
The fixed-point set of g&X), i.e. {x 1 K E V, g&x) =x}, is precisely the 
commutator subgroup of C in the group V(T,(d, q)). 
CoroIIary 1. IfA,, . . . , A,, are the neighbours of I in T&, q), then for ull B E V, 
the neighbours of B in Tb(d, q) are AIB, A2B, . . . , A,B. 
Proof. By Lemma 1, or by using fB and Lemma 2. I3 
Combining Lemmas 2 and 2’ and Corollary 1, we get 
Corollary 2. Zf AI,. . . , A,, are the neighbours of I in T,(d, q), then for all B E V, 
{BA 9**.9 BA,} = {A,B, . . . , A,B}. 
We reformulate Corollary 2 in matrix notation. 
Corokry3. IfAl,..., A, are all the d x d matrices X (d even) over the field 
F = GF(q) on q elements, satisfying d(X) = 1 and d(X - I) = 6, then for every 
d x d matrix B over F, satisfying det(B) = 1, 
{BA,, BAz, . l l 9 BA,} = {AIB, A2B,. . . , A,B}. 
CoroUary4.ZfA, ,..., A, are all the neighbours of I in T,(d, q), then for all 
B E V, 
{A l,. . . , A,,} = {BAIB-‘, BA2B-l,. . . , BA,B-‘}. 
Proof. The automorphism ge(X) = BXB-’ fixed I, hence it must permute the 
neighbaurs of 1. Cl 
Lemma 4. The map h : T,(d, q)+ T,(d, q), defined by h(X) =X-l for all X E V, 
is an automorphism of T,(d, q). 
Proof. If A E V, det(A) = 1, then det(h(A)) = det(A-‘) = 1, hence h(A) E V. 
If (A, B) E Eb, det(A - B) = 6, then det(h(A) - h(B)) = det(A-’ - B-‘) = 
det(A)det(A-’ - B-‘)det(B) = det(A(A-’ - B-‘)B) = det(B -A) = 6, hence 
(h(A), h(B)) E Eb. h is clearly l-to-l and osto, hence h is an automorphism of 
G(dP 4). 0 
Coroky 5. If A is a neighbour of I in T,(d, q), then so is A-? 
190 J. Zah 
Proof. Apply h, and observe that h fixes I. Cl 
Lemma 5. For all d 2 2 even all q, and all b, T,(d, q) contains a vertex A which ii 
a neighbour of I, and for which A2 #I. 
Proof. If d=2, then A=(-! :) is a neighbour of I in T,(2, q) of order 6 (if 
qa3)oroforder3if(q=2). Ifda4, then 
A= 
I l-b 0 0 -b’ 
1 1 0 
0 1 1 





is a neighbour of I in T,(d, q) and A2 # I. Cl 
Corollary 6. For ail d > 2 evcR, for all q and all b, T,(d, q) has 2-factors, 
consisting of cycles of equal hn$h. 
By Lemma 5, let A be a neighbour of I, satisfying A2 f I. Tb(d, q) is a 
finite group, hence A has an order, say n, i.e. A” = I and Ai # I for all j, 
1 <j =S n - 1. By Lemma 1, (I, A), (A, A2), . . . , (A”-‘, I) are all edges of 
T,(d, q), and they form a cycle of length n. 
For every B E V, (B, BA) is an edge of T,(d, q), by Lemma 1, and so are 
(BA, BA2), . . . , (BA”-l, BA”) = (BA”-l, B); thus B is on a cycle of length n in 
Tb(d, 4). 
It remains to show that for every B, C E V(T,(d, q)), the two n cycles 
(B, BA), (BA, BA2), . . . , (BA”-‘, B) and (C, CA), (CA, CA2), . . . , (CA”-l, C) 
are either disjoint or coincide. Indeed, if BA’ = CA’ for some 1 =S i <j s n, then 
B = CA”-’ thus B is on the second cycle, but then so are BA, BA2, . . . ; Thetis if 
the two cycles meet in one vertex, they are identical. Cl 
;T,(d, q) need not have a l-factor, and in fact, T,(2,2) does not have any 
l-factors. 
Applying the arguments in the proof of Corollary 6 for a neighbour A of I in 
T,(d, q), satisfying A2 = I, one gets that T,(d, q) has a l-factor of the form 
((X, XA) 1 (X E V( T,(d, q)}. We are led to the following. 
Corofla~~ 7. For all d 2 2 even, for all q and for all 6, Tb(d, q) decomposes into 
the edge-disjoint union of 2-factors (each one of which is the union of cycles of 
equal length), and I-factors, induced by the neighbours of I in Tb(d, q). 
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Proof. If (A, B) is an edge of T,(d, q), then by Lemma 1 so is (AA-‘, BA-‘) = 
(I, BA-‘), i.e. BA-l is a neighbour of I in Tb(d, q). If BA-l has order larger than 
2, then (A, B) is an edge of the 2-factor of Tb(d, q), determined by BA-’ (see the 
proof of the previous theorem); if BA-l has order which is larger than 2, then 
(A, B) is an edge of the l-factor {(X, X(BA-‘)) 1 XE V} determined by BA-? 
This completes the proof of Corollary 7. 0 
Corollary 8. T,(d, q) is a bridgeless graph. 
Proof. Suppose that for some d, q and b T&i, q) has a bridge (X, Y). It follows 
that (d, q) # (2,2), because T(2,2) has no bridges. If the degree of X in Tb(d, q) 
is more than 1, X is a cut vertex of Tb(d, q), and by the vertex transitivity of 
T,(d, q) each vertex is a cut vertex, thus T,(d, q) is a forest; this is impossible 
unless T,(d, q) is the disjoint union of edges. The same conclusion follows from 
the assumption that the degree of X is 1, by the vertex transitivity. 
To see that T,(d, q) is never the disjoint union of edges, suppose fkst 
that d=2, and qa3. Let A=(; lXb); detA=l implies xy=-b, making 
det(A - I) = det(F -_xb) = -xy = b. ‘IIws for every x E F, x # 0, if y = -bx-’ then 
A is a neighbour of Z in T,(2, q), implying that the degree of Tb(2, q) is at least 
q - 1, i.e. at least 2. 
Forda4andqa2, IetAbegivenby 
suchthatqy ,..., zEF,x=y ,..., z=landk{X,y ,..., z}. Itfollowseasily 
that det(A) = 1 and det(A - I) = b, thus T,(d, q) is of degree >l. 
This completes the proof of Corollary 8. Cl 
We raise the following. 
Conjecture 1. For all d 3 4, or d = 2 and q 2 3, T,(d, q) has a l-factor. 
Conjecture 2. For all d 2 4, or d = 2 and q 2 3, T,(d, q) is hamiitonian. 
The case d = 2 is of some additional interest, for the following. 
Lemma 6. A E V(T,(2, q)) is a neighbour of I if and only if tr(A) = 2 - b. 
Proof. Consider PA(x) = det(A - ~1) = x2 - tr(A)x + det(A); if A E V(T(2, q)), 
then det(A) = 1; if A is a neighbour of I, then det(A - I) = b, thus P,(l) = 6, 
implying that &(A) = 2 - b. If P(A) = 2 - b and A E V(T(2, q)), then P,(x) = 
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x2 - (2 - B)x + 1, and det(A - 1) = PA(l) = 6, thus A is a neighbour of I in 
T,(2* !I)* 0 
We raise 
Conjecture 3. Every Parsons graph, except for T,(2,2), is connected. 
To a%rmatively settle Conjecture 3, it suffices to show that I is connected to an 
arbitrary vertex A of Tb(d, q). Since every edge (X, Y) of Tb(d, q) is naturally 
associated with a neighbour XY-’ of I, Conjecture 3 is equivalent o 
Conjecture3’. Ifq>30rd~4,andif{A1,...,A,}areallthedxdmatrices% 
over F = GF(q) satisfying det(X) = 1, det(X - 1) = b, b E F, then the following 
holds: Every d x d matrix A over F with det(A) = 1 has a presentation of the 
form 
A = Ai,A, l l l A,, 
where A, E {A, -A,} for all l~j~k. 
That is, {A, l l l A,} generates all of the d x d matrices A over F having 
det(A) = 1. 
One can consider the case d odd, d 2 3, by saying that there is a directed edge 
from A to B in T,(d, q) if and only if det(A - B) = b; the obvious generalizations 
of the preceding results can be made. 
A partial answer to Conjecture 3’ is the following. 
Lemma 7. For all even d, d 2 4, T,(d, q) is a connected graph. 
P’rooL It suffices to show that every d x d-matrix A over F, satisfying det(A) = 1 
can be written in the form A = B1 l l = B,, where the Bi’S are d X d-matrices 
satisfying det(Bi) = 1 and det(Bi -I) = 0. Let a d X d matrix A over F be given, 
such that det(A) = 1. 
We need a few terms from elementary linear algebra. There are three types of 
matrices, called elementary matrices, as follows. 
(1) The matrices E(i, A), obtained from the matrix 1 by pntting a il in the (i, i) 
place, h # 0. 
(2) The matrices E(i, j) obtained from I by nullifying the (i, i) and (j, j) places, 
and putting 1 in the (i, j) and (j, i) places, i #j. 
(3) the matrices E(i, j, A), obtained from I by putting a A in the (i, jj place, 
i+j. 
It is well known that every regular matrix is a product of elementary matrices. 
We need the following. 
. If A is a d X d-matrix over F, d 2 4 and det(A) = 1, then A is the 
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product of (elementary) matrices A = El l 9 l En, satisfying det(EJ = 1 and 
det(E, - 1) = 0. 
Proof. Apply the usual algorithm of transferring A to I by a product of 
elementary matrices, except that if E(i, j) are called for, use E(i, j) l E(i + 1, j) 
if i + 1 #j or E(i, j) l E(i, j + 1); likewise, if E(i, A) is called for, i cd, then 
we use E(i, A) . E(i + 1, A-‘). As det(A) = 1 and det(E(i, j) l E(i + 1, j)) = 
det(E(i, j) l E(i, j + 1)) = det(E(i, A) l E(i + 1, X1)) = 1, it follows that towards 
the end of the algorithm there will either be no need to apply E(d - 1, d) or 
E(d, -1) (i.e. change of last two rows, or multiply the last row by -l), or else 
there is a need for both E(d - 1, d) and E(d, -1); in the latter case, we observe 
that det(E(d - 1,d) l E(d, -1)) = 1. Thus all the matrices E used in the process 
satisfy det(E) = 1 and d > 4 implies that det(E - I) = 0. 0 
Lemma 8 clearly implies Lemma 7. 
It was observed by M. Watkins that T,(d, q) is a Cayley graph, defined as 
follows (see [2]): Let G be a finite group, H a subset of G not containing the unit 
of G. The graph X,,, has G for its vertices and {(g, gh) 1 g E G, h E H) for its 
edges. In our case, G is V(T,(d, 4)) and H is the collection of neighbours of I in 
T,(d, q) (compare with Lemma 4 of [2]). 
We wish to thank M. Watkins and the referee for their helpful remarks. 
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