Epilepsy is a common neurological disorder that is characterized by recurrent unprovoked seizures. About 40 to 50 million people worldwide are reported to have epilepsy. In this paper the authors present clinical decision support system (DSS) for the diagnosis of epilepsy. The DSS is developed by using Multilayer Perceptron (MLP), Generalized Feed Forward Neural Network (GFF-NN) and Elman Neural Network (E-NN). The validity of neural networks to diagnose the epilepsy is checked and the most suitable neural network is recommended for the diagnosis of epilepsy. Also the different feature enhancement techniques like principal component analysis (PCA), FFT and statistical parameters are used for the input dimensionality reduction. Epilepsy diagnosis is modeled as the classification of normal EEG, interictal EEG and ictal EEG. With the different input dimensionality reduction methods performance parameters of MLP, GFF-NN and E-NN are measured and compared. For the GFF-NN, number of free parameter is reduced up to 92.22% when PCA is used for input dimensionality reduction with the overall accuracy of 98.61%.
Introduction
Epilepsy is a brain disorder in which clusters of nerve cell, or neurons in the brain sometimes signal abnormally. In the epilepsy, the normal pattern of neurons activity becomes disturbed causing strange sensation, emotion, behavior and loss of consciousness. Epilepsy is a disorder with many possible causes. Anything that disturbs the normal pattern of neurons activity from illness to brain damage to abnormal brain development may cause epilepsy. EEG scan is a common diagnostic test for epilepsy and can detect abnormalities in the brain electrical activity. People with epilepsy frequently have changes in their normal pattern of brain waves; even if they are not experiencing a seizure. EEG plays a more important role for the diagnosis of epilepsy. The traditional methods of analysis being time consuming and tedious, many computer based diagnostic systems for epilepsy have been invented recently. Automated diagnostic system for epilepsy has been developed using different approaches like fuzzy logic [1] , genetic algorithm [2] . In 1982, Gotman proposed a computerized system for detecting a variety of seizures [5] . Neural network based detection system for epileptic diagnosis has been proposed by several authors [10] - [17] . L. Szilagyi recommended the recognition of epileptic waveform by using the multiresolution wavelet decomposition of EEG signal [3] .
Vairavan Shrinivasan developed the approximate entropy based Elman neural network and probabilistic neural network for detection of epilepsy [4] . The methods proposed by N. Sriraam [10] - [11] use Recurrent neural network classifier with wavelet entropy and spectral entropy features as the input for the automated detection of epilepsy. This paper explores methods by which a Neural Network can diagnose epilepsy with the help of EEG signal. The epilepsy diagnosis problem is modeled as three-class classification problem. The three classes are; 1) Healthy subjects (Normal EEG) 2) Epileptic subjects during seizure free interval (Interictal EEG) and 3) Epileptic subjects during seizure activity (Ictal EEG) MLP, GFF-NN and E-NN are employed for the decision support system. Input dimensionality reduction is obtained by using Principal component analysis (PCA) and FFT for optimal design [18] - [20] . The performance measures of neural networks with different input dimension reduction are noted and compared. The Artificial neural network used can help real genuine patients, which will reduce the time and cost required for diagnosis. Such a system is very useful to assist the doctor. The doctors can then provide their attention to actual patients. This paper is organized as follows. Firstly, the data used for the experimentation is described. After that three different cases namely Case-I, Case-II and Case-III are described, according to the input dimensionality method used. Table-1 shows the details about all these three cases. Finally, Results and conclusion are discussed. 
EEG Data Base
The EEG data considered for this work is extracted from University of Bonn EEG database which is available in public domain [9] . The complete database is comprised of five sets of dataset referred to as A-E. Each dataset contains 100 single channel EEG segment without any artifacts with 23.6-sec. Set A and B contain recording obtained from surface EEG recording that were carried out on five healthy volunteers using a standardized electrode placement scheme as shown in fig (1 ). Set C and D contained only activity measured during seizure free interval. Segments in set D where recorded within the epileptognic zone and those in the set C from the hippocampal formation of apposite hemisphere of the brain. Set E only contains the seizure activity. All signals were recorded with 128-channel amplifier system, using an average common reference. After 12 bit analog-to-digital conversion, the data were written continuously onto the disk of a data acquisition computer system at sampling rate of 173.6 1Hz. Band pass filter setting were 0.53-40 Hz.
We have selected three sets of EEG data from main dataset for further experimentations; set A for healthy subjects, set D for epileptic subjects during a seizure free interval that indicates interictal activity and set E contains seizure activity which indicates ictal activity. An example of first 1000 sampling point of three EEGs for normal, interictal and ictal activity are magnified and displayed in fig. (2).
Case -I
The feature vector is formed by using three datasets corresponding to normal, ictal and interictal activity. All the 100 segments of each dataset are used as an input to the neural networks. Three different Neural Networks namely, Multilayer Perceptron (MLP), Generalized Feed Forward Neural Network (GFF-NN) and Elman Neural Network (E-NN) are used one by one for the diagnosis of epilepsy. For E-NN second topology is used. This configuration creates memory trace from the first hidden layer as proposed by Elman. Fig. (3) shows the second topology proposed by Elman. As there are 100 segments in each dataset, 100 processing elements are used in the input layer and three processing elements are used in the output layer for normal, ictal and interictal output. The networks are trained three times with different random initialization of connection weights so as to ensure the true learning. The rigorous experiments are done by varying percentage data used for training, testing and cross validation (CV), number of hidden layers, number of PEs, transfer functions, learning rules and step size to obtained the optimal neural network. The optimal parameters for MLP, GFF-NN and E-NN are as follows.
A 
Case -II
The feature vector used in above case includes 100 numbers of input features that would require large amount of computational requirements. Reduction in the input dimensionality reduces the computational complexity. Reduction in the input dimensionality can be achieved by Principal Component Analysis (PCA). Fig.  (4) shows the overall architecture of proposed PCA based DSS. PCA is feature enhancement procedure that uses an orthogonal transformation to convert a set of observation of possibly correlated variables in to set of values of uncorrelated variable called principal component (PC). The number of principal components is less than the number of original variables. This transformation is defined in such a way that first principal component has as high as variance as possible. PCA is performed by using XLSTAT 2011. Experimentation is done by using different rules like Pearson (n), Pearson (n-1) Covariance (n), Covariance (n-1) Spearman, out of these rules; results with Spearman are observed to be the best as shown in Table- 3. To get a optimal network structure, an input feature space containing the number of PCs is fed to the network. Gradually, the number of inputs is increased, and the network performance is observed carefully in terms of testing and CV, MSE and classification accuracy. From Fig. (5) , it is observed that CV MSE and testing MSE are minimum and classification accuracy is maximum when five PCs are selected as input feature space. Performance measures of MLP, GFF-NN and JE-NN with PCs input are as follows. 
Fig. 4-Overview of PCA based DSS

Result and Conclusion
The effects of input dimensionality reduction on the performance of automated epileptic diagnosis of epilepsy based on MLP, GFF-NN and E-NN are explored in this paper. The performance parameters of these neural networks with different input dimensionality reduction methods are shown in Table-2, Table-4, and Table-5 . PCA, FFT and statistical parameters are used for the input dimensionality reduction. It is observed that N/P ratio is the highest for GFF-NN and MLP when Principal Components (PCs) are used as the input, indicating the simplicity of GFF-NN and MLP. If we compare all three cases, it is evident that in case-II all the three NNs have compact architecture as compared to that in case-I and case-III. As shown in Table 6 , the percentage of reduction in free parameter achieved in case-II is 89.36%, 92.22% and 84.32% for MLP, GFF-NN and E-NN, respectively. In case-III, the percentage of change in free parameter is significantly high for all the three NNs. In case III, percentage of free parameter is increased by 6.3%, 18.1% and 63.54% for MLP, GFF-NN and E-NN respectively. In case-II it is observed that percentage of reduction in free parameter for GFF-NN is very high (92.22%) as compared to MLP and E-NN. It means that GFF-NN has compact architecture as compared to MLP and E-NN. From Table 6 , it is inferred to that the PCA dimensionality reduction method along with GFF-NN is efficient for the epilepsy diagnosis. The average classification accuracy of proposed GFF-NN based DSS is 98.67% and 98.69% on testing and cross validation data, respectively. 
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