Abstract. A generalization of the classical energy inequality is obtained for evolution operators (d¡dt)I-H(t)A.2k-J(t), associated with higher order linear parabolic operators with variable coefficients. Here H(t) and J(t) are matrices of singular integral operators. The key to the result is an algebraic inequality involving matrices similar to the symbol of H(t) having their eigenvalues contained in a fixed compact subset of the open left-half complex plane. Then a sharp estimate on the norms of certain imbedding maps is obtained. These estimates along with the energy inequality is applied to the Cauchy problem for higher order linear parabolic operators restricted to slabs in Rn + 1.
1. Introduction. We present a Hubert space treatment for proving existence and uniqueness in the Cauchy problem for a general linear 2A>parabolic differential operator. We shall follow in rough outline the Hubert space approach to the Cauchy problem for parabolic operators of the form P = |-£(0 = |-2 "Áx*t)D", where L(t) is uniformly strongly elliptic on 7?n (here x = (xx,..., xn}, «=<«!,...,«">, |«| =<*!+• ••+«", and Da = ((lli) 8l8Xl)"i-■ -((l/i) 8l8xny»), as given in [5] . As in [5] we shall make use of the Hubert spaces Jfr'$ (=äS2k in the notation of [4, Chapter II] , where k(£, r)=A:r,s(í, t) is the temperate weight function defined for <£ r>=<fi,..., £n, r> e R»'+1 by *,..(£ r)=ßU *M£)-Here #(i) = {l + |f|2}1/2, with |f|2 = 2?=i if, is the usual elliptic weight function in Rn and Q(£, T) = {r2+q4k($)}llik). 77s is the usual Sobolev space on Rn.
We assume P is of the form P(x, t, D, A) = 2 a"Äx, t)DaD{ \a\+2kj¿2km with fl0,m nonvanishing, and that the functions {aaJ(x, t) : \a\ +2kj-¿2km} belong to the class Cg(Rn + 1) of complex valued functions having bounded (and therefore continuous) partial derivatives of all orders for all <x, /> e F" + 1. Moreover, we assume F is uniformly 2k-parabolic on Rn + 1, i.e., there exists 8>0 such that F0(x, t; Í, z) = 2 a°.Áx> Oí** = 0 |a| +2kj = 2km
for <x, t}eRn + 1 and £eE implies that Imz^S, where 2 = {f 6 Rn : |f| = l} and i" = iïlm ■ •£?". We call S a module of parabolicity for F. By means of a change of variables we can associate with F the evolution operator R = d/dt-H(t)A2k-J(t), where H(t) and ./(?) are matrices of singular integral operators uniformly of order 0 and 2k-I, respectively on Rn.
In § §2 and 3 we establish a generalization of the classical energy inequality for R applicable to test functions on Rn+1. We prove this inequality by using the fact that the spectrum of the symbol of 77 is contained in a compact subset of the open left-half complex plane (a trivial consequence of the parabolicity of P). We also apply certain estimates from [6] for pseudo-differential operators.
In § §4 and 5 we first introduce the 3Fr-s spaces and the space Jifr-S(Q.) of restrictions to O of elements of 3tf r-s, where £2 = íla¡b = {<x, t}eRn + 1 : a<t<b).
Then by employing a form of the energy inequality applicable to distributions (Theorem 3), we deduce that In §6 we show that R + XI is a topological isomorphism of {Jfr-S}m onto {M?T'2k-s}m, provided A is sufficiently large (by Am, where A is a nonempty set, we mean AxAx---xA,m times). To prove this result we employ our estimates from [6] and a commutator estimate from [5] . By employing the energy inequality once again we deduce that Theorem 7. If -oo < a < b< + oo, ifr > k, and if s is any real number the mapping u -> ¿%u = (Ru, u(a) ) is a topological isomorphism of {J#"-s(Q.)}m onto {3er-2k-s(ü)}m © {77r+s-fc}m.
In §7 we show that 0s : 2tfr-\íl) -> Jífr~ 2km-*(ù) © T7r+s " k © ■ • • © 77r+s ~<2m "1)k is an onto mapping for all r>(2m-l)k, r not an odd multiple of k and 5 any real number. We prove this by first showing that the inclusion mapping i : J^r-$(ü.) -» Jíf" -2k-s(Q) has operator norm less than or equal to Cr(b-a) (Theorem 9), where r is not an odd multiple oí k, Q. = ilab, and then applying Theorem 7 to the evolution operator corresponding to a certain truncation of F.
The basic inequality.
Notation. For £, r¡ e Cm we use the usual notation (£, i¡)-2iP=i C/to ar*d Kl2 s(£, £). If /I =(fly) is a complex m x m matrix, the norm of A, denoted by \\A\\, is given by {2,., Kl2}1'2.
Let 0 < 8 < 1 be a module of parabolicity for P which shall remain fixed throughout this paper. Let A be a compact subset of C satisfying the property: z e A => Re zfí -8. We define n(A) to be the class of complex mxm matrices A of the form Then there exists e = e(9,m)>0 with the following properties: if A is any set of complex numbers with no more than m elements, then either (a) there exists Xx e A such that X e A => | A -Ax | < 9, or (b) there exists Xu X2,..., Xk e A (1 <k^m) such that (i) p = min{|Ai -Ay I : l^if¿j}>e, and
(ii) for every Xe A, there exists A¡, l¿¡i£k, such that \X -A¡| <r(p).
Proof. See §8 below.
Proof of Theorem 1. First we fix 9 e (0, \), and let e = e(9, m) from Lemma 1. Let n£(A) be the collection of matrices A in n(A) having the property that A has at least two distinct eigenvalues (thus m ^2) and that the minimum distance between the distinct eigenvalues of A is greater than e (6, m) . Now let A e II£(A) and suppose Xu...,Xk, 1 <k^m, are the distinct eigenvalues of A with multiplicities Pi,...,/*fc, respectively. Let p = p(A) = n\\ni\Xi -X1\ : l^i<j<k}>e (6, 
where the limit is taken as r, -> t^ T/fc -> rfc,..., ryj) -> tp. It is easily seen that the above limit is equal to a polynomial in t1s rk,..., tp of the form n (^-Toe« where the a¡/s are positive integers satisfying ^ aij^m(m-l)/2 = M. Taking K = Ti> ^2 = Tk> • • •, K = tp with the appropriate multiplicities p.,, pt2, ■ ■., ptk we see that |det N(A)\^P(A)M>e(0, m)M for all A e II£(A). Thus, there exists C>0 (depending on A and m) such that (2.2) IIWC*)"1 II ^ C/piiO" < C\eu for all A e II "(A), e = e(9, m). The matrix form of N(/i) 1/1N(A) with respect to the basis {eu ..., em} is easily determined by considering how A acts on the basis B (e(K),eXK),..,1^,...,e(Xk),...,1-±f).
The characteristic polynomial for A is given by p(z) = zm + 2™. i PjZm ', where the p/s are the entries of A in the form (2.1). Since (2. 3) Ae(X) = Xe(X)-p(X)em we obtain, by differentiating with respect to A, (2.4) ,e«>(A) .¿»(A) .¿'-"(A) 1
for each 7 = 1, 2,..., m. Since A, is an eigenvalue of/f of multiplicity /x,, we have that p(Xl)=pM(Xl)= ■ ■ ■ =/,<«.-»(A,) = 0. Thus (2.5) Ae(Xx) = A¡e(A,), and ,e"\Xt) _ , e»'(A,) , e"-» (A,) ;^!~ -a'-7!-+Tt^TJT for each j, 1 ■¿j-¿pl-1 where /= 1,2.&. Thus, the matrix form of N(A) ~ 1AN (ft) is easily seen to be the Jordan form :
where each A, appears ¡x, times, /= 1, 2,..., k.
We assert that (2.6) for all £ e Cm. Thus (2.6) holds for all A e II£(A), e = e(9, m). We remark that the estimate (2.6) is independent of 9. We now wish to treat those matrices h e 11(A) having the property that the minimum distance between the distinct eigenvalues of h is less than e(9, m) (see Lemma 1) . It is easy to see that N(h), as constructed above, will not satisfy statement (b) of our theorem since, in general, UNi/z)"1!! -> 00 as the minimum distance between the distinct eigenvalues of h approaches 0. By taking 9 sufficiently small (depending on A, 8 and m) we shall show that for each h e 11(A) we can find a matrix A e ne(9jIB)(A) satisfying the following:
(1) the eigenvalues of A are "close" to the eigenvalues of A by a distance less than e(9, m) ;
(2) the choice of N(A), instead of N(h), satisfies statement (a) of our theorem. N(d) satisfies statement (b) of our theorem by our previous argument for matrices A e ns(A), where e = e(9, m).
Let h e 11(A) and let A be its set of eigenvalues (counting multiplicities). By Lemma 1 there exist two possible configurations for the set A : Case 1. There exists X, e A such that | A-X,\ < 6 for all A e A, or Case 2. There exists X,, X2,..., Xk e A (1 <k^m) such that (i) p = min{|Ai-AJ| : 1 ^i<j^k}>e = e(6, m),
(ii) for every A e A, there exists A¡, 1 ¿ i g k, such that | A -A¡ | < r(p) = 6pM, where
M=m(m-1)/2. Let nj(A) and nf(A) be the sets of matrices h in 11(A) whose eigenvalues satisfy Case 1 and Case 2, respectively. Thus 11(A) = n|(A) u nf(A). Let « e nf(A) and suppose « has eigenvalues A1;..., Am (note that m> 1). If k=m, we have, by our previous argument, that the matrix N(A) = (e(X,) ■ ■ -e(Xm)) satisfies (2.6) with A=h and that ||7V(A)-1|| < C/eM, where e = e(6, m) and C>0 depends only on A, S and m. Now if k<m, then ph = min {|A¡-A;| : 1 ^i^j^k}>e (6, m) . Let us consider open disks Su S2,..., Sk of radius r(ph) centered at the points Aj, A2,..., Afc, respectively. By Case 2(ii), each of the points Xk + 1,..., Xm is contained in one of these disks; moreover, since 0<\, each of the points Afc + i,..., Am is contained in only one of these disks. Assuming that for each /, l^l^k, S¡ contains exactly p.t eigenvalues of«, we have that 2f=i p-i = m. Define the complex numbers pu .. .,pm by k n p(z) = fl (z-A,)*' = zm+2 Pi*""'-y = i
If we define A by (2.7)
then A e ll£(A) by our previous argument, and we say that « is a perturbation of A.
We remark that N(A) is only defined for A e ll£(A). Thus N(A) is given by
Considering N(A) as a linear transformation of Cm into itself on the basis {«!,..., £m}, we know by our previous arguments that there exists C> 0 (depending on A, m and 8) such that \\N(A)\\ ^ C and H/V^)"1)! < C(e(6, m)~M) for A e II£(A). Returning to A given by (2.7) and its perturbation « we know that the matrix form of N(A) -1hN(A) with respect to {el5..., em} is determined by its action on the basis B. Letting p(z)=zm + '2f=1pjzm'i, where the p,'s are the entries of h in the form (2.1), we have that he(X) = Xe(X) -p(X)em, and (v) Let F be a linear operator from if(Rn) into 77 e0. Following Kohn and Nirenberg [6] , we say that F has order r if for each real number s there exists a constant Cs>0 such that ||Fm||ss;Cs||w||s+,. for all u e £f(Rn). The infimum of all orders of F is called the true order of F. Let L be an operator of order r. Then L can be extended to a bounded operator Ls from 77s into 77s"r for any real s. Since Ls=Lt on 77s n 77! for all s and t, we shall denote all these extensions of L by L. We also denote the extension of L to an operator on 77s by L. If L and L* are linear maps of S?(Rn) into Hm, and (Dp, </-)<, = (<£, 7_*</0o for all </>, <ft e .¥(Rn), then L* is called the formal adjoint of Z,. Since £f(Rn) is dense in \JS 77s, L* is unique. If L is of order r, then its extension Ls has an adjoint L* which is bounded from 77 ~s+r into 77 "s. Thus L has a formal adjoint L* of order s whose restriction to £r°(Rn) is Lf. If 7. and M are operators of order r and ä, respectively, then the composite operator LM has order r+s.
If a(i) is a complex valued measurable function on Rn~{0} such that, for some number r and C>0, \a(i)\ = C{1 + |||2}r/2 for all ieRn~{0}, then the operator
for ue^(Rn) is of order r. In particular we define the operators : As = As(7>), where As(f) = |f|s, where s = 0, and 7?a = ra(Z>), where ra(0 = (£/|f|)a.
The operators As and Ra have orders s and zero, respectively, and Da = AwRa. Operators of the form a(D) are called multipliers.
(3.3) Definition. We say a(x, i) e C°(Rn x 7*n~{0}) is a symbol on 7?" x S if (i) a(x, Ç) is homogeneous in f of degree zero, and (ii) for each multi-index a there exists Ca>0 such that \D%a(x, £)\ SCa for all <x, £} e Rnx S. (Note that a(x, £) is not a symbol in the sense of Kohn and Nirenberg [6] , since we do not insist that a(x, i) converge rapidly to a unique limit a(oo, i) as x -> co.) We associate with the symbol a(x, £) the formal operator A = a(x, D) defined by
u e £f(Rn).
JRn
We say A is a singular integral operator on 7?" with symbol a(x, i). A is of order zero (see [7] ). If a(x, Ç) = a(Ç) then a(x, D) is easily seen to be the multiplier a(D). If a(x, i) = a(x) (thus a e C£(Rn)), then a(x, D) is the operator multiplication by a which we denote by a ■. Let a(x, Ç) be a symbol on Rn x S. Then, for k, p nonnegative integers, we define l|a|».p] = 2 SUP W eM*> 0\ : JC6/P, f eS}. Proof. See § §5, 6 and 7 of [7] . Proof. The proof is an easy consequence of Proposition 1 and an application of Calderón's multilinear interpolation theorem [2] .
Let k(x, t; f), <x, t; f> e Rn+1 x Frt~{0} satisfy (i) k(x, t; |) is homogeneous in £ of degree zero, and (3.4) " for each multi-index a there exists Ca > 0 such that \D%k(x, t; i)\ ^ Ca for all <x, t; £> e F"+1 xS.
Then, by the corollary to Proposition 1, for l,p nonnegative integers there exists C=C(l,p)>0 such that (3.5) \\k(t)\\u,pi ^ C for all / e F1, where k(t) is the function on FnxFn~{0} given by <x, F> ~* k(x, t; Ç). Let k(x, t; i) satisfy condition (3.4) above. For each t e R1 we define K(t) to be singular integral operator k(x, t; D). Thus, by Proposition l(i), ||F(í)m||s^Cs||m||s, for all ue 77s and all t e R1, s real. Let </>(x, t) be a complex valued function on Rn+1; by </>(t) we mean the function on Rn given by x ~* </>(x, t).
Reduction of P to first order in t. We call pj(x,t;i)= 2 a«.m-Ax,t)i",
(here we assume m > 1, if m = 1 we define Pi = ß=0).
We use a method of Calderón (see [3] ) to reduce the study of P to the study of an evolution operator 8¡8t -Hit)A2k-Jit), where 77(r) and 7(r) are matrices of singular integral operators depending on t e R1. Let j> e C¿°(7ín + 1) and let u be the vector of functions u = (u1, u2,..., um} where (3.6) u; = A2«"1 -«DJ -V for ; = 1, 2,..., m.
We have that Dtu¡ = A2kuj+1 forj=l,2,...,m-l, and
where P,(0 and -^«.XO are singular integral operators on 7?" whose symbols are Pi(x, t; il\i\) and aaJ(x, t)(£l\Ç\)a, respectively. Thus we have that |i = H^A^u+mu + i^Po+P^eŵ here and the /th component of /(i)" is given by (J(t)u)t = 0 iîlïm, ( 3 7) m r -
and T7(?) 's the matrix of singular integral operators whose symbol A(t) is given by
for <x, t} e Rn+1 and i e Fn~{0}. We define the order of a matrix of operators in the obvious way. Since the coefficients of F are elements of CB (Rn + 1), we have, by (3.5) , that 77(/) and J(t) are uniformly of order zero and 2k-I respectively, for teR1.
By definition of 8, a module of parabolicity for P (which we have fixed in §2), we know that the zeros of F0(x, t; (, z) in z are contained in a compact subset of {zeC: Im z 2:8} independent of <x, /; f> e Fn + 1xS. Also we observe that the eigenvalues of -iA(x, t; £) are precisely the zeros of F0(x, t; Ç, z) in z. Thus, there exists a compact subset of C, call it A, having the property that Ac{z : Re z ^ -8}, and that for <x, t; £> e Rn + 1 xS the eigenvalues of A(x, t; f) are contained in A. A shall remain fixed throughout the remainder of this paper. If we let
em. This fact will be used in §5
where we will take </> to be a distribution on Rn +1. In this section we shall confine our study to the operator R. Suppose R is of the form
where J(t) is given by (3.7) and A is a constant matrix of the form ( for all ue{C£(Rn+1)}m and X>0, with Cx, C2 as in (3.11).
Proof. Let N=N(h) and R=R(h) and for « G{Coco(7?'l + 1)}m let v(t) = N~1u(t).
we obtain
Re f (N-XR + XI^tlN-^t^odt
Let us estimate from below the last two terms in equation (3.12). Since
Re (N~1hNC, Í)S -(8/4)| £|2, we obtain, using Plancherel's Theorem,
Since /(/) is uniformly of order 2k -1, we can apply (3.1), (3.11) and (3.2) to obtain, for arbitrary e > 0,
for all / e R1. Thus, for arbitrary £ > 0, we obtain (3.14) iN-iJit)Nvit), vit))0 = (eCk) f |¿H»(É, r)|2 di + C(e)Ht)\\î
Jb" + i for all ve{Cg'iRn+1)}m and all í e R1. Combining (3.11), (3.13), (3.14) and letting e -8ßCk our proof is complete. In order to prove a similar energy inequality for operators 7? of the form (3.9),
we shall use a special partition of unity on Rn + 1 and S and certain estimates from Kohn and Nirenberg [6] . Since our symbols are not symbols in the sense of Kohn and Nirenberg, we shall have to modify their proof slightly.
Proposition 2 (Compare with Theorem 5 of [6] ). Let k(x, t; f) satisfy (3.4), let K(t) = k(x, t; D) and suppose \k(x, t; £)\ ú-nfor all <x, <> e Rn and £ e 2. Then, for any e>0 there exists C(e)>0 such that \\K(t)<p(t)\\2o ¿ (v + enm\\2 + C(e)\\<p(t)\\2-i for all t e R1 and all <f> e CS'(R'l + 1).
Partitions of unity on Rn + 1 and 2. Let h(x, t; ¿) be given by (3.8). Since the coefficients of F are uniformly continuous on Rn+1 and since h(x, t;Ç) is homogeneous in | of degree zero we have that for any r¡ > 0 there exists y > 0 such that (3.15) \\Hx,f,w)-h{y,r;m)\<-n/2
for |x-j|2+|i-T|2^y2 and all coeS. Let d>0 be such that y/(n + l)d<y/\/2.
For each («+ l)-tuple of integers (a, J8) = (a1, a2,..., an, ß) let
Choose £eCo°°(ßo,o) such that 0^£^1 and J,la,fí{í(x-da, t-dß)}2=l on Rn + 1.
Thus, if we define ta,ß(x, t) = l(x-da, t-dß), then £«," e C£(Qa_ß) and 2(a>í) í,l,e=l where /(?) is given by (3.7). Define Nij = N(hil) (see Theorem 1) . We now state and prove our first generalization of the classical energy inequality for operators of the form 8¡8t-H(t)A2k-J(t) (see (3.9)).
Theorem 2. Let R be of the form (3.9) and let -co <a<b< +co. Then there exist constants C'(8) and C"(8)>0 such that Y W¿)ll §-y W«)II8 Proof. We have R = 8¡8t-H(t)-J(t) where /(f) and H(t) are given by (3. 7) and (3.8), respectively. Consider the sesquilinear form A defined by where |S|, |t|, \p\^k -1, 0<|t|, |y|á/:-l and dxH(t) is the matrix of singular integral operators whose symbol is given by (Dlh)(x, t; Ç), <x, t; £> e Rn + 1 x2. It is clear that the number of nonzero remainder terms depends only on k.
We now estimate the second type of remainder terms in (3.24). Since |y| £k-l, we can apply Proposition 1 and (3.5), (3.1) and (3.20) to obtain, for arbitrary e>0, 2 \(N-SD%(t)VH(t)<S>,D«u(t), N^D-Ut)9iOru(t))o\ i.j e\\u(t)\\2k + C(e)C(-n)\\u(t)\\2k.1 for all teRK Now consider the second type of remainder term in (3.24). We observe that since the coefficients of F are uniformly bounded, there is a constant C=C(F)>0 such that lAyl gCfor all i and j. Since \r,-n\2^2\C\2 + 2\r¡\2 for all £, r¡ e Cm, we can use the fact that 77(0 is uniformly of order zero along with (3.5) to obtain for |a| = k, \y\ ¿k-1 and arbitrary e>0, 2 KN^D'UtXH^-h^Lru«), N^D^(t)<î>,Dyu(t))0\ Now since, by (3.19), \k,(x, t; f)| ¿-n/2 for all <x, t; f> e Rn + 1 x2, we can apply We shall now obtain a lower estimate on 2u A^ftjU, £¡0,«] by an expression similar in form to the left side of (3.22). We use the following Lemma 3. There exist constants Ck>0 and Cir¡)>0 isee (3.20)) such that ck f \i\2k\ùii,t)\2dè-ci-n)\\uit)\\i ú 2 f tfrmuwrttymx*di Jr" i.j Jr" for all t e R1 and u e C¿°(7?n + 1) (Jor convenience we denote <j> by S?^). for all £ e Fn, we have that f \è\2k\^Ali{t)^u(tW)\2 dî Ú C, 2 \\D\^(t)%u(t))\\l, teR1.
JR" |a| = fc
Applying the inequality |z+w|2^ |z|2-2|z| |w| for all z, weC we obtain, using Leibnitz's rule, \Daa^,u)\2 ^ |£,<V>"K|a-Cfc 2 |£í*í^"«I I^W)""'«!-
O<0Sa
For |f| =A and 0</3ga we use (3.20) to obtain, for arbitrary e>0, 2 iiao^MOiioiiTn^o^-Moiio is a Hubert space with the scalar product (u, i;)r>s defined in the obvious way; here, we write ¿Fm(í, t) = «(£ t) = f»-<B+1>'2 f e-««-*>+IÍ>«(x, 0 dx dt Jrti+1 when « e £f(Rn+1) and extend to ,9"(Rn + 1) in the usual way. We refer the reader to §2 of [5] for the various properties of Jfr,s spaces. For -co^a<6^+co, we set £2 = £2a-i)={<x, t}eRn + 1 : a<t<b}. Proof. See §8 below.
Using the notation of [5, §4] , we have that the mapping which assigns to <f> e C(o)(£2) the function / -» </>(-, t) taking [a, b] into Cö(Rn), extends, in a unique way, to a continuous embedding of Jifr-S(Q.) into C ([a, b] : Hr~k + S), provided r>k. For u e Jífr-S(íl), r>k, and te [a,b] , we write «(0 for u(-, t) e Hr~k + S. If <peCg'(Rn + 1) define Ha</>(x, t) = </>(x, t) if t ^ a, = 0 if t < a.
By Proposition 11 of [5] , if \r | < k then Ha</> e Jt?r,s; moreover there exists C= Cr>s >0 such that ||77a^||r,s^C||0||r>s. Thus, 77a defines a continuous projection of Jf r-s onto ^or,s(^a, + oo) (see [5] for definition of ¿sf r-s (K) where Fis closed in Rn + 1).
Proposition 7 (Compare with Proposition 12 of [5] ). Let {Q? and {p¡}f satisfy (4.2) . Then given real r, and r2, satisfying r1 + r2^0 and min (ru r2)> -k, any real s, and s2, and -oo^a<è^+co, the form 2 p (w)<p(ti Pi(t)m)0 dt, </>, * e cm, i Ja extends in a unique way to a continuous sesquilinear form on .?fri'si(£2)x.3fr2>s2(£2) (which we denote by 2¡ J"' (£¡«, p¡v)0 dt), providedr1+s1 + r2+s2¡^0.
Remark. Proposition 12 of [5] shows that the form f* (</>(t), >p(t))B dt, </>,<pe Co(&), extends in a unique way to a continuous sesquilinear form on J^ri'si(£2) x^rr2-s2(Q) (which is denoted by §ba(u, v)edt), provided that 8^^(r1+s1+r2+s2).
Proof. Suppose first that </>, >/> e Cô(Rn + 1). Choose r real such that \r\<k and -r2SrSr1; then let s=^(s1 + r1-s2 -r2) -r which implies that -(s2 + r2)^r+s = Ji + 'ï. Thus, by Proposition 6, Note. For p,={, we write 2¡ SI II&IIo dt for 2¡ S"a (£,«, £¡h)0 dt; if £< £¡2 = 1 it is obvious that 2i Ja l!£¡"li2 dt= ||«||o,o.n. Also, for 8^^(r1+s, + r2+s2) we write pa || «||? ¿ft for ¡I (u, u)e dt (see Proposition 12 of [5] ); it is easily seen that $1 ||"||e dt = u 0,fl,£2-Definition. Let r and s be real numbers. As in [5] J(r¡s is the unitary isomorphism Of ¿f"''7 OntO J^P-r-a-s (for each reaj p and ") g¡ven by JF^ ^)(£ T) = ôr(£ T)qs(£)$(è, r), when <¿ 6 CS'(Rn + 1), and extended.
./#o,<7 maps <?P>S(Q) continuously into Jtr-S~"(Q.) for all real r, s, and a (see §4
of [5] ).
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In the following theorem we take {£¡}f to be the square partition of unity used in Theorem 2.
Theorem 3 (Compare with Theorem 3 of [5] ). Let R be given by (3.9).
Given real r ands, r>k, and -co¿a<b= +co, there exists C3, C4>0 idepending on a, r and s) such that Now let r+s-k = p. We have that RJ?Q,p=J?0.pR + iJíf0¡0H-H^0¡p)A2k + iJt0,pJ-JJt0,p). Choosing 9 between 0 and 1, and applying our Proposition 7 and Proposition 5(ii) and Proposition 2(i) of [5] , we obtain, for arbitrary e>0, We observe that if O<0<6-a then C(e(6))<Ca,0. Also, by (5.5) we have that || Am~VI|o,0.n = ^2||w*||2,0,f2, A2 independent of a and b. Thus, by choosing 9>0 so small that 9<b-a and Ca>t,C0^2 exp (C09)Xl(9)S C5/8, we obtain, by (5.7), c2||w(a+0)||2+c3 r'h9||«||2+fcA+(c8/8) fa+i||«|2A
Ja Ja m-l (5.8) £ C0,"Co exp (C09)X2(9) 2 II A"1«2. i=i + d exp (Co0)||w(a)||2 + Co exp (C09)\\f\\l>,n for all <j> e Jfr-S(n), u = u"" f=P<f> and £2 = i2Br0 + fl. Thus, if <f> e JTr's(í¿a,¡,) and P<p = 0, then <p = 0 on i20iO + 9. Applying the estimate (5.8) for the slab Qa + e,a + 2e, we see that <j> = 0 on Qa + 9,a + 29. Repeating this argument we obtain <p = 0 on í2o>0 and our proof is complete.
6. The Cauchy problem for 7?. Lemma 4 . Let R = 8¡8t -hA2k, where h is a constant mxm matrix of the form (2.1) having its eigenvalues contained in A. Then there exists C>0 depending on A, 8, k, m and ||/z|| such that f {t2+|¿|4" + A2}|m(¿, r)\*didt è C\\(R + XI)u\\l0
for all u e {C0°° (Rn + ^ and all A > 0.
Proof. Let R({, t) = /V7-\è\2kh; thus R = R(D,Dt). R(Ç,t) + XI is invertible
for all <£ t> e 7?n + 1 and A>0; moreover, for i¿0 {R(t,r) + XI}-i = Ifl-^lil-^iV+A)/-*}-1.
For fixed £e7?n~{0}, reTv1 and A>0, the function z ^{X + h-z^2"}'1 is holomorphic in {zeC : Rez<0}. Thus, if T is a closed contour surrounding A such that Re z ¿ -8/2 for all zeT, then {R(£,t) + XI}-i = ¿.J" (A + Zr-zlil^-HzZ-A)"1 dz. for A>0, <f, t> e 7?n+1 and our proof is complete. Lemma 5 . Let H(t) andJ(t) be given by (3.8) and (3.7), respectively, and suppose R = 8l8t-H(t)A2k-J(t).
Then there exist constants CuC2>0 depending on P, A, 8, k and m such that =h(x,t;t)-h(x,t;i;j) and st¿x,t)=h(x,t;£i)-h(?ct;tl;$i). For each j= 1,2, ..., s, let ifi, e C¿°(£2j) with ifi, = 1 on the support of </>, and 0 £á ifi, g 1. Extend i/i, to Fn~{0} and define k,(x, t; ¿¡) = i/>,(Ç)k',(x, t; £). Letting K,(t)=k,(x, t; D), we have k',(x, t; D)$,=K,(t)<I>i,j= l,...,s. Thus x é 2 2 ||F/<DiA2'£W||2,0 + 2 2 |t»«»/A»*to|J.o.
To obtain an estimate on the first term on the right side of (6.5) we recall, by (3.19), that \\k,{x, f; Oil <t?/2 for all <x, t; f> e Fn + 1 x2. Letting £ = t?/2 in Proposition 2
and integrating with respect to t e R1 we obtain 2 WK&A^uWlo ï ^¡«IU+^WIwIU-i-; = i
For the second term on the right side of (6.5) we apply (3.18):
2 ¡i*,*A'k*\lo ^ Í 2 lls«*/Aafc«i|g.o ú cfcl?2|«||g>2fc.
TTnisxSCfc^MU+C0j)H8.*-iCombining estimates (1) through (5) Applying (4.1) with p=l, we obtain Qik($, T)gCfc,iÎT2-r-|i|4k+A2} for all \£l.
Since ||M||o,2fc^|«||2fc,o, we can take i? = (4CCfc>i)-1,a and e = (4CkAC3(r¡)y1 and our proof is complete. Remark. It is easily seen that \\u\\2k,0-¿ C\\(R + A7)u||0,0 for all u e {CS'(Rn + 1)}m9
and for all A sufficiently large. Applying Proposition 2(ii) of [5] we obtain, for arbitrary £>0, ||(^;,s77-77^r.s)A2^||2,0 ^ (£/2)H|2s + 2fc+C(£)H2s è (£/2)|W||2+2,,s + C(£)||M||2s.
Similarly \\(j?r,sj-jjrr,Mlo ^ (£/2)||w||2+2,,s+c(£)||M||2s.
Thus, for arbitrary e > 0, (6.9 ) J"sn+1 {t2 + |f|4fc + A2}ß2r(l' ^ÖW*' T)l2 # dr èC1\\(R + XI)u\\ls + e\\u\\2+2kiS + C(e)\\u\\ls.
By (4.1) we have that Qik(i, r)^CK1{r2+ |£|4k+l}. Letting e=l/2Ck>1 and A^{1 + 2ÇJ1'2 completes the proof of (6.8) .
If R* is the formal adjoint of 7?, i.e., 7?*= -8\8t-A2kH*-J*, then we assert that for every real r and s there exists C=Cr.s>0 such that (6.10) Mr+*.. è C||(Ä* + A7)M||r,s for all M6{C0°°(7vn + 1)}m and all A sufficiently large. We write R# = Rj, + R2 where R1 = -8¡8t-H*A2k-J and R2 = H*A2k-A2kH*. By Theorem 3 no. °7 of [7] , we have that for any real s \\H(t)*A2k-A2kH(t)#\\H^Hs-™-» ^ C||77(í)#A-A#(0#|U^hs = Ls||"(0l|[|m|+3, 2n + 3] for all teR1, m=[s] (here |^||x-.y denotes the operator norm of the bounded linear mapping A). Thus, by (3.5), we see that H#A2k -A2kW is uniformly of order 2k-1 for t e R1. Applying (6.9) (with R replaced by 7?i), (3.2) and the inequality ||w||o,2fc^ ||w¡2fc.o. we obtain, for arbitrary £>0, f {t2+ |f|4fc + A2}|J%<sM)(f, r)|2 di dr Ú Ci|| ( [March Consider the following estimates:
(1) Applying Proposition 1, (3.5) and Propositions 2(i) and 2(ii) of [5] , we obtain, for arbitrary e > 0, \\M**(H*-H*)J(r,ju\\U ^ C)t||^'r,s«||g,afc_1
= Ck\\u\\ls + 2k-, Ú £||M||2+2k,s+C(0||«||2s.
(2) Fixing a 8 between 0 and 1, and applying Propositions 2(i), 2(ii) and 5(ii) of [5] , we obtain for arbitrary e > 0, \A2k(mjir^-jtr^W)u\2^ ú c|«||r2,a+2fc_8 s £|w||2+2,,s+c(0!l"||r2,s.
(3) We observe that A2k(Jtr¡sH*-H*J¿US) = A2k(HJ(r,,-MT ^H)*. Fixing a 8 between 0 and 1 we have, by Proposition 5(ii) of [5] , that HJt, s -Jtr%H is continuous from ^r°-° into 3e~r--s + e which implies that J(r,sH*-H*JtriS is continuous from M',-s~0 into Ji"0-0. Applying Proposition 2(ii) of [5] , we obtain, for arbitrary e>0, \\A2k(Jfr.sH*-H*JïrMlo â C\\u\\2,s,2k.e S £||««r2+2k,s + C(0||«||2s.
Similar estimates for Jïr S(J*-J*) yield, for arbitrary e>0, f {r2+ |£|** + A2}ß2U r)q2%0m, r)\2 di dr
Jr" + 1 á C1||(F* + A7)M[|2s + e||M||2s + C(0||«||2s.
As previously shown, we need only take e sufficiently small and the proof of (6.10) is complete. As a consequence of (6.8), we conclude that the range of F + A7 is closed in {3^r~2k-s}m; thus all we need show is that the range oí R + XI, for A sufficiently large, has trivial orthogonal complement in {Jfr-2k-s}m. Now suppose v e {Ji?r~2k-S}m is such that for all u e{C^(Rn + 1)}m, 0 = ((R + XI)u,v)r¡s = [(R + XI)u,J?2r>2sv]. Then = Ji2u2spe{^-r-2k--s}m and (F* + A7)w = 0, which, by (6.10) applied to w, with -r -2k and -s replacing r and s, implies that cu = 0 and therefore v = 0.
For any closed set FsFn + 1, we set ^e0r-s(K) = {u e J?"-s : supp u^K}. Letting a bar denote closure and writing ^A for the complement of A, we have that Co(%>Q) is dense in JF¿-S(^Ü) for all real r and s, with £2 = £2a ", -ooáa<¿>^+co (see §4
Theorem 6 (Compare with Theorem 4 of [5] ). Given any real r, s and c, R + XI is an isomorphism of {¿t%-'(ñc, + cc)}"1 onto {^¿-2k-s(Úc_ + 00)}m for all X sufficiently large (depending on r, s and R).
Proof. First choose p0>k, p0>r. Next, choose A0 so large that (i) A0 S C4 (Ci, the constant in Theorem 3), and
(ii) Aä A0 implies that R + XI is an isomorphism of {jer-s}m onto {¿er~2k-s}m and {3ep°-s}m onto {¿e°o-2k-s}m (applying Theorem 5 in both cases).
We assert that for A ^ A0, R + XI has the desired property. By Theorem 5 it is clear that we need only show that if « £ {3#'r-s}m and v = (R + XI)u has its support in nc> + 00, then so does u. Since {Cô°(£2Ci + oe)}m is dense in {Jf¿-2k-s(Q,c¡ + lo)}m, then there exists a sequence {v,} in {Co(Dc, + a,)}"1 converging to v in {Jt?r~2k-s}m. By Theorem 5, for each y there exists a unique u¡ e {3tfr,s}m satisfying (R + XI)uj = Vj-, however, there also exists u'¡ e {j^"o-s}m such that (R + XI)u'j = Vj. Thus Uj = u'j e{3fo-s}m; applying Theorem 3 with a=-co and arbitrary kc we see that Uj(b) = 0. Thus each u¡ has its support in Í2c> + a>, and the same remains true for u. Proof. With only slight modifications the proof is exactly like that of Theorem 5 of [5] with 7? replacing P, our form of the energy inequality replacing Theorem 3 of [5] , and our Theorem 6 replacing Theorem 4 of [5] . Proof. By Theorem 4 we have that 3? is a one-to-one mapping. By the open mapping principle it remains only to show that =S? is onto. Let </, <p,..., <pm> e¿r-a*>».>(£2)©# where ^e Hr+s~i2i + 1)k, j=0, 1,..., m-l. We must find <f> e ser-siil) satisfying (7.1) (P0+Pi)¿ =/, (Pldty-Wa) = <Pi, j -1, 2.«.
We recall, by Theorem 7, that @=(8¡8t-Hit)A2k-Jit); £a> is a topological isomorphism of {Jffr-2kim-1)-$iQ.)}m onto {^^».»(^«©{/ftr-aw'n-iH+s-k}* if We assert that A"*"-^-Í/. By (7.2) (7.4) at/,/Ö/ = iA2kUi+1, /=1,..., m-l.
Employing (7. 3) and (7.4) we obtain, by an easy calculation, (d/dt+A2k)m ~1 A2Wm " y)</> = (d/dt + A2k)m-1U1, and (dldt)i-1A2k(m-1)<p(a) = (d/dty-'iU1(a), j=l,...,m-l. Thus by the one-to-one property of 3~ our assertion holds.
We now assert that if A2Mm-i\d/dt)i-14> = iii-1)Uj, then A^^-^^d/dt)'= ia>Uj + 1, j=l,..., m -l. Applying A2" to both sides of the above equations yields the truth of our assertion. Thus í/=m^, and our theorem is proven.
Let | £2 denote the operation of restriction, that is, (|£2)h = m|£2. Corollary. The operator norm of ' S£2 \ as bounded mapping from Jfr-2km-siri2) into #c°r>siCl¿), is less than or equal to the operator norm of ¿ff1 mapping jf'-2km.s^çi^ continuously into Jfr's(£2i).
Proposition 9. Let s be any real number and r any nonnegative real number which is not an odd multiple of k. Then there exists C=C(r)>0 such that ||«||r-ak,,,n^CÖ||«||r>i>Q/or all u e sf-\a) where £2 = £2a,a + 9 and 9 e (0, b-a).
Proof. Since ^f0¡p is an isometric isomorphism of J*i?r,s(£2) onto 3^"r,s'"(Q.) for all r, s, p and £2 (see §4 of [5] ), we may assume without loss of generality that s -0.
Then ||w(OI|o^ IKOIIr-k^CrHko.n for all te [a,a+9] and ueCßjiÜ) (by Proposition 9 of [5] ). Thus l«l8.o,n ^ r¥°Mt)\\îdt = cr0H|2Oin, J a and |"||r-2*,o.n â Ce||ii||r.o-n for all u e Jfr'%Çï) (assuming 0< 9< 1).
We remark that in general ^frs(0) and Jf0-r-"s(£2) are dual Hubert spaces with respect to an extension of the sesquilinear form [u, v] 
Clearly the operator norm of the inclusion map i: J^0r-°(Ü) -> je0r-2k-°iÜ) is bounded by Cr9. Since the dual map of i is the inclusion i*:Je2k-r-°iQ)^jer-°iQ.), the operator norm of /* is also bounded by Cr9. Thus the operator norm of the inclusion map i: J^r-0iD.) -* Jt°r-2k-\Çï) is bounded by Cr9 where r e [0, k) u ik, 2k].
Note that r can be written in the form r = 2kj+X where 7= 1,2,..., and A 6 i-k, k). We shall now prove the remainder of the proposition by induction on / For j= 1, we distinguish two cases: (a) For A e ( -k, 0] we have already shown the result, (b) For A e (0, k) we observe that r-2k e [0, k) which implies, by our previous results and Proposition 2(i) of [5] for all u e ¿f r'°(Q). Thus by Proposition 8 of [5] á Cr0H|r>o.n r-ik,0,Si for all u e 3iï*-\iï). License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Proof of Proposition 6. First we assume r = 4kp and s = 0 where p is a nonnegative integer. In this case our proof will proceed by induction on p. For/? = 0 the result is immediate from (4.3) with /=0. Suppose now that our assertion is true for p=0, 1,..., q-1 where q^ 1, and suppose u e 3eikQ'° andveJ^-ikq-°. By Proposition 5, with y'=2 and p=q, we know that v can be expressed in the form v = v0 + I\ai = ikDava + D2v2, where v0 e jf -«•-■« Va e jf -*««-".<> for |a|=4fc and v2 e ¿V -*k(9-i).o5 m sucn a way tnat ||t)||_4fcîi0 is equivalent to o\\v\\.
where C depends upon {£¡}f, {p¡}f and q. For general r and s, we employ the multilinear interpolation theorem [2] .
Observe that, in the notation of [2] , Jf r's = [jfri-h, 3fv<*y where r = (l -9)ri + 9r2, s = (l -9)sx + 9s2 and 9 e [0, 1]. Given any real r and s, we may write r = 2k(p+01) and s=l+92, wherep and /are integers, and 0^9X, 92<l. Then since our proof is complete.
