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Summary This thesis focuses on deriving analytical solutions that preserve geometric
resolution for direct liquid fuel cell (DLFC) models, by addressing the several non-
linearities inherent in multidimensional mechanistic DLFC models with mathematical
techniques such as algebra, integration, homogenization, transformation, Taylor series
expansions, scaling arguments, separation of variables, and the method of eigenfunction
expansion. Several models that consider steady state, isothermal conservation of mass,
momentum, and species together with the electrokinetics are derived for the DLFC fed
with di¤erent fuels, methanol and ethanol. Two typical types of ow elds are consid-
ered: porous (e.g. a metallic mesh), and plain (e.g. parallel or serpentine ow channels).
We start with a two-dimensional (2D) formulation; to preserve geometric resolution and
to reveal the leading order behavior of the cell, a narrow gap approximation and scal-
ing arguments are invoked, which allows for a signicant reduction in the mathematical
complexity. That is the partial di¤erential equations (PDEs) reduce to a set of parabolic
second order PDEs (2D) and ordinary di¤erential equations with non-local boundary
conditions. For the anode, 2D approximate analytical solutions are obtained with Tay-
lor series expansions, homogenization, and separation of variables. For the cathode, a
closed-form, integrable expression is secured for the local and parasitic current densi-
ties. A mathematical transformation is later introduced to shift the non-linearity in
the boundary condition to the parabolic PDE, which even though makes the PDE non-
homogeneous, it allows the method of eigenfunction expansion to be applied to solve
this PDE. For the porous ow eld, the 2D approximate analytical solutions can capture
the three-dimensional behavior of the cell, whereas the solutions are less accurate for
the channel type ow eld as not all geometrical features are captured. To extend the
CONTENTS ix
solution to encompass a 3D formulation, we introduce a methodology based on spatial
smoothing over the ow channels in the ow eld, coupled with correlations that ac-
count for the variation in pathways in the di¤usion layer due to the ribs. The resulting
description is solved analytically to give 3D approximate analytical solutions for the
DLFC that is able to predict the behavior in a DLFC with ow channels, that initially
was only possible with 3D numerical solutions; albeit there is some loss of information
with the analytical solutions due to spatial smoothing. A¢ rming the accuracy of the
analytical solutions is equally crucial as deriving them; the approximate analytical so-
lutions, both 2D and 3D for the di¤erent ow elds and fuels, are veried with their
respective full set of numerically solved equations as well as validated with experiments
for which good agreements are found. We further carry out experimental validation for
a two phase DLFC model for not only one or a few polarization curves, but for a series
of curves that are based on a statistically e¢ cient design of experiments (DoE). This
way, we ensure that in each experimental series, the solutions are able to predict all
possible combinations of the desired operating conditions. On a nal note, in the con-
text of the DLFC, the derived analytical solutions are fast, reliable and are able predict
the mechanistic behavior of the cell, and thus lend themselves well to multi-objective
and/or variable algorithms, real time control, controller design, stack studies, as well
as troubleshooting of experiments, designs, and failures. In addition, the mathemati-
cal process presented are not limited to fuel cell modeling, but can also be extended
to any non-homogeneous parabolic 2nd order PDE with non-local convective boundary
conditions.
Key words: Direct Methanol Fuel Cell; Direct Ethanol Fuel Cell; Reduced model;
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nement





xx LIST OF SYMBOLS
u, v, u, U Velocities, m s 1
Vcell Cell voltage, V
W Transformed mass fraction for oxygen
w Width, m
x, y; z Coordinates system for reduced model in streamwise and normal directions, m
z; z Number of transferred electrons
z Number of released electrons when alcohol is completely electro-oxidised
Greek Letters
 Coe¢ cient for transport by electroosmosis or transfer coe¢ cent
a Tafel slope
 Reaction order
i Activity coe¢ cient
,  Di¤erence operator
G Gibbs free energy at STP, J mol 1




 Wetting angle, degrees
 Parameter
# Variable in the kinetic expression
xxi
 Permeability, m2
 Eigenvalues or mobility





 Density, kg m 3
 Electric conductivity S m 1
j Eigenfunctions for cathode
! Mass fraction





adl Anode di¤usion layer
afc Anode ow channel
alc Alcohol
c Crossover current or cathode
cl Catalyst layer
xxii LIST OF SYMBOLS
Subscripts
cl Catalyst layer
cdl Cathode di¤usion layer













i; I Number of series terms for anode


















ex Exchange current density
g Gas
in Inlet














The Proton Exchange Membrane Fuel Cell (PEMFC) was invented by Thomas Grubb
and Leonard Niedrach of the General Electric in the 1960s. They showed that it is
possible to convert chemical energy in natural fuels, such as hydrogen, to electrical
energy directly. Hydrogen was the choice of fuel because of its high power energy
density, and is an ideal candidate for applications that require high performance. The
PEMFC technology served as part of NASAs project Gemini in the early days of the U.S.
piloted space program. The expensive cost of platinum, which is used for the catalytic
activity of hydrogen electrooxidation, renders the PEMFC system only limited to space
missions and other special applications where high cost can be tolerated. Then in the
1990s, many were interested to explore PEMFC technology for stationary and mobile
applications such as distributed power, back-up generator for hospitals, buildings, and
in mainstream automobile. This shift in PEMFC interest can be attributed to the world
oil crisis and global warming. Concurrently, one other factor contributing to the rising
interest in PEMFC at that time (till now) was the need to develop energy sources to
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replace batteries for portable electronic devices that can provide higher power capacity
and continued operation of these devices.
Through the decades, the applications and commercialization interests in PEMFC
technology have not been consistent due to the high cost associated and competition
from other sources of energy. One such competition is nuclear energy from uranium,
and till now remains one of the popular choice as distributed power since nuclear does
not produce greenhouse gases emission while ensuring a relatively cheap supply of en-
ergy. However, nuclear power entails one of the worst potential for catastrophic disaster
compared with alternative methods of power generation. A good example is the To¯hoku
earthquake and tsunami in 2011, which disrupted several nuclear reactors resulting in ra-
diation leakages to food and water supplies and a consequence large evacuation. Theres
also the existing issue with nuclear waste management. Radioactive materials and waste
from nuclear power generation must be isolated from human or environmental contact
for thousands of years. This necessitates costly safeguards to mitigate the risk of a
radiation release due to accidents, natural disasters, theft or terrorism.
Even though there are several clean and renewable energy systems, such as solar
cells, wind energy, hydropower, PEMFCs, are available, we still turn to fossil fuels and
nuclear to supply the worlds energy requirements primarily because of economic and
technological-related integration issues. However, their continued usage could lead to
energy poverty, erratic climate change, and genetic mutations from radiation leakages [1,
2]. Questions are often posed in various media encouraging academia and industries alike
to contribute to topics such as "which renewable energy sources are most promising?" [3],
or "which energy innovations you believe will be most e¤ective in creating a sustainable
urban environment?" [3]. Instead of believing one energy system to be the answer or
alternative to existing energy systems, it might be more e¤ective to utilize all energy
systems hand-in-hand. To dream of total elimination of burning fossil fuel would be naive
at this stage, rather to not rely on it solely, but to work with other alternative energy
systems simultaneously to supply di¤erent branches of energy needs for a sustainable
future.
One such energy system is the Direct Liquid Fuel Cell (DLFC) as shown in Fig. 1.1
(basic operating concept of the DLFC in Appendix A), which is part of the PEMFC



























Figure 1.1: Schematic of a typical proton exchange membrane fuel cell
fuel such as methanol, ethanol, formic acid, etc. as given in Table 1.1. Feeding liquid into
the fuel cell is a more recent trend and holds several advantages, such as higher energy
densities, facile liquid fuel storage, and compact and simpler system structures compared
with using hydrogen, where several ancillary systems such as external humidication, a
reformer, and coolant. However, the performance of the DLFCs is considerably lower
than the hydrogen-fed PEMFC with typical power density of about 60 mWcm 2 [4, 5]
for a fuel cell fed with methanol. But all is not lost; even though the performance
is low, it is su¢ cient for powering portable devices. With progresses in the wireless
economy, portable devices such as mobile telephones, portable remote monitoring and
sensing equipment, navigation systems, laptops, etc., require higher continuous power
with long life as well as instant and remote rechargeable technologies. Current battery
technology has yet to provide the required energy density for long-term operation, and
recharging is time consuming. A DLFC can produce electricity as long as the fuel and
oxidant are supplied to it, and there is no need for recharging. This would mean a
device powered with the DLFC eliminates the need to locate available electricity plugs
or sources for recharging, making it especially useful in developing countries, which can
have no reliable or available power sources.
The DLFCs are also considered environmentally friendly as they do not produce
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toxic byproducts. However, DLFCs are not emission-free as CO2, a green house gas, is
still produced, this is also true for hydrogen, which produces CO2 indirectly during the
reforming step in the water-gas shift reaction. In contrast, methanol and other alcohols,
if produced from biomass, the CO2 formed during cell operation would be balanced
by the CO2 consumed in the photosynthesis. This form of energy therefore does not
contribute to green house e¤ect and is renewable.
1.2 Technical and Implementation Issues with the DLFC
The lower performance of the DLFC as compared to the hydrogen-fed fuel cell are due to
some technical issues leading to the delayed commercial implementation of the DLFC.
These issues are predominantly fuel crossover and poor anode kinetics. Fuel crossover is
the fuel leakage via crossover from anode to cathode resulting in the undesirable mixed
potential at the cathode. This mixed potential reduces the concentration of oxidant
available for the main reactions since part of the oxidant parasitically reacts with the
crossover fuel. The fuel loss is the culprit behind the reduction of the open-circuit
voltage, for example, the methanol-fed fuel cell have the theoretical voltage value of
1.2 V [6,7], and because of the parasitic reactions, it reduces the voltage to around 0.7
V. Additionally, there is also the need for excess catalyst loading at the cathode catalyst
to sustain the main reactions as well as the parasitic reactions from the crossover fuel.
The next issue is the poor anode kinetics, which proceed via a series of complex
reaction steps (e.g. [810]) at both the anode and cathode; the latter is due to alcohol
crossover. The complexity increases with higher carbon content in the fuel since more
carbon atoms have to be cleaved to release the electrons to generate electricity (see
Table 1.1 for anode, cathode, and overall reactions at the catalyst layers of some popular
liquid fuels). As such, methanol still remains the most popular choice now among the
candidates of liquid fuel as its electrooxidation only involve one carbon.
One other aspect associated with fuel cell implementation is the socioeconomic
impact on the use of platinum. For the DLFC, platinum loading is higher than the
hydrogen-counterpart to facilitate the electrooxidation of the liquid fuel. Platinum is a
precious metal and is less readily available than petroleum. One of the main debated
uncertainty is whether platinum resources are enough, and whether future demand for
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Table 1.1: Reactions of popular liquid fuels for the DLFC
Ethanol Anode C2H2OH+3H2O ! 2CO2 + 12H++12e 
Cathode 3O2 + 12H++12e  ! 6H2O
Overall C2H2OH+3O2 !2CO2 + 3H2O
Formic acid Anode HCOOH!CO2 + 2H++2e 
Cathode 1/2O2 + 2H++2e  !H2O
Overall HCOOH+1/2O2 !CO2+H2O
Hydrazine Anode N2H4 !N2 + 4H+ + 4e 
Cathode O2 + 4H+ + 4e  ! 2H2O
Overall N2H4+O2 !N2 + 2H2O
Methanol Anode CH3OH+H2O! CO2 + 6H++6e 
Cathode 3/2O2 + 6H++6e  ! 3H2O
Overall CH3OH+3=2O2 !CO2+2H2O
platinum in fuel cell applications will result in a precarious mining market similar to
the situation we have with the petroleum industry. The answers to these questions are
complex and is political in nature depending on the source of information.
There are many angles to address the above issues, both technical and socioeconom-
ical. From the technical standpoint, there have been numerous ongoing research e¤orts
on novel membrane material that reduces fuel crossover (e.g. refs [1113]), and also
attempts to formulate e¢ cient catalysts for improved electrooxidation preferably with
reduced to no platinum loading (recent review in ref [14]). In terms of operation, fuel
crossover can be controlled by operating the cell within regions of the polarization curves
to minimize the leakage to the cathode; or to implement suitable ow eld designs (e.g.
refs [1517]) or to optimize di¤usion layer thicknesses (e.g. refs [18,19]) that aids in the
reduction of fuel crossover. Furthermore, the cell can also be operated within regions
of the polarization curves where activation overpotential is kept to the minimal. The
amount of platinum loading can also be optimized by e¢ ciently utilizing the platinum
content for the desired cell operation, thus eliminate the addition of excess catalyst load-
ing. These are some of the angles that can be addressed, which however, are interrelated
in a highly nonlinear manner. For example, if there are severe mass transport issues
due to poor feed conditions, fuel crossover is minimized, and perhaps, the Pt loading at
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Figure 1.2: Schematic of a Direct Liquid Fuel Cell with geometrical dimensions of the
Membrane Electrode Assembly (MEA).
operating the cell with poor feed conditions); however, cell performance is poor as there
is not enough feed, and the catalyst is not optimally utilized due to dead-zones associ-
ated with poor feed conditions. As such, it is pointless to study fuel crossover without
appropriately understanding the various transport and kinetic processes involved in the
nonlinear coupling of these operational, transport, kinetic, and design parameters in the
catalyst layers, di¤usion layers, and ow elds. Likewise, even if there exists a catalyst
that can consistently guarantee good performance, if the transports are not adequately
controlled and understood to ensure minimal mass transport limitations, the cell will not
be operating in an e¢ cient manner as well. There is, therefore, a need to understand this
nonlinear coupling and the codependency of these phenomena in the individual layers of
the DLFC. Owing to the typical size of the DLFC (see Fig. 1.2), it is di¢ cult to measure
these internal quantities within the layers. One way to couple these phenomena and to
control and eliminate any fundamental di¢ culties with fuel cell design and operation in
a tractable manner is by developing a sound theoretical framework with mathematical
models. This way, a detailed prediction of the inner life of the cell according to di¤erent
operating conditions and layout thus becomes possible.
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1.3 DLFC Modeling and Experimental Validation
Mathematical modelling provides a means to capture knowledge and understanding,
and transfer this between the di¤erent groups involved in the development of the cell.
It also aids in dening the important areas in which experimentation is required, thus
eliminates unnecessary time-consuming and at times costly experimentation. On the
other hand, when a model is accurately formulated, the analyses can then provide a
reliable quantitative measure of the risk involved in the design and operation decision
in the fuel cell development. In the context of the DLFC, a mathematical model aids in
several developmental scenarios as given in Table 1.2.
A mathematical model for the DLFC usually considers changes in properties in time
and/or space: these changes can be expressed in terms of partial di¤erential equations
for the conservation of mass, species, momentum, energy, and charge for the various
layers of the DLFC, i.e. the ow elds, di¤usion layers, catalyst layers, membrane,
and bipolar plates (Fig. 1.2). Such a model is massive, and usually some form of
simplication and/or reduction is necessary. Common simplications for the DLFC are
typically based on assumptions of certain physical phenomena to simplify the set of
equations, for example, the assumption of steady state condition. Reduction is more
rigorous and are justied with arguments, for example, the reduction of dimensionality
by invoking a narrow gap approximation; however, reductions are more tractable and
retains the domineering physics of the system. Owing to the rigorousness involved in
model reduction, most models in the literature are formulated based on simplications
(discussed in Chap. 2).
Once the necessary simplications and/or reductions have been made and a math-
ematical model been formulated, it is usually solved numerically unless a closed-form
(or approximate) analytical solution or semi-analytical solution can be secured. In gen-
eral, analytical solutions that capture the salient features of the transport phenomena
and electrochemistry can often provide a deeper and richerunderstanding than could
be achieved with numerical computations alone, because complex phenomena can of-
ten be reduced to simpler processes and leading-order physical phenomena be revealed.
Further, when analytical solutions are possible, they are preferable to often extensive nu-
merical and experimental investigations, as analytical solutions require minimal compu-
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Table 1.2: Types of scenarios modeling can aid in
No. Potential scenario How modeling aids
1 Analysis of the membrane physics Identifying rate-limiting phenomena.
chemistry and electrochemistry Transports through membrane.
2 Material analysis Reliable and durable materials.
3 Catalyst Reduce amount of platinum while maintaining
e¢ ciency of original formulation.
Identify formulation(s) that reduces poisoning.
4 Fuel crossover Identify operating conditions that can result
in high rate of fuel crossover.
5 Cell and ow eld Study current design e¢ ciency and e¤ectiveness.
architecture Ensure ow eld does not starve the cell of reactants.
Study ow eld designs.
6 Optimal operating conditions Find optimal feed concentrations for the maximum
cell voltage at the required current densities.
7 Optimization Find optimal conguration based on di¤erent
combinations of power requirements.
8 Real-time control Evaluate optimal control parameter settings to
establish control characteristic for di¤erent operations.
Evaluate system performance under variety of load
changes and/or changes in feed conditions.
9 Start-up Evaluate start up policy to obtain optimal fuel cell
performance using the minimum time.
Analyze response time.
10 Durability Detection of early catalyst degradation.
Simulate aging behavior in cell.
Reduces time required compared to physical testing.
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tational e¤ort. In the context of the DLFC, analytical solutions can thus be employed for
e¢ cient model-based design, performance optimization, wide-ranging parameter stud-
ies, verication of numerical codes, and real time optimization and feedback control,
especially the latter two require solutions within milliseconds. However, establishing
analytical solutions especially those based on multidimensional partial di¤erential equa-
tions is usually a non-trivial task and often not possible due to, for example, complex
geometries and highly non-linear equations, unless appropriate approximations are pos-
tulated and idealizations are introduced.
After the model has been solved, some form of model calibration, verication, and
validation is necessary [20] to a¢ rm the delity of the model. For a DLFC model,
calibration is usually carried out in terms of quantitative adaption of electrochemical
parameters by comparing model prediction with experimentally obtained global polar-
ization curves. Verication aims to ensure that the specication of the numerical code
(or written analytical solutions) is complete and that mistakes such as errors, oversights,
or bugs, have not been made in implementing the model. Note that verication does not
ensure the model correctly reects the workings of a real cell; instead this part is the job
of validation, which seeks to ensure that the model is indeed predicting the performance
of an actual DLFC.
A range of validity can be established between the model and experimental data.
Typically, DLFC models are validated by calibrating estimated physical properties val-
ues (e.g. transfer coe¢ cients, exchange current densities) to reach certain agreement.
Experimental data chosen (typically polarization curves) for calibration are termed the
training set, and the data chosen for validation are termed the testing set. These cali-
bration and validation steps are especially crucial since they established the credibility
of the model predictions against an actual cell.
1.4 Aim and Structure of Thesis
Owing to the highly coupled partial di¤erential equations of a typical DLFC model,
most DLFC models are solved numerically, and can entail signicant computational
cost (and/or complexity). Further, to reduce computational cost, geometrical reduction
from three- (3D) to two- (2D) or one- (1D) or zero- dimensions is one of the most com-
10 1. Introduction
mon postulates that perhaps compromises the delity of DLFC model predictions the
most, because the ow elds, with the exception of porous ow elds, comprise 3D ow
channels with ribs between channels that impact the ow pattern and distribution of
the dependent variables in the adjacent di¤usion layer. In other words, the presence
of ribs alters the pathways of molecular transport in the di¤usion layer. This postu-
late is typically imposed to reduce computational cost that could have incurred with
solving a model in a three-dimensional geometry. As one example, we note that opti-
mization studies for the DLFC are typically based on zero- or one-D models [2125] or
on equivalent-circuit models [26, 27] whilst computationally quick and e¢ cient, these
cannot capture the mechanistic leading-order transport phenomena locally in the DLFC,
and thus, they are not able to relate the mechanistic nature of the various transports to
the cell performance. One of the essential goals of design and optimization is to provide
a reliable tool that can precisely correlate the governing inputoutput relationship of
the system, hence, there is a need for fast and reliable solutions that can predict the
mechanistic behavior of the cell.
In this respect, a number of analytical and semi-analytical solutions of mechanistic
nature have been published based on common assumptions such as steady-state, isother-
mal, and liquid-phase conditions; these solutions, however, lack geometrical resolution
as they are either 1D or pseudo-2D along-the-channelmodels (to be reviewed in Chap.
2) . Furthermore, they are all based on ordinary di¤erential equations (ODEs): a sig-
nicant simplication of the mathematical complexity as compared to solving partial
di¤erential equations (PDEs). While these analytical and semi-analytical solutions are
able to address the physicochemical phenomena of the methanol-fed DLFC to various
degrees, the 1D solutions are not able to address the phenomena locally along the cell,
and the pseudo 2D models do not satisfy the conservation equations locally (although
they may do so globally). The latter, in other words, cannot capture spatial variations
across the ow eld (ey), such as boundary layer ow, since only integral values of the
reactant concentrations (plug ow assumption) are considered. Also, owing to the lack
of resolution in dimensionality, these solutions cannot predict the rib e¤ects that ex-
ists in a channel-type DLFC. There is therefore a need for closed-form or, at the least,
approximate analytical solutions that satisfy the conservation equations locally, whilst
preserving the essential physics in both the normal (y) and streamwise (x) directions 
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and, if possible, in the spanwise direction (z) as well.
In view of the lack of formal analytical solutions for 2D (that are not pseudo-2D)
and 3D mathematical representations of the DLFC, the aim of the work is to secure
analytical solutions for partial di¤erential equations that retain the essential physics
and geometrical resolution of higher dimensions, i.e. 2D or 3D. To ensure the accuracy
of the analytical solutions, we demonstrate the concept of Design of Experiments in
validating a DLFC model such that the model validation is not only for one or a few
polarization curves, but for a series of curves that are based on a statistically e¢ cient
design of experiments.
The thesis is structured into six main parts:
 Mathematical formulations (Chap. 3)
 Scale arguments to justify model reductions and underlying physics governing cell
behavior be revealed (Chap. 4)
 Deriving two-dimensional (2D) approximate analytical solutions for the anode of
a DLFC, demonstrated on fuel methanol for di¤erent ow elds (Chap. 6)
 Extension to the membrane and cathode of the DLFC, operating on fuel methanol
and ethanol, resulting in 2D approximate analytical solutions for the whole cell
(Chap 7)
 3D approximate analytical solutions for the DLFC that are able to capture rib
e¤ects and behavior only possible with 3D numerical simulations (Chap 8)
 Applying statistical experimental design in experimental validation of a DLFC
model (Chap 9)
There are ten chapters in this thesis. The rst chapter motivates the aim of the work
along with an overview of the contributions of the thesis. Chapter 2 provides a detailed
perspective of the eld of DLFC modeling with an emphasis on analytical solutions
and the physics they captured. A review on the various mathematical models in the
literature is given and serves as a background context for the contributions of this thesis.
The literature review covers the model simplications, highlight the typically solved
transport mechanisms for the DLFC, and discuss mechanisms that are still uncertain
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for transport, and electrochemical reactions. The technique of model calibration and
validation available in the literature is also discussed.
Chapter 3 details the mathematical formulations for the various models that form
the backbone to this thesis and presentStarting with the single phase model of conser-
vations of mass, momentum, and species for two di¤erent ow elds, followed by a two
phase model of the anode. The electrokinetics of two popular liquid fuels, methanol
and ethanol, is discussed with considerations of the present state-of-the-art in catalyst
development. The numerical techniques in solving the various models, which serve as
verications of the upcoming analytical solutions in Chap 5 to 9, are also presented. A
convergence study is performed to analyze the quality of the numerical results is also
given in this chapter. The nal section of this chapter
Chapter 4 is an important chapter, it presents scaling arguments that justies the
model reductions. Specically, how the leading order physics of the various DLFC
models discussed in Chap. 3 can be deduced with a narrow gap approximation, scaling
arguments and asymptotic reductions in a tractable manner. The subsequent model
reductions aid in the derivation of analytical solutions in the coming chapters.
Chapter 5 describes the experimental setup, cell conditioning process, and experi-
mental data acquisition.
Chapters 6 to 9 are the core chapters of this thesis. Chapter 6 lays the foundation
of the analytical framework where 2D approximate analytical solutions for the anode of
the DLFC are derived. The chapter opens with a reduced model comprising a 2nd order
PDE and several ODEs for the DLFC anode based on the concept of model reduction
presented in Chap. 4. The reduced model was then analyzed and the non-linearity
inherent in the model is linearized with Taylor series expansions and homogenized with-
out losing important information. The resulting set of PDE and ODEs is solved with
integration and separation of variables.
Chapter 7 extends the approximate analytical solutions to include that of the cath-
ode and membrane. Similar to Chap. 6, the chapter starts with the reduced set of
equations, but now for the whole cell, and comprises several ODEs and 2nd order PDEs.
The 2D approximate analytical solutions are demonstrated for a methanol- and ethanol-
feed DLFC. The chapter illustrates three main points: First, how a closed-form, inte-
grable expression for the local and parasitic current densities can be derived; second, a
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transformation that removes the non-linearity in the model, thus resulting in third, a
transformed model solvable with the method of eigenfunction expansion.
Chapter 8 presents the derivation of 3D approximate analytical solutions for the
whole cell by introducing correction factors that account for 3D e¤ects such as the
presence of ribs between channels and by reducing the channels in the ow eld to
a porous counterpart with the volume-averaging theory. For the DLFC with channel
type ow elds, a 2D model is not able to accurately described a 3D cell due to 3D
e¤ects in the di¤usion layers and the ow channels; hence the model has to be in 3D.
However, 3D models are not widely available in the literature especially 3D analytical
solutions, due to increase complexity associated with solving a 3D geometry. To ascertain
the accuracy of the 3D approximate analytical solutions, the corresponding full set
of 3D governing equations are also solved and provide verication of the analytical
solutions. The approach is valid for the di¤erent types of liquids fuels for a DLFC, but
is demonstrated in this chapter for a DLFC operating on methanol. We also present in
this chapter that the local transport equations for the cathode of a DLFC need not be
solved for generating the cell performance curves as long as the cell is operating at
conditions where the cathode is not limiting the overall performance.
Experimental validation with statistical design from Design of Experiments (DoE) is
discussed in Chapter 9. This validation method di¤ers from the traditional one-factor-
at-a-time approach in that for a model that is validated with one-factor-at-a-time, it may
t the data well for certain operating conditions; but may not be able to predict the
correct trend when one of the conditions is changed. Validation with statistical design
tells whether the model is able to predict all possible combinations of the experimental
design and operating conditions. The validation method is illustrated on a 2-phase
DLFC model coupled with the solution for the cathode derived in Chapter 8. The two
phase model is based on the mixture theory; a short discussion on why the mixture
theory is a suitable theory to model the DLFC anode is given. A series of experiments is
performed according to the experimental design matrix. A 23 factorial design is chosen
for its simplicity and adequacy for our purpose
Chapter 10 is the summary chapter of the thesis work where concluding remarks on
the various chapters are drawn. Also discussed in this chapter are the applications of
the work presented in this thesis and future work, such as extension to planar stack de-
14 1. Introduction
sign, deriving analytical solutions for transient start-up and shut-down (three-variables




In view of the limitations arising from the inherent electrochemistry and transport phe-
nomena in the DLFC, there have been a number of mathematical models derived and
solved in the past years in order to better understand and improve the performance of
the DLFC. There are approximately 210 published papers on DLFC modeling since 1997,
with the methanol-fed DLFC been most studied. The review in this chapter divides the
literature work based on the simplications most common in DLFC modeling, and how
they are solved. Within these simplications, the models are separated to the various
regions and e¤ects modeled. Towards the end of the chapter, a review on experimental
validation of the DLFC models and available analytical solutions are discussed.
The beginning of DLFC modeling can be traced back to the simple 0 to 1 D mod-
els [2831] used for analyzing experimental DLFC data and its performance; a typical
expression for this is:
Vcell = E
   b log i RI + b log io   b log (cb=cs) , (2.1)
where Vcell is the cell potential, b is the Tafel slope, R is the internal resistance, io is
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the exchange current density, and the mass transport limitation is in the last term with
cb denoting the bulk concentration and cs the concentration at the catalyst surface.
The last term is added to make the expression less empirical. The calculation method
can be via the galvanostatic or potentiostatic modes, i.e. specifying the current density
and compute the cell voltage for the former method, or specifying the cell voltage and
compute the current density for the later. cb is typically assumed to that of the inlet,
whereas cs is obtained from global mass balances. Although quick and easy to apply,
they cannot predict and explain local transport phenomena. As interest grew from mid
2000s, more and more models for the methanol-fed DLFC were developed, with interests
in multi-dimensional e¤ects in complete fuel cell models as well as kinetic models (e.g.
refs [9, 3235]) to explain the multi-step reactions at the anode. Owing to the toxicity
of methanol, rising interests in modeling the ethanol-fed DLFC begins around 2008.
It was soon realized that a generic model for a DLFC that aims to capture the multi-
dimensional physicochemical phenomena inside the various fuel cell layers  current
collectors, ow elds, di¤usion layers, catalyst layers, and membrane (see Fig. 1.1 and
1.2) can be prohibitively expensive to solve numerically, and the model can easily loose
tractability. Hence, during the abstraction phase of the model development, postulates
have to be introduced not only to secure tractable model formulations but also to reduce
the highly complex nature of the governing processes and geometry of a fuel cell. These
simplications can be classied into four main areas: 1) reductions in dimensionality, 2)
simplication of mathematical formulation, 3) reductions in amount of functional layers,
and 4) assumption of steady-state operating conditions.
In the coming sections, we discuss the various models that fall into the four cate-
gories of simplications, followed by how the resulting models are solved focusing on the
available analytical solutions, and nished with typical experimental strategies. Finally,
concluding remarks are drawn of the literature review relevant to the context of this
thesis are drawn.
2.1 Simplications
Reductions in Dimensionality  Reductions in dimensionality from three [36


















Figure 2.1: Typical polarization and power curves of a fuel cell illustrating the regions
of performance losses: activation overpotential (I), ohmic polarization (II),
concentration polarization (III), and departure from Nernst thermodynamic
equilibrium potential (IV).
[26, 94102] (0D) counterparts are the most common simplications. 0D models typi-
cally comprise macroscopic balances and describe the polarization behavior by a single
equation. Although they are simple and of empirical nature, they aid in determining
kinetic parameters as well as comparing the various performance losses, specically ac-
tivation, ohmic, and concentration losses as shown in Fig. 2.1 inherent in a fuel cell
system [6,103,104]. The main shortcoming is that 0D models are not able to reect true
mechanistic behavior and are not good for predicting performance and for providing
fundamental understanding of the underlying transports.
1D models consider the variable(s) to be dependent on a single coordinate, where the
normal direction (y in Fig. 2.2) is typically considered as the independent space variable,
and are valid when variations in the streamwise (ex) and spanwise (ez) directions are
negligible, which we shall see in Chap. 3, is usually the case only for the porous regions
of the cell. Typically 1D models do not consider the ow elds as part of the modeling
domain. Instead the inlet conditions of the ow eld are imposed to be the boundary
condition at the interface between the ow eld and di¤usion layer. This assumption
can be oversimplifying since changes along and across the cell are not accounted for
2D models are either formulated along the channel(ex and ey) [51, 53, 54, 57, 59]
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or across the channel (ey and ez) [4850, 52, 55, 58, 60, 61] as shown in Fig 2.2a and
2.2b, respectively. The former is valid when variations in the spanwise direction (ez)
are negligible, such as a cell equipped with a porous ow eld (Fig. 3.1 show the ow
elds) and the latter when variations in the ow direction (ex) are not signicant, for
example, at very high inlet owrate.



























(a) 'Across the channel' 2D models
Diffusion layer
Rib
Figure 2.2: Schematic of (a) across the channeland (b) along the channel2D
models. Two di¤erent kind of membrane electrode assemblies (MEAs): 3-layer
comprises the catalyst layers and the membrane; 5-layer same as 3-layers with di¤usion
layers attached.
At typical operating conditions, the species concentration decreases along the chan-
nel, which means reaction rate decreases and current distribution can be nonuniform
unless feed conditions such as inlet concentrations or ow rate are very high. For the
liquid-fed fuel cell, there is boundary layer development in the ow eld, making it more
limiting to neglect changes along the cell. In across the channelmodels, changes in the
ow direction is ignored; such models are most applicable when a solid rib is present
(Fig. 2.2) as the ribs of the ow eld break the continuity between the channel and
di¤usion layer that can also result in nonuniform current distribution. This is known as
rib-e¤ects, and is most signicant for cells equipped with channel type ow elds (Fig.
2.3). In terms of applicability, both types of 2D models are able to predict nonuniformity
due to mass transport limitations, they are therefore useful for optimizing placement
of catalyst layers where higher reaction rates can be expected  leading to savings in
catalyst loading.













Figure 2.3: Schematic of a representive unit of (a) channel type ow eld, (b) ow eld
with a porous material
complexity associated with a 3D geometry particularly in modeling a multidomain, mul-
tiphysics structure like the DLFC. Even though 2D models can capture the physics to
a certain extent, the transport in the channel-types DLFC (i.e. equipped with channel-
types ow eld like the serpentine, parallel channels etc.) are strictly 3D because changes
in the ow direction as well as rib e¤ects cannot be neglected due to depletion of the
species concentrations along and across the cell. In principle, 3D models are the ones that
should be used for design and optimization of the operating conditions and structural
properties for the channel-type DLFC. However, the published 3D models are complex
and requires computational time of around 4 hrs [41] depending on the computational
power available, which makes them not ideal for implementation into optimization al-
gorithms. They are also not very rigorously validated, mainly due to the computational
costs of the models. For a cell equipped with porous type ow elds, the general result
of 3D models do not show signicant changes with the 2D along the channelmodels
due to no-ux conditions that can be imposed in the spanwise direction of such a cell.
Simplification of Mathematical Formulation  Typical examples of sim-
plications of the mathematical formulation for various physicochemical phenomena in
the cell include: (i) isothermal conditions, (ii) single phase ow assumption, (iii) ideal-
ization of catalyst layers, and (iv) macroscopic mass balances
Isothermal conditions: the assumption of isothermal conditions is invoked by most
authors except for a few [52,55,62,79,84,85,88]. Temperature increase does not appear
to be a leading order e¤ect as only a few degrees of K in temperature rise are observed by
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refs [84, 85, 88]. Isothermal conditions does not mean that changes in parameter values
are not temperature dependent; instead, it refers to negligible temperature gradients
within the cell that could arise due to heat generation, consumption, and transfer. For
the DLFC, nonisothermal e¤ects are not that signicant compared to the hydrogen-fed
fuel cell due to the presence of liquid (good thermal conductor) in the membrane and
anode, and relatively low current densities on the order of 103 A m 2, which leads to
less heat generation.
Single phase assumption: the assumption of only a liquid phase [29,30,34,3638,44
46, 4851, 6369, 7385, 88, 92, 94] instead of two phases [3942, 47, 5262, 7072, 86, 87]
(liquid and gas) in the anode and cathode for a low-temperature DLFC can be restrictive
particularly at current density higher than 2103 A m 2 (demonstrated by ref. [53,58]),
due to a higher reaction rate and production of carbon dioxide gas. Even though this
assumption is limiting, especially since two phase phenomena has been captured on
actual cells [105107], it is still commonly invoked and can be applied with justiable
accuracy at certain operating conditions such as at current densities lower than 2 103
A m 2 [53,58,108,109], as rate of CO2 gas evolution is lower compared to that at higher
current densities [105,107].
Two phase models for the DLFC ranges from the mixture model [39,41,43,53,54,59,
110116] to multi-uid [8,42,5558,6062,86,117125] and volume-of-uid [126] with the
aim to resolve coupled liquid and gas ow in the functional layers of the cell. The mixture
model treats the two phases as a single phase mixture that moves with a single velocity,
thus the parameters are mixture parameters for the two phases. The multi-uid model
considers two separate phases with di¤erent velocities, where phase transfer between the
uids can be incorporated. The volume-of-uid model includes the free surface motion
between the uids by tracking the volume fraction of each of the uids throughout the
domain; thus the uids are considered to be immiscible and not interpenetrating.
The main di¤erence between a single phase model and its two phase counterparts
is saturation is solved and coupled with other transports. Majority of the DLFC two
phase models that uses the empirically determined Leverett J-function except a few
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is originally developed to describe isothermal and isoconcentration two phase ows in
porous media, and is obtained based on imbibition and non-consolidated sand from data
of water-air [128]. A di¤erent approach is to use a model to calculate the saturation,
such as the random cut-and-rejoin bundle-of-capillaries model [129], which idealizes the
porous network by integrating the pore-size distribution of the di¤usion media to get
the saturation. A recent experimental correlation for the capillary pressure developed in
ref. [130] is implemented into a model for the methanol-fed DLFC [127]; the correlation
is obtained based on experimental studies of the di¤usion layers of an operating cell.
One other important aspect of two phase modeling is the determination of the e¤ec-
tive permeability, e , which is usually dened as
e = rel,
where  is the permeability of the porous medium, and rel is the relative permeability.
 is dependent only on the porous structure and is usually assumed [8, 42, 5558, 60
62,86,117125] or by tting a parameter [41, 54, 59, 112,113,115] or estimated with the
Carman-Kozeny equation [114].
The overall gain of two phase models is the ability to predict two-phase ow phenom-
ena; however, without good experimental data on relative permeabilities and saturation,
as well as detailed experimental details on the validity of using Leverett J-Function to
evaluate the saturation, it cannot be concluded whether the single phase or two phase
approach is more valid.
Idealization of catalyst layers: idealization of the nature and geometrical features of
the electrochemical reactions in the catalyst layers [29,30,34,3688,91,94]. The simplest
idealization is to treat the catalyst layers as interfaces [37, 51, 53, 54, 79, 81, 109, 113], as
they are innitely thin as compared to the length of the cell, so that their structure can
be ignored. Faradays law is then applied as the generation or consumption term in the
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Figure 2.4: Schematic of a cathode catalyst layer with idealized structure showing two
main length scales: the agglomerate and the entire porous electrode.
boundary condition at the interface between the di¤usion layer and membrane. Even
though the catalyst layers are treated as interfaces, there are some [54, 109] that still
incorporate kinetic expressions to account for multidimensional e¤ects where current
density or potential changes.
Other models that consider the geometrical structure of the catalyst layers can be
classied into the porous-electrode models [33, 52, 63, 68] and the agglomerate models
[42, 57, 58]. The porous electrode models account for changes across the catalyst layer,
and is concerned with the overall reaction distribution in the catalyst layer. They
assumed that the main e¤ects do not occur within the agglomerates rather, all across
the layer. The agglomerate models consider e¤ects at the agglomerate length scale as
shown in Fig. 2.4, which is an idealized structure of the agglomerate that considers
agglomerates consisting of electrolyte lms and electronic particles. Depending on the
pore geometry, agglomerates are considered to be planar, cylindrical, or spherical. The
agglomerate models are more applicable to the oxygen reduction reaction at the cathode
catalyst, as they describe the gas phase mass transport resistance caused by ooding
through the pores. Such mass transport resistances are minimal at the DLFC anode
since the liquid phase constitute bulk of the phase. In short, all the models for the
catalyst layers are based on idealization of the structure and geometrical properties of
the catalyst layers and they do not have the ability to assess morphological e¤ects of
the catalyst structure.
Macroscopic mass balances  and nally, macroscopic mass balances for parts of
the cell instead of local conservation laws [46, 65, 66, 68, 70, 79, 83, 85, 88, 94, 102]. These
models usually take a global approach in the ow elds and only consider changes within
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the Membrane Electrode Assembly (MEA) in the direction perpendicular to the MEA
as shown in Fig 2.2. Hence, they are not able to capture important phenomena such as
boundary layer development in the ow eld. The aim of coupling mass balances for one
layer of the cell to di¤erential equations for another layer of the cell is predominantly
to reduce model complexity, but the sacrice is the inability of the model to capture
certain important physics, since global values are obtained instead.
Reduction in Amount of Functional Layers  Another popular trade-
o¤ between computational complexity and modeling the cell is the reductions in the
amount of functional layers that are considered in the model. This includes models
for only the membrane-electrode-assembly [8, 29, 48, 49, 52, 58, 60, 61, 66, 70, 71, 73, 80,
81, 84, 87, 91, 110, 118, 131133]; only a half-cell, that is, either the cathode [72] or the
anode [30, 34, 51, 54, 63, 67, 74, 75, 78, 82, 92]; or only the membrane [89, 90] or catalyst
layer [63, 72]. Often times, these are domains of interests. Reduction of the function
layers to only the MEA is the most popular since the dominant part of the cell, i.e. the
catalyst layers, membrane and di¤usion layers constitute the MEA. The main drawback
is that transport limitation in the ow eld is ignored, and usually the inlet condition
of the ow eld is used as the boundary condition at the top/inlet of the di¤usion layer,
which is only valid at very high inlet velocity (Re 1000, typical Re  100, values given
based on current studies).
Models that consider either the anode or cathode are typically interested in phenom-
ena specic to the chosen electrodes. For the DLFC, under normal operating conditions,
the anode is the limiting side due to its sluggish reaction kinetics compared to the cath-
ode. Further, stoichiometry at the cathode is usually su¢ cient to support the generated
current density. This implies that the anode can be mathematically decoupled from the
cathode and analyzed independently. For this reason, there are several half-cell models
as cited above for the anode primarily to evaluate the half-cell performance and opti-
mal operating regime, whereas cathode models attempt to analyze the mixed potential
at the cathode catalyst. At the cathode, it is also unclear whether methanol directly
reacts with oxygen in a chemical reaction or is electrooxidized at the cathode catalyst
or both. Some experimental results [134, 135] show that methanol predominatly reacts
with oxygen directly, whereas some [136, 137] explained that the electrodes geometry
and operating conditions governed whether the crossover methanol is electrooxidized
24 2. Literature Review
or physically oxidized. How to capture the amount of methanol been oxidized directly
or electrochemically oxidized in a model is an area of development; some recent pa-
pers [8, 136] shows the derivation of kinetics that takes into account both oxidation
pathways at the cathode catalyst can quantitatively adapt the kinetic parameters to de-
termine which pathways is dominant. This is one method to understand how methanol
is oxidized at the cathode catalyst though more rigorous experimental adaption and
validation have to be carried out due to the number of kinetic parameters involved.
The catalyst layers are often the thinnest layers in the fuel cell but perhaps the most
complex since the electrochemical reactions take place there. Models for the DLFC
electrodes predominantly focuses on the reaction pathways of the alcohol oxidation at
both the anode and cathode catalyst layers, and how these mechanisms rationalize the
transports, and consequently, how the kinetic limitations a¤ect the performance of the
system. These models usually include derived kinetics [8, 9, 33, 35, 138] that seek to
detail the steps of reaction mechanisms at the catalyst layers. They describe e¤ects of
the mass transport limitations at di¤erent length scale, i.e. at the agglomerate or across
the catalyst layer as in Fig. 2.4.
A couple of membrane models have been developed to analyze the mechanisms of
fuel crossover via the di¤erent membrane transport modes in the proton-conducting
membrane. These membrane models, however, does not take into account the interac-
tions of the polymer molecules, water, and ions explicitly in the system. Their main
focus is on the network of pores within the membrane or a homogeneous solutions. Even
though these models can relate experimental ndings and modes of crossover, they are
not su¢ cient for predictive modeling of the membrane properties.
Assumptions of Steady State Operating Conditions  The assumption of
steady-state operating conditions [29, 30, 34, 3651,5355, 5759, 61, 6365, 6787,89, 90,
92,94] instead of transient operation [52,56,60,62,66,88,91]. The former is applicable for
the active-feed DLFC, whereas the passive-feed DLFC is intrinsically transient (unless
a quasi steady-state is assumed). There are also several situations where transient
properties become signicant in an active-feed DLFC; these include system start-up
and shut-down, and switch between di¤erent load requirements. Transient models for
the active-feed DLFC examine step changes in potential and related phenomena, such as
reactants ow rates, current density, and products evolution. Note that these models are
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not aiming at evaluating the degradation process or transients associated with impedance
experiments, such as potential and current oscillations. Other aspects of transient come
in the form of time constants for example, the time-constant for the reactant to transport
through the di¤usion layer and ow eld, or the time-constant of electrochemical double
layer discharging. The transient models [41,60,66,88,111,132,133,139142] for the DLFC
that is fed actively via pneumatic devices, have demonstrated that transient response
of the electrical phenomena in a fuel cell is fast, and bulk of the change in parameters,
such as power, current density, etc., occurs within a short time frame. For example,
with a change in potential, the current density will reach a fraction of its steady state
value in a short time, then slowly decay towards it [142, 143]. On the other hand for a
stack model, due to the interconnectivity, the time constants might be slower than that
at the single cell.
There are several models for the passive-feed DLFC, some include transient e¤ects
[62,120,122,125,144], whereas others assume a steady state condition [79,119,127,145].
The passive feed DLFC uses natural convection to deliver fuel to both the anode and
cathode. It always operates in a transient mode because the concentration of the liquid
fuel changes throughout the cell operation, which unlike its active-feed counterpart, a
constant concentration boundary condition thus cannot be imposed. A model for the
passive-feed cell thus has to consider transient e¤ects to properly relate the transport
phenomena with the changing concentration.
2.2 Available Analytical Solutions for DLFC models
Depending on the purpose of the models, the relevant category (-ies) of simplications
are implemented and a model formulated. As we had seen above, DLFC science and
technology spans across a diverse disciplines of electrochemistry, catalysis and transport
phenomena at various length and time scales, most DLFC models are solved numerically
(see e.g. ref. [29, 3639, 4144, 4864, 6672, 86, 87, 90, 91]). The common discretization
schemes includes the nite di¤erence [33,48,49,146], nite elements [51,54,108,109,141,
147,148], and nite volume [37,4143,52,53,58,59,61,70,86,113]. A detailed review on
these numerical schemes and popular algorithms for fuel cell modeling can be found in
ref. [149]. Even though todays computational power should be enough to handle most
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combinations and complexity of DLFC simulations, models in literature invoke least
one of the simplications discussed above. Some reasons include the loss of tractability,
convergence issues [114], and the lack of good experimental data for two phase properties.
Compared to numerical solutions, analytical solutions can be considered to be more
comprehendable visually, since inspection of the mathematical functions already give in-
formation on the systems behavior, such as the available analytical- [30,45,46,66,7378,
84,89,94,98,108,109] or semi-analytical solutions [70,71,7983,85] for the DLFC. These
semi-analytical and analytical solutions assume steady-state, isothermal, and liquid-
phase conditions and are either 1D [30,66,70,71,7385,89,94] or pseudo-2D along-the-
channelmodels [45, 46]. However, they are all based on ordinary di¤erential equations
and cannot address phenomena such as boundary layer development in the cell. While
these solutions are fairly transparent since they are based on 1D ordinary di¤erential
equations, analytical solutions for higher space dimensions in terms of coupled partial
di¤erential equations can become complicated owing to the degree of mathematics in-
volved. However, if the mathematics permit analytical solutions for higher dimensions
and/or physics, analytical solutions does provide a concise overview of the models be-
havior that is not as readily available with a numerical solution. Some types of DLFC
like those equipped with channel-type ow elds require solutions in 3D to address rib
e¤ects and mass transport limitations in the channel; whereas a 2D model su¢ ce for
a DLFC operating on a porous material as the ow elds [51, 54]. In this regard, an-
alytical solutions that preserve geometrical resolution, capture the salient features of
the transport phenomena and electrochemistry are crucial for bridging technological
implementation and system, stack, or controller design and optimization, since the low
computational costs of the analytical solutions make them easy to be incorporated into
already computationally demanding optimization algorithms.
2.3 Experimental Validation Strategy
Experimental validations in the DLFC literature can be classied into no validation
[43,56,60,69,81,82,114,125,131,132,147,150153], validation with one polarization curve
[26,40,59,63,67,88,96,117,121,123,127,145,154156], and validation with more than one
polarization curves [8, 36, 42, 45, 53, 54, 57, 61, 66, 83, 108, 109, 113, 120, 122, 138, 157159].
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Validation with more than one polarization curves can be considered to be more rigor-
ous than no validation or against one curve, since the model has to agree with other
polarization behaviors when the operating conditions changed. However, experimen-
tal design for DLFC validation is typically based on the one-factor-at-a-time method,
i.e. testing of operating conditions one at a time instead of all simultaneously, which
does give a good degree of understanding of the models capabilities, limitations, and
appropriateness for addressing the phenomena specic to the experimental conditions.
The main drawback is that the experiments are not designed to account for di¤erent
combination levels of the operating conditions.
One way to ensure a model for the DLFC is able to predict all possible combinations
of the operating conditions is by validating with factorial designs, which is a part of
DoE. A factorial design includes an ensemble of independent input variables (or fac-
tors/parameters) and the results for each conguration or design as an output. In other
words, every level of each factor is combined with every level of every other factor in a
factorial design. Therefore, when a model is validated with experiments based on a facto-
rial design, the model is inherently validated against all the possible combinations of the
experimental operating conditions. Typically, DoE in the fuel cell literature is applied
for development of cell materials and components [160164], analysis and improving cell
performance [165171] and evaluation and optimization of fuel cell systems [172]. A
recent published paper [98] uses a mixed-level design of experiments to conduct exper-
iments and later validate their empirical model with the experimental results from the
design. Their purpose is to validate the model for a large number of experimental data,
which might not be e¢ cient since the purpose of design of experiments is to conduct
experiments more succinctly, i.e. only essential experimental data are required.
2.4 Chapter Summary
We see in the above discussion that there are existing limitations on various aspects of
modeling that are still not clear. These include the unknown fraction of the liquid fuel in
the gas phase contributing to the current density; doubts on incorporating the Leverett
function and expression for the relative permeability into two-phase models as they are
derived and applied for soils; and the uncertainty in quantifying how much methanol is
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been directly oxidized by oxygen or electrochemically oxidized at the cathode catalyst.
In modeling of the DLFC, even though the best case scenario is for a model to de-
scribe all the physical reality occurring inside the fuel cell, a balance must still be struck
between the complexity required to describe all the physical reality and the additional
cost associated. While more complex and multi-dimensional models can describe physics
of the transport processes, they are computationally more costly with many unknown
parameters that have to be properly validated and calibrated. Depending on the overall
goal of the model, there are various modeling simplications and reductions. In this
chapter, we have classied models in the literature based on the common simplications
that are imposed, the available analytical solutions, and how they are experimentally
validated. Out of all these assumptions, the reduction in dimensionality is perhaps
the one that compromises the delity of model predictions the most, because the ow
elds typically, with the exception of porous ow elds, comprise 3D ow channels with
ribs between channels that can alter the ow directions and distribution of dependent
variables in the adjacent di¤usion layer. Most of the time, dimensional e¤ects are not
invoked to reduce the computational cost associated with solving a model in a two-
or three- dimensional geometry, especially for the latter. This cost further increases if
implemented in multi-objective optimization algorithms; the latter in itself is already
computationally intensive depending on the formulated optimization problem.
In light of this common reduction in dimensionality introduced in DLFC model
and the high cost in solving a multi-dimensional geometry, this thesis illustrates the
derivation of 2D and 3D analytical solutions that describe the physics of the cell without
sacricing any essential physics. We further demonstrate an e¢ cient validation strategy




This chapter introduces the mathematical formulation of the full set of governing equa-
tions that serves two purposes: 1) Base model formulations where we carried out model
reductions, and 2) for verication of the analytical solutions in Chap. 6-8. The 2D and
3D approximate analytical solutions derived in Chap. 6-8 are based on reduced form of
the mathematical formulation in Sect. 3.2; the reduction arguments are detailed later
in Sect. 3.8. The model to demonstrate model validation with statistial design in Chap.
9 is given in Sect. 3.3.
The formulation in Sect. 3.2 considers single phase, multicomponent, isothermal, and
steady state uid ow in the functional layers ow elds, gas di¤usion layers, catalyst
layers, and membrane. Two types of ow elds are considered, the parallel-channel and
the porous ow elds as illustrated in Fig 3.1. The parallel channel ow elds are one
of the most typical ow distributor design for fuel cells; it has the advantage of a lower
pressure drop compared to other channel-designs, e.g. the serpentine, and thus provide
a more even distribution of species and current. As discussed in Literature Review
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(Chap. 2), a model for the parallel channel should be in 3D, owing to the present of
ribs and streamwise e¤ects. The porous ow eld is one of several types of ow elds
(serpentine, parallel, interdigitated, and so forth) employed in fuel cells [173176]; it
has the advantage, from a mathematical point of view, that variations in dependent
variables in the spanwise direction (ez) are negligible due to slip conditions and no ux
conditions at the left and right walls of the cell. The domain of interest therefore reduces
to the streamwise (ex) and normal (ey) direction, as shown in Fig. 3.1c. Note that this
reduction is not based on any assumptions; instead, it is a consequence of the nature of
the ow eld and remaining porous layers of the cell (di¤usion layer, catalyst layer, and


















































Figure 3.1: Schematic of DLFC: 3D cell with ow elds comprising (a) a porous
material, (b) parallel ow channels, and c) mathematical nature of the DLFC with
porous ow elds.
There are ve mathematical formulations in this thesis: The rst formulation consists
of an anode with a porous ow eld; the second formulation is also for the anode but
with parallel channels; the third formulation is for the full cell in 2D, i.e. the membrane,
anode, and cathode equipped with parallel channels at both electrodes, running on either
methanol or ethanol; the fourth formulation is similar to that of the third formulation
3.1. Overview 31
but in 3D; and the last formulation is a two-phase model for a DLFC anode with porous
ow eld. These formulations are written generically in the coming sections. The
mathematical model in Sect. 3.2 forms the basis of the work described in Chap. 6-8 as
follows:
1. In Chap. 6, a 2D model for the anode of a DLFC operated on methanol and
equipped with either porous ow elds, or the channel-type ow elds, is derived.
2. In Chap. 7, a 2D model for the full cell operated on either methanol or ethanol,
equipped with the parallel-channel ow elds, is derived
3. In Chap. 8, a 3D model is derived for the full cell operated on methanol, equipped
with parallel-channel ow elds.
In Sect 3.3, a two-phase mixture model (also known as homogeneous equilibrium
model) is formulated to capture the two-phase phenomena occurring within the DLFC
anode. As mentioned in Chap. 2, one of the main issues with two phase modeling of
the liquid fuel at the anode is the uncertainty of how much of the fuel species goes to
the liquid and gas and how the current can be splitted based on the fuel content in both
phases. This uncertainty can be either eliminated by considering a single phase ow,
or by a mixture model since the contribution to the produced current via both phases
- gas and liquid - is inherent in the mixture model. Here, the conservation of mass,
momentum, and species is treated. The ternary gas and liquid phases, comprising of
carbon dioxide, methanol, and water, are assumed to be in equilibrium. The mixture
model is formulated for a DLFC equipped with a porous ow eld. We rst consider
the anode of a slender DLFC equipped with a porous-type ow eld.
The relevant boundary conditions, constitutive relations, and electrokinetics are
given in Sect. 3.4, 3.5, and 3.6, respectively. The numerical methodology to solving
the various models presented is given in Sect. 3.7. The last section, an important one,
Sect. 3.8, illustrates the several scaling arguments that justify the model reductions of
the full set of equations in Sect 3.23.3, whence the reduced versions are demonstrated
in Chap. 68.
The main postulates, characteristics, and constraints for the full set of equations are
as follows:
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1. Steady-state, isothermal operation is assumed. The former is valid for an active-
feed DLFC, which is the type we consider here, and the latter is a reasonable
assumption due to the presence of liquid (good thermal conductor) in the mem-
brane and anode, and relatively low current densities on the order of 103 A m 2
in a DLFC, which leads to less heat generation as compared to, e.g., a PEMFC.
2. The membrane is well hydrated, whence we assume constant water transport prop-
erties [8, 80, 81, 83, 119, 131, 132, 154]; the membrane is also assumed impermeable
to carbon dioxide (methanol as a fuel), acetic acid (ethanol as fuel), oxygen, and
nitrogen.
3. The inherent electrochemistry is treated as boundary conditions [51,54,109] since
the thickness of the catalyst layers are much thinner than the rest of the cell (Fig.
1.2).
4. Under normal operating conditions, the anode of the DLFC is the limiting side
due to its sluggish reaction kinetics compared to the cathode and the fact that the
stoichiometry on the cathode side is usually su¢ cient to support the generated
current density. This implies that the anode can be decoupled from the cathode
such that the local current density can be found by solving the anode rst; after
which, we can determine the overpotential at the cathode side and the remaining
drops in potential to establish the overall polarization curve of the cell. This
decoupling methodology based on a limiting anode is a common approach for
a DLFC fueled with methanol (e.g., Refs. [36,37,4042,50,53,55,57,58,60,78,83,86])
and ethanol [177,178].
5. Incompressible liquid ow is considered.
6. 1D transport through the membrane. For the membrane, it was shown [179]
that the transport through the membrane in a fuel cell is at leading-order in the
normal direction (ey) between the anode and cathode; i.e., the transport equations
reduce to 1D counterparts. Physically, the latter together with the passive nature
of transport through the membrane indicate that re-distribution of current and
species in the membrane is negligible for the treatment of a single cell. For our
purposes, we exploit this fact by setting the uxes of alcohol and water leaving
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the anode equal to the corresponding uxes arriving at the cathode through the
membrane.
3.2 Single phase model (2D and 3D)
Additional postulates, characteristics, and constraints for the full set of single phase
equations are as follows:
1. Compressible gas ow is considered.
2. Single-phase ow in the cell is assumed; i.e., liquid ow in the anode and gas
ow in the cathode. While this assumption is the most limiting, it is nevertheless
commonly invoked for DLFC models (e.g., Refs. [82, 83, 85, 92, 98, 133, 145, 155,
178,180182]). We have also demonstrated that a single-phase model can predict
polarization curves for current densities around or below 2 103 A m 2 in earlier
work [54,109] for methanol as a fuel.
3. Dilute multicomponent mixtures are assumed, which allows us to only solve one
species transport equation for alcohol on the anode side; for the cathode, we solve
two species transport equations for oxygen and water. This assumption is valid
since the anode side typically operates with a dilute alcohol/water mixture and the
cross-di¤usion terms in the multicomponent di¤usion tensor [183] for the cathode
side were found to be negligible for the conditions studied; we do not solve the
equation of change for carbon dioxide (ethanol as a fuel) and acetic acid (methanol
as a fuel) for the cathode as a rst approximation, although we account for them
in the gas velocity in the di¤usion layer of the cathode.
We solve for conservation of mass, momentum and species in both the ow eld and
the di¤usion layer of the anode and cathode. The ow on the anode side comprising
a dilute liquid mixture is taken as incompressible, whereas the gas ow in the cath-
ode is considered as compressible; we drop the superindexes (l) and (g) for notational
convenience whenever a compact notation can be achieved.
DLFC anode with porous flow field  The model for the DLFC with porous
ow eld is demonstrated for the anode only, hence, the governing equations should be
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interpreted for the anode only:









r  (u!i   "1:5Dei r!i) = 0: (3.4)
DLFC with Parallel channel flow field  The model for the DLFC with
channels is demonstrated for the whole cell, hence the following equations should be
interpreted in terms of a liquid for the anode and a gas for the cathode:
r  (u) = 0; (3.5)







r  (u!i   Dei r!i) = 0: (3.8)
In the above equations (Eq. 3.13.8), u = (u; v) is the velocity, p is the pressure, 
is the density (constant in anode),  is the dynamic viscosity,  is the permeability, "
is the porosity; and cF is a dimensionless form-drag constant for the Forchheimer term
(accounts for inertia); here, !i and Dei are the mass fraction and e¤ective di¤usion
coe¢ cient of species i respectively. We solve the equation of change for the alcohol,
either ethanol (EtOH) or methanol (MeOH), in the anode and for oxygen (O2) and
water (H2O) in the cathode. The mass fraction for nitrogen (N2), which is required for
the gas density, is determined from !N2 = 1  !O2   !H2O.
3.3 Two phase model
Additional postulates, characteristics, and constraints for the full set of two phase equa-
tions are as follows:
1. The liquid and gas phases in the anode are assumed to be in equilibrium.
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We solve for the continuity of mass and momentum of the liquid and gas phases in
the methanol-fed DLFC, given by




where  refers to the density mixture, u = (u; v) is the velocity mixture; p is the pressure
mixture;  is the dynamic viscosity mixture, and  is the absolute permeability. The
mixture formulation for the momentum equation contains the liquid pressure:






where (l)rel is the relative permeability. The mixture variables are given in Sect. 3.5.









































where nMeOH and nCO2 are the total mass uxes of methanol and carbon dioxide,
D(g;l) are the di¤usion tensors, (l) and (g) are the mobilities of the liquid and gas
phases, respectively, p(c) is the capillary pressure, s is saturation, (g;l) and !(g;l)i are
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3.4 Boundary Conditions
The boundary conditions for both the anode and cathode for the di¤erent types of
models considered are detailed in the following. For notational convenience, we will not
show the functional dependencies of each variable.



















Figure 3.2: Schematic of 2D DLFC anode for (a) porous ow eld and (b) channel
with the catalyst layer reduced to a boundary condition.
 Inlet conditions (x = 0; 0 6 y 6 hafc):
u = U in; !i = !
in
i . (3.14)




= 0; p = pref . (3.15)






and at the vertical walls of the di¤usion layer (x = 0; L;  hadl 6 y 6 0), we specify
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 Flow eld/di¤usion layer interface: At the ow channel/di¤usion layer interface,
the dependent variables and their uxes are continuous.
2D single phase DLFC with parallel channels  Fig. 3.2b for analytical






























Figure 3.3: Schematic of a DLFC with ow channels.
Similar to its governing equations, the following boundary conditions are written
generically for the anode and cathode and should be interpreted in terms of liquid
properties for the anode and gas properties for the cathode. The relevant boundary
conditions for the DLFC with ow channels are the same as that given above with the
following modications and/or additions:
 Inlet conditions (x = 0; 0 6 y 6 hfc): a parabolic prole is specied and an
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additional no normal ow:








; v = 0; (3.18)
where U in is the inlet velocity (U ina for the anode; U
in
c for the anode) and hfc is
the height of the ow channel (hafc for the anode; hcfc for the cathode).





 Walls: At the upper wall (0 6 x 6 L; y = hfc), we specify an additional no-slip:
u = v = 0, (3.20)
and at the vertical walls of the di¤usion layer (x = 0; L;  hdl 6 y 6 0), we specify




 Channel/di¤usion layer interface: We couple the pointwise velocities, normal,
and shear stresses in the ow channels with their supercial counterparts in the
di¤usion layer. The mass fractions of the various species, methanol at the anode,
oxygen and water at the cathode, are continuous across the interface.
3D single phase with parallel channels  The computational domain of the
3D model is given in given as followFig. 3.4. The following boundary conditions are
written generically for the anode and cathode and should be interpreted in terms of
liquid properties for the anode and gas properties for the cathode.
Inlet conditions: We prescribe the velocities and the species mass fraction as
u  ex = U in, u  ey = u  ez = 0, !i = !ini ; (3.22)
the velocity prole at the inlet is prescribed as a fully developed ow.
Outlet conditions: We specify a reference pressure and streamwise gradients of the



















Figure 3.4: Schematic of (a) 3D DLFC with representative computation domain, (b)
representative computational unit cell of 3D model.
velocities and species to be zero, corresponding to fully developed ow
p = pref , (ex  r) (u  ey) = (ex  r) (u  ez) = 0; ex  r!i = 0. (3.23)
Walls: At the walls, we specify no-slip, no normal ow, and no componential ux as
u = 0, n  r!i = 0, (3.24)
where n is the unit normal to a wall. At walls of the di¤usion layers, we specify zero
shear stress, no normal ow, and no componential ux conditions, respectively as
(n  r) (u  t) ;n  u = 0; n  r!i = 0. (3.25)
Symmetry conditions: The channel-type ow eld considered here is of periodic
character, allowing us to reduce the computational domain by introducing unit cells
with the appropriate symmetry conditions as
(n  r) (u  t) = 0, n  u = 0, n  r!i = 0. (3.26)
Channel/di¤usion layer interface: We similarly couple the pointwise variables, nor-
mal, and shear stresses in the ow channels with their supercial counterparts in the
di¤usion layer. The species mass fractions are continuous across the interface
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Boundary conditions at the catalyst layers  The inherent electrochemistry
is treated as boundary conditions and are similarly applied for all single phase models
described in this chapter. The conditions are written as follows (N.B : since the liquid
fuels considered at the anode are the two popular choices, methanol and ethanol, which
are both alcohols, we prescribed the subscript of the species mass fraction at the anode
catalyst interface a generic alcfor alcoholand to di¤erentiate the properties for the
cathode, anode, membrane, we prescribed the phases, i.e. l, g, and m for liquid, gas,
and membrane for the following boundary conditions):
 Anode di¤usion/catalyst layer interface (0 6 x 6 L; y =  hdl): we specify the
total mass and species uxes
(l)v(l) =   i
zF














where the uxes through the membrane, n(m)alc and n
(m)
H2O
; and the parasitic current,
































Here, i is the current density, F is Faradays constant, H2O is the drag coe¢ cient
of water, z refers to the number of transferred electrons per mole species of interest,
D
(m)
alc is the di¤usion coe¢ cient of alcohol through the membrane, and !
cath
alc is the
alcohol mass fraction at the cathode; Malc and Mprod refer to the molecular mass
of the alcohol and reaction product respectively, where the latter refers to carbon
dioxide (CO2) for the methanol oxidation and acetic acid (AA) for the ethanol
oxidation. The uxes originate from Faradays law for the main and parasitic
electrochemical reactions as well as crossover from the anode to the cathode; the
total mass ux is per denition the sum of all species uxes [183].
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 Cathode di¤usion/catalyst layer interface (0 6 x 6 L; y =  hcdl): we prescribe














































Here, z is the number of transferred electrons per mole species for the total parasitic
reaction
Two phase  The computational domain of the two-phase model is similar as that
given in Fig. 3.2a. Hence, the boundary conditions for the two phase formulation are
remain the same as given for the 2D porous ow eld in Eq. 3.143.17 and at the anode
catalyst interface in Eq. 3.273.31 with the following additions:
 Inlet conditions (x = 0; 0 6 y 6 hafc): we add an additional condition for the inlet
saturation as
s = sin. (3.35)












 Flow eld/di¤usion layer interface: At the ow channel/di¤usion layer interface,
42 3. Mathematical Formulation
the dependent variables, including saturation, and their uxes are continuous.
 Di¤usion layer/catalyst layer interface (0 6 x 6 L; y =  hdl): other than the
boundary conditions specied at the anode catalyst interface above (Eq. 3.27
3.31), we also specify the ux of carbon dioxide gas evolution for the two phase
formulation as follows:





Single phase formulation  At the anode, the alcohol solution is dilute, the liquid
density is taken to be that of water and whence, we can set
M (l) MH2O : (3.40)
Furthermore, the dynamic viscosity for the liquid is a function of temperature [184]:
(l) = 0:6612 (T   229) 1:562 ; (3.41)
where T is the temperature.





where R is the universal gas constant; the mean molecular mass of the gas mixture,
























The dynamic viscosity of the gas mixture is taken to be constant for the temperatures
considered here [185].
The di¤usion coe¢ cients for alcohol in the anode [186] and membrane [29] as well
as gaseous species in the cathode [179,187] are as follows:
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D
(l)


























































Two phase formulation  In addition to the above constitutive relations for
the single phase formulation, the following additional constitutive relations are required
for the two phase formulation:
The capillary pressure, p(c), is approximated by
p(c) = p(g)   p(l) = p(b) eJ (s) , (3.49)
where p(b) is the breakthrough pressure, and eJ (s)=J (s) =J  s(b) is a Leverett func-
tion, scaled with the corresponding Leverett function for the breakthrough saturation,








rel (s) = 
(g)
rel (s). (3.51)
The empirical relationship for the Leverett function is used and is dened as
J (s) =
8<: 1:417 (1  s)  2:210 (1  s)
2 + 1:263 (1  s)3  < 90C,
1:417s  2:210s2 + 1:263s3  > 90C,
(3.52)







rel (s) = (1  s)n . (3.54)
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H2O = 1  !
(l)
MeOH   !(l)CO2 . (3.61)
The mixture properties are dened as
 = (l)s+ (g) (1  s) , (3.62)
u = (l)u(l) + (g)u(g), (3.63)
 =





















(g) = 1  (l), (3.66)








rp(c) + u(g): (3.68)
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3.6 Electrokinetics
Anode (MeOH)  For a methanol feed, the electrooxidation of methanol in the anode
is given by
CH3OH +H2O ! CO2 + 6H+ + 6e : (3.69)
An empirical function derived by ref. [9], which contains all the porous e¤ects of the
anode electrode, i.e. limitations in mass transfer, electric conductivity, ionic conductiv-
ity, and the complex multistep reaction kinetics at the anode is used for calculating the
























2   c6T + c7

; (3.70c)








Here, T refa is the reference temperature, c0 c9 are parameters, EA is the anode potential,
ilim is the dimensionless limiting current density, and # is a variable.
Anode (EtOH)  For ethanol, the common catalysts for ethanol electrooxidation
are the bimetallic platinum-based types incorporated with either tin or ruthenium or
the correlated ternary Pt-Ru-based and Pt-Sn-based catalysts (reviews [188190]). How-
ever, the electrooxidation of ethanol is still partial with approximately 2 to 4 electrons
released, forming side reaction products such as acetic acid, and acetaldehyde in prefer-
ence to carbon dioxide (N:B: 12 electrons released if ethanol is completely oxidized to
CO2). The dominant side product is dependent on the catalyst composition, reaction
temperature, ethanol concentration, and morphology of the catalyst layer. Based on
anode e­ uent product analysis, several studies [191197] found the dominant reaction
product to be acetic acid on platinum-based catalysts (either bimetallic or ternary with
Sn or Ru) at low temperatures (<100C) with its formation involving the transfer of 4
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electrons. Hence, the possible reaction pathway for ethanol electroxidation at the anode
catalyst can be described as follows [189,198]
CH3CH2OH +H2O ! CH3COOH + 4H+ + 4e . (3.71)










Here, Ea is the activation energy, !refEtOH is a reference ethanol concentration,  is the
reaction order for the ethanol oxidation reaction, a is the anode transfer coe¢ cient, a













with irefa denoting the pre-exponential factor.




+ + 6e  ! 3H2O; (3.73)
and
O2 + 4H
+ + 4e  ! 2H2O, (3.74)
for methanol and ethanol respectively. The methanol/ethanol that crosses over from
the anode is assumed to be completely oxidized according to Eq. 3.69 and 3.73 or 3.71
and 3.74. The main reduction reaction and the parasitic counterpart can be described
by rst-order Tafel kinetics (e.g. [53, 58,127]):
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Here, (g)ref is the reference gas density; i
ex












Polarization curve  To obtain the polarization curve, we calculate the cell
voltage expressed as
Vcell = E
   a + c   avgohm: (3.78a)
where E is the reversible cell voltage [104,177,189]















with z denoting the number of released electrons when the alcohol is completely elec-
trooxidized, and H and G are the enthalpy change and Gibbs free energy change
at standard conditions for temperature and pressure; the overpotential for the anode
electrochemical oxidation, a; is a specied parameter (= EA for methanol) which is var-
ied to generate the entire polarization curve, whereas the average cathode overpotential,
avgc , and average ohmic potential drop, 
avg

















Here, mem is the ionic conductivity of the membrane, and dl, fc, and cl are the
electrical conductivities of the di¤usion layers, ow channels, and catalyst layers, re-










where refmem is the reference ionic conductivity of the membrane at the temperature
T refmem.
3.7 Numerics and Symbolic Computations
Numerical solution  The full set of governing equations with the dependent vari-
ables for the models in Sect. 3.2 and 3.3 together with boundary conditions, constitu-
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tive relations, and electrokinetics were solved numerically with Comsol Multiphysics.
ComsolMultiphysics is a software for the solution of many di¤erent PDEs based on the
nite element method for the spatial discretization. The 2D models were implemented
in Comsol 3.5a [200], whereas the 3D model in Comsol 4.1. To obtain the numerical
solution, we meshed the numerical domains using Lagrange quadratic elements and the
direct solver, PARallel DIrect SOlver (Pardiso), which is a set of routines for solving
either symmetric or unsymmetric sparse systems was employed to solve the set of equa-
tions with a relative convergence tolerance of 10 6. To assess the quality of the solution,
we conducted convergence studies for all the implemented models. Convergence stud-
ies were performed by computing the solution with steps of increasing number of mesh
renement levels, r, obtaining the resulting number of elements, Ne and degrees of free-
dom, (DOF), and nally assess the quality of the numerical solution by evaluating the
nite element error, Er for each mesh renement level, and Rr, which is the ratio of the
coarser mesh renement level to the subsequent mesh renement. The computational
time and memory required were also recorded. An example of the convergence study is
shown in Table 3.1.
The dependent variables u(g;l), v(g;l), p(g;l), !(l)alc; !
(g)
O2
, and !(g)H2O described by the
full set of governing equations together with boundary conditions, constitutive relations,
and electrokinetics outlined in Appendices A-E were solved numerically with Comsol
Multiphysics 3.5a [200]: In short, quadratic Lagrange elements were implemented with
the mesh density determined by a mesh-independence study (not shown here); and the
direct solver, Pardiso, was employed with a relative convergence tolerance of 10 6. A
typical run for the full set of equations required around 10 s wallclock time with around
104 degrees of freedom on a 3.2 GHz workstation with 64 GB random access memory.
Analytical solution  Symbolic computations for the analysis and postprocess-
ing were carried out with Maple 12 and 13 [201] and Matlab 7.10.0 (R2010a) [202]
respectively. Maple 13 is a general-purpose computer algebra software for mathematical
computing. It allows for manipulations of the mathematical functions and expressions
in symbolic form, as opposed to manipulating the specic numerical quantities repre-
sented by the symbols. The results from Maple were then exported to Matlab for
post-processing.
In addition to verication with the full set of equations and validating with experi-
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Table 3.1: Convergence study of the 2D model for the DLFC with channels in Sect.
3.2.
r Ne DOF Er Rr time (s) memory (MB)
0 32 254 1.59e-2 - <1 185
1 128 920 4.184e-3 3.8 <1 185
2 512 3500 1.03e-3 4.05 1.1s 205
3 2048 13652 2.575e-4 4 1.8s 272
4 8192 53924 6.438e-5 4 9s 483
5 32768 214340 1.61e-5 4 35s 1263
6 131072 854660 4.023e-6 4 120 4498
ments, it is also important to ensure the written analytical solutions in theMaple codes
are mathematically correct. To verify this, the PDEs that are solved analytically are also
written inMaple and solved with built-inMaple commands for di¤erential equations;
the resulting solutions from the Maple solution then subtract that of the analytical
solution to ensure the subtraction always comes to zero. This step is implemented for
all analytical solutions derived in this thesis to ensure the delity of the mathematical
representations of the these solutions, and for eliminating any bugs.
3.8 Chapter Summary
This chapter presents the mathematical formulations for the work in this thesis. 2D and
3D models servings di¤erent purpose of verications for the analytical solutions for two
di¤erent ow elds were derived. Single and two phase physics were also considered. To
evaluate the salient physics, which governed the operation of the cell, model reductions




4.1 Model Reduction based on Scale Analysis
The purpose of the following analysis is to evaluate the dominating physics which gov-
erned the operation of the cell. In other words, the aim is to derive reduced models that
consitute a set of most relevant equations that reect the essential charateristics and
behavior of their full set counterparts. In particular, the aim is to rigourously reduced
the set of equations to evaluate the dominating dimension of transport. We have seen in
Chap. 2 one of the most restricting assumption made by most authors is the assumption
that the physics only need to be solved in certain geometrical directions in each layer of
the cell. Instead of imposing these assumptions, we choose to mathematically justies
the model reductions with scales. These set of most relevant equations will then be
solved mathematically in the later chapters meaning the analytical solutions derived in
this context represent the essential physics of the DLFC.
The main idea of scale analysis is to evaluate the importance of the various terms
in a physical process model. One can later by scaling leave the remaining terms as
smaller corrections; the solution is then approximate when the correction terms are
51
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neglected. Asymptotic analysis, on the other hand, deals with systematic procedures to
exploit small or large parameters. In this thesis, we employ both concepts scale and
asymptotic analysis to derive analytical solutions for 2D and 3D problems in Chap.
68. The scales justify the model reductions, whereas asymptotic measures the error
when correction terms are neglected (note that asymptotic also exist in forms of Taylor
series expansions in Chap. 6).
We will reduce the model formulations by exploiting three features (i) the slenderness
of a typical DLFC, (ii) the impermeable nature of the di¤usion layer as compared to the
ow eld, and (iii) the relatively low current density ( O(1000) A m 2) in a typical
DLFC.
For (i), we note that the heights of the ow eld, hf , and di¤usion layer, hd , are
signicantly smaller than the length, L; that is hf ; hd  L. This, in turn, allows for
a narrow-gap approximation that mathematically reduce the elliptic partial di¤erential
equations in Eq. 3.13.8 to parabolic partial di¤erential equations in the ow elds and
di¤usion layers, as second-order di¤usive terms in the streamwise direction are negligible
at leading order. (ii) suggests that streamwise transports of momentum, mass, and
species is negligible at leading order in the di¤usion layers, whence the parabolic PDEs
should reduce to second order ODEs (1D) in these layers. To conrm this, we employ
scaling arguments and start with the streamwise velocity in the di¤usion layer, for which
the scale, denoted by [...],can be found from an order of magnitude estimate of Eq. 3.3
and 3.7 as (N.B. to di¤erentiate the scales between the layers, we prescribed in this
section only the subscript `dfor dependent variables in the di¤usion layers and `ffor




where pd and [ud] are the scales for the streamwise pressure drop and velocity, respec-
tively. The former can be determined by realizing that the ow in the ow eld induces
a ow in the adjacent di¤usion layer, which is bounded by the left and right wall, where
the streamwise velocity is zero. We can therefore set pd  pf with pf  [uf ]L=f
for the porous ow eld by balancing the pressure drop with the Darcy term in Eq. 3.2
and pf  u2f for the ow channel by balancing with the streamwise convection term
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in Eq. 3.6. Substituting the expression for pd into Eq. 4.1 results in








Typically, d  10 12 m2 (Ref. [6,57,61]) and f  10 9 m2 (Ref. [175,203]), such that
[ud] [uf ], applicable to both the anode and the cathode.
We proceed by noting that for the continuity equation (the two-dimensional case),
Eq. 3.1 and 3.5, in the di¤usion layers comprises of two terms with the orders of
magnitude [ud]=L (streamwise mass transport) and [vd]=hd (normal mass transport).
If we can show that [vd]=hd  [ud]=L, then the 2D PDEs will reduce to ODEs for
conservation of mass and species; here, [vd] can be estimated from an order of magnitude
counterpart of the boundary condition, for the anode in Eq. 3.27, as



















and the cathode in Eq. 3.34 as





























 !inalc, [i], and [M ] are the scales for the alcohol mass fraction, the current
density, and molecular mass, respectively. Typical values for the constants and scales
are H2O  1, F = 96487 A s mol 1, D(m)alc  10 9 m2 s 1, (l)  103 kg m 3, (g)  1


























10 5 m2 s 1, thus [ip] .100 A m 2: These values give all three terms on the right-hand
side (RHS) of Eq. 4.4 to be the same order of magnitude, whence [vd]  10 7 m s 1
for the anode. For the cathode, the rst two terms on the RHS of Eq. 4.5 are of order
magnitude 10 4 m s 1, whereas the last two terms are 10 5 and 10 7 respectively; the
proper scale for [vd] in the cathode should then be the maximum term i.e. the rst two
terms to give [vd]  10 4 m s 1. Depending on the operating conditions, one of the
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terms might dominate in Eq. 4.4 and 4.5 , such that the proper scale for [vd] in each
of the electrodes would be the maximum term. Further, with a typical inlet velocity,
U ina  10 2 m s 1 and U inc  1 m s 1, and setting [uf ] = U in m s 1, we nd [ud] for
the anode and cathode equipped with porous ow elds to be [ud]  10 5 m s 1 and
[ud]  10 3 m s 1, respectively; and that for the anode and cathode with channels
[ud]  10 8 m s 1 and [ud]  10 6 m s 1, respectively. Whence we can deduce that the
DLFC with channels have [vd]=hd( 10 3 s 1) [ud]=L( 10 7 s 1) for the anode and
[vd]=hd( 1 s 1)  [ud]=L( 10 5 s 1) for the cathode; whereas for the DLFC with
porous ow elds, we deduce for the anode that [vd]=hd( 10 3 s 1) > [ud]=L( 10 4
s 1) and for the cathode that [vd]=hd( 1 s 1) [ud]=L( 10 2 s 1). Note that for the
anode with the porous ow eld, the mass transport in the normal direction is only one
order of magnitude larger than the streamwise counterpart, suggesting that we cannot
safely neglect the latter at leading order (typically, at least two orders of magnitude
required). The reason for the relatively large streamwise mass transport in the di¤usion
layer can be found in the high pressure drop ( 500 Pa) in the porous ow eld (around
two orders of magnitude larger than for a corresponding plain ow channel with the same
length, width and height equal to the height of the porous ow eld). However, it turns
out that with the base case parameters as well as other operating conditions considered
here, we can neglect the streamwise mass transport without incurring signicant errors,
as we shall see later in Chap. 6. Analogous to the present scaling of the continuity
equations for both the anode and cathode with the two di¤erent ow elds, the species
transport equations reduces in a similar manner; therefore, we only need to consider the
mass and species transport in the normal direction in the di¤usion layer.
Finally, as from (iii) above, we can carry out one nal reduction: for the ow elds,
we note that the normal velocity is bounded by the normal velocity at the interface
to the di¤usion layer and by zero at the wall (upper wall for anode and lower wall for
cathode as shown in see Fig. 3.1), implying that the normal mass and species transport
are negligible compared to the streamwise counterpart at leading order; that is to say,
[vf ]=hf  [uf ]=L.
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4.2 Chapter Summary
The scale analysis together with a narrow gap approximation presented in this chapter
allow for a signicant reduction in mathematical complexity. Specically, the analysis
reveals the 1D nature of the transport in the di¤usion layer; the relatively low current
density allows us to decouple the cathode and anode as long as the cathode is operating
at conditions not limiting the cell performance. It is also shown that streamwise di¤usive
transports of species in the ow eld is negligible, and together with the narrow gap
approximation make it possible to describe a ow eld with a parabolic PDE (given in
later chapters) instead of elliptic PDEs. The arguments presented above allow us to




The experimental setup and operation for the validation in Chap. 8 and 9 are given
in this chapter. The experimental setup consists of three main areas: First is the fuel
cell test system where a description on the test station is discussed, followed with the
cell components, i.e. the ow elds, current collectors, membrane electrode assembly,
and gaskets. Second, the method to activate the membrane and catalysts, also known
as cell-conditioning, is given. The last section discussed the acquisition of experimental
data at steady state conditions.
5.1 Fuel Cell System and Cell Assembly
Test system  The experiments were performed using a 850C fuel cell test sys-
tem comprising of a gas distribution system, programmable electronic load, fuel and
temperature controls, and mass ow controllers and fuel cell test load from Scribner
Associates [204] as shown in Fig 5.1. These units were controlled and monitored by the
software FuelCell R, which controls the operating conditions of the fuel cell. The cath-
ode is connected to the test system via gauge cables for oxygen ow, whereas the anode
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Figure 5.1: Experiment setup: (a) 850C fuel cell test system [204]; (b) Fuel Cell
software; (c) gas distribution
is connected with silicon tubes to a micropump, which draws the liquid fuel from a fuel
drum. These connections are illustrated in Fig 5.2. The setup also enables the supply
of dry oxygen without humidication. The methanol feed is pre-prepared solutions of
desired concentration.
The data acquisition system is all automatically recorded by the fuel cell test sta-
tion. The typical operating parameters that can be measured from the setup are the cell
potentials, iR corrected potentials, cell current, cell power, fuel ow rates, cell tempera-
ture, and oxidant temperature. As the 850C test station does not comprised of a liquid
fuel ow control unit, the liquid fuel is preheated with a waterbath and charged to the
anode through the micropump. The temperature of oxygen can be controlled with the
test station.
Cell assembly  The experiments were run on a single cell of an active area 4.35
cm2 (2:5 cm 1:74 cm) with two gold plated copper current collectors, two Teon gaskets
around the MEA, two graphite plates where the ow elds are machined on, stainless
steel endplates, and several bolts and nuts for cell connection. These are photographed
in Fig. 5.3. Two types of ow elds are used, as shown in Fig 5.3. One is the porous
ow eld which consist of a stainless steel wire mesh as the ow eld (for validation
in Chap. 9), and the other is the parallel channel ow eld (for validation in Chap.
5.2. Cell-conditioning 59
8). The porosity of the mesh was measured to be 0.65 and has the dimension 1, 17.4,
and 25 mm in height, width, and length with 1.5 mm opening. The channel ow eld
is specially designed with the aid of 3D and 2D models of the Navier Stokes equations
(implemented in Comsol 3.5a) and evaluate the geometrical properties that ensure
similar order of magnitude streamwise velocity at inlet for every channel. The nal
design is then machined onto graphite blocks. The dimensions of each channel is 1, 1
and 25 mm in height, width, and length.
The membrane electrode assembly (MEA) is a commercially available product from
BCS Fuel Cells, Inc [205] and is the 5-layer type MEA, which consists of two electrodes 
anode and cathode, a membrane and two di¤usion layers on both sides of the electrode.
The noble metal loading is 4 mg cm 2 Pt/Ru (1:1 atomic ratio) at the anode and 2 mg
cm 2 Pt (60% on C) at the cathode. The di¤usion layer is made from untreated Toray
carbon cloth with a thickness of 3 mm and the membrane is Naon 117 and a typical
hydrated thickness of 22 mm [206]. The porosity of the di¤usion layer from the speci-
cation is given as 0.7. The gasket is for improving the contact between each components
and is made of silicon rubber with 0.25 mm thickness. For electrical connection, gold
plated copper plates of 1.4 mm thickness are used and is attached to the end plates.
The end plates are used for bracing the whole cell and are connected to each other with
a total of 8 bolts.
5.2 Cell-conditioning
Before a newly MEA is operated with the liquid fuel and oxygen, a break-in or condi-
tioning process is required to achieve optimized performance. The conditioning process
is via two steps, rst is the MEA humidication and second the catalyst activation. For
MEA humidication, hot water is fed at 90C to the anode and saturated oxygen with
99.98% purity at atmospheric pressure to the cathode side at 80C, while maintaining
the cell temperature at 80C. This condition is kept for 2 hours whilst a steady AC
resistance is observed. The observed AC resistance is 7 m
, which is ideal for the cell
size (typical gauge [207] is 200-300 m
 cm2).
The next step is catalyst activation. The most e¤ective way to activate MEA for
liquid fuels, such as methanol is using hydrogen. However, as hydrogen is not available
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Figure 5.2: Test station connections: (a) anode outlet ; (b) cell thermocouple; (c)
anode supply if Hydrogen gas as fuel; (d) oxidant supply; (e) heating rods; (f) anode
supply for liquid fuel; (g) load terminals; (h) cathode outlet; (i) sense lead connectors;
(j) micropump for liquid fuel.
in our laboratory, methanol is used to activate the catalyst instead. To activate the
catalyst, a 1 M methanol solution is prepared and charged into the anode at a ow rate
of 5 mL min 1: At the cathode, humidied oxygen at 85C is fed into the cathode at at
ow rate of 300 mL min 1. The cell maintain at this operation for the next 4 hours at
between 0.25 to 0.3 V to ensure the catalyst are activated.
After the steps above the MEA is now activated and can be brought to operating
condition.
5.3 Steady-state Operations
The purpose of the experiments is to obtain steady-state cell polarization curves. After
the MEA pretreatment, the cell is operated based on the desired operating conditions
specied in Chap. 8 and 9. Before applying the load, the open circuit voltage (OCV)
was allowed to stabilize prior to the runs to ensure the systems stability. This usually
takes 30 minutes. Performance measurements were then made by scanning the current,
controlled by the 850C - fuel cell test system and the FuelCell R software, at a rate of
5 min per data point from the OCV to zero to ensure that steady state had reached.
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Figure 5.3: Parts of a Direct Liquid Fuel Cell: (a) silicon gaskets; (b) gold plated
copper current collectors; (c) steel endplate; (d) 5-layer membrane electrode assembly;
(e) mesh ow eld; (f) connection tubes between layers; (g) graphite blocks with




Analytical Solutions for the Anode
6.1 Introduction
Owing to the formation of a boundary layer in the anode of the DLFC, a model describing
the local transports within the anode has to be at least 2D (not pseudo-2D). While there
are many developed models that can account for di¤erent physical phenomena, we have
seen in Chap. 2, that most lack geometrical resolution, especially when it comes to
analytical solutions. Accounting for the essential physics is as crucial as ensuring the
dominant physics is captured in the relevant dimension. As there is a lack of 2D closed-
form or, at the least, approximate analytical solutions that satisfy the conservation
equations locally, while able to describe the salient features of the physics in the main
geometrical directions, the aim of this chapter is twofold: rst, to secure 2D approximate
analytical solutions for the anode of a methanol-fed DLFC; and second, to compare the
analytical solutions with models that do not invoke any model reductions. We will
further highlight how previously published 1D models could be incorporated into our
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analytical solutions.
The structure of this chapter is as follows. First, we give a short description of the
full mathematical formulation for an anode equipped with a porous ow eld (details in
Chap. 3) and derive a reduced model formulation that is motivated by the slenderness
and scaling arguments given in Chap. 4. We then analyze the reduced model and derive
approximate analytical solutions for the pressure, velocities, and methanol mass fraction
in the ow eld and di¤usion layer of the anode (the catalyst layer is captured by a
boundary condition). The approximate analytical solutions for the anode with a porous
ow eld are further generalized (with some loss of information) to account for ow
elds with a channel structure; for example, parallel or serpentine ow channels. The
analytical solutions are veried with numerical solutions for the full set of equations and
validated with experiments. We nish with concluding remarks on the derived solutions.
6.2 Mathematical Formulation
The full mathematical model for verication of the upcoming analytical solutions are
that presented in Eq. 3.13.5 with the appropriate boundary conditions in Chap. 3.4
and relevant constitutive relations and electrokinetics in Chap. 3.5 and 3.6, respectively;
as well as the computational domain. We consider an anode of a slender methanol-fed
DLFC equipped with a porous-type ow eld. The porous ow eld is one of several
types of ow elds (serpentine, parallel, interdigitated, and so forth) that are commonly
employed in fuel cells; as discussed in Chap. 3 since no ux and slip conditions can be
imposed at the side walls, a 2D model ought to be able to capture the behavior of a
3D cell. The domain of interest therefore reduces to the streamwise (ex) and normal
(ey) directions. Note that this reduction is not based on any assumptions; instead,
it is a consequence of the nature of the ow eld and remaining porous layers of the
cell (di¤usion layer, catalyst layer, and membrane), for which a 2D model can capture
the 3D behavior. We will later extend the approximate analytical solutions to a ow
eld comprising ow channels (for example, parallel or serpentine), which are inherently
3D; thus the 2D model will not formally capture the spanwise variations as is the case
for the porous counterpart; however, assuming a 2D or a 1D behavior for this type
of ow eld is the norm [29, 30, 34, 4462, 6489, 94]. Furthermore, the porous e¤ects
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and inherent electrochemistry in the catalyst layer are treated as boundary conditions
with a phenomenological expression for the current density, as given in Eq. 3.70a. This
expression retains the main features of the catalyst layer, such as variations in potential
and concentrations inside the catalyst layer [9, 51,54].





















Figure 6.1: Methanol mass fraction at the catalyst boundary (!MeOH(x; hadl)) as a
function of methanol mass fraction at the ow eld/di¤usion layer interface
(!MeOH(x; 0)). Comparison between numerical solutions of Eq. 6.5 (symbols) and
analytical solutions of Eq. 6.7 (solid lines) for the temperatures: T = 30 (), 50 (H),
and 70 oC (); EA = 0:7 V and U ina = 7.310 3 m s 1 (N.B. !inMeOH = 0:128
corresponds to 4 M).
We also note further that the system considered here is dilute (0.1 4M methanol
concentration) such that !H2O  !MeOH and !H2O  !CO2 ; which allows us to write
!MeOH+!CO2 = 1 !inH2O: Hence, we only need to solve for species methanol to provide
us the mass fraction of CO2 through this relationship. Hence, for the sake of brevity,
we only consider methanol here and note that securing solutions for carbon dioxide is
analogous to methanol.
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6.3 Reduced Mathematical Formulation
With the scaling arguments explained in Chap. 4, the full model (Eq. 3.13.8) can be





































The reduced governing equations are subject to the same boundary conditions as the
full set (Eq. 3.143.21), except for the now redundant conditions at the outlet in the
ow eld and left and right walls in the di¤usion layer.
In summary, the narrow-gap approximation and scaling arguments in Chap. 4 have
allowed us to reduce the set of PDEs to ODEs for the velocity, pressure and methanol
(di¤usion layer) and a parabolic PDE for methanol in the ow eld (Eq. 6.1d).
6.4 Solutions for the Di¤usion Layer
We start with the di¤usion layer, as we only need to consider a set of ODEs for the
pressure, velocity and methanol mass fraction. In order to isolate the di¤usion layer
from the ow eld, we consider the values at the interface between the di¤usion layer
and the ow eld as known boundary conditions the exact values to be determined
1The reduced model is not a simplied version of the full mathematical model. Hence, the word
simplied is not use, since it does not represent the nature of the reduced model here. The reduced
model is the minimum parametric representation [208] of the full mathematical model that predicts the
leading order behavior of the cell.
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Figure 6.2: Methanol mass fraction at the catalyst boundary (!MeOH(x; hd)) as a
function of methanol mass fraction at the ow eld/di¤usion layer interface
(!MeOH(x; 0)). Comparison between numerical solutions of Eq. 6.5 (symbols) and
analytical solutions of Eq. 6.7 (solid lines) for the di¤usion layer heights:
hd = 1.810 4 (), 310 4 (H), 510 4 (), and 110 3 m (F); EA = 0:7 V and
Uin = 7.310 3 m s 1 for (a) T = 50 oC and (b) T = 70 oC.
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Figure 6.3: Gauge pressure along the streamwise axis for y = 0. Comparison between
numerical solutions of full set of equations (symbols) and analytical solutions of Eq.
6.8b (solid lines) for the inlet velocities: U ina = 7.310 4 (), 7.310 3 (H) and
310 2 m s 1 (); EA = 0:7 V, T = 50 oC, and 1 M inlet methanol concentration
later from the solutions in the ow eld.
Velocities and pressure  Starting with the streamwise velocity, and the results from
the scaling analysis, we can bound it as
0  u(x; y) . d
f
U ina : (6.3a)
Integrating the 1D conservation of mass and momentum equations, Eqs. 6.2a and 6.2b,
with the boundary conditions, Eq. 3.27 as well as the continuity condition at the ow
eld/di¤usion layer interface (Chap. 3), results in
v(x) =   i(!MeOH(x; hd))
6F















p(x; y) =   
d
vy + p(x; 0); (6.3c)
where p(x; 0) refers to the pressure at the ow eld/di¤usion layer interface. Note
that the pressure varies not only in the y- but also in the x-direction, as the boundary
conditions at the di¤usion layer/ow eld interface vary with x:
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Methanol mass fraction  Integrating the 1D conservation equation for methanol,
Eq. 6.2c, together with Eq. 6.3b, whilst satisfying the two boundary conditions, Eqs.
























































here, 1;a  1;a(!MeOH(x; hd)), 2;a  2;a(!MeOH(x; hd)) for notational convenience.
At this stage, Eq. 6.4a is not in an explicit form as it contains the value of the methanol
mass fraction at the di¤usion/catalyst layer, !(x; hd).
Now, in order to secure an explicit expression that does not require a numerical
scheme to solve, we need to determine !MeOH(x; hd); for this purpose, we evaluate
Eqs. 6.4a, 6.4b, and 6.4c at y =  hd; which leads to














Furthermore, introducing a Taylor series expansion of f (!MeOH(x; hd)) around the
given mass fraction !MeOH(x; 0) at the di¤usion layer/ow eld interface gives
f (!MeOH(x; hd))  f (!MeOH(x; 0)) + f 0 (!MeOH(x; 0))!MeOH
+ f 00 (!MeOH(x; 0))!2MeOH +O(!
3
MeOH); (6.6)

















Figure 6.4: Rate of convergence of analytical solutions as a function of number of
eigenvalues (normalized with the solution for 100 eigenvalues) for the inlet velocities:
U ina = 7:310 4 (), 7.310 3 (H), and 310 2 m s 1 (); EA = 0:7 V, T = 50 oC, 1
M inlet methanol concentration, at the location (0:6; 0) m.
where !MeOH = !MeOH(x; hd)   !MeOH(x; 0); and f 0 and f 00 denote the rst and
second derivative of f with respect to the methanol mass fraction at y =  hd. Assuming
that a rst-degree Taylor expansion is su¢ ciently accurate (a step justied a posteriori
by examining the accuracy of the analytical solution with the full solution), we substitute
Eq. 6.6 into Eq. 6.5, and secure
!MeOH(x; hd)  !MeOH(x; 0)  f(!MeOH(x; 0))
f 0(!MeOH(x; 0))
: (6.7)
Note that now, 1;a  1;a(!MeOH(x; 0)) and 2;a  2;a(!MeOH(x; 0)), and that one
could, if necessary, include higher order terms; for example, a third degree Taylor ex-
pansion would result in a cubic equation. Substituting Eq. 6.7 into Eq. 6.4a nally
results in an approximate (due to the Taylor series expansion) analytical solution for
the methanol mass fraction in the di¤usion layer, provided !MeOH(x; 0) is known.
6.5 Solutions for the Porous Flow Field
We have thus far derived solutions for the di¤usion layer, which require !MeOH(x; 0) and
p(x; 0); these will now be determined by solutions for the porous ow eld.
Velocities and pressure  Integrating the 1D equations for conservation of mass and
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Figure 6.5: Methanol mass fraction along the streamwise axis for y = 0. Comparison
between numerical solutions of full set of equations (symbols) and analytical solutions
of Eq. 6.17a (solid lines) for the inlet velocities: U ina =310 4 (), 7.310 4 (H),
7.310 3 (), and 310 2 m s 1 (F); EA = 0:7 V, T = 50 oC, and 1 M inlet
methanol concentration.
momentum, Eqs. 6.1a and 6.1b, and applying the boundary conditions, Eqs. 3.14 and
3.15, gives
u = U ina ; (6.8a)









u (x  L) : (6.8b)












. v(x; y)  0: (6.9)
Methanol mass fraction  The 2D conservation of methanol equation, Eq. 6.1d, is
a linear parabolic PDE that can be solved by separation of variables, provided the
boundary conditions are linear and homogenous; in this case, all boundary conditions
fulll these criteria except at the interface between the ow eld and the di¤usion layer
(0  x  L; y = 0), where the boundary condition at the ow eld/di¤usion layer
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Figure 6.6: Methanol mass fraction in the anode (porous ow eld) for the base case:
(a) numerical solution of the full set of equations; (b) analytical solution.











[1   2!MeOH(x; 0)] : (6.11)
We proceed by linearizing the RHS of Eq. 6.10 with a Taylor series expansion around
the inlet mass fraction. It turns out that the large number of terms for 1 and 2
do not allow for a straightforward expansion in Maple [201], whence we carry out the
linearization in two steps (again, a step justied a posteriori by examining the accuracy
of the analytical solution with the full solution): rst, the second term on the RHS of
6.5. Solutions for the Porous Flow Field 73
Eq. 6.7 is Taylor series expanded around the inlet methanol mass fraction, !inMeOH, as




















where !MeOH = !MeOH(x; 0) !inMeOH: Note that we have expanded the nominator and
denominator separately to facilitate the expansions; this way, 1 and 2 can be series
expanded in a straightforward manner in Maple 12. Second, we substitute Eq. 6.12





























We then substitute the linearized two terms in Eqs. 6.13a and 6.14 into the boundary





= C1 + C2!MeOH(x; 0); (6.15a)


















  02  !inMeOH!inMeOH   2  !inMeOH : (6.15c)
We homogenize the RHS of Eq. 6.15a by introducing a new variable b!MeOH = C1=C2 +
!MeOH into Eq. 6.1d, and its boundary conditions, Eqs. 3.14, 3.16, and 6.15a, which













(x; 0) = C2b!MeOH(x; 0); (6.16b)
@b!MeOH
@y
(x; hf) = 0; (6.16c)
b!MeOH(0; y) = !inMeOH + C1C2 : (6.16d)
We solve this linear and homogenous system of equations with separation of variables




























n [C2 (1  cos(nhf)) + n sin(nhf)]






where T =cos(nhf) sin(nhf).
6.6 Solutions for a Flow Channel
The approximate analytical solutions that have been secured so far can be generalized to
encompass other types of ow elds, such as parallel or serpentine channels, with some
loss of information: for the porous ow eld, a 2D mathematical model can capture the
3D behavior, whereas the channel-type ow elds are intrinsically 3D with alternating
channels and ribs between them (Fig. 2.2). However, it is a common assumption that a
2D or even 1D geometry is su¢ cient for channel-type ow elds, as outlined earlier in
Mathematical Formulation. In this context, we note that the previous model reductions
motivated by the narrow-gap and scaling arguments are still valid in fact, even stronger
than for the porous case, as the induced streamwise velocity in the di¤usion layer is even
smaller (around two orders of magnitude depending on the permeability of the porous
ow eld) than for the porous ow eld. For the ow channel (analogous to the analysis
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for the porous ow eld), the velocity prole reduces to a laminar, fully-developed-ow
prole




















. v(x; y)  0; (6.18b)
and the pressure prole becomes




(x  L) : (6.18c)
Substituting the streamwise velocity in Eq. 6.18a into the PDE for the conservation of
methanol does not allow for a straightforward solution with the separation-of-variables
method. We therefore introduce a further approximation by integrating the streamwise
velocity prole, Eq. 6.18a, over the channel height, which provides an average value
uavg = 2=3Uin: Substituting the average velocity into the 2D parabolic PDE for methanol
results in an approximate analytical solution for the methanol mass fraction for the ow
channel, which is identical to Eq. 6.17a except that U ina should be exchanged for u
avg
and "f = 1 (for C1 and C2 as well).




















Figure 6.7: Polarization curves for the anode with a porous ow eld for
experiments [54] (symbols), numerical (solid lines) and analytical (+) model
predictions at the temperatures: T = 30 (), 40 (H), and 50 oC (); EA = 0:7 V,
Uin = 7.310 3 m s 1, and 1 M inlet methanol concentration.
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Figure 6.8: Methanol mass fraction in the anode (ow channel) for the base case: (a)
numerical solution of the full set of equations; (b) analytical solution.
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6.7 Symbolic computations
Symbolic computations for the approximate analytical solutions were carried out with
Maple 12, which is a general-purpose mathematics software [201]. The analytical so-
lutions (50 eigenvalues) with Maple 12 required around 0.7 CPU seconds on the same
workstation, which includes generation of Matlab code [202] for the analytical solu-
tions with eigenvalues. The generated Matlab code with the approximate analytical
solutions was then solved without having to rerun Maple at an almost negligible
computational overhead; for example, computing the methanol mass fraction in the ow
eld for 4103 coordinate points (x; y) required around 910 2 seconds (wall-clock
time).
6.8 Results and Discussion
Thus far, we have derived approximate analytical solutions for the anode of a methanol-
fed DLFC equipped with a ow eld comprising either a porous material or ow channels.
The solutions for the velocities, pressure, and methanol mass fraction were obtained in
two main steps: rst, a narrow-gap approximation and scaling arguments allowed for a
considerable reduction in the complexity of the model formulation; second, analytical
solutions for the di¤usion layer and ow elds were secured by introducing several Taylor
series expansions, homogenization, integration, and separation of variables. We will now
proceed to verify the accuracy of the approximate analytical solutions by comparing
these with numerical solutions of the full set of equations (the base-case parameter values
are summarized in Table A-1 in Appendix A), and validate the model predictions with
experimental ndings.
Di¤usion layer  The ODEs were integrated and closed form expressions were
secured except for the methanol mass fraction, which required a Taylor series expansion
for !MeOH(x; hd). In order to ensure that the approximate solution for methanol is
valid, we compare the expression for !MeOH(x; hd) in Eq. 6.7 with numerical solutions
of the original implicit expression, Eq. 6.5, at various methanol concentrations (up to 4
M) and operating temperatures (up to 70 C), as shown in Fig. 6.1. Good agreement
with a maximum relative error of less than 0.1% is obtained for all methanol mass
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fractions and temperatures (!MeOH  10 3   10 2). We expect that the accuracy
will decrease in situations where the drop in methanol mass fraction is larger across
the di¤usion layer; for example, when the thickness of the di¤usion layer increases
and the temperature is high (improved electrokinetics with a higher consumption of
methanol). This is indeed the case, as can be inferred from Figs. 6.2a and b: at the
higher temperature (70 C) and with a thickness of 10 3 m, the approximate analytical
solution deviates signicantly from the numerical counterpart (!MeOH  10 3 10 1).
However, this thickness is around one order of magnitude larger than typical commercial
ones, which vary between 1.710 4  410 4m (Ref. [103]), and we therefore conclude
that a rst order Taylor series expansion is su¢ cient for the operating conditions and
geometry parameters considered here (higher orders could be included if necessary).
Porous ow eld  The ODEs for pressure and streamwise velocity were integrated
and closed form analytical expressions secured; good agreement with a maximum relative
error of less than 1% between the predicted pressure drop (gauge pressure) from the
analytical solution and the numerical counterpart is obtained (Fig. 6.3).
The 2D PDE for methanol required a linearization of the ux at the interface with
the di¤usion layer, which introduces an error. Before we examine the magnitude of this
error, we determine the amount of eigenvalues that are required for the innite series in
Eq. 6.17a and nd that around ten eigenvalues are su¢ cient2, as illustrated in Fig. 6.4.
The magnitude of the error between the PDE with a linearized boundary condition and
the non-linearized one (solved numerically) is demonstrated in Fig. 6.5 for the methanol
mass fraction at the ow eld/di¤usion layer interface (0  x  L; y = 0). Here, several
features are apparent: rst, the predictions of the analytical solution agree well with the
numerical counterpart (!  10 4   10 2); second, the error increases with a decrease
in the inlet velocity: at the lowest inlet velocity (310 4 m s 1), the maximum relative
error is around 11%; third, the error increases in the streamwise direction. The reason
for the latter two errors can be found in the choice of the inlet methanol mass fraction as
the linearization point for the Taylor series expansion: as we move further away from the
inlet, the methanol mass fraction drops due to the consumption in the catalyst layer and
the error increases as O(!(x; 0)   !in)2. Furthermore, as the inlet velocity is reduced,
the normal mass and species transport may no longer be signicantly smaller than the
2We will in the following employ 50 eigenvalues as computational speed was not of the essence.
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streamwise; that is to say, [vf ]=hf  [uf ]=L may no longer hold. Typically, one would
not want to operate the DLFC at such a low velocity, as the cell performance drops by
almost 50% (for 310 4 m s 1) compared to the base case.




















Figure 6.9: Polarization curves for the anode with a ow channel for numerical (solid
lines) and analytical (+) model predictions at the temperatures: T = 30 (), 40 (H),
and 50 oC (); EA = 0:7 V, Uin = 7.310 3 m s 1, and 1 M inlet methanol
concentration.
Methanol-fed DLFC anode with a porous ow eld  The predictions of the methanol
distribution in both the ow eld and the di¤usion layer from the approximate analytical
solutions and the numerical counterpart are shown in Figs. 6.6a and b. Clearly, the
analytical solution is able to capture the boundary layer in the ow eld and the drop in
the di¤usion layer (the maximum relative error is less than 1%); such a boundary layer
would not be resolved in a pseudo-2D along-the-channelmodel [45,46].
We now establish how well the model agrees with experiments. For this purpose,
we validate the full set of equations and approximate analytical solutions with exper-
iments [54] at three di¤erent temperatures (Fig. 6.7): 30, 40, and 50 C. As can be
inferred from Fig. 6.7, the agreement between the full model (numerical), reduced
model (analytical) and experiments is good for the entire current density range in the
polarization curves, albeit with deviating behavior between the models and experiments
at current densities above around 1400 A m 2. The agreement thus provides support
that the main assumptions are valid within this context, although we note that a com-
parison with, for example, the local current density distribution would provide stronger
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evidence of the suitability of the model. One explanation as to why a liquid-phase model
can predict the cell performance in conditions that are clearly two-phase (gas and liquid)
can be found in Ref. Wang et al. [53] and Yang et al [58]; they both showed that a
liquid-phase model can be accurate in terms of cell performance for current densities up
to around 2000 A m 2, after which two-phase phenomena become dominant, and the
liquid-phase model predictions deviate sharply from the two-phase counterpart (for sim-
ilar operating conditions as those in this paper). However, for current densities beyond
1500 - 2500 A m 2, a methanol-fed DLFC running at typical operating conditions (30
to 70 C; 0.5 to 2M inlet methanol concentration) would usually be operating at or close
to the limiting current density region [42,53,59,210], which is not desirable for practical
purposes. Generally, however, one should be careful when using a liquid-phase model at
temperatures around or higher than 40 to 50 C, as gas-phase related phenomena and
transport become increasingly more important at higher temperatures [54].
Methanol-fed DLFC anode with a ow channel  For the generalization of the
reduced model to account for a plain ow channel, we had to introduce two additional
approximations: lack of geometrical resolution when going from 3D to 2D, and an
average of the velocity prole in the channel in the PDE for the conservation of methanol.
The error incurred by the former would require a comparison with a 3D model, which
is outside the scope of this work, whereas the size of the error for the latter can be
studied by comparing with the full set of equations for a ow channel (see Figs.6.8a and
b); here, we see that the analytical solutions are able to reproduce the local methanol
distribution in both the di¤usion layer and the ow channel reasonably well (maximum
relative error of 3%). As regards the overall cell performance, the analytical solutions
are also found to follow the numerical full set reasonably well (maximum relative error
of 5%), as can be deduced from Fig. 6.9.
Finally, we return to the scaling arguments that were in part based on the streamwise
and normal velocities in the anode, and verify these by comparing with the velocity
distributions in the numerical solutions: juf j ' 10 2 m s 1; 0 . jvf j . 10 6 m s 1; 0
. judj . 10 5 m s 1; and 10 7 . jvdj . 10 6 m s 1. These values support a posteriori
the scaling arguments used earlier.
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6.9 Chapter Summary
We have presented approximate analytical solutions for a steady-state, liquid-phase,
and isothermal model that considers conservation of mass, momentum, and species
(methanol in water) in the anode of a methanol-fed DLFC. The model was rst derived
for a porous ow eld, for which a 2D mathematical geometry is able to capture the
3D behavior, and reduced with a narrow-gap approximation and scaling arguments.
The reduced model (three ODEs in the di¤usion layer; two ODEs and one parabolic
PDE in the ow eld) was then analyzed and approximate analytical solutions for these
were secured. The analytical solutions were veried with the full set of equations and
validated with experiments. The solutions in the porous ow eld were then generalized
(with some loss of information) to account for a ow eld comprising ow channels;
again, good agreement between the analytical and full set of equations was obtained.
Furthermore, the scaling analysis revealed the 1D nature of the transport in the
di¤usion layer, such that one may be able to include other 1D models within the frame-
work developed here; in other words, our analytical solutions for the ow eld could be
coupled with other 1D models outlined in Chap. 2. It should also be possible to adapt
the analytical solutions to other types of liquid fuel cells, such as the direct ethanol fuel
cell, by adjusting the electrokinetics and Taylor-series expanding in a similar manner to
the methanol fuel cell.
Finally, we seek to incorporate the analytical solutions into a model that accounts
for the whole cell; that is, to include the membrane as well as the cathode, and attempt





Analytical Solutions for the Full Cell
7.1 Introduction
The previous chapter illustrates how analytical solutions can be derived for a 2D model
of the methanol-fed DLFC anode that is tted with either a porous or the channel-type
ow elds. The analytical solutions preserve geometrical resolution for porous ow elds
and resolve features such as boundary layer development. In this chapter, we present an
analysis that seeks to generalize the 2D approximate analytical solutions for the anode
of a DLFC to rst include other types of liquid fuels; and second, by extending the model
to incorporate the membrane and the cathode, thus providing a set of 2D approximate
analytical solutions for the entire cell. The key feature of these solutions is that they
seek to satisfy the equations of change locally throughout the anode and cathode at
leading-order with some approximations, as opposed to existing one-dimensional (1D),
along-the-channel(1D+1D), and empirical models we reviewed in Chap. 2. The model
and analysis are demonstrated for two common liquid fuels: methanol and ethanol.
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The outline of the chapter is as follows. The full model  conservation of mass,
momentum, and species coupled with the inherent electrochemistry in the anode and
cathode  is presented, followed by calibration and validation with experiments. An
analysis is then carried out to secure approximate analytical solutions, which are veried
with the full set of equations. Finally, conclusions on the applications and limitations
of the analytical solutions are given.















Increasing inlet methanol concentration
Figure 7.1: Polarization curves (methanol): experiments [94](symbols), numerical
solutions (lines), and 2D approximate analytical solutions (+) for the inlet methanol
concentrations 0.125 (), 0.5 (H), and 2 M ().
7.2 Mathematical Formulation
We consider a 2D model for a slender DLFC tted with parallel-channel-type ow elds
and operating in coow mode, as illustrated in Fig. 3.2a, which is simplied to a half-
cell for the anode and cathode respectively. In essence, the model, which is summarized
in Eq. 3.53.8, accounts for conservation of mass, momentum, and species in the ow
channel and di¤usion layer. As detailed in Chap. 3, for the full set of equations, we
consider incompressible liquid ow in the anode and compressible gas ow in the cathode;
the inherent electrochemistry and transport through the membrane in the DLFC are
captured in boundary conditions.
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 V Increasing cell temperature
Figure 7.2: Polarization curves (ethanol): experiments [194] (symbols), numerical
solutions (lines), and 2D approximate analytical solutions (+) at the temperature
T = 23 (), 50 (H), 80 oC ():
7.3 Symbolic computations
Symbolic computations for the analysis and postprocessing were carried out withMaple
13 [201] and Matlab 7.10.0 (R2010a) [202] respectively.
The base-case parameters summarized in Tables A-2- A-4 for local verication
of the approximate analytical solutions were chosen to correspond to average current
densities of around 1600 A m 2 and 600 A m 2 for methanol and ethanol respectively.
The former was chosen as it has been shown to correspond to the upper limit for the
validity of the single-phase approximation [109]; the latter corresponds to a high current
density for the DLFC operating on ethanol as we shall see in the next section. For global
verication in the form of polarization curves, the entire range of current densities was
compared.
7.4 Calibration and Validation
Before proceeding with securing analytical solutions we calibrate the full set of equations
with experimental polarization curves from Li and Pickup [194] and Xu et al. [94] for
methanol and ethanol as fuel respectively. For methanol, we adapt heuristically four
parameters a; c; c6; c7 for the electrokinetics with good agreement, as shown in
86 7. Two-Dimensional Approximate Analytical Solutions for the Full Cell




































Figure 7.3: Average velocity in the x-direction in the ow channel for the numerical
solution (full [methanol] and empty [ethanol] symbols) and the analytical counterpart
(lines): (a) in the anode with anode inlet velocities U ina = 510 4 (, o), 510 3 (H,
5), 110 2 m s 1 (, ); (b) in the cathode with cathode inlet velocities U inc =
710 2 (, o), 1.710 1 (H, 5), 510 1 m s 1 (, ). (N.B. that the analytical
solutions for methanol and ethanol are the same for these cases, whence their lines
overlap for the average velocity.)
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Fig. 7.1, except for current densities above around 2500 A m 2; which can be explained
by two-phase e¤ects becoming increasingly more important in the anode [53,54,58,109].
For ethanol, there are no well established parameters for the exchange current densities





for three di¤erent temperatures as well as a; and c (independent of temperature) with
good agreement throughout the polarization curves, as can be inferred from Fig. 7.2;
the three temperature-dependent variables were then calibrated with Eq. 3.46, 3.72b,
and 3.77a by setting the reference temperature to that of the experimental midpoint,




c = 323 K, and adapting E
(m)
EtOH; Ea; and Ec; see Table A-3. The
better agreements of the ethanol-fed DLFC could be due to the lower current density
values (a limitation of using ethanol), as such, two phase e¤ect might not be signicant
at the typical current density ranges of the ethanol DLFC, which explains the general
better t compared to the validation of the methanol counterpart.
7.5 Analysis
We begin our analysis by introducing the following approximation for the analytical
solution in order to write the transport equations in the anode and cathode on the same
form:
 Incompressible ow in the cathode, i.e. (g) = (g)in , which is strictly valid only for
an isothermal cell operating at zero current density (no change in mean molecular
mass) and zero pressure drop; however, as we shall see later, the approximation
holds reasonably well even at non-zero currents (. 103 A m 2) and for pressure
drops much smaller than the system pressure, which is typically the case for a
DLFC. In addition, we only need to consider oxygen on the cathode side to nd
the cell performance since the other mass fractions (water, nitrogen) are not needed
in order to determine the gas density.
With this additional argument together with the scale arguments presented in Chap.
4, we can generalize our previously reduced model for the anode in Chap. 6 to include
the cathode as well for a DLFC: For the ow channel, the governing equations in Eq.
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The boundary conditions, Eq.3.18-3.21 remain the same for the reduced model, ex-
cept that we no longer require the boundary conditions at the left and right wall of the
di¤usion layer and the outlet of the ow channel for the species and velocities; we do,
however, retain the reference pressure specied at the outlet. The subscript irefers to
either methanol or ethanol at the anode (also applicable to carbon dioxide, see Chap.
6) or oxygen at the cathode.
Velocities and pressure  For the ow channels, closed-form expressions for the
streamwise velocity and pressure can be obtained by integrating Eq. 7.1a-7.1c together
with the inlet and outlet (pressure) boundary conditions, Eq. 3.18 and 3.19:









p(x) = pref   8U
in
h2fc
(x  L) : (7.4)
For later purposes, we note that
8U in (x  L) =h2fc pref for the conditions considered
here.
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For the di¤usion layers, Eq. 7.2a and 7.2b can be integrated together with boundary
conditions, Eq. 3.27 and 3.34, which results in


































for the anode and cathode respectively (note that we have not shown the functional
dependence of v, i, and ip on !alc(x; hadl) for notational convenience; we will do so
whenever it is justied in the following analysis, provided there is no risk for misinter-
pretation); the pressure can be expressed as
p(x; y) = p(x; 0)  

vy. (7.7)
The maximum relative errors for the closed-form expressions of the velocities in the
streamwise direction in the anode and cathode are around 1% for ethanol and around
1% and 30% respectively for methanol at base-case conditions, as shown in Fig. 7.3
and 7.3 for the average streamwise velocity (integrated in the y-direction across the ow
channel); the larger error for the cathode for a methanol-fed DLFC originates mainly
from the incompressibility approximation (#13) and the high current density, around
1600 A m 2; as compared to the base-case for ethanol with an average current density
around 600 A m 2. Note that the maximum relative error for the cathode average
velocity drops for methanol at lower current densities: e.g., it is around 6% at an
average current density around 1000 A m 2 when the anode overpotential is lowered
and the remaining parameters kept constant.
Species mass fractions in the anode  The procedure to secure closed-form expres-
sions for the anode and the results have been described in detail in the previous chapter,
whence we will only provide the expressions themselves here generalized for methanol
and ethanol (which we refer to as alcohol in the subsequent analysis).
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i [C2 (1  cos (ihafc)) + i sin (ihafc)]
C22 (ihafc   T)  2C2i






i = C2 cot(ihafc); (7.9c)










































































Figure 7.4: Ethanol mass fraction for the base case in the anode: (a) analytical and
(b) numerical solution.
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In order to ascertain the accuracy of the approximate analytical solutions for the
anode, we compare the alcohol distribution for the analytical solution with the numerical
solution of the full set in Fig.7.4. As verication for the methanol cell is already given
in Chap. 6, we will only show the verication for the ethanol-fed DLFC in Fig .7.4.
Overall, good agreement is found with a maximum relative error less than 1% for the
base case conditions; in addition, and as expected, we note that we are able to resolve
the boundary layer in the ow channel.



























-2 Increasing tem perature
(b)
Figure 7.5: Total current density, ic = i+ ip; along the x-direction at y =  hadl for the
numerical solution (symbols) and analytical expression (lines), Eq. 7.11: (a)
methanol-feed with inlet methanol concentration of 0.125 (), 0.5 (H), and 2 M ();
(b) ethanol-feed with cell temperatures of T = 23 (), 50 (H), and 80 oC()
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Species mass fractions in the cathode  Unlike the anode, where the current density
and alcohol ux through the membrane are dependent on the local alcohol mass fraction
at the boundary between the di¤usion and catalyst layer, both quantities are now known
functions in the x-direction for the cathode. This in turn implies that the ux of oxygen
is a known quantity in the di¤usion layer since it is a function of the local current density
and parasitic current (see Eq. 3.32) we can thus focus on solving the parabolic PDE
for the transport equation of oxygen in the ow channel rst, after which we can easily
integrate the ODE in the cathode di¤usion layer. For this purpose, we rst observe
in Eq. 3.28 and 3.32 that the uxes of alcohol and oxygen in the anode and cathode
only di¤er in terms of the sign as well as a constants comprising the molecular mass
and number of electrons transferred, whence we should be able to exploit the analytical
solutions on the anode side to nd a compact, integrable form for the ux of oxygen.
This is indeed the case, since we can now simply choose the alcohol ux going into the









which, after substitution of the rst derivative of !(l)alc(x; 0) with respect to y from Eq.
7.9a, yields (see Appendix B for mathematical derivation):









alczFC2); ic(x) can then be substituted into the boundary condi-
tion, Eq. 3.32. To verify the derived expression for the total current, ic(x); we compare
it with the numerical solution to the full set of equations in Fig. 7.5 reasonably good
agreement is found with a maximum error for the base-case conditions of around 8%
and 5% for methanol and ethanol respectively.
Exploiting the fact that the overall pressure drop is signicantly smaller than the
reference pressure as shown earlier, the di¤usion coe¢ cient, Eq. 3.47, can be treated as
constant for oxygen. The resulting set of equations for the cathode ow channel thus
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and c =  MO2=(4F(g)in D(g)O2 ): In order to solve the problem

























W(0; y) = g(y); (7.14c)
with the functions F (x; y) and g(y) dened as




















This set of equations can be solved with the method of eigenfunction expansion [211] by

































Substitution of the expression for ic(x) from Eq. 7.11, which is conveniently expressed
as a series of easily-integrable exponential functions, followed by integration, and reverse



















with the generalized Fourier coe¢ cients, initial value of the generalized Fourier coe¢ -
cients, and the eigenvalue expressed respectively, as
aj(x) = e
 jcx(aj(0) + aj); (7.17b)
aj(0) =
8>>>><>>>>:





1=2 sin(2j)+j ; j > 0
; (7.17c)




































; j > 0
:
(7.17e)
The required number of eigenvalues for convergence of Eq. 7.17a was studied and it was
found that 4 eigenvalues are su¢ cient for the conditions considered here.
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Finally, we integrate the ODE for the di¤usion layer, Eq. 7.2c subject to boundary













































The oxygen mass fraction at the ow channel/di¤usion layer interface, !(g)O2(x; 0), is
provided by the analytical solution, Eq. 7.17a, for the channel with y = 0.
Now that we have secured analytical solutions for oxygen in the cathode, let us
evaluate their accuracy quantitatively by comparing the oxygen distribution throughout
the cathode with the solution for the full set of equations, as illustrated in Fig. 7.6.
Clearly, the approximate analytical solutions are able to capture the local oxygen dis-
tribution and behavior within the cathode for a DLFC running on ethanol/methanol;
the maximum relative error is around 4%.
Polarization curves  The polarization curve can be determined by integrating the
local current density, i(x), in the x-direction which yields the average current density and
by adding all contributions to the overall cell voltage; see Eq. 3.78a for more details.
Doing so, and returning to Fig. 7.1 and 7.2, we nd that the analytically predicted
polarization curves agree well with the numerical solution of the full set of equations 
with a maximum relative error of around 6%. In particular, we note that the deviation
is the largest for current densities & 2000 A m 2 for the methanol-fed DLFC, for which
the change in density and the normal mass transport are no longer negligible in the












Figure 7.6: Oxygen mass fraction for the ethanol base case in the cathode: (a)
analytical and (b) numerical solution.
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Summary  In essence, arguments allowed for the formulation of a reduced model
a set comprising a parabolic PDE and ODEs together with their constitutive relations
and boundary conditions where the anode and cathode can be modeled as half-cells
with the water and alcohol ux through the membrane accounted for in boundary con-
ditions. First, the velocity and pressure distributions were determined for both half-cells
through straight-forward integration, after which the equation of change for alcohol on
the anode side was solved through Taylor series expansions, homogenization, integra-
tion, and separation of variables; for the cathode, the equation of change for oxygen
was solved by nding and introducing an expression for the current density and para-
sitic current from the anode side, after which a transformation was carried out and the
resulting set of equations solved with the method of eigenfunction expansion. Finally,
the polarization curve could be predicted by coupling the solutions from the anode and
cathode as well as the ohmic losses in the membrane.
The resulting approximate approximate due to the Taylor series for the anode and
the assumption of incompressible ow for the cathode analytical solutions were veried
with the corresponding experimentally-validated full-set of equations that were solved
numerically: overall, reasonably good to good agreement was found.
7.6 Chapter Summary
In this chapter, we have secured approximate analytical solutions for a steady-state,
isothermal, single-phase reduced model of a DLFC comprising of several PDEs and
ODEs by exploiting the inherent characteristics of this type of fuel cell. The reduced
model is derived based on the scaling arguments discussed in Chap. 4 with a further
approximation of incompressible ow at the cathode. These arguments and postulates
were justied a posteriori by quantitatively comparing the closed-form expressions with
the numerical solution for the full set of equations; these solutions were demonstrated
for a methanol- and ethanol-feed DLFC.
We expect that the generalized approximate analytical solutions to be easily adjusted
to account for other types of liquid fuels, such as formic acid or hydrazine. Furthermore,
we note that the model is not restricted to a DLFC operating in coow, but can also be
modied to include counterow or other types of ow on the cathode.
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One limiting assumption we only consider a 2D representation in the streamwise
and normal direction of a three-dimensional (3D) ow channel structure adjacent to
the di¤usion layer can be relaxed by introducing correction factors that account for
3D e¤ects such as the presence of ribs between channels and by reducing the channels
in the ow eld to a porous counterpart. This will be discussed further in Chap. 8.
The other main limiting assumption, viz. single-phase ow, might not allow for closed-
form expressions that satisfy the equations of change reasonably well on the local level;
however, it might be possible to estimate the saturation on a global level and then
introducing it as a correction factor into a set of equations similar to the ones considered
here.
On a nal note, we would like to highlight that the presented 2D approximate analyt-
ical solutions for a generic DLFC should lend themselves well to multi-objective/variable
optimization of various geometrical, physical and operating parameters, as they virtu-
ally entailed zero computational costs. As reviewed in Chap. 2, current optimization of
DLFCs are based on 0D or 1D models because of the increased computational costs to






The restriction of mathematical models that invoke dimensional reduction either to 1D
or 2D for a fuel cell equipped with channel-type ow elds (parallel, serpentine, etc.)
is the lost of information pertaining to 3D e¤ects. These e¤ects include the impact of
the size of ribs in the ow channels and path length for di¤usion in the di¤usion layers,
when not captured, reduce the delity of the model predictions.
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Schematics of a DLFC: (a) 3D cell with parallel ow elds, (b) decoupling of anode
and cathode, (c) rst model reduction by imposing symmetry condition, (d) second
model reduction based on scale arguments, (e) spatially smoothed computational
domain, (f) computational domain from leading order asymptotics.
In view of this, we extend our 2D analytical solutions derived in the previous chap-
ters for a DLFC to also include 3D e¤ects. This is accomplished in several steps, as
illustrated schematically in Fig. 8.1: (i) decoupling of the cathode and the anode; (ii)
symmetry is invoked for a rst reduction in geometry; (iii) calibration and validation
of the 3D formulation with experiments; (iv) reduction of the equations of change for
the cathode to an algebraic equation through scaling analysis to secure the overall cell
behavior, where the dependent variables in the cathode can be solved a posteriori ; (v)
spatial smoothing of the anode to a 2D formulation (ex; ey), which captures the third
dimension (ez) in volume-averaged equations in the ow channel and correlations for
e¤ective path lengths in the di¤usion layer; (vi) leading-order asymptotics to reduce the
initial elliptic partial di¤erential equations (PDEs) to a set of ordinary di¤erential equa-
tions (ODEs) and one parabolic PDE in the anode; and (vii) approximate analytical
solutions through integration, Taylor series expansions, homogenization, and separa-
tion of variables. These analytical solutions, in turn, will lend themselves well to, e.g.,
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wide-ranging parameter studies, real-time control and optimization. We demonstrate
the procedure for methanol as a fuel, but note that it is straightforward to extend the
analysis to other types of liquid fuels.
8.2 Mathematical Formulation
We consider an isothermal 3D model for a slender DLFC equipped with parallel-channel-
type ow elds and operating in coow mode, as depicted in Fig. 8.1a. The full set
of governing equations comprising the equations of change for mass, momentum, and
species and boundary conditions given in Chap. 3 are solved in the ow channels (afc,
cfc), di¤usion layers (adl, cdl), catalyst layers, and membrane (m); here "a" and "c"
denote the anode and cathode side respectively. In the anode, we consider an incom-
pressible liquid comprising methanol (MeOH), water (H2O) and carbon dioxide (CO2);
in the cathode, we solve for a compressible gas consisting of oxygen (O2), water, and
nitrogen (N2); and the transport in the membrane is captured by expressing the trans-
port properties as uxes in the boundary conditions. The constitutive relations and
inherent electrochemistry are given in Chap. 3; whereas the geometrical and operating
parameters are summarized in Table A-5. The assumptions and constraints are listed
in Chap. 3 and the denitions of parameters and variables are given in List of Symbols.
8.3 Numerics and Symbolic Computations
In order to verify the approximate analytical solutions, we solve the full set of equations
for the 3D geometries (Fig. 8.1c and d) and the spatially smoothed 2D counterpart
(Fig. 8.1e) in the nite-element-based solver COMSOL Multiphysics 4.1 [200]. In short,






, and !(g)H2O. The 3D and 2D geometries were resolved with around 9  104
and 3200 mesh elements after a mesh-independence study.
The analytical solutions were implemented in Maple 13 [201] and postprocessing
carried out in Matlab R2010a [202].
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V I nc r e a sing  m e tha no l c onc e n tra tion
Figure 8.1: Polarization curves: experiments (symbols), numerical solutions of the full
set of 3D equations (solid lines), spatially smoothed 2D equations solved numerically
(dashed lines) and analytically (+) for the inlet methanol concentrations 1 (), 2 (H),
and 4 M () at the base case.
8.4 Analysis
(i) Decoupling  The relatively low current density ( 1000 A m 2) of a typical DLFC
due to the sluggish reaction kinetics at the anode as compared to the cathode, can be
exploited by decoupling the anode from the cathode [41,53,60,78,83,108], provided that
the cathode can sustain the current generated by the anode. The decoupling thus allows
us to rst solve for the anode to determine the dependent variables and the local and
average current density, after which we then impose that current density distribution in
the catalyst layer of the cathode and solve the dependent variables in the cathode.
(ii) Symmetry  As can be inferred from Fig. 8.1a-c, the ow channels are repetitive
in the spanwise direction (ez), such that we only need to consider a representative
geometry that encompasses half of a ow channel, the adjacent di¤usion layer and
catalyst layer for the anode and cathode as well as the membrane provided that the
inlet conditions are the same for each channel. We solve the mathematical model in this
3D representation for calibration, validation, and verication purposes later.
(iii) Calibration and validation  To ensure the delity of model predictions, at
least at the global level through polarization curves, experiments were carried out with
8.4. Analysis 105















In creas in g  o x y g en  mas s  fractio n
Figure 8.2: Polarization curves. Comparison between full set of equations for cathode
solved (symbols) and Eq. 8.7 for the cathode overpotential (solid lines) coupled with
full set of equations for anode for the cathode stoichiometry 2 (), 35 (H), and 55 M
() at 0.5M inlet methanol concentration and 50oC
a single cell. In short, the cell had an active area of 4.35 cm2 (2:5 cm 1:74 cm) with a
noble metal loading of 4 mg cm 2 Pt/Ru (1:1 atomic ratio) at the anode and 2 mg cm 2
Pt (60% on C) at the cathode; two Teon gaskets around a 5-layer type MEA (BCS
Fuel Cells), which comprised di¤usion layers made from untreated Toray carbon cloth
with a thickness of 3 mm and a Naon 117 membrane with a typical hydrated thickness
of 185 m; two graphite plates with machined ow elds; stainless steel endplates; and
two gold-plated copper current collectors.
The experimental cell was operated at the conditions in Table A-5, which correspond
to typical operating conditions for a methanol-fed DLFC. In short, a methanol solution
and pure oxygen (99.98%) were fed at 5 cm3 min 1 and 100 cm3 min 1 to the anode and
cathode respectively; the cathode was operating near-to atmospheric pressure whilst the
cell temperature was kept at 50 C.
For the calibration and validation, we adapted heuristically three parameters a; c6;
c7 for the electrokinetics with good agreement up until around 2500 A m 2 for three
di¤erent methanol inlet concentrations, as shown in Fig. 8.1; the disagreement thereafter
can be explained by two-phase e¤ects, which are not accounted for here, becoming
increasingly more important in the anode [53,54,58,109].
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Figure 8.3: Current densities at the anode boundary. Comparison between numerical
solution of the full set of 3D governing equations (symbols), spatially smoothed
numerical solutions (solid lines), and spatially smoothed analytical solutions (+) at the
base case
(iv) Scaling analysis  We have already decoupled the cathode from the anode in
step (i), which suggests that we might not have to solve all the equations of change in
the cathode in order to determine the cell performance at least in certain limits. The
depedent variables in the cathode could thus be solved a posteriori after determining
the cell behavior. To nd those limits, we start with the average current density, iavg;








   a + avgc   avgohm: (8.2)
Clearly, iavg can be determined once we have solved for the anode whereas Vcell, can
be secured if we manage to nd an estimate of avgc without solving the equations of
change at the cathode since all remaining parameters are constants on the right-hand
side (RHS) of Eq. 8.1. In this model, the cathode overpotential is given by the second













where we have introduced the mass of oxygen per unit volume for simplicity and rendered







 1, then we would be able to estimate the average cathode overpotential,
avgc , with good accuracy from the rst term on the RHS of Eq. 8.3 since all remaining
parameters R; T; c; F; refO2 ; 
(g)
O2;in
; iexc are constants or a value  i
avg
c given by the
solution of the anode. For this purpose, we require the scale for the decrease of oxygen
























































This condition can be seen as typical in the operation of an active-feed DLFC. In the limit
of 	  1; we would need to solve the equations of change in the cathode either numer-
ically or analytically [108]. This step is veried with the full set of 3D equations solved
in the cathode and anode in Fig. 8.1 and 8.2 for the global behavior. Overall, the dif-
ference for the conditions considered here is negligible (	 = 35) for the cases considered
in Fig. 8.1, and the maximum relative error is 6% at Vcell = 0:3V: As the stoichiometry
drops from 55 to 2, as illustrated in Fig. 8.2, the error of the approximation for the
predicted cell voltage increases from 0.5% to 10%. The typical cathode stoichiometry of
the active-feed DMFC is larger than 10, depending on the operating conditions. Most
of the experimentally studied active-feed DMFCs or DEFCs have their cells operating
at high cathode stoichiometries of >25 (e.g., ref. [15,94,106,191,194,212215]). This is
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to ensure su¢ cient oxidant is supplied to sustain the overall oxygen reduction reaction
as well as the parasitic reactions due to alcohol crossover. Hence, in the following steps
(v-vii), we will assume that 	  1, whence we only need to consider the equations of
change for the anode side, and note that one can derive similar analytical expressions
for the cathode side if 	  1 or solved the cathode analytically as given in our previous
chapter.
In the following steps (v-vii), we will assume that 	  1, whence we only need
to consider the equations of change for the anode side for brevity, and note that the
treatment of the equations of change are analogous for the cathode if one wants to
consider cases for which 	  1.
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Figure 8.4: Pressure proles. Comparison between numerical solution of the full set of
3D governing equations (symbols), spatially smoothed numerical solutions (solid lines),
and spatially smoothed analytical solutions (+) at increasing inlet anode velocity 3 
10 3 (), 3  10 2 (H),and 7.3  10 2 () m s 1.
(v) Spatial smoothing  In order to reduce the 3D anode to a 2D counterpart in the
streamwise (ex) and normal (ey) direction we exploit the spatial smoothing carried out
as follows:
In the ow eld. The large number of channels in the ow eld suggests that it is
able to reduce the ow eld to a porous counterpart in the ow eld and a representative
elementary volume (REV) that comprises one ow channel and the adjacent rib. We
limit our discussion here to the case of a parallel-channel ow eld but note that one
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could equally consider other types with the method described here. Starting with the
idea that the ow velocity in the channels can be viewed as the intrinsic velocity, hui(g;l)






; which is the relevant velocity to work with in a porous medium, can be
found from the denition D
ug;l
E
= "a hui(g;l) , (8.8)
where gas phase, g, refers to the gas transport at the cathode, and liquid phase, l, refers
to the liquid fuel transport at the anode. from which the porosity of the ow eld, "a ,





here, Vfc = wfchfcL and V = wThfcL; are the volumes of one ow channel and the total
volume of the land area, respectively, where wfc is the width of the ow channel, hfc the
height of the ow channel, wT is the total width of the land area, and L is the length.
We can then now introduce the Darcys law instead of Navier Stokes equation for the
porous ow eld as






and  is the permeability, whereas  is the dynamic viscosity. The former can be
approximated from the classical engineering approach by relating the pressure drop










uavg  exdA, (8.11)











Note that the Forchheimer equation can also be applied if the pressure drop is a nonlinear
function of the streamwise velocity;.we found it not necessary for the geometry and
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operating conditions considered here.
We now turn to molecular transport for the ow eld; we need to modify the coe¢ -




where Dg;li;e are the di¤usion coe¢ cients of species in the gas phase or liquid phase.
This correlation was found via understanding the geometrical structure of the ow eld
and its impact on the uxes. To see this, we rst consider Fig. 8.6 and imagine that
we solve for the di¤usive ux in the normal direction for all the channels, which gives
the total di¤usive ow to be proportional to the number of channels, n, multiplied with
the contact area between a ow channel and the di¤usion layer, i.e. wafcL. Now, in
order to ensure that the corresponding total ow in the normal direction is the same
as that in the porous counterpart, where the latter has the total area wTL, for the
supercial di¤usive ux, we need to multiply the porous di¤usive ux with the factor n,
i.e. nwafcL=wTL, which turns out to be the same as the porosity of the ow eld since
the ow channels do not vary in shape throughout the land area.
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Figure 8.5: Current densities at the anode boundary. Comparison between numerical
solution of the full set of 3D governing equations (symbols), spatially smoothed
numerical solutions (solid lines), and spatially smoothed analytical solutions (+) at
increasing di¤usion layer height 1  10 4 (), 2.5  10 4 (H),and 4  10 4 () m
Next, to account for the impact of the ribs on the transport processes in the adjacent
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di¤usion layer, we need to secure a correlation, (hdl, wfc; wrib) that describe the di¤er-
ence in the pathways for the transport equations as depicted schematically in Fig. 8.6c
and d. We postulate isotropic transport properties and note that the correlation can be
extended in a straight-forward manner to include anisotropic processes as well for which
the correlation would take the functional form (hdl, wfc; wrib, material properties). For
this purpose, we consider a general case for the variable, 	, for all di¤usive transports
described by a second order term in the di¤usion layer adjacent to the ow channel and
rib in Fig 8.6c as
r2	 = 0, (8.15)
in the di¤usion layer adjacent to the porous counterpart in Fig. 8.6d as
r2 ((hdl; wfc; wrib)	) = 0: (8.16)
To determine (hdl; wfc; wrib), we set the same inlet conditions at the ow eld and
di¤usion layer interface in Fig. 8.6a and 8.6b for the two Laplace equations Eq. 8.15 and
8.16 , and requiring the same species uxes at the di¤usion layer/catalyst layer interface
of both equations. By varying the width of the channel, wfc; whilst keeping wfc + wrib
constant, and solving the two Laplace equations subject to the boundary conditions,




is the same for both Laplace equations, we are able to obtain discrete values of (hdl; wfc; wrib),





where 0:1  H  0:5 and 0:3  W  0:6, andH=hdl= (wfc + wrib) andW =w= (wfc + wrib) :
The values of the various constants, kij , given in Table A-5.
In essence, this procedure entails volume averaging of the 3D ow channels to a
2D porous counterpart, which yields an e¤ective permeability, afc = D2H"afc=32; and
di¤usion coe¢ cient, "afcDMeOH; in addition, the variation in pathlength that a species
experiences in the di¤usion layer due to the adjacent ribs is accounted for through a






































Catalyst layer Catalyst layer
Figure 8.6: Schematics illustrating computational setup to compute (hdl; wfc; wrib),
(a) extracted computational domain showing rib e¤ects and molecular transport
pathways in a DLFC equipped with parallel channels; (b) the corresponding
computational domain of molecular pathways in a DLFC porous materials as ow
elds. (N:B current collector is not a computational domain).
With the derived porous properties and correlation that accounts for the modied
pathways for molecular transport due to the impact of ribs on the adjacent di¤usion
layer and the geometrical reduction through a volume averaging to a porous counter-
part for the ow eld equipped with ow channels, we have one further reduction in
dimensionality. The rst point is once the correlation (Eq. 8.18) that accounts for rib
e¤ects in the di¤usion layer have been implemented, the transport no longer varies in
the spanwise direction (z). The second point is that for a length scale larger than the
width of a channel and rib, there is no transport in the spanwise direction of the porous
ow eld. These means we can remove the spanwise coordinate, and that leaves us with
a 2D computational domain in the streamwise (x) and normal (y) directions as given in
Fig. 8.6d.
In essence, this spatial smoothing procedure entails volume averaging of the 3D
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Figure 8.7: Current densities at the anode boundary. Comparison between numerical
solution of the full set of 3D governing equations (symbols), spatially smoothed
numerical solutions (solid lines), and spatially smoothed analytical solutions (+) at
increasing channel to rib ratio, R, 0.2 (), 0:5 (H),and 0.8 ().
ow channels to a 2D porous counterpart, which yields the e¤ective permeability (Eq.
8.12) and di¤usion coe¢ cient (Eq. 8.14); in addition, the variation in pathlength that
a species experiences in the di¤usion layer due to the adjacent ribs is accounted for
through a correlation, . The leading-order spatially smoothed governing equations are
then summarized as follows:






r  n(l)MeOH = 0: (afc) (8.21)
written for the anode and for the cathode, we solve the corresponding conservation laws
with variable gas density:





















where species uxes, n(l)MeOH, n
(g)
O2











































  (g)"1:5cdl D(g)O2r!(g)O2D(g)H2Or!(g)H2O. adl
: (8.26)
The boundary conditions remain the same as given in Chap. 3 except the modication
to the boundary condition at the inlet as: u(g;l)  ex = "fcU inc;a:
Overall, the agreement is good for the global behavior (Fig. 8.1) with a maximum
relative error of 6.5 % compared to the full set of equations solved for the whole 3D
cell, and for the local behavior in terms of local current density (Fig. 8.3) and local
pressure distribution (Fig. 8.4) in the anode with a maximum relative error of 3 and
0.5% respectively. In order to further verify the spatial smoothing, we vary the height of
the di¤usion layer, hadl, as well as the channel to rib width ratio, R, in Fig. 8.5 and 8.7
respectively with good agreement. In particular, when the width of the rib decreases,
the relative error between the 3D and spatially smoothed 2D counterpart decreases
from 9% to 2% in Fig. 8.7. This condition shows that the analysis is self-consistent,
although from the practical point-of-view such a condition would not allow for charge
to be collected on top of the bipolar plates.
(vi) Leading-order asymptotics  For the anode, the slenderness, the impermeable
nature of the di¤usion layer as compared to the ow eld, and the relatively low current
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density ( 1000 A m 2) of a typical DLFC allows for a leading-order reduction [51,
54, 108, 109] of the elliptic PDEs to a set comprising a parabolic PDE and e¤ectively
ordinary di¤erential equations for the anode, which are summarized as follow
@u
@x





























(vii) Approximate analytical solutions  The leading-order, spatially smoothed re-
duced 2D model can then be solved analytically through integration, Taylor series ex-
pansions, homogenization, and separation of variables as described in Chap. 6 and 7.
The secured approximate analytical solutions are summarized in Table 8.1. Here, we
have also introduced a Taylor series approximation of the eigenvalue function that arises
from the separation of variables of the parabolic PDE in the ow channel. This was






f(i) = tan(ihafc)  C2
i
, (8.35)
and then introducing a Taylor series, f(i)  f(m)+ f 0(m)(i  m) +O((i  m)2);
around the midpoints between the asymptotes, m, which are given by
m =
8>>>><>>>>:
=4; m = 0
m; m = 1; 2; 3:::
: (8.36)
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By only considering up to the rst order, the eigenvalues can thus be approximated as
i  m   f (m)
f 0 (m)
. (8.37)
The midpoints are highlighted in Fig. 8.8 together with f(i) and the rst-order Taylor
series approximation. For the rst eigenvalue the error is around 12% and then drops to
less than 1% for subsequent eigenvalues. For the conditions considered here, a rst-order
Taylor series was found su¢ cient as we shall see soon by comparing with the numerical
counterparts; if a higher accuracy is required, one can easily include the second or third
order term, which would then result in a quadratic or cubic equation to be solved instead
of Eq. 8.37.
























Figure 8.8: Comparison of transcendental equation in Eq. 8.35 (solid lines) with rst
order Taylor series expansion of transcendental equation in Eq. 8.37 (dashed lines).
Initialization point for Taylor series expansion is between two asymptotes as given by
the lled symbols ().
Returning to the global and local behavior in Fig. 8.1-8.7, we nd that the analytical
solutions agree well with the 2D numerical counterpart and reasonably well with the 3D
counterpart. The maximum relativer error is approximately 7% against for the global
polarization verications. For the pressure proles, the analytical solutions predict with
1% di¤erence in relative error, whereas the local current densities verication give a
maximum relative error of 5%.
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8.5 Chapter Summary
A 3D model comprising conservation of mass, momentum and species in a DLFC has
been considered, analyzed, and evaluated to arrive at approximate closed-form expres-
sions for the local velocity, pressure, current density and methanol distributions in the
anode as well as for the overall cell performance. These analytical expressions were
veried both globally and locally with the original 3D formulation as well as validated
with experiments from an in-house DLFC running on methanol as the fuel; overall,
reasonably good agreement was obtained.
The disadvantage is that the spatially smoothed analytical solutions can only predict
the average property in the spanwise direction (ez in Fig. 1) and not variations around
the average underneath the ribs in this direction; nevertheless, for practical purposes
such as design or optimization of operating conditions, one is generally not interested in
detailed local information inside each REV, but rather in changes that occur on length
scales larger than the REV.
The approximate analytical solutions are suitable for, e.g., wide-ranging parameter
and optimization of design or operating conditions. Currently, optimization problems
for a DLFC are typically based on zero- or one-dimensional models [2125] or electric
simplications [26, 27] to keep the computational cost to a minimum; however, the un-
derlying mechanistic features of the DLFC cannot be captured with these models. The
herein derived approximate analytical solutions thus open up new avenues for formulat-
ing optimization problems that are cheap to compute yet capture a signicant number
of physical phenomena at not only a global but also local level.
Finally, we note that an extension to include two-phase ow as well as the poten-
tial distribution throughout the cell and analytical solutions thereof would provide an
even more detailed and accurate description of a DLFC. Whilst challenging, the spatial
smoothing should help reduce some of the non-linearity associated with two-phase ow,
in particular with regards to the transition region between liquid and gaseous phases.
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i = C2 cot(ihafc)






















































Experimental Validation with Design of
Experiments
9.1 Introduction
Experimental validation of DLFC models is an exercise to assess the credibility of a
DLFC model against an actual experimental cell. There are two forms of experimental
validations: local and global. In local validation, quantities such as distributions of
current [212, 216], temperature [217], or water saturation [218, 219] are recorded in-situ
and validated against local predictions from the model. In-situ experiments have to be
carried out carefully so that the measurement techniques does not alter the nature of the
fuel cell operation. On the other hand, in situ quantities of species concentrations and
velocities are di¢ cult to measure owing to the small length scales of the fuel cell. For
this reason, the common validation of fuel cells is conducted globally with polarization
curves. Global validation is less intrusive to the cell operation and the measurements
are recorded for global properties, i.e. the cell voltage and/or current densities.
As reviewed in Chap. 2, global experimental validations of the published models
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can be classied into no model validation, validation with one polarization curve, and
validation with a few polarization curves. In experimental validation, ideally, one denes
a testing set and a training set. The training set is for tuning of the kinetic parameters in
the model to t a polarization curve or a few points on a polarization curve. The actual
experimental validation comes from analyzing the adapted kinetic parameters and how
well they t other points on the curve or other polarization curves (testing set) when
operating conditions have been changed while holding other conditions constant, also
otherwise known as one-factor-at-a-time. The main drawback with this way of validation
is that not all statistical combinations of the operating conditions are considered; that is
one-factor-at-a-time varies one factor while holding other operating conditions constant.
One way to consider all combinations of the operating conditions is by validation with
statistical design such as the full factorial design (a part of Design of Experiments
[220]), which is a data collection design concept by choosing the factors of the operating
conditions and assigning a desired level (settings of each factor). In essence, a full
factorial design means in each complete trial or replication of the experiment all possible
combinations of the di¤erent factor levels are tested.
The purpose of this chapter is to carry out validation for not only one or a few
polarization curves, but for a series of curves that are based on a statistically e¢ cient
design of experiments. We have chosen the 23 full factorial design [220] because it is
simple and economical.
For this experimental validation, a two-phase mixture model for the DLFC anode
operating on methanol coupled with the leading order solution for the cathode is for-
mulated. The formulation is given in the next section followed with a description of the
experimental conditions as well as the choice of factors, levels, and ranges for the full
factorial design. The results of the experimental validation is also given in the same
section with a discussion. Finally, concluding remarks are drawn.
9.2 Mathematical Formulation
We consider a 3D geometry of a direct methanol fuel cell; the porous nature of the
ow eld and di¤usion layer; the scaling arguments in Chap. 4 allows a reduction in
dimensionality due to no ux that can be invoked at the left and right walls of the
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Table 9.1: Variables and levels in the 2s¸ factorial experimental design
Factors
Level Methanol concentration, Anode ow rate, Cell temperature,





+1 (high) 4 10 70
0 (centre) 2 5 50
-1 (low) 1 1 30
anode, hence, geometry that needs to be resolved now is in the streamwise and normal
directions. For the liquid-fed anode, the behavior is two-phase unless the inlet ow
velocity is high enough to remove the produced carbon dioxide gas. Two phase e¤ect
is also minimal at low current density [105]. There is also phase transfer between the
two uids, i.e. the liquid fuel, e.g. methanol existing in both uids and contributes
to the produced current from both the liquid and gas phases. One suitable two phase
model for the DLFC is the two phase mixture model, since it is able to capture the fuel
concentration in both the liquid and gas phases and their contribution to the produced
current. As discussed in Chap. 2, with the multiuid or volume of uid model, it is not
clear how to split the contribution to the current from the methanol (or other liquid
fuels) in the two phases. .
The conservation of mass, momentum, and species are treated. The ternary gas
and liquid phases, comprising of carbon dioxide, methanol, and water, are assumed
to be in equilibrium. The governing equations for the anode is given in Sect. 3.3
with boundary conditions in Eq. 3.353.39, and relevant constitutive relations and
electrokinetics in Chap. 3. For the cathode, as the experiments are conducted at typical
cathode stoichiometries of between 10 to 50, we coupled Eq. 8.7 to the two phase model
for the anode to obtain global polarization curves.
9.3 Experimental Design
Details of the experimental set-up is given in Chap. 5.
Choice of factors and levels  For a 23 full factorial design, there are two
levels for each factors, making a total of eight experiments to be conducted. The factors
selected were the inlet methanol concentration, inlet anode velocity, and temperatures,
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Table 9.2: Treatment conditions in each replicate
Standard Methanol concentration Anode ow rate, Cell temperature,





1 2 5 50
2 1 1 30
3 4 1 30
4 1 10 30
5 4 10 30
6 1 1 70
7 4 1 70
8 1 10 70
9 4 10 70
which are the typical operating conditions that were studied in the published literature
(see e.g. ref. [42, 53, 57, 210]). The cathode stoichiometry is maintained at 10  50,
depending on the current drawn. As a guide, the operation of the cell under load at a
current density of 2000 A m 2 would require 12 cm3 min 1 of pure oxygen to operate
at a cathode stoichiometry of 1 at 70C. The factors and levels of the 23 experimental
design are shown in Table 9.1. The levels are spaced properly so that the validation is
for data that di¤ers su¢ ciently in behavior. For example, the levels for the temperature
were chosen to be 30C and 70C, which is spaced wide enough to evaluate the model
predicting ability. Another reason is to eliminate noise; if factors are spaced too closely
it will increase the chances that noise will overwhelm the signal in the data.
Replication, randomization; and blocking  The corner stone of experi-
mental design also include replication, randomization, and blocking [220]. As in Table
9.3, the set of eight experiments was replicated three times and were conducted within
the same day. In each replication, the order of treatments will be randomized so that
every experimental unit has an equal chance of being assigned to a given treatment. The
experiments were randomized using Microsoft Excel to generate eight random numbers
between 0 and 1 and rearranging the order of the experiment runs by matching each
random number generated to an experimental condition. The complete randomized
sequence of the twenty seven runs over three days are provided in Table 9.3.
Operating conditions  The type of ow eld used for distributing ow for both
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electrodes is the porous type. The operating conditions for the anode, i.e. the inlet
methanol concentration, ow rate, together with the operating temperature is given in
Table. 9.1. At the cathode, pure oxygen of 99.98% is fed at a ow rate of 100 cm3 min 1
at atmospheric pressure. These conditions correspond to a cathode stoichiometry of 10
at current density 2000 A m 2 at 70C.
9.4 Calibration and Validation
As there are unknown parameters in the kinetic expression, Eq. 3.70a, we adapt heuris-
tically four parameters a; c; c6; c7 for the electrokinetics and the training data set
is standard order 2 as given in Table. 9.2. The values of the adapted parameters are
given in Table A-6 of Appendix A.
The standard deviations across all the gures range from 0.001 to 0.03. From Fig.
9.1, the model is able to predict the experimental data and the behavior of the polar-
ization curves even when the various factors are changed simultaneously for di¤erent
levels. Notably, the two phase model with the leading order cathode solution are able to
capture the experimental features at current densities above 2500 A m 2 well as com-
pared to the validation against single phase models in Chap. 6 to 8. Good agreements
are observed except for the low current density portion of standard order 1, which could
be due to the combination of low inlet feed concentration together with with low cell
temperature, and inlet velocity resulting in a steeper drop of the activation polarization
that is not within the range of the Tafel approximation [6, 104] inherent in the kinetic
model. Since the Tafel equation is valid only within the linearized region of kinetics [6].
9.5 Chapter Summary
This chapter illustrates model validation for a series of curves that are based on a sta-
tistically e¢ cient design of experiments. The model is a two-phase formulation for a
DLFC anode operating on methanol and equipped with the porous ow elds. The
cathode is described with an algebraic expression (Eq. 8.7) derived in Chap. 8. Cou-
pling the solutions from the anode and cathode allow us to obtain global polarization
curves, which are then used for validating against actual polarization curves from the
experimental cell. A 23 factorial is implemented to ensure that the model is validated
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against all possible combinations of the chosen experimental operating conditions. The
validation shows that the model is able to reproduce key features of the polarization
curves, i.e. the various region of polarizations on the curves and the limiting current
densities even when the di¤erent levels of operating conditions are changed simultane-
ously. In conclusion, one is condent to apply the validated model within the statistical
design of the experimental conditions considered here.
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Table 9.3: Experimental design matrix of a 2s¸ full factorial design
Run Standard Methanol concentration Anode ow rate, Cell temperature,





1 1 2 5 50
2 7 4 1 70
3 5 4 10 30
4 4 1 10 30
Replicate/ 5 2 1 1 30
Day 1 6 6 1 1 70
7 3 4 1 30
8 8 1 10 70
9 9 4 10 70
- 10 1 2 5 50
- 11 8 1 10 70
- 12 6 1 1 70
13 9 4 10 70
Replicate/ 14 4 1 10 30
Day 2 15 2 2 5 50
16 5 4 10 30
17 7 4 1 70
18 3 4 1 30
19 1 2 5 50
20 7 4 1 70
21 6 1 1 70
22 8 1 10 70
Replicate/ 23 5 4 10 30
Day 3 24 9 4 10 70
25 3 4 1 30
26 4 1 10 30




This thesis contributes to the modeling and experimental validation of the energy system,
Direct Liquid Fuel Cell. The principal contribution is the derivation of multi-dimensional
analytical solutions that preserve geometrical resolution and capture the leading order
physics of the cell.
In this thesis, the DLFC models are derived for the steady state, isothermal con-
servation of mass, momentum, and species in the various functional layers of a DLFC
together with the electrokinetics. The mathematical complexity of these models are then
reduced based on three functional scaling arguments: (i) a narrow gap approximation,
(ii) a higher resistance to ow in the di¤usion layer compared to the ow eld, and (iii)
the relatively low current density. We start with the anode as discussed in Chap. 6,
where the scaling arguments allow a reduction of the PDEs to a set of ODEs and one
parabolic PDE. The 2D approximate analytical solutions for the velocities, pressure, and
methanol are then derived based on integration, Taylor series expansions, homogeniza-
tion, and separation of variables. Two typical ow elds are considered: porous (e.g.
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a metallic mesh), and plain (e.g. parallel or serpentine ow channels). For the porous
ow eld, the 2D approximate analytical solutions can capture the three-dimensional
behavior of the anode, whereas the solutions are less accurate for the latter due to rib
e¤ects.
We then extend the solution for the anode to incorporate the cathode in Chap. 7. Un-
like the anode, a boundary condition for the cathode is non-linear and non-homogeneous.
Instead of directly resorting to a numerical scheme or attempt to linearize it, we intro-
duced a transformation which moves the nonlinearity from the boundary condition to
the governing equation. We further secure a closed-form integrable expression for the
local and parasitic current densities. These steps of mathematical treatment make the
resulting set of equations solvable with the method of eigenfunction expansion to nally
secure 2D approximate analytical solutions for local variables of the whole cell. The
analytical solution is demonstrated for two di¤erent fuels, methanol and ethanol. One
limiting assumption we only consider a 2D representation of the cell in the streamwise
and normal direction of a three-dimensional (3D) cell. To address this issue, in Chap.
8, we applied spatial smoothing to reduce the ow channels into a porous counterpart,
followed with a correction factor to correct the molecular transport in the adjacent dif-
fusion layer. This correction factor accounts for the ribs between the ow channels that
impact the di¤usion pathways in the adjacent di¤usion layer. The resulting model were
then reduced from 3D to 2D for a parallel channel ow eld due to slip and no-ux
conditions that typically hold at the side walls of the DLFC in the spanwise direction.
With these, the 2D model with a porous ow eld, can describe the 3D DLFC with
some loss of information in the spanwise direction due to spatial smoothing, which from
an engineering point-of-view su¢ ces to account for the streamwise pressure drop. Most
importantly, this model can then be solved analytically with the methodology described
in Chap. 6 and 7. The 2D and 3D approximate analytical solutions are veried against
their respective full set of governing equations and experimentally validated, for which
good agreements are achieved for both.
Also in Chap. 8, we derived an algebraic expression for the cathode by exploiting the
typical high cathode stoichiometries in the actively fed (with pneumatic systems) DLFC
operations. This expression for the cathode is then coupled with a two-phase mixture
theory for the anode in Chap. 9 to demonstrate experimental validation that is based on
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a statistically e¢ cient design of factorial experiments. The purpose is to ensure that the
model is validated against all possible combinations of the chosen experimental operating
conditions at an e¢ cient experimental cost. Traditionally, models are validated with
the one-factor-at-a-time experimental design, which can be costly and ine¢ cient since
it requires more runs and does not statistically account for all the combinations of the
operating conditions. The validation shows good agreement at all levels tested except
at low current density, owing to the approximation of the Tafel kinetics.
Having established these multi-dimensional approximate analytical solutions, which
serves as a foundation, it is now possible to apply them into various applications or
extend them for other analysis. These are discussed in the next section.
10.2 Applications and Future Work
There are quite a number of models in literature derived with the goal to provide in-
sights into the DLFC system, behavior, and performance. These increase understanding
can be used for guiding designs and operations; however, most models come with hefty
computation requirements, which can be challenging to e¢ ciently guide design if by
changing one parameter, the result is only available 1 hour later (as an example). This
makes it even more restrictive for such model to be incorporated into optimization algo-
rithms or real-time control where these algorithms itself already constitute a substantial
amount of simulations depending on the problem formulation. Since the derived analyti-
cal solutions require minimal computational cost, this thus opens avenues into designing
intensive multi-objective optimization, real time control, wide-ranging parametric stud-
ies or their combinations.
 Multiobjective and multivariable optimizations  As one example in multi-objective
optimization, it might involve large number of simulations depending on the de-
ned problem. For a DLFC, the performance relies on three groups of variables,
namely cell geometry, operating variables, and state variables. Deciding on a suit-
able conguration of these variables for an optimal design is not a trivial task,
because of the large number of variables and conguration-possibilities involved.
Consider a case with ten control and geometry variables: For 2; 3, and 4 levels
dened for each variable, we have 1024; 59049; and 1048576 simulations, respec-
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tively to reach an optimization decision. To reduce the e¤ect of this large number
of simulations, one may use sampling to generate a response surface using design of
experiment, or the implementation of an available numerical solution, which how-
ever, might be di¢ cult or time consuming to exploit the latter, especially the case
for the DLFC. Hence, the derived analytical solutions lend themselves suitably
for this purpose. As an extension [221], we implemented the analytical solutions
to nd the optimum geometrical design of the cell and the operating conditions
(i.e. temperature, ow rates at cathode and anode, methanols concentration at
inlet) of a methanol-fed DLFC for a portable device. We analyzed the optimum
operating conditions as well as designing a suitable geometry of the DLFC that
ts the space constraint of a portable device, but yet full the required power
demand at a reasonable construction and operating cost. Specically, for fuel cell
implementation, cost, weight, and ease of manufacturing are important consider-
ations in the design of ow eld plates. If the dimensions of the ow elds are too
small, i.e. in the range 10 4 m, it is still possible to machine but expensive to
do so due to the precision required. Operating costs refer to the cost of reactants,
heating, and maintaining the cell at the specic temperature. All these are inter-
linked with the mechanistic properties of the local transport behavior, hence, the
optimization work is to exploit the analytical solutions to the optimization in a
techno-economical manner to nd a cost-e¤ective cell design for portable applica-
tions to provide good performance that satises the demand of consumers. Such
optimization process plays an essential role to bring the DLFC technology to the
energy market of portable devices.
 Transient and two phase 3D approximate analytical solutions  Another area is
to extend the analytical solutions to include the time derivative into the PDE, thus
resulting in a three-variable problem that can be solved with Laplace transform or
separation of variables but, the possibility of such solutions depend on the nature
of the boundary condition. If analytical solutions or at the least semi-analytical
solutions are possible, one is able to use the transient solutions to examine start
up, shut-down or step changes in an operating DLFC at a low computational cost,
yet able to relate the mechanistic behavior with transient properties. To account
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for two phase e¤ect, it might be possible to estimate the saturation on a global
level and then introducing it as a correction factor into a set of equations similar
to the ones considered in this thesis.
 Controller design  The analytical solutions are also a potential basis for quick
DLFC controller design. One way to design a suitable controller is with a reliable
model, which can be computed fast, yet is able to give true mechanistic behavior.
In this regards, the derived analytical solution is one possibility that serve the
requirements as an e¢ cient and reliable model for controller design.
 Passive-feed DLFC  The analytical solutions are now derived for an active-
feed DLFC, but can also be adjusted to the passive-feed DLFC. The momentum
equations have to be re-formulated since only porous regions exist in a typical
passive-feed design. As reviewed in Chap. 2, the model for the passive-feed DLFC
should be transient. As the Darcys equation is su¢ cient to describe the anode side
of the passive DLFC, it is thus possible to similarly derived 2D analytical solutions
for the anode of the passive-feed DLFC. The cathode can be more challenging.
For a completely passive DLFC, the cathode operates by breathing air, hence
mathematically, the boundary conditions on either side of the cathode, i.e. at the
inlet and the catalyst layer interface are convective uxes. This becomes a problem
comprising a second order parabolic PDE with a time-derivative and di¤usion term
with two non-local boundary conditions, which might be able to solve analytically.
Further analysis has to be conducted and is one area of research that can be
explored further.
 Planar stack design  For portable devices, stacking the cell in series is not
ideal due to space constraint, hence, the cell can be arranged in series, otherwise
known as the planar stack design. The derived analytical solutions can be further
extended to incorporate conservation of charge, then into optimization algorithm
as described in the rst bullet point of this section to evaluate an e¢ cient planar
stack arrangement for the best performance according to the space constraints and
suitable congurations for portable devices, such as laptop and cell phones.
 Fuel in the two uid phase and its contribution to the current density  As dis-
ussed in Chap. 2 and 9, one limitation of using the two phase multi-uid model
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is the inability to determine the percentage split of the reactant concentration be-
tween both the liquid and gas phase that contributes to the produced current. As
a start, one possible way to evaluate this contribution is via parameter adaption by
dening modied factors assigned to the kinetic model that can be experimentally
determined. This is an area that has to be investigated in more details.
 Non-local 2nd order parabolic equations  A homogeneous parabolic partial dif-
ferential equation with non-local convective boundary conditions is common in in-
verse heat conduction problem, reactive transport in the underground water ows
in porous media, radioactive nuclear decay in uid ows in porous media, or tem-
perature distribution of air at night. This type of problem is typically solved by ap-
proximating the non-local convective boundary condition with a linear spline [222]
or by discretizing the problem with nite-element or nite-di¤erence. It might be
possible to apply transformation to shift the nonlocal boundary condition, and if
possible derive analytical solutions for these problems.
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Appendix A: Tables of Base Parameters
The tables of model parameters are given below.
Table A-1: Base case parameters for Chap. 6
Parameter Value [54] Unit
A 0:65 -
H2O 2:5 -
c0; c1, c2, c3 1, 1:58, 0:0045, 2000 A m 2, V, V K 1, m3 mol 1
c4; c5; c6 0:7, 3:732, 2156:2 V, A m 2 K 2, A m 2 K 2
c7; c8; c9 313607, 1:5, 1000 A m 2,  , m3 mol 1
cF 0:55 [223] -
DMeOH (343K) 6:69 10 9 [186] kg m s 2 K 1
EA 0:7 V
"f ; "d 0:87, 0:7 -
F 96487 A s mol 1
hf ; hd; hmem 1:5 10 3, 1:8 10 4, 2:2 10 4 m
hc; L 1 10 5, 0:12 m
f ; d 1:6 10 9, 10 12 m2
MCO2 ; MMeOH ; MH2O 4:4 10 2, 3:2 10 2, 1:8 10 2 kg mol 1
n 50 -
pref 0 Pa
 978 kg m 3
R 8:314 J mol 1 K 1
T 323 K
Tref 343 K
Uin 7:3 10 3 m s 1
!inMeOH; !
cath
MeOH 3:2 10 2, 0 -
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Table A-2: Base case parameters for a methanol-fed DLFC in Chap. 7
Parameters Values Units References
a, c 0.53, 0.88, 2.5 - adapted, adapted
H2O 2.5 - [63]
c0; c1, c2, c3 1, 1.58, 0.0045, 2000 A m 2; V, V K 1; m3 mol 1 [9]
c4; c5; c8; c9 0.7, 3.732, 1.5, 1000 V, A m 2 K 2, , m3 mol 1 [9]
c6, c7 2124, 307500 A m 2 K 1; A m 2 adapted
D
(l)





ref ) 4.910 10 m2 s 1 [29]
G, H -7.03105, -7.27105 J mol 1 [189], [185]
EA 0:5 V -
Ec; E
(m)
MeOH 73200, 20253 J s
 1 [53], [29]
hmem, hafc 1.3310 4, 10 3 m [94]
hcfc, L 10 3, 310 2 m [94]
hadl, hcdl 2.610 4, 2.610 4 m assumed
hcl 1 10 5 m assumed
irefc 0.0422 A m
 2 [53]
MCO2 , MMeOH 4:4 10 2, 3:2 10 2 kg mol 1 [185]







c 343, 333, 353 K [186]
U ina , U
in




, !inO2 1:6 10 2, 0, 1 - [94]
!refO2 , !
cath
MeOH 2:33 10 1, 0 - [53]
z, z 6 - [6]
z 3 - -
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Table A-3: Base case parameters for a ethanol-fed DLFC in Chap. 7
Parameters Values Units References
a, c, H2O 0.316, 1.15, 2.5 - adapted, adapted, [63]
 0.6 - [224]
D
(l)
EtOH (348 K) 1:83 10 9, m2 s 1 [225]
D
(m)
EtOH (323 K) 5:12 10 10 m2 s 1 adapted
G, H -1.33106, -1.37106 J mol 1 [189], [185]
Ea, Ec; E
(m)
EtOH 5104, 3104, 1.74104 J s-1 adapted
a 0:7 V -
hmem, hafc 1.8310 4 , 1 10 3 m [194]
hcfc, L 1 10 3, 210 2 m [194]
hadl, hcdl 2.610 4, 2.610 4 m assumed
hcl 1 10 5 [194]
irefa , i
ref
c 1.5510 1; 1.510 2 A m 2 adapted
MAA, MEtOH; MN2 6 10 2, 4:6 10 2; 2:8 10 2 kg mol 1 [185]








ref 323 K adapted
U ina , U
in




, !inO2 4:6 10 2, 0, 2:33 10 1 - [194]
!refO2 , !
cath
EtOH 2:33 10 1, 0 - -
!refEtOH 0.023 - [177]
z; z 12, 4 - [177], [189,198]
z 4 - -
Table A-4: Common parameters for Chap. 7




(353K, 1atm), D(g)H2O (353K, 1atm) 3:23 10 5, 7:35 10 5 m2 s 1 [226]
" 0:7 - [54]
F 96487 A s mol 1 [185]
I 10 - -
J 6 - -
 10 12 m2 [54]
(g) 1:9 10 5 Pa s [176]
MH2O, MO2 1:8 10 2, 3:2 10 2 kg mol 1 [185]
p
(g;l)
ref 1:01325 105 Pa -
R 8.314 J mol 1 K 1 [185]
(l), (g)ref 1000, 1.2 kg m
 3 [53]
dl, fc, cl, 500, 1 104, 5 S m-1 [6]
refmem 7.3 10 2 S m-1 [29]
T
(g)
ref 353 K -
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Table A-5: Base case parameters for Chap. 8
Parameters Values Units References
a, c, H2O 0:41; 0:88; 2:5 - adapted, [108], [63]
c0; c1, c2, c3, 1, 1.58, 0.0045, 20000 A m 2; V, V K 1, m3 mol 1 [9]
c4; c5, c8; c9 7, 3.732, 1.5, 1000 V, A m 2 K 2, , m3 mol 1 [9]
c6, c7 2151.1, 310500 A m 2 K 1; A m 2 adapted
D
(l)













(353K, 1atm) 7:35 10 5 m2 s 1 [226]
G, H -7.03105, -7.27105 J mol 1 [189], [185]
" 0:7 - [54]
EA 0:7 V -
Ec; E
(m)
MeOH 73200, 20253 J s
 1 [53], [29]
F 96487 A s mol 1 [185]
hmem, hafc 2.210 4, 10 3 m -
hcfc, L 10 3, 2.510 2 m [205]
hadl, hcdl, hcl 310 4; 310 4, 10 5 m [205]
irefc 0.0422 A m
 2 [53]
I 10 - -
J 6 - -
 10 12 m2 [54]
k00, k10, 0:211;  0:3405, - [227]
k01, k11  1:734, 9:682 - [227]
k20, k02,  0:48, 1:953, - [227]
k12; k21  4:803,  7:806 - [227]
k30, k03 2:01, 0:30354 - [227]
(g) 1:9 10 5 Pa s [176]
MH2O, MO2 1:8 10 2, 3:2 10 2 kg mol 1 [185]
MCO2 , MMeOH 4:4 10 2, 3:2 10 2 kg mol 1 [185]
p
(g;l)
ref 1:01325 105 Pa -
R 8.314 J mol 1 K 1 [185]
(l), (g)ref 978, 1.2 kg m
 3 [54], [53]
dl, fc, cl, 500, 1 104, 5 S m-1 [6]
refmem 7.3 10 2 S m-1 [29]









c 353, 343, 333, 353 K [186]
U ina , U
in
c 7:3 10 3, 1 m s 1 -




, !inO2 3:2 10 2, 0, 0:998 - -
!refO2 , !
cath
MeOH 2:33 10 1, 0 - -
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CO2, H2O (343K; 1 atm) 2:1 10 5 m2 s 1 [229]
D
(l)




(353K, 1atm), D(g)H2O (353K, 1atm) 3:23 10 5, 7:35 10 5 m2 s 1 [226]
" 0:7 [54]
 10 12 m2 [54]
(g) 1:9 10 5 Pa. s [176]
MH2O, MO2 1:8 10 2 kg mol 1, 3:2 10 2 -






3, 104 N m 2 -
(l), (g)ref 1000, 1.2 kg m
 3 [53]
d, f , c, 500, 1 104, 5 S m-1 [6]
refm 7.3 10 2 S m-1 [29]
s(b) 0.44 -
Geometry
haf;cf ; hadl;cdl 10
 3, 310 4m -
hmem; L 2:2 10 4, 2.510 2 m -
Operating conditions
EA 0:5 V -
pref 1:01325 105 Pa -
T 348 K -
U ina , U
in




4:6 10 2, 3:2 10 2, 0, -
!inO2 , s
in 2:33 10 1, 1 -
Additional parameters
a, c 0.53, 0.88 adapted, adapted
H2O 2.5 [63]
c0; c1 1 A m 2, 1.58 V [9]
c2, c3 0.0045 V K 1, 2000 m3 mol 1 [9]
c4; c5 0.7 V, 3.732 A m 2 K 2 [9]
c8; c9 1.5, 1000 m3 mol 1 [9]
c6, c7 2131.5 A m 2 K 1, 305507 A m 2 adapted
Ec, E0 73200 J s-1, 1.21 V [53]
F 96487 A s mol 1 -
irefc 0.0422 [53]
R 8:314 J mol 1 K 1 -
T refMeOH, T
ref
c 343, 353 K [186]
!refO2 , !
cath
MeOH 2:33 10 1, 0 [53]
z; z 6, 3 -

Appendix B: Mathematical Derivation
Expression for ic








= C1 + C2!
(l)
alc(x; 0), (B-1)















































With the expression for the parasitic current density in Eq. 3.31 and rearranging, we
















and the solution to is derived by expressing Eq. at y = 0 to nally give the following
new expression for ic







where a = Malc=((l)D
(l)
alczFC2). The above simplies the expression for ic to be only
dependent on the streamwise direction, x:
Generalized Fourier coe¢ cients
With the method of eigenfunction expansion [211, 230], the generalized Fourier coe¢ -
cients is given by















Here, the generalized Fourier coe¢ cients ,aj(x), comprises of two parts, rst the initial
value of the generalized Fourier coe¢ cient, aj(0), multiplies the homogeneous solution,
exp(jc(x)x), plus a particular solution, which is given by aj multiply the homogeneous
solution. To obtain for aj(x), aj(0) and aj , have to be derived; the integration of the
latter completes the expression for the generalized Fourier coe¢ cients. In the subsequent
section, we show how one can derived aj(0) and aj .
Derivation of initial values of the generalized Fourier coe¢ cient, aj(0)  In Eq. 7.15,
we have expanded the unknown solutionW (x; y) in a series of the related homogeneous
eigenfunctions. This expansion automatically satises the homogeneous boundary con-





where g(y) is dened in Eq. 7.14e. Here, j(y) is the eigenfunctions. Due to the
orthogonality of the eigenfunctions (with weight 1 because of the constant boundary
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For j = 0, the eigenfunction becomes
0(y) = cos(0) = 1; (B-10)
substituting into Eq. B-9 and integrating, the initial value of the Fourier coe¢ cient at












For j > 0, we integrate Eq. B-9 to obtain the initial values of the generalized










2 sin(j) 1(j) 1   2(j) 2   1cic(0)hcfc + 2!inO2
1=2 sin(2j) + j
: (B-12)

























  a2i  exp   a2ix0 ; (B-14)
and ic(x0) is dened in Eq. B-5 at x = x0. Substituting into Eq. B-6, and integrating,










































2 (1  sin(j)j=2  sin(j)=j)chcfc
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