Testing procedures are described and results tabulated for accuracy and timing tests of the basic FORTRAN IV (H) Subroutine Library provided by the manufacturer for the IBM System/360 computer°
Io INTRODUCTION
The software provided by the manufacturer as part of the IBM System/360 Model 50 Computer delivered to Argonne National Laboratory in 1966 included an extensive library of subroutines for the elementary functions° For the most part, the library was written (in assembly language) by numerical analysts of The University of Chicago under contract to IBMo The resulting product carried documentation I indicating a quality of testing unusual in such subroutine packages° Partly to verify the performance claims made for this package and partly as a prelude to providing some replacement routines of improved performance, the authors undertook an independent certification of the library° The techniques used, differing in detail and in emphasis from those used at The University of Chicago D are extensions of similar techniques originally used by the authors to test the subroutine package for the Control Data 3600 computer° Although the overall picture presented in the original library documentation has been verified, the new certifications present a much more detailed statistical picture of the library and spotlight both its strengths and weaknesses°
IIo TESTING PROCEDURES The library tested was the FORTRAN IV (H) Library contained in Releases 6 and 7 of 0S/360 (the latter being implemented in mid-February at Argonne)° All certification runs were made under the standard operating system, OS/B60, on a Model 50 computer°
The tests themselves can be divided into three categories ~accuracy, timing, and error returns° By far the greatest effort was involved in the accuracy tests° Consider the testing of a single-precision function subroutine° iIBM System/B60 Operating System FORTRAN IV Library Subprograms, IBM Systems Reference Library, C28-6596-1 (November 1966)o
The first step was to divide the domain of the routine into several subdomains, the subdomains usually corresponding in some manner to subdomains used internally in the routine under test° Next, several thousand uniformly distributed pseudo-random, single-precision, floating-point numbers, together with their identically valued double-precision counterparts, were generated for each subdomaino The single-precision numbers were used as arguments for the routine being tested I the double-precision numbers were used as arguments for the corresponding double-precision subroutine° The results of the doubleprecision computation were considered as "correct°" The single-precision results were then converted to double-precision, and the maximum relative error,
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where F(x) is the test value and f(x) is the "correct" value, and the rootmean-square of the relative error,
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were computed in double precision° In addition, the single-precision results were compared against the results of the double-precision computation correctly rounded to single precision, and the frequency of the errors in units of the last bit of the mantissa was tabulated° Since the System/360 machines do not conveniently allow computation in higher than doubl e precision, the Control Data 3600 computer with its longer word length was used to generate the standard values for testing of the doubleprecision routines° The procedure here was to generate pseudo-random, doubleprecision, floating-point numbers in the usual CDC 3600 format (an 8k-bit mantissa) and to convert them to a mantissa length (56 bits, including possible leading zeros due to normalization in base 16 arithmetic) compatible with the System/360 double-precision arithmetic by rounding and zeroing out the extra bits° These converted arguments were then used to generate the corresponding function values on the CDC 3600, and the results were rounded to correct System/360 format° The pairings of arguments and function values were then transmitted to the System/360machine via magnetic taped and the testing carried on there in a manner analogous to the single-precision testing° All computations on the System/360 were carried out in double precision, Since the maximum relative error and the root mean square of the relative error were not computed in double-plus precision, these results are not as accurate as those for the single-precision subroutines° Timing tests were performed by invoking the routine under test up to i0,000 times, with either a fixed argument or random arguments, in a loop0 The "overhead" of the looping instructions was timed in each case by repeating the same loop with a dum~ subroutine whose only executable instruction was a Jump back to the calling program° Because of the coarseness of the internal clock (measuring in increments of 0o01 sec) D the indicated timings varied by as much as 5 ~sec from run to run on a given test, and they should not be considered as precise values°
The tests of error returns consisted in supplying arguments outside the domain of the subroutine under test° Without exception, thls resulted in termination of the Job° IIIo RESULTS Appendix A contains tabular summaries of the tests described above, arranged in alphabetical order according to the entry points of the routines under test° For the most part, the table headings are self-descriptlve, but the headings for the frequency of error tabulations may require some explanation° A typical heading might be 0 1 2 3 3BT hBT OTHER
The column headed 0 contains the number of times that the result from the routine under test agreed exactly with the "correct" result° The column headed 1 contains the number of times the two results disagreed by one unlt in the last bit of the mantissa° The column headed hBT contains the number of times the results disagreed in the fourth (from the end) bit; ioeo, the magnitude of the error was between 8 and 15 units in the last blto
In a few cases, the error patterns were skewed one way or the other, as in ALOG, for example° The errors were then tabulated according to the sign of the error° In these cases, an error of N units indicates -N units have to be added to the "test" result to obtain the "correct" result°
At times there appears to be a discrepancy in the error tables when a test with perhaps four-bit errors results in a smaller maximum relative error than a test with perhaps two-bit errors° This is due to the wide variation in the number of significant bits in the mantissa of a normalized floatingpoint number in base 16 representation°
In single-precision, a number may contain as many as 2h significant bits in the mantissa (no leading blts set to zero) or as few as 21 (three leading bits set to zero)° The tabulated frequency of errors measures the error in units of the last blt; the relative error measures in terms of the number of correct significant bits° A 2h-bit number with the last four bits in error can contain more correct significant bits than a 21-bit number with only the last two blts in error; hence the 2h-bit number would have a smaller relative error° The same number of random arguments was used in each subinterval for testing a particular function, allowing a direct comparison of the performance of a given routine for various intervals° l  190  473  347  27  647  315  0  0  0  114  185  276  324  351  307  279  130  34  0  0  11  73  230  417  558  515  179  17  0  0  0  0  2  130  642 828 
