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Abstract
We study the proof scheme “proof by example” in which a general statement can be
proved by verifying it for a single example. This strategy can indeed work if the statement
in question is an algebraic identity and the example is “generic”. This article addresses
the problem of constructing a practical example, which is sufficiently generic, for which
the statement can be verified efficiently, and which even allows for a numerical margin of
error.
Our method is based on diophantine geometry, in particular an arithmetic Be´zout
theorem, an arithmetic Nullstellensatz, and a new effective Liouville– Lojasiewicz type in-
equality for algebraic varieties. As an application we discuss theorems from plane geometry
and how to prove them by example.
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1 Introduction
1.1 Motivation
Proof by example often refers to the venturesome illusive idea of a proving scheme, in which it
is attempted to prove a general statement of the form “for all x ∈ X, G(x) holds” by verifying
it for a single example p ∈ X: “G(p) holds, therefore G(x) holds for all x ∈ X.” Obviously
this does not work in a large generality, as otherwise we could prove the statement “all primes
are even” by verifying it for the single example “2 is even”. This explains why proof by
example is usually considered as an inappropriate generalization, or as a logical fallacy [61].
On the other hand, there are situations in which sufficiently generic examples, random
examples, or examples without any apparent particularity towards the statement, will lead
to at least a heuristic that the statement in question is true in general. For instance we may
think of Thales’ theorem from euclidean geometry (about 90◦-angles in semi-circles). If one
makes a sufficiently generic sketch for Thales’ theorem, which is as well sufficiently precise,
then the angle in question will be measured and observed as quite close to 90◦ in this sketch.
One will feel heuristically convinced that this angle should measure exactly 90◦, and not only
for this sketch, but in general. Why is this?
Are there situations, in which a suitable example can be sufficient to prove the general
statement? Of course, we aim at positive answers that are useful in practice.
In this article we study general statements that can be phrased algebraically. For instance
for Thales’ theorem this can be done: If AB is a diameter of a circle that also contains
the point C, then the set of all such points C is described by a circle equation of the form
f(A,B,C) = 0, and the statement “]BCA = 90◦” translates also into a polynomial equation
of the form g(A,B,C) = 0 in the coordinates of the three points.
Algebraic proof by example scheme (exact version, first attempt). Suppose our general
statement can be reformulated into the following algebraic one, namely that a polynomial g
in n variables vanishes on a given affine variety X = V (f1, . . . , fm) ⊆ An. A point P ∈
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X(C) = {P ∈ Cn | fi(P ) = 0 ∀i} should be called sufficiently generic for g, if the following
implication holds: If g(P ) = 0 then g|X(C) = 0.
We would call P the example in this proof by example scheme. (Later will will call this
proof by example scheme exact, as it deals with the exact equations P ∈ X(C) and g(P ) = 0.)
As stated, P may depend on g, and hence in principle one could simply take any non-root of
g|X(C) if such exist. Thus this first attempt for a proof by example scheme may look trivial.
However we aim at constructing sufficiently generic points P that only mildly depend on g,
for instance on a certain “arithmetic complexity” of g.
First ideas would be the following.
1. In the scheme-theoretic sense, X has a generic point ∗. Now, g(∗) equals g in the affine
coordinate ring of X, so g(∗) vanishes if and only if g|X(C) = 0. This is a trivial equivalence,
and hence of no practical use for us, since the equation g(∗) = 0 is not easier to verify than
the identity g|X(C) = 0.
2. Case X = An: The Schwartz-Zippel lemma (see Section 1.3) states in a precise way
that for a polynomial g in n variables over a field, the probability for g(P ) to vanish on a
random point (using a suitable probability distribution) is small if g is non-zero. In other
words, random points will with high probability serve as an example in the proof by example
scheme. As we want to be certain, a deterministic version is preferable. This exists in form
of Alon’s Combinatorial Nullstellensatz; see Section 1.3. It can be regarded as an exact proof
by example scheme for X = An that requires only a finite number of examples.
3. Case X = A1: For univariate polynomials there exist classical root bounds, e.g. by
Lagrange and by Cauchy, such that if g(p) = 0 for suitably large |p|, p ∈ C, then g = 0. Here,
the expression “suitably large” depends only on a degree bound for g and simple inequalities
in the coefficients of g. This can be interpreted as a one-dimensional proof by example scheme;
see Section 1.3.
Demands on a practical proof by example scheme. In practice, we want a proof by
example scheme that solves the following issues:
1. The example needs to be sufficiently generic. In the exact scheme as above this means:
If g(P ) = 0 then g|X(C) = 0.
2. The example P needs to be easy to construct. This refers to flexibility in choosing the
example as well as to computational efficiency.
3. The computation of g(P ) should be easy. In the exact scheme as above, this means that
the equality g(P ) = 0 can be efficiently verified.
4. We want to allow a numerical margin of error, as in practice it may not be suitable to
compute a point P that lies exactly on X(C).
1.2 Main theorem
The logarithmic Weil height (or simply the height) of a rational number x = a/b with
gcd(a, b) = 1 is defined as h(x) = log max(|a|, |b|). The height h(f) of a polynomial f ∈
Z[x1, . . . , xn] is defined as the maximal height of its coefficients.
Given some parameter H, the notation a H b (a, b ∈ R) will mean that there exists an
explicit order-preserving bijection ψH : R→ R depending only on H, such that ψH(a) ≤ b.
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For polynomials f1, . . . , fm ∈ Z[x1, . . . , xn], the variety X = V (f1, . . . , fm) ⊆ An can
be thought of the set of common zeros of these polynomials, so for example X(C) = {P ∈
Cn | fi(P ) = 0 ∀i}.
We can now state a simplified version of our main theorem, which is the basis of this
paper’s proof by example scheme. In Section 4.1 we state it more generally over arbitrary
number fields, for arbitrary valuations, and with explicit bounds.
Theorem 1.1 (Robust non-effective main theorem over Q using the standard norm). Let
f1, . . . , fm, g ∈ Z[x1, . . . , xn] be polynomials such that the affine variety X = V (f1, . . . , fm) ⊆
An is irreducible over Q and of dimension d. Let
H = h(f1) + . . .+ h(fm) + h(g) + deg f1 + . . .+ deg fm + deg g + n.
Let P = (p1, . . . , pn) ∈ Qn be a point such that
0 H h(p1) H . . . H h(pd). (1.2)
There exists an ε = ε(H,h(pd)) > 0 such that the following holds. If
|fi(P )|∞ < ε for each i = 1, . . . ,m, and |g(P )|∞ < ε, (1.3)
then g vanishes on X(C).
In the theorem the only role of H is to measure the “arithmetic complexity” of the given
polynomials, on which the subsequent inequalities depend. The point P plays the role of the
example in the proof by example scheme. The iterated height bounds (1.2) for the first d
coordinates of P make the example sufficiently generic. The absolute value bounds (1.3) for
fi(P ) and g(P ) make P an almost common zero of these polynomials, which can be interpreted
as follows: The example P has sufficient precision; it is sufficiently close to X(C).
Interpretation as a numerical Nullstellensatz. Under these assumptions, the theorem
asserts that g has to vanish on all common roots of f1, . . . , fm. Equivalently (via Hilbert’s
Nullstellensatz), g has to lie in the radical ideal of 〈f1, . . . , fm〉, g ∈ 〈f1, . . . , fm〉rad, which
means that there exist an integer N ≥ 1 and polynomials λ1, . . . , λm ∈ Q[x1, . . . , xn] such
that
gN = λ1f1 + . . .+ λmfm. (1.4)
In this sense, Theorem 1.1 can be regarded as a “robust one-point Nullstellensatz”:
g ∈ 〈f1, . . . , fm〉rad ⇐⇒ g|X(C) = 0
⇐⇒ “g(P ) ≈ 0 for some suitably generic P close to X”.
Here, the first equivalence is Hilbert’s Nullstellensatz, and the second one is Theorem 1.1 or
Theorem 4.1.
The irreducibility assumption on X is important, without it one could easily construct
counter-examples where f vanishes only on one of the components of X and where P is chosen
| . |∞-close to this component. Note that X only needs to be irreducible over Q, not over Q.
A version of the main theorem for reducible varieties X is given in Section 4.2.
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New witness for g|X(C) = 0. Suppose we need a proof of the equality g|X(C) = 0 that
is efficiently verifiable. We call such a proof a witness for g|X(C) = 0. As in most cases,
|X(C)| =∞, checking g(Q) = 0 for each point Q ∈ X(C) separately is out of question.
Assume that f1, . . . , fm, g ∈ K[x1, . . . , xn], where K is a number field. One way to ob-
tain such a witness is by Hilbert’s Nullstellensatz: One may find polynomials λ1, . . . , λm ∈
K[x1, . . . , xn] such that (1.4) holds. The polynomials λi can be encoded in finite memory,
and to bound the size of the memory in terms of f1, . . . , fm and g one can make use of an
arithmetic Nullstellensatz, see Theorem 2.19. Moreover, given λ1, . . . , λm, (1.4) is efficiently
verifiable. Thus (λ1, . . . , λm) is a witness for g|X(C) = 0.
A side application of Theorems 1.1 and 4.1 is that P can be seen as a new kind of witness
for g|X(C) = 0. For this, note that P can be represented in finite memory, and by (1.2) one
can easily assure to pick a suitable P such that the size of this memory is bounded in terms
n, m, as well as the heights and the degrees of f1, . . . , fm, g. Moreover, (1.3) can be verified
efficiently. To make the last step faster, one may want to switch to interval arithmetic, thus
making the proof of (1.3) numerical, and in this case, one should attach the details (i.e. the
protocol) of the numerical computation to the witness. Alternatively, these numerical issues
can be avoided altogehter by working with non-archimedian valuations, see Theorem 4.1.
Criteria for irreducibility. An affine variety X = V (f1, . . . , fm), fi ∈ K[x1, . . . , xn],
is irreducible over K if and only if 〈f1, . . . , fm〉rad ⊆ K[x1, . . . , xn] is a prime ideal. As-
suming |K| = ∞, a useful example of irreducible affine varieties are those with a rational
parametrization, i.e. when X is of the form X = {(ρ1(t), . . . , ρn(t)) ∈ Kn | t ∈ Kd}, where
ρ1, . . . , ρn ∈ K(t1, . . . , td) are rational functions. More generally, images of irreducible va-
rieties under rational maps are irreducible. A version of the main theorem for reducible
varieties X is given in Section 4.2.
Determining the dimension by example. Theorem 1.1 requires the knowledge of the
dimension of X. In case one has a good guess for dimX, say d, then Section 4.5 offers
an approach to try prove dimX = d “by example”. Informally, this approach requires a
sufficiently generic point P ∈ Kn that is close enough to X in the sense that |fi(P )| is
small. If then a certain determinant can be suitably bounded away from zero it follows that
dimX = d. See Theorem 4.18 for details. We will also discuss that the determinant bound is
reasonably week, see Corollary 4.23.
Deciding whether or not g|X = 0. The main theorem gives an only sufficient criterion of
the form: If |g(P )|v is small then g|X = 0. There are situations in which we want to decide
from a single sufficiently generic example P close to X, whether or not g|X = 0. In Section 4.3
we discuss a dichotomy theorem that makes this decision based on knowing |g(P )| to a high
enough precision.
Short-cut through the paper. Readers who are only interested in the proof of the main
theorem (Theorem 4.1) are suggested to read (if necessary) the introductory Section 2.1 on
heights, the Be´zout version of the arithmetic Nullstellensatz (Theorem 2.19), Lemma 2.22
and its corollary about heights of varieties contained in coordinate hyperplanes, the effective
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 Lojasiewicz inequality for empty varieties (Theorem 3.1), and finally the proof of the main
theorem in Section 4.1.
Proof of Thales’ theorem by example. In Section 5.1 we will give two proofs by example
of the above mentioned Thales’ theorem. Here is a non-technical summary of the first proof:
1. We may assume that the given circle is the unit circle and that the diameter AB lies on
the x-axis.
2. As there is one degree of freedom left, we choose the x-coordinate of C with 13 digits
behind the comma to make the construction sufficiently generic.
3. We construct the point C up to 1300 digits of precision to make the construction suffi-
ciently exact.
4. We verify that the angle at C is close enough to 90◦. This finishes the proof by example.
In Section 5 we also discuss more general theorems from plane geometry as examples for the
proof by example scheme.
Basic idea. Suppose a polynomial g ∈ Z[x], g(x) = ∑i aixi, has coefficients of bounded
absolute value, say |ai| ≤ r. Suppose our task is to prove that g = 0. We claim that for any
p ∈ Z with p > r+1, the following implication holds: If g(p) = 0 then g = 0. This means that
in order to show g = 0, it is enough to check this equality for the example p. This is a proof
by example. For instance, let g(x) = 14x2 + 4x+ 4. Plugging in 100 yields g(100) = 140404.
And we see that one can read of the coefficients of g from its value at p = 100. This is made
precise by the following root bounds for univariate polynomials.
1.3 History
Bounds for roots of univariate polynomials. Lagrange (1798) proved the following
root bound for a monic polynomial g(x) =
∑deg g−1
i=0 aix
i ∈ C[x]: If g(p) = 0 then |p| ≤
max(1,
∑deg g−1
i=0 |ai|). We can interpret Lagrange’s root bound as the world’s first proof by
example scheme. But before, let us define the height of a polynomial g ∈ Z[x] as h(g) :=
log(max(|ai|)) if g(x) =
∑
aix
i 6= 0 and h(0) := 0. Lagrange’s proof by example scheme now
reads:
It g ∈ Z[x] and p ∈ C satisfy |p| > eh(g) deg g, then g(p) = 0 implies g = 0.
This means that if the degree and height of g ∈ Z[x] are bounded and p is sufficiently large in
terms of these bounds, then p serves as sufficiently generic example for the statement g = 0.
Similarly, Cauchy (1829) proved an often stronger root bound for monic polynomials
g(x) =
∑deg g−1
i=0 aix
i ∈ C[x]: If g(p) = 0 then |p| ≤ 1 + max{|ai| | 0 ≤ i < deg g}. We obtain
Cauchy’s proof by example scheme:
If g ∈ Z[x] and p ∈ C satisfy |p| > 1 + eh(g), then g(p) = 0 implies g = 0.
Note that Cauchy’s scheme does not need any degree bound for g. In any case we already see
that proofs by example can indeed work, and that the basic ideas in ambient dimension one
are classical.
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Probabilistic approach. The Schwartz–Zippel lemma states: If g ∈ F[x1, . . . , xn] is a non-
zero polynomial of degree D over any field F , and S is a finite subset of S ⊆ F, and p1, . . . , pn
are elements from S that are chosen independently and uniformly at random, then
P [g(p1, . . . , pn) = 0] ≤ D|S| .
That is, the probability that g vanishes at a random point is small. This was proved inde-
pendently by Schwartz [55], Zippel [64], DeMillo and Lipton [14], and already in 1922 in a
special case by Ore [49]. It means that for disproving a statement of the form g = 0, a random
example P will yield a contradiction of the form g(P ) 6= 0 with high probability.
At the same time, the Schwartz-Zippel lemma can be used to prove a statement of the
form g = 0 if we test all sample points in the finite sample space (for this to work we need
|S| > D). This already yields as a corollary a special case of the following combinatorial
Nullstellensatz.
Combinatorial Nullstellensatz. The (weak) combinatorial Nullstellensatz states the fol-
lowing. If g ∈ F[x1, . . . , xn] is a polynomial of degree D over any field F, and S1, . . . , Sn ⊆ F
are finite subsets of F of cardinality |Si| = D + 1, then
g(S1 × · · · × Sn) = 0 =⇒ g = 0.
Alon [2] proved an equivalent but more flexible form, which has many nontrivial applications
in various branches of combinatorics.
As stated, the weak form can be considered as a proof by examples schemes for X = An:
To prove statements of the form g = 0 we only need to verify that g(P ) = 0 for the (D + 1)n
points in the discrete cube S1 × · · · × Sn.
Kronecker substitution. Let g ∈ F[x1, . . . , xn] be a polynomial of degree deg g < D over
any field F. Kronecker substitution [34] makes g into a univariate polynomial gkr via the
simple substitution
gkr(z) := g(z, z
D, zD
2
, . . . , zD
n−1
) ∈ K[z].
Then one has the equivalence: g = 0 if and only if gkr = 0. Using Lagrange’s or Cauchy’s root
bounds (or rather our interpretation as proof by example schemes) together with Kronecker
substitution yields a proof by example schemes for multivariate polynomials g ∈ Z[x1, . . . , xn]:
To any such given g, take any p ∈ C with |p| > 1 + exph(gkr) (and note that h(gkr) = h(g)).
Then gkr(p) = 0 implies gkr = 0, which implies g = 0.
The advantage of this over the (weak) combinatorial Nullstellensatz is that we only need
to test g at the single example (p, pD, . . . , pD
n−1
); the disadvantage is that this example has
necessarily large height (see Section 2.1 for definitions).
Gro¨bner bases. Let X = V (I), where I = 〈f1, . . . , fm〉 is an ideal of K[x1, . . . , xn], K a
number field. Showing that a given g ∈ K[x1, . . . , xn] vanishes on X(Q) is equivalent to g ∈
Irad, where Irad is the radical ideal of I. With Gro¨bner bases (Buchberger [7]) and algorithms
for computing radical ideals (e.g. Eisenbud–Huneke–Vasconcelos [16], Krick–Logar [32], and
Kemper [30]) one can decide the membership relation g ∈ Irad algorithmically.
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In general, computing Gro¨bner bases can quickly become infeasible: Mayr and Meyer [44]
proved that the uniform word problem for commutative semigroups is exponential space com-
plete and they rephrased that in terms of an ideal membership problem. For various com-
plexity bounds for computing Gro¨bner bases and ideal membership we refer to Mayr and
Ritscher [45] and Mayr and Toman [46].
In practice, the Gro¨bner bases approach for showing g|X(Q) = 0 is presumably still more
practical algorithmically in comparison to the proof by example scheme of this paper, as the
current bounds for h(pd) in (1.2) and (4.2) are not practical, in particular when d = dimX
becomes large, and as Gro¨bner bases don’t require I to be a prime ideal. If on the other hand
the task is to show that g vanishes on a particular component of X, the proof by example
scheme in Corollary 4.10 can become favorable.
Criteria for algebraic independence. In this paper we use the same height machinery
from diophantine geometry that is used in transcendence theory for example for criteria
for algebraic independence. We have similar aims: Instead of searching for algebraically
independent coordinates we search for a relaxation thereof that is more practical for our
purposes. See Section 4.6 for more details and pointers to the literature.
1.3.1 Related topics
Polynomial identity testing. Computationally, a polynomial g ∈ F[x1, . . . , xn] over a
computable field F (such as Q or finite fields) can be represented as an arithmetic circuit,
which takes as input variables and constants from F and which is allowed to add and multiply
any two or more expressions that it already has computed. The polynomial identity testing
problem PITF is the decision problem of whether a given arithmetic circuit over F represents
the zero polynomial.
The evaluation problem EvalF is the decision problem of deciding whether a polynomial
g ∈ F[x1, . . . , xn] given as an arithmetic circuit evaluates at a given point P ∈ Fn to zero:
g(P ) = 0. Clearly, EvalF reduces to PITF, as one can simply substitute P for the variables in
the arithmetic circuit that represents g, to then check whether the resulting circuit represents
zero. Using Kronecker substitution one can reduce PITF to EvalF if F has characteristic 0. In
particular PITK and EvalK are polynomial-time equivalent for number fields K; see Allender–
Bu¨rgisser–Kjeldgaard-Pedersen–Miltersen [1].
On the other hand, assume that the polynomial g is given as an arithmetic circuit. Check-
ing g = 0 by expanding the arithmetic circuit has exponential worst-case complexity in the
input size, whereas evaluating g(P ) at a point of bounded height has polynomial complexity.
The Schwartz–Zippel lemma from above applied with S = {1, 2, . . . , 3D} yields thus an effi-
cient probabilistic algorithm (in the complexity class co-RP, which is a subset of BPP) to test
whether g = 0: It simply outputs whether g(P ) = 0 where p1, . . . , pn are drawn independently
and uniformly at random from S. The quest for a suitably generic example in the proof by
example scheme is therefore related to the problem whether this probabilistic algorithm can
be derandomized: Does PITQ lie in P? For a comprehensive survey on PIT and arithmetic
circuits in general we refer to to Shpilka and Yehudayoff [56].
Derandomization of probabilistic algorithms. In computational complexity theory
there exists a dichotomy between hardness and randomness. It roughly states that computa-
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tionally hard functions exist if and only if one can derandomize any polynomial time random
algorithm. Impagliazzo and Wigderson [24] proved one particular instance: If the satisfia-
bility problem (SAT) cannot be solved by circuits of size 2o(n), then BPP=P. An underlying
idea is that the existence of hard problems can be turned into pseudo-random generators,
which suitably fool efficient algorithms. Then, a given efficient probabilistic algorithm can
be run a polynomial number of times using the pseudo-random generator for different seeds,
and a majority vote among the outcomes will yield the desired derandomized deterministic
algorithm.
There is also a partial converse by Kabanets and Impagliazzo [28], who proved that a
derandomization of the probabilistic algorithm for PITQ embodied by the Schwartz–Zippel
lemma would imply certain explicit non-trivial lower complexity bounds.
Arithmetic complexity. Valiant [60] defined arithmetic analogues of the classical com-
plexity classes P and NP, called VPF and VNPF. He showed that the determinant is VPF-
complete respect to quasi-polynomial projections, and that the permanent is VNPF-complete.
Thus PITF reduces quasi-polynomially to the decision problem of whether a determinant with
entries from the set {x1, . . . , xn}∪F is zero. The latter polynomials form thus natural bench-
mark for measuring the strength of future improvements of the proof by example scheme.
Fukshansky’s theorem. Fukshansky [17] showed the existence of a point P of bounded
height in any given linear space V ⊆ An that lies in the complement of a union Z of varieties
over a number field K. Thus, if our aim is to show that a polynomial g ∈ K[x1, . . . , xn]
vanishes on V , we can choose Z as the union of all hypersurfaces not containing V that are
defined by polynomials over K whose heights and degrees are bounded by the same bounds
that are known for g. If Fukshansky’s theorem was practically constructive, then the obtained
point P could be an example in our proof by example scheme. For our particular union Z, a
simple Fukshansky type result could be obtained by applying Siegel’s lemma from diophantine
approximation to construct a basis for V (K) of bounded height, and then apply the above
Kronecker substitution to g|V (K) in order to find a suitably point P via Cauchy’s root bound.
Taylor expansion via divided polynomial algebra. The divided polynomial algebra
ΓZ[α] is a Z-algebra, which is generated as a free Z-module by α
(0), α(1), α(2), . . ., and the
multiplication on these generators is defined by α(k) · α(`) := (k+`k )α(k+`). We also write
α(0) = 1, as it is the multiplicative unit, and α(1) = α. We consider ΓZ[α] as a subalgebra
of the polynomial ring Q[t] via the identification α(k) = tk/k!. ΓZ[α] appears naturally
in the study of the cohomology ring H∗(J(Sn);Z) of the James reduced product of even
dimensional spheres, see e.g. Hatcher [21, Prop. 3.22]. Similarly, let ΓZ[αi] be a copy of ΓZ[α]
with generators α
(k)
i , k ≥ 0. Consider Γ := ΓQ[α1, . . . , αn] := Q⊗ ΓZ[α1]⊗ · · · ⊗ ΓZ[αn].
Suppose we are given a polynomial g ∈ K[x1, . . . , xn] over a number field K (or any field
of characteristic zero) as well as a point P = (p1, . . . , pn) ∈ Q. We substitute in g for xi
the sum pi + αi ∈ Γ with αi = α(1)i , and obtain a simplified Taylor expansion of g without
denominators,
g(p1 + α1, . . . , pn + αn) =
∑
k
∂(k)g(P ) α(k) ∈ Γ,
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where the sum runs over all k = (k1, . . . , kn) ∈ (Z≥0)n which has only finitely many non-
zero summands, ∂(k)g := d
k
dxk
g and α(k) := α
(k1)
1 · · ·α(kn)n . Clearly, g = 0 if and only if
g(p1 + α1, . . . , pn + αn) = 0 in Γ.
In order to work in a finite dimensional Q-vector space, let J = 〈α(1)1 , . . . , α(1)n 〉 be the
augmentation ideal of Γ. Suppose we know in advance that deg g < D. Then if will be enough
to consider g(p1 + α1, . . . , pn + αn) in the quotient Γ/J
D: Then again, g = 0 if and only if
this congruence class vanishes.
Strong law of small numbers. According to Richard Guy, “there are not enough small
numbers to satisfy all the demands placed on them”. This is usually used in a seemingly
contrary sense as in this paper: One cannot draw conclusions from looking at the first few
examples. What holds for small numbers may not reflect the general picture for arbitrarily
large numbers. A great example is the (false) conjecture the prime counting function pi(x)
is bounded by the logarithmic integral Li(x) for all x ≥ 3? Indeed it holds true for all
explicit examples where one can test it so far, however the relation has been shown to switch
infinitely often, and pi(x) > Li(x) will hold for some x ≤ 10314, as proved by Littlewood [37]
and Skewes [57, 58].
On the other hand, on inspecting the sequences 1, 2, 4, 8, 16, 32 and 1, 1, 2, 3, 5, 8, 13, the
reader probably thinks about powers of 2 and the Fibonacci sequence. Why is this? In the
uncountable set of all continuations of these two sequences, only countably many can be put
in words, and perhaps one tries automatically to find the “simplest” continuation. However
this is not a fully satisfactory answer.
Another argument against a universal law of small numbers is that there are many ex-
amples of theorems and conjectures that were first thought of because of examples; famous
instances are monstrous moonshine, the Birch and Swinnerton-Dyer conjecture, and Mont-
gomery’s pair correlation conjecture.
2 Prerequisites from diophantine geometry
2.1 Heights
In this section we fix notions of heights for numbers, vectors, matrices, polynomials, and
varieties, that we will use in this paper, as well as important relations between these heights.
In the literature, there exist many different notions of the height of a variety, e.g. Philip-
pon [50, 51, 52, 53] and Bost, Gillet, Soule´ [4], each with different advantages. We choose
to follow the conventions of Krick, Pardo, Sombra [33], because we will use their effective
arithmetic Nullstellensatz as well as their version of the arithmetic Be´zout inequality.
Convention: In order to avoid unnecessary case distinctions, we define max ∅ := −∞ and
log 0 := −∞.
Valuations. Let Q denote the integers, K be a number field, and Q their algebraic closure.
Let MQ = {p | p prime} ∪ {∞} denote the set of finite and infinite places of Q. They
correspond to the standard normalized absolute values of Q, given by |abpn|p = p−n if p - ab,
and |a|∞ =
√
a2 the usual absolute value.
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Let MK be the set of finite and infinite places of K, whose elements v we identify with
the standard normalized absolute values | . |v : K → R with the convention |0|v = 0. The
normalization means that any v ∈ MK extends (exactly) one absolute value v0 ∈ MQ, and
we write v | v0. Let M∞K ⊂MK denote the subset of infinite places of K, which correspond to
the archimedian absolute values, i.e. those v such that v | ∞.
For v ∈MK , let Kv denote the completion of K with respect to | . ]v. For v0 ∈MQ, Qv0
is thus a completion of Q, and we denote by Cv0 the algebraic closure of Qv0 . Then v extends
naturally to a valuation on Kv, and v0 to a valuation on Qv0 and on Cv0 .
If v | v0, where v ∈MK and v0 ∈MQ, there is a field homomorphism σv : Kv ↪→ Cv0 such
that |x|v = |σvx|v0 . Indeed there are Nv := [Kv : Qv0 ] such homomorphisms, any we may
choose σv to be any of them. For a polynomial f with coefficients in K or Kv, let f
σv = σvf
denote the same polynomial but with coefficients pushed forward to Cv0 , such that f
σv has
coefficients in Cv0 .
Logarithmic Weil heights. For a non-empty finite set A ⊂ K and v ∈MK define
|A|v := max
a∈A
|a|v and hv(A) := max(0, log |A|v). (2.1)
If v | v0, where v ∈MK and v0 ∈MQ, we define as above Nv := [Kv : Qv0 ]. There is a product
formula
∏
v∈MK |x|Nvv = 1 for each x ∈ K \{0}, and [K : Q] =
∑
v | v0 Nv for each v0 ∈MQ.
For A ⊂ Q, let K be a number field containing A and define
h(A) := 1[K:Q]
∑
v∈MK
Nvhv(A),
which does not depend on the choice of K. If A = {x}, we also write h(x) := h(A).
If f1, . . . , fm is a set of polynomials (possibly constant) with coefficients in Q, let A denote
its set of all their coefficients, and define |f1, . . . , fm|v := |A|v, hV (f1, . . . , fm)v := hv(A), and
h(f1, . . . , fm) := h(A). Similarly, if u ∈ Kn is a vector, let A be the set of its entries and we
define |u|v := |A|v, hv(u) := hv(A) and h(u) := h(A); and similarly for matrices M ∈ Kn×m.
If A˜ ⊂ Cv0 for some v0 ∈MQ, we define
|A˜|v0 := max
a∈A˜
|a|v0 and hv0(A˜) := max(0, log |A˜|v0)
in analogy with (2.1). Given A ⊂ K and v | v0 with v ∈Mk and v0 ∈MQ, it is convenient to
note that hv(A) = hv0(σv(A)), and hence
h(A) = 1[K:Q]
∑
v0∈MQ
∑
σ:K→Cv0
hv0(σA),
where the inner sum is over all norm-preserving homomorphisms σ that respect some v ∈MK
over v0.
Chow forms. Let Y ⊂ Pn be a d-dimensional projective variety defined over K. Let
us consider d + 1 groups U0, . . . , Ud each of n + 1 variables, Ui = {ui0, . . . , uin}. Each Ui
parametrizes a general projective hyperplane {[x0 : . . . : xn} ∈ Pn | u0x0 + . . . + unxn =
11
0}. Thus U0, . . . , Ud parametrize d + 1 general projective hyperplanes in Pn. Let Z ⊆
A(d+1)(n+1)(Q) the the locus of all (d + 1)-tuples of hyperplanes with Q-coefficients whose
intersection contains a point of X(Q). Chow and van der Waerden [11] proved that Z is a
hypersurface, which is defined by a multihomogeneous polynomial fY ∈ K[U0, . . . , Ud], which
is homogeneous of degree deg Y in each group of variables Ui. Furthermore, fY is uniquely
determined by Y up to a non-zero scalar factor in Q, and each such polynomial is called a
Chow form for Y . Moreover, Y is irreducible over K if and only if fY is irreducible over K.
If Y = X is the projective closure of an affine variety X ⊆ An, then we also write fX := fY .
For more background on Chow forms, a rich interpretation thereof as general resultants,
and relations to elimination theory, we refer to Gelfand, Kapranov, Zelevinsky [19].
Mahler measure. Let f ∈ C[X0, . . . , Xd] be a polynomial in d+1 groups of n+1 variables
each, having degree at most D in each group of variables. Let Sn := S
2n−1 be the unit sphere
in Cn, and let µn be the U(n)-invariant probability measure on Sn. Let S
d+1
n+1 = (Sn+1)
d+1 be
the cartesian product of d + 1 (2n + 1)-dimensional unit spheres. Philippon [51] defined the
Sd+1n+1-Mahler measure of f as
m(f ;Sd+1n+1) :=
∫
Sd+1n+1
log |f | dµd+1n+1,
where | . | here denotes the usual norm of C, and µd+1n+1 := (µn+1)⊗(d+1) is the Haar measure
on Sd+1n+1. The (usual, logarithmic) Mahler measure of f as defined by Mahler [42] is then the
S
(n+1)(d+1)
1 -Mahler measure of f , when considering each variable as a single group:
m(f) := m
(
f ;S
(n+1)(d+1)
1
)
=
∫
[0,1](n+1)(d+1)
log
∣∣f(e2pit1 , . . . , e2pit(n+1)(d+1))∣∣ dt1 · · · dt(n+1)(d+1).
There are inequalities by Lelong [36],
0 ≤ m(f)−m(f ;Sd+1n+1) ≤ D(d+ 1)
n∑
i=1
1
2i . (2.2)
Philippon [50, Lem. 1.13] and Krick, Pardo, Sombra [33, (1.1)] showed that for v ∈M∞K ,
|m(fσv)− log |f |v| ≤ D(d+ 1) log(n+ 2). (2.3)
Height of a variety. A possible definition of a height of a projective variety would be the
height of one of its Chow forms that is normalized to have at least one coefficient equal to 1.
It turns out that there are slightly more technical definitions that are easier to work with in
practice. We follow the definition from [33].
Let X ⊆ Pn be an irreducible d-dimensional projective variety defined over K. The height
of X ⊆ Pn is defined as
h(X) := 1[K:Q]
( ∑
v∈M∞K
Nvm(f
σv
X ;S
d+1
n+1) +
∑
v 6∈M∞K
Nv log |fX |v
)
+ (d+ 1) degX
n∑
i=1
1
2i .
For a reducible projective subvariety of Pn the height is defined as the sum of the heights of
its components.
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Remark 2.4. The definition of h(X) does not depend on the choice of K: We only need to
check this for an irreducible affine variety X ⊂ An over K and a finite field extension L/K.
If X is still irreducible over L, then the height h(X) does not depend on whether one takes K
or L as the base field, the argument being the same as the one for the well-definedness of the
height of a polynomial. Let X1, . . . , Xk be the irreducible components of X over L. Then fX =∏
i fXi . The Mahler measure behaves multiplicatively, m(f
σv
X ;S
d+1
n+1) =
∑
im(f
σv
Xi
;Sd+1n+1), and
analogously log |fX |v =
∑
i log |fXi |v by the Gauss lemma. Finally degX =
∑
i degXi. Thus
h(X) is indeed the same over K and over L.
2.2 Fundamental height inequalities
Lemma 2.5. Let a1, . . . , an ∈ K∗. Then h(1, a2/a1, . . . , an/a1) ≤ h(a1, . . . , an).
Proof. This follows from the product formula.
The following elementary height inequalities are mostly taken from Krick, Pardo, and
Sombra [33, Lem. 1.2]. In the lemma, δv|∞ denotes a Kronecker delta, i.e. δv|∞ = 1 if v is an
archimedian valuation, and δv|∞ = 0 if v is non-archimedian.
Lemma 2.6. Let K be a number field, v ∈MK , and f1, . . . , fm ∈ K[x1, . . . , xn]. Then
1. hv(
∑m
i=1 fi) ≤ maxi hv(fi) + δv|∞ logm.
2. hv(
∏m
i=1 fi) ≤
∑m
i=1 hv(fi) + δv|∞ log(n+ 1)
∑m−1
i=1 deg fi.
3. Let F ∈ K[y1, . . . , ym], and let D := maxi deg fi. Then
hv(F (f1, . . . , fm)) ≤ hv(F )+degF max
i
hv(fi)+ δv|∞ degF
(
log(m+1)+D log(n+1)
)
.
4. Let f ∈ K[y1, . . . , yn] and P ∈ Kn. Then
hv(f(P )) ≤ hv(f) + deg f hv(P ) + δv|∞ deg f log(n+ 1).
5. Let P,Q ∈ Kn and g ∈ K[x1, . . . , xn]. Then
log |g(P )− g(Q)|v ≤ log |P −Q|v + hv(g) + (deg g − 1)hv(P,Q) + δv|∞ deg g log(n+ 2).
Proof. The first three inequalities are taken from Krick, Pardo, and Sombra [33, Lem. 1.2].
The fourth inequality is a special case of the third one.
It remains to show the last inequality. We assume that P = (p1, . . . , pn) and Q =
(q1, . . . , qn) differ only in one coordinate, say the k’th one; the general case follows then
via the triangle inequality with an additional error term δv|∞ log n. Consider the specializa-
tion g1(x) := g(p1, . . . , pk−1, x, qk+1, . . . , qn) and write g1(x) =
∑
i cix
i. Then g(P )− g(Q) =
g1(pk)− g1(qk) = (pk − qk)g2(pk, qk), where g2(pk, qk) :=
∑
i≥1 ci
∑i−1
j=0 p
j
kq
i−1−j
k . Hence
log |g(P )− g(Q)|v ≤ log |P −Q|v + hv(g2(pk, qk)).
If we interpret g2(pk, qk) as an evaluation of a polynomial of degree deg g−1 in n+1 variables
at the point (p1, . . . , pk, qk, . . . , qn), we obtain
hv(g2(pk, qk)) ≤ hv(g) + (deg g − 1)hv(P,Q) + δv|∞(deg g − 1) log(n+ 2).
Putting these bounds together yields the claimed inequality.
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They imply the following global height inequalities.
Lemma 2.7. Let f1, . . . , fm ∈ Q[x1, . . . , xn]. Then
1. maxi h(fi) ≤ h(f1, . . . , fm) ≤
∑m
i=1 h(fi).
2. h(
∑m
i=1 fi) ≤ h(f1, . . . fm) + logm ≤
∑m
i=1 h(fi) + logm.
3. h(
∏m
i=1 fi) ≤
∑m
i=1 h(fi) + log(n+ 1)
∑m−1
i=1 deg fi.
4. Let F ∈ Q[y1, . . . , ym], and let D := maxi deg fi. Then
h(F (f1, . . . , fm)) ≤ h(F ) + degF
(
h(f1, . . . , fm) + log(m+ 1) +D log(n+ 1)
)
5. Let f ∈ Q[x1, . . . , xn] and P ∈ Qn. Then
h(f(P )) ≤ h(f) + deg f (h(P ) + log(n+ 1)).
The following is a fundamental Liouville inequality, bounding valuations from below via
the height.
Lemma 2.8 (Liouville inequality). Let K be a number field, a ∈ K \{0}, and v a normalized
valuation of K. Then
hv(a) ≥ log |a|v ≥ − [K : Q]
Nv
h(a).
As Nv ≥ 1, some authors prefer to omit this factor for simplicity.
Lemma 2.9 ([33, Lemma 1.3]). Let A ⊂ K be a finite subset. Then there exists b ∈ Z \{0}
such that bA ⊂ OK and
h(A) ≤ h({b} ∪ bA) ≤ [K : Q]h(A).
Lemma 2.10 (Height of a hypersurface). Suppose X = V (f) ⊂ An is a hypersurface de-
fined by a non-zero square-free polynomial f ∈ Q[x1, . . . , xn] of degree δ. Assume that f is
normalized in the sense that at least one of its coefficients equals 1. Then
−2δ log(n+ 2) ≤ h(X)− h(f) ≤ 2δ log(n+ 2) + δ
n−1∑
i=1
i∑
j=1
1
2j
.
Proof. Let F denote the homogenization of f . For the sake of Mahler measures as defined
above, we consider F as a ‘multi-homogeneous’ polynomial in one group of n + 1 variables.
Using [33, Sect. 1.2.3, 1.2.4],
h(X) = 1[K:Q]
∑
v∈MK
Nvhv(X),
where hv(X) := hv(F ) if v -∞, and
hv(X) := m(σvF ;Sn+1) + δ
n−1∑
i=1
i∑
j=1
1
2j , if v |∞.
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For v |∞, (2.3) reads
|m(σvF ;Sn+1)− log |F |v| ≤ 2δ log(n+ 2).
As f is normalized, so is F , and hence log |F |v = hv(F ) for all v. Putting everything together
yields the assertion.
Lemma 2.11 (Height of a point). Suppose X ⊂ An is a zero-dimensional variety of degree
one, with X(Q) = {P}, P ∈ Qn. Then
h(P ) ≤ h(X) ≤ h(P ) + 12 log(n+ 1).
Proof. For general affine varieties V which satisfy [33, Assumption 1.5], we have
h(V ) = 1[K:Q]
∑
v∈MK
Nvhv(V )
with hv(V ) := hv0(σv(V )) if v | v0 ∈MQ, where
h∞(σvV ) := m(σvfhV ;S
d+1
n+1) + deg V
n−1∑
i=1
i∑
j=1
1
2j
(here, fhV denotes the homogenization of a normalized fV ) and
hp(σvV ) := hp(σvfV ) for p a rational prime.
For the given X, their Assumption 1.5 is satisfied, and by [51, Prop. 4] or [33, Sect. 1.2.3] we
obtain
h∞(σvX) = 12 log(1 + |σvp1|2 + . . .+ |σvpn|2)
and
hp(σvX) = hp(σvP ) for p a rational prime.
Thus the lemma follows from
h∞(σvP ) ≤ h∞(σvX) ≤ h∞(σvP ) + 12 log(n+ 1),
which translates to
max{1, |xi| | i = 1, . . . , n} ≤ (1 +
∑
i
|xi|2)1/2 ≤ (n+ 1)1/2 max{1, |xi| | i = 1, . . . , n},
which is the elementary comparison between the `2 and `∞ norms in Rn+1.
More generally, the height of a general affine variety and the height of its Chow form
bound each other as follows.
We call a Chow form fX normalized if one of its coefficients is equal to 1. By Lemma 2.5,
among all possible Chow forms f of a given projective variety, the normalized ones minimize
the height h(f). (However they are in general not the only minimizers, e.g. one can scale by
roots of unity.)
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Lemma 2.12 (Height of a variety). Let X ⊆ An, be a d-dimensional affine variety of de-
gree D, and let fX be a normalized Chow form of the projective closure of X. Then
−D(d+ 1) log(n+ 2) ≤ h(fX)− h(X) ≤ D(d+ 1)
(
log(n+ 2) +
n∑
i=1
1
2i
)
.
Proof. This follows from (2.2) and (2.3).
Lemma 2.13 (Height of an affine image [33, Prop. 2.4]). Let X ⊆ An be a d-dimensional
affine variety of degree δ. Let ϕ : An → An′ be an affine map. Then
h(ϕ(X)) ≤ h(X) + (d+ 1)δ(h(ϕ) + 8 log(n+ n′ + 1)).
2.3 Geometric and arithmetic Be´zout inequalities
The degree degX of an irreducible affine variety X ⊆ An is the number of points in the
intersection of X(Q) with a generic affine plane of complementary dimension. For a general
affine variety X ⊆ An the degree degX is defined as the sum of the degrees of its irreducible
components.
Theorem 2.14 (Geometric Be´zout inequality). Let V1, . . . Vm ⊂ An be affine varieties. Then
deg(V1 ∩ . . . ∩ Vm) ≤ deg V1 · . . . · deg Vm.
For a proof as well as more background, see e.g. Fulton [18, Ex. 8.4.6].
Corollary 2.15. Let X = V (f1, . . . , fm) ⊆ An, and D = maxi deg fi. Then
degX ≤ Dmin(n,m).
Proof. If m = min(n,m) then the assertion follows immediately from Theorem 2.14. If n =
min(n,m), let g1, . . . , gn be n generic Q-linear combinations of f1, . . . , fm. Then deg gi = D
for each 1 ≤ i ≤ n, and X = V (g1, . . . , gn). The assertion now follows from Theorem 2.14
applied to V (g1), . . . , V (gn).
Similarly, we will need to bound the height of an intersection of two varieties by the heights
and degrees of the intersecting varieties. Such arithmetic Be´zout inequalities were established
by Bost, Gillet, Soule´ [3, 4], see also Philippon [47, Ch. 6]. We will use the following version
by Krick, Pardo, Sombra [33].
Theorem 2.16 (Arithmetic Be´zout inequality [33]). Let X ⊆ An be an affine variety, and let
f1, . . . , fm ∈ Q[x1, . . . , xn] with Di := deg fi and D1 ≥ . . . ≥ Dm. Let n0 := min(dimX,m).
Then
h(X ∩ V (f1, . . . , fm)) ≤
(
h(X) + h(f1, . . . , fm) degX
n0∑
i=1
1
Di
+ n0 log(n+ 1) degX
) n0∏
i=1
Di.
Corollary 2.17 ([33]). Let f1, . . . , fm ∈ Q[x1, . . . , xn] with Di := deg fi and D1 ≥ . . . ≥ Dm.
Let n0 = min(n,m). Then
h(V (f1, . . . , fm)) ≤
(
h(f1, . . . , fm)
n0∑
i=1
1
Di
+ (n+ n0) log(n+ 1)
) n0∏
i=1
Di
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2.4 Arithmetic Nullstellensa¨tze
Krick, Pardo and Sombra [33] proved the following essentially sharp arithmetic version of
Hilbert’s Nullstellensatz for polynomials without common zeros.
Theorem 2.18 (Arithmetic Nullstellensatz – Be´zout version [33]). Let K be a number field,
and suppose that f1, . . . , fm ∈ OK [x1, . . . , xn] are polynomials such that V (f1, . . . , fm) = ∅
(in Q
n
). Let D := maxi deg fi. Then there exist a ∈ OK \ 0 and λ1, . . . , λm ∈ OK [x1, . . . , xn]
such that
1. a = λ1f1 + . . .+ λmfm,
2. deg λi ≤ 4nDn, and
3. h(a, λ1, . . . , λm) ≤ 4n(n+ 1)Dn
(
h(f1, . . . , fm) + logm+ (n+ 7) log(n+ 1)D
)
.
The Be´zout version of Hilbert’s Nullstellensatz for polynomials without common zeros
implies the general Nullstellensatz via the classical Rabinowitsch trick. The same trick works
for arithmetic Nullstellensa¨tze, proving the following theorem.
Theorem 2.19 (Arithmetic Nullstellensatz – general version). Let K be a number field, and
suppose f1, . . . , fm, g ∈ OK [x1, . . . , xn] are polynomials such that g vanishes on the common
zeros of f1, . . . , fm. Let D := max{deg g + 1,deg fi | i = 1, . . . ,m}. Then there exist an
a ∈ OK \{0} and λ1, . . . , λm ∈ OK [x1, . . . , xn] such that with N := 4(n+ 1)Dn+1,
1. agN = λ1f1 + . . .+ λmfm,
2. deg λi ≤ N(deg g + 1), and
3. h(a, agN , λ1, . . . , λm) ≤ N(n+ 3)
(
h(f1, . . . , fm, g) + log(m+ 1) + (n+ 8) log(n+ 2)D
)
.
Proof. Following Rabinowitsch’s trick, note that f1, . . . , fm, 1 − xn+1g ∈ OK [x1, . . . , xn+1]
have no zeros in An+1 in common. Note that 1 − xn+1g has the same height and the same
local heights as g, and its degree is larger by 1.
Using Theorem 2.18 we obtain polynomials µ1, . . . , µm+1 ∈ OK [x1, . . . , xn+1] of degree at
most N = 4(n+ 1)Dn+1 and an a ∈ OK \{0} such that
a = µ1f1 + . . .+ µmfm + µm+1(1− xn+1g).
If we specialize to xn+1 := 1/g and clear denominators by multiplying the equation with g
N ,
we obtain
agN = λ1f1 + . . .+ λmfm,
where λi := g
Nµi|xn+1=1/g ∈ OK [x1, . . . , xn].
Let h := h(f1, . . . , fm, g). By Theorem 2.18, we may assume
h(a, g1, . . . , gm) ≤ H := N(n+ 2)(h+ log(m+ 1) + (n+ 8) log(n+ 2)D).
To obtain the claimed height bounds, write µi =
∑N
`=0 µi`x
`
n+1 with µi` ∈ OK [x1, . . . , xn].
Then λi =
∑N
`=0 µi`g
N−`. For the summands,
h(µi`g
N−`) ≤ H + (N − `)h(g) + log(n+ 2)(N + (N − `) deg g)
≤ H +N(h(g) + log(n+ 2)(deg g + 1)).
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Thus,
h(λi) ≤ H +N(h(g) + log(n+ 2)(deg g + 1)) + logN.
The same bound holds for h(agN ) and h(a). These height arguments work in the same lines
locally via Lemma 2.6, and they hold at any v ∈MK with equal bounds for a, agN , λ1, . . . , λm.
Hence
h(a, agN , λ1, . . . , λm) ≤ H +N(h(g) + log(n+ 2)(deg g + 1)) + logN
≤ N
(
(n+ 2)
(
h+ log(m+ 1) + (n+ 8) log(n+ 2)D
)
+
h(g) + log(n+ 2)(deg g + 1) + 1
)
≤ N(n+ 3)
(
h+ log(m+ 1) + (n+ 8) log(n+ 2)D
)
.
This finishes the proof.
2.5 Degree bounds
The following lemma gives a degree bound for the field extension obtained by augmenting the
coordinates of the Q-rational points of a zero-dimensional variety to the base field.
Lemma 2.20. Let Z/K be a zero-dimensional affine variety of degree δ defined over a number
field K. Then there exists a field extension L/K of degree [L : K] ≤ δ!, such that Z(Q) =
Z(L), i.e. the closed geometric points of Z have coordinates in L.
Proof. The Galois group G = Gal(Q/K) acts on Z. Let H ≤ G be the closed and normal
subgroup that fixes the finite set Z(Q). Let L = Q
H
be the fixed field associated to H. Then
Z(Q) = Z(L). Now G/H can be identified with a subgroup of the group of permutations of
the set Z(Q), and |Z(Q)| ≤ δ. Therefore, [L : K] = |G/H| divides δ!.
The following lemma gives a degree bound for the field extension obtained by augmenting
the coordinates of a single Q-rational point of a zero-dimensional variety to the base field.
Lemma 2.21. Let Z/K be a zero-dimensional affine variety of degree δ defined over a number
field K. Let P ∈ Z(Q). Then K(P ) = K(p1, . . . , pn) has degree at most δ over K.
Proof. A point P ∈ Z(Q) can be regarded as a point x ∈ Z together with a K-algebra
homomorphism ϕ : k(x) → Q, see Liu [38, Prop. 3.2.18], where k(x) is the residue field
of x. In this correspondence, K(P ) = imϕ. Now, the degree [K(P ) : K] = [k(x) : K] equals
the separable degree [k(x) : K]sep (as charK = 0), which equals the number of K-algebra
homomorphisms k(x) → Q. The latter ones determine mutually distinct points of Z(Q).
Therefore, [K(P ) : K] ≤ |Z(Q)| ≤ δ.
2.6 Containment in coordinate hyperplanes
The following lemma states that affine varieties cannot be contained in coordinate hyperplanes
of sufficiently larger height. This will be used iteratively in the proof of the main theorem.
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Lemma 2.22 (Containment in coordinate hyperplane). Let X ⊆ An be a non-empty affine
variety over Q, whose projective closure has Chow form fX . Let U = {xi = a} be a coordinate
hyperplane for some i ∈ {1, . . . , n} and some a ∈ Q. If
h(a) ≥ h(fX) + log 2
then
X 6⊆ U.
Proof. We may assume i = 1. Let K be a number field that contains a and over which X
is defined. Let d = dimX. Let X ⊆ Pn be the projective closure of X, and similarly U the
projective closure of U . Assume for a contradiction that X ⊆ U . Then also X ⊆ U . The
Chow form fX is a multihomogeneous polynomial in K[U0, . . . , Ud] in d + 1 groups of n + 1
variables Uj = (uj0, . . . , ujn). Let α be a new variable and let g(α) ∈ K[U0, . . . , Ud][α] be
the polynomial obtained from specializing U0 to the projective coordinates of the hyperplane
{x1 = α}, that is,
g(α) := fX |U0=(−α,1,...,0).
We claim that a is a root of g(α), in the sense that g(a) = fX |U0=(−a,1,0,...,0) is the zero
polynomial: Recall that fX takes as parameters the projective coordinates of d+1 hyperplanes
in Pn, at which fX vanishes if and only if the intersection of X and all these hyperplanes is
non-empty. This intersection is at least zero-dimensional if one of the hyperplanes contains X,
which follows from a simple dimension count (intersecting a projective variety with a projective
hyperplane decreases its dimension by at most one). Since X ⊆ U , this proves the claim
g(a) = 0.
Write
g(α) =
D∑
j=0
gjα
j , gj ∈ K[U0, . . . , Ud], D = degα g(α).
We claim that D ≥ 1: If D ≤ 0, then g(α) is constant, hence zero (as it has a root a). This
means that any projective coordinate hyperplane {x1 = α} for α ∈ Q needs to contain X. As
{x1 = a} ⊆ Pn already contains X, this means that X lies in the hyperplane at infinity, i.e.
X = X ∩An = ∅, which was excluded by assumption. This proves the claim D ≥ 1.
Let m be a non-zero monomial of gD, and let c
′
j := gj [m] ∈ K be its coefficient in gj . Thus
c′D 6= 0, and
∑D
j=0 c
′
ja
j = 0. Let cj := c
′
j/c
′
D ∈ K. Thus cD = 1 and aD = −
∑D−1
j=0 cja
j .
Next we claim that
h(fX) ≥ h(c′0, . . . , c′D) ≥ |c′0, . . . , c′D|v = |c0, . . . , cD|v = h(c0, . . . , cD).
The first inequality holds because {c′0, . . . , c′D} is a subset of the set of coefficients of fX : We
replaced u01 by the new variable α, and some other variables by 0 and 1, thus only deleting
a few monomials. The second inequality is trivial. The next equality holds by the product
formula
∏
v∈MK |x|Nvv = 1. The last equality holds since cD = 1. This proves the claim.
Thus in order to prove the lemma, it suffices to bound h(c0, . . . , cD) > h(a)− log 2. To do
this, we bound each local height hv separately.
For finite v, let A = |a|v. We obtain AD ≤ maxD−1j=0 |cj |vAj . In case A > 1, this implies
A ≤ |cj |v for some j = 0, . . . , D − 1. Hence hv(a) ≤ hv({c0, . . . , cD}).
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For infinite v, let A = |a|v and C = maxD−1j=0 |cj |v. We obtain AD ≤
∑D−1
i=0 |cj |vAj . If
A > 1, it follows AD ≤ C∑D−1i=0 Aj = C ADA−1 . Thus, C ≥ AD+1−ADAD−1 = AD+1−1AD−1 − 1 ≥ A − 1.
Hence log+C ≥ log+A− log 2, i.e. hv(a) ≤ hv({c0, . . . , cD}) + log 2.
Summing these inequalities up for all v ∈ MK , we obtain h(a) < h(c0, . . . , cD) + log 2,
which remained to show.
Remark 2.23 (Alternative proof for Lemma 2.22 (sketch)). A less computational proof for
a weaker statement can be obtained using the arithmetic Be´zout inequality as follows. Let
H be an affine plane of codimension dimX and small height such that X ∩H is non-empty
and zero-dimensional. By the arithmetic Be´zout theorem, X ∩ H has bounded height. On
the other hand, if X ⊆ U then X ∩H contains a point of height at least h(a), which yields a
contradiction if the height of a is large. Therefore X 6⊆ U .
A variety is called equidimensional if each its irreducible components is of the same di-
mension.
Corollary 2.24 (Containment in coordinate hyperplane). Let X ⊆ An, n ≥ 1, be a non-
empty affine variety over Q. Let U = {xi = a} be a coordinate hyperplane for some a ∈ Q.
If
h(a) ≥ h(X) + 2 degX(dimX + 1) log(n+ 2) + log 2
then
X 6⊆ U.
If furthermore X is equidimensional, then so is X ∩ U , and if moreover X ∩ U 6= ∅ then
dim(X ∩ U) = dimX − 1.
Proof. The first part follows immediately from Lemmas 2.22 and 2.12, as well as the trivial
estimate
∑n
i=1
1
2i ≤ 12 + 12 log(n) ≤ log(n+ 2).
To prove the second statement about dimensions, suppose that X is equidimensional and
let X ′ be a geometrically irreducible component of X. As the height of X equals the heights
of its components, h(X ′) ≤ h(X). Thus also X ′ 6⊆ U , and hence any component of X ∩ U
has dimension at most dimX − 1. That they have dimension at least dimX − 1 follows from
the affine dimension theorem, see e.g. [20, Prop. I.7.1], which states that if X ′, U ⊆ An are
two irreducible affine varieties then codimW ≤ codimX ′ + codimU for any component W
of X ′ ∩ U .
3 Effective algebraic  Lojasiewicz inequalities
Let X = V (f1, . . . , fm) ⊆ Qn be a variety and let P ∈ Qn be a point. We are interested in
statements of the following form: If for each i = 1, . . . ,m, fi(P ) is close to zero in a certain
sense, then P must be close to X in a similar sense. In case X(Q) is empty, this should
mean that the fi(P ) cannot all be close to zero. Statements of this type are called (algebraic)
 Lojasiewicz inequalities.
Originally,  Lojasiewicz [40, §17], [41], [39] proved that for a real analytic function f : U →
R for some open set U ⊆ Rn and for any compact set A ⊂ U there exist positive constants
α and C such that |f(p)|α ≥ C dist(p, Zf ) for p ∈ A, where Zf = f−1(0). It was the main
ingredient of  Lojasiewicz’s proof of Schwarz’s division conjecture.
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Brownawell’s Theorem A in [6] can be interpreted as an effective algebraic  Lojasiewicz
inequality for the complex points of varieties that are defined over Q, where the distance
is measured with respect to the standard norm. With his theorem he extends an algebraic
 Lojasiewicz inequality for the empty variety that appeared implicitly in Masser–Wu¨stholz [43]
(see Brownawell’s introduction). Moreover, Brownawell [6, Thm. A’] gives an effective gener-
alization for varieties over number fields K = Q[ζ], where his explicit bounds involve a notion
of (local) height that depend on the chosen primitive element ζ.
Before that, Brownawell [5, Prop 8, 8’] already proved a  Lojasiewicz inequality for the
empty variety over C, which is dependent on a non-explicit constant.
Ji, Kolla´r, and Shiffman [27] proved a version of Brownawell’s algebraic  Lojasiewicz in-
equality for general algebraically closed fields and absolute values v while at the same time
improving Brownawell’s exponents, however at the expense of loosing the effectiveness of the
involved constant. Let P and X be as above, and let v ∈MK be a normalized valuation of K.
Define the v-distance of P to X as distv(P,X) := infQ∈X(Q) |P − Q|v (in [27] an `2-norm is
used instead). Ji, Kolla´r, and Shiffman derived an inequality of the form
distv(P,X)
M ≤ C ·max
i
|fi(x)| · (1 + |P |v)B
for some 1 ≤ M ≤ B, where B is a positive integer that depends explicitly on n and deg f1,
. . ., deg fm, and where C is a non-explicit constant that depends on f1, . . . , fm. Their focus
was to optimize the exponent M in terms of the degrees of the fi. We could immediately use
this inequality for our purpose, if the constant C was effectively computable. Hickel [22, Thm.
2.1.(iii)] provided a very similar  Lojasiewicz inequality, which again depends on a non-explicit
multiplicative constant. Kolla´r [31, Thm. 7.6] proved a generalized  Lojasiewicz inequality for
intersecting varieties of the form
distv(P,X1 ∩ . . . ∩Xm) max
i
distv(P,Xi).
His estimate involves a non-explicit multiplicative constant. Cygan [12] and Cygan, Krasin´ski,
and Tworzewski [13] proved separation theorems in for complex varieties in the spirit of
Kolla´r’s result, involving non-explicit multiplicative constants.
In Section 3.3 we give an effective  Lojasiewicz inequality for non-empty varieties, which
together with its proof arose from the attempt to make the proof of Ji, Kolla´r, and Shiffman
effective. Furthermore, the special cases when V is empty or zero-dimensional are important.
In these cases, there are similar yet simpler effective proofs, which are given in Sections 3.1
and 3.2.
3.1 . . . for the empty variety
Theorem 3.1 (Effective algebraic  Lojasiewicz inequality for ∅). Let K be a number field.
Let f1, . . . , fm ∈ K[x1, . . . , xn] be polynomials without common zeros in Qn, i.e. X =
V (f1, . . . , fm) ⊆ An is the empty variety. Let v be a normalized absolute value of K. Suppose
P ∈ An(Q) lies in the ball |P |v ≤ R for some R ≥ 1. Let D := maxi deg fi. Then for some
i ∈ {1, . . . ,m},
log |fi(P )|v ≥ −4 [K:Q]Nv (n+ 1)2Dn
(
[K : Q]h(f1, . . . , fm) + logm+ (n+ 7) log(n+ 1)D+
logR
n+1
)
(3.2)
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Remark 3.3. In case the coefficients of f1, . . . , fm lie in OK , then the inner factor [K : Q]
can be omitted in Theorem 3.1.
Proof of Theorem 3.1. Let H := [K : Q]h(f1, . . . , fm). By Lemma 2.9, we choose b ∈ Z \{0}
such that all bfi have coefficients in OK and h(bf1, . . . , bfm) ≤ H. By the arithmetic Null-
stellensatz 2.18, there exists a ∈ OK \{0} and λ1, . . . , λm ∈ OK [x1, . . . , xn] such that
a =
∑
i
λibfi,
deg λi ≤ 4nDn, and h(a, λ1, . . . , λm) ≤ 4n(n+ 1)Dn(H + logm+ (n+ 7) log(n+ 1)D) =: H˜.
By Lemma 2.5 it follows h(1, λ1/a, . . . , λm/a) ≤ H˜.
If v is infinite, |a|v = |
∑
i bλi(P )fi(P )|v ≤ mmaxi |bλi(P )fi(P )|v = m|bλi0(P )fi0(P )|v for
some i0. Hence
|fi0(P )|v ≥ 1/(m|b|v · |λi0(P )/a|v).
By the definition of the height, log |b|v ≤ [K:Q]Nv h(b) ≤
[K:Q]
Nv
H. Similarly, using maxi |pi|v ≤ R
and that λi0 has at most (n + 1)
deg λi0 monomials, we obtain log |λi0(P )/a|v ≤ hv(λi0/a) +
deg λi0 logR+deg λi0 log(n+1) ≤ [K:Q]Nv H˜+4nDn(logR+log(n+1)). Putting bounds together
we obtain
log |fi0(P )|v ≥ − [K:Q]Nv (H + H˜)− 4nDn(logR+ log(n+ 1))− logm.
If v is finite, we obtain the same bound without the summands logm and log(n + 1). In
both cases, the claimed bound follows from trivial estimates.
Remark 3.4 (Comparison with a Liouville estimate). In case one has a height bound for P ,
one can obtain possibly stronger bounds for maxi |f(P )|v simply by using the Liouville in-
equality: As f1, . . . , fm have no common zero, fi(P ) 6= 0 for some i, and thus for this i we
get
log |fi(P )|v ≥ − [K:Q]Nv h(f(P )) ≥ −
[K:Q]
Nv
(
h(f) + deg f (h(P ) + log(n+ 1))
)
. (3.5)
The caveat is that the right hand side depends on the global height of P , and not only on
hv(P ) as in Theorem 3.1.
In applications this is a crucial difference: Suppose the aim is to show that X is non-
empty. Using Theorem 3.1, one would find a point P in some ball v-close to X in the sense
that all |fi(P )|v are small, such that it contradicts (3.2) and thus proves dimX ≥ 0. This has
a chance to work in practice. On the other hand, trying to construct a contradiction to (3.5)
by finding a point P that is v-close to X is in general less promising, as one would need an
additional control over h(P ). If for some P v-close to X, h(P ) is too large to contradict (3.5),
and if one tries to solve this by moving P even v-closer to X, one may run in circles.
3.2 . . . for zero-dimensional varieties
This section can be skipped by the reader. We give a conceptually simple proof of an effective
 Lojasiewicz inequality for zero-dimensional varieties, which is an important special case –
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however the bound we obtain here is quite weak in comparison to the more general bound
from the next section.
Let K be a number field, and let v be an absolute value of Q. For x ∈ Qn, let ||x||v :=
maxi |xi|v. For two affine varieties X,Y ⊆ An, let distv(X,Y ) := inf{||x−y||v | x ∈ X(Q), y ∈
Y (Q)}.
Theorem 3.6 (Effective algebraic  Lojasiewicz inequality for zero-dimensional varieties). Let
K be a number field. Let f1, . . . , fm ∈ K[x1, . . . , xn] define a zero-dimensional affine variety
X = V (f1, . . . , fm) ⊆ An. Let v be a normalized absolute value of Q. Suppose P ∈ An(Q) lies
in the ball |P |v ≤ R for some R ≥ 1. Let D := maxi deg fi. Let H := [K : Q]h(f1, . . . , fm)
and N := 4(n+ 1)Dn+1. Then for some i ∈ {1, . . . ,m},
log distv(P,X) ≤ max(1, H)[K : Q]2(n+ 3)3(Dn + 2)! + 2 logR+ logm+ 1N degX log |fi(P )|v.
Remark 3.7. The factor (Dn)! in the bound is unreasonably large.
Proof. According to Lemma 2.9 there exists B ∈ Z \{0} such that Bf1, . . . , Bfm lie in
OK [x1, . . . , xn] and h(B,Bf1, . . . , Bfm) ≤ H. In particular,
log |B|v ≤ H.
Write X(Q) = {Q1, . . . , Qδ}, with δ = degX ≤ Dn. Following Lemma 2.20, the points
Q1, . . . , Qδ have coordinates in an extension field L/K of degree at most δ! over K. Using
Lemma 2.11,
h(Q1, . . . , Qδ) ≤
δ∑
i=1
h(Qi) ≤ h(X). (3.8)
Write P = (p1, . . . , pn) and Qi = (qi1, . . . , qin). By Lemma 2.21, [K(Qi) : K] ≤ δ, and thus
[K(Qi) : Q] ≤ δ[K : Q]. Hence, using Lemma 2.9 we can write qij = aij/bi with aij ∈ OL,
bi ∈ Z, and
h(bi) ≤ h(ai1, . . . , ain, bi) ≤ δ[K : Q]h(Qi). (3.9)
For i = 1, . . . , δ, j = 1, . . . , n, let gij(x) := bi(xj − qij) = bixj − aij . For each i = 1, . . . , δ,
choose ji ∈ {1, . . . , n} such that ||P −Qi||v = |pj − qij |v. Then
distv(P,X)
δ ≤
δ∏
i=1
| 1bi giji(P )|v = |g(P )|v/|b|v,
where g :=
∏δ
i=1 giji ∈ OL[x1, . . . , xn] and b :=
∏δ
i=1 bi ∈ Z. By construction, g vanishes on
X(Q). Thus the arithmetic Nullstellensatz 2.19 yields a relation
agN = λ1Bf1 + . . .+ λmBfm
with N = 4(n+ 1)Dn+1, λi ∈ OL[x1, . . . , xn], deg λi ≤ N(deg g + 1) = N(δ + 1), and
h(a, agN , λ1, . . . , λm) ≤ N(n+3)
(
h(Bf1, . . . , Bfm, g)+log(m+1)+(n+8) log(n+2)D
)
=: H˜.
Next we bound several valuations. By Lemma 2.5, h(λi/a) ≤ h(a, λi) ≤ H˜ for any
i = 1, . . . ,m. With [L : Q] ≤ δ![K : Q], the Liouville inequality (Lemma 2.8) implies
log |λi/a]v ≤ δ![K : Q]H˜.
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By Corollary 2.17,
h(X) ≤ Dn(nh(f1, . . . , fm) + 2n log(n+ 1)) ≤ nDn(H/[K : Q] + 2 log(n+ 1)). (3.10)
With (3.9), (3.8) and (3.10),
log |b−1|v ≤ h(b) ≤
∑
i
h(bi) + log δ ≤ δ[K : Q]
∑
i
h(Qi) + log δ
≤ δ[K : Q]h(X) + log δ.
≤ nδDn(H + 2[K : Q] log(n+ 1)) + log δ.
Furthermore, by (3.9),
h(gi) ≤ δ[K : Q]h(Qi),
and thus with (3.8) and (3.10),
h(g) ≤ δ2[K : Q]h(X) ≤ nδ2Dn(H + 2[K : Q] log(n+ 1)).
With this we can bound
h(Bf1, . . . , Bfn, g) ≤ H + h(g) ≤ H + nδ2Dn(H + 2[K : Q] log(n+ 1)).
If v is infinite,
log |λi(P )/a|v ≤ hv(λi/a) + deg λi logR+ deg λi log(n+ 1)
≤ [L : Q]h(λi/a) +N(δ + 1)(logR+ log(n+ 1)).
Next,
|gN (P )|v =
∣∣∑
i
B
abλi(P )fi(P )
∣∣
v
≤ mmax
i
∣∣B
abλi(P )fi(P )
∣∣
v
= m
∣∣B
abλi0(P )fi0(P )
∣∣
v
,
for some i0. Putting bounds together, we obtain
log distv(P,X)
δN ≤ log |gN (P )/bN |v
≤ log(m|λi0(P )/a · fi0(P )B/bN |v)
≤ [L : Q]H˜ +N(δ + 1)(logR+ log(n+ 1)) +H + log |fi0(P )|v+
NnδDn(H + 2[K : Q] log(n+ 1)) +N log δ + logm
Rather crude estimates yield
log distv(P,X) ≤ max(1, H)[K : Q]2(n+ 3)3(Dn + 2)! + 2 logR+ logm+ 1
δN
log |fi0(P )|v.
For finite v, all bounds work equally and in parts even stronger, without certain summands
log(n+ 1) and log(m).
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3.3 . . . for non-empty varieties
Let K be a number field, and let v be an absolute value of Q. For x ∈ Qn, let ||x||v :=
maxi |xi|v. For two affine varieties X,Y ⊆ An, let
distv(X,Y ) := inf{||x− y||v | x ∈ X(Q), y ∈ Y (Q)}.
Theorem 3.11 (Effective algebraic  Lojasiewicz inequality for non-empty varieties). Let K
be a number field. Let f1, . . . , fm ∈ K[x1, . . . , xn] define a non-empty affine variety X =
V (f1, . . . , fm) ⊆ An. Let v be a normalized absolute value of Q. Suppose P ∈ An(Q)
lies in the ball |P |v ≤ R for some R ≥ 1 such that |fi(P )|v ≤ 1 for all 1 ≤ i ≤ m. Let
D := maxi deg fi. Let H := h(f1, . . . , fm). Then
log distv(P,X) ≤ maxi log |fi(P )|v
4(n+ 1)(Dn + 1)n+2
+ [K:Q]
2
Nv|K
(n+ 7)2(Dn + 1)
(
H + log(mnD2n) + 21
)
+ 2 logR.
(3.12)
Remark 3.13 (General bound). The assumption |fi(P )|v ≤ 1 may seem artificial, and indeed
it is. The only purpose is to avoid a case distinction in the statement of the theorem and
in the proof. In case some |fi(P )|v is larger than 1, then the estimate (3.12) will hold if the
denominator under maxi log |fi(P )|v is replaced by 4(n+ 1)Dn+1, as this is a lower bound for
the term Nδ′ from the proof.
Remark 3.14 (Algorithmic bound). If one uses this theorem in a computer, one can obtain a
significantly stronger upper bound for distv(P,X). To do this, one simply lets the algorithm
follow the chain of inequalities from the proof of this theorem, and whenever possible one
replaces estimates by explicit computations.
We need the following technical lemma, which loosely speaking claims the existence of a
linear projection from n to 1 dimensions that does not contract a given finite set of vectors
by more than an explicit factor.
Lemma 3.15. Let n ≥ 1. Suppose we are given a finite set U ⊂ Qn \{0} of non-zero vectors,
as well as a normalized valuation of Q denoted v. Put R := (n − 1)|U |. If v |∞, let c := 1,
otherwise let c := 1/R. Then there exists a vector s ∈ Zn with s1 = 1 and maxi |si|∞ ≤ R,
such that
|stu|v ≥ c max
2≤i≤n
|ui|v for all u ∈ U. (3.16)
Proof of Lemma 3.15. For n = 1 we can trivially choose s = 1, hence from now on assume
that n ≥ 2. If v |∞, let ε = 2, otherwise ε = 1.
We will use a simple counting argument. The discrete cube
C = {1} × {R,R− ε,R− 2ε, . . . , R−Rε}n−1
parametrizes certain relevant vectors s ∈ C with s1 = 1 and maxi |si|∞ ≤ R. Clearly,
|C| = (R+ 1)n−1.
Fix 2 ≤ i ≤ n and u ∈ U . Choose 2 ≤ k ≤ n such that |uk|v = max2≤`≤n |u`|v. Suppose
that there are two distinct lattice points s, s′ ∈ C that differ only in the k’th coordinate and
such that both satisfy |stu|v < c|ui|v and |(s′)tu|v < c|ui|v. Then by the triangle inequality,
|(sk − s′k)|v|uk|v = |(s− s′)tu|v ≤ εmax(|stu|v, |(s′)tu|v) < εc|ui|v ≤ εc|uk|v.
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Thus |sk − (s′)k| < εc, which is impossible and hence contradicts the existence of s and s′ as
above. This means that if we fix all but the k’th coordinate of s, there is at most one such
s ∈ C with |stu|v < c|ui|v. Therefore the number of s ∈ C with |stu|v < c|ui|v is at most
(R+ 1)n−2.
Repeating this count for all (n−1)|U | choices for i and u, we see that at most (n−1)|U |(R+
1)n−2 points s ∈ C do not satisfy (3.16). Since |C| = (R + 1)n−1 and R + 1 > (n − 1)|U |,
there is at least one s ∈ C that satisfies (3.16).
Proof of Theorem 3.11. Let d := dimX and δ := degX. Let X denote the projective closure
of X in Pn. Let Z := X ∩H∞ denote the intersection of X with the hyperplane at infinity
H∞ = (Pn \An) = {x0 = 0}. By Be´zout’s theorem, Theorem 2.14, degZ ≤ δ ≤ Dn. We
regard Z as a subvariety of Pn−1 and consider its Chow form fZ , which is a multihomogeneous
polynomial of degree degZ in in each of the d′ = dimPn−1 Z + 1 groups of variables. Hence
deg fZ ≤ nδ. By the weak combinatorial Nullstellensatz, see Section 1.3, we can choose
values among {0, . . . , nδ} for each variable of fZ , such that fZ is non-zero at this point.
Since dimZ < dimX, d′ ≤ d. Thus there are d′ hyperplanes hi :
∑n
j=1 µijxj = 0 in P
n−1,
i = 1, . . . , d′, with µij ∈ {0, . . . , nδ}, such that their intersection U := V (h1, . . . , hd′) is
disjoint from Z(Q). We can consider h1, . . . , hd′ ∈ Z[x0, . . . , xn], with coefficient 0 for x0,
and in this way, these hyperplanes and U are projective subspaces of Pn that go through the
origin e0 = (1, 0, . . . , 0)
t. Using h1, . . . , hd′ , we will construct a linear surjection ϕd : A
n → Ad
of bounded height, such that kerϕd is contained in U .
We may assume that the Q-span of h1, . . . , hd′ is spanned by h1, . . . , hd′′ , with d
′′ ≤ d′.
Let Md′′ be the d
′′ × n-matrix (µij)1≤i≤d′′,1≤j≤n, which is of full rank. By relabeling the
coordinates, we may assume that the left d′′ × d′′-submatrix is invertible. Let Mn,s be the
n × n-matrix obtained from Md′′ by appending rows (ed′′+1)t, . . . , (en)t, except that in row
d + 1 we put (0, . . . , 0, s1, . . . , sn−d), for a yet to be specified s = (s1, . . . , sn−d)t ∈ Zn−d−1
with s1 = 1.
Mn,s =

µ11 . . . µ1n
...
...
µd′′1 . . . µd′′n
Id−d′′
1 s2 · · · sn−d
In−d−1

Clearly, Mn,s is invertible. For k = 1, . . . , n, let Mk,s denote the k × n submatrix of Mn,s
obtained from taking the first k rows. We also write Md := Md,s, since it does not depend
on s. Let ϕn,s, ϕd+1,s, ϕd denote the linear maps associated to the matrices Mn,s,Md+1,s,Md,
respectively. Furthermore, let pik denote the projection to the first k coordinates, for any
suitable domain and any suitable k. The following diagram commutes.
An
ϕn,s
//
ϕd+1,s
''
ϕd

An
pid+1

Ad+1
pid

Ad
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We claim that ϕd(X) = A
n: Assume that some point Q ∈ An is not in the image ϕd(X).
Let W := ϕ−1d (Q) be its preimage in A
n, which is an affine plane of dimension n − d with
W ∩ X = ∅. Since X is non-empty, its degree δ is positive, and thus X ∩W is non-empty.
This intersection must occur within H∞, hence Z ∩W 6= ∅. The equations for W ∩ H∞ in
Pn−1 = H∞ are given by the polynomials h1, . . . , hd′′ , xd′′+1, . . . , xd, and thus W ∩H∞ ⊆ U .
Thus Z ∩ U 6= ∅, which is a contradiction by how we constructed U . This proves the claim.
Moreover we see that the fibers of the map ϕd|X : X → Ad are 0-dimensional varieties:
We just showed that they are non-empty. If they were of dimension larger than 0, then using
their non-zero degree, their projective closure would intersect H∞. These intersection points
again witness a non-empty intersection of Z and U , which is impossible.
Let Qk,s := ϕk,s(P ) ∈ Ak(Q) for k ∈ {d+ 1, n}, and Qd := ϕd(P ) ∈ Ad(Q).
Let Y1, . . . , Yδ ∈ X(Q) denote the preimages of Qd under ϕd in X (counted with multi-
plicity). Let Zk,s,i := ϕk,s(Yi) ∈ Ak(Q).
Next we apply Lemma 3.15 to the set of vectors ui ∈ Qn−d (1 ≤ i ≤ δ), where ui =
(P − Yi)d+1,...,n is (n − d)-vector obtained from the last n − d coordinates of P − Yi. By
Lemma 3.15, there exists an s ∈ Zn−d with s1 = 1 and |s|∞ ≤ nδ such that
distv(Qn,s, Zn,s,i) ≤ nδ · distv(Qd+1,s, Zd+1,s,i) for all 1 ≤ i ≤ δ. (3.17)
The initial factor nδ on the right-hand can be omitted if v |∞.
The entries of Mn,s lie in [−nδ, nδ]∩Z, hence detMn,s ∈ Z satisfies | detMn,s|v ≤ n!(nδ)n
(estimate is not optimal). The adjugate matrix adj(Mn,s) of Mn,s also has entries in Z of
v-norm bounded by n!(nδ)n. Thus (no matter whether v |∞ or not) the entries of (Mn,s)−1 =
1
detMn,s
adj(Mn,s) satisfy the same v-norm bound. Thus we obtain
distv(P, Yi,s) ≤ n(n2δ)n · distv(Qn,s, Zn,s,i) for all 1 ≤ i ≤ δ. (3.18)
The initial factor n on the right-hand side comes from the triangle inequality and can be
omitted if v -∞.
Let Xs := ϕd+1,s(X) ⊂ Ad+1. Then Xs is a hypersurface, Xs = V (gs) for some gs ∈
K[x1, . . . , xd+1]. Let δ
′ := deg gs = degXs, which satisfies δ′ ≤ δ.
Let ` be the coefficient of xδ
′
d+1 in gs. We claim that ` 6= 0: To prove this claim, note
that ` is the coefficient of xδ
′
d+1 in g˜0(xd) := gs(0, . . . , 0, xd+1) ∈ Q[xd+1]. That is, we need to
show that deg g˜0 = δ
′. Geometrically, deg g˜0 equals the number of intersections (counted with
multiplicity) of Xs with the d+ 1’st coordinate axis Wd+1 := V (x1, . . . , xd) ⊂ Ad+1. That is,
we need to show that Xs does not intersect Wd+1 at infinity. Pulling this back via ϕd+1,s, this
is equivalent to the fact that X and kerϕd do not meed at the hyperplane at infinity. The
latter is assured by the way we constructed U . Thus the claim is proved.
As ` 6= 0, Liouville’s inequality yields
log |`|v ≥ − [K:Q]Nv|K h(gs). (3.19)
Let g˜(xd+1) := gs(Qi,d, xd+1) ∈ Q[xd+1|. Let ξi (1 ≤ i ≤ δ′) be the zeros of g˜ (counted
with multiplicity). Then g˜(xd+1) = `
∏δ′
i=1(xd+1 − ξi). Each ξi is the (d + 1)’th coordinate
of Zd+1,s,j for some 1 ≤ j ≤ δ, and for simplicity we may assume j = i (simply reorder the
indices for that). Further note that |(Qd+1,s)i − ξi|v = distv(Qd+1,s, Zd+1,i,s).
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Let Gs := gs ◦ ϕd+1,s ∈ K[x1, . . . , xn]. Clearly, Gs vanishes on X. Furthermore,
|Gs(P )|v = |gs(Qd+1,s)|v = |g˜((Qd+1,s)i)|v = |`|v
δ′∏
i=1
distv(Qd+1,s, Zd+1,i,s).
Using estimates (3.17) and (3.18), this implies
distv(P,X)
δ′ ≤
δ′∏
i=1
distv(P, Yi,s) ≤
δ′∏
i=1
(n2δ)n+1distv(Qd+1,s, Zd+1,i,s)
≤ (n2δ)(n+1)δ′ |Gs(P )|v|`|v . (3.20)
It remains to bound |Gs(P )|v in terms of maxi |fi(P )|v. For this we make use of the arithmetic
Nullstellensatz (Theorem 2.19).
First, according to Lemma 2.9 there exists B ∈ Z \{0} such that Bf1, . . . , Bfm, BGs ∈
OK [x1, . . . , xn] and
h(B,Bf1, . . . , Bfm, BGs) ≤ [K : Q](H + h(Gs)) =: Hg.
In particular,
log |B|v ≤ Hg. (3.21)
Since Gs vanishes on X, Theorem 2.19 yields a relation
aGNs = λ1Bf1 + . . . λmBfm,
with N = 4(n+ 1)Dn+1g , Dg = max(D, δ
′ + 1), deg λi ≤ N(δ′ + 1), and
h(a, aGNs , λ1, . . . , λm) ≤ N(n+ 3)
(
Hg + log(m+ 1) + (n+ 8) log(n+ 2)Dg
)
=: H˜.
Next we estimates heights. Using Corollary 2.17,
h(X) ≤ nDn(H + 2 log(n+ 1)).
Clearly,
h(ϕd+1,s) = h(Md+1,s) ≤ h(1, 2, . . . , nδ) ≤ log(nδ).
Hence, using Lemma 2.13,
h(Xs) ≤ h(X) + (d+ 1)δ(log(nδ) + 8 log(n+ d+ 2))
Using Lemma 2.10,
h(gs) ≤ h(Xs) + 2δ′ log(d+ 3)
≤ nDn(H + log δ + 11 log(n+ 1) + 8). (3.22)
Using Lemma 2.7,
h(Gs) ≤ h(gs) + (d+ 1)δ
(
log(nδ) + log((n+ 1)(d+ 1) + 1) + log(n+ 1)
)
≤ h(gs) + nδ(log δ + 4 log(n+ 1))
≤ nDn(H + 2n logD + 15 log(n+ 1) + 8). (3.23)
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This bounds also Hg,
Hg ≤ [K : Q](nDn + 1)(H + 2n logD + 15 log(n+ 1) + 8) =: H∗g . (3.24)
Note that via (3.22) we can also simply bound
h(gs) ≤ H∗g . (3.25)
Next we bound certain valuations. By Lemma 2.5, h(λi/a) ≤ h(a, λi) ≤ H˜ for any
i = 1, . . . ,m. Liouville’s inequality (Lemma 2.8) implies
hv(λi/a) ≤ [K : Q]H˜.
Local height inequalities (Lemma 2.6) yield
log |λi(P )/a|v ≤ hv(λi/a) + deg λi logR+ deg λi log(n+ 1)
≤ [K : Q]H˜ +N(δ′ + 1)(logR+ log(n+ 1)). (3.26)
Next,
|GNs (P )|v =
∣∣∑
i
λi(P )
a Bfi(P )
∣∣
v
≤ mmax
i
∣∣λi(P )
a Bfi(P )
∣∣
v
= m
∣∣λi0 (P )
a Bfi0(P )
∣∣
v
, (3.27)
for some i0. Putting bounds together, from (3.20) using (3.27) we obtain
log distv(P,X)
δ′N ≤ N(n+ 1)δ′ log(n2δ) + log |GNs (P )|v −N log |`|v
≤ N(n+ 1)δ′ log(n2δ) + logm+ log |λi0 (P )a |v + log |B|v + log |fi0(P )|v −N log |`|v.
Using (3.21) to bound log |B|v, (3.26) to bound log |λi0(P )/a|v, (3.19) and (3.25) to bound− log |`|v, (3.24) to bound each Hg by H?g , as well as trivial estimates such δ′ ≤ δ ≤ Dn and
d+ 1 ≤ n, we obtain
log distv(P,X) ≤ log |fi0(P )|v
Nδ′
+ (n+ 1) log(n2Dn) + 2 logR+ 2 log(n+ 1) +
1
δ′
(
H∗g +
1
N logm+
H∗g
N +
[K:Q]
Nv|K
(n+ 3)
(
H∗g + log(m+ 1) + (n+ 8) log(n+ 2)Dg
))
.
The only non-positive summand on the right hand side is log |fi0(P )|v, thus we bound its
denominator trivially from above, Nδ′ ≤ 4(n + 1)(Dn + 1)n+2, and we bound the second
denominator δ′ trivially from below, 1δ′ ≤ 1. Plugging in the definition for H∗g and a few
further trivial estimates for the sake of simplicity yields the asserted inequality.
Remark 3.28 (Remarks to the proof of Theorem 3.11). The reader may wonder why we
argued using a somewhat technically constructed g˜, instead of simply projecting X via ϕd+1,s
to Ad+1, which becomes a hypersurface, for which we can relatively simply bound the dis-
tance from Qd+1,s, from which in turn via (3.17) and (3.18) we obtain an upper bound for
distv(P,X). This argument would be closer to the original one from [27], and perhaps simpler.
The disadvantage is that ϕd+1,s(X) may have smaller degree than X, and this degree enters
the distance estimates as an exponent.
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4 Proof by example scheme
4.1 Robust main theorem
Theorem 4.1 (Robust main theorem). Let f1, . . . , fm ∈ K[x1, . . . , xn] be polynomials over a
number field K, such that the associated variety X = V (f1, . . . , fm) ⊆ An is d-dimensional
and irreducible over K. Let g ∈ K[x1, . . . , xn]. Let the maximal degree be denoted by D :=
max(deg f1, . . . ,deg fm,deg g). Choose any normalized valuation v ∈MK of K. Let P ∈ Kn
be a point in the ball |P |v ≤ R for some R ≥ 1. Suppose the coordinates of P = (p1, . . . , pn)
satisfy
h(pi) ≥ nDm+1
(
h(f1, . . . , fm, g, p1, . . . , pi−1) + 4 log(n+ 2)
)
, for i = 1, . . . , d. (4.2)
Let
log ε := −4 [K:Q]Nv (n+ 1)2Dn
(
[K : Q]h(f1, . . . , fm, g, p1, . . . , pd) +
logm+ (n+ 7)D log(n+ 1) + logRn+1
)
.
(4.3)
If
|fi(P )|v ≤ ε (for 1 ≤ i ≤ m) and |g(P )|v ≤ ε, (4.4)
then g|X(Q) = 0.
Note that g|X(Q) = 0 if and only if g ∈ 〈f1, . . . , fm〉rad if and only if g|X(L) = 0 for any
extension field L ⊇ Q. Thus in this case we may simply write g|X = 0.
Remark 4.5 (Dependence of ε on P ). The strength of the theorem comes from the fact
that ε depends only on the local height hv(P ) of P , as we can always choose the radius
R = exphv(P ) in the theorem. In practice one chooses R a bit larger, such that one can
use the same ε for several “examples” P that are chosen closer and closer to X, such that
eventually one P satisfies (4.4).
Remark 4.6 (Weakening the height assumptions). A closer inspection of the proof reveals
that the theorem will still hold if (4.2) is replaced by the following weaker hypothesis. Let ni :=
min(n,m + i), and let (D1, D2, D3, . . .) be the sequence (deg f1, . . . ,deg fm,deg g, 1, 1, 1, . . .)
ordered in non-increasing order. Then instead of (4.2), we only need that for each 1 ≤ i ≤ d,
h(pi) ≥
(
h(f1, . . . , fm, g, p1, . . . ,pi−1)
ni∑
j=1
1
Dj
+ (n+ ni) log(n+ 1)
) ni∏
j=1
Dj +
Dni(d− i+ 1)( log(n+ 2) +∑mj=1 12j )+ log 2.
(4.7)
Remark 4.8 (Relation to Hilbert’s Nullstellensatz). We remark that Theorem 4.1 can be
interpreted as a “robust one-point Nullstellensatz”, in the sense that the inclusion g ∈ I(X)
can be verified by checking the error tolerant condition (4.4) for a single suitable point P ,
instead of checking g(P ) = 0 for every P ∈ X(Q) according to Hilbert’s Nullstellensatz. Also,
P can be seen as a witness or a certificate that g|X = 0. We refer to the discussion below
Theorem 1.1 from the introduction.
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Proof of Theorem 4.1. Let Y0 := X ∩ V (g). By Corollary 2.15, degX ≤ Dm and deg Y0 ≤
Dm+1. Our aim is to show dimY0 = d. (This will also show the extension in Section 4.2.)
So assume for a contradiction that dimY0 ≤ d−1. For i = 1, . . . , d, define recursively Yi :=
Yi−1 ∩ V (xi − pi). By Theorem 2.14, deg Yi ≤ Dm+1. Let Hi := h(f1, . . . , fm, g, p1, . . . , pi).
Using Corollary 2.17 we bound the height of Yi as follows,
h(Yi−1) ≤ nDm+1
(
Hi−1 + 2 log(n+ 1)
)
.
By assumption (4.2),
h(pi) ≥ nDm+1(Hi−1 + 4 log(n+ 2)),
hence
h(pi)− h(Yi−1) ≥ nDm+1
(
2 log(n+ 2) + 2 log n+2n+1
) ≥ 2Dm+1n log(n+ 2) + log 2.
Also note that dimYi−1 ≤ dimY0 ≤ n−1. Then from Corollary 2.24 we see that no component
(over K) of Yi−1 is contained in the coordinate hyperplane V (xi−pi), and that thus dimYi ≤
dimYi−1 − 1 if Yi−1 is not already empty.
As dimY0 ≤ d − 1 it follows that Yd(Q) = ∅. Therefore we can apply our effec-
tive  Lojasiewicz inequality for empty varieties, Theorem 3.1, to Yd = V (f1, . . . , fm, g, x1 −
p1, . . . , xd − pd) and to the point P with R = hv(P ). It follows that either |g|v > ε or
|fi(P )|v > ε for some i ∈ {1, . . . ,m}, which in either case yields the desired contradiction.
4.2 Reducible case
If X is not assumed to be irreducible over K, then the same theorem holds if the assertion
“g|X(Q) = 0” is replaced by
“g vanishes on some d-dimensional irreducible component of X over K”.
The proof of Theorem 4.1 works equally well for this seemingly more general statement. The
next question is, on which d-dimensional component does g vanish?
To answer this, consider the variety Yd = X ∩ V (g, x1 − p1, . . . , xd − pd), which is non-
empty as the proof of the main theorem showed. Thus we may apply the effective  Lojasiewicz
inequality, Theorem 3.11, to Yd. We obtain a point Q ∈ X(Q) such that log distv(P,Q) ≤ ε′,
where
log ε′ :=
log max(|fi(P )|v, |g(P )|v))
4(n+ 1)(Dn + 1)n+2
+
[K:Q]2
Nv
(n+ 7)2(Dn + 1)
(
h(f1, . . . , fm, g, p1, . . . , pd) + log((m+ 1)nD
2n) + 21
)
+ 2 logR.
(4.9)
Let Y ′0 be a component of Y0 = X ∩ V (g) that contains Q. We apply Corollary 2.24 as in the
proof of the main theorem and deduce that dimY ′0 ≥ d. Since dimY ′0 ≤ dimX = d, Y ′0 is a
component of X on which g vanishes. Summarizing, we obtain the following corollary.
Corollary 4.10 (Robust main theorem for reducible X). Let f1, . . . , fm, g, v, P , and R
be given under the same hypothesis as in Theorem 4.1, except that now X is allowed to be
reducible. Extend v to Q. Let ε′ be given as in (4.9). Then g|X′ = 0 for some d-dimensional
component X ′ (irreducible over K) of X with
distv(P,X
′) ≤ ε′.
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4.3 Dichotomy
Given the variety X and the polynomial g as in the proof by example scheme, there are two
mutually exclusive cases: Either g|X = 0 or g|X 6= 0. In this section we study the problem of
deciding within the proof by example framework, which of these cases hold.
The following dichotomy theorem separates both cases g|X = 0 and g|X 6= 0 far enough
from each other such that one can use numerical methods in order to decide in which of the
two cases a given g falls.
Theorem 4.11 (Dichotomy in the proof by example scheme). Let K, n, f1, . . . , fm, g, X, d,
P , v, R be given as in Theorem 4.1. Choose Df ≥ max(deg(f1, . . . ,deg fm) and Dg ≥ deg g.
Suppose the coordinates of P = (p1, . . . , pn) satisfy
h(pi) ≥ nDmf
(
h(f1, . . . , fm, p1, . . . , pi−1) + 4 log(n+ 2)
)
, for i = 1, . . . , d. (4.12)
Choose H ≥ h(f1, . . . , fm, p1, . . . , pd) + h(g) and
log εf :=− 4 [K:Q]
2
Nv
(n+ 7)3(Dnf + 1)
n+4Dg
(
H + 2 log n+ logm+ logR+ 12
)
,
log εg :=− [K:Q]Nv nD2nf Dg
(
H + 4 log(n+ 1)
)
.
Suppose that
|fi(P )|v ≤ εf for all 1 ≤ i ≤ m. (4.13)
Then exactly one of the following two cases holds.
Case 1. |g(P )|v ≤ εg and g|X = 0.
Case 2. |g(P )|v ≥ 2εg and g|X 6= 0.
Thus in order to decide whether or not g|X = 0, using this dichotomy we only need to
compute |g(P )|v up to an additive precision of εg. The point P at which we evaluate g needs
to be sufficiently generic in a slightly weaker sense (4.12) compared to (4.2) in the main
theorem, and additionally P needs to be sufficiently close to X in the sense of (4.13). Note
that here, the allowed margin of error εf is considerably smaller than the ε (4.3) from the
main theorem; compare in particular the power of D in ε and the power of Df in εf .
In the theorem we consider separate degree bounds Df and Dg, unlike the bound D =
max(Df , Dg) we used in Theorem 4.1, to obtain finer estimates, as in Section 4.5 we apply
Theorem 4.11 in a situation when Dg is considerably larger than Df .
Proof of Theorem 4.11. We consider K as a subfield of Q and extend v to a valuation on Q.
Define Xd := X ∩ V (x1 − p1, . . . , xd − pd). Theorem 3.1 applied to Xd at the point P and
using assumption (4.13) implies that Xd(Q) cannot be empty, dimXd ≥ 0. Then as in the
proof of the main theorem, the genericity assumption (4.12) together with Corollary 2.24 and
dimX = d imply dimXd = 0. Define
log εPQ :=
log εf
4(n+1)(Dnf+1)
n+2 +
[K:Q]2
Nv|K
(n+ 7)2(Dnf + 1)
(
H + log((m+ d)nD2nf ) + 21
)
+ 2 logR.
(4.14)
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We apply Theorem 3.11 to Xd and the point P , and obtain the existence of a point Q ∈ X(Q)
such that
|P −Q|v ≤ εPQ.
One easily bounds v ≤ 1, and hence
|Q|v ≤ |P |v + |P −Q|v ≤ R+ 1 ≤ 2R and thus hv(P,Q) ≤ 2R.
Moreover hv(g) ≤ [K:Q]Nv|K h(g). Using Lemma 2.6,
log |g(P )− g(Q)|v ≤ log εPQ + [K:Q]Nv|K h(g) + (Dg − 1) log 2R+Dg log(n+ 2) =: C1.
A simply but lengthier chain of estimates yields
log εg ≥ C1 ≥ log |g(P )− g(Q)|v. (4.15)
Let L := K(Q) be the field extension of K generated by the coordinates of Q. Since
dimXd = 0, Lemma 2.21 and Corollary 2.15 imply
[L : K] ≤ degX ≤ Dnf .
The exponent of Df on the right hand side can be taken to be m (using Theorem 2.14
together with Corollary 2.15), but again n will turn out to be easier to simplify later. We get
[L : Q] ≤ Dnf [K : Q], and clearly Nv|L ≥ Nv|K .
Also since dimXd = 0, Lemma 2.11 and Corollary 2.17 imply
h(Q) ≤ h({Q}) ≤ h(Xd) ≤ nDnf (H + 2 log(n+ 1)),
where the exponent of Df could again be replaced by m, but n leads to easier simplifications
later. With Lemma 2.7 we continue to bound
h(g(Q)) ≤ h(g) +Dg(h(Q) + log(n+ 1)).
We consider the two mutually exclusive cases:
Case 1: g(Q) = 0. In this case we apply Theorem 4.1 to X, g and the point Q (in place of P ),
and we immediately obtain g|X = 0. Moreover, from (4.15) we obtain |g(P )|v ≤ εg.
Case 2: g(Q) 6= 0. In this case, obviously g|X 6= 0. We use Lemma 2.8 to bound
log |g(Q)|v ≥ − [L:Q]Nv|L h(g(Q)) ≥ −D
n
f
[K:Q]
Nv|K
h(g(Q)).
Putting bounds together and using simple estimates, we obtain
log |g(Q)|v ≥ log(2εg).
The latter inequality together with (4.15) yields
|g(P )|v ≥ |g(Q)|v − |g(P )− g(Q)|v ≥ 2εg − εg = εg.
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How to use the dichotomy. In applications, this dichotomy can be used as follows: Sup-
pose our task is to determine whether or not g|X = 0, where we are in the setting of Theo-
rem 4.1. To do this, the first step is to construct a point P ∈ Qn that is sufficiently generic
in the sense of (4.12) and that is sufficiently close to X in the sense of maxi |fi(P )|v ≤ εf .
This is the difficult part. After having constructed such a point P , one only needs to compute
|g(P )|v up to sufficient precision (namely up to an additive error of εg) such that one knows
which of the two exclusive cases hold, |g(P )|v ≤ εg or |g(P )|v ≥ 2εg. By the dichotomy, these
two cases correspond exactly to the cases g|X = 0 and g|X 6= 0, which solves the task.
Reducible case. Let us also consider the dichotomy theorem in the seemingly more general
case when X is not assumed to be irreducible over K. Using essentially the same proof we
obtain the following corollary.
Corollary 4.16 (Dichotomy for reducible X). Let K, n, f1, . . . , fn, g, X, d, Df , Dg, P , v,
R be given as in Theorem 4.11, except that X is not required to be irreducible. Suppose that
P satisfies (4.12) and (4.13), and let εPQ be given as in (4.14). Consider K ⊆ Q and extend
v to Q. Then exactly one of the following two cases holds.
Case 1. |g(P )|v ≤ εg and g|X′ = 0 for some d-dimensional K-component X ′ of X with
distv(P,X
′) ≤ εPQ.
Case 2. |g(P )|v ≥ 2εg and g|X 6= 0. More precisely, g(Q) 6= 0 for some Q ∈ X(Q) with
distv(P,Q) ≤ εPQ.
4.4 Exact main theorem
As a corollary of Theorem 4.1 we obtain the following exact main theorem, “exact” because
we require that all fi(P ) and g(P ) vanish exactly.
Corollary 4.17 (Exact main theorem). Let f1, . . . , fm ∈ K[x1, . . . , xn] be polynomials over
a number field K, and let the associated affine variety X = V (f1, . . . , fm) ⊆ An be d-
dimensional and irreducible over K. Let g ∈ K[x1, . . . , xn]. Let P ∈ X(K) be a K-rational
point with coordinates P = (p1, . . . , pn) that satisfy the height bounds (4.2) (or alternatively,
the weaker bounds (4.7)) and g(P ) = 0. Then g|X = 0.
Proof of Corollary 4.17. Choose an arbitrary valuation v ∈MK and apply Theorem 4.1.
Reducible case. If X is not assumed to be irreducible over K, then the same corollary
holds if the assertion “g|X = 0” is replaced by
“g vanishes on any d-dimensional component of X that passes through P”.
The proof is analogous to the one of Corollary 4.10. Note that in this exact setting, it
works indeed for any choice of component of Y0 that contains P .
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4.5 Measuring dimension by example
In the robust and exact main theorems, Theorem 4.1 and Corollary 4.17, we assumed that the
underlying variety X is irreducible and d-dimensional. We furthermore saw natural general-
izations of the main theorems in case X is only reducible and d-dimensional. In this section
we discuss how to proceed without the knowledge of the dimension of d, as it may indeed not
be known in practice. In particular the following theorem can be used similarly to the proof
by example scheme to determine dimX by checking a certain inequality 4.21 for a point P
that is sufficiently generic (4.19) and sufficiently close to X (4.20), as in the robust main
theorem.
Theorem 4.18 (Dimension by example). Let K be a number field and v ∈ MK . Let
f1, . . . , fm ∈ K[x1, . . . , xn] define an irreducible affine variety X = V (f1, . . . , fm) ⊆ An.
Let Df := max(deg f1, . . . ,deg fm). Let 0 ≤ d ≤ n. Let P = (p1, . . . , pn) ∈ Kn be a point in
the ball |P |v ≤ R for some R ≥ 1, whose first d coordinates satisfy the height bounds
h(pi) ≥ nDmf
(
h(f1, . . . , fm, p1, . . . , pi−1) + 4 log(n+ 2)
)
, for i = 1, . . . , d. (4.19)
Let H := h(f1, . . . , fm, p1, . . . , pd) and
log ε′f := − 4 [K:Q]
2
Nv
(n+ 7)3(Dnf + 1)
n+5
(
H + 2 log n+ logm+ logR+ 12
)
,
log εdet := − [K:Q]Nv nD3nf
(
H + 4 log(n+ 1)
)
.
Suppose
|fi(P )|v ≤ ε′f for all i = 1, . . . ,m (4.20)
and
| det(e1, . . . , ed,∇f1(P ), . . . ,∇fn−d(P ))|v > εdet. (4.21)
Then dimX = d.
Remark 4.22 (Reducible case). If X is not assumed to be irreducible over K, then the same
theorem holds if the assertion “dimX = d” is replaced by
“X has a d-dimensional component X ′ with distv(P,X ′) ≤ εPQ,”
where εPQ is given in (4.14).
Proof of Theorem 4.18. Let M be the n× n matrix (e1, . . . , ed,∇f1, . . . ,∇fn−d) with entries
in K[x1, . . . , xn]. Consider the polynomial g := detM . Note that | ddxj fi|v ≤ deg fi |fi|v.
Hence hv(M(x1,...,xn)) ≤ hv(f1, . . . , fm) + logDf . Using Lemma 2.6, we obtain
hv(g) ≤ (n− d)(hv(f1, . . . , fm) + logDf ) + δv|∞(n− d)(log(n− d) +Df log(n+ 1)).
and hence
h(g) ≤ (n− d)(h(f1, . . . , fm) + logDf + log(n− d) +Df log(n+ 1)).
Clearly, deg g ≤ (Df − 1)n−d ≤ Dnf =: Dg. We apply the dichotomy results from Section 4.3
to X, g, and P , in particular Corollary 4.16. By assumption 4.21, g(P ) > εdet, which implies
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that we are in Case 2 of the dichotomy of Corollary 4.16. Hence there exists Q ∈ X(Q) such
that g(Q) 6= 0 (and distv(P,Q) ≤ εPQ, with εPQ as in (4.14)). Following the proof of the
Corollary 4.16, we may assume that Q ∈ Xd(Q). This implies that ∇f1(Q), . . . ,∇fn−d(Q)
are linearly independent over Q. Therefore any component X ′ of X through Q has dimension
at most d: dimX ′ ≤ d.
Let X ′d := X
′ ∩ Xd. Using Corollary 2.24 together with assumption (4.19), we see that
either X ′d = ∅ or dimX ′ = dimX ′d + d. As Q ∈ X ′d(Q), the latter holds and dimX ′ ≥ d.
Together both inequalities prove that dimX ′ = d. Since X is irreducible we have X = X ′,
which finishes the proof.
On the strength of Theorem 4.18 and a converse. The strength of Theorem 4.18
comes from the fact that the required bound on the valuation of the determinant (4.21) is
reasonably weak. If this bound was too large, the theorem would rarely apply and thus
become useless. In fact the bound is so weak that it is “almost equivalent” to dimX = d, in
the following sense.
Assume that for any permutation of the f1, . . . , fm, (4.19) and (4.20) hold but not (4.21).
Then by the dichotomy, there exists a point Q ∈ Xd(Q) with distv(P,Q) ≤ εdet such that the
Q-linear span NQ(X) := Q{∇f1(Q), . . . ,∇fm(Q)} is at most (n− d− 1)-dimensional.
Assuming that X has indeed dimension d and that f1, . . . , fm generate I(X) (i.e. that
〈f1, . . . , fm〉 is a radical ideal), then dimNQ(X) ≤ n− d− 1 means that Q is a singular point
of X. In other words:
Corollary 4.23 (A converse of Theorem 4.18). If 〈f1, . . . , fm〉 = I(X), if X is smooth,
and if (4.19) and (4.20) hold, then dimX = d is equivalent to the statement that the equa-
tions (4.21) hold for all permutations of f1, . . . , fm.
A version of this last statement can also be proved in case X is not smooth: If X is not
smooth, then its singular points form a subvariety S of X which is cut-out by the vanishing of
all (n− d)-minors of the matrix (∇f1, . . . ,∇fm). In this way, h(S) can be explicitly bounded
in terms of h(X), m, and n. Thus under a suitably stronger version of assumption (4.19), one
can argue via Corollary 2.24 that S ∩Xd is empty, and hence Q a regular point of X.
Remark 4.24 (Robustness of (4.21)). A last point to note is that (4.21) can be checked nu-
merically: Under the assumptions (4.19) and (4.20), the dichotomy implies that | det(. . .)|v >
εdet holds if and only if |det(. . .)|v ≥ 2εdet. Thus |det(. . .)|v needs to be computed only up
to an additive precision of εdet.
4.6 Sufficiently generic points
In the robust main theorem, the chain of height inequalities (4.2) ensured that the example P
is sufficiently generic. This criterion is easy to check and valid for a set of points P which
is obviously dense with respect to the v-norm for any v ∈ MK , however the upper Banach
density of this set is close to zero. Now we ask, whether this criterion can be generalized, such
that in applications one becomes more flexible in constructing a suitably generic example.
Definition 4.25. Let H ∈ R>0, D ∈ Z≥1, K be a number field, v ∈ MK , and d ∈ Z≥1. We
call a point Q ∈ (Cv)d (H,D,K)-generic if f(Q) 6= 0 for any polynomial f ∈ K[x1, . . . , xd]
with h(f) ≤ H and deg f ≤ D.
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Note that (∞,∞,K)-generic points are exactly the points in (Cv)d with algebraically
independent components, independently of the number field K. Thus (H,D,K)-genericity is
a relaxation of algebraic independence. Also, for given H,D,K, the non-(H,D,K)-generic
points lie in the union of finitely many hypersurfaces V (f) with h(f) ≤ H, deg f ≤ D, and this
union is an algebraic variety. In this sense, most of the points of (Cv)
d are (H,D,K)-generic.
Corollary 4.26. Theorem 4.1 also holds when the genericity condition (4.2) is replaced by
the requirement that Q := (p1, . . . , pd) is (H0, D0,K)-generic with D0 := dD
m+1 and
H0 := nD
m+1
(
h(f1, . . . , fm, g) + 3 log(n+ 2)
)
.
Proof. As in the proof of the main theorem, we assume that Y0 = X∩V (g) has dimY0 = d−1.
Let fY0 be a normalized Chow form for Y0. Let e1, . . . , ed be the standard basis vectors of Q
d.
Let f(α1, . . . , αd) := fY0((−α1, e1), . . . , (−αd, ed)) ∈ K[α1, . . . , αd]. By definition of fY0 , any
zero (α1, . . . , αd) of f corresponds to a d-dimensional hyperplane {x | x1 = α1, . . . , xd = αd}
whose projective closure intersects the projective closure of Y0. Thus if we can show that
f(Q) 6= 0, then Yd := Y0 ∩ V (x1 − p1, . . . , xd − pd) is the empty variety and we can proceed
with Yd as in the proof of the main theorem.
Let δ0 := deg Y0 ≤ Dm+1, where as before, D = max(deg f1, . . . ,deg fm,deg g). Hence
deg f ≤ deg fY0 ≤ dδ0 ≤ dDm+1 = D0.
As for the height,
h(f) ≤ h(fY0) ≤ h(Y0) + δ0d
(
log(n+ 2) +
n∑
i=1
1
2i
)
by Lemma 2.12. Furthermore,
h(Y0) ≤ nDm+1
(
h(f1, . . . , fm, g) + 2 log(n+ 1)
)
.
Putting both bounds together, we obtain h(f) ≤ H0. As Q was assumed to be (H0, D0,K)-
generic, it follows f(Q) 6= 0, which remained to be proved.
Corollary 4.26 offers a considerably more general genericity assumption compared to (4.2)
from Theorem 4.1, however in practice it will be more difficult to check whether a given
point P satisfies this condition. The trivial algorithm to check (H,D,K)-genericity would
verify f(Q) 6= 0 for all f from the definition, however this is far from practical. Whether a
practical algorithm exists is unclear.
In cases where (4.2) is too restrictive, one may try to borrow methods from transcendence
theory that are usually build to prove algebraic independence. We in particular refer to Philip-
pon [50], Jabbouri [25], Laurent and Roy [35], and Philippon [47, Ch. 8]. For example, [47,
Ch. 8] contains a quite general “criterion for algebraic independence” with several adjustable
parameters that in fact offers sufficient criteria for (H,D,K)-genericity.
Remark 4.27 (Sufficiently generic points for the exact proof by example scheme.). Suppose
X ⊆ An is a given irreducible d-dimensional variety, and g ∈ K[x1, . . . , xn] is a given poly-
nomial for which we want to show g|X = 0. In the exact proof by example scheme, we need
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a point P ∈ X(Q) such that g(P ) = 0 implies g|X = 0. If g satisfies bounds h(g) ≤ H and
deg g ≤ D that are known to us, then a point P ∈ X(Q) is sufficiently generic for g if P does
not lie in the union of all X ∩ V (q) with q ∈ K[x1, . . . , xn] \ I(X), h(q) ≤ H, and deg q ≤ D.
By Theorems 2.14 and 2.16, all Q-rational points in X \⋃W are therefore sufficiently generic
for g, when the union runs over all (d− 1)-dimensional subvarieties W of X with
degW ≤ D degX and h(W ) ≤ D(h(X) + degX(H + log(n+ 1))).
5 Proving theorems in plane geometry
In this section we consider theorems from plane geometry in order to discuss the strengths
and weaknesses of the proof by example scheme. Disclaimer: Proof by example will not be a
serious contender for the currently best geometric automated theorem prover, as it is limited
to statements of the type g ∈ I(X), has obstructions such as the irreducibility of X, and may
not be computationally efficient enough; compare with Section 6.1.
Automated theorem proving in geometry has a long history. The first such algorithm to
prove (or disprove!) statements in elementary euclidean geometry was obtained by Tarski by
showing that his first-order axiomatization of elementary geometry is decidable. There are
various more practical approaches today: Wu’s method [62, 63] is based on Ritt’s charac-
teristic set method [54], see also Chou [8]. Gro¨bner bases by Buchberger [7] were used for
example by Kapur [29]. Chou, Gao, and Zhang developed an area method [9] and a full angle
method [10]. This is only a small extract of a vast literature. Two of the current implemen-
tations of automated theorem provers in geometry are GCLC [26] and the OpenGeoProver
within GeoGebra [23].
The strength to prove many theorems is only one criterion for automated theorem provers.
Others are for example the human readability of the constructed proofs. The author will let
the reader decide whether proofs by example are particularly readable for humans. Here,
important aspects are not only the easiness of verification of a proof, but also the conceptual
understanding of why a statement is true.
5.1 Example: Thales’ theorem
We choose Thales’ theorem not only because it is a minimal non-trivial example for our
proof by example scheme, but also for its historic value. Thales of Miletus (∼ 600 BC) is the
first known individual person to whom a mathematical discovery is attributed, and his most
famous one is the theorem that is named after him. In Euclid’s “Elements” [48], it is stated
as follows: “The angle in a semi-circle is a right-angle.” See the first sentence of Proposition
31 in the third book of [48]. Purportedly, Thales sacrificed an ox for his discovery.
Theorem 5.1 (Thales). If three distinct points A, B, C lie on a circle k such that the line
segment AB is a diameter of k, then ]BCA measures 90◦.
We will give two similar proofs by example, one using v =∞, the other with v = 7.
First proof of Thales’ theorem by example, via v =∞. We may assume that A and B have
Cartesian coordinates A = (−1, 0) and B = (1, 0), as this can be achieved by a similarity
transformation. The circle k with diameter AB is thus the unit circle.
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Setting up the proof by example scheme. Let C have coordinates C = (p1, p2). As
C ∈ k, (p1, p2) is a root of the polynomial f(p1, p2) := ||C||2 − 1, where ||(x, y)||2 = x2 + y2
denotes the standard Euclidean norm of R2. As there are no other steps in the construction
and the points A, B have been fixed in advance, the variety X := V (f) ⊆ A2 parametrizes all
possible constructions, in the sense that each (p1, p2) ∈ X(R) corresponds to a point C ∈ k.
Figure 1: A non-exact sketch for Thales’ theorem. If it is sufficiently
generic and precise, it leads to valid proof by example.
That ]BCA is a right angle can be encoded in saying that (p1, p2) is a root of the
polynomial g(p1, p2) := 〈C−A,C−B〉, where 〈(x, y), (x′, y′)〉 = xx′+yy′ denotes the standard
euclidean inner product of R2.
Thales’ theorem now states that g vanishes on X(R). We will show this by proving
g ∈ I(X) using the proof by example scheme as follows.
Remark 5.2. Of course in this simple setting one can directly compute g(p1, p2) = p
2
1 + p
2
2−
1 = f(p1, p2), which thus yields an analytic proof of Thales’ theorem.
Irreducibility and dimension of X. Note that f is non-zero and irreducible, hence X is
irreducible over Q and of dimension 1.
Bounding heights. As all non-zero coefficients of f are ±1, we see that
h(f) = 0.
For the sake of a good example, let us bound the height of g naively, ignoring that in fact
h(g) = 0. Suppose that we compute (p1 + 1)(p1 − 1) = p21 − 1, which has height 0, and that
(p2 − 0)(p2 − 0) = p22 has height 0 as well, but when we take their sum we naively refer to
Lemma 2.7, to obtain the bound
h(g) ≤ log 2.
Together we get
h(f, g) ≤ h(f) + h(g) ≤ log 2.
Choosing p1. In order to obtain a sufficient lower bound for h(p1) we use (4.7) from Re-
mark 4.6 instead of the more restrictive bound (4.2) from the main theorem, simply in order
to get a proof with smaller numbers. According to (4.7), we may choose any p1 with height
at least
H :=
(
h(f, g)212 + (2 + 2) log(3)
)
22 + 22 · 1(log 4 + 3/4) + log 2.
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Using the bound h(f, g) ≤ log 2 from above, we compute that H/ log 10 ≤ 13, and thus taking
p1 = 0.1234567890123 = 1234567890123/10
13
will have a sufficiently large height. One may choose any other p1 ∈ Q of sufficiently large
height, notably also those with |p1| > 1, but let us keep things real.
We will use the valuation v =∞, that is, | . |v is the usual norm of C. We need to declare
a bound R ≥ 1 for |P |. As we are only interested in points P on the unit circle, we choose
R := 2, allowing for some comfortable numerical margin of error. For this p1 and R, we
compute
ε ≥ 10−1300,
which corresponds to a precision of 1300 decimal digits.
Solving for p2. Given this p1 and f , we have to find an at least approximate root of f(p1, ).
Since 1300 log2 10 ≈ 4318.5, we compute numerically p˜2 as
√
1− p21 in interval arithmetic with
4330 bits of precision (our computations were done in the computer algebra system Sage [15],
see Figure 2 for the relevant part of our implementation). That is, p˜2 is an exactly computed
interval which contains the correct value of
√
1− p21, and whose end-points are floating point
numbers with 4330 bits of relative precision. In what follows we will compute that any choice
for p2 ∈ p˜2 yields a suitable example P = (p1, p2) for the proof by example scheme. This
freedom is depicted in Figure 1.
Bounding |f(P )|, |g(P )|, and R. We plug (p1, p˜2) into g, again using interval arithmetic,
and obtain an exactly computed interval
g(p1, p˜2) ⊆ [−1.1 · 10−1303, 1.1 · 10−1303].
Thus we are certain that plugging in any value p2 ∈ p˜2 yields
|g(p1, p2)| ≤ 1.1 · 10−1303 ≤ ε.
We similarly check that indeed |(p1, p˜2)| ≤ 1.0 ≤ R, and hence |(p1, p2)| ≤ R for any p2 ∈ p˜2.
We could do the same for f(p1, p˜2), but for simplicity we can just take the correct root
p2 =
√
1− p21 (without computing it numerically), such that automatically f(p1, p2) = 0.
Finishing the proof. We apply Theorem 4.1 and obtain that g vanishes on X = V (f).
This finishes the proof of Thales’ theorem.
In the proof we chose v =∞, since it corresponds to the norm in Q coming from the usual
norm in C. Because of this choice, we ran into a mild numerical challenge of bounding errors,
which we solved using interval arithmetic. The advantage of using p-adic norms instead is
that the numerics become easier as one can work in a fixed precision (essentially because when
adding two p-adic digits, carries have smaller norm, as opposed to larger norm when using
v =∞).
40
K = RealIntervalField(4330)
p1 = K(1234567890123/10ˆ13)
p2 = sqrt(1-p1ˆ2)
gP = (p1-1)*(p1+1)+(p2-0)*(p2-0)
print "g(p1, p2) >=", gP.lower()
print "g(p1, p2) <=", gP.upper()
Figure 2: Sage code that is used to bound
|g(p1, p2)|∞ for our first proof of Thales’
theorem.
K = Qp(7, prec = 1525)
p1 = K(7*1234567890123)
p2 = sqrt(1-p1ˆ2)
gP = (p1-1)*(p1+1)+(p2-0)*(p2-0)
print "g(p1, p2) =", gP
Figure 3: Sage code that is used to bound
|g(p1, p2)|7 for our second proof of Thales’
theorem.
Second proof of Thales’ theorem by example, via v = 7. The proof works in exactly the same
way as the first one, constructing f , g, R = 2, H, up to the point where we choose p1. We
work over the field of 7-adic numbers Q7. It will turn out that for the p1 chosen below we
have ε ≥ 7−1525, and so we do computations within a precision of 1525 7-adic digits, i.e. the
computations are done in the ring Q7/7
1525Z7: Since in this example all numbers turn out
to be 7-adic integers, i.e. numbers from Z7, taking this precision means that we simply do
computations in Z/71525Z. See Figure 3 for the most relevant part of our implementation in
Sage. We choose a value for p1 with |p1|7 < 1 in order to avoid going into an extension field
of Q7 when taking the square root below. So let us take p1 = 7 · 1234567890123, which has
sufficient height, h(p1) ≥ H, and which in Z7 up to precision 1525 reads
7+5 ·72 +5 ·73 +3 ·75 +6 ·76 +2 ·77 +78 +5 ·79 +3 ·710 +2 ·711 +712 +5 ·713 +5 ·714 +715 +O(71525).
Next we compute p2 =
√
1− p21 within Z7 up to precision 1525, the first and last few digits
of which are
p2 = 1 + 3 · 72 + 5 · 73 + . . .+ 2 · 71523 + 6 · 71524 +O(71525).
Next we plug p1 and p2 into f and g and obtain
f(p1, p2) = g(p1, p2) = 0 +O(7
1525).
In other words, we could simply pick the rational integers (i.e. elements in Z)
p1 = 7 · 1234567890123 and p2 = 1 + 3 · 72 + . . .+ 6 · 71524,
for which
|f(p1, p2)|7 ≤ ε, |g(p1, p2)|7 ≤ ε, and clearly |(p1, p2)|7 = 1 ≤ R.
Applying Theorem 4.1 shows that g ∈ I(X), which proves Thales’ theorem.
5.2 More general ruler and compass constructions.
We treat geometric constructions here in a way, which is not most efficient but easy to study.
For us a construction consists of the following three building blocks.
1. Free objects, such as: points, lines, and circles.
2. Equalities, obtained from requiring incidences such as “point A lies on line `” or relations
such as “lines `1 and `2 are parallel”.
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3. Inequalities, obtained from requirements of distinction such as “points P1 and P2 are
distinct” or “line ` is not a tangent of circle k”.
For the sake of this section, a geometric construction is an iterative recipe using these
building blocks: One generates free objects and then puts (algebraic) equalities and inequal-
ities on them. In this way, we build up a configuration space X = V (f1, . . . , fm) ⊂ An
of all possible outcomes of a geometric construction. At the beginning of the construction,
(n,m) = 0 and X = A0.
Free objects. Let X = V (f1, . . . , fm) ⊆ An be the configuration space for a construction.
We can add a free point P = (a, b) to the construction by introducing two new coordinates
pn+1, pn+2 to the ambient space, which correspond to the coordinates of P . The new config-
uration space is X ′ = I(f1, . . . , fm) ⊆ An+2, determined by the same equations as X.
Similarly, adding a line with equation L : y = ax + b to the construction adds as well
two new coordinates. Note that lines of this form are exactly those that are not parallel to
the y-axis. We restrict to such lines in order to keep X an affine variety. Statements about
constructions that involve lines parallel to the y-axis can be reduced to the one which avoids
such lines altogether by one of the following two arguments:
1. Suppose the statement in question is rotation invariant, in the sense that if it holds for
one construction then it also holds for any rotated copy of this construction. Then, if a
construction involves lines parallel to the y-axis, one can reduce it to the case without
lines parallel to the y-axis by applying a suitable rotation.
2. Suppose the space of all constructions is the set Y (R) of real points on some suitable
projective variety Y that contains X as an open subvariety, such that Y = X is the
projective closure of X, and that the statement in question is that g˜ = 0 for some regular
function g˜ on Y . Then let g = g˜|X , and suppose one can prove the statement g = 0 on
X by example. This means that g ∈ I(X), which by continuity implies that g˜ = 0 on Y .
Similarly, adding a circle of the form k : (x − a)2 + (y − b)2 = r2 or a conic of the form
C : ax2 + bxy + cy2 + dx + ey + 1 = 0 adds 3 and 5 new coordinates, respectively. Note
that circles and conics of this form may be degenerate; if this is not desired one can add an
inequality (e.g. r 6= 0) as explained below. Also note that conics of this form cannot go
through the origin; if this restriction is not desired then one can argue as with lines above.
Equalities of the form f = 0. Let X = V (f1, . . . , fm) ⊆ An be the configuration space for
a construction. We can impose any algebraic relations on the parameters of the free objects
in the construction, simply by appending this relation as a further equation fm+1 on X, thus
obtaining a new configuration space X ′ = I(f1, . . . , fm+1) ⊆ An.
For example we can impose that two lines are parallel, or that two circles are tangent
to each other. Slightly less trivial are angles: Let ](`1, `2) denote the oriented mod-pi angle
between two lines `i : y = aix+bi (i = 1, 2). This angle is α2−α1 mod pi if tanαi = bi (i = 1, 2),
and it is thus determined by tan(α2 − α1) = (b2 − b1)/(1 + b1b2) (which we allow to be ∞ in
the obvious way). For four such lines `i (i = 1, 2, 3, 4), we obtain that ](`1, `2) = ](`3, `4)
mod pi if and only if (b2 − b1)(1 + b3b4) − (b4 − b3)(1 + b1b2) = 0, which is an equation of
degree 3.
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Inequalities of the form f 6= 0. Let X = V (f1, . . . , fm) ⊆ An be the configuration space
for a construction. For any polynomial f(p1, . . . , pn) in the n coordinates of A
n we can add
the constraint f(p1, . . . , pn) 6= 0 to the construction as follows: We append one “dummy
variable” pn+1 and the equation fm+1(p1, . . . , pm+1) = 0, where fm+1(p1, . . . , pm+1) := 1 +
pn+1f(p1, . . . , pn). Let X
′ := V (f1, . . . , fm+1) ⊆ An+1, and let pi : An+1 → An be the
projection to the first n coordinates. Then pi|X′ : X ′ → X \{f = 0} is an isomorphism of
quasi-affine varieties, the inverse of which is given by P 7→ (P,−1/f(P )).
For example we can require that two points are distinct. Moreover for every equality from
above that we could impose on the construction, we could equally well impose its negation
on the construction instead.
5.3 The associated proof by example scheme
In the previous section we described how we obtain the configuration space
X = V (f1, . . . , fm) ⊆ An.
The statement g|X = 0 will usually come from a polynomial g that corresponds to one of the
equalities as in the previous section.
The ambient dimension n and the number m of generators of I(X) depends on the number
of building blocks of the construction. Let nf be the number of parameters of all free objects.
Let ne be the number of equalities, and ni the number of inequalities. Let De be the maximal
degree of an equality, and Di the maximal degree of an inequality. Then n = nf + ni,
m = ne + ni, and D := max(deg f1, . . . ,deg fm, deg g) = max(De, Di + 1,deg g). Plugging
this into the main theorem, we obtain an explicit proof by example scheme, except that the
dimension of X and its irreducibility may be non-obvious.
Irreducibility. To achieve irreducibility, we usually have to remove the trivial components
by adjoining further inequalities to the construction. In case there are more than one irre-
ducible components Xi of interest for which we want to show g|Xi = 0, one has to apply
the main theorem for each of these components separately, each time blending out the other
components by adjoining appropriate inequalities. As all depends on the context, a general
method for achieving irreducibility in a practical way is unlikely to exist. Irreducibility can
indeed be a major obstacle for the applicability of the proof by example scheme.
Dimension. Determining the dimension d = dimX will in general be easier than achieving
irreducibility. If the chosen equalities are seemingly independent from each other, the natural
guess for the dimension of X is d = n−m. To check that this guess is indeed correct, we can
make use of Theorem 4.18.
A lower bound for the determinant (4.21) in Theorem 4.18 can be quickly obtained without
large matrix computations if we restrict to certain natural subclasses of constructions: For
the general constructions of Section 5.2 we allowed to simply add polynomial equalities and
inequalities to the construction. If instead we start the construction from some free objects and
create new objects only from previous ones via ruler and compass constructions, the matrix
in Theorem 4.18 will be block-diagonal, with one block for every construction step, that is, for
every newly constructed object. The determinant of the whole matrix is the product of the
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determinants of the blocks. So if we choose the initial free objects in such a way that every
diagonal block has determinant with v-norm at least (εdet)
1/(n−d), then condition (4.21) will
hold. A v-large determinant of the diagonal block of a newly constructed object just means
that this new object was constructed in a sufficiently transversal way. For example if this new
object is the intersection of two already constructed lines, this means that the lines should
not be ‘too parallel’.
6 Discussion
We have seen that Theorem 4.1 provides a way to prove statements of the form g ∈ I(X) by
example. However so far this scheme has practical limits.
6.1 Limits of the proof by example scheme
Non-algebraic statements. So far, the proof by example scheme works only in the alge-
braic setting of the main theorem. Already if we introduce inequalities of the form f ≥ 0 to
a construction in plane geometry, the scheme stops working.
Irreducibility. Checking that X is irreducible or computing its connected component over
K might be very difficult. There does not seem to exist a natural way to show irreducibility
“by example” due to the local nature of the proof scheme. One might use Gro¨bner bases,
however in cases where these are easily computable, one can equally well check g ∈ I(X)
using Gro¨bner bases directly.
Precision. In practice, the required precision might just be too high in order to do compu-
tations within reasonable time and memory constraints.
Finding a suitable example. When constructing the example P = (p1, . . . , pn), the first
d coordinates can be chosen freely up to the height constraints. But then pd+1, . . . , pn have
to be determined at least numerically up to a given precision. The problem is to compute at
least one point up to a given precision of the zero-dimensional variety X ∩V (x1−p1, . . . , xd−
pd). Numerical algebraic geometry provides robust methods to solve this problem, see e.g.
Sommese, Verschelde, Wampler [59]. However it still can be a bottleneck in the proof by
example scheme.
6.2 Future problems
Strengthening bounds. Can the bounds in Theorem 4.1 be tightened? The natural aim
are practical bounds, which also means that we may restrict this question to ideals I(X)
that appear in practice. For example for sparse systems of polynomials (f1, . . . , fm, g), Krick–
Pardo–Sombra [33, Cor. 4.12] provide a suitable arithmetic Nullstellensatz with bounds that
can be considerably tighter than their general bounds, and we can directly use it in place of
their Theorem 2.18 above.
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Computer-generated bounds. It would be useful to have an algorithm that computes
very good bounds that are needed in the proof by example scheme. The algorithm should
not only implement the bounds from the theorems, but also from the proofs, which can be
considerably improved by the more knowledge of the fi’s and g one uses. One should not
only do this for the proofs of this paper, but also perhaps more importantly for the arithmetic
Nullstellensatz.
Sufficiently generic points. Are there more general sufficient criteria for a point P to be
sufficiently generic for the proof by example scheme to work? Such criteria should be easy to
verify for a human, or at least for a computer.
Non-algebraic settings. Are there settings other than the algebraic one where proofs by
examples may reasonably exist?
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