Interval-censored failure time data occur in many medical investigations as well as other studies such as demographical and sociological studies. They include the usual right-censored failure time data as a special case but provide much more complex structure and less relevant information than the right-censored data. This article reviews some basic concepts, issues and the corresponding statistical approaches related to the analysis of interval-censored data as well as recent advances. In particular, we discuss estimation of a survival function, comparison of several treatments and regression analysis as well as competing risks analysis and truncation in the presence of interval censoring. A well-known example of interval-censored data is described and analysed to illustrate some of the statistical procedures discussed.
Introduction
In statistical literature, interval censoring usually represents a sampling scheme or an incomplete data structure. By interval censoring, we mean that a random variable of interest is known only to lie within an interval instead of being observed exactly. For applications in survival analysis, the random variable is the time to some event such as death, a disease recurrence or a distant metastasis. Many clinical trials and longitudinal studies may generate interval-censored data. 1−3 One common example occurs in medical or health studies that entail periodic follow-up. In this situation, an individual due for the pre-scheduled observations for a clinically observable change in disease or health status may miss some observations and return with a changed status. Accordingly, we only know that the true event time is greater than the last observation time at which the change has not occurred and less than or equal to the first observation time at which the change has been observed to occur, thus giving an interval which contains the real (but unobserved) time of occurrence of the change.
Another example of interval-censored data arises in the acquired immune deficiency syndrome (AIDS) trials 4 that, for example, are interested in times to AIDS for human immunodeficiency virus (HIV) infected subjects. In these cases, the determination of AIDS onset is usually based on blood testing, which can be performed obviously only periodically but not continuously. In consequence, only interval-censored data may be available for AIDS diagnosis times. A similar case is for studies on HIV infection times.
If a patient is HIV positive at the beginning of a study, then the HIV infection time is usually determined by a retrospective analysis of his or her medical history. Therefore, we are only able to obtain an interval given by the last HIV negative test date and the first HIV positive test date for the HIV infection time.
An important special case of interval-censored data is the so called current status data. 5, 6 This type of censoring means that each subject is observed only once for the status of the occurrence of the event of interest. In other words, we do not directly observe the survival endpoint but, instead, we only know the observation time and whether or not the event of interest has occurred at the time. In consequence, the survival time is either left-or right-censored. One such example is the data arising from crosssectional studies on survival events. 7 Another example is given by the tumourigenicity study and, in this situation, the time to tumour onset is usually of interest but not directly observable. 8 As a matter of fact, we only have the exact measurement of the observation time, which is often the death or sacrifice time of the subject. Note that for the first example, current status data occur due to the study design, while for the second case they are often observed because of our inability of measuring the variable directly and exactly. Sometimes we also refer current status data to as case I interval-censored data and the general case as case II interval-censored data. 9 We now establish some notation for interval censoring. Let T denote the survival time of interest. When T is interval-censored we use I = (L, R] to denote the interval containing T. Using this notation, we see that current status data correspond to the situation where either L = 0 or R = ∞. Interval censoring also contains right censoring and left censoring as special cases and if R = ∞, we have a right-censored observation, while if L = 0 we obtain a left-censored observation.
To this point, the survival time has been defined as the time between a fixed starting time point, usually zero, and the event time. One can apply a more general framework that defines the survival time as the time between two related events whose occurrence times are random variables and both could suffer censoring. If there is right-or intervalcensoring on both occurrence times, the resulting data are commonly referred to as doubly-censored data. 4, 10 An example of such complicated type of data is provided by the AIDS studies discussed above when the variable of interest is AIDS incubation time, 4 the time from HIV infection to AIDS diagnosis, with both the HIV infection time and the AIDS diagnosis time being right-or interval-censored.
In applications, interval-censored data can be easily confused with grouped survival data. There is actually a fundamental difference between these two data structures although both usually appear in the form of intervals. The grouped survival data can be seen as a special case of interval-censored data and commonly mean that the intervals for any two subjects either are completely identical or have no overlapping. In contrast, the intervals for interval-censored data may overlap in any way. As a consequence of this structure difference, statistical methods for grouped survival data are much more straightforward than those for interval-censored data.
To illustrate the concepts described above, consider a set of well-known case II interval-censored data on breast cancer, which can be found in Finkelstein and Wolfe 11 and Sun 3 among others. The data consist of 94 early breast cancer patients treated at the Joint Center for Radiation Therapy in Boston between 1976 and 1980. For their treatments, the patients were given either radiation therapy alone (RT, 46 patients) or radiation therapy plus adjuvant chemotherapy (RCT, 48 patients). Each patient was supposed to have clinic visits every 4-6 months to be examined for cosmetic appearance such as breast retraction. However, actual visit times differ from patient to patient and the times between the visits also vary. As a consequence, only interval-censored data are observed for breast retraction times. Specifically, among the 94 patients, 38 of them did not experience breast retraction during the study, giving right-censored observations for the breast retraction times. For other patients, intervals such as (25, 37] were observed for their breast retraction times. Here the interval (25, 37] means that the patient had a clinic visit at month 25 and no breast retraction was detected at the visit, while at the next visit at month 37, breast retraction was found to be present already. There are five patients for whom the breast retraction was detected at their first clinical visits, giving the observed intervals with the left end points being zero or left-censored observations. One objective of the study was to compare the two treatments through their effects on breast retraction and more discussion on this will be given subsequently.
The rest of this article will follow the style of Sun 12 with the focus on medical applications, some basic issues and available methods for them, and the recent development in the literature for interval-censored data. The readers are referred to Sun 3 for more complete references. In the following, we will begin in Section 2 with describing a fundamental and important assumption behind most methodologies dealing with interval censoring: non-informative interval censoring. It basically states that the censoring mechanism does not contribute to the likelihood function. For the analysis of intervalcensored data, we will first discuss non-parametric estimation of a survival function as well as a hazard function in Section 3. In Section 4, the methods for comparing several survival functions will be reviewed. Regression analysis of interval-censored data under various semi-parametric models is then considered in Section 5. Section 6 briefly covers a few other topics including parametric approaches, interval-censored data with truncation, multivariate interval-censored data, competing risks interval-censored data and informative interval censoring. Finally, some concluding remarks are given in Section 7.
Non-informative interval censoring
In the case of right-censored failure time data, a common assumption is that the censoring time is independent of the survival time of interest marginally or conditionally given external covariates. It is clear that this assumption cannot be directly generalised to interval censoring since in this case with the notation defined above, the endpoints of the interval, L and R, together with the survival time T, have a natural relationship L < T ≤ R. Instead, for interval-censored data, the non-informative interval censoring assumption specified as
is usually used. 3, 13 It essentially says that, except for the fact that T lies between l and r which are the realisations of L and R, the interval (L, R] (or equivalently its endpoints L and R) does not provide any extra information for T. In other words, the probabilistic behaviour of T remains the same except that the original sample space T ≥ 0 is now reduced to l = L < T ≤ R = r.
In the existence of covariates denoted by Z, one can relax the assumption (1) to
All methods discussed below will be based on the assumption (1) or (2) unless specified otherwise. In practice, one question of interest is the conditions under which the assumption (1) or (2) holds and for this, several authors described the constant-sum condition. 13−15 Some discussion will be given in Section 6 for situations where the assumption (1) or (2) does not hold. Instead of the assumption (1) or (2), another approach to define the non-informative interval censoring is through or using the stochastic process that yields interval censoring. 16 For example, one can assume that there exists a sequence of observation times or an observation process and this process is independent of the survival time T. 9 Of course, in practice, one could estimate and/or examine the observation process to check the validity of the assumption. 16 Since this alternative approach requires more advanced mathematical tools, it will not be discussed in depth here.
Non-parametric estimation
In medical and health studies, estimation of the cumulative distribution function (CDF) or the survival function of a survival variable is often the first task in statistical analysis. Let F(t) = P(T ≤ t) be the CDF of T and S(t) = 1 − F(t), the survival function. It is apparent that estimating one is equivalent to estimating the other and therefore, one only needs to discuss one of them. Here we will focus on estimation of S(t) because of its popularity in survival analysis.
By using the notation defined above, interval-censored data can usually be represented by
] is the interval known or observed to contain the unobserved T associated with the ith subject and n denotes the sample size. Let {t j } m+1 j=0 denote the unique ordered elements of {0,
. Then under assumption (1), the likelihood function for p = (p 1 , . . . , p m+1 ) is proportional to
α ij p j and the problem of finding the non-parametric maximum likelihood estimator (NPMLE) of S becomes that of maximising L S (p) under the constraint that m+1 j=1 p j = 1 and p j ≥ 0 (j = 1, . . . , m + 1). 9,17−19 Obviously, the likelihood function L S depends on S only through the values {S(t j )} m j=1 . Thus the NPMLE of S, which we shall denote byŜ, can be uniquely determined only over the observed intervals (t j−1 , t j ] and the behaviour of S within these intervals will be unknown. Conventionally, however, S(t) is often taken to be a right continuous step function. That is,
Several methods have been proposed for maximising L S (p) with respect to p. Here we will briefly describe three algorithms commonly used for case II interval-censored data. The first and simplest one is the self-consistency algorithm given in Turnbull 19 and was developed based on the equation
where I(·) is the indicator function and T i is the unobserved survival time associated with subject i. It can be easily seen that the algorithm is essentially an application of the EM algorithm. 20 Computationally, for obtainingŜ, we may iterate the equation
until convergence. This approach is easy to implement (available in SPLUS and R, see Section 7 for some details) but has a slow convergence rate.
The second approach that one can apply to maximise L S (p) is the iterative convex minorant (ICM) algorithm introduced by Groeneboom and Wellner 9 and improved by Jongbloed, 21 which converges faster than the self-consistency algorithm. In fact, it can be seen as an optimised version of the well-known pool-adjacent-violator algorithm. 22 Due to the complexity of this algorithm we will not describe the computational details here but refer readers to Sun 3 and Groeneboom and Wellner. 9 The third commonly used algorithm is the EM-ICM algorithm presented in Wellner and Zhan. 23 As suggested by the name, it is a hybrid (and the fastest) algorithm which combines the first two approaches. All the above algorithms are iterative and in fact, there is no closed form for the NPMLE of S.
It should be noted that the algorithms discussed above may yield multiple solutions. 17 In other words, the NPMLE may not be unique. One sufficient condition for the uniqueness of the NPMLE is that the log likelihood is strictly concave. Furthermore, it is possible that the solutions derived from these algorithms may not be the NPMLE. To check this, one may apply the so-called Kuhn-Tucker conditions, 17 which give the sufficient and necessary condition for a solution to be the NPMLE. An alternative is to use the fact that an estimateŜ is the NPMLE if and only if sup 1≤j≤m+1 24 For current status data, however, a closed form of the NPMLE can be derived. Remember that in this case, each subject is observed only once and the only available information is if the survival event has occurred at the observation time point. Let the t j 's denote the ordered observation times as above and Q j the set of subjects who are observed at t j , j = 1, . . . , m. Define d j = i∈Q j 1(T i ≤ t j ) and let n j denote the number of elements in Q j . Then the NPMLE of S can be shown 3 to be equal to the isotonic regression of {d 1 /n 1 , . . . , dm/nm} with weights {n 1 , . . . , nm}. Using the max-min formula for the isotonic regression, 25 we havê
Other methods for computing the NPMLE that are not discussed in details here include Vandal et al., 26 who connected graph theoretic representation and the NPMLE, and Sen and Banerjee, 27 who used a pseudo-likelihood approach based on Poisson processes.
The discussion above shows a clear difference between right censoring and interval censoring as the NPMLE of a survival function based on right-censored data is given by the closed-form Kaplan-Meier estimate. More importantly, the NPMLE for the two situations have quite different asymptotic behaviour. Before discussing this asymptotic difference, it is worth to remark that interval censoring induces many challenging problems in large sample studies. One is that unlike with right-censored data, the use of the counting process technique is quite difficult in the case of interval-censored data and as a consequence, the martingale theory cannot be applied. For investigating asymptotic properties of various procedures, instead, one has to rely on complicated empirical process arguments.
It has been shown that for interval-censored data,Ŝ is strongly consistent. 9,28 However,Ŝ(t) converges only in the rate of n 1/3 and furthermore its limiting distribution is non-normal. 9, 29 This clearly differs from the usual n 1/2 -convergence rate and the limiting normal distribution for the Kaplan-Meier estimate. Heuristically, this is because interval censoring in general provides much less information than right censoring. On the other hand, as with right-censored data, the linear functionals ofŜ still have asymptotic normal distributions with the n 1/2 convergence rate. 29, 30 As an illustration, we apply the algorithms described above to the breast cancer data discussed in Section 1. Note that here the survival time of interest is the time to breast retraction for which only case II interval-censored data are available. For the analysis, we applied the algorithms to the data from the two treatment groups separately and the obtained NPMLEs are presented in Figure 1 . Note that here the three algorithms discussed above yielded the same estimates for both groups. Figure 1 suggests that although there is no difference at the beginning, the patients in the RCT group seem to develop breast retraction more quickly than those in the RT group overall. Some formal comparison results will be given below.
To conclude this section, we briefly discuss estimation of the hazard function based on interval-censored data. For this, as with right-censored data, the estimated hazard function may provide some insight information about the shape of a survival function although it may not be of primary interest in many applications. A simple and direct estimate of the hazard function is clearly the empirical estimate but one may not want to use it due to its roughness and the interpretation issue. In most cases, therefore, certain smoothing techniques are needed for deriving more descriptive estimators. Among others, Kooperberg and Stone 31 and Rosenberg 32 and Bebchuk and Betensky 33 and Betensky et al. 34 gave a multiple imputation approach and a local likelihood approach, respectively.
Comparison of survival functions
Comparison of different treatments or survival functions is another primary objective in most medical or clinical studies. To formalise the problem, suppose there are K treatment arms in a clinical study and let S (k) (t) denote the survival function of the kth arm with k = 1, . . . , K. Then the problem becomes testing the null hypothesis
It is clear that if some relationship among or regression models for S (k) 's are known or can be assumed, one should make use of them to derive, say, parametric or score tests for H 0 . On the other hand or in general, one probably prefers some non-parametric or distribution-free test procedures. With right censoring, many non-parametric test procedures have been developed and most of them can be classified into two categories: rank-based tests and survivalbased tests. The fundamental difference between them is that the former relies on the differences between the estimated hazard functions while the latter bases the comparison on the differences between the estimated survival functions. Among them, the log-rank test is perhaps the most widely used method. A few of these rank-based or survivalbased test procedures have been generalised to the case of interval-censored data and will be described later. However, we caution that most of these generalised methods require strong assumptions about the censoring mechanism or distribution, or can only be applied to the two-sample situation.
Here, we review three procedures that are direct generalisations of the corresponding methods for right-censored data. First we discuss a rank-based approach 35 that is a direct generalisation of the log-rank test. Consider a survival study consisting of n independent subjects and giving rise to interval-censored data. Let the T i 's, I i 's, t j 's and α ij 's be defined as in Section 3 andŜ 0 denote the NPMLE of the S (k) 's under H 0 . For subject i, define δ i = 0 if the observation on T i is right-censored and 1 otherwise and ρ ij = I( δ i = 0 , L i ≥ t j ), which is equal to 1 if T i is right-censored and subject i is still at risk at t j −. Also for each j = 1, . . . , m, define
and
They can be regarded as the estimates of the total observed failure and risk numbers, respectively, at time t j under H 0 . Similarly one can define d jk and n jk , the estimates of the observed failure and risk numbers, respectively, from subjects in arm k, as d j and n j with the summation over i replaced by the summation over only subjects in arm k, j = 1, . . . , m, k = 1, . . . , K.
To test H 0 , following the log-rank test, one can define a test statistic as U = (U 1 , . . . , U K ) with
It can be easily shown that if right-censored data are available, the statistic U reduces to the log-rank test statistic. For estimation of the covariance matrix of U, Zhao and Sun 35 give a multiple imputation approach which will not be discussed here. A major advantage of this generalised log-rank procedure is its simplicity in both its implementation and interpretation. Of course, to apply it, one has to determineŜ 0 . Recently Kim et al. 36 suggested a modification to the procedure that does not requireŜ 0 by assuming that T i follows the uniform distribution over the observed interval. Instead of the generalisations of the rank-based tests for right-censored data such as the one described above, there exist a few generalisations of the survival-based tests. For simplicity, assume that K = 2 and letŜ (1) andŜ (2) denote the NPMLE of S (1) and S (2) separately. Then to test H 0 , a natural statistic is given by
where τ denotes the longest follow-up time and W is a weight function. This statistic measures the integrated weighted survival difference and by taking W(t) = 1, it gives the difference of the estimated sample means. Among others, Petroni and Wolfe 37 and Fang et al. 38 discussed the statistics given in (3) for discrete and continuous survival times, respectively. Especially, the latter showed that the standardised statistic has asymptotically a normal distribution with mean zero under H 0 if the observed data do not include exact failure times. Note that as an alternative to the integrated weighted differences, for testing H 0 based on the survival difference, one could base the comparison on the supremum or absolute difference among the estimated survival functions. 39 The third method 40 that we will briefly discuss is a generalisation of the method given in Peto and Peto 41 and it bases testing H 0 on the statistic
Here, z i is a vector of group indicators associated with subject i and ξ is a known function over (0,1). A limitation of the statistic given above is that it requires that the observed data are purely interval-censored or no exact failure time is observed. To relax this, Zhao et al. 42 generalised it to situations where one may observe both exact failure times and interval-censored failure times. If current status data are available, it is apparent that one can apply the procedures discussed above to test H 0 . Of course, one can also apply some specially developed methods that are able to take into account the special structure of the data. 6, 43 Here, we will discuss one such methods that is different from those discussed above for general interval-censored data. Consider a study that yields current status data { (C i , N i (C i ) = I(T i ≤ C i ), z i ) ; i = 1, . . . , n } using the notation introduced above, where C i denotes the observation time on subject i. Assume that the C i 's may follow different distributions for subjects in different arms and their hazard functions are given by the proportional hazards model (4) described in the next section. More comments on this are given below. To test H 0 , Sun 44 suggested to use the statistic
, wherez denotes the sample mean of the z i 's,β the partial likelihood estimate of the regression parameters in model (4), and
Note that a major advantage of this statistic is that it allows different distributions for observation times in different treatment arms, while most of the procedures for general interval-censored data do not as mentioned above. We remark that the assumed model (4) for the C i 's is not too restrictive as it is commonly used and more importantly can be easily checked because of the availability of the complete data here.
We will conclude this section by applying the first two test procedures described above to the breast cancer data discussed in Section 1. Let S (1) (t) and S (2) (t) denote the underlying survival functions of the times to breast retraction for the patients in the RT and RCT groups, respectively. Then the comparison of the two treatments is equivalent to testing the hypothesis: S (1) (t) = S (2) (t) for all t. The application of the first procedure, the generalised log-rank test, gave U 1 = −9.43 with the estimated standard error of 3.42 based on the multiple imputation approach. This corresponds to a p-value of 0.006 and suggests that as shown in Figure 1 , the patients in the RT group had a significantly lower breast retraction rate than those in the RCT group. To apply the second, survival-based procedure given in (3), we assumed that the breast retraction could occur only at 6month time points and took W(t) = 1. The test statistic in (3) then yielded the value 8.97 with the estimated standard error being 2.36. This again indicates that the use of adjuvant chemotherapy significantly increased the breast retraction risk.
Regression analysis
Regression analysis is usually performed if one is interested in quantifying the effect of some covariates on the survival time of interest or predicting survival probabilities for new individuals. Of course, the first step for regression analysis is to specify an appropriate regression model. In this section, we shall discuss a few commonly used semi-parametric or parametric models and some corresponding inference procedures for interval-censored data. Unlike most methods developed for right-censored data, estimating regression parameters under interval censoring usually involves estimation of both the parametric and the non-parametric parts. In other words, for intervalcensored data, one has to deal with estimation of some unknown baseline functions in order to estimate regression parameters.
The proportional hazards model 45 has been the most commonly used semi-parametric regression model for survival analysis for about the past three decades. It postulates
for the hazard function of the survival time T of interest given covariates Z = z, where λ 0 (t) denotes the unknown baseline hazard function (the hazard function for subjects with Z = 0) and β the vector of unknown regression parameters. For situations of current status data, Huang 46 provided a complete study of this model and an ICM-type algorithm for estimation of unknown parameters. A Newton-Raphson algorithm is also available for the estimation. 3 In the case of general or case II interval-censored data, Finkelstein, 1 in her seminal paper, proposed to apply the Newton-Raphson algorithm to determine the MLE of β and the baseline cumulative hazard function together. The approach actually simplifies the situation to a finite-dimensional parametric estimation problem. Alternatively, one can apply the marginal likelihood approach and the stochastic approximation algorithm given in Satten, 47 the Markov Chain Monte Carlo EM algorithm developed by Goggins et al., 48 or the multiple imputation-based method presented in Pan. 49 It should be noted that all of these methods require a great deal of computational efforts. The readers are referred to Huang and Wellner 50 for a rigorous study of the efficiency and asymptotic properties of the MLE based on case II interval-censored data. A few generalisations of model (4) have been proposed for interval-censored data 3 and among them, Kim and Jhun 51 recently studied the situation where there exists a group of cured subjects or the subjects who may never experience the survival event of interest. Another commonly used semi-parametric model in survival analysis is the proportional odds model. This model can be expressed as
with respect to the CDF F(t|z) of the survival time T given Z = z, where h(t) is an unknown monotone-increasing function, also referred to as the baseline log odds. For inference about this model based on current status data, both Huang 52 and Rossini and Tsiatis 53 considered the maximum likelihood approach but used different approximations for the baseline log odds function. In the case of case II interval-censored data, one may apply the sieve estimation procedures discussed in Huang and Rossini 54 and Shen. 55 The former employed a piecewise linear function, while the latter used a monotone spline to approximate the baseline log odds function. An alternative to these methods is that given by Rabinowitz et al., 56 which does not require estimation of the baseline log odds function but assumed that subjects are still under follow-up even after the failure event of interest has occurred. It is apparent that this continuous follow-up may not be realistic in practice. Huang and Wellner 50 provided some discussion on the asymptotic properties of the MLE for model (5) . As models (4) and (5), the accelerated failure time model is also widely used in survival analysis. It assumes that the survival time T and the covariate Z have the following relationship
where ε is an error term whose distribution is usually unspecified. Suppose that general case II interval-censored data are available and for inference about model (6) , among others, Rabinowitz et al. 57 and Betensky et al. 58 developed some procedures. The former employed a class of score statistics, while the latter used the estimating equation idea by treating observation times from the same subject as if they were from different subjects. Both methods require estimation of the distribution of the error term ε.
In contrast, Li and Pu 59 gave an inference procedure that does not require estimation of the distribution of ε. The approach employs a rank-based estimating equation and may not be efficient. More recently, Tian and Cai 60 and Xue et al. 61 also investigated the inference problem regarding model (6) . In addition to the models discussed above, another attractive semi-parametric regression model is the additive hazards model given by
with respect to the hazard function of T given Z = z. It specifies that the effects of the covariates are additive rather than multiplicative as in model (4) . To estimate the regression parameter β based on current status data, Lin et al. 62 proposed a simple estimating equation approach that does not require estimation of the baseline hazard function λ 0 (t). Martinussen and Scheike 63 studies the same problem and provided an approach that can be more efficient than that given in Lin et al. 62 However, the latter involves estimation of the baseline hazard function and can be much more complicated. For inference about model (7) based on case II interval-censored data, Zeng et al. 64 investigated the maximum likelihood approach. Furthermore, Chen and Sun 65 and Zhu et al. 66 recently gave a multiple imputation-based procedure and a transformation approach, respectively. The four semi-parametric models described above are all specific models in terms of the functional form of the effects of covariates. Sometimes one may prefer a model that gives more flexibility. One such model is the linear transformation model that specifies the relationship between the failure time T and the covariate Z as
where h : R + → R (R denotes the real line and R + the positive half real line) is an unknown strictly increasing function and the distribution of ε is assumed to be known. Model (8) gives different models depending on the specification of the distribution of ε and especially, it includes the proportional hazards model (4) and the proportional odds model (5) as special cases. Among others, Sun and Sun, 67 Younes and Lachin 68 and Zhang et al. 69 considered the inference about model (8) when one only observes interval-censored data. Several other models or generalisations of the models discussed above are also available for regression analysis of interval-censored failure time data. For example, one may apply the partial linear model given by 70 log(T) = β Z 1 + g(Z 2 ) + ε , a generalisation of the accelerated failure time model (6) . Here both Z 1 and Z 2 are covariates which may or may not overlap, g is an unknown smooth function, and ε follows a pre-specified distribution. Shiboski 71 presented some generalised additive models and Zhang and Davidian 72 recently gave a group of smooth semi-parametric regression models.
In addition to the semi-parametric models discussed above, one particular family of parametric models, piecewise exponential models, is worth mentioning. To introduce the models, consider model (4) or (7) and instead of assuming that the baseline hazard function λ 0 (t) in (4) or (7) is an arbitrary non-negative function, the piecewise exponential model assumes that λ 0 (t) is constant over pre-specified intervals. Specifically, let 0 = s 0 < s 1 < · · · < s K < s K+1 = ∞ be a partition of the positive real line and assume that λ 0 (t) = λ k if s k−1 < t ≤ s k , k = 1, . . . , K + 1, where {λ 1 , . . . , λ K+1 } are a group of non-negative unknown parameters. Obviously the model defined above can be seen as an approximation to model (4) or (7) . Although the piecewise exponential model may be less flexible (parametric) than the semi-parametric model, it is simple and one can readily apply the maximum likelihood approach for parameter estimation. Of course, for the use of the piecewise exponential model, one needs to specify the partition, which may not always be straightforward.
To perform regression analysis on the breast cancer data discussed in Section 1, define Z = 0 for subjects in the RT group and Z = 1 otherwise and assume that the time to breast retraction follows the proportional hazards model (4) . Then the parameter β represents the group or treatment difference in terms of the hazard rate. The application of the maximum likelihood estimation approach discussed in Sun 3 gave the estimate of β as 0.800 with the estimated standard error equal to 0.290. The Wald test for testing β = 0 then yielded the p-value of 0.006. As an alternative, by assuming the piecewise exponential proportional hazards model with the partition points at 15.5, 26.5 and 46.5 months, chosen such that each interval contains roughly the same number of the end points of observed intervals, we obtained the maximum likelihood estimate of β as 0.829 with the estimated standard error of 0.301. This gives the same p-value as above for testing no treatment effect. The results here give similar conclusions to those obtained in the previous sections and indicate that the patients in the RCT group had the 2.2 times higher hazard to develop breast retraction than those in the RC group. We remark that in reality, in addition to the analysis described above, one may also want to perform some model diagnosis or checking, 3 or to fit other models to the data.
Miscellaneous topics
In the previous sections, we only discussed several basic issues in the analysis of intervalcensored failure time data and there exist a number of other issues that were not touched. In this section, we will briefly discuss some of them including multivariate intervalcensored data, doubly censored data, competing risks analysis of interval-censored data, and informatively interval-censored data as well as interval-censored data with truncation and parametric procedures.
Multivariate interval-censored data arise if a survival study involves several related survival variables of interest and each of them suffers interval censoring. It is apparent that in this case, one needs different inference procedures than those discussed above and one key and important feature of these different procedures is that they need to take into account the correlation among the survival variables. In addition to the basic issues discussed before, a new and unique issue for multivariate data is to make inference about the association between the survival variables. For this and in general, one of the tools that are commonly used for the analysis of multivariate interval-censored data but not univariate data is the copula model, which provides a very flexible way to model the joint survival function. For the analysis of multivariate interval-censored data, in addition to the methods described in Sun, 3 some of the more recently developed approaches include those given in Chen et al., 73 Wang et al. 74 and Zhang et al. 75 The first considered regression analysis of general multivariate interval-censored data by using model (5) , while the last two presented efficient estimation procedures for fitting bivariate current status data to models (4) and (5), respectively. Also Cook et al. 76 applied a multi-state model for bivariate interval-censored data and Komàrek and Lesaffre 77 gave a Bayesian approach for inference about model (6) .
One of the early work on the analysis of doubly censored failure time data is given by the seminal paper De Gruttola and Lagakos. 4 In the paper, they proposed a selfconsistency algorithm for estimating the distribution of the survival variable of interest. Following their work, many authors considered various issues related to the analysis of doubly censored data and in addition to the review article Sun, 10 Sun 3 devoted one chapter for the analysis of doubly censored data. More recently, Komárek and Lesaffre 78 discussed the Bayesian approach for fitting the doubly censored data to model (6) and Kim 79 considered the use of the frailty model approach for the analysis.
Competing risks analysis is needed when the failure on an individual may be one of several distinct failure types. For example, death of a cancer patient may be classified as disease-related or non-disease-related. In the case of current status data, Groeneboom et al. 80, 81 recently studied the asymptotic properties of the NPMLE of the sub-distribution functions.
As mentioned above, all methods discussed so far require the assumption (1) or (2) . That is, the interval censoring involved is non-informative about the survival variable or event of interest. Several inference procedures have been developed in the literature for situations where the censoring may be informative. 3 For this, a common way is to jointly model the survival variable and the variables representing interval censoring by, for example, using the latent variable approach. 82, 83 Park et al. 84 gave a different approach assuming the presence of a mixture of independent and dependent censoring.
It is well-known that truncation may occur in survival studies and especially may occur together with interval censoring. 19 Although several procedures have been developed for one-sample estimation problem, there does not exist much literature on the topic. The same is true for the investigation of the use of parametric models and inference procedures for the analysis of interval-censored data. One major reason for this is that in most situations, there does not exist much prior information about the variable under study and thus one may prefer non-parametric or semi-parametric approaches rather than parametric approaches.
Concluding remarks
It is definitely important to implement the available inference procedures numerically for practitioners. Unfortunately and surprisingly, there is no commercially available statistical software yet that provides an extensive coverage for interval-censored data. This is perhaps due to the complexity of both the algorithms and the theory behind it. One can, however, find some simple functions in SPLUS, R and SAS that can be applied to interval-censored data. For example, in SPLUS, the function kaplanMeier can be used to compute the Turnbull estimator. 19 In R, the package Icens contains some routines that can perform statistical analysis when interval-censored data are present. A recent tutorial paper 85 has some details and examples of how to use R for interval-censored data. In SAS, the procedure LIFEREG allows one to fit the parametric accelerated failure time model to interval-censored data.
Methodologically, there are still many open questions in the analysis of intervalcensored data. Examples include but are not limited to model checking techniques and joint modeling of longitudinal and interval-censored data. Some of the methods discussed in the previous sections also need proper theoretical justification. The major difficulty is that there lacks basic tools as simple and elegant as the partial likelihood and the martingale theory for right-censored data. The work by Groeneboom and Wellner 9 and Huang and Wellner 50 are perhaps the most comprehensive studies for interval censoring, which mainly rely on complicated empirical processes and the optimisation theory and are difficult to generalise.
