According with a featural organization of semantic memory, this work is aimed at investigating, through an attractor network, the role of different kinds of features in the representation of concepts, both in normal and neurodegenerative conditions. We implemented new synaptic learning rules in order to take into account the role of partially shared features and of distinctive features with different saliency. The model includes semantic and lexical layers, coding, respectively for object features and word-forms. Connections among nodes are strongly asymmetrical. To account for the feature saliency, asymmetrical synapses were created using Hebbian rules of potentiation and depotentiation, setting different pre-synaptic and post-synaptic thresholds. A variable post-synaptic threshold, which automatically changed to reflect the feature frequency in different concepts (i.e., how many concepts share a feature), was used to account for partially shared features. The trained network solved naming tasks and word recognition tasks very well, exploiting the different role of salient versus marginal features in concept identification. In the case of damage, superordinate concepts were preserved better than the subordinate ones. Interestingly, the degradation of salient features, but not of marginal ones, prevented object identification. The model suggests that Hebbian rules, with adjustable post-synaptic thresholds, can provide a reliable semantic representation of objects exploiting the statistics of input features.
Introduction
The organization and the neural mechanisms of semantic memory are a central issue in cognitive neuroscience, not only for their theoretical interest, but also to understand knowledge deficits in neurological disorders, such as Alzheimer's disease and semantic dementia (Cappa 2008) . In the last decades several neuropsychological (Alathari et al. messages' are distinctive features, as they occur only in pigeon.
Within neural networks, based on attractor dynamics, the distributed information on individual objects is expressed by the simultaneous activation of a group of neurons (i.e. nodes), coding for the different features. Through synaptic learning, the object representation is stored as an equilibrium point of the network. Subsequently, the complete information can be restored from a partial cue (i.e., from activation of just a few nodes) by exploiting the attractor dynamics of the model, which converges towards the equilibrium. Feature-based attractor networks yield significant insights into several behavioral phenomena regarding semantic memory, both in normal (Cree et al. 2006; Masson 1995; McRae et al. 1997; O'Connor et al. 2009 ) and pathological conditions (Rogers et al. 2004 ). In particular, attractor dynamics clearly explain the different role played by distinctive and shared features in the semantic representation of concepts (Cree et al. 2006) , and the distinction between subordinate and superordinate concepts (O'Connor et al. 2009 ).
Despite these important achievements, several aspects of semantic organization are still insufficiently known, and several behavioral phenomena in neurodegenerative diseases still require an adequate formalization within the attractor network framework.
In this study, we address two different problems within attractor dynamics, respectively regarding shared and distinctive features. The aim is to identify the role of different types of semantic features in concept identification, and to mimic behavioral phenomena observed in neurodegenerative diseases.
Concerning shared features, some of these are only partially shared, as they characterize only some (but not all) members of a category. Hence, while they neither determine the semantics of the overall category, nor can be used to identify individual members, they play a central role in assigning individual members to a specific category. For example, the attribute ''it flies'' is generally used to characterize the concept ''bird'', but not all birds fly. A flying animal, however, is very often a bird.
A Hopfield model, where semantic units are interconnected, learns correlations between feature pairs. Two features are correlated if they tend to appear together for the same concepts. When two features (as \ has wings[ and \it flies[) co-occur in several concepts, then if one of them (i.e., has wings) is activated, the other (it flies) will also tend to be activated by positive weights between them. Clusters of features like 'has wings', 'has two legs', 'has feathers' and 'fly' are significantly correlated because they co-occur in the case of several birds, like parrot, owl and pigeon. However, some birds, as hen, do not fly, but 'have wings', 'feathers' and 'two legs'. In these cases, attractor dynamics will lead to an incorrect activation of 'it flies' as an additional feature of hen, due to its correlation with the other features.
Similarly, in the Hopfield model developed by McRae et al. (1997) some concepts erroneously activated additional features not present in the feature-based semantic representations used to train the network. For the most part, the additional activations were suitable to the concepts, as 'is edible' for the carrot. In other cases, however, some features were unsuitable, for example for the concept 'jet' the activation of birdlike features, i.e., has feathers. The errors of inclusion were due to the high correlation between the additional features activated and the other features within the concept. These errors of inclusion were considered as a form of inference, in which the network acts as 'a pattern-completion device that relies on its knowledge of feature correlation ' (McRae et al. 1997) . The problem of the partially shared features, highly correlated with each other, within the Hopfield model is still to be resolved.
The second issue is related to distinctive features, which have a peculiar role in the identification of concepts, as they permit to discriminate between similar concepts. Marques (2005) reported that in a group of healthy subjects distinctive features were more often selected than shared features to support the ability to name an object according to a verbal definition. Distinctive features are less resistant to the effect of brain damage than shared ones (Alathari et al. 2004; Catricalà et al. 2015c; Duarte et al. 2009; Garrard et al. 2005; Giffard et al. 2001 Giffard et al. , 2002 Laisney et al. 2011; Perri et al. 2011 Perri et al. , 2013 Warrington 1975 ), leading to a confusion between similar concepts, and consequently to an impaired performance on task requiring the identification of individual concepts (Moss et al. 2002; Tyler et al. 2000; Duarte et al. 2009) . A number of authors have argued that not all the distinctive features have the same importance in the representation of the concepts (Cree et al. 2006) . As pointed out in feature listing tasks (McRae et al. 2005; Catricalà et al. 2015a, c) , dominance (production frequency), namely how frequently a semantic feature is used in defining a concept, is a critical dimension to consider. Some attributes (defined as salient or dominant) are in fact spontaneously evoked when thinking about an object; others (defined as marginal), although contributing to object recognition, come to mind less frequently. For example, the feature 'used to send messages' is distinctive as it is listed only for pigeon, but at the same time it is not highly salient, as it is infrequently reported in featurenorming tasks, presumably not playing a prominent role in the representation of the concept pigeon. The feature 'coos' is also distinctive, but it is salient, since it is reported by many subjects in norming tasks. The different importance of the two features is captured by semantic relevance, a measure combining distinctiveness and dominance (Sartori and Lombardi 2004) . Recent results emphasize a different role of salient versus marginal distinctive features in semantic deficits. Catricalà et al. (2015c) observed that deficits in object naming task in patients with Alzheimer's diseases and semantic dementia are associated with a loss of salient distinctive features, whereas a loss of marginal features has no impact. Dominance is not generally incorporated in attractors models (McRae et al. 1997) , thus preventing the discrimination between salient versus marginal features (i.e., McRae et al. 1997 ; but see Ursino et al. 2015) . The role of salient versus marginal distinctive features, their relationship with experience, and their representation within an attractor dynamics are not sufficiently clear.
In order to deal with partially versus totally shared features, and with the different role of salient versus marginal distinctive features, one needs a model in which the connections among nodes are strongly asymmetrical. Furthermore, these asymmetrical connections should emerge spontaneously from experience, based on the previous statistics of features occurrence, using realistic rules for synaptic learning. Unfortunately, some of the attractor networks mentioned above (Masson 1995; McRae et al. 1997 ) use classic Hebbian paradigms for synaptic learning (Dayan and Abbott 2001) , as in the classic Hopfield model (Hopfield 1982 (Hopfield , 1984 , leading to the formation of symmetrical synapses. As illustrated below, symmetrical synapses are inadequate to relate concepts in a semantic memory model. Conversely, other models (Rogers et al. 2004; Cree et al. 2006; O'Connor et al. 2009 ) make use of back-propagation through time. This is a powerful training algorithm, but it is biologically unrealistic and requires a supervisor which communicates the correct response to the net.
In recent years, we developed neural network models of the lexical-semantic-system (Cuppini et al. 2009; Ursino et al. 2010 Ursino et al. , 2011 based on attractor dynamics. The model assumes that the semantic and lexical aspects are stored in two different layers; after learning, the semantic layer works to restore the salient features of a concept; then, the lexical and semantic layer are interconnected, implementing the relations between semantic content and wordforms. In the most recent version of this model (Ursino et al. 2015 ) the use of a Hebbian learning paradigm with flexible potentiation and de-potentiation leads to the formation of asymmetrical synapses. The network is able not only to distinguish between individual members and categories, by exploiting the differences between distinctive versus shared features, without any internal hierarchical organization, but also to reach a clear distinction between salient and marginal features, based only on the different probability of features to be presented during the training, namely on their frequency of occurrence.
In the previous paper, however, we did not represent real objects, but just schematic concepts described as the coactivation of neurons in specific areas of the semantic network, assuming that each area exhibits a topological organization (as in most primary cortical regions). Hence, the previous simulations were just a ''proof of concept'', without direct contact with reality, not including, for example, partially shared features. In this work, the previous model is extended by the usage of semantic feature production norms (Catricalà et al. 2015a) , to account for the variables of interest (distinctiveness and dominance) within the model.
With the aim to solve the correct computation of partially shared features within the attractor dynamics, we propose a variant of the learning rule. This consists in the use of a variable post-synaptic threshold, which automatically changes to reflect the frequency of a feature in different concepts (i.e., how many concepts share a feature). To our knowledge, this is a new approach, never included in previous attractor models. In order to distinguish between salient and marginal features, we use the different probability of a feature presentation within a given concept in the training input (production frequency, dominance). The different probability is based on the value of dominance reported in the database of Catricalà et al. (2015a) . Higher values of dominance correspond to a higher probability that a feature is presented, and consequently to a higher salience. To better understand the different role of salient and marginal distinctive features in object identification, we simulated the behavioral phenomena reported in patients with neurodegenerative diseases (i.e., the loss of salient features, but not of the marginal ones, preventing object identification, Catricalà et al. 2015c ) using a naming to definition task. This task, largely used in patients with semantic disorders (Marques et al. 2011; Sartori and Lombardi 2004; Sartori et al. 2007; Silveri and Gainotti 1988; Catricalà et al. 2015c) , allows to evaluate the role of different feature dimensions in naming performance. The participants are presented with a sentence describing the target concept, including a set of semantic features, and are asked to provide a name corresponding to the definition.
The data base and the semantic taxonomies
The semantic taxonomies used in this work were built starting from a data-set developed by Catricalà et al. (2013 Catricalà et al. ( , 2015a . The entire data-set contains 82 concepts, subdivided in living (''birds'', ''land animals'', ''vegetables'', ''fruits'') and nonliving (''furniture'', ''tools'', ''kitchen items'', ''clothing animals '' and ''vehicles'') . From the features generated by 20 participants, several dimensions were derived, i.e. distinctiveness, dominance, semantic relevance and semantic distance. Two different measures of distinctiveness were calculated. The first refers to the number of concepts for which the semantic feature appears, divided by the total number of concepts in the database, while the second refers to the proportion of concepts within a category for which the feature in question was generated. Dominance is the number of participants who listed a specific feature for a specific concept. Semantic relevance is ''a measure of the contribution of semantic features to the core meaning of the concept'' (Sartori and Lombardi 2004) , calculated as a non-linear combination between dominance and distinctiveness. Semantic distance is a measure of similarity between semantic representations, calculated using feature dominance to weight matching and mismatching features. Two different measures of semantic distance were calculated (Zannino et al. 2006) : between each pair of concepts belonging to the same category, and between each concept and the centroid of the relative semantic category (for further details, see Catricalà et al. 2013 Catricalà et al. , 2015a .
In the present study, we selected 12 animals (six ''land animals'' and six ''birds'') and 11 artificial objects (four ''furniture'', four ''kitchen items'', and three ''tools'').
Note that we did not use the entire number of features presented in the database for each concept. To train the model, we constructed simple virtual concepts representations, which captured the important features characterizing concepts for the categories of animals and artifacts as reported in the database. Concepts contained all the types of features of interest, namely shared, partially shared, distinctive, distinctive with high dominance (salient), distinctive with low dominance (marginal), thus permitting to test our hypothesis. The following definitions summarize the feature characteristics:
1. Shared: features belonging to several concepts 1. Totally shared: features belonging to all members of a category; 2. Partially shared: features belonging only to some members of a category (more than a single member).
2. Distinctive: a feature that belongs only to one concept;
1. Distinctive Salient: a distinctive feature that is spontaneously evoked when thinking about the object, i.e. a distinctive feature frequently used in defining a concept; 2. Distinctive Marginal: a feature that is infrequently evoked in defining a concept;
To decide whether a feature is salient or marginal for a concept, we calculated the median of the dominance values for each concept. We say that a feature is salient if it exhibits a value equal or higher than the median value.
The features used for each animal and object are reported in Table 1 (animals) and in the Supplementary  Material (Table S1 , objects), where a distinction between salient and marginal features is provided.
The neurocomputational model

Qualitative model description
The network
The model incorporates two networks of neurons, as illustrated in the schematic diagram of Fig. 1 . The first, named ''semantic network'' is devoted to a description of objects represented as a collection of features. A second, the ''lexical network'' codes for lemmas or word-forms.
In the following, as in Fig. 1 , the symbols W and V will denote an excitatory and an inhibitory synapse, respectively; the subscripts will denote the post-synaptic and presynaptic neurons, respectively; and the two superscripts the corresponding layers (S = semantic; L = lexical). By way of example, the symbol W SL ij denotes an excitatory synapse from the neuron at position j in the lexical layer to the neuron at position i in the semantic layer; the symbol V LS ij denotes an inhibitory synapse from the jth neuron in the semantic layer to the ith neuron in the lexical layer.
It is worth noticing that the semantic and the lexical nets become strongly interconnected after learning, hence they work together, in an integrative way, to constitute a single highly interactive lexical-semantic system. Each neuron, both in the semantic and in the lexical net, is represented via a first order dynamics with assigned time constant, to account for the integrative properties of the neuron, and a sigmoidal activation characteristic, accounting for the presence of a lower threshold and upper saturation. Hence, when the input is too low, the neuron activity is negligible, while a high input leads neuron activity close to saturation. In this work, the upper saturation is set at one, i.e., all activities are normalized.
During the simulations, a feature is represented by the activity of a neuron at a given position in the semantic network. This activity can be evoked by an external localized input: we assume that these inputs, reaching neurons in the semantic network, are the result of an upstream processing stage that extracts the main sensorymotor properties of the objects. Moreover, a feature can also receive excitatory synapses from other features in the semantic net (W SS ij in Fig. 1 ), thus realizing an attractor network, and excitatory synapses from word-forms in the Fig. 1 ), thus realizing an hetero-association between features and word-forms.
Similarly, each word-form is represented by the activity of a neuron in the lexical net. It can be directly excited by an external input (which represents a listened or written word) or from its feature representation in the semantic net, via excitatory synapses (W LS ij ). Moreover, the synapses from the semantic to the lexical network also include inhibitory terms (V LS ij ), to avoid that a word-form is evoked when an incongruous feature is present (for instance, if the feature ''it meows'' is present when the subject is trying to recognize ''a dog''). To this end, a feature that never participates to the representation of an object sends an inhibitory synapse to the corresponding word-form. In the present work, we do not include direct connections among word-forms. This limitation might be the subject of future improvements.
To summarize, we have four kinds of synapses in the model: Furthermore, we distinguish features in the semantic net in shared, partially shared, distinctive, distinctive with high dominance (salient), distinctive with low dominance (marginal), according to the definitions reported above.
The training procedure
Excitatory synapses are trained with a Hebbian rule, which modifies the weight on the basis of the correlation between the presynaptic and postsynaptic activity. In order to account not only for long-term potentiation but also for The frequency of partially shared features in the category ''Birds'' were computed taking into account the number of members which have that property. We have:
Frequency ''it flies'': 0.7*4/6 = 0.47 (4 birds fly); Frequency ''it flutters'' = 0.7*2/6 = 0.23 (two birds flutter)
The frequency of ''It grazes'' in the category herbivore takes into account that the cow and sheep graze:
Frequency ''it grazes'' = 0.7*1/4 ? 0.4*1/4 = 0.28
The salience is based on the values of dominance taken from Catricalà et al. (2015a) , see text for further details
The distinctiveness is based on the number of concepts for which a given feature appeared, with respect to all concepts of the training set (not of the original database). In some cases, in fact, it is possible that a shared feature in the original database becomes distinctive for the sample of features selected for this study long-term depression (see Dayan and Abbott 2001) , we assume that these activities are compared with a threshold. In this way, a low level of activity in one neuron causes a depression of the synaptic strength if accompanied by a high level of activity in the other neuron. Conversely, when both neurons have high activity, the synapse strengthens. Hence, we can write
where DW AB ij represents the change in the synapse strength, due to the given presynaptic and post-synaptic activities, x A i is the activity of the neural unit at position i in the postsynaptic area A, and x B j is the activity of the neural unit at position j in the pre-synaptic area B. # post and # pre are thresholds for the postsynaptic and presynaptic activities, c AB ij denotes a learning factor (which depends on the previous history of the synapse).
Equation (1) however requires some restrictions to be physiologically realistic. First, the learning factor decreases when the synapse approaches a maximum saturation level, i.e. a synapse cannot grow up indefinitely. Second, the synapses cannot become negative. Third, the previous equation does not hold when both neurons are below threshold. In this case, the synapse remains unchanged (see the Supplementary Material, part I, for all mathematical details and parameter numerical values).
The inhibitory synapses (which connect only semantic features to word-forms) are trained with an anti-Hebbian mechanism: i.e., they are weakened when both the presynaptic and post-synaptic activities are above threshold, and are strengthened when the activities are negatively correlated (hence, we used an equation analogous to Eq. (1), but with a negative learning factor, c LS ij \ 0). The learning procedure is divided into two distinct phases:
(i) Semantic training: during this phase, the objects are individually presented to the semantic net, while all lexical units receive null input. This corresponds to a phase in which the subject experiments with the objects, and learns their semantics, without an association with lexical items. However, not all object features are simultaneously used. Each feature has a different probability to be used as input in the given object: the higher this probability, the higher the feature saliency. The different probability is based on the values of dominance reported in the database. Let us consider the jth feature in the net, and denote with P kj the probability that is presented as input for the k-th object. Accordingly, during training, when the k-th object is presented, this jth feature can receive either a high input (a value sufficient to move the neuron close to saturation, the feature is perceived), with a probability P kj , or a low input (i.e., an input that is not able to excite the corresponding neuron, the feature is not perceived) with a probability 1 -P kj . For the sake of simplicity, in the present work all salient features (i.e., with a value of dominance [ of the median, see above and see Table 1 and Table S1 in the Appendix) were given a high probability, namely 70% (i.e. P kj = 0.7) while all marginal features (i.e., with a value of dominance \ of the median, see above and see Table 1 and  Table S1 ) were given a low probability, namely 40% (i.e. P kj = 0.4). This allows a simpler analysis of the results.
The overall semantic training consisted of 1000 consecutive epochs. During each epoch, all objects were given separately, permuted in random order (i.e., each object is presented once in each epoch) and the excitatory synapses within the semantic net were trained with the Hebbian mechanism. As mentioned above, the synapses are strengthened when both the pre-synaptic and post-synaptic activities are above threshold, and weakened when the activities are negatively correlated.
After training, synapses in the semantic net are set at their value, which was maintained fixed during the entire phase II.
Lexical training: During phase II, word forms are presented to the lexical network, together with the corresponding features in the semantic net.
This phase consisted of 1000 epochs, but each epoch now comprises the random permutation of all word-forms (both those associated with individual members and those associated with categories): each word-form is used once per each epoch, by exciting the corresponding lexical unit with an external input able to lead the neuron close to saturation.
In case of words denoting individual members, features in the semantic network were simultaneously randomly given according to the same probabilities used in the previous phase (i.e., P kj = 0.7 for salient and P kj = 0.4 for marginal features). However, salient features are now automatically evoked within each concept even when their input is absent, thanks to the action of inter-area synapses trained in phase I.
Furthermore, in case of word-forms representing categories, only shared features were given with their individual probabilities (see Tables 1 and S1 ). In case of totally shared features the probability is 0.7. In case of partially shared features (such as ''it flies'' or ''it flutters'' for birds or ''it grazes'' for herbivores) the probability takes into account the real number of members actually incorporating that feature, and the probability within each member. These computations are reported at the bottom of Table 1 .
The excitatory synapses linking lexical and semantic aspects were trained with a similar Hebbian mechanism as in the previous phase (but with different values for the thresholds). The inhibitory synapses were trained with the anti-Hebbian rule.
The maximum saturation for the synapses entering a semantic feature was chosen high enough, so that even e single pre-synaptic feature can lead a salient post-synaptic feature close to saturation (i.e., the word-form in the lexical net, or just one feature in the semantic net are able to evoke all other salient features). Finally, we used a particular saturation rule for the excitatory synapses entering into a word-form from the semantic net: we assume that the sum of these synapses saturates to a maximum level. This has been chosen so that, when all salient features are present, the activity of the word-form is close to the upper saturation, but even the absence of one salient feature causes its almost complete inhibition. This is possible thanks to the sharp sigmoidal characteristic used for the lexical units. The maximum saturation for inhibitory synapses was chosen so that even a single feature in the semantic net, which does not participate in object semantics, is able to move the activity of the word form from the upper saturation to the inhibition.
All equations, together with the details on parameter numerical values (thresholds, upper saturation, sigmoid slope, etc.) sufficient to reconstruct the entire model working, are given in the Supplementary Material, part I.
However, a fundamental point to achieve a correct training concerns the choice of appropriate values for the presynaptic and post-synaptic thresholds in the Hebb rule (Eq. (1)), an issue not previously analyzed. For this reason, the subsequent section is entirely devoted to this crucial point. This discussion also underlines the need to have a variable post-synaptic threshold, which is a new feature of the present work, never implemented formerly.
Parameter assignment: the thresholds in the Hebb rule
The thresholds in Eq. (1) where assigned to fulfil some objectives of the model. These are individually discussed for the semantic net and the lexical-semantic interaction, respectively.
Synapses in the semantic net
Salient versus marginal (a) Salient features are most likely evoked by all other features (either salient or marginal) of the object; hence they should receive strong input synapses. Conversely, they should send strong output synapses only to the other salient features. (b) Marginal features should not-be evoked by the other features of the object (i.e., they receive weak input synapses) but favor the reconstruction of the object (hence, they send strong output synapses toward salient features).
Shared versus distinctive (c) A distinctive feature should recall not only other salient distinctive features of the same object but also the shared features (the feature ''it barks'' should recall all properties of a dog, including ''It eats'', ''It sleeps'' shared with other animals). d) Features shared by different objects in a category should recall all the other totally shared features in the same category, but they should not recall distinctive features of individual members, nor partially shared features (by way of example, the feature ''it has four legs'' should recall the common features of the category ''Land animal'', such as ''it has fur'', but should not recall the features of individual members ''it barks'', ''it meows'' etc..).
The previous conditions are summarized in the block diagram of Fig. 2 .
This particular behavior of semantic synapses can be achieved assuming that the threshold for post-synaptic activity is quite high (in the following we will assume, # post ¼ 0:55, i.e., close to the mid between maximum inhibition and maximum excitation), whereas the threshold for the pre-synaptic activity is low (let us assume # pre ¼ 0:05, close to inhibition). A value just slightly above zero has been chosen here to avoid that a residual neuronal activity causes an undesired synapse reinforcement. The previous choices have the following main consequences:
(i) If both the presynaptic and postsynaptic neurons are active (activity close to 1), the synapses strengthens [we have
(ii) If the postsynaptic neuron is inhibited (activity close to 0) while the presynaptic neuron is high (activity close to 1), the synapse weakens [we have DW ij ¼ Àc ij Á 0:55 Á 0:95 ffi Àc ij Á 0:52]. This situation occurs at the synapse leaving a shared feature toward a distinctive feature, when the shared feature appears in a concept not containing that particular distinctive feature (for instance the feature ''it has a fur'' toward the feature ''it meows'', when one is looking at a dog). The same situation also occurs for the synapses leaving a salient feature toward a marginal feature. Hence, after sufficient training, due to the statistics of the feature occurrence, shared features will send weak synapses toward distinctive features, and salient features will send weak synapses toward marginal features.
(iii) If the postsynaptic neuron is excited (activity close to 1) and the presynaptic neuron is inhibited (activity close to zero), the synapse exhibits just a moderate weakening [we have DW ij ¼ Àc ij Á 0:45 Á 0:05 ffi Àc ij Á 0:023]. This is the situation occurring at the synapses which leave a marginal feature toward a salient feature (the pre-synaptic activity is often close to zero, since marginal features are often absent). As a consequence, a distinctive marginal feature continues to send strong synapses toward all salient features, with only limited weakening. The same condition also occurs if we consider a synapse from any distinctive feature toward a shared feature.
It is worth noting that, in our model, saliency is governed by the value of incoming synapses (i.e., a feature which receives strong synapses after training is spontaneously evoked, hence is salient according to our definition of saliency, see Fig. 2 ). According to the previous analysis of the learning rule, the unique aspect that determines saliency in the present model version is the frequency of occurrence (based on the values of dominance reported in the database) of a given feature during the training. Indeed, in a previous paper (Ursino et al. 2015) we demonstrated that a feature becomes salient if and only if its probability (i.e., P kj for feature j in object k) is higher than the postsynaptic threshold [# post in Eq. (1)]. In this situation, in fact, potentiation (i.e. point i above) overcomes depotentiation (point ii above). If enough epochs are provided, the synapses entering the feature rise up to their saturation level. Conversely, if the frequency of a feature is smaller than the post-synaptic threshold, depotentiation overcomes potentiation, and the incoming synapses fall to zero (i.e., a feature cannot be spontaneously evoked and is marginal).
In conclusion, it is worth noting that the level of saliency (i.e., whether a feature is salient or not based on its frequency of occurrence during the training) is strictly related with the value used for the post-synaptic threshold # post . The higher this threshold, the higher the frequency level required to have saliency. # post ¼ 0:55 (as in the present work) means that a feature must be perceived in more than 55% of presentations to become salient.
Synapses connecting the semantic and lexical nets
The excitatory synapses linking the semantic and the lexical units in both directions have been trained during phase ii using a low threshold for the lexical unit, and the higher threshold (# ¼ 0:55) for the semantic unit, independently on whether this neuron was pre-synaptic or post-synaptic. This signifies that a word-unit must be active to ensure learning. Then synapse reinforces when the corresponding feature is present in the synaptic net, and weakens when the feature is absent. As a consequence, only salient features participating quite frequently to the object representation are spontaneously connected with the word-form.
Training the inhibitory synapses to the word-forms (anti-Hebbian learning) requires a different strategy. We need that a feature that never (or rarely) participates in the semantic of that object (say object1) but frequently participates in the semantic of other objects (say object2, object3, etc.…) inhibits the word-form relative to object1 (for instance, the feature ''it has two legs'' should inhibit the word-form ''Land animal'', the feature ''it barks'' should inhibit the word-form ''cat''). To reach this objective, we decided to train the inhibitory synapses whenever the feature is active in the semantic net (this is the presynaptic unit, hence we assume # pre ¼ 0 in Eq. 1). Moreover, the threshold for the post-synaptic activity (that is the word-form) has been given a low value (# post ¼ 0:05). In this way, if the feature and the corresponding word-form are simultaneously active, the inhibitory synapse is dramatically reduced (DV ij ¼ c ij Á 0:95 in Eq. 1, but remember that c ij \0 for the anti-Hebbian learning). Whenever a feature is present without its word-form, the inhibitory synapse is just mildly increased (DW ij ¼ Àc ij Á 0:05). The consequence is that features that sometimes participate to the object (even if not salient) remove their inhibition. Only those features that rarely or never participate to the Fig. 2 The expected connections between salient/marginal and distinctive/partially shared/totally shared features in the semantic network after training. Thick lines represent strong synapses, able to excite the post-synaptic feature. A self-ring represents synapses toward other features of the same type object, but frequently participate to the semantic of other objects, send inhibition to object1.
Limits in the use of a fixed post-synaptic threshold
By using the Hebb rule with different pre-synaptic and post-synaptic thresholds (Eq. 1) we were able to differentiate between marginal and salient features, and between distinctive and totally shared features, on the basis of the frequency of their occurrence. The resulting behavior, however, is inadequate to deal with the saliency of a partially shared feature. Let us consider, for instance, the connection linking the features ''it flies'' and ''it has two legs'' for birds. In the simple taxonomy of Table 1 the first is partially shared (4/6 of birds) while the second is totally shared.
According to our taxonomy, using a post-synaptic threshold as high as h post = 0.55 the feature ''it has two legs'' becomes salient for all six birds (since it occurs in 70% of cases, let us remember that we used P kj = 0.7 for salient features and 0.4 for the marginal ones) and, after training, is always evoked within any bird. This is correct. But, what is the situation for the feature ''it flies''? According to the previous taxonomy, this feature does not occur in the ''Hen'', and in the ''Rooster'', but it occurs with high frequency (70%) in flying birds (''Goose'', ''Parrot'', ''Owl'', ''Pigeon'') and, after training, becomes salient for these four birds.
Let us now consider the connection linking ''it flies'' and ''it has two legs''. After training, the feature ''it has two legs'' occur in 100% of birds, since it is salient for all of them, while the feature ''it flies'' occur in 66% of birds (since it is salient in 4/6 of them). But, using a threshold h post = 0.55, a connection is progressively created not only form ''it flies'' to ''it has two legs'' (100% of post synaptic occurrences) but also from the feature ''it has two legs'' to ''it flies'' (66% of post-synaptic occurrences, i.e. in 4/6 of birds) and the latter becomes salient for all birds. This means that, in our database, after training any animal that flies is assumed to have two legs (correct), but also any animal with two legs is assumed to fly (incorrect, as the last assertion does not hold for the Hen and the Rooster).
A way to avoid this incorrect judgment (''the Hen and Rooster fly'') could be to increase the post-synaptic threshold up to a higher value (for instance 0.7 or 0.75). However, in this case no feature in the database would become dominant (or just a few features occurring randomly in more than 75% of situations would become dominant).
In order to solve this problem, we propose that the postsynaptic threshold should change with experience: in particular, the post-synaptic threshold should increase when connecting features in a category (hence, features that are shared by several concepts), but remain smaller when connecting distinctive features of individual members. It is worth noting that the idea of a variable post-synaptic threshold is assumed by one of the most accredited models of synaptic plasticity to date, i.e., the BCM rule, but not directly with reference to attractor networks. Moreover, the idea that thresholds in Hebb rule should be variable with neuron ''popularity'' is also discussed in Kropff and Treves (2007) in the context of auto-associative nets (see the section ''Discussion'' for a more detailed analysis on this point).
In the following, we will assume that the post-synaptic threshold in the Hebb rule increases with the number of occurrences of the pre-synaptic feature. In this way, not only a shared feature in a category does not evoke a distinctive feature of an individual member, but also a totally shared feature (like ''it has two legs'' in the previous example) does not evoke a partially shared feature (like ''it flies'').
This new mechanism will be explained in the next subsection.
Mechanisms for a variable post-synaptic threshold
Let us consider the synapse W SS ij linking a post-synaptic feature i with a pre-synaptic feature, j, in the semantic net.
According to the previous reasoning, we assume that the post-synaptic threshold depends on the number of occurrences of the pre-synaptic feature, hence it is a function of j. The Hebb rule becomes:
where we used the subscript j in the post-synaptic threshold, # post;j , to specify its dependence on the pre-synaptic feature. It is worth noting that, in writing Eq. 1 0 , we omitted the superscripts S for briefness (we know that we refer just to the semantic net).
Let us denote with N j the average number of occurrences of a feature j during an epoch (we remind that, during each epoch, all objects are presented once). Of course, after training, N j will be greater for salient distinctive features than for marginal distinctive features, but even greater for shared features. Just to fix our ideas, let us consider four cases concerning the bird ''parrot'':
• ''It has a big beak'': this is a distinctive marginal feature of the animal ''Parrot''. Hence, even after training, it is not spontaneously evoked, and occurs in just 40% of the parrots. Hence we have N j ffi 0:40; • ''It repeats sounds'': this is a distinctive salient feature of the animal ''Parrot''. Hence, at the beginning of the training phase we have N j ffi 0:7 (the feature occurs approximately in 70% of parrots), but after training it is evoked in 100% of parrots, and we have N j ffi 1:0; • ''It flies'': this is a partially shared feature for four birds (''Duck'', ''Parrot'', ''Owl'', ''Pigeon'') but never occurring in the ''Hen'' and ''Rooster''. As a consequence, at the beginning of training we have N j ffi 0:7 Á 4 ¼ 2:8, but, after training, assuming it is not erroneously ascribed to the Hen and Rooster we have: N j ffi 4 • ''It has two legs'': this is a totally shared feature for all six birds. As a consequence, at the beginning of training we have N j ffi 0:7 Á 6 ¼ 4:2, but, after training we have: N j ffi 6.
We suggest that the post-synaptic threshold should progressively increase with N j . We can write
where N j is the average number of occurrences of the feature j (pre-synaptic) during an epoch, and # postÀbase , D# post are parameters, which set the basal value (that is the value for all distinctive features) and the rate of increment of the post-synaptic threshold, respectively. It is worth noting that a distinctive feature cannot have N j [ 1 and so the post-synaptic threshold is fixed at the basal level. Conversely, shared features have N j [ 1, and so # post;j [ # postÀbase . This signifies that distinctive features can easily create synapses toward shared features (due to the presence of a low post-synaptic threshold), but not viceversa. Finally, we assumed that the post-synaptic threshold can never overcome a maximum saturation level (say # postÀsat ), i.e., we set
Let us now consider the possible benefits of the previous rule [Eqs. (2) and (3)]. We will use some features of the ''parrot'' again (Fig. 3) .
By way of example, let us assume # postÀbase ¼ 0:55, D# post ¼ 0:1 and # postÀsat ¼ 0:95 (these values are just used for the present example; they are not those chosen for the subsequent simulations).
(a) For all distinctive features we have N j 1 and so # post;j ¼ # postÀbase ¼ 0:55. This value holds for both ''it has a big beak'' and ''it repeats sounds''. (b) For the feature ''it flies'' we have N j = 4 and so,
(c) For the feature ''it has two legs'' we have N j = 6 and so,
95 hence we set # post;j ¼ 0:95:
The synapses that are created after training, using the previous parameter values, are summarized in Fig. 3 . The distinctive features (''it repeats sounds'' or ''it has a big beak'') cannot receive synapses from the shared ones, since the post-synaptic threshold (which depends on the pre-synaptic feature) is too high. Conversely, the shared features receive synapse form the distinctive ones, since the postsynaptic threshold remains low. Moreover, the salient distinctive features receive synapse from the marginal ones, but not viceversa. Finally, and more important, the totally shared features (like ''it has two legs'') receive a synapse from the partially shared features (like ''it flies'') (in fact, the post synaptic threshold here is 0.85, and the feature occurs in 100% of cases for birds, after training). Conversely, the partially shared features (like ''it flies'') do not receive a synapse from the totally shared features (like ''it has two legs'') since the post-synaptic threshold is 0.95 and, in our database, ''it flies'' occurs in 66% of cases only (4/6 of birds).
In the following simulations, however, we used a higher value for the parameter D# post ¼ 0:5. With this choice, the Fig. 3 A summary of the synapses that are created with the use of a variable post-synaptic threshold. We consider four exemplary features of the parrot. A feature totally shared with all birds: ''it has two legs''; a partially shared feature: ''it flies''; a salient distinctive feature: ''it repeats sounds''; a marginal distinctive feature: ''it has a big beak''. The boxes beside any synapse contain the frequency f of the postsynaptic feature after training, for all the cases where the pre-synaptic feature is present, and the post-synaptic threshold 0 (computed via Eq. 2). A synapse is created only if the frequency f overcomes the post-synaptic threshold 0. Accordingly, thick lines represent strong synapses, able to excite the post-synaptic feature; thin dashed lines represent negligible synapses (close to zero) final outcome does not change compared with Fig. 3 , but learning becomes more robust. Indeed, this was necessary to increase quite rapidly the post-synaptic threshold for shared features at the beginning of training, to avoid the formation of undesirable synapses. In fact, when an unwished synapse is created, it always evokes the post-synaptic feature and makes it salient independently of the subsequent rise in post-synaptic threshold. This requires a high value of D# post . A comment on this aspect can be found in ''Discussion'' section.
Results
Simulations concern: (i) the training of the network and the analysis of the resulting synaptic patterns; (ii) the simulation of object naming and word recognition tasks; (iii) the simulation of semantic deficits, assuming a damage in the synapses and/or in the neurons within the semantic net.
We will describe the results obtained on the animal taxonomy (see Table 1 ) and those obtained on the object taxonomy (see the Supplementary Material, part II).
Synaptic training
Synapses in the semantic net
Some examples of the synapses entering into a feature, from the other features in the synaptic net after training are shown in Fig. 4 (each panel shows all features in the x-axis and the strength of the synapses entering a single feature in the y-axis). To help the comprehension, a list of features with the corresponding position is presented in Table 1 . The two upper panels refer to two salient distinctive features (''It barks'' for the dog and ''It repeats sounds'' for the parrot). These features receive strong synapses, close to the maximum saturation, from all other (salient and marginal) distinctive features of the same animal, but do not receive synapses either from distinctive features of other animals, or from shared features (for instance, the features ''It has four legs'' or ''it is domestic'' do not send synapses to the feature ''It barks''). The left middle panels show the synapses entering into a distinctive marginal feature of the dog (''It chases''). The latter does not receive significant synapses form other features, hence is not spontaneously evoked. Finally, the other three panels show the synapses entering into shared features. The right middle panel shows synapses entering into a partially shared feature (''It flies''). It receives synapses only from the features of the four flying birds, but does not receive synapses neither form the features of the ''Hen'' and ''Rooster'', nor from the totally shared features of birds (like ''It has two legs''). This is the effect of a variable post-synaptic threshold described above. (Not all birds fly!). Finally, the two bottom panels show the synapses entering into two totally shared feature. In the bottom left, ''It has two legs'' receives synapses from all features of the six birds, including the totally shared features ''it has feathers'' and ''it has wings'' (however, it does not receive synapses from the features of ''Land animals''). On the bottom right, the feature ''it eats'' receives synapses from all features of all animals.
An example of the synapses linking features in the artificial object network is presented in the Supplementary Material, part II.
Synapses linking the semantic and lexical nets
Some examples of the synapses entering the semantic net form the lexical one are presented in Fig. 5 (for the positions of the word-forms see Table 1 ). We show six panels: the upper concern two salient distinctive features, receiving a synapse only from the corresponding word-form. The middle ones show two features (''it is domestic'' and ''it flies'') that are partially shared. They correctly receive a synapse only from the specific members, but not from the category name. Finally, the bottom panels show two totally shared features, which receive synapses not only from all members in that category, but also from the word-form representing the category. Marginal features (not presented here) do not receive appreciable synapses by any word, and are not spontaneously evoked.
Some examples of the synapses entering a word form from the semantic net are shown in Fig. 6 . It is worth noting that these include both excitatory and inhibitory contributions. Each word-form receives excitatory synapses only from all salient features that characterize the given concept (i.e., words denoting categories receive synapses only from salient features shared by all members in the category; words denoting members receive synapses from all the individual salient features, both distinctive and shared with other members). Furthermore, all word-forms receive a null synapse (neither excitatory nor inhibitory) from the marginal features of the given concept. All features that do not belong to the concept (for instance the feature ''it barks'' for the concept ''cat'') send an inhibitory synapse, thus avoiding absurd concept naming. Finally, it worth noting that the sum of all excitatory synapses entering a word-form is equal to 1 (maximal saturation). Due to the sigmoidal relationship describing neuron activation in the lexical area (see Supplementary Material, part I), this signifies that all salient features must be evoked in the semantic net to move the working point from inhibition to saturation and allow correct naming. Animal'' semantic net from word-forms in the lexical net. The upper panels concern two salient distinctive features: they receive synapses only from the corresponding word-form. The middle panels concern two salient partially shared features; they receive a synapse only from each specific member, but not from the category name. Finally, the bottom panels show two salient totally shared features, which receive synapses not only from all members in that category, but also from the word-form representing the category
Object naming and word recognition
Naming During these trials, we provided the network with a single feature and observed the behavior in the semantic and lexical nets. Results can be summarized as follows:
is excited, the semantic net evokes all salient features of the concept (without evoking any marginal feature, apart from the one possibly given as input); the corresponding word form is then excited in the lexical net. An example (in which the different panels represent different snapshots during a simulation) is given in Fig. 7 . (ii) If we excite a totally shared feature, the semantic net evokes all totally shared salient features of that category. Features shared only by a few members (but not by all) are not evoked. The word-form of the category is excited in the lexical net. An example is given in Fig. 8 . (iii) If a partially shared feature is used as input, the semantic net evokes the totally shared features of that category. A category word-form is evoked only if the input feature was used with a specific category during training. For instance, the feature ''it flies'' evokes the category ''Birds'' since was used (but with low frequency 0.7*4/6 = 0.47) when teaching birds, hence is considered as a marginal feature for birds. Conversely, the feature ''It eats grass'' does not evoke the word-form ''Land animals'' since it was never used when teaching that category name. Indeed, this feature was used with the ad hoc category ''Herbivore'', and so it evokes this word-form.
Word recognition
In these simulations we excited a single word-form in the lexical network, and observed which features were evoked in the semantic net. An example is given in Fig. 9 . The results, obtained by providing all word forms to the lexical net, show that each word-form correctly evokes the salient features of that concept, but does not evoke marginal features (a few exceptions are commented in the paragraph ''limitations'' below). If the word-form represents a category, the features shared only by a few members (such as ''it flies'' or ''it eats grass'') are treated as marginal and not evoked. 6 Some examples of the synapses entering a word form from the ''Animal'' semantic net. The upper and middle panels concern individual members. The two bottom panels concern two categories.
The following colors are used to denote features belonging to the given concept: red: distinctive salient; cyan: distinctive marginal; blue: shared. It is worth noting that each word-form receives excitatory synapses (whose sum is normalized to 1) from all distinctive salient features and all shared features that characterize a given concept, but a null synapse (neither excitatory nor inhibitory) from the marginal features of a given concept. Finally, all features that do not belong to the concept send an inhibitory synapse (black color), thus avoiding major errors in concept naming. (Color figure online)
Limitations
We repeated the previous trials using all features and wordforms as single inputs: The model works correctly in all naming and word recognition tasks. Indeed, we observed just one anomalous behavior, which occasionally occurs both in the animal and object models. When a feature is shared by two concepts, and is salient for the first and marginal for the second, after training sometimes the feature becomes salient for both. This is the case of the features ''It grazes'' and ''it lives on farms'', which become salient not only for the ''Cow'' but also for the ''Sheep''. Similarly, the feature ''It is used for holding'' becomes salient not only for the ''Bookcase'' but also for the ''Pot'', and the property ''It has a wooden handle'' becomes salient not only for the ''Hammer'' but also for the ''Broom''. However, it is worth noting that, in the original data-set, these features were close to the boundary between saliency and marginality both for the sheep, the pot and the broom; in particular, they were named by several subjects during feature naming tasks. Hence, the model predictions are largely supported by data. Moreover, it is worth noting that some features (like ''It is reared'', salient for the ''Hen'' but marginal for the ''Goose'', or ''It is made of steel'' salient for the ''Pot'' marginal for the ''Fork''), remain marginal for the second concept.
Effect of damages in the network
Finally, we simulated the effect of a damage in the sematic network. Two kinds of damage have been tested:
(i) We assumed that a given percentage of synapses (60%), randomly chosen, were damaged. Some exemplary simulations were performed assuming 30, 60 and 70% of synapse reduction compared with the basal value. During each session, we provided single features to the semantic net, and observed which other features were evoked. Since the results of these simulations depend on the random choice of damage, we repeated ten different trials per each concept. The results, show that at small synapse damage (30%) the network maintains its capacity to evoke salient features and the correct word-form. At higher percentages of damage (summarized in Table 2 ), we observed that the distinctive features are much more precarious than the shared ones. In many cases (33% of cases with 60% of damaged synapses; 41% of cases with 70% of damaged synapses), in response to a distinctive feature, the network fails to evoke other distinctive features of the same object, but still maintains the capacity to evoke the shared features of the superordinate concept. (ii) We assumed a damage to some individual neurons in the semantic net (i.e., neurons coding for specific distinctive features) by forcing its inhibition despite the presence of positive inputs. In order to unmask the role of marginal versus salient features, we provided four features of the same object as input to the network, two salient and two marginal, and we looked whether the network can recognize the correct object name. Ten simulations per concept were performed again. As expected (see Table 3 ), a damage to one or more neurons coding for a marginal feature does not compromise the naming task in 100% of simulations. Conversely, a damage to even one neuron coding for a salient feature causes the incapacity to produce the correct word in 100% of simulations.
Taken together, these simulations stress that the network is much more fragile in the case of damage to distinctive features than in the case of shared ones, and that loss of salient attributes jeopardizes the object naming task, whereas the loss of marginal features is uninfluential.
Discussion
In the present paper, we made use of a neuro-computational model to improve our understanding of the featural organization of semantic memory. The main aim was to investigate the role of different kinds of features in the representation of concepts, a central issue for the investigation of semantic memory disorders (Marques 2005; Tyler and Moss 2001; Catricalà et al. 2015c ). In particular, we implemented new synaptic learning rules in an attractor network, in order to successfully deal with two important differences, i.e. totally versus partially shared features and marginal versus salient distinctive features.
The attractor network was trained using animals and tools concepts, and including totally and partially shared features, as well as distinctive features with different saliency, on the basis of a previous collected norms (Catricalà et al. 2015a) . The model includes semantic and lexical layers, coding for object features and word-forms respectively. To deal with partially or totally shared features and the different role of salient versus marginal distinctive In the upper table the damage was a 60% reduction of the synapse basal value. In the bottom table the damage was 70% of the basal value. 10 trials were performed per each animal and per each object. The first column represents the percentage of correct reconstruction of all salient distinctive features of the given concept. The second column represents the percentage of cases in which only the features of the superordinate concept were recovered (for instance the features of bird for the owl, the features of furniture for the armchair) but the distinctive features were not recovered. The third column represents the percentage of cases when only the general features of the category (animal or artificial object) were maintained. Finally, the last column represent the no-response cases features, the connections among nodes were strongly asymmetrical (Ursino et al. 2015) . In particular, in order to account for the feature saliency, synapses were created using Hebb rules of potentiation and depotentiation, using different pre-synaptic and post-synaptic thresholds in the training rule (Ursino et al. 2015) . Accordingly, the saliency of a feature depends on the number of participants who listed the feature for a concept. Secondly, a variable postsynaptic threshold, which automatically changed to reflect the feature frequency in different concepts (i.e., how many concepts share a feature) was used to account for features not shared by all the members of a category, overcoming the known limit of previous works using attractor networks with Hebb rule (McRae et al. 1997 ).
In the following, the present Hebb rule is related to previous work on Hebbian learning paradigms in autoassociative nets. Then, the meaning of the results is critically assessed.
Hebbian learning paradigms and autoassociation
The use of Hebbian learning rules in autoassociative networks has a long tradition in neural computation. After the pioneering works by Hopfield (1982 Hopfield ( , 1984 and Amit et al. (1985) , a fundamental historical problem was to devise a learning rule which is local (i.e., Hebbian) and can store both uncorrelated and correlated patterns, with a large basin of attraction. To this end, Diederich and Opper (1987) and Krauth and Mézard (1987) proposed the use of ''learning cycles'', in which each pattern is stored by a repeated presentation in a sequence of learning steps. This procedure was in contrast to previous learning rules traditionally used in associative nets, where each pattern was memorized during a single learning event. In the present study we also used a learning cycle (with one thousand repetitions each) to store patterns but, as a novel aspect, we assumed a different probability for the different features in each stored pattern.
In order to improve the learning rule, some authors proposed the use of thresholds for the pre-synaptic and/or the post-synaptic activities. Tsodyks and Feigel'man (1988) used identical pre-synaptic and post-synaptic thresholds for all neurons, equal to the mean values of the patterns, as quantified by the sparseness. Others underlined the advantage of a variable post-synaptic threshold in the Hebb rule (see also Dayan and Abbott 2001) : this is at the basis of one of the most popular rules for training synapses, i.e., the Bienenstock, Cooper and Munro (BCM) rule (Bienenstock et al. 1981) . In particular, in the BCM rule the post-synaptic threshold is modified as a function of the average value of neuron post-synaptic activity. Increasing the threshold when post-synaptic activity is frequently high limits excessive synapse learning and avoids instability. The authors, however, originally did not use this rule in autossociative networks. More recently, Kropff and Treves (2007) , to handle correlation in associative nets, proposed a similar modification of the Hebb rule, in which the learning thresholds are individually specified for each neuron, and the pre-synaptic threshold can be different from the postsynaptic one. Based on a signal to noise analysis, the authors reached the conclusion that either the pre-or the post-synaptic thresholds must be equal to the average value of neuron activity over all stored patterns, i.e., to its ''popularity''. This rule is quite similar to the present one. However, the authors chose to modulate the pre-synaptic threshold, whereas we demonstrated a pivotal role for the post-synaptic one, at least in category formation. Finally, Fusi et al. (2005) and Fusi and Abbott (2007) recently In each trail, two salient and two marginal features (not necessarily those damaged) of the given concept were given as input. In all cases, a damage of a salient distinctive feature leads to a no-word response (i.e., the network fails to recognize the concept). In all cases, a damage of a marginal distinctive feature, without any damage in salient distinctive features, leads to correct word-naming. It is worth noting that the number of trials with damaged marginal features are much more numerous in the object than in the animal model, since objects in our model have a greater number of marginal features (compare Table 1 and Table S1 in the Appendix)
analyzed the effect of bounded synapses, including the case when the synapse adjustments depend on synaptic strength and vanish at the boundaries (a characteristic shared by our model too). Their final suggestion is to use a casacade model (Fusi et al. 2005) , in which synapses have multiple states and exhibit dynamics over a wide range of timescales. This may be a further improvement of our learning rule.
Accounting for totally and partially shared features
Feature-based theories suggest that the semantic features may account for the category level through features that are shared by many concepts in a specific category, while distinctive features allow to the identification of closely related concepts. In the case of progressive loss of semantic memory observed in neurodegenerative disorders, distinctive properties of objects are lost at earlier stages of the dementia, while shared properties remain preserved for a longer time (Alathari et al. 2004; Catricalà et al. 2015c; Duarte et al. 2009; Garrard et al. 2005; Giffard et al. 2001 Giffard et al. , 2002 Laisney et al. 2011) . In attractor networks using a Hebbian rule, the reinforcing correlations among shared features are crucial to account for the preservation of shared features. On the other hand, they represent a problem in the case of features shared by several but not all the concepts belonging to the same semantic category. In previous models (McRae et al. 1997) attractor dynamics led to an incorrect activation of additional features, due to its correlation with the other features, for example bird-like features for the concept jet. These kinds of models naturally learn how features co-occur in concepts on which they are trained. In this work, we implemented an important novelty: the post-synaptic threshold in the Hebb rule varied automatically as a function of presynaptic frequency (i.e., reflecting how many concepts share a feature). As illustrated in Fig. 3 , this variability is essential to avoid that a feature shared by many (but not all) members in a category is inherited by other members. At variance with the BCM rule, which uses a variable post-synaptic threshold to avoid instability, in our model instability is limited by assuming an upper saturation for the synapses, i.e., reducing the learning rate when a synapse approaches saturation. The use of a variable post-synaptic threshold has a different objective: to control saliency, so that saliency for shared features in a category follows a different pattern compared with distinctive features. To this end, our post-synaptic threshold depends on the average value of the pre-synaptic activity. The higher this value, the higher the threshold. This means that a shared feature in a category must occur in almost all members to be ascribed to the category (i.e., to receive synapses from all the other members), and that a shared feature does not evoke distinctive properties of individual members. It is worth noting that our rule is biologically plausible. In particular, this is a local rule, i.e., it just exploits information (the values of pre-synaptic and post-synaptic activities, and the synapse strength) already present in situ.
Indeed, some values in the Hebb rule, especially those regarding the adjustments of the threshold (# post-base , D# post and # post-sat in Eqs. 2 and 3), must be chosen quite carefully to have an optimal behavior. However, this is not a significant limitation of the proposed rule. The correct values can be easily chosen assuming three-requirements: (i) the basal value is the same used for differentiating marginal versus salient distinctive features, i.e. it is equal to the frequency required to have saliency for distinctive features (55% in the present work); (ii) the value of # post-sat must be just a little small than 1, to allow that only features shared by almost all members of a category are ascribed to the category (hence we used 0.95 in this work, this signifies that a 5% of exceptions are tolerated); (iii) the most problematic parameter is D# post . In fact, if its value is too low, some unwished synapses are created at the beginning of training. We observed that 0.5 is a suitable value to obtain a correct synapse learning with the present two taxonomies. We have not tested the robustness of this parameter in different conditions (for instance using different probabilities for salient and marginal features, or assuming a different number of totally shared vs. partially shared features in a category). Future studies should be concentrated to test the robustness of this parameter value and, in case, to design methods for automatic adjustment of its value to optimally reflect the structure of the data-base. Another problem is how these parameters (especially # postbase ) may be physiologically changed to reach a desired behavior (for instance, to modulate the saliency of a given property on the basis of emotional, attentive or contextual influences).
Accounting for salient and marginal distinctive features
Distinctive features are important to differentiate between closely related concepts, typically members of the same semantic category, as they occur in only one or a very few concepts. The crucial role played by distinctive features in semantic processing has been reported in several studies involving both healthy subjects (Marques 2005; Mirman and Magnuson 2009) and patients (Alathari et al. 2004; Duarte et al. 2009; Garrard et al. 2005; Laisney et al. 2011; Rogers et al. 2004) , as well as in connectionist models (Cree et al. 2006; Rogers et al. 2004; Mirman and Magnuson 2009; Moss and Tyler 2000) . Not all the distinctive features, however, have the same salience for the representation of a concept (Cree et al. 2006) . Some distinctive features are not highly salient, as they are infrequently reported in feature-norming tasks, and presumably do not play a prominent role in the representation of concept. Production frequency (or dominance, referring to the number of participants who listed a feature) is a strong predictor of feature verification latency (Ashcraft 1978; McRae et al. 1997 ). Smith and co-workers (1995) showed that AD patients were more impaired in attributes with low dominance. According to Sartori and Lombardi (2004) , considering both distinctiveness and dominance, it is possible to identify features with high relevance, namely those most relevant for object identification. Distinctive features may be thus distinguished in salient and marginal features, with the former most important in the identification of a concept. In a recent study, we have reported that distinctive features with high values of semantic relevance were lost only in AD and SD patients with naming impairment (Catricalà et al. 2015c) . Despite its importance, dominance is generally not incorporated in attractor models (McRae et al. 1997) , thus preventing the discrimination between salient versus marginal features (but see Ursino et al. 2015) . In a previous version of this model, we were able to distinguish between salient and marginal features within the same concept, using different pre-synaptic and postsynaptic thresholds in the Hebb rule and so training asymmetrical synapses. In this work we tested the model by simulating both naming tasks (in which, starting from partial information, the overall semantic information is reconstructed and the corresponding word-form is evoked), and word recognition tasks (where a single word-form evokes all salient features of the corresponding concept). The results show that the model, with the same values of parameters, works in a fully satisfactory way; all simulations confirm that the network can discriminate between salient and marginal features. We noticed just one anomalous behavior: if a shared feature is salient for one concept and marginal for another (according to the frequency of occurrence) it sometimes becomes salient for both after training. This result may represent a possible testable prediction. Indeed, looking at the data-set, we observed that marginal features that become salient after training are close to the boundary between saliency and marginality, (i.e., they have a relatively high dominance based on the number of participants who listed that feature for the concept).
The idea is that a feature is salient if spontaneously evoked when thinking to the given concept. Hence, we chose those features, which are more frequently listed in the feature generation task. It is worth noting that, after training, we simulated a prototypical subject, extracted from the data set on the basis of an average behavior (i.e., the behavior common to most subjects). Of course, it is possible to simulate different subjects with different semantic representations by performing an ''ad hoc'' training for each of them, using different frequencies to mimic a personal experience of the word (see Yee and Thompson-Schill 2016) . Hence, in perspective the model can be used also to simulate individual variability. In this work, we used two constant frequencies for each feature within a concept (40% for marginal and 70% for salient), thus attaining a fixed final semantic representation. This choice was motivated by simplicity, to facilitate the final analysis of results. Our model is actually compatible with a flexible, experience-based representation of semantics. In particular, one may train the model assuming a flexible experience, in which the frequency of feature occurrence changes over time. In this condition, the model predicts that a marginal feature may subsequently become salient, if its frequency increases. Conversely, a salient feature, after the formation of synapses, is always spontaneously evoked within a concept, thus maintaining a 100% frequency.
Simulating semantic memory disorders
Another important aspect of the model is the capacity to simulate pathological conditions, characterized by progressive impairment of performances based on semantic memory. This was achieved by damaging the network. Although these simulations are just qualitative, their results exhibit some interesting correspondences with clinical results, and point out the possible use of the model for the analysis of neurological disorders (such as SD and AD) characterized by semantic impairment.
Damage in the network was simulated in two different ways. First, we mimicked a damage to the synapses of the semantic net. To this end, we weakened a given percentage of randomly chosen synapses. The results suggest that the network is robust against synaptic damage (a property typical of most parallel distributes systems); more than half of synapses can be reduced, up to 60-70% of the basal value (i.e. with a -30% or -40% reduction) without apparent information loss. However, when synaptic damage is further increased, the network often fails to evoke salient distinctive features than shared features, hence failing the object naming. Such results agree with previous clinical and neurocomputational data (Alathari et al. 2004; Rogers et al. 2004) . The model ascribes this difference to the fact that shared features receive a larger number of synapses, not only from distinctive features of the individual member, but also from all shared features of the superordinate concept. It can thus be activated by more synaptic paths, becoming robust against synaptic damage.
In a further set of simulations, we assumed that some neurons in the semantic net were unresponsive to stimuli: this corresponds to a loss of features. In these conditions, we simulated a naming to definition task by providing four features (two marginal and two salient) as input. As expected on the basis of the model structure, a damage in a salient feature jeopardizes the object naming task. Conversely, the naming task is correctly solved despite a loss of marginal features. This behavior agrees with a recent study by Catricalà et al. (2015c) , showing that patients with naming impairment have lost features with high salience. Taken together, these results suggest that the semantics of a concept include information necessary for uniquely identify the concept, as well as additional information not immediately required for object identification (Chertkow and Bub 1990; Miller and Johnson-Laird 1976) .
Comparison with recent results on semantic memory
In our model, units do not represent individual neurons, but rather a population of neurons (not necessarily contiguous) participating to the representation of the same feature. Their activation (described in the model with a single activity for the sake of simplicity) is the product of a preprocessing stage, which extracts the main pieces of information in the external data and decides on the presence/ absence of a feature. For simplicity sake, these pre-processing steps are not directly included in the present equations, but they are an implicit assumption behind the model. These pre-processing steps may involve both purely modal attributes ('it meows' or 'it has black and white stripes') or more complex encyclopedic information ('it chases in the night'). In the present work, we used general features to represent the semantics of real concepts (animals and artificial objects) taken form a data set, and so we abandoned the topological representation used in previous model versions (Ursino et al. 2010 (Ursino et al. , 2015 . This choice, of course, has the enormous advantage to allow a direct comparison between model results and results of psychological tests. The single features used in the present representation are not elementary perceptions, but complex elements which might be decomposed into simpler attributes, until a modal and topologically organized representation is achieved.
Current neural models of semantic memory suggest that the semantic network is distributed over multiple areas in the brain, with a complex topological organization (Huth et al. 2016) . The authors mapped the semantic selectivity across the cortex, using a data-driven approach, and showed that the semantic system is represented by an intricate network, including temporal parietal and frontal regions, with different areas represent information about specific semantic domains. These data are not in opposition with our model. In fact, it may be expected that the different features used in our model are coded in different areas, giving rise to a complex distributed network in the cortex.
Current models of semantic memory include modality specific areas, convergence zones and/or transmodal hubs. There is no agreement, however, on the number, identity and organization of these last regions (Damasio 1989; Lambon Ralph et al. 2017; Bonner et al. 2013; Fernandino et al. 2015) . Lambon-Ralph et al. in a series of recent papers (Lambon Ralph et al. 2017; Patterson et al. 2007) , hypothesized that sematic cognition exploits both modal and trans-modal representations, conceptualizing the semantic network as a ''hub and spoke'' structure including both modality-specific primary and association areas and a crucial transmodal hub. In particular, the authors postulated that a trans-modal hub works like a ''convergence zone'' and sends back synapses to reactivate modality-specific information distributed across different cortices. While in our model the lexical region works as the hypothesized convergence zone, a hierarchical organization of multiple convergence zones could also accommodate the results (Fernandino et al. 2015) .
In conclusion, our model is compatible with a semantic conceptual system, which incorporates modal cortical regions in sensory, motor, language, and emotional areas, supplemented by transmodal regions, which integrate the features into more abstract heteromodal representations. The idea is that semantic processing includes multiple steps, from simpler features to more complex concepts, as proposed by several authors (Damasio 1989; Lambon Ralph et al. 2017; Fernandino et al. 2015) .
Limitations of the model
Finally, we wish to acknowledge some limitations/simplifications of the present model. These can be subdivided into limitations in the structure of the network, and limitations in the training procedure.
In the case of the structure, we did not include autoassociative synapses linking word-forms in the lexical layer. This choice has been adopted to simplify the analysis of network behavior, assuming that most of the connections (and so the reconstruction of the concept) occur at the semantic level. Nevertheless, it is possible that synapses are created between frequently co-occurring words in lexicon, via a temporal Hebb rule, thus favoring the link among concepts.
A more complete semantic net should incorporate more than a single processing stage, such as modal layers, extracting elementary features from sensory, motor or emotional regions. These can converge encoding a more abstract feature representation. Only the last part of this semantic net is simulated in this work, whereas the previous version of our model (Ursino et al. 2015) was oriented to the simulation of topologically organized regions, involved in concept embodiment.
The training procedure can also be modified, to incorporate new aspects. In this paper, we first trained the semantic net, using input features with a given statistics, and only subsequently (when the semantic was assessed) we trained the connections between the lexical and semantic nets. This implies that the subject first learns the concept meaning (in an unsupervised way, i.e. simply looking at the environment), and only subsequently links the meaning to word-forms. Future work may try a different strategy, in which semantics continues to evolve during the second phase, from interaction with word-forms. This may be useful, for instance, to improve the simulation of the acquisition of encyclopedic features, which are not directly acquired from the environment, but from a supervisor, and to achieve a more refined model of semantics, in which language modulates ongoing cognitive and perceptual processing (Lupyan 2012) .
Finally, additional aspects of semantic memory have been analyzed recently, and may represent future challenges for neurocomputational models. Among the others, the semantic level can interact with the acoustic level (Li et al. 2017 ) and with the syntactic one (Malaia and Newman 2015) and both aspects are important to allocate attentional resources. Mizraji and Lin (2015) stressed the importance of coding spatial and temporal relations in autoassociative networks, and emphasized the role of the context. Finally, some authors stressed the need for a symbolic level, between the physiological and the cognitive ones (Bonzon 2017) . Although these aspects are well beyond the objectives of the present work, they may be food for future modeling efforts.
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