O'Sullivan (1987) has focused on versatile test procedures that are sensitive to both the ordered hazards and crossing hazards alternatives. These procedures, like the log-rank and Wilcoxon tests, are essentially based on estimates of the hazard functions. Here, we present a class of statistics which are based directly on the estimated survival functions and which have been motivated by the alternative of stochastic ordering.
Motivation

Weighted Kaplan-Meier (WKM) Statistics
The form of the stochastic ordering alternative suggests a natural (albeit naive) measure of the difference in survival between the two groups, namely fu = f? [Si (t) -S2(t)] dt, where to is the length of the study period. We can interpret Alto as the average difference in the survival probabilities over the study period. We can also interpret Au as the difference in mean survival times when distributions are truncated at to, although it is not this interpretation that motivates Au as a measure for comparison under the general stochastic ordering alternative. If Si(.), i = 1, 2, are the Kaplan-Meier estimators of the survival functions (Kaplan and Meier, 1958) , then a natural statistic on which to base a test procedure might be oto
A J [SI (t) -S2(t)] dt.
In censored data it is well known that the Kaplan-Meier estimator S,(t) can be very unstable for t close to to in the presence of heavy censoring. Indeed, the limiting variance of vn[S3i(t) -Si(t)] is given by vi(t) = S2(t) f ( Xi(u) du,
where C7-(u) is the probability of not being censored before time u (Gill, 1980) . In many applications censoring is determined largely by the timing of subject entry into the study, with the probability of early entry being quite small. That is, Cy-(t) is small for t close to to. In addition, it will most often be the case that there are positive probabilities of failing near to and of surviving the length of the study, i.e., Xi(t) > 0 for t near to and Si(to) > 0 so that vi(t) can be large for t close to to. Consequently, A is unstable in many applications of practical interest, and hence unsuitable as a test statistic.
To remedy such instability we introduce a random weight function w(.) estimating a deterministic function w(.), which downweights the contributions of the SI (t) -S2(t) in 4 over later time periods if censoring is heavy. We will show that if the weight function is chosen appropriately the resulting statistic will be stable.
Formally, we define a weighted Kaplan-Meier or WKM statistic as WKM = Xi A; J (t)[S3(t) -S2(t)] dt, n where T, = supIt: C,(t) A C2(t) > 0}, A denotes minimum, ni is the sample size in group i, n = n, + n2, and CA(.) is the Kaplan-Meier estimator of the censoring survival function in group i. Stability conditions, given in the next section, will require wi(t) = 0 if CM(t) = 0, i = 1 or 2, so that we can in fact replace T, with to (or oo). We include this endpoint T, in the definition, however, for the sake of comparison with the endpoint used by the weighted log-rank statistics. and hence the power of the test procedure is inherently dependent on the magnitude of the difference in survival time on some scale.
Comparison with
Other Related Procedures
Some nonparametric statistics based directly on the survivor functions have been proposed for this problem. Notably, generalizations of the Kolmogorov-Smirnov statistic to censored data have been studied by Fleming et al. (1980) and by Schumacher (1984) . This statistic is based on the maximum distance between the two survivor functions and, though it may be very sensitive to a difference that is large but evident only over a short period of time, it can be very insensitive to a moderate difference that extends over a long period of time.
In practice, the latter rather than the former will be of more clinical interest. Note also that because the Kolmogorov-Smirnov statistic is rank-based, it shares some of the shortcomings of LK statistics.
A statistic closer to the WKM in philosophy is the Cramer-von Mises statistic, which in uncensored data can be written as
where F(.) is the pooled empirical distribution function and K(.) is a weight function. This is a weighted average of the squared distances between the estimated survival functions and is oriented toward the two-sided alternative S1 (.) $ S2(.). A generalization to censored data was studied by Schumacher (1984). The Cramer-von Mises statistic differs from the WKM statistic in that again it is a rank statistic, the integration with respect to F(.) allowing mass only at observed death times. Interestingly, the original statistic proposed by Cramer was f [Si (t) -S2(t)]2 dt, a two-sided version of an (unweighted) WKM statistic.
Von Mises introduced the integration with respect to F to yield a distribution-free rank statistic, allowing for exact nonparametric testing in small samples. The WKM statistics proposed here retain the flavor of Cramer's original statistic. Although they are not distribution-free, we will choose the weight function so that the statistics are nonparametric in the sense that asymptotically valid tests can be performed without assumptions regarding the underlying survival and censoring distributions. The real constraint on the weight function, to ensure stability of the WKM statistic, is that for some positive constants F and 6, In censored data the weight function wvC(u)L3(u) might be used.
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In these two examples, the quantities to be estimated are essentially differences of two weighted (survival time) averages, or location estimates. These are well estimated in uncensored data. Stable estimation in censored data, however, requires downweighting of information over periods of heavy censoring. Hence, censored data are intrinsically unsuitable for estimation of these "real-time" parameters. However, realizing the limitations of the data, we can develop test procedures which, by virtue of the particular choice of weight function, are sensitive to the alternative of most interest. These types of techniques have not been considered in survival analysis before.
Small-Sample Simulation Results
In the simulation studies we considered the weight functions and and 4 because they will often be natural choices in practice. A subscript c or NIc denotes the corresponding WKM statistic. A superscript p (pooled) or Up (unpooled) indicates the variance estimator used. The simulations were performed on an IBM-AT personal computer, using the APL programming language and its inherent random number generator. All tests were onesided.
Size Properties
The survival distributions chosen were Weibull, Sb,a(t) = e-(1/b), t > 0, with b = 1 and a = .5, 1, 2, and 3. This group of survival functions is diverse in terms of skewness and tailweight, factors that might be expected to affect the empirical sizes of the tests under study. The censoring distributions were equal and uniform U (O, c) The empirical levels of WKM P and WKM P are both very close to the nominal level across a broad range of situations. Only with uncensored heavy-tailed data do the sizes deviate substantially from the nominal level and then only at the lower .01 level rather than at the .05 level. Since in uncensored data we are essentially dealing with the z-test and intuitively an outlier will influence the sample variance considerably more than it will affect the sample mean, it is not surprising that the tests are conservative in this case. Benjamini (1983) has shown that the conservatism occurs primarily at low P-values. To protect against such conservatism, classical statistical methodology would suggest "trimming the data," using trimmed sample means for comparison rather than true sample means. That is to say, artificial censoring of the data to increase robustness of the test procedure is suggested! The natural censoring seen in survival data should yield WKM P statistics robust in size in real applications.
Power
The results of some simulations under the various stochastic ordering configurations of Figure 3 are given in Table 2 . Configurations I(a), (b), (c), and (d) are Weibull proportional hazards alternatives, with a = .5, 1, 2, and 3, respectively. The scale parameter b for S. is 1 in all cases. In censored data WKMr-is slightly more powerful than WKMC, primarily because the largest difference in the survival functions occurs toward the end of the censoring distribution and WKM/r puts relatively more weight there than does WKMc. The difference, however, is very small. The log-rank is known to be the locally most powerful test statistic against proportional hazards alternatives when the censoring distributions are equal (Gill, 1980) and indeed its efficiency in this situation is a major reason for its popularity. Table 2 indicates that across a broad range of proportional hazards alternatives the WKMh and WKMfo statistics attain high efficiency. Only in the uncensored heavy-tailed configuration (a) does the log-rank gain substantially over the WKM statistics. This most likely can be explained by the conservatism of this test in small samples under the null hypothesis in uncensored heavy-tailed data. In censored data it appears that WKMC and WKohiM compare well with the most efficient log-rank statistic under the proportional hazards alternatives considered here. If groups 1 and 2 are regarded as treatment and control groups, respectively, then the treatment decreases the constant hazard rate uniformly over time in the cases studied above. Often a treatment will decrease the hazard for some initial period but its effect on the hazard becomes negligible later on, as in configuration II. Since the power of a weighted log-rank statistic is governedby ?6 K(t )[X1 (t) -X2(t)]&d, the later time period contributes nothing to the power of these statistics, even though differences in survival functions remain and presumably add to the power of WKM. Indeed, for the particular configuration chosen, the WKM statistics are seen to perform better than the log-rank, though not substantially better since later differences in survival are small. The generalized Wilcoxon statistic, which relative to the log-rank places more weight at early rather than at late hazard differences, is quite well suited to the alternative of configuration II. In configuration III the effect of the treatment on the hazard does not manifest itself until later in time. The Wilcoxon performs poorly though both the log-rank and WKM statistics perform very well. Alternatives where long-term differences in the survival functions occur are often of particular interest. The low power of the Wilcoxon in such situations is a reason for its recent loss in popularity.
The hazard functions cross in configuration IV, the treatment decreasing the hazard early in time but increasing the hazard late in time. The log-rank performs poorly and the WKM can perform much better than it in such situations. The Wilcoxon can also perform well in such situations because it places little weight on the late negative differences XI (t) -X2(t ). However, an intermediate period of approximately equal hazards, which may well occur in practice, can detract from its efficiency as in IV(b).
We can draw the following general conclusions from the simulation studies. First, the power of WKMc and WKM,/c is determined by the magnitude of the difference in the observed survival time, scaled by the overall variability. In contrast, the power of a weighted log-rank statistic is governed by the difference in the hazard functions. Second, across a broad range of stochastic ordering alternatives the WKM statistics are good competitors to the log-rank, even under the proportional hazards alternative. They can perform substantially better than the log-rank when the hazard functions cross.
Discussion
A basic assumption made for the development of asymptotic distribution theory is that S(.) is continuous. Although survival time may in truth have a continuous distribution, in practice data are always recorded in discrete units. Hence, ties will often occur in real data. O'Sullivan (unpublished Ph.D. thesis, University of North Carolina, 1986) has shown that if the recording unit is small and censored observations occur after survival time observations at tied data points, then the statistic calculated from its definition (with the ties incorporated in the usual definition of the Kaplan-Meier estimators, etc.) is a close approximation to that calculation had the true observation times been recorded. Since WKM statistics are real-time statistics, this is to be expected.
In summary, we have introduced a class of nonparametric statistics that seem intuitive for the general alternative of stochastic ordering. In contrast to the classical nonparametric statistics for the censored data problem, which are generalized rank statistics, WKM statistics are generalizations of location test statistics. In some cases the weight function can be chosen so that the test statistic is an estimator of some population parameter of interest. With weight function wic the statistic is a generalization of the z-test statistic to censored data. This test seems to compare favorably with the popular log-rank test statistic across a broad range of stochastic ordering alternatives.
Further work on the choice of weight functions that are optimal with respect to efficiency against particular families of alternatives is being done. Stratified test procedures, K-sample test procedures, and procedures based on the joint use of a weighted log-rank and a WKM statistic are also being investigated. Finally, some practical applications of WKM statistics will further illustrate their real worth, especially relative to the current popular log-rank and Wilcoxon procedures.
