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A Ostract 
Gonzilez-Vega. L.. Determinantal formulae for the solution set of zero-dimensional ideals. 
Journal of Pure and Applied Algebra 76 ( IYY I) 57-80. 
In this paper we study the properties of a forgotten construction introduced by V.W. Habicht in 
1948 related with the problem of computing a basis for the ideal generated by tl polynomials 
F,. . . . . F,, in W[s,. . . . . s,,] allowing to determine in an easy way its zeros and its radical for the 
zero-dimensional case. This construction is achieved gent-r&zing to Dd!s,. . . . .x,,] the definition 
of subresultants of indexes 0 and 1 and so, the coefficients of the polynomials in the new basis 
are defined as the determinants of certain matrices constructed with the coefficients of the 
polynomials F,, . . . F,, . 
The construction is introduced for the generic case and it is showed that its specialization 
works for all the zero-dimensional ideals in general position with respect o x,, except when the 
coefficients of the polynomials F,. . . . F,, are in some hypersurface in K” whose equation we 
shall give in an explicit way. 
A basis with a similar structure to the one here introduced can be computed using Groebner 
Basis (the Shape Lemma) imposing the radicality hypothesis to the initial ideal. 
Introduction 
Let IL be a field of characteristic 0 and K its algebraic closure. Let F,. . . . . F,,, be 
m polynomials in Qu] = [L[x,, . . . ,.Y,,] such that: 
l the ideal generated by F,, . . . , F,,, in K[x,, . . . ,x,,] is zero-dimensional, i.e.+ 
card@EK”1 F,(g)=0 . . . . . F,,,(c~)=o))<+~, 
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o the ideal generated by F,. . . . , F,,, in H[x,. . . . .x,,] is in general position with 
respect to x,,, i.e., 
~y#@ and Fi(g)=Fi(J)=OiE{i ,..., m} + cy,,Pp,, , 
0 the ideal generated by F,, . . . , F,z, in W[x,, . . . ,x,,] is radical. 
In these conditions about the polynomials F, , . . . , F,,, , the following result is a 
well-known fact about Groebner bases: 
Shape Lemma. The Groebner basis of the ideal in W[x,, , . . ,x,,] generated by 
F,,.... F,,, with respect to the lexicographical order with x,, < - - * < x, has the 
following strmztaree: 
b-1 -&WJ2 -&(-?A* *. TX,,-1 -grl-1(X,,). g,,(x,J 7 
where each g; is a polynomial in lL[x,,] with deg( gi) < deg( g,, ). 0 
The Shape Lemma alIows us to work in an easy way with the solutions of 
radical zero-dimensional ideals when these are in general position. In some sense 
this lemma is a Primitive Element Theorem because it gives a polynomial g,,(x,,) 
whose splitting field contains all the elements of K appearing as coordinates of the 
zeros of the ideal. The proof of the Shape Lemma can be found in [7] and other 
properties of this construction in [ 111 and [ 121. Another algorithm to compute the 
polynomials in the Shape Lemma, when the original system is triangular and has 
real coefficients, appears in [17] in order to make sign computations with the real 
solutions of such system. 
This paper is devoted, first of all, to describe some forgotten results appearing 
in an old paper of VW. Habicht called “Zur inhomogenen Eliminationstheorie”, 
published in 1948, related with the problem of finding a basis of the ideal 
generated by tz polynomials F,, . . . , F,, in D[x,, . . . ,x,,] very similar to the one 
appearing in the Shape Lemma and secondly, to use these results to get some 
information about such ideal: solutions in K”, radicality, Groebner Basis,. . . . In 
that paper Habicht describes, when the polynomials generating the ideal to study 
have indeterminate coefficients, an algorithm to construct the polynomials ap- 
pearing in the Shape Lemma through determinantal formulae. 
So, in this paper specializing such formulae, we show that for almost all the 
zero-dimensional ideals in general position with respect to x,, (except when the 
coefficients of the F,, . . . , F,, are in some algebraic set whose equation we shall 
give explicitly) this construction works and does not need the radicality hypothesis 
over the ideal. We shall get also information about: 
the radical of the ideal $F,, . . . , F,,). 
0 bounds for the coefficients of the polynomials in the new basis when the Fi’s 
have integer coefficients. 
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This paper will be divided in four sections. The first two are devoted to describe 
Habicht’s construction for the indeterminate case and the other two describe how 
to specialize such generic results, to get information about the Groebner Basis 
and the radical of the initial ideal and some examples showing the problems, still 
not solved, which appear when using this construction. 
In the first section. given F,, . . . , F,, polynomials in the variables A-, . . . ,x,,_, , 
F;. = a;,,xp +cq2x:‘+? + - - - f a ,.,)., , 
with coefficients in Z’(Q] = Z[a,., , . . . , a ,,., C,], we construct a polynomial in Z[a], 
noted R[ F, , . . . , F,,], that will play the role of the nonhomogeneous version of the 
resultant of n homogeneous polynomials with n variables. With the m&-ices used 
to construct the polynomial R[ F, , . . . , F,,], for each i in { 1. . . . , n - l}, we define 
a polynomial with the structure 
Si[F,, . . . 9 F,,] = cd&; + c;(a) 7 
where C&J) and each c,(n) are determinants of matrices whose entries are 
elements in .Z[a]. It will be shown that the poiynomials S,[F,. . . . . F,,] and 
R[F,, . . . , F,,] are in the ideal generated by F,, . . . , F,, in Z[q][x, . . . , x,,_ ,I. 
In Section 2, using the construction introduced in Section 1. given F, , . . . . F,, 
poYynomials in the variables x,, . . . ,x,,, 
with coefficients in Z[a] = H[a,_, , . . . , u,~_,,~,,], we construct a polynomial 
T,,[F,. . . . , F,,] in Z’[a, x,,] and for each i in { 1,. . . , n - l}, a polynomial with the 
structure 
T;[F,, . . . , F,,] = ax; + q(a, x,,) 7 
where T,, [ F, , . . . , F,,], c(g) and each ~,(a. x,,) are determinants of matrices whose 
entries are elements irl Z[Q, x,,]. It will be studied the relation between the ideal 
generated by the polynomials T,[F,. . . . , F,,] in Z[Q][X,. . . . . A-,~] and the one 
generated by F,, . . . , F,,. 
In Section 3, we show, given F,. . . . , F,, polynomials in the variables x,, . . . .x,,, 
Fi = a,.,x:l + ui,‘Y:l,-‘x2 +- * * rt a ,.,,‘, , 
with coefficients in Z[a] = Z[L~,,,  . . . . u,,.,,.,~ 1, that, for every specialization a,, in [I 
of F,‘s coefficients, such that T@,,) f 0, the systems 
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and 
F,(a,,,.q,...,x,,)=o 
F,(a,,,x,, . . . . x,,)=o I . F,,(g,, x,, I. 4,,)=0 
have exactly the same solutions. So all the zero-dimensional ideals, described by 
polynomials F,, . . . , F,,, not having their coefficients in the algebraic set 
{a 1 &I = 0). h ave a basis with the structure showed before. Using this construc- 
tion, when ~(n,,) # 0, we also give: 
l an algorithm to compute the radical of the ideal g(F,, . . . , F,,), 
l an algorithm to compute the Groebner Basis of the ideal Z(F,, . . . , F,;,,) with 
respect to the lexicographical order with x,, < * - - < x, making only n - 1 
additional divisions to the computation of the polynomials Ti[ F, , . . . , F,, j. 
In the last section, we study some reasons why Fi;l:‘s coefficients can be in the 
algebraic set {a 1 T(G) = O}. In particular, we show one example of a nonradical 
ideal where this construction works. We give also some ideas in order to use this 
construction when F,‘s coefficients make T vanish: generic change of coordinates, 
infinitesimal deformation of the system,. . . . Finally we give a method to compute 
the number of real solutions, inside of a hypercuboid, of a system F, = 
0 ,.... F,, = 0 when the Fi’s have real coefficients and T(@~,) # 0. 
1. Systems of n polynomials equations irn n - 1 variables with indeterminate 
coefficients 
Let F,,.. . , F,, be polynomials in the variables x,, . . . , x,,_ , , 
F; = ai.,@ + q2xp-‘x, + * * * + a,,,,., , 
with coefficients in H[a] = Z[a ,.,, . . . , a,,.,,.,,], and suppose that the total degree of 
each Fi is di. 
Denoting 
D = 1 + $ (d, - 1) , 
i-l 
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we define 
~‘$&I). card@;-‘)=(“+gD-l). 
i=l 
In these conditions it is easy to show that the sets { U,} ,=, .. .,~, defined for each 
jin {l,...,n-1) by 
and 
u,, = (x7 * * * _~Elr_i’E~~-‘_‘/,<d,.iE{l,..., U-l}} 
={H,,Jk=l,..., S,,}=(H;,“‘Ik=l,..., S,,} 
form a partition of I&‘. If the monomials inside every U, are ordered using the 
lexicographical order with x,,.. , < - - . < x, , then 
and deg( H,, , > = D - d,, . 
Next we shall give the definition of the resultant associated to the polynomials 
FIT..., F,, that usually is given for n homogeneous polynomials in n variables. In 
our case, the nonhomogeneous, this polynomial, noted R(a) = R[F, , . . . , F,,], will 
be an irreducible polynomial in Z[a] generating the ideal ?(F,, . . . , F,,) fl Z[a] 
and verifying for every specialization of a,, of a: 
@ if {Fi(g,,, g) = O)i= 1 .,,,., I has a solution, then 
*if &z,J=O, then {‘i(a,,,x)=O}i=,,.,,.,, has 
infinity). 
Wa,,) = 0, 
a projective solution (affine or at 
The construction of R(a) is the same as in 
made in two different ways: 
the homogeneous case and can be 
(i) R(g) is the greatest common divisor of n determinants of matrices whose 
entries are the coefficients of the polynomials Fi’s (see [ 181. [l], [S] or [lo]), 
(ii) R(a) is t.he quotient of two determinants of matrices whose entries are the 
coefficients of the polynomials Fi’s (see [14], [3] or [4]). 
We follow the way of constructing the resultant appearing in (ii). For that, we 
shall need the matrix M[F,, . . . , F,,] which is defined as follows: 
Foreachjin {l,..., n} and for each i verifying 
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(with s,, = 0) the elements in the ith row are the coefficients of the polynomial 
written with respect to the monomials 
H”’ 
I ,..., 
H(“) H”’ 
1 ,..., -**, ,I ,---, 
Hi,‘“‘. 
In the following picture it is found, in a more clearer way, how to construct the 
matrix M[F, , . . . , F,,] whose entries are the coefficients of the Fi’s 
Now we extract from M[ F, , . . . , F,,] a submatrix, noted m[ F,, . . . , F,,], keeping 
the columns and rows in M[ F, , . . . , F,,] indexed by monomials xy’ . . . x::-,~ 
verifying one of the two following conditions: 
- there exists i and j with (Y~ P d, and cyi 2 di. 
- there exists i with (Y, 2 di and the degree of xyl - - * x::-,-,’ is smaller or equal 
than D - d,,. 
Definition 1.1. Let F , , . . . , F,, be polynomials in the variables X, _: . . . , xl,_, , 
Fi = a;.,x;‘l + a,,,~~-‘x, + . . . + ai .,,, i , 
with coefficients in H[a]. The resultant associated to the polynomials Fl , . . . , F,, is 
a polynomial in Z[g] defined by 
W,,.. .,F,,)= 
det(M[ F,, . . . , F,,]) 
det(m[ F,, . . . , F,,]) * 
The proof that R[ F, , . . . , F,,] is well defined and verifies the properties men- 
tioned before can be found in [14] adapting the proofs to the nonhomogeneous 
case or directly in [4]. 
Going back to the matrix M[F, , . . . ~ F,,] and the set BL-‘, let Y be the number 
of monomials in El;‘,-] with degree zquai to B (in fact r - ( ” + E - ’ )>. As, for each 
monomial HIk’ in BL-,-’ with degree D we have that every polynomial 
Tiw soltctiort set of zero-clitttertsiottnl ideds 
H’“’ 
HjnFj = + 5 
Xi' 
has total degree equal to D and H,,,F,, has also total degree D. we conclude that 
the number of polynomials Hjk Fi with total degree equal to D is exactly I’ + 1. 
Now reordering the rows and the columns of M[ F,, . . . . F,,] with the following 
rule: 
o the first polynomials, used to write their coefficients, will be the I’ + 1 polyno- 
mials HjkFj with total degree equal to D (the last polynomial of these will be 
H,I,F,,)~ 
a the monomials in lI3;-’ will be ordered using first the total degree and after the 
lexicographical order with x,, _ , < * * * < x, , 
we get in M[F,,..., F,,] the fol!owing structure: 
Definition 1.2. Let F, , . . . , F,, be polynomials in the variables X, , . . . .x,,_, , 
F, = a;_,x:l + a;,,~, +‘X, + * * - + a,.,,. , I 
with coefficients in Z[a]. We define the matrix M,[F,, . . . . F,,] as the submatrix 
got from Ql(~) deleting its last column, and 
R,[F,,..., F,,] = det(M,[F,. . . . , F,,]) . 
For each i in { 1 . . . , n - I}, let M’,[F,. . . . , F,,] be the matrix got from Ql(d. 
deleting its last column and replacing the column corresponding to the monomiai 
xi by the last column of Q,(n). So we define 
PJF,.. . . , F,,] = det(M;[F,, . . . . F,,]) . 
Definition 1.3. Let F, , . . . , F,, be polynomials in the variables X, . . . . . s,,_, . 
F; = a;.,~? + u;,,x;‘~- ‘x2+ * . * + u ,.,,., . 
with coefficient in Z[n]. If we write 
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c,,=R,[~,,....F,,] 
the set of polynomials (S;}i=,. 
s; = c,,x; + c; 
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and c;=Ri[F ,,..., F,,] iE{i,...,n-1}, 
. . ..I-1 defined by 
will be called the Fundamental System associated to the polynomials F,, . . . , F,,. 
Remark 1.4. The strategy used to build the polynomials in the Fundamental 
System associated to F,, . . . , F,, for the case n = 2, that is, two polynomials in one 
variable, gives the subresultant of index 1 for such polynomials. The use of these 
ideas to generalize Subresultant Theory to polynomials with several variables can 
be found in [9]. 
The next result gives some properties about the polynomials in the Fundamen- 
tal System associated to 12 polynomials in Z[a][x, , . . . , x,,_ ,I. 
Proposition 1.5. Let F, , . . . , F,, be polynomials in the variables x, , . . . , x~,_, , 
with coejjficients in Z[CZ] and {St }i = (. _, .,) _ , the Fundamental System associated to 
the polynomials F,, . . . , F,z. Then we have 
(i) each polynomial St is in the ideal generated by F,, . . . , F,, in 
Gl[x,. * * * J,,-,I, 
(ii) the polynomials R,[F,, . . . , F,,] and R[F,, . . . , F,,] are relatively prime in 
@I. 
Proof. For proving the statement of (i) we shall note: 
.t= card(B:-‘) - r, where Y is the number of monomials in B’1;’ with degree 
equal to D and P,, . . . , P, the monomials in IB’f;’ with degree smaller than D 
and P,=l, 
* G,, . . . , G,_ l the polynomials of degree smaller than D between the polyno- 
mials Hik Fj, 
’ C”ij)i.j=1....,1 the coefficients of the matrix Q,(u) defined before. 
The conditions involve for each j in { 1, . . . , t - l} the following equality: 
r-1 
Gi= c ujkPk+u,,. 
k=l 
Now we consider i in {l,. . . , t - l} and let u be the index such that PO = xi. If 
we note by WqliE ,.....,_ I the cofactors of the matrix M,[F, , . . . , F,,] with respect 
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to its uth column, then the polynomial 
r-1 
2 M;Gj 
j=l 
is in the ideal generated by F,, . . . , F,, , because the Gj’s are products of the Fj’s 
by some monomials. The proof of (i) is ended showing that this polynomial is 
exactly Si : 
2 M;G, = 2 M; (2 uikPk + uj,) = 2 M;u, + 2 M; 2 ujkPk 
j=l j=l k=l j=l j-1 k=I 
1-I r-1 r-l 1-I 
= 2 M;ui, + 2 PA 2 ujkM; ~7 ci + P, c uit<M; 
j=l k=l J=i j=l 
= ci .t c,,x; = S’, . 
We have used the following basic property of determinants: 
The statement in (ii) is derived from the fact that the polynomial R[ F,, . . . , F,,] 
is irreducible in Z[a] of degree d, . . . d,,_, in the coefficients of F,, and 
R,[F,, . . . , F,,] has degree d, . . . d,,_, - 1 in the coefficients of the same 
polynomial. 0 
2. Systems in it polynomials equations in n variables with indeterminate 
coefficients 
Let F,,..., F,, be polynomials in the variables x,, . . . ,x,,, 
Fi = ~i.1~~ + u,.~x:~-‘x~ + . . . + ai.,,., , 
with coefficients in Z[Q] = Z[a,_, , . . . , a ,,., (‘,t 1, and suppose that the total degree of 
each Fi is di. We shall consider each F, as a polynomial in the variables 
XI,. *. , x,,_, with coefficients in the polynomial ring Z[Q, x,,]. So it is possible to 
construct the Fundamental System associated to F,, . . . , F,, that in this case has 
the structure 
Sil(a,xi,x,,)=c,,(a,x,,)X;+Ci(a,X,,) i= (l,...,fZ-1). 
where c,, and the c,‘s are polynomials in Z@, x,,]. In these conditions it is also 
possibk to define the resultant associated to F, , . . . , F,I, 
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R(n. x,,) = R[F,. . . . , F,,] , 
where R(a, x,,) is also a polynomial in Z[a, x,,]. The next lemma shows two 
properties about the polynomials R(n, x,,) and ~,,(a, x,,) for this special situation. 
Lemma 2.1. Let F,, . . . , F,, be polynomials in the variables x, , . . . , A,,, 
with coefficients in Z![a] = Z[a,,, , . . . , a t ,.,, . I and RIa7 x,,) and da, x,,) the polyno- 
vials defined before. Then: 
(i) the Sylvester resultant of R(n, x,,) and C&I, x,,) IS a non identically zero 
polyrzomial in Z[g], 
(ii) the intersection between the ideal generated by the Fi’s with Q[cI, x,,] a 
principal ideal in C&I, x,,] with generator R(cI, x,,). 
Proof. The proof of (i) is derived from the fact that for every (Y the 
polynomial R(n, cx) is the resultant associated to the polynomials 
{ F,(a, X, , . . . , x,~_ , , CY)}~, .,..., I and so it is irreducible. 
TO prove (ii) there is only to show that if P(a, s,,) is in ;j(F, , . . . , F,,) IT 
Q![G, x,,], then all the roots (in some algebraic closure of Z[a]) of R(Q, x,,) are 
roots of P(a, x,,) and to use the fact that the ideal g(R(a, x,,)) is prime in Q[a, x,,] 
and R(Q, x,,) is a polynomial of positive degree in x,,. q 
If we note by r(n) the Sylvester esultant of R(a, x,,) and C&I, x,,) with respect 
to x,, then it is possible to write 
T(d = P(@, X,I)c,,(a, x,,) + q(a, xJR(a, x,,) , 
where p and q are polynomials in Z[a, x,,] that can be defined as determinants of 
matrices constructed with the coefficients of R(a, x,,) and c&, x,,) (see [13] and 
the following remark). 
Nextforeachiin {l,...,n-1) wedefine 
T;[F,, . . * ’ &,I= P(6 U%a_, x,,) + x,q(a. X,,)R(& x,,) 
= p(n’ x~~)(cll(~~ xr, )‘i + ci(Q~ X,,)) + X;q(L?, X,,)R(Q, X,,) 
= ‘i(P(a- X,t)Ct~k, x,,) + q(a, s,,) R(a. x,,)) 
+ Pk. x,,)c;(a_, x,,) 
= Wx, + u;(a, x,,) , 
where day x,,; = p(n, x,,)c,(~, x,,). 
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Remark 2.2. As we have quoted before, the polynomial p(a. x,~) appearing in the 
definition of ~,(a, x,,) can be defined as a determinant of a matrix whose entries 
are the coefficients of R(g, x,,) and ~,(a, x,,). So if we write 
then 
Definition 2.3. Let F, 
F; = n;_,x$ 
. . . , F,, be polynomials in the variables x, , . . . , x,,, 
- ui.lxyxz + * * . + a,_rt, , 
with coefficients in Z[:] = B[a,., , . , . . a,, .,,,, ,I. The set of polynomials 
T;[F,, . . . 1 F,,]=7(g)x;+u;(g,x,,) i=l,..., n-l. 
T,,[F,?. - - 7 &,I = Na. x,,) 7 
will be called the Linear System associated to F, . . . . , F,,. 
Now we study the relation between the ideals z(F,, . . . , F,,) and $(T,. _ . . , T,,) 
in &x,x,,. . . ,x:,1. 
Proposition 2.4. Let F,, . . . , F,, be polynomials in the variables x,, . . . , A-,,, 
with coejj’kients in Z[g] = Z[a,., . . . . , a 1. ,,., ~ The polynomials in the Linear System 
associated to F,, . . . , F,, are in the ideal ts(F, , . . . , F,,). 
Proof. The statement in the proposition is derived from the fact that the 
polynomials S;(g, x,,) and R(g, x,,) are in the ideal $F, , . . . , F,,). So the 
definition of the T,‘s shows 
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which clearly implies that the Ti’s are in z(F,, . . . , F,,). 0 
Theorem 5. Ler F,, . . . , F,, be polynomials in the variables x, 
F, = a;.,~: + u~.~x~-‘x~ + - - - + ai.,,,, , 
X a, “3 
with coeficieats in iZ[a] = ??[a,., , . . . , a,l.,(.,l] and T,, . . . , T,, the Linear System 
associated to F,, . . . , F,,. Thenforeach iin {l,... , n} there exists a positive integer 
Si such that 
+@F; E Z(T, , . . . , T,,) . 
Proof. The proof is based in a reduction process over each Fi using the polyno- 
mials in the Linear System associated to the Fi’s. -tie shall use the notion of 
pseudoremainder of two polynomials P and Q in a polynomial ring O[x], where 0 is 
an integral domain with deg(P) z deg( Q), 
Prem( P, Q, x) = remainder( lcof( Q)dea(P)-dep(Q)+’ P, Q, x) . 
Let i be an element in { 1, . . . , n}. The reduction process for the polynomial Fi 
is defined as follows: 
F!” = Prem(F;, T,, x,) 
+Elhi, 3qi E H[tz, x,, . . . , x,J-+ +Fi - q,T, 
=F;“Ez[g,xz ,...) x,,] 
Fj” = Prem(Fi”, T,, x2) 
+GlA,, 3q,EZ[g,x,, . . . ,x,J++F;‘) - q2T2 
= F;“EZ[g,x,,.. .,x,,] 
. . . 
Fi”-,I = Prem(Fj”-“‘, T,l_,, x,,_,) 
ZIAi,,_, 3q,l_, EZ[g,x,,. . . ,x,,]++-,F;“-~ -q,,_,T,,_, 
= Fj”-‘) E Z[g, x,,] 
All these equalities and 
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II- I 
s, = c A, 
j=l 
allow us to write 
,? - 1 
T(&F;. = c Q, Tj + F;“- ’ ) , 
j=I 
where each Qjj is a polynomial derived from the 4;‘s. Like the Tj’s are in the ideal 
%(F, 7. . . , F,z) (Proposition 2.4) and Fi”-‘) is in H[a, s,,], the polynomial Fi”-‘) 
belongs to a(F,, . . . , F,,) rl Z[g, x,,] an d so it is divided by T,, = R(a, x,,) (Lemma 
2.l(ii)). So we can conclude that the polynomial +_$F; is in the ideal 
%(T,,.. . , TJ. 0 
3. Specialization 
After the careful study we made in the Sections 1 and 2 about the generic 
situation, we use these results to study the systems of n polynomials equations in 
n variables with coefficients in any field IL of charactt ristic 0 whose algebraic 
closure will be noted by K. 
Let F,,..., F,, be n polynomials in lL[x, , , . . ,x,,] and suppose that the total 
degree of each F; is di. For each i in { 1, . . . , n} denote by Fj the generic 
polynomial of degree dj in the variables x,, . . . ,x,,, that is, 
F; = a;.,~~ + u~.~x$-‘x~ + - - - + ai.,,., 
where the aij’s are indeterminates. In these conditions we can consider the Linear 
System associated to the Fi’s, 
T=~t4x,+U*(aJ,,), *-*, ?;,_, =T(a)x,I_,+u,,_,(a,x,,), 
-T,, = R(a, x,,) . 
If a,, denotes the specialization of the a,,‘~ transforming every F, in F, and we 
write 
then we get the following properties about the ideal G(F,, . . . , F,,) considered in 
K[x,, . . . ,x,,]: 
if ~(a(,) # 0, then R(cz,,, x,,) is non identically zero and 
(i) Z(F,, . . . , F,,) = G(T,, . . . , T,,), 
(ii) the ideal g( F, , . . . , F,,) is zero-dimensional in W[x,, . . . ,x,,]. 
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(iii) the ideal Z(F, , . . . , F,,) is in general position with respect to x,,. 
(iv) the number of solutions in K” of F, = 0,. . . , F,, = 0 is equal to the number 
of roots in 66 of T,(a, x,). 
Moreover, when T&) # 0, we can write 
I d3v P) u,, - I ko 3 P 1 = - - T(L&) ‘-**’ a,,) ’ P)(PE06andT,(g,.P)=O}. 
The proof of all these properties is an easy consequence of Proposition 2.4 and 
Theorem 2.5 together with the special structure of the set of polynomials 
KY..., T,,}. The next proposition gives a sufficient condition for the ideal 
S(F,, . . . , F,,) to be radical. 
Proposition 3.1. If T&J # 0 and the discriminant of T,,&,, x,) with respect to x,, is 
different from 0, then the ideal z(F,, . . . , F,,) is radical. 
Proof. As ~(4~) # 0, the ideals 9(F,, . . . , F,r) and ;i’i_(T,, . . . , T,,) are equal, so it 
is enough to show that s( T, , . . . , T,,) is radical. For that we consider the map 
defined by 
Q(Xj + i?( T,, . . - , T,>)) = - ~;(~w 41) 
T(% i 
+Z(T,I) iE{l,..., n-l}, 
It is easy to show that (o is a ring monomorphism and with the fact that z( T,,) is 
radical in H[x,] (its discriminant is different from 0 and so it has no multiple 
roots) allows us to conclude that $T,, . . . , T,,) is radical. Cl 
Remark 3.2. The proof of the last proposition can also be made using the fact 
that the hypothesis involve that all the zeros of the system are simple because the 
jacobian of the system T, = 0,. . . , T,z = 0 verifies 
W’,,..., 
aT 
T,, ) = T($))‘l- ’ 2 . 
,I 
The nonsingularity of the zeros of Z( T, , . . . , T,,) allows us to say that this idea1 
is radical and so is z( F,, . . . , F,,). 
The next theorem gives an explicit algorithm to construct a basis for the radical 
of the ideal Z(F, , . . . , F,,) where ~(a,,) # 0. 
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Theorem 3.3. Let F, , . . . , F,, be n polynomials in [I[x,, . . . ,x,,] and T,, . . . , T,, the 
specialization of the Linear System associated to the generic poiynomials 
Fl,.. . , F,,. If &) # 0 and G E Q[x,,] denotes the squarefree part of T,,, 
G= Tt, 
wU’,o ?‘,I ’ 
then 
vG(F,, . . . . F,,)=G(T,,..., T,,+ G). 
Proof, As ~(a,,) # 0, the ideals $(F, , . . . , F,,) and ?( T, . . . . , T,,) are equal and so 
we can write 
m.. .,F,,)=d$T ,,.v. ,T,J= J &(T;, i=l 
because 
l for every i in {l,..., n - l} the ideal 2( T,) is prime in K[x,, . . . , x,,] and so 
radical, 
In these conditions the same proof made in Proposition 3.1 allows us to conclude 
that the ideal z( T,, , . . , a,,_, , G) is radical and so 
j&i(F,,..., F,,)=j/$T, ,.... T,,_,,G)=~(T,,...,T,,-,,G) 
as required. 0 
Next we study which is the relation between the polynomials T,, . . . , T,, and 
the Groebner Basis associated to F,, . . . , F,, with respect to the lexicographical 
order with X, >a-a>~,,. 
Proposition 3.4. Let F,, , . . , F,, be n polynomials in [I[x,, . . . .x,,] arrd T,. . . . 1 T,, 
the specialization of the Linear System associated to the generic polynomials 
F,, . . . ,F,, with ~(a”) # 0, 
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Foreachiin {l,...,n-1) wedefine 
wJx,,) = Remainder(u,&, x,,), T,,) , G; = &)x; + wjb,,) 7 
and G,, = T,, . 
The list of polynomials {G,, . . . , G,,} is a Groebner Basis for the ideal 
5(F,, . . . F,,) with respect to the lexicographical order with x, > - - - > x,,. 
Proof. From the definition of the wj‘s and GI’s there exist n polynomials 
Qw-Q,, in (L[x,,] such that for each i in { 1, . . . , n - 1) 
Gi = T, - T,IQ; q T! = G, + G,,Qi 7 
and so 
Z(F,,..., F,J=?(T ,,... J,,)=$(C,,...,G,,). 
As for each j in {l,..., n - l} we have deg wj < deg G,, it is not possible to 
make any reduction between the polynomials G,, . . . , G, and so they are a 
Groebner Basis for the ideal g(F,, . . . , F,,) with respect to the lexicographical 
order with x1 >.**>x,~. Cl 
We remark here that in the last proposition, if the coefficients of the polyno- 
mials F;‘s are in some integral domain 0 contained in II, replacing the ‘Remainder’ 
by the ‘PseudoRemainder’ the polynomials Si’s are still in the integral domain 0. 
Finally in this section we shall give some bounds on the degrees of the 
polynomials 7’;‘s and, when the ICI’s have integer coefficients, on the sizes of the 
coefficients of the Ti’s. We shall use the following notation: 
e a E Z, size(u) = log,( /al), 
. FEZ[X ,,... ,x,,], F= c, 
N(F) = dm 
u 
a/, 
and size(F) = size(N(F)) . 
Proposition 3.5. Let F, , . . . , F,, be n polynomials in Il[x,, . . . ,x,,] and T,, . . . , T,, 
the specialization of the Linear System associated to the generic polynomials 
F,,.. ..r;s,, 
T; = Q,,)x; + q(~l,,, x,1 ) , T,, = 4&~ x,, 1 - 
lf d, is the degree of F; and 
d=max{d,Ii=l,..., n}, 
then 
Tire solutiozz set of zero-dinzensional ideals 
deg,,J, 5 nd” , 
deg,,,uj 5 nd” -t d 
( 
‘& di - 1 
il - 1 > 
5 d”(n + II”-‘) . 
If the Fi’s have integer coefficients and 
then 
N = max{N(&) 1 i = 1, . . 3 4 9 
size(T) E O((nd)“’ log,( N)) 9 
size(uj) E O((nd)‘” log,(N)) , 
size( T,,) E O((nd)” log,(N)) . 
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Proof. The bound on the degree of T,, comes from the fact that, in the 
indeterminate case, when we have only n - 1 variables (see Section 3 j the 
polynomial R[ F, , . . . , F,,] has degree IIj,, d; in the coefficients of each F;.. 
Moreover, to bound each uj degree we use that it is defined as the product of two 
determinants (called ci and p) with 
l deg,,,c, 5 d( “;i ?I_ ’ ) (see Section 2), 
l deg,,, p 5 deg,,lT,, (see Remark 2.2). 
The bounds on the size, when the Fi’s have integer coefficients. come from the 
Hadamard Inequality (see [IS]), 
and to get the bound for size (T,,) we use that T,, is a divisor of M[ F, 5 . . . , F,,] a;?d 
so, every coefficient of T,, is bounded by 2’N(M[ F, , . . . , F,, ] j, where k is the 
degree of T,, (see [ 151). q 
Corollary 3.6. Let F,, . . . , F,, be n pcAyyrzowinis in Z[x,, . . . ,x,,]. If d; is the degg,pee 
of Fi and 
d=max{d,Ii=l,...,n}. N=max{N(F,)~i=l,.... n>, 
then the bit complexity of the computation of the specialization of the Linear 
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System associated to the generic polynomials F,, _ . . , F,, is polynomial in n, d”, 
(:-If’) and log,(N). 
Proof. It is a consequence of the fact that all the polynomials appearing in the 
specialization of the Linear System associated to the generic polynomials 
&, . . . , F,,, are determinants of matrices of size bounded by ( z? :’ ) whose entries 
are polynomials in Z[x,,] of degree bounded by d and size bounded by log2(N). 
These determinants can be computed using the Bareiss method (see [13]). q 
4. Conclusions and examples 
The principal problem that we find, using the construction shown in Section 3, 
to solve a system of n polynomial equations with n variables appears when the 
coefficients of the Fi’s are in the algebraic set {a ] T(G) = O}. 
The fact that the ideal $(F,, . . . , F,,) is not in general position is one of the 
reasons making T(G) vanish. This problem can be avoided in an easy way by 
making a change of coordinates, 
where A can be an indeterminate or an integer number chosen at random (the 
number of bad choices for A is finite). Reversing that change of coordinates we 
get the solutions of the original set. 
Example 4.1. Let us consider the polynomials 
F,:=_$+y’-4, F2:=xz+9y2-9, 
whose zero set we want to compute. In order to apply the results obtained in 
Section 3 we define the generic polynomials 
F, := a,_2 + a,y + a3x_y + a,x + a,y + a, , 
&:= b,x'+ b2y'+b,xy + b,x+ b,y + b,. 
For this case we have 
Tz = ray' + r,y’ + r,y? + r,y + Y,, , 
%(@, Y) = ;; 
w + a., 
bjy + b =s,y + s,, 3 
4 
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r, = T(Q)X + u,(a, y) 
r4 r.3 Tz rl ro 
Sl s,, 0 0 0 
=o S,S” 0 ox 
0 0 s, s,, 0 
0 0 0 s, s,, 
41 %Y -I- USY + 
+ 6, b,y’ + b,y f 
r4 r3 r2 rl 0 
I _ _ ..’ I _ __ I Sl s,, 0 0 y” ati 4 0 s, SC, 0 y2 . 
0 0 s, so Y 
lo 0 0 s, 11 
Specializing the aj’s and the bj’s we get the following results: 
T,(y)=64y’-8Oy’+25, c,,(y)=O, r=O; 
and so the coefficients of the polynomials F;.‘s are in the algebraic set {a 1 ~(a) = 
0} where it is not possible to apply our construction. To avoid this problem we 
consider the change of coordinates shown at the beginning of the paragraph for 
n = 2, transforming our original polynomials in the following ones: 
FI-+Gl (h) = (1 + A’)? + tL + 2ths - 4, 
F,+ G, ‘“‘=(1+9AS)s’+9t’+18tAs-9. 
Now we get (replacing again in the same formulas obtained before) 
T,(t) = 64t” - (80 + 432h’)t’ + 25 - 270A’ + 729A’ , 
T,(s, t) = (65536A”(27A’ - 5)‘)s 
- tj553fjA”t@f - 5 + 27A’)(4t’ - 5 -27A’) 
and making A equal to 1 we get the solution set of 
G(A=l) = 0 
I 7 G, , 
(A=11 =o 
using the polynomials in T, and T?. Reversing the change of coordinates made 
before we find the solutions of the original system: 
{(x, y) 1 F,(x, Y) = 0, F&v Y) = 0) 
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As the ideal Z(G’,‘=“. Gy=“) is radical (see Proposition 3.1) we can conclude 
that the idea1 Z(F,, FZ) is also radical. 
It is easy to prove also that T vanishes if dll the polynomials Fi are homoge- 
neous. In this case the polynomial T,, takes the following form: 
T,,(a, x,,) = @)X 9 
where r(a) agrees with the classical resultant of n homogeneous polynomials with 
n variables (here the F,‘s). So there are only two possibilities: 
0 if ‘(a,,) = 0, then there is a nontrivial projective solution and the system is not 
zero-dimensional (in the affine case), 
e if r(a_,) # 0, then the only solution of the system is the origin. 
Example 4.2. Let us consider the polynomials 
6 := uzxs + b’y’ + 2abxy , 
F2 := c’x’ + d’y” + 3c2&‘y + 3cd’xy’ , 
whose zero set we want to compute. In order to apply the results got in Section 3 
we define the generic polynomials 
T, := 0,x’ + azy’ + a,xy + a,x + a,y + ah , 
& := b,x’ + b,y” + b,x’y + b,xy’ + bsx2 
+ b,y’ + b,xy + b,x + b,y + b,,, . 
For this case we have 
T1= y,yh + rsy5 + r,y4 + r,y” + ‘zy? + r,y + Yg , 
q,(a, y) = SrY” + sly + $1, T, = T(Q)X + u&7, Y) * 
Specializing the a,‘s and the bj’s we get the following results: 
C(y) = yh(h - d$ , c,,(y) = 3y’a’c(da - cb)’ , T = 0 
and so the coefficients of the Fi’s are in the algebraic set (~1 r(a) = 0} where it is 
not possible to apply our construction. Anyway the factor not involving y in T2( y) 
is the resultant of the polynomials F, and F2 and so we can conclude: 
if da - cb = 0, then the ideal z(F1, F2) is not zero-dimensional, 
if da - cb # 0, then the ideal z(F,, F2) is zero-dimensional and has only one 
solution, the origin. 
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To be radical or not is not a reason in order to make T to vanish. In the 
following example we find two different systems whose ideals are not radical and 
where this construction works in one of them and not in the other. 
Example 4.3. In the first one, the ideal generated by the polynomials 
is not radical for every nonzero a, b and c and the specialization of the 
construction shown in Example 4.1 gives 
7-,(x, y) = 16ax(2b’ - c’)‘x 
+ &‘( y’(a’ - b2) - 2bcy - 2az - CQ 
x (b(b? + a?)y + b% - a’c) 
x ( y’b’(a’ + b’) + 26%~ - 4/h + CI’C’ + c’b’) , 
TJ y) = ( y$t + b’) + 2bcy - 2a’ + c’)’ . 
This new basis for the ideal G(F, , F2). when 
+I, b, c) = 16ax(2b’ - c’)’ # 0, 
allows us to compute the zeros of the ideal and a basis for its radical. 
ux(2b’-c’)‘#O 3 vm=z(T,.G). 
where 
G = ~‘(a’ + b’) + 2bcy - 20’ + c’ 
or the square-free part of G if 2~’ + 2b’ = c’. 
In the second one we consider the ideal generated by the polynomials 
F,:=xZ+y’+2x+2y+2, F,:=_+y’+2~-2y. 
obtaining, in the specialization of the construction given in Example 4.1, the 
following results: 
T,(y) =4(y + l)J. 
c,, = 0 7 c,=-2(y+l)‘, r=o. 
AS in Example 4.1 we try to find a good change of coordinates using the generic 
change shown at the beginning of the paragraph, getting as new polynomials 
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4 := (1 -I- AZ)XZ + y’ + 2yAx + (2 + 2A)x + 2y + 2, 
F2 := (1 - A’)x’ -y3 - 2yAx + (2 - 2A)x - 2y. 
Now we specialize again the formulae obtained in Example 4.1, 
T,(A,y)=4(y-A+l)'. 
c,,(A,y)=-4u(y-A+l), c,(A,y)=-2(y+l+A)(y-A+l), 
finding that 7 becomes 0 for every A. 
Another way to avoid the vanishing of ~((1) uses Canny’s idea on the deforma- 
tion of the initial polynomials (see [3]). The strategy adapted to this case would be 
the following: 
(i) replace each F, by p, = Fi - ~8, where di is the degree of Fi, 
(ii) compute the specialization of the Linear System 
Ti = %,. Qx,, + u;(n,,, s, x,,) 7 T,, = Naw s+ x,,) , 
(iii) compute the solutions of the initial system taking limits at s = 0 over the 
solutions of the system 
Example 4.4. In order to study the system given by the polynomials in Example 
4.3 vanishing 7 for any generic change of coordinates 
Fi := X’ + y’ + 2x + 2y + 2 , F2 := x1 - y’ + 2x - 2y , 
we introduce a new variable s and define the polynomials 
i-,:=(I-s)x’+y2+2x+2y+2, 
~2:=x2+(-l-s)y2s2x-2y. 
Specializing the formulaes shown in Example 4.1 we obtain 
T,(s, y) = (s’ - 2)‘~’ + (4s’ - S’ - 8s + 16)~’ 
-!- 4(6 - 6s - s’)y’ + 8(2 - 3s)~ + 4( 1 - 2s) 
c,,(.q, y) = -2s 1 c,(s, y) = (S? - 2)yl + (2s - 4)y - 2 . 
L.ikc in this case c,, is independent of y. we t:an write 
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T,(s, X, 4’) = c,,x + c, = -2s.V + (s7 - 2)y’ + (2s - 4)Y - 2 
T,(s, y) = (s’ - 2)‘~” f (4s” - s’ - 8s + 16)~” 
+ 4(6 - 6s - s’)y’ -t 8(2 - 3s)~ + 4( 1 - 2s) . 
allowing us to conclude 
= {( (s2 - 2)y’ + (2s - 4)y - 2 
2s 7Y )I 
I-&, y) = 0 . 
I 
Using that each root y(s) depends continuously on the coefficients of T2(.s. Y), 
we obtain 
!iin Y(S) = - 1 ’ 
! (s2 - 2)y7 -t (2s - 4)Y - 2 
!$ \ 2s , 
y(s) =(-1.-l). ) 
concluding that the point (- 1, -I) is the only one solution of the original system. 
This method of computing the solutions of a system of IZ polynomial equations 
with n variables, in the zero-dimensional case, is not still completed because we 
have shown that it only works when the coefficients of the F,‘s are in some 
Zariski-open set ((7 1 T(C) # 0} whose equation we have given explicitly. Also we 
have shown, in such case, how to compute the radical of the ideal generated by 
the Fi’s and the Groebner Basis of such polynomials with respect to the 
lexicographical order. So we need 13 know what is the geometric meaning of the 
poiynomial +_I) in order to be able to determine what to do where the F;‘s 
coefficients vanish ~(a). 
Finally remark here that this construction (or the one appearing in the Shape 
Lemma) is very useful to compute the number of real solutions of a system 
F;(x,,..., x,,)=O i=l,..., 17, 
with F, E R[x,, . . . , x,~], inside of a hypercuboid 
when ~(a) # 0. In order to get such number we must consider the specialization of 
the Linear System 
7-,(-q, x,,) = da,,)x; + U;(% 4,) 9 qb-,,) = &3,~ s,, 1 * 
with +,,) > 0. Then 
card( (~a E I / F,(g) = 0,. . . , F,,(g) = 01) 
=card({p E [a’,‘, 411 T,,(p)=o,‘~;(a;,p)>O, 
T;(a’,J3)>O,i=l,..., n-l}). 
The computation of the nonnegative integer in the second member of the last 
equality can be done in an easy way using the algorithms to work with real 
algebraic numbers introduced in 151 (see for instance [16] or [6]). 
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