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The influence of a conducting surface on the conductivity of graphene
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Faculdade de Física, Universidade Federal do Pará, 66075-110, Belém, Pará, Brazil
Abstract
In the present paper, using Pseudo-QuantumElectrodynamics to describe the interaction between electrons in graphene,
we investigate the longitudinal and optical conductivities of a neutral graphene sheet near a grounded perfectly con-
ducting surface, with calculations up to 2-loop perturbation order. We show that the longitudinal conductivity in-
creases as we bring the conducting surface closer to the graphene sheet. On the other hand, although the optical
conductivity initially increases with the proximity of the plate, it reaches a maximum value, tending, afterwards, to
the minimal conductivity in the ideal limit of no separation between graphene and the conducting surface. We recover
the correspondent results in the literature when the distance to the plate tends to infinity. Our results may be useful as
an alternative way to control the longitudinal and optical conductivities of graphene.
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1. Introduction
Pseudo-Quantum Electrodynamics (PQED) describes electrons moving on a plane in a (2+ 1) dimensional space-
time. In PQED, although electrons are confined to a plane, they interact, effectively, as particles in 3 + 1 dimensions,
which leads to a Coulombian interaction potential between static charges, instead of the logarithmic one predicted by
the 2 + 1 dimensional Quantum Electrodynamics (QED) [1]. The PQED effective Lagrangian is (~ = c = 1)
LPQED =
FµνF
µν
2(−)1/2 + ψ¯a(iγ
0∂0 + ivFγ · ∇)ψa + jµAµ − ξ
2
Aµ
∂µ∂ν
(−)1/2 Aν, (1)
which was first proposed by Marino [2], where  is the d’Alembertian operator, Fµν is the usual electromagnetic
tensor, vF is the bare Fermi velocity of the electrons in graphene, ψ
†
a = (ψ
∗
A↑ψ
∗
A↓ψ
∗
B↑ψ
∗
B↓)a is the four-component Dirac
spinor representation of the electrons in the A and B sub-lattices of graphene, γµ = (γ0, vFγ) are rank-4 Dirac matrices,
a is the flavor index which represents the sum over K and K′ in the Brillouin zone, jµ is the matter current in 2 + 1
dimensions, and the last term is the gauge fixing. The PQED has been successfully used in the description of several
graphene properties [3–17].
Considering Eq. (1), the photon propagator is [3]
∆(0)µν (k) =
2π
κ
√
k2
[
δµν −
(
1 − 1
ξ
)
kµkν
k2
]
, (2)
where κ is the dielectric constant of the environment in cgs units (for conversion from SI to cgs see [18]), and we
defined the quadri-momentum k = (k0, k), with ✁k = γ
0k0 + vFγ · k and k2 = k20 + v2F |k|2. Also, since we are working
in the Euclidean space representation, the γ-matrices can be set to satisfy {γµ, γν} = 2δµνI, where µ, ν = 0, 1, 2 and
I = diag(1, 1, 1) [19].
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Figure 1: Electron self-energy diagram.
Assuming the Feynman gauge (ξ = 1) and the non-retarded regime (k0 = 0), we get
∆(0)µν (|k|) =
2π
κ|k|δ0µδ0ν, (3)
which, by a Fourier transform [1], leads to the Coulombian potential for static charges,
V(|r|) = e
κ|r| , (4)
where e is the bare coupling constant and |r| is the distance between two electrons in graphene.
Using (3), the electron self-energy (represented by the diagram in Fig. 1) is given by [20]
Σ(q) = − e
2
4κ
q · γ ln
(
Λ
|q|
)
, (5)
where Λ is the ultraviolet momentum cutoff, which is inversely proportional to the lattice parameter of graphene [19].
From Eq. (5), one obtains the renormalized Fermi velocity [20]
v∗q = vF
[
1 +
α
4
ln
(
Λ
|q|
)]
, (6)
where α = e2/(κvF) is the fine structure constant of graphene. Consequently, the renormalized α will be [19]
α∗q =
α
1 + α
4
ln(Λ/|q|) . (7)
Dielectric medium
Conducng surface
Graphene sheet
Figure 2: A graphene sheet a distance ρ0 from a grounded perfectly conducting surface. The dielectric media above and below graphene have the
same dielectric constant κ. For κ = 1, one recovers the situation described in Ref. [11].
Among the various ways to influence the transport properties of graphene (see [21, 22]), it has been shown by Silva
et al. [11, 15] that a grounded perfectly conducting surface can inhibit the renormalization of the Fermi velocity in a
2
neutral graphene sheet placed in vacuum (see Fig. 2). In this context, we can also highlight the work by Raoux et al.
[23] who obtained, for doped graphene, the inhibition of the renormalized Fermi velocity in the same configuration.
Considering Fig. 3, an electron (charge e) in graphene (located at point P), in the presence of a grounded perfectly
conducting plate, distant ρ0 and parallel to the graphene sheet, interacts not only with another electron in the same
sheet (at point A), but also with a certain amount of positive charge on the surface of the conducting plate induced
by the other electron (at point A′). Using the image method, this amount of positive charge is effectively given by
an image charge e′ = −e (see Fig. 3). Taking this into account, the effective static potential related to an electron in
graphene, in the presence of a conducting plate, is given by [11, 15]
V(ρ0, |r|) = e
κ
 1|r| −
1√
|r| + (2ρ0)2
 . (8)
Figure 3: Illustration of the graphene sheet, represented by the dashed line, located at a distance ρ0 from the conducting surface (represented by the
solid horizontal line). An electron e in graphene, located at the point A, has its image e′ = −e at the point A′. P is an arbitrary point in the plane of
graphene.
Taking a Fourier transform over Eq. (8), the photon propagator becomes [11, 15]
∆
(0)
00
(ρ0, |k|) = 2π
κ|k|
(
1 − e−2ρ0|k|
)
. (9)
The Fermion propagator remains unchanged in the presence of the conducting surface, namely
S
(0)
F
(k) =
γ0k0 + vFγ · k
k2
0
+ v2
F
|k|2 . (10)
Considering Eq. (9), the electron self-energy correction becomes [11]
Σ(ρ0, q) = − e
2
4κ
q · γ
[
ln
(
Λ
|q|
)
− F(ρ0|q|,Λ)
]
, (11)
where
F(ρ0|q|,Λ) = 1
2π
∫ 2π
0
dζ
∫ ξΛ
0
dξ(1 + cosh ξ cos ζ) exp[−ρ0|q|(cosh ξ − cos ζ)], (12)
and
ξΛ = cosh
−1
(
2Λ
|q| + cos ζ
)
. (13)
Hence, the renormalized Fermi velocity will be written as [11]
v∗ρ0,q = vF
{
1 +
α
4
[
ln
(
Λ
|q|
)
− F(ρ0|q|,Λ)
]}
. (14)
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In Ref. [15], the authors considered the real part of the optical conductivity σopt(ω) as presented in Ref. [24]:
σ∗opt(ω)
σ0
= 1 + Cα∗ω/vF ≡ 1 +Cα
vF
v∗q
∣∣∣∣∣∣|q|=ω/vF , (15)
whereC is a constant,σ0 = e
2/4 is the minimal conductivity of graphene and the superscript inσ∗ sets the dependence
on the renormalized parameter α∗
ω/vF
. By replacing v∗q [Eq. (6)] by v
∗
ρ0,q
[Eq. (14)] in the above equation, they
concluded that the inhibition of the renormalized Fermi velocity, caused by the conducting plate, leads to an increase
of the optical conductivity in graphene.
In the present paper, we investigate this issue computing, until 2-loop order of perturbation, the longitudinal
conductivity of a neutral graphene sheet in a dielectric medium (instead of vacuum as considered in Ref. [11, 15])
and near a grounded perfectly conducting surface (see Fig. 2). We also calculate, analytically, the conductivity in the
optical limit.
The paper is organized as follows. In Sec. 2, we state the problem, presenting the calculations to be done. Namely,
we use the Kubo formula to obtain the longitudinal conductivity in terms of the 00-component of the polarization
tensor [25]. In Sec. 3, we calculate the first of the 2-loop diagrams that compose the 00-component of the polarization
tensor. In Sec. 4, we rewrite the polarization function in terms of renormalized parameters, such that comparison to
experimental results can be feasible. In Sec. 5, we compute the second of the 2-loop diagrams that composes the
00-component of the polarization tensor. In Sec. 6, we merge all results and get the longitudinal conductivity. In Sec.
7, the optical limit of the conductivity is taken. In Sec. 8, we analyze our results and make final comments.
2. Statement of the problem
We consider a neutral graphene sheet, in a dielectric medium, near a grounded perfectly conducting surface,
arranged as in Fig. 2. From the Kubo formula, the longitudinal conductivity, σ(ω, q), can be obtained in terms of the
00-component of the polarization tensor, Π(ω, q), as follows [25–27]:
σ(ω, q) =
iωΠ(ω, q)
|q|2 . (16)
The function Π(ω, q) can be expanded perturbatively as
Π(ω, q) ≈ Π1(ω, q) + 2Π2a(ω, q) + Π2b(ω, q), (17)
where Π1 is the contribution coming from the 1-loop Feynman diagram (see Fig. 4a), whereas Π2a (Fig. 4b) and Π2b
(Fig. 4b) are contributions from the 2-loop diagrams. Due to its symmetry, the correction Π2a must be multiplied by
the factor 2.
k+q
k
q q
(a) Π1 diagram.
k+q
k
k+q
(k+q)
qq
(b) Π2a diagram.
k+q
qq
p+q
p k
(c) Π2b diagram.
Figure 4: Feynman diagrams representing the first terms of the perturbative expansion of Π, according to Eq. (17). The red part of the diagram in
Fig. 4b is to highlight the contribution of the electron-self energy diagram.
From Fig. 4a, one can see that there are no photon lines in the Π1 diagram, therefore, the result is the same for
QED in 2 + 1 dimensions, given by [19, 28, 29]
Π1(ω, q) = −Ne
2|q|
8vF
1√
1 − y2q
, (18)
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where N = 2 corresponds to the K and K ′ valleys, and we defined iq0 = ω + iǫ, ǫ → 0+, with yq = (ω + iǫ)/vF |q|
(remember that q = (q0, q) represents the quadri-momentum).
The diagrams in Figs. 4b and 4c show that these contributions toΠ depend on the photon propagator and, therefore,
are directly affected by the presence of the conducting plate, which is a distance ρ0 of the graphene sheet [to emphasize
this influence, hereafter, we write Π2a(ρ0, ω, q) and Π2b(ρ0, ω, q)].
In the present paper, the main calculation is to obtain the 2-loop contributions to Π, represented by the diagrams
shown in Figs. 4b and 4c, in the presence of a grounded perfectly conducting plate as shown in Fig. 2. Then, the
longitudinal conductivity, according to the Kubo formula (16), can be obtained.
3. Calculation of Π2a
The diagram presented in Fig. 4b leads to the following definition:
Π2a(ρ0, ω, q) = −N
∫
d3k
(2π)3
Tr
[
eγ0S
(0)
F
(k)eγ0S
(0)
F
(k + q)Σ(ρ0, k + q)S
(0)
F
(k + q)
]
, (19)
which, from Eqs. (9), (10) and (11), gives
Π2a(ρ0, ω, q) = Ne
2
∫
d3k
(2π)3
Tr
{
γ0
✁k
k2
γ0
(✁k + ✁q)
(k + q)2
e2
4κ
(k + q) · γ
[
ln
(
Λ
|k + q|
)
− F(ρ0|k + q|,Λ)
]
× (✁k + ✁q)
(k + q)2
}
. (20)
Following the same approach of Ref. [19], one can obtain that
Π2a(ρ0, ω, q) = −
Ne4
2κ
∫
d2k
(2π)2
k · (k + q) − |k||k + q|
|k|
[
v2
F
(|k| + |k + q|)2 − q2
0
]
[
v2
F
(|k| + |k + q|)2 + q2
0
]2
×
[
ln
(
Λ
|k + q|
)
− F(ρ0|k + q|,Λ)
]
. (21)
By making k → −k − q, choosing a coordinate system such that q = (|q|, 0), and performing a transformation to
elliptic coordinates [19, 26],
kx =
|q|
2
(cosh µ cos ν − 1), ky = |q|
2
sinh µ sin ν, d2k =
|q|2
4
(cosh2 µ − cos2 ν)dµdν, (22)
we are able to obtain
Π2a(ρ0, ω, q) =
Ne4|q|
32π2κv2
F
∫ 2π
0
dν
∫ ∞
0
dµ
sin2 ν(cosh µ − cos ν)(cosh2 µ + y2q)
(cosh2 µ − y2q)2
×
[
ln
(
2Λ
|q| (cosh µ − cos ν)
)
− F
(
ρ0|q|
2
(cosh µ − cos ν),Λ
)]
. (23)
The above equation can be rewritten as
Π2a(ρ0, ω, q) =
e2α|q|
16πvF
π
2
1
(1 − y2q)3/2
ln(Λ/|q|) + Ia′(yq) − Ia′′ (ρ0|q|, yq,Λ)
 , (24)
where the function Ia′(yq) was, to our best knowledge, first obtained in Ref. [26]:
Ia′ (yq) =
1
3
1 + 2y2q
1 − y2q
− yq
6
5 − 2y2q
1 − y2q
ln
(
1 − yq
1 + yq
)
− π
12
3 − 12 ln 2 + 6y2q − 4y4q
(1 − y2q)3/2
− i
(1 − y2q)3/2
×
[
π2
4
− Li2
(
yq + i
√
1 − y2q
)
+ Li2
(
−yq − i
√
1 − y2q
)
+
iπ
2
ln
(
yq + i
√
1 − y2q
)]
, (25)
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with Li2(z) =
∑∞
k=1 z
k/k2 being the dilogarithmic function, whereas Ia′′ (ρ0|q|, yq,Λ) is the following integral, which
will be solved numerically:
Ia′′ (ρ0|q|, yq,Λ) =
∫ 2π
0
dν
∫ ∞
0
dµ
sin2 ν(cosh µ − cos ν)(cosh2 µ + y2q)
π(cosh2 µ − y2q)2
F
(
ρ0|q|
2
(cosh µ − cos ν),Λ
)
. (26)
Defining xq = Re yq = ω/(vF |q|), we see that, for xq > 1, there is a pole to contour. In such situation, we can
determine the real and imaginary parts of Ia′′ (ρ0|q|, yq,Λ) using a generalization of the Sokhotski-Plemelj identity for
higher order poles [30], as presented in Appendix A.1:
Re Ia′′ (ρ0|q|, xq,Λ) = lim
ǫ→0+
∫ 2π
0
dν

∫ xq−ǫ
1
H(w, xq, ν)
(w − xq)2
dw +
∫ ∞
xq+ǫ
H(w, xq, ν)
(w − xq)2
dw − 2H(xq, xq, ν)
ǫ
 , (27)
Im Ia′′ (ρ0|q|, xq,Λ) =
∫ 2π
0
dν
dH(w, xq, ν)
dw
∣∣∣∣∣∣
w=xq
, (28)
where w = cosh µ and
H(w, xq, ν) =
1
π
sin2 ν(w − cos ν)(w2 + x2q)
(w + xq)2
√
w2 − 1
F
(
ρ0|q|
2
(w − cos ν),Λ
)
. (29)
4. The representation of Π1 + 2Π2a in terms of renormalized parameters
The Π1 and Π2a functions are written in terms of bare parameters and the momentum cutoff Λ, which, as argued
in Ref. [26], can be arbitrarily chosen. On the other hand, the renormalized parameters are observable quantities.
Therefore, to go from bare to renormalized parameters, we follow a procedure used in Refs. [19, 26, 27]. From Eqs.
(18) and (24), we write
Π1(ω, q) + 2Π2a(ρ0, ω, q) = −
Ne2|q|
8vF

1√
1 − y2q
− α
4
1
(1 − y2q)3/2
[
ln(Λ/|q|) − F(ρ0|q|,Λ)
] − α
4
F(ρ0|q|,Λ)
(1 − y2q)3/2
− α
2π
[
Ia′ (yq) − Ia′′ (ρ0|q|, yq,Λ)
]}
, (30)
where, for convenience, we added and subtracted Ne2|q|αF(ρ0|q|,Λ)/[32vF(1 − y2q)3/2] to the right hand side.
The F dependence on Λ can removed if we consider ρ0 much greater than the lattice parameter, such that the
integral in (12) is equivalent to assume Λ→ ∞, as stated in Ref. [11]. Then, we can use the following approximation
[11]:
F(ρ0|q|,Λ) ≈ I0(ρ0|q|)K0(ρ0|q|) + I1(ρ0|q|)K1(ρ0|q|), (31)
where Iν and Kν are the modified Bessel functions of first and second kind, respectively, and, hereafter, we remove the
Λ dependence from F, writing F(ρ0|q|).
Next, considering the renormalized Fermi velocity in Eq. (14) and the renormalized fine structure constant of
graphene in the presence of a conducting plate, defined as
α∗ρ0,q =
α
1 + α
4
[ln(Λ/|q|) − F(ρ0|q|)]
, (32)
we rewrite Eq. (30) in terms of renormalized parameters by computing α in terms of α∗ρ0,q and applying a series
expansion until O(α∗ρ0,q), obtaining
Π1(ω, q) + 2Π2a(ρ0, ω, q) ≈ − e
2|q|
4v∗ρ0,q
√
1 − y∗2ρ0,q
+
e2|q|α∗ρ0,q
v∗ρ0,q
p2a(ρ0|q|, y∗ρ0,q), (33)
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where
p2a(ρ0|q|, y∗ρ0,q) =
1
8π
π
2
F(ρ0|q|)
(1 − y∗2ρ0,q)3/2
+ Ia′ (y
∗
ρ0,q
) − Ia′′ (ρ0|q|, y∗ρ0,q)
 , (34)
y∗ρ0,q =
ω + iǫ
v∗ρ0,q|q|
, and x∗ρ0,q =
ω
v∗ρ0,q|q|
. (35)
5. Calculation of Π2b
The diagram in Fig. 4c leads to the following polarization correction:
Π2b(ρ0, ω, q) = −Ne4
x d3k
(2π)3
d3p
(2π)3
∆
(0)
00
(ρ0, |k − p|)Tr
[
γ0S
(0)
F
(p + q)γ0S
(0)
F
(k + q)γ0S
(0)
F
(k)γ0S
(0)
F
(p)
]
, (36)
which, according to Eqs. (9) and (10), gives
Π2b(ρ0, ω, q) = −
2πe4N
κ
x d3k
(2π)3
d3p
(2π)3
1 − e−2ρ0|k−p|
|k − p| Tr
γ0 (✁p + ✁q)(p + q)2 γ
0
(
✁k + ✁q
)
(k + q)2
γ0
✁k
k2
γ0 ✁
p
p2
 . (37)
Considering Ref. [19], we find
Π2b(ρ0, ω, q) = −2πNe
4
κ
x d2k
(2π)2
d2p
(2π)2
1 − e−2ρ0|k−p|
|k − p|[v2
F
(|k| + |k + q|)2 + q2
0
][v2
F
(|p| + |p + q|)2 + q2
0
]
×
{
−q20
(
k · p
|k||p| −
p · (k + q)
|p||k + q| −
k · (p + q)
|k||p + q| +
(k + q) · (p + q)
|k + q||p + q|
)
+
v2
F
(|k| + |k + q|)(|p| + |p + q|)
|k||p||k + q||p + q|
[
k · p|q|2 − (k · q)(p · q)
+
(
|k|2 + k · q − |k||k + q|
) (
|p|2 + p · q − |p||p + q|
)]}
. (38)
By making a transformation to elliptic coordinates over momenta k and p, in the same way of Eq. (22), we get
Π2b(ρ0, ω, q) = − Ne
2|q|α
16π3vF
∫
dµdµ′dνdν′ cosh µ cosh µ′ sin ν sin ν′√
[cosh(µ + µ′) − cos(ν + ν′)][cosh(µ − µ′) − cos(ν − ν′)]
×
[
sin ν sin ν′ + sinh µ sinh µ′ + y2q (sin ν sin ν
′ + tanh µ tanh µ′ cos ν cos ν′)
]
(
cosh2 µ − y2q
) (
cosh2 µ′ − y2q
)
×
[
1 − exp
(
−ρ0|q|
√
[cosh(µ + µ′) − cos(ν + ν′)][cosh(µ − µ′) − cos(ν − ν′)]
)]
. (39)
After that, making η = ν + ν′, τ = ν − ν′, a = µ + µ′ and b = µ − µ′, we find:
Π2b(ρ0, ω, q) =
|q|e2α
vF
p2b(ρ0|q|, yq), (40)
where
p2b(ρ0|q|, yq) = − 1
16π3
∫ ∞
0
db
∫ ∞
b
da
1[
1 − 2y2q + cosh (a + b)
] [
1 − 2y2q + cosh (a − b)
]
×
[
(cosh2 a − cosh2 b)(1 + y2q)I1(a, b, ρ0|q|) + (cosh a + cosh b)I2(a, b, ρ0|q|)
+y2q(cosh a − cosh b)I3(a, b, ρ0|q|)
]
, (41)
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and
Ii(a, b, ρ0|q|) =
∫ 2π
0
dη
∫ 2π
0
dτ hi (1 − hρ0|q|), for i = 1, 2, 3, (42)
with
h1 =
cos τ − cos η√
[cosh a − cos η][cosh b − cos τ]
, h2 =
(cos τ − cos η)2√
[cosh a − cos η][cosh b − cos τ]
, (43)
h3 =
cos2 τ − cos2 η√
[cosh a − cos η][cosh b − cos τ]
, hρ0|q| = exp
(
−ρ0|q|
√
[cosh a − cos η][cosh b − cos τ]
)
. (44)
The integral in Eq. (41) has a pole at xq > 1. Therefore, within this region, we split the integral into real and
imaginary parts with the application of the Sokhotski-Plemelj identity (as shown in Appendix A.2), resulting in
Re[p2b(ρ0|q|, xq)] = − 1
16π3
lim
ǫ→0+
∫ ∞
0
db
[∫ λ(xq)−b−ǫ
b
da
U(a, b, ρ0|q|, λ(xq))
g+(a, b, λ(xq))g−(a, b, λ(xq))
+
∫ λ(xq)+b−ǫ
λ(xq)−b+ǫ
da
U(a, b, ρ0|q|, λ(xq))
g+(a, b, λ(xq))g−(a, b, λ(xq))
+
∫ ∞
λ(xq)+b+ǫ
da
U(a, b, ρ0|q|, λ(xq))
g+(a, b, λ(xq))g−(a, b, λ(xq))
 , (45)
Im[p2b(ρ0|q|, xq)] = − 1
32π2 sinh(λ(xq))
{∫ λ(xq)/2
0
db
sinh b
[
U(λ(xq) + b, b, ρ0|q|, λ(xq))
sinh(b + λ(xq))
−U(λ(xq) − b, b, ρ0|q|, λ(xq))
sinh(λ(xq) − b)
]
+
∫ ∞
λ(xq)/2
db
sinh b
U(λ(xq) + b, b, ρ0|q|, λ(xq))
sinh(b + λ(xq))
 , (46)
where, following Ref. [26], we have defined xq = cosh(λ/2), and
U(a, b, ρ0|q|, λ) = (cosh2 a − cosh2 b)I1(a, b, ρ0|q|) +
(
cosh λ + 3
2
)
(cosh a + cosh b)I2(a, b, ρ0|q|)
+
cosh λ + 1
2
(cosh a − cosh b)I3(a, b, ρ0|q|). (47)
with
g+(a, b, λ) = cosh(a + b) − cosh λ, (48)
and
g−(a, b, λ) = cosh(a − b) − cosh λ. (49)
Finally, we consider the map (α, vF) → (α∗ρ0,q, v∗ρ0,q) in Eq. (40), rewriting Π2b in terms of these renormalized
parameters until O(α∗ρ0,q). Then, we have
Π2b(ρ0, ω, q) =
e2|q|α∗ρ0,q
v∗ρ0,q
p2b(ρ0|q|, y∗ρ0,q). (50)
6. The conductivity
By inserting Eqs. (33) and (50) into (17), we can write the 00-component of the polarization tensor, corrected
until 2-loop order, in terms of the renormalized parameters, namely
Π(ρ0, ω, q) ≈ − e
2|q|
4v∗ρ0,q
√
1 − y∗2ρ0,q
+
e2|q|α∗ρ0,q
v∗ρ0,q
[p2a(ρ0|q|, y∗ρ0,q) + p2b(ρ0|q|, y∗ρ0,q)]. (51)
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From Eqs. (16) and (51), the longitudinal conductivity becomes
σ(ρ0, ω, q)
σ0
≈ 4ix∗ρ0,q
−
1
4
√
1 − y∗2ρ0,q
+ α∗ρ0,q[p2a(ρ0|q|, y∗ρ0,q) + p2b(ρ0|q|, y∗ρ0,q)]
 . (52)
In order to better visualize the results, it will be useful to rewrite x∗ρ0,q in terms of x
∗
q, which is done using Eqs. (6) and
(14), remembering that α∗q = e
2/(κv∗q), giving
x∗ρ0,q =
x∗q[
1 − α
∗
q
4
F(ρ0q)
] . (53)
Also, we can rewrite α∗ρ0,q in terms of α
∗
q, using Eqs. (7) and (32) we get
α∗ρ0,q =
α∗q
1 − α
∗
q
4
F(ρ0|q|)
. (54)
For further analysis, taking into account the real part of the longitudinal conductivity of graphene, it is convenient
to define
σ˜1(ρ0|q|, x∗q) = −Re

ix∗q√[
1 − α
∗
q
4
F(ρ0q)
]2 − y∗2q

, (55)
which is the real part of the ratio (52), calculated until 1-loop order of perturbation (the subscript 1 means that the
formula takes into account calculations up to 1-loop). We also define:
σ˜2(ρ0|q|, x∗q) =Re

−
ix∗q√[
1 − α
∗
q
4
F(ρ0|q|)
]2 − y∗2q
+
4ix∗qα
∗
q[
1 − α
∗
q
4
F(ρ0q)
]2
p2a
ρ0|q|,
y∗q
1 − α
∗
q
4
F(ρ0q)

+p2b
ρ0|q|,
y∗q
1 − α
∗
q
4
F(ρ0q)


 . (56)
which is the real part of the ratio (52), written in terms of x∗q and α
∗
q using Eqs. (53) and (54). The subscript 2 means
we are going until 2-loop perturbation order.
In Fig. 5a, we plotted the real part of the conductivity at 1-loop order, represented by σ˜1(ρ0|q|, x∗q), given in
Eq. (55). The three curves correspond to σ˜1(ρ0|q| → ∞, x∗q) (dashed line), σ˜1(ρ0|q| = 5, x∗q) (dot-dashed line) and
σ˜1(ρ0|q| = 1, x∗q) (dotted line). From this panel we can take two conclusions: first, as we bring the conducting plate
closer to the graphene sheet, the 1-loop conductivity increases, with such effect being more noticeable as we approach
the threshold (ω/v∗q|q|); second, for a fixed ρ0, we also see an increase in the conductivity as |q| decreases, which is a
consequence of the product ρ0|q| in the exponential term of the photon propagator (9).
In Fig. 5b, we plotted the real part of the conductivity up to 2-loop perturbation, represented by σ˜2(ρ0|q|, x∗q),
given by Eq. (56), and, for comparison, the 1-loop correction for ρ0|q| = 1, i.e. σ˜1(ρ0|q| = 1, x∗q). The 2-loop curves
correspond to σ˜2(ρ0|q| → ∞, x∗q) (long dashed line), σ˜2(ρ0|q| = 5, x∗q) (dot-long-dashed line) and σ˜2(ρ0|q| = 1, x∗q)
(small dashed line). When the product ρ0|q| decreases, we observe an inhibition of the 2-loop correction, which,
therefore, causes a displacement of the longitudinal conductivity towards the 1-loop correction, leading to an increase
in the conductivity even more evident than at 1-loop. In other words, as the distance between the conducting plate
and graphene gets smaller, the contribution of the 2-loop polarization diagrams becomes inhibited, and this leads to
an enhancement of graphene’s conductivity for this part of the spectrum (in the optical limit we see a slightly different
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Figure 5: Panel 5a, representation of the real part of the conductivity at 1-loop perturbation order, where the dashed line accounts for σ˜1(ρ0 |q| →
∞, x∗q), the dot-dashed line for σ˜1(ρ0 |q| = 5, x∗q) and the dotted line for σ˜1(ρ0 |q| = 1, x∗q). Panel 5b presents the curves for the longitudinal
conductivity up to 2-loop perturbation order, where the long-dashed line accounts for σ˜2(ρ0 |q| → ∞, x∗q), the dot-long-dashed line for σ˜2(ρ0 |q| =
5, x∗q) and the small dashed line for σ˜2(ρ0 |q| = 1, x∗q), we also plotted σ˜1(ρ0 |q| = 1, x∗q) for comparison purposes. Both panels have ω/(v∗q |q|) as the
horizontal axis. We made α∗q = 0.3 as in Ref. [26].
behavior). On the other hand, for a fixed ρ0, if we vary |q| and ω such that the ratio ω/(v∗q|q|) remains constant,
the previous behavior will also be observed: a cancellation of the 2-loop corrections as |q| decreases, leading to an
increase of σ˜2(ρ0|q|, xq). We must highlight that this feature is not observed in graphene in the absence of the plate,
since the only dependence it has on the external momentum comes from ω/(v∗q|q|), but varying |q| while keeping this
quantity constant will not affect the conductivity.
We also remark that, according to Ref. [26], as we get closer to the threshold ω/(v∗q|q|) = 1, less the perturbation
up to 2-loop order is in good agreement with experimental results, requiring, for this, the consideration of higher order
terms in the perturbative expansion.
7. The optical limit of the conductivity
The optical conductivity, σopt, is defined by [31]
σopt(ρ0, ω) = lim|q|→0
iω
|q|2Π(ρ0, ω, q), (57)
which can be written, using Eq. (17), as
σopt(ρ0, ω) ≈ σopt,1(ω) + σopt,2a(ρ0, ω) + σopt,2b(ρ0, ω), (58)
where
σopt,1(ω) = lim|q|→0
iω
|q|2Π1(ω, q), (59)
σopt,2a(ρ0, ω) = lim|q|→0
iω
|q|2 2Π2a(ρ0, ω, q), (60)
σopt,2b(ρ0, ω) = lim|q|→0
iω
|q|2Π2b(ρ0, ω, q). (61)
From Eq. (18), we get that σopt,1(ω) will be given by
σopt,1(ω) = lim|q|→0
iω
|q|2Π1(ω, q) =
e2
4
= σ0, (62)
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so that the contribution of σopt,1 results in the minimal conductivity σ0. The real parts of the 2-loop contributions to
the conductivity, calculated in Appendix B, lead to
Re[σopt,2a(ρ0, ω)] = σ0
α
4
(
1 +
ρ0ω
vF
1
2
dF(ρ0|k|)
d(ρ0|k|)
∣∣∣∣∣|k|=ω/2vF
)
, (63)
and
Re[σopt,2b(ρ0, ω)] = σ0α
8 − 3π6 +
∫ π
0
dθ
π
∫ ∞
0
du
cos θ(u + cos θ) exp
(
− ρ0ω
vF
√
u2 + 1 − 2u cos θ
)
(
1 − u2) √u2 + 1 − 2u cos θ
 , (64)
where u = 2vF |k|/ω. Hence, as in the rest of the paper, making ρ0 → ∞ recovers the results of the literature [31]:
Re[σopt,2a(ρ0 → ∞, ω)] = 1
4
σ0α and Re[σopt,2b(ρ0 → ∞, ω)] = 8 − 3π
6
σ0α. (65)
By replacing Eqs. (62), (63) and (64) in (58), we get
σ˜opt(ρ0, ω) =
Re[σopt(ρ0, ω)]
σ0
≈ 1 + C(ρ0ω/vF)α, (66)
where
C(ρ0ω/vF) = C0+
ρ0ω
8vF
d
d(ρ0|k|)
F(ρ0|k|)
∣∣∣∣∣|k|=ω/2vF+
∫ π
0
dθ
π
∫ ∞
0
du
cos θ(u + cos θ) exp
(
− ρ0ω
vF
√
u2 + 1 − 2u cos θ
)
(
1 − u2) √u2 + 1 − 2u cos θ , (67)
and
C0 =
19 − 6π
12
≈ 0.0125 (68)
is the 2-loop term calculated in Ref. [31].
Considering the limit ρ0 → ∞, we get
lim
ρ0→∞
C(ρ0ω/vF ) = C0, (69)
and
σ˜opt(∞, ω) = lim
ρ0→∞
σ˜opt(ρ0, ω) = 1 +C0α. (70)
Indeed, comparing the new result σ˜opt(ρ0, ω) of the present paper [taking into account the presence of a conducting
plate, as shown in Eq. (66)] with the result from the literature, σ˜opt(∞, ω) [without a conducting plate, shown in Eq.
(70)], one can see that, in the former case, C is frequency-dependent, whereas in the latter, it is not. Such dependence
is reminiscent from the momentum dependence of the exponential term in the propagator, Eq. (9), created by the
presence of the conducting plate, which, in the optical limit, was replaced by ω/vF , as show in Appendix B.
Considering the limit ρ0 → 0, we have
lim
ρ0→0
C(ρ0ω/vF) = 0, (71)
lim
ρ0→0
σ˜opt(ρ0, ω) = σ˜opt,1(ω)/σ0 = 1. (72)
From this limit, we observe that there is a cancellation of the 2-loop corrections as the distance between graphene and
the conducting plate becomes negligible.
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Figure 6: In Fig. 6a, considering α∗
ω/vF
= 0.3, the solid line corresponds to the real part of the optical conductivity, given by Eq. (73), whereas
the dot-dashed line represents Eq. (15), considering that C = C0 and replacing v
∗
q → v∗ρ0 ,q . The dashed line serves as a reference for the value of
the optical conductivity of graphene until 2-loop order, without the presence of the plate. The dotted line is a reference for the value corresponding
to the minimal conductivity, represented by the point P1. P2 is the point where the values, with or without plate, for the optical conductivity are
the same. The point P3 is where our result coincide with the conjecture raised in Ref. [15]. P4 represents the maximum value of the optical
conductivity. In Fig. 6b, the solid line corresponds to C(ρ0ω/vF ), given by Eq. (67). The dashed line represents the value C0 ≈ 0.01, and
the dotted line serves as a reference for C(ρ0ω/vF ) ≈ 0. At the point P′4, C(ρ0ω/vF ) reaches a maximum value, while at the point P′2 we have
C(ρ0ω/vF ) = C0. At the point P
′
1
, C(ρ0ω/vF ) becomes null.
By comparing (70) with (15), we see that the former equation is computed in terms of bare parameters and the
latter is given in terms of renormalized ones. In the context of graphenewith no plate [20, 31], one makesα → α∗
ω/(2vF )
,
therefore, considering the existence of the plate, we must make α → α∗
ρ0,ω/(2vF )
, obtaining:
Re[σ∗opt(ρ0, ω)]
σ0
= 1 +C(ρ0ω/vF )α
∗
ρ0,ω/vF
, (73)
which is correspondent to Eq. (15). Therefore, the above equation is the proper description of the optical conductivity
of graphene in the presence of a conducting surface, and not just considering v∗q → v∗ρ0,q in Eq. (15), as supposed in
Ref. [15].
In Fig. 6a, we plot the real part of the optical conductivity as a function of ρ0ω/vF . The solid line corresponds to
Eq. (73), where the C factor is dependent on the distance ρ0 and the frequency ω [C = C(ρ0ω/vF )]. In this figure, the
point P1 is where the optical conductivity is equal to the minimal conductivity, which means a total cancellation of
the 2-loop correction due to the presence of the plate. The point P2 is where the optical conductivity in the presence
of the plate equals the optical conductivity without the plate. The point P4 represents the peak of conductivity.
For comparison purposes, we also show the conductivity based on the conjecture raised in Ref. [15] (see the
dot-dashed line in Fig. 6a), which considers in Eq. (15) that the C factor is a constant (C = C0 ≈ 0.01), and the
fine structure constant is given by α∗
ρ0,ω/vF
defined in Eq. (32). This approach leads to an increase of the optical
conductivity of graphene as the distance ρ0 decreases. Although this is qualitatively correct for ρ0ω/vF in the region
(P2x,∞) [we are considering Pi = (Pix, Piy) in Fig. 6a], the values shown by the dot-dashed line are below those
indicated by the continuous line in Fig. 6a. In other words, the increase of the conductivity was under-estimated in
this region, whereas, for the region (P3x, P2x), their assumption is over-estimated in comparison to the solid line. In
the region (P4x, P3x), the conductivity described by the dot-dashed line keeps increasing as ρ0 decreases. The solid
line is now smaller than the case without the conducting plate (dashed line). This shows that the optical conductivity
is not always greater than that found in the case without the plate.
In Fig. 6b, the solid line corresponds to the function C(ρ0ω/vF), given by Eq. (67). For ρ0 → ∞, we recover the
C0 ≈ 0.01 obtained in Ref. [31], which is represented by the dashed line. As the distance ρ0 becomes smaller, the
function C(ρ0ω/vF ) increases until reaching a maximum value, given by the point P
′
4
. If we continue to shorten the
distance ρ0, then we have C(ρ0ω/vF) coinciding with C0 (point P
′
2
). After that, C(ρ0ω/vF ) becomes smaller than C0,
tending to zero in the ideal limit ρ0 → 0, which corresponds to the point P′1, and whose value is also indicated by the
dotted line.
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8. Analysis of the results and final comments
In the present paper, we obtained the longitudinal conductivity of a graphene sheet in the presence of a grounded
perfectly conducting surface, computing also the optical limit. The Kubo formula [Eq. (16)] was the method used by
us to compute the conductivity, with the polarization tensor calculated until 2-loop perturbation order, using Pseudo-
Quantum Electrodynamics to describe the interaction between electrons in graphene. This procedure furnished the
longitudinal conductivity for any frequency and momentum [Eq. (52)], leading, in the limit |q| → 0, to the optical
conductivity [Eq. (57)].
One of our main results is that the real part of the longitudinal conductivity increases when the distance between
the graphene sheet and the plate decreases. In Fig. 5a, we see this enhancement for the 1-loop approximation [Eq.
(55)], but it is more evident if we go up to 2-loop perturbation order [Eq. (56)], specifically near the threshold
ω/(v∗ρ0,q|q|), as shown in Fig. 5b.
In Ref. [15], considering Eq. (15), it is suggested that the optical conductivity of a graphene sheet near a conduct-
ing plate is increased (if compared to the case without the plate) due to the inhibition of the renormalization of the
Fermi velocity by the plate. However, the authors didn’t consider the influence of the plate in the C factor of Eq. (15).
The calculations up to 2-loop perturbation order provide the correct C for the model, given by Eq. (67) and shown
in Fig. 6b. According to our results, even writing the conductivity in terms of the bare parameters (as shown in Eq.
(66)), the presence of the conducting plate generates a dependence on the frequency, which does not happen in the
situation without the plate.
Therefore, considering contributions from both the C factor and the renormalization of the Fermi velocity, we
obtain a proper description of the optical conductivity [Eq. (73)], presented in Fig. 6a as the solid line, with the
dot-dashed line representing the conjecture indicated in Ref. [15]. In this panel, when the plate is infinitely distant
from the graphene sheet, we recover [see Eqs. (67) - (70)] the result for the optical conductivity found in the literature
[31], which is indicated by the dashed line in Fig. 6a. As we bring the conducting plate closer to the graphene sheet,
the optical conductivity is increased (if compared to the case without the presence of a conducting plate), reaching a
maximum value, shown by the point P4. After that, the optical conductivity decreases, reaching the value of the case
without the plate, as indicated by the point P2. As ρ0 keeps decreasing, the value of the optical conductivity tends to
the mininimal conductivity σ0, indicated by the point P1.
In summary, our results give a theoretical description of the longitudinal and optical conductivities of graphene
in the presence of a conducting plate. With calculations taken until 2-loop perturbation order, we showed that the
longitudinal conductivity increases as we bring a conducting surface closer to the graphene sheet. In the optical limit,
the conductivity can increase or decrease, depending on the position of the conducting plate. These results may be
useful as an alternative way to control the longitudinal and optical conductivities of graphene.
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Appendix A. The Sokhotski-Plemelj identity
Usually, the Sokhotski-Plemelj identity is presented as [30]
lim
ǫ→0
∫ b
a
f (x)
x − x0 ± iǫ
dx = P
∫ b
a
f (x)
x − x0
dx ∓ iπ f (x0), (A.1)
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where P is the Cauchy principal value. One can extend its definition to accomplish higher order poles [30],
lim
ǫ→0
∫ b
a
f (x)
(x − x0 ± iǫ)n+1
dx = #
∫ b
a
f (x)
(x − x0)n+1
dx ∓ iπ f
(n)(x0)
n!
, (A.2)
where # represents the Hadamard Finite-Part Integral (an extension of the Cauchy principal value integral), and is
defined as
#
∫ b
a
f (x)
(x − x0)n+1
dx = lim
ǫ→0
[∫ x0−ǫ
a
f (x)
(x − x0)n+1
+
∫ b
x0+ǫ
f (x)
(x − x0)n+1
− Hn(x0, ǫ)
]
, (A.3)
where
H0 = 0, (A.4)
and
Hn =
n−1∑
k=0
h(k)(x0)
k!(n − k)
(1 − (−1)n−k)
ǫn−k
, n = 1, 2, .... (A.5)
Hereafter, we use the above representations to compute the real and imaginary parts of the 2-loop corrections to the
polarization tensor for xq = ω/(vF |q|) > 1.
Appendix A.1. Π2a diagram
First, we compute the real and imaginary parts of the integral Ia′′ [Eq. (26)] of the Π2a diagram, for xq > 1.
Appendix A.1.1. Real part
Lets make a change of variables in Eq. (26),
w = cosh µ, dµ =
dw√
w2 − 1
, (A.6)
obtaining
Ia′′ (ρ0|q|, yq) =
∫ 2π
0
dν
∫ ∞
1
dw
H(w, yq, ν)
(w − yq)2
, (A.7)
where
H(w, yq, ν) =
1
π
sin2 ν(w − cos ν)(w2 + y2q)
(w + yq)2
√
w2 − 1
F
(
ρ0|q|
2
(w − cos ν),Λ
)
. (A.8)
Then, from Eqs. (A.3) and (A.5), we find the real part is given by
Re [Ia′′ (ρ0|q|, xq)] = lim
ǫ→0+

∫ xq−ǫ
1
H(w, xq, ν)
(w − xq)2
dw +
∫ ∞
xq+ǫ
H(w, xq, ν)
(w − xq)2
dw − 2H(xq, xq, ν)
ǫ
 . (A.9)
Appendix A.1.2. Imaginary part
From Eq. (A.2), we obtain the imaginary part:
Im [Ia′′ (ρ0|q|, xq)] =
∫ 2π
0
dν
dH(w, xq, ν)
dw
∣∣∣∣∣∣
w=xq
, (A.10)
where
dH(w, xq, ν)
dw
∣∣∣∣∣∣
w=xq
=
sin2 ν
2π(x2q − 1)3/2
[
(xq cos ν − 1)F
(
ρ0|q|
2
(
xq − cos ν
)
,Λ
)
+ (x2q − 1)(xq − cos ν)
× d
dw
F
(
ρ0 |q|
2
(w − cos ν),Λ
)∣∣∣∣∣∣
w=xq
 . (A.11)
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Appendix A.2. Π2b diagram
Here, we compute the real and imaginary parts of the Π2b correction to the vacuum polarization, represented by
Eq. (41). In the following steps, our calculations are similar to Ref. [26], though leading to different representations,
they generate the same numerical results.
Since Eq. (41) has a first order pole, we can apply the usual definition of the Sokhotski-Plemelj identity, but in
terms of the delta function [26]:
1
x − x0 ± iǫ
= P
1
x − x0
∓ iπδ(x − x0), (A.12)
which can be also generalized for a function on the denominator,
1
g(x) ± iǫ =
∑
i
[
P
1
g(xi)
∓ iπδ(g(xi))
]
, (A.13)
where g(x) is an invertible function in the region of integration, and the delta function of a function is given by [32]
δ(g(x)) =
∑
i
δ(x − xi)
|g′(xi)|
, (A.14)
assuming x = xi are the zeros of g(x).
In Eq. (41), making xq = cosh(λ/2) [26], we must define two functions in the denominator, namely
g+(a, b, λ) = cosh(a + b) − cosh λ, (A.15)
and
g−(a, b, λ) = cosh(a − b) − cosh λ, (A.16)
which have poles at a± = λ ∓ b. Hence, Eq. (41) leads to
p2b(ρ0|q|, xq) = − 1
16π3
∫ ∞
0
db
∫ ∞
b
da
U(a, b, ρ0|q|, λ(xq))
[g+(a, b, λ(xq)) − iǫ][g−(a, b, λ(xq)) − iǫ]
, (A.17)
where
U(a, b, ρ0|q|, λ) = (cosh2 a − cosh2 b)I1(a, b, ρ0|q|) +
(
cosh λ + 3
2
)
(cosh a + cosh b)I2(a, b, ρ0|q|)
+
cosh λ + 1
2
(cosh a − cosh b)I3(a, b, ρ0|q|). (A.18)
Next, we explicit the real and imaginary parts of p2b.
Appendix A.2.1. Real part
As mentioned before, the real part of p2b will be calculated by taking the principal value of (A.17), namely
Re[p2b(ρ0|q|, xq)] = − 1
16π3
lim
ǫ→0+
∫ ∞
0
db
[∫ λ(xq)−b−ǫ
b
da
U(a, b, ρ0|q|, λ(xq))
g+(a, b, λ(xq))g−(a, b, λ(xq))
+
∫ λ(xq)+b−ǫ
λ(xq)−b+ǫ
da
U(a, b, ρ0|q|, λ(xq))
g+(a, b, λ(xq))g−(a, b, λ(xq))
+
∫ ∞
λ(xq)+b+ǫ
da
U(a, b, ρ0|q|, λ(xq))
g+(a, b, λ(xq))g−(a, b, λ(xq))
 . (A.19)
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Appendix A.2.2. Imaginary part
The poles of the functions g+(a, b, λ) and g−(a, b, λ) are not the same. Therefore, we have
δ(g+(a, b, λ)) =
δ(a − (λ − b))
sinh λ
, (A.20)
δ(g−(a, b, λ)) =
δ(a − (λ + b))
sinh λ
. (A.21)
Hence, the imaginary part of Eq. (A.17) becomes
Im[p2b(ρ0|q|, xq)] = − 1
32π2 sinh λ(xq)
{∫ λ(xq)/2
0
db
sinh b
[
U(λ(xq) + b, b, λ(xq))
sinh(b + λ(xq))
−U(λ(xq) − b, b, λ(xq))
sinh(λ(xq) − b)
]
+
∫ ∞
λ(xq)/2
db
sinh b
U(λ(xq) + b, b, λ(xq))
sinh(b + λ(xq))
 . (A.22)
Appendix B. The optical limit
Obtaining σopt,2a(ω) requires the calculation Π2a in Eq. (60). Using Eq. (21), we have
Π2a(ρ0, ω, q) = −Ne
4
2κ
∫
d2k
(2π)2
k · (k + q) − |k||k + q|
|k + q|
[
v2
F
(|k| + |k + q|)2 + ω2
]
[
v2
F
(|k| + |k + q|)2 − ω2
]2 [ln (Λ/|k|) − F(ρ0|k|)] , (B.1)
where we made k → −k − q. Expanding until order |q|2 leads to
Π2a(ρ0, ω, q) = −Ne
4
2κ
∫
d2k
(2π)2
1
2
|q|2
(
cos2 θ − 1
)
|k|
4v
2
F
|k|2 − q2
0
4v2
F
|k|2 + q2
0
 [ln (Λ/|k|) − F(ρ0|k|)] , (B.2)
where θ is the angle between k and q. Then, integrating in the polar coordinate system, we get
Π2a(ρ0, ω, q) =
e2|q|2vFα
8π
∫
d|k|
(
4v2
F
|k|2 + ω2
)
(
4v2
F
|k|2 − ω2
)2
[
ln
(
Λ
|k|
)
− F(ρ0|k|)
]
. (B.3)
The above integral has a second order pole, and its imaginary part will be obtained from the following formula, better
explained in Appendix A:
Im
{
lim
ǫ→0
∫ b
a
f (x)
(x − x0 ± iǫ)n+1
dx
}
= ∓π f
(n)(x0)
n!
. (B.4)
In our case, n = 1 and we define
f (|k|) =
(
4v2
F
|k|2 + ω2
) [
ln
(
Λ
|k|
)
− F(ρ0|k|)
]
(2vF |k| + ω)2
, (B.5)
with derivative given by
d f
d|k| = −
vF
ω
− ρ0
2
dF(ρ0|k|)
d(ρ0|k|)
∣∣∣∣∣|k|=ω/2vF . (B.6)
Therefore, we have that
Im
[
2Π2a(ρ0, ω, q)
]
= −e
2
4
|q|2
ω
α
4
(
1 +
ρ0ω
vF
1
2
dF(ρ0|k|)
d(ρ0|k|)
∣∣∣∣∣|k|=ω/2vF
)
. (B.7)
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Hence, from (16), the above contribution to the real part of the conductivity will be
Re[σopt,2a(ρ0, ω)] = σ0
α
4
(
1 +
ρ0ω
vF
1
2
dF(ρ0|k|)
d(ρ0|k|)
∣∣∣∣∣|k|=ω/2vF
)
, (B.8)
where the first term was obtained in [31].
The σopt,2b(ω) contribution is given by Eq. (61). Expanding the Π2b contribution until order |q|2 in Eq. (38), it
follows that:
Π2b(ρ0, ω, q) = −Ne
4|q|2
2κ(2π)3
∫ ∞
0
d|k|
∫ ∞
0
d|p|
∫ 2π
0
dθk
∫ 2π
0
dθp|k||p|
[
cos(θk − θp) − cos(θk + θp)
]
×
[
ω2
|k||p| cos(θk − θp) + 4v2F
] (
1 − e−2ρ0|k−p|
)
|k − p|
(
4v2
F
|k|2 − ω2
) (
4v2
F
|p|2 − ω2
) , (B.9)
where we have made q = (|q|, 0) such that θkq = θk and θpq = θp. From a change of variables, θ = θk − θp and
ϕ = θk + θp, one can easily obtain that
Π2b(ρ0, ω, q) = − e
4
2πκ
|q|2
∫ π
0
dθ
π
∫ ∞
0
d|k|
∫ ∞
0
d|p||k||p| cos θ
×
(
ω2
|k||p| cos θ + 4v
2
F
) (
1 − e−2ρ0
√
|k|2+|p|2−2|k||p| cos θ
)
(
4v2
F
|k|2 − ω2
) (
4v2
F
|p|2 − ω2
) √
|k|2 + |p|2 − 2|k||p| cos θ
. (B.10)
From Eq. (A.13), we find that the imaginary part of the above equation will be given in terms of
Im
 1
4v2
F
|p|2 − ω2
 = π
4ωvF
δ(|p| − ω/2vF) and Im
 1
4v2
F
|k|2 − ω2
 = π
4ωvF
δ(|k| − ω/2vF). (B.11)
Due to symmetry, we can multiply the integral in (B.10) by 2 and consider only the imaginary part of p, giving
(u = 2vF |k|/ω)
Im[Π2b(ρ0, ω, q)] =
σ0|q|2α
ω
∫ π
0
dθ
π
∫ ∞
0
du
cos θ(u + cos θ)
[
1 − exp
(
− ρ0ω
vF
√
u2 + 1 − 2u cos θ
)]
(
1 − u2) √u2 + 1 − 2u cos θ , (B.12)
where the first term in the integral was determined in [31], giving
Re[σopt,2b(ρ0, ω)] = σ0α
8 − 3π6 +
∫ π
0
dθ
π
∫ ∞
0
du
cos θ(u + cos θ) exp
(
− ρ0ω
vF
√
u2 + 1 − 2u cos θ
)
(
1 − u2) √u2 + 1 − 2u cos θ
 . (B.13)
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