Herein, the problem of estimating propagation delays of the transmitted signals in a direct-sequence code-division multiple access (DS-CDMA) system operating over fading channels is considered. Even though this study is limited to the case when the propagation delays are xed during the observation interval, the channel gain and phase are allowed to vary in time. Special attention is given to the near-far problem which is catastrophic for the standard acquisition algorithm. A near-far robust estimator based on subspace identi cation techniques is proposed, and the Cram er-Rao bound, which serves as an optimality criterion, is derived.
Introduction
Due to the nature of the code waveforms typically used in DS-CDMA systems, accurate propagation delay estimation is important. See, for instance, 11] , in which This paper was presented in part at the IEEE Communication Theory Mini-Conference held in conjunction with Globecom '94. The authors are grateful for the nancial support from Motorola Inc., Plantation, FL, and the Swedish National Board for Industrial and Technical Development.
we evaluated the e ect of imperfect propagation delay estimation on the popular decorrelating receiver. The classical method for achieving synchronization, the socalled sliding correlator, is described in 5]. Other methods are: rapid acquisition by sequential estimation (RASE) proposed in 15] , and the multiple user extension of RASE developed in 4]. These methods assume that the user, whose propagation delay is to be estimated, transmits a known data sequence (e.g., all ones). This implies that these methods cannot be used directly for tracking changes in the propagation delays during data transmission. Furthermore, these algorithms are known to be sensitive to the near-far problem (i.e., when the received powers from the users are very dissimilar) 12, 10] .
Madhow and Pursley suggest in 3] that the capacity of a DS-CDMA system is limited by the acquisition problem. Furthermore, the overwhelming majority of the proposed near-far resistant receivers assume perfect synchronization. This offers strong motivation for studying more accurate algorithms for propagation delay estimation.
In this paper we extend the subspace-based propagation delay estimator, which we proposed in 12, 10] , to a fading environment. The algorithm is experimentally shown to be near-far resistant. Furthermore, since the estimator does not assume that the data sequences are known, the technique can be used for tracking as well as for acquisition. The Cram er-Rao bound (CRB) is derived and shown to be independent of the near-far problem. This result indicates that there is no fundamental reason for synchronization to be near-far limited.
Bensley and Aazhang have also proposed a subspace-based propagation delay estimator 1]. Our approaches di er in that the algorithm in 1] is capable of estimating the channel gain and phase as well as propagation delays, whereas the algorithm in this paper only estimates the propagation delays. However, the Bensley and Aazhang algorithm is limited to channels with time-invariant gain and phase shifts, while the estimator proposed here is designed for time-varying channels.
System Model
The system under consideration is an asynchronous K-user DS-CDMA system operating in a fading environment. The modulation scheme is BPSK with bit duration T and chip duration T c = T=N, where N is an integer. The code waveforms have unit amplitude and are assumed to be rectangular and periodic with period T. As a general rule, a subscript k implies that the quantity is due to the kth user. For instance, a period of the kth user's code waveform is denoted by b k (t), where b k (t) = 0 for t = 2 0; T).
The baseband signal, s k (t), is formed by pulse amplitude modulating the data stream, d k (m) 2 f+1; ?1g, with a period of the code waveform, i.e.,
The transmitted signal is formed by multiplying s k (t) with the carrier p 2P k cos(! c t+ 0 k ), where P k is the transmitted power and 0 k is the random carrier phase uniformly distributed in 0; 2 ). We assume, without loss of generality, that P 1 = 1 and T c = 1.
The channel model proposed by Turin 14] is adopted. The model is intuitively pleasing and has been shown to provide a good t to measured channels 13, 2] . The channel for the kth user is modeled as a time-varying lter with impulse response h k ( ; t),
where (t) is the Dirac delta function, R k (t) is the number of paths (or rays), k;r (t) is the path gain (or fading process), and k;r (t) is the propagation delay. We assume that the channel is slowly varying compared to the observation time for the received signal. In particular, the number of paths and the propagation delays are considered to be xed, i.e., R k (t) = R k and k;r (t) = k;r 2 0; T) for t 2 0; MT). Furthermore, the fading processes k;r (t) are assumed to be wide-sense stationary and to vary slowly in time compared to the symbol time, i.e., k;r (t) k;r (mT ) for t 2 mT; (m + 1)T ).
The received signal can be written as
where k;r = 0 k ? ! c k;r and n(t) is a white Gaussian noise waveform with two-sided power spectral density N 0 =2. The receiver front-end is a standard IQ-stage followed by an integrate-and-dump section, as shown in Figure 1 
n(m) = n(mQN + QN) n(mQN + QN ? 1) n(mQN + 1) ] T (6) It is easy to show that E n(m)] = 0 and that 3
After some straight-forward calculations we can formulate the contribution from the 
where k;r = p k;r T i + k;r , such that p k;r is an integer and k;r 2 0; T i ), and c k 2 IR QN is de ned as (12) D ( (14) where
and where R is the total number of rays, R = P K k=1 R k .
Cram er-Rao Bound
The derivation of the Cram er-Rao bound (CRB) is somewhat lengthy and the derivation is therefore deferred to Appendix A. Our main objective in this work is to estimate the propagation delays. It is therefore of interest to establish a bound on the accuracy with which the delays can be estimated. If we restrict our attention to unbiased estimators, the natural performance measure is the error variance, and the CRB is a bound on the smallest covariance matrix that can be achieved by an unbiased estimator. In particular,
where^ is any unbiased estimator of ,
In order to compute the CRB, we condition on the data and treat the fading processes as unknown deterministic parameters. The CRB is therefore dependent on the transmitted bits and should be considered as being conditioned on the fading. The resulting bound is still valid for the case when data and fading are random, although the bound will not be tight. In Appendix A it is shown that CRB ?1 ( ) = 2 
We will now show that the CRB is independent of the near-far problem, i.e., the CRB for an estimator of the propagation delays for kth user's rays is independent 
From (19) and (30) we see that
and from this equation we conclude that the CRB on an estimator of a particular ray's propagation delay|given by the appropriate diagonal element of CRB( )| is independent of the mean power of the other rays. In other words, the CRB is independent of the near-far problem. This result is important since it tells us that there may exist near-far resistant estimators of .
Propagation Delay Estimation
The maximum-likelihood (ML) estimate of is found by minimizing the negative loglikelihood function (49). However, the ML estimator is very computational expensive and thus of limited practical use. We will therefore study the performance of a suboptimum, but more practical, estimator. In 12, 10] we proposed a propagation delay estimator based on the well-known MUSIC algorithm 7]. We will here extend that estimator from the additive white Gaussian noise channel to the more general channel model outlined in Section 2. where = pT i + such that p is an integer and = 0; T i ). We observe that a k;2r?1 = b k;1 ( k;r ) and a k;2r = b k;2 ( k;r ). Thus, given knowledge of R we can nd f k;1 ; : : : ; k;R k g as the solutions to kE n b k;1 ( )k 2 = 0, or as the solutions to kE n b k;2 ( )k 2 = 0. In practice, the correlation matrix is unknown and is therefore estimated by the sample correlation matrix,R M , and a consistent estimate of E n is 
where the columns ofÊ n are the eigenvectors corresponding to the QN ?2R smallest eigenvalues ofR M . Note, however, that the columns of A will now be only approximately orthogonal to the columns ofÊ n . To formÊ n , we need knowledge the dimension of the signal subspace, 2R. The MUSIC algorithm is quite robust against overestimating R, and several methods for estimating R exist 16, 7] . Therefore, we will ignore the problem of determining R since this does not seem to be a critical issue.
The original MUSIC algorithm is formulated for the case where each column in A is parameterized by a distinct parameter. However, this is not the case here and we will therefore formulate one possible modi cation of the MUSIC algorithm. Let the MUSIC cost function for the kth user be de ned as
As seen from (35) 
where t 0 = pT i , t 1 = (p+1)T i and = ?t 0 . By substituting (39) and (40) 
Numerical Results
The simulated system is a K The received vector was observed for M = f100; 200; 300; 400; 500; 600g symbols and 1;1 was estimated by the MUSIC estimator. The variance of the MUSIC algorithm was estimated as the sample variance found from 10 3 independent Monte-Carlo trials.
Since the Cram er-Rao bound is dependent on the realizations of d k (m) and k;r (m), the CRB plotted in Figures 2 and 3 is the average CRB. The near-far ratio, P k =P 1 , for k = 2; : : : ; 5 was varied from 0 dB to 30 dB in order to investigate the near-far resistance of the MUSIC estimator.
The results of the experiment are shown in Figures 2 and 3 for Q = 1 and Q = 2, respectively. The average CRB is the bottommost dash-dotted line and the estimated MUSIC variance is plotted for near-far ratios P 2 =P 1 = 0 dB: (o), 10 dB: (x), 20 dB: (+), 30 dB: (*). Recall that the CRB is invariant to the near-far ratio.
The plots indicates that the MUSIC estimator is near-far robust. The CRB is not attained by the MUSIC algorithm. However, recall that the CRB will not be a tight bound since the number of parameter increases with M, i.e., no e cient estimator may be found for nite Q. On the other hand, note from Figure 3 that oversampling increases the accuracy of the algorithm and decreases the distance to the CRB. Of course, the price paid for this is increased complexity.
The strategy outlined in Section 4 calls for searching all QN intervals 2 pT i ; (p+ 1)T i ) of the cost function. The estimates,^ 1;1 and^ 1;2 , are picked as the 2 T corresponding to the two smallest values of the cost function. The procedure is illustrated by Figure 4 , where a typical cost function is plotted. The circles indicate the members of T . In this case, the MUSIC algorithm will pick the right bins, i.e., the estimates will be close to 8:25T c and 15:31T c . However, if the cost function had been more perturbed, we might have chosen the wrong bin for one or both of^ 1;1 and^ 1;2 . This type of error, referred to as an outlier error, can be quite large. On the other hand, if we choose the correct bin, or restrict the search to be inside the correct bin (as the case will be in tracking), the error is much smaller. To make an meaningful comparison with the CRB, we therefore exclude the outlier errors before computing the variance of^ 1;1 . The relative number of outlier errors can be found in Table 1 . Note that these number are not very reliable since only 10 3 Monte-Carlo runs were made. However, the table indicates that for large M, there will be only a few outliers. The reason why outlier errors are frequent for small M is that the ray, whose delay is to be estimated, might be in a deep fade during the entire observation interval which leads to a very noisy estimate. Table 1 : Relative number of outlier errors for Q = 1.
Conclusions
In this paper we have investigated the propagation delay estimation problem in a DS-CDMA system operating over fading channels. The CRB was presented and shown to be independent of the near-far ratio. This is encouraging since this result implies that there may exist near-far resistant estimators. The standard sliding correlator is known to have poor performance in a near-far environment 12, 10]. The maximum-likelihood estimator would perform better, however, the overwhelming complexity associated with the maximum-likelihood estimator limits its practical use. We therefore proposed a MUSIC based estimator and devised an e cient method for searching the cost function. The MUSIC estimator was experimentally shown to be robust against the near-far problem. However, the MUSIC estimator does not attain the CRB.
A Cram er-Rao Bound Derivation
The derivation closely follows the procedure devised by Stoica and Nehorai 8] . Due to limited space, the following discussion is rather succinct; a more verbose derivation can be found in 9]. We assume that 2 and k;r are unknown and deterministic parameters that are xed during the observation interval t 2 0; MT) and that k;r 6 = pT i for any integer p, which guarantees that A is di erentiable with respect to k;r . Furthermore, we consider f k;r (m)g to be unknown and deterministic for m = 1; 2; : : : ; M, k = 1; 2; : : : ; K, and r = 1; 2; : : : ; R k .
We denote the real part of a complex quantity x by x and the imaginary part bỹ
x. The parameter vector 2 IR 1+2RM+R is de ned as
The Fisher information matrix, J 2 IR (1+2RM+R) (1+2RM+R) , is found as
where ln L(r) is the log-likelihood function (conditioned on z = z T (1) z T (M) ] T ) of r = r T (1) r T (M) ] T with respect to . Thus, the resulting CRB should be inter-preted as being conditioned on the fading processes and dependent on the transmitted bits.
It is easy to show that the log-likelihood function conditioned on z ( The CRB matrix is found as the inverse of the Fisher information matrix. We are mostly interested in bounding the performance of a propagation delay estimator. The bound on the covariance matrix of such an estimator is found as the lower right hand side R R block of the CRB matrix. In other words, we can write the CRB matrix as J ?1 = 
