Abstract-We introduce two detection methods for uncoded two-dimensional (2-D) intersymbol interference (ISI) channels. The detection methods are suitable for a special case of 2-D ISI channels where the channel response is separable. In this case, the 2-D ISI is treated as the concatenation of two one-dimensional ISI channels. The first method uses equalization to reduce the ISI in one of the two dimensions followed by use of a maximum a posteriori (MAP) detector for the ISI in the other dimension. The second method employs modified MAP algorithms to reduce the ISI in each dimension. The implementation complexity of the two methods grows exponentially in the ISI length in either the row or column dimension. We develop two iterative decoding schemes based on these detection methods and low-density parity-check codes as error correction codes. Simulation results show that the bit-error-rate performance loss caused by the 2-D ISI for the separable channel response considered is less than 1 dB over a channel without ISI. This motivates equalizing a general 2-D ISI channel response to a nearby separable matrix.
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I. INTRODUCTION
T WO-DIMENSIONAL (2-D) intersymbol interference (ISI) arises during detection in page-oriented optical memories [1] and possibly in future magnetic recording systems. Current hard disk drives store data in concentric tracks, and since the spacing between adjacent tracks is large, the detection/decoding algorithms ignore the intertrack interference without significant performance loss. While conventional recording density is becoming saturated due to the so-called "superparamagnetic" phenomenon, great efforts have been dedicated to new magnetic recording technologies in recent years. Reducing the bit-aspect ratio is one approach to increasing recording density, but it leads to increased interference from the adjacent tracks which, taken together with the downtrack ISI, can be treated as 2-D ISI. In this paper, we propose and study the performance of iterative detection and decoding algorithms for storage media having 2-D ISI during readback. Throughout the paper, we refer to the part of the algorithms that mitigate the effects of ISI as detection. The iterations and decisions directly associated with the low-density parity-check (LDPC) codes, which are used for error correction, are referred to as decoding. Various detection algorithms for 2-D ISI have been proposed in [1] - [4] . The detection method proposed in [2] is able to generate soft decisions for the recorded binary bits. This algorithm iteratively performs the calculation of two parts, namely, the likelihood exchange and the likelihood filtering. The calculation of the first part entails computing a set of combining coefficients. For an ISI matrix, the number of the combining coefficients is exponential in [2] . Thus, it is impractical to use this method for applications where ISI spreads over a large neighborhood, for example, high-density storage media. In this paper, we propose and investigate the performance of two new detection methods that have a computational complexity proportional to the exponential of . The underlying premise here is that the 2-D ISI matrix is separable into a product of two vectors, thus allowing us to treat the 2-D ISI as the concatenation of two one-dimensional (1-D) ISI channels, a 1-D row ISI followed by a 1-D column ISI (Fig. 1) .
The first method uses equalization to reduce the ISI in one of the two dimensions followed by a maximum a posteriori (MAP) [5] detector for the ISI in the other dimension. When used with LDPC codes, the MAP detector and the LDPC decoder form an iterative decoder.
The second method performs detection by using an iterative detector that employs modified MAP algorithms for the ISI in each dimension. This detector is very similar to the detector of serially concatenated convolutional codes (SCCCs) [6] but for two differences. First, the trellis of the 1-D ISI in the column direction is not binary, so a MAP algorithm for nonbinary trellises needs to be employed. Second, the output of the row ISI is not observed directly, necessitating modification in the MAP algorithm. When used with LDPC codes, the iterative detector and the LDPC decoder form an iterative decoder with three constituent decoder/detectors.
While we cannot yet implement 2-D recording and reading, progress is being made in areas that provide encouragement that we will achieve this technology in the future. Advanced media, such as patterned media, together with multitrack optical transducers or magnetic recording sensors [7] , [8] , promise advanced systems that could implement and fully utilize 2-D recording strategies.
The rest of the paper is organized as follows: Section II describes the system model. Section III provides a brief description of the detection methods for an uncoded 2-D ISI channel. The iterative decoding schemes are described in Section IV. Simulation results are presented in Section V, and conclusions are drawn in Section VI.
II. SYSTEM MODEL
We assume the channel is a discrete 2-D ISI channel. The user bit is encoded by an error correction code (ECC) encoder, and the encoded bits are scanned into a matrix with elements . The binary level signaling may correspond to saturation recording on a magnetic medium or the absence and presence of holes on an optical medium. The output of the channel is a matrix with elements (1) where are realizations of a zero-mean, variance additive white Gaussian noise (AWGN) sequence. The channel response used for our simulations is (2) This channel response is separable into . In (1), represents the number of elements over which the ISI extends in each dimension. With the above assumptions, the recording system can be represented by a discrete-time communication system shown in Fig. 2 . Anticipating the use of joint turbo decoding and equalization, the dashed line in Fig. 2 provides a path to feedback information from the decoder to the detector.
For error correction, we use LDPC coset codes [9] . Prior to transmission over the channel, a width guard band of 's is added around the matrix . The reason for using the guard band is to isolate sectors in 2-D and also to provide ISI trellis termination. To evaluate the performance of the detection methods and iterative decoding schemes, we define the signal-to-noise ratio as (3) where is the code rate.
III. DETECTION ALGORITHMS FOR 2-D ISI CHANNELS
In this section, we describe two detection methods designed for the case when the channel response matrix is separable. For a general channel response, equalization might be considered to equalize the channel response to a nearby separable matrix. The separable matrix can be chosen with the same consideration as 1-D partial-response equalization, i.e., the spectrum of the separable matrix should be well matched to that of the 2-D ISI so that the noise is not excessively boosted by equalization. The minimum mean-squared error (MMSE) criterion might be used to design the equalizer [1] .
A. Combination of Equalization and MAP Approach
This method uses equalization to reduce the ISI in one of the two dimensions. Therefore, after equalization, the 2-D ISI detection is reduced to a 1-D ISI detection problem. For the remaining ISI, a MAP detector, described in [5] and [10] , is used. In this paper, zero-forcing (ZF) and MMSE criteria are used for equalization. The performance of this approach using both MMSE and ZF criterion is shown in Fig. 3. For comparison,  Fig. 3 also shows the performance of a 2-D MMSE detection algorithm designed for a general 2-D ISI [11] , [12] . The equalizer assumes that the inputs have a Gaussian distribution, which is an approximation. The 2-D MMSE equalizer as implemented here has infinite support.
B. Row-and-Column Detection Algorithm
Given the observation matrix , the calculation of the exact a posteriori probability (APP) of each element of the input matrix is computationally intractable. However, the APP, , can be approximately calculated with an iterative detector. The structure of the iterative detector is shown in Fig. 4 . In the following, we briefly describe the algorithms of the constituent column and row detectors in Fig. 4 . 1) Column Detector: As mentioned before, the column ISI trellis is not binary. In fact, for an ISI matrix, the number of inputs to the column ISI in Fig. 1 can be as many as . For the considered channel response, the row ISI output matrix has elements . Thus, the column ISI trellis has four states and four inputs corresponding to each state. Also, there are four branches arriving and departing from each state. The column detector takes a column of and calculates the log-likelihood ratio (LLR) of each element of the corresponding column in matrix . The MAP algorithm for a binary trellis [5] , [10] can be extended to a MAP algorithm for nonbinary trellises [13] . Here, we give a brief description of the nonbinary MAP for the column ISI trellis. The LLR for is defined as (4) where represents the th column of the observation matrix, and represent the starting state and the ending state of a branch of the column ISI trellis, respectively. In this section, we use the superscript " " to represent the information produced or used by the column detector, and similarly define the symbol " " for rows. Obviously, always equals zero. The choice of the base is arbitrary. In (4), the joint probability consists of three terms [10] 
The forward recursion is given by
The backward recursion is given by
The branch transition probability for the column ISI trellis is calculated using the extrinsic information provided by the row detector (8) Here, the superscript " " is used to represent extrinsic information. For the first iteration, there is no information available from the row detector; hence, is initialized to zero. This follows from the assumption that the four input symbols to the column detector are equiprobable. After computing the column LLR defined in (4), the extrinsic information (9) is passed to the constituent row detector (Fig. 4) .
2) Row Detector: The inputs to the row ISI are . The task of the row detector is to calculate the LLR of the row ISI input symbols (10) and the LLR of the row ISI output symbols (11) where represents the extrinsic information for the th row given by (9) , and and represent the starting state and the ending state of a branch of the row ISI trellis, respectively. In this case, we directly apply the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm to the binary row ISI trellis (Fig. 5) . In (10) and (11), the value of can be calculated using the BCJR algorithm. It is necessary to modify the calculation of the branch transition probability of the row ISI trellis due to the fact that there is no direct observation of the row ISI output. The modification is to calculate the branch transition probability of the row ISI trellis solely based on the extrinsic information obtained from the column detector. For example, for the labeled trellis branch in Fig. 5 ( 12) where is given by (9). The detection is performed iteratively between the column detector and the row detector. The information passed from the row detector to the column detector is the difference of (11) and (9) (13) Once a predefined number of iterations are performed, (10) gives the LLR of the channel input symbols. The performance of this channel detector after one iteration is shown in Fig. 3 (named row-and-column).
IV. ITERATIVE DECODING FOR 2-D ISI SYSTEMS
In this section, we describe two iterative decoding schemes for the system considered in Fig. 2 using the detection schemes described in the previous section and LDPC codes for error correction. We also briefly describe the "full graph" algorithm [11] , [12] , which is a scheme for joint equalization and decoding for a general 2-D ISI. In the next section, we compare the performance of the full graph algorithm with the schemes for a separable 2-D ISI to illustrate their superior performance.
A. Using the Combination of Equalization and MAP Approach
For the system shown in Fig. 2 , the diagram of an iterative decoder is shown in Fig. 6 . The equalizer performs equalization in the row dimension. For this scheme, iterations are performed between the column MAP detector and the LDPC decoder. The equalizer does not join the iteration process. We observe that the iterative decoder is a 2-D version of turbo equalization schemes for 1-D ISI channels [14] .
B. Using the Row-and-Column Detection Algorithm
The iterative decoder using the row-and-column detection scheme is shown in Fig. 7 . Every iteration in this scheme consists of two types of subiterations. The type-I subiteration is performed between the column detector and the row detector. After a fixed number of these subiterations, the row detector passes its extrinsic information to the LDPC decoder, starting the type-II subiteration, which is performed between the row detector and the LDPC decoder. The LDPC decoder uses the information passed to it by the row detector to calculate the pseudo-posteriori probabilities of the codeword bits, which are then passed back to the row detector. The second iteration then starts with the row detector using these probabilities as prior information and performing its subiterations (type-I) with the column detector. This process continues until a predefined number of iterations are exhausted. In Fig. 7 , we see that the row detector is connected to both the column detector and the LDPC decoder. So we consider the information obtained from both the column detector and the LDPC decoder in calculating the branch transition probability, , for the row ISI trellis. Assuming that the column detector and the LDPC decoder make independent decisions, we have (14) for the labeled branch in Fig. 5 . Here, is the extrinsic information provided by the LDPC decoder to the row detector.
We also study the performance of the aforementioned decoding scheme when only the type-II subiteration, between the row detector and LDPC decoder, is performed. This alternative schedule is considered because the number of input symbols to the column detector increases exponentially with the row ISI length, which significantly increases the number of computations performed by it. Therefore, in this alternative scheme, only one column detection is performed after which the 2-D ISI is treated as a 1-D ISI.
C. Full Graph Message-Passing Algorithm
The full graph algorithm uses message passing to perform joint equalization and decoding for 2-D ISI. The message passing is performed on the joint three-level graph of the LDPC code and the channel ISI. The LDPC code graph, which forms the upper two levels, is a bipartite graph depicting how the codeword bit nodes are connected to the check nodes. The lower two levels are the channel ISI graph showing how the ISI induces dependencies among the codeword bits. The algorithm first performs a fixed number of iterations on the LDPC code bipartite graph. If decoding fails, then message passing is performed on the three-level graph for a fixed number of iterations.
The message-passing schedule per iteration for the three-level graph is as follows: codeword bit nodes to observed data nodes ; observed data nodes to codeword bit nodes; codeword bit nodes to check nodes; and finally, check nodes to codeword bit nodes. 
V. SIMULATION RESULTS
The performance of the decoding schemes described in Section IV is shown in Fig. 8 . The ECC used is a block length 10 000, regular (3, 6) LDPC code [15] . The first curve from the left is the bit-error-rate (BER) performance of the LDPC code on the AWGN channel. The LDPC decoder performs a maximum of 50 iterations. All decoding performances will be compared to this curve.
The second curve from the left, named "full row-andcolumn," is the performance of the scheme described in Section IV-B. During the simulation, two type-I subiterations and one type-II subiteration are performed for each iteration. The curve shows the performance of this scheme after ten iterations. This scheme outperforms the "full graph" scheme (fourth curve from the left) by almost 1 dB. For the full graph algorithm, 20 iterations are performed on the LDPC code bipartite graph, and if decoding fails, then 50 iterations are done on the three-level graph using the schedule mentioned in Section IV-C. Fig. 9 shows the performance for varying the number of iterations for the full row-and-column decoding scheme.
The performance of the case when only the type-II subiterations are performed is also studied. The third curve from the left in Fig. 8, named "half row-and-column," shows the performance after five iterations. With more iterations, no performance improvement was observed.
The row-and-column and the full graph decoding schemes have a linear complexity in the code block length. However, the full graph algorithm has a computational complexity exponential in for an ISI matrix, whereas for the row-andcolumn method it is exponential in . Thus, we obtain not only improved performance but at a lower cost also.
The fifth curve from the left is the performance after ten iterations of the equalization and MAP approach using MMSE equalization. The equalizer used for the simulation has seven taps [16] . The sixth curve from the left is the performance after ten iterations when a ZF criterion is used for equalization. The performance is worse than the MMSE equalizer case because the ZF equalizer causes more noise correlation than the MMSE equalizer. In each case, the LDPC decoder performs 20 iterations after every MAP equalization.
VI. CONCLUSION
We have introduced two detection methods for uncoded separable 2-D ISI channels. These methods are able to generate soft decisions and, therefore, are suitable for iterative decoding with error correction codes. We also studied two iterative decoding schemes using these detection methods with LDPC codes. The best decoding performance is achieved using the row-and-column detection method, which employs modified MAP detectors for the ISI in each dimension. This method outperforms the full graph algorithm developed for a general 2-D ISI [12] for the separable channel response considered. The computational complexity of the row-and-column method is exponential in the channel response length in either dimension. This motivates equalizing a general 2-D ISI channel response to a nearby separable matrix, then applying the iterative decoding methods described here.
