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Abstract
In recent years, it is common practice to extract fully-
connected-layer (fc) features that were learned while per-
forming image classification on a source dataset, such as
ImageNet, and apply them generally to a wide range of
other tasks. The general usefulness of some large train-
ing datasets for transfer learning is not yet well understood,
and raises a number of questions. For example, in the con-
text of transfer learning, what is the role of a specific class
in the source dataset, and how is the transferability of fc
features affected when they are trained using various sub-
sets of the set of all classes in the source dataset? In this
paper, we address the question of how to select an optimal
subset of the set of classes, subject to a budget constraint,
that will more likely generate good features for other tasks.
To accomplish this, we use a submodular set function to
model the accuracy achievable on a new task when the fea-
tures have been learned on a given subset of classes of the
source dataset. An optimal subset is identified as the set that
maximizes this submodular function. The maximization can
be accomplished using an efficient greedy algorithm that
comes with guarantees on the optimality of the solution. We
empirically validate our submodular model by successfully
identifying subsets of classes that produce good features for
new tasks.
1. Introduction
The following transfer learning scenario is now common
in computer vision: Obtain a convolutional neural network
that has been pretrained on a large data set for the task
of classification. The last layer of this network is a soft-
max layer which corresponds to class probabilities. Upon
removing this layer (and possibly one or more of the pre-
ceding fully connected layers), treat the remaining network
as a generic feature extractor. For example, in the case of
popular deep learning architectures such as AlexNet [20]
or VGGNet [36], we can extract the activations of the hid-
den layer immediately before the classifier, or the previous
hidden layer, to obtain a feature vector that describes an in-
put image. These feature vectors are commonly referred to
as CNN features or as fc features (fully connected features
such as fc7 or fc6). For a new task, which may or may not
be correlated to the original task, we use these fc features as
the input to a new classifier (such as a linear SVM or a neu-
ral network) on a new dataset. Note that the classes in the
new task may not match the original classes used in training
the feature extractor.
This work addresses the following setting: A super-
vised image-classification task on one dataset (henceforth
referred to as the source task) is used to learn general pur-
pose features that can be used for classification tasks (re-
ferred to as the target tasks) on other datasets. In Fig-
ure 1 we consider the MNIST digit and Alphabet classifi-
cation (or ALPHANIST)[13] problems as the source task
and target task, respectively. Rather than training the clas-
sifier on the set of all 10 classes in the source task (the 10
digits {0, 1, . . . , 9}), we consider training on a Subset Of
Classes (SOC) from the source task (e.g., the set of 4 digits
{0, 1, 4, 8}), then use the resulting fc feature extractors for
the target task. As shown in the bar graph in Figure 1, each
SOC leads to different a different generic feature extractor,
which leads to a difference in classification accuracy on the
target task. There seems to be a general assumption in the
vision community that using all of the classes and training
data from the source task leads to better fc features for the
target task. (In our experiments, we define one set of fc fea-
tures as better than a second set when the first set achieves
higher classification accuracy on a target task.) We would
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Figure 1. Illustration of the transfer learning scenario studied in
this paper. In the upper left, we illustrate the source task (e.g.,
MNIST digit classification), in which each of several networks is
trained using a different Subset of Classes (SOC) from the set of
classes in the source task. In the upper right, we illustrate the target
task (e.g., alphabet character classification), which is solved using
the learned features from the source task. The bar graph shows
the performance on the target task of networks that were trained
on the source task using different SOCs. The goal of this work is
a general method for identifying an Optimal SOC from the source
task, under a budget constraint (a limited number of classes), to
produce good generic features that obtain high accuracy on the
target task. We refer to this problem as OPT-SOC.
like to investigate this assumption by asking the following
questions:
1. Monotonicity. Does training on a larger number of
classes from the source dataset always produce better
features than training on a smaller number of classes?
For example, in Figure 1, does a subset with 10 classes
(e.g.,{0, . . . , 9}) always produce better features than a
subset with 4 classes (e.g.,{0, 1, 4, 8})?
2. Optimal subset of classes. Under a given budget (a
fixed number of classes), what is the Optimal Subset
Of Classes from a source dataset for generating good
fc features? We refer to this problem as OPT-SOC.
Without knowing much (if anything) about the target
task, is it possible to know the optimal subset of a cer-
tain size that leads to the best fc features? In other
words, can we determine which of two different sub-
sets (e.g., {2, 3, 9} versus {5, 6, 7}) will lead to better
performance on the target task?
3. Object class diversity: Does it help or hurt the fc
features when there are classes in the source dataset
that are very similar (i.e., not diverse based on some
similarity measure). For example, suppose the source
dataset has classes that are visually similar, such as
Leopard, Jaguar, and Cheetah. Would including more
than one such class in a SOC (at the expense of a more
diverse classes) lead to better-performing of generic fc
features on a target task?
The problems addressed in this paper are challenging for
two reasons. First, we do not assume any specific knowl-
edge about the target task, so the selection of a SOC must be
based entirely on the properties of the source dataset. Sec-
ond, deep learning machinery for learning features from a
specific data set is often seen as a “black box” that is still not
completely understood, and thus identifying a pattern that
can be generalized to many datasets is a significant chal-
lenge.
In this work, we model the function that maps a subset
of classes in the source task to its end performance on a
target task using submodular set functions (See Defini-
tion 2). Submodular functions are considered to be discrete
analogues of convex functions, and they are generally used
for modeling diminishing-return behavior in many learning
problems. The diminishing return property states that the
performance gain achieved by adding a class at an earlier
stage is larger than that which would be obtained by adding
it at a later stage. Using this modeling, we answer the three
questions related to monotonicity, optimal subset selection,
and object class diversity.
We summarize the contributions of this paper below:
• We propose a novel method that uses submodular set
functions to model the performance of a set of generic
features on unknown target tasks, as a function of the
Subset Of Classes from a source task that was used to
train the features.
• We propose two different ways to compute the param-
eters of the submodular set functions: (1) Linear pro-
gramming for small-sized data sets; and (2) fitting a
quadratic submodular function, based on a similarity
score between pairs of classes, for large-scale data sets.
• We empirically show that our modeling allows us to
find optimal subsets that performs significantly better
on the target tasks than randomly selected subsets.
We envision three potential applications for our work:
• Efficient training: The proposed strategy for identi-
fying the optimal Subset Of Classes in the source task
leads to reduction in the size of the training data set,
thereby enabling more efficient training of a generic fc
feature extractor.
• Data set generation: If one wants to create a standard
dataset for the sole purpose of generating generic fc
feature extractors, this work can serve as a guideline
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for considering which combination of object classes
would be most useful, thereby reducing the workload
of manual annotation [30].
• Better pre-trained models: We observed that the full
source dataset (the set consisting of all of the classes in
the source dataset) does not always achieve the highest
performance on the target task. OPT-SOC provides an
efficient method to identify subsets that can potentially
perform better than the set consisting of all the classes.
This can be useful to compute better pre-trained mod-
els for transfer learning.
2. Related Work
Subset selection in data sets: Optimal subset selection
is addressed by many researchers using submodular func-
tions, which can be seen as a discrete analogue of convex
functions. In particular, the formulation of the subset selec-
tion problem as the maximization of a submodular function
has been used in many applications such as sensor place-
ment [14], outbreak detection [23], word alignment [25],
clustering [26], viral marketing [18], and finding diverse
subsets in structured item sets [32].
Existing methods show that submodularity is generally
well behaved in modeling many subset selection prob-
lems. However, OPT-SOC is different from existing prob-
lems. Existing subset selection problems typically perform
dataset reduction by identifying a subset of training images
and solve the same learning algorithm. In OPT-SOC, we
don’t use knowledge about the target task while finding the
subset. The learning algorithm changes depending on the
size of the chosen subsets. For example, for subsets of size
two (2), our learning algorithm is a binary classification,
whereas for subsets larger than 2, it is a multi-label classi-
fication. Furthermore, in OPT-SOC, the source and target
tasks involve deep neural networks, which are highly non-
convex and prone to local minima issues. Thus, it is not
entirely obvious to see that OPT-SOC would benefit from
submodular modeling. The main contribution in this paper
it to model OPT-SOC using submodularity, and more im-
portantly, to show that this can be beneficial in several data
sets.
Interpretations of CNN features: In the last few years,
there have been several papers in deep learning that achieve
record-beating performance on challenging visual tasks
such as image classification and object detection [20, 12, 36,
15]. From a scientific point of view, it would be useful to
glean insight on these learned features, and a few recent pa-
pers address this. For example, by mapping the feature acti-
vations in intermediate layers to original input pixels using
deconvolution, we can better understand the role of convnet
features [43]. To interpret the features learned in a classi-
fication task, we can either generate an artificial image that
is representative of a specific class of interest, or highlight
the areas of an image that are discriminative of the object of
interest [35]. It has been shown that while training convolu-
tional neural networks for the task of scene recognition, the
learned network also develops object detectors without us-
ing any explicit notion of objects [45]. Convolutional neural
networks have been shown to have a few neurons that re-
semble the so-called “grandmother neuron” (a hypothetical
neuron that is activated when presented with a specific ob-
ject or concept), but most of neurons in convolutional neural
networks form a distributed code [2].
A different line of research demonstrates that one can
generate adversarial negatives, which introduce a small,
hardly perceptible perturbation that leads to misclassifica-
tion of an image. This raises an important concern re-
garding networks’ ability to achieve high generalization
performance [37]. Several other studies have looked at
feature learning in the context of binarization [11], sys-
tematic variations in scene factors [4], variations in view-
points [6], organization of class-specific information encod-
ing [38, 39], egomotion [1, 17], temporal context [41], spa-
tial context [10, 31, 29], and color [44]. Although there are
many methods that show insights about the features learned
by CNNs, we lack mathematical models to explain such
phenomena [27].
Understanding generic feature learning: The problem of
identifying the specific layers in a neural network that are
suitable for transfer learning was studied in [42, 2]. In [33],
the authors showed through extensive experiments that a
linear SVM applied on generic 4096-dimensional fully con-
nected features extracted from [20] could obtain or outper-
form state-of-the-art results on a wide variety of tasks. In
their follow-up paper [5], the authors study a variety of fac-
tors that dictate the effectiveness of transfer learning. In
a recent paper [16], the ImageNet dataset [34] is carefully
studied to address several important questions: the relative
importance of training samples, the relative importance of
object classes, interaction between object classes, and com-
parison between limiting the number of classes versus lim-
iting the number of training images per class. More inter-
estingly, this work explicitly mentions the class subset se-
lection as one of the interesting research questions to an-
swer (the last sentence of Section 5.1 in [16]). The paper
also reports observing the diminishing returns property on
the target task with respect to the label set, without stating
the connection to submodularity. In contrast to their work,
we explicitly model the performance on the target task us-
ing a submodular set function. We also propose a method
for identifying optimal subsets of classes top produce bet-
ter features (a problem that is not addressed in [16]) and
demonstrate the effectiveness of our method.
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3. Notations and Preliminaries
In this paper we use a set function to denote the perfor-
mance on a target task and we model this function to be
submodular. Let B denote the Boolean set {0, 1} and R the
set of reals. We use x to denote vectors.
Definition 1. A set function F : 2E → R, where E is a
finite set, maps a set to a real number. Set functions can
also be seen as pseudo-Boolean functions [8] that take a
Boolean vector as argument and return a real number.
Definition 2. A set function F : 2E → R is submodular if
for all A,B ⊆ E with B ⊆ A and e ∈ E\A, we have:
F (A ∪ {e})− F (A) ≤ F (B ∪ {e})− F (B). (1)
This property is also referred to as diminishing return since
the gain is less if the element e is included at a later
stage [28]. We analyse whether or not the performance of
the target task improves by adding classes to a given subset.
This behavior can be studied by analysing if the set func-
tion modeling the performance of the target task is mono-
tonically increasing or not.
Definition 3. A set function F is monotonically increasing
if for all A,B ⊆ E and B ⊆ A, we have:
F (B) ≤ F (A) (2)
4. Problem Statement
Let C denote the set of classes {c1, c2, . . . , cn} in the
source task and let T denote a target task. We solve the
source task by utilizing a subset of classesA ⊆ C and its as-
sociated training samples. The source task trains a generic
feature extractor, and we use these features to solve the tar-
get task T . Let FT : 2C → R denote the accuracy or per-
formance achieved on the target task T as shown below:
FT (A) = F (A) + CT ,∀A ⊆ C (3)
Here F : 2C → R is independent of T and CT is the task
dependent constant. The basic assumption is that if a sub-
set A is better at solving a target task T1 in comparison to
another subset B, then it is more likely that A is also better
at solving another transfer task T2 in comparison to the sub-
set B. In other words, the source task produces a generic
feature extractor that is independent of the target tasks. Our
goal is to identify the optimal subset of classes, subject to
a cardinality constraint, that produces good performance on
the target task:
A∗ = argmax
A
FT (A) = argmax
A
F (A), |A| ≤ k, (4)
where k ≤ |C|. It is important to note that the constant,
which depends on the target task, does not affect the maxi-
mization, i.e., the selection of the optimal subset. We refer
to F : 2C → R as the transfer function and that is modelled
as submodular set function and used to identify the optimal
subset.
5. Algorithm
5.1. Submodular function modeling
We assume that the transfer function F : 2C → R is
a submodular set function. Let xAi be a Boolean variable
that indicates the presence of a class ci in a set A ⊆ C, i.e.,
xAi = 1 if ci ∈ A, and xAi = 0, if ci /∈ A. We denote
the transfer function using the following quadratic Boolean
function:
F (A) =
n∑
i=1
αix
A
i +
n∑
i=1
n∑
j=i+1
βijx
A
i x
A
j , (5)
where xAi and x
A
j can be directly obtained from A and
βij ≤ 0. The parameter αi gives the role of the class ci
in generating good features. The parameter βij denotes the
role of having two classes ci and cj jointly in the set A.
Any quadratic pseudo-Boolean function with negative co-
efficients (i.e.,βij) for all bilinear terms is submodular [8].
This can be easily shown by checking the diminishing re-
turns property for two sets A,B ⊆ C where B ⊆ A.
Lemma 1. The function F (A) is monotonically non-
decreasing if αi ≥ −
∑
cj∈C\ci βij
See Section A for the proof.
We have shown a general form of submodular function for
the transfer function in Equation 5 and the monotonicity
conditions in Lemma 1. We will show two different ways
to learn the parameters. In the first method, we use linear
programming (LP) to compute solutions on the target task
based on some SOC from the source dataset. Ideally, we
would like to find the transfer function without using any
information from the target task. In this paper, the LP is
used to analyse the error in modeling the transfer function as
a monotonically submodular function. The second method
uses similarity matrix between pairs of classes in the source
dataset, and this does not use any information from the tar-
get task.
Parameter estimation using LP: We would like to com-
pute the parameters α and β for a specific transfer learn-
ing setting. In order to do that, let us assume that we have
some method to probe the value of the function FT (A) on
a target task T for different subsets A ⊆ C. Note that
the probed values would include an unknown task-specific
constant term CT as shown in Equation 3. Based on the
probed values for different subsets, we fit a monotonically
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non-decreasing submodular function F (A) for the transfer
function by minimizing the sum of the L1 norm distances
between FT (A) − CT and the fitted function for different
probed values of A ⊆ C. We propose an LP to compute the
parameters of the transfer function as shown below:
{α, β} = argmin
α,β
∑
A⊆C
|sA| (6)
s.t
FT (A) = CT + F (A),
F (A) + sA =
∑n
i=1 αix
A
i +
∑n
i=1
∑n
j=i+1 βijx
A
i x
A
j ,
αi ≥ −
∑
cj∈C\ci βij ,∀A ⊆ C, βij ≤ 0
Once we solve the αi and βij parameters using LP, we have
the solution for F using Equation 5. The cost function∑
A⊆C |sA| in the LP, which is the sum of the absolute val-
ues of the slack variables, gives some measure of how close
the transfer function is to a monotonically non-decreasing
submodular function. Note that the LP uses the probed val-
ues for the target task to fit the transfer function.
Parameter estimation using similarity matrix: The
method to compute parameters using LP is computation-
ally infeasible for data sets with large number of classes.
For such scenarios, we propose an alternative method to
compute the parameter βij , which denotes the interaction
between two classes, using some measure of class similar-
ity [40, 21, 7, 3]. In this paper, we use Wordnet tree to
compute the similarity between pairs of classes. The critical
assumption we make here, which holds frequently in prac-
tice, is that classes similar in terms of Wordnet similarity
are visually similar. The nodes in the Wordnet tree repre-
sent classes. The Lin similarity (one of the many similarity
measures in computational linguistics community) between
two classes ci and cj is given below:
S(ci, cj) =
2logP (L(ci, cj))
logP (ci) + logP (cj)
(7)
where L is the lowest node in the tree which is a com-
mon ancestor to both c1 and c2. Here the classes can be
seen as concepts and P (ci) denotes the probability of a ran-
dom word consumed by the concept ci. The Lin similarity
S(ci, cj) varies from 0 to 1. For more details, we refer the
reader to [24]. We use βij = −S(ci, cj) and αi = |C|.
Since we don’t have any information about the relative im-
portance of different classes, we set all of them to the same
value αi = |C| that ensures monotonicity of the transfer
function.
5.2. Optimal subset selection
The use of greedy algorithm for maximizing submodular
function is motivated by the following theorem:
Theorem 1. [28] For maximizing monotonically non-
decreasing submodular functions under a cardinality con-
straint, the optimality of the greedy algorithm is given by
the following equation:
f(Agreedy) ≥ (1− 1
e
)f(AOPT ), (8)
where f(∅) = 0.
We can observe that our transfer function satisfies
F (∅) = 0. We briefly outline the greedy algorithm to se-
lect optimal subsets of size k [28].
1. Initialize S = ∅.
2. Let s = argmaxs′∈C F (S ∪ {s′}) − F (S) such that
|S ∪ {s′}| ≤ k.
3. If s 6= ∅ then S = S ∪ {s} and go to step 2.
4. S is the required subset.
6. Experiments
We conducted several experiments to address questions
related to monotonicity, optimal SOC from the source
dataset, and object class diversity. We briefly explain the
datasets, computation of the transfer function, the network
architectures for the source and target tasks, and results ob-
tained using OPT-SOC.
6.1. Datasets
We use five datasets : MNIST[22], ALPHANIST[13],
CIFAR-10[19], STL-10[9] and CIFAR-100 for our experi-
ments, all of which are standard, except for ALPHANIST 1.
We summarize the datasets used in source and target tasks in
Table 1. We use the ALPHANIST dataset for a target task in
the first experiment. In this experiment, we randomly sam-
ple a subset of 16800 digits (12000 for train and 4800 for
test). We resize the images to 28x28 to match the dimen-
sions of MNIST, and remove the classes that are similar to
the ones in the source task. For example, we remove the al-
phabets “O” and “I” due to their to similarity with “0” and
“1” digits in MNIST. The class labels of STL-10 are same
as CIFAR-10, but the images are obtained from ImageNet.
We resize the STL-10 images to 32 x 32 for compatibility
with CIFAR-10/100.
6.2. Transfer function estimation
In each of the four experiments, we computed a mono-
tonically non-decreasing submodular transfer function. For
the first two experiments, we were able to compute the func-
tion using both LP and similarity matrix. Note that the LP-
based fitting is primarily done to analyse modeling error. In
1https://www.nist.gov/srd/
nist-special-database-19
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Expt SourceDataset
No.
source
classes
No.
models
trained
Target
Dataset
No.
target
classes
1 MNIST(60k) 10 1013 ALPHANIST 24
2 CIFAR10(50k) 10 1013 CIFAR100 100
3 CIFAR100(50k) 100 181 CIFAR10 10
4 CIFAR100(50k) 100 181 STL10 10
Table 1. Source and target datasets along with the number of
classes and trained models. Note that in the case of MNIST and
CIFAR-10, we exhaustively train all possible subsets (1013 in
number), while we sample a random selection of 181 subsets in
the case of CIFAR-100.
all the experiments, we probe the performance on the target
task for different SOCs of the source task. We refer to them
as probed values.
Parameter estimation using LP: For a source dataset with
n classes, there are 2n − n − 1 subsets (after removing
n singleton sets and the null set). In the case of MNIST
and CIFAR-10, which both have 10 classes, we thus have
1024−10−1 = 1013 subsets, while for CIFAR-100, which
has 100 classes, we have 2100 − 100 − 1 ≈ 1.26 × 1030
subsets. We test the LP-based parameter estimation for the
MNIST and CIFAR-10 datasets. The mean modeling error
from the slack variables in the LP for the first experiment is
0.01169, and 0.00815 for the second experiment. The trans-
fer function F can vary from 0 to 1. This implies that the
error in submodular function approximation is around 1%.
Parameter estimation using similarity matrix: We use
Wordnet to obtain similarity matrix and thus, the associated
transfer functions for all experiments except the first one
(MNIST-ALPHANIST). This is because there is no well es-
tablished similarity measure for comparing digits.
6.3. Network Architectures
For each source task, we train a deep convolutional neu-
ral network with the configuration shown in Figure 2. The
CNNs are trained with a categorical cross-entropy loss with
SGD, and an initial learning rate = 0.01. We drop the learn-
ing rate to 1/10th whenever the validation accuracy goes
through a plateau. When the validation accuracy does not
improve for 7 consecutive epochs, we use an early stopping
criterion to cull the training thus avoiding overfitting. We
only consider the model that has performed best on the val-
idation set randomly partitioned from the training set, for
the rest of the protocol. For the target task, we use the tar-
get dataset and extract features in the penultimate (i.e., fully
connected) layer and feed them into a shallow neural net-
work with one hidden layer. This shallow neural network
is trained thrice and results averaged, to account for varia-
tions. A brief summary of these shallow models is provided
Figure 2. CNN architectures for source tasks. We use a standard
CNN architecture with a cascade of convolution, max-pooling,
fully connected, and dropout layers. The Dense(512/128) refers
to the Fully Connected layer. The networks used for CIFAR and
MNIST are shown in (a) and (b), respectively.
Figure 3. Neural network architectures for target tasks. We use a
very simple neural network with one hidden layer of dimension 64
and a softmax classification. The networks used for CIFAR and
MNIST are shown in (a) and (b), respectively.
in Figure 3. In many target tasks, it is a standard practice to
use a simple classification algorithm such as nearest neigh-
bor, a simpler neural network or SVM for solving the target
tasks.
6.4. OPT-SOC Computation
To evaluate the optimal SOC, we need the performance
of the SOC on the target tasks. In the first two experiments,
we use the 1013 probed values for all possible SOC from the
source tasks. In the third and fourth experiments, we ran-
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Figure 4. The fitted F values (black) for the optimal SOC is a
smooth monotonically non-decreasing curve. The Optimal SOC
obtained using the greedy method (red) outperforms the baseline
(green) for most of the cases.
domly sample 181 subsets (10 subsets each with cardinality
{10, 15, 20, ...., 95} and the complete dataset). We want to
show that the optimal SOC, obtained using the greedy al-
gorithm with the submodular transfer function F , performs
better on the transfer tasks with respect to random subsets.
Given a submodular function F obtained through LP or
similarity matrix, we can find optimal SOC in the source
dataset using the greedy algorithm. We show the per-
formance of the optimal SOC in different experiments as
shown in Figures 4 - 8. In all these graphs, the blue dots
show the probed values on the target tasks. We find the
mean score for different subsets with same cardinalities.
The green curve that connects these mean values will be
treated as the baseline. The red curve in all the graphs shows
the probed values based on the optimal SOC chosen using
the greedy algorithm. In Figures 4 and 5, the red curve
shows the performance of the optimal SOC, obtained using
submodular function computed using LP. In these figures
( 4 and 5), the black curve shows the actual F values cor-
responding to the optimal subsets, after including the task
dependent constant CT that is computed in the LP. In Fig-
ures 6, 7, and 8, the red curve shows the performance of the
optimal SOC, using similarity matrix.
7. Discussion
We observed that the use of submodularity for identify-
ing optimal SOC can be beneficial in practice. We briefly
address the questions related to monotonicity, optimal SOC,
and the class diversity.
• Monotonicity: In most of our experiments (Figure 4 -
7) we observed that in general adding more classes im-
proves the performance on the target task. However, in
1 2 3 4 5 6 7 8 9 10
Number of classes in source task
0.16
0.18
0.20
0.22
0.24
0.26
0.28
A
cc
ur
ac
y 
on
 ta
rg
et
 ta
sk
Source : CIFAR­10   Target : CIFAR­100
Mean
Greedy soln (LP)
Quadratic
All subsets
Figure 5. The fitted F values (black) for the optimal SOC is a
smooth monotonically non-decreasing curve. The Optimal SOC
obtained using the greedy method (red) outperforms the baseline
(green) for most of the cases.
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Figure 6. The Optimal SOC obtained using the greedy method
(red) outperforms the baseline (green) for most of the cases. The
submodular function is computed using similarity matrix.
many of the experiments, the optimal SOC having 70-
80% classes gives better performance on the target task
compared to using all of the classes. This behavior can
be exploited in generating better pre-trained models for
popular datasets such as ImageNet.
• Optimal SOC: In all our experiments we outperformed
the random subset baseline in the upper mid-range (40-
80%). In subsets with 90% or more elements, there is
significant overlap among the different subsets. Thus
it is hard for one subset to perform significantly better
than the others. The small subsets with 20 or 30 % ele-
ments have a diverse set of classes without having pairs
of similar ones. Since we don’t have a good method to
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Figure 7. The Optimal SOC obtained using the greedy method
(red) outperforms the baseline (green) for most of the cases. The
submodular function is computed using similarity matrix. We use
181 random subsets to generate the baseline.
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Figure 8. The Optimal SOC obtained using the greedy method
(red) outperforms the baseline (green) for most of the cases. The
submodular function is computed using similarity matrix. We use
181 random subsets to generate the baseline. Although, the func-
tion is mostly monotonically non-decreasing, there is not much
gain by adding more classes. This could be due to the domain
difference between CIFAR-100 and STL-10 images.
individually evaluate the importance of every class (the
αi’s are difficult to obtain for large datasets), it is hard
to identify the optimal SOC that performs better than
the others.
• Object class diversity: In most or all our experiments,
we observed that the optimal SOC avoids having two
classes that are similar to each other. This is evident
from our choice of using βij = −S(ci, cj) leading to
optimal SOC performing better than the random ones.
In all the experiments, the source and target tasks do
not share the same classes. Note that CIFAR-10 and
CIFAR-100 do not share the same object classes.
In this paper, we wanted to investigate if submodular-
ity can play a role in explaining the performance of generic
feature extractors on target tasks. There are many future
avenues to explore: (1) the use of more general submodular
functions involving higher order functions, (2) investigating
the use of non-monotonous submodular functions and non-
greedy strategies for finding the optimal SOC and (3) glob-
ally optimal approaches for subset selection problems. We
studied small and mid-scale datasets and performed a care-
ful analysis of the modeling by probing several SOCs in the
source tasks. We are currently looking at computationally
efficient ways of using the proposed method for identifying
optimal subsets in larger datasets such as ImageNet.
APPENDIX
A. Proof for lemma 1
Proof. Let us consider the addition of an element ci /∈ B to
B where B ⊆ C. We have:
F (B ∪ ci) = F (B) + αi +
∑
cj∈B\ci
βij (9)
If αi ≥ −
∑
cj∈C\ci βij and βij ≤ 0, we have
αi ≥ −
∑
cj∈B,i6=j
βij ,∀B ⊆ C (10)
From Equation 9, we have:
F (B ∪ ci) ≥ F (B) (11)
By adding newer elements iteratively, we can show the fol-
lowing for all A,B ⊆ C and B ⊆ A, we have F (B) ≤
F (A).
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Figure 1. Wordnet similarity matrix for the classes in CIFAR 100.
Dark blue entries denote pairs of classes with high similarity. Im-
age best viewed at high resolution.
1. Wordnet Similarity
In Section 5.1 of the main paper, we used Wordnet (Lin)
similarity to compute βij for each pair of classes. In Figures
1 and 2, we visualize this similarity as a confusion matrix
for CIFAR-100 and CIFAR-10 respectively. Note that vi-
sually similar classes (such as maple, oak tree, palm tree,
pine tree) are also similar to each other in the Wordnet
space.
2. Multiple Runs of CIFAR100-CIFAR10 Ex-
periment
In Figures 3–5, we demonstrate that our experiments are
not sensitive to the randomness inherent in training CNNs
by plotting the results from multiple runs of the CIFAR100-
CIFAR10 experiment with different random seeds. Observe
that our OPT-SOC solution consistently outperforms the
mean baseline in the 40%–80% range, as we observed in
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Figure 2. Wordnet similarity matrix for the classes in CIFAR 10.
Note that animals are similar to other animals, but are not similar
to inanimate objects such as airplane and automobile.
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Figure 3. Run 1 of 3. For 3 different runs, the Optimal SOC
obtained using the greedy method (red) outperforms the baseline
(green) for most of the cases. The submodular function is com-
puted using similarity matrix.
the Discussion section of the main paper.
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Figure 4. Run 2 of 3. For 3 different runs, the Optimal SOC
obtained using the greedy method (red) outperforms the baseline
(green) for most of the cases. The submodular function is com-
puted using similarity matrix.
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Figure 5. Run 3 of 3. For 3 different runs, the Optimal SOC
obtained using the greedy method (red) outperforms the baseline
(green) for most of the cases. The submodular function is com-
puted using similarity matrix.
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