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We give two new expansions of the flow polynomial F(G, A) of a cubic plane map 
G. The first expansion is in terms of oriented even subgraphs of G, and the second 
one is an unoriented version of the first. These expansions depend on topological 
properties of the plane embedding and cannot in general be extended to non-planar 
graphs. There are two exceptions: for A= 4 our formulas degenerate to a triviality, 
and for A=0 we obtain a simple expansion valid for general cubic graphs. The 
Beraha numbers appear naturally as special values for our expansions. 0 1991 
Academic Press. Inc. 
1. INTRODUCTION 
The chromatic polynomial of plane triangulations has been an object of 
extensive study, in particular in relation with the Four-Color Problem (see, 
for instance, the survey in [12]). We deal here with the dual form of this 
polynomial, the flow polynomial 8’(G, A) of a cubic map G. We present new 
expansions of this polynomial in terms of even subgraphs (subgraphs 
formed of disjoint cycles). These expansions rely on topological properties 
of the plane embedding and apparently cannot be generalized to non- 
planar graphs, except for 3, = 4 (where unfortunately our formulas reduce 
to a trivial one) and A= 0 (for which we give a new formula for arbitrary 
cubic graphs). Our results have been obtained in the course of studies on 
the combinatorial aspects of the recently discovered polynomial invariants 
of links (see the surveys in [6, 9, lo]), and in particular of the models 
given by Turaev [ 131 for the Kauffman polynomial [ 71. These models are 
intimately related to the theory of quantum groups and the Yang-Baxter 
equation in theoretical physics (see, for instance, [3, 8-J). Other interesting 
connections between the Kauffman polynomial and the flow polynomial 
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appear in [21]. However, this topic will not be developed here and the 
present paper is essentially self-contained. 
We introduce the flow polynomial of cubic maps in Section 2, and we 
give a simple recursive characterization of this polynomial (based on the 
concept of F-function due to Tutte [ 14, 191) which is needed in the sequel. 
In Section 3 we define the rotational polynomial (an expansion into 
oriented even subgraphs) and we express the flow polynomial F in terms 
of this polynomial (Theorem 1). Then we deduce from Theorem 1 another 
expansion of F into non-oriented even subgraphs (Theorem 2). In Section 4 
we examine the special cases 2 = 4 and 2 = 0. In particular, we give in 
Theorem 3 a simple cycle expansion for F(G, 0) valid for not necessarily 
planar cubic graphs G. Finally, we conclude in Section 5 with some open 
questions. 
2. THE FLOW POLYNOMIAL OF CUBIC MAPS 
2.1. Cubic Maps 
We shall only consider finite graphs, where loops and multiple edges are 
allowed. We shall call a map any graph embedded in the plane (without 
edge-crossings) as defined, for instance, in [ll]. It will be convenient to 
introduce a special map with no vertex and one edge represented by a sim- 
ple closed Jordan curve. We call such a map a free loop (it appears in [ 191 
under the name of vortex) and denote it by L. Two maps will be said to 
be (topologically) equivalent if they are homeomorphic, that is if there exists 
a third map which can be obtained from both by sequences of edge-sub- 
divisions. All properties studied in this paper are invariant under this 
equivalence. In this respect a free loop can be considered as a cycle. A map 
will be called cubic if all its vertices have degree 3, and, in particular, the 
free loop is a cubic map. 
2.2. The Flow Polynomial 
Let G = ( V, E) be a graph and A be a commutative group (with additive 
notation) of order A. Let us choose an arbitrary orientation of G. An 
A-flow in G (with respect to this orientation) is a mapping 4 from E to A 
such that for every vertex v of G, CeEE+(oj $(e) = CeEE-(vj 4(e), where 
E+(v) (respectively E- (v)) denotes the set of edges with initial (respec- 
tively terminal) end v. An A-flow is said to be nowhere-zero if it does not 
take the value zero. 
The number of nowhere-zero A-flows in G is independent of the chosen 
orientation and is given by a polynomial in A, the flow polyrtomial of G, 
which we denote by F(G, A). This polynomial is essentially a specialization 
of the Tutte polynomial of G (see [14-161). If G is a map with no free 
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loops, AF( G, A) equals the chromatic polynomial of the dual map of G (see, 
for instance, [ 11, 121 for definitions). If G is cubic, F(G, 4) equals the 
number of colorings of the edges of G with 3 colors in such a way that inci- 
dent edges receive different colors. Clearly the flow polynomial is invariant 
under topological equivalence and it is natural to set F(L, A) = A - 1 for the 
free loop L. 
2.3. F-Functions of Cubic Maps 
Consider four cubic maps G1, G,, G’, , G;, which are identical outside 
some disk and behave as indicated on Fig. 1 inside this disk. 
Then we shall say that the ordered list (G, , GZ, G;, G;) is a Tutte quad- 
ruple. 
We shall call a plane F-function every function f defined on the class of 
cubic maps with values in some commutative ring which satisfies the 
following two properties : 
(i) multiplicative rule. If G can be decomposed into disjoint parts 
G’, G”, then f(G) is the product of f(G’) and f(G”). 
(ii) twist rule. If (G,, GS, G; , G;) is a Tutte quadruple then 
f(G,)-f(G,)=f(G;)-f(G;). 
Remark. This definition differs from the one given by Tutte [ 14, 191 in 
that we restrict our attention to plane graphs and thus to the plane version 
of the twist rule. We have also introduced a change of sign in the twist rule 
for reasons of convenience, and we do not consider the more general 
F-functions of [14] which do not satisfy the multiplicative rule. 
G; G; 
FIGURE 1 
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2.4. The Flow Polynomial as an F-Function 
The following result is the plane version of a special case of [ 14, 
Theorem XII and Corollary of Theorem XIV]. We shall give a short proof 
for the sake of completeness. Let K be the ring of polynomials with integer 
coefficients in the variable 1. We shall write F(G) = F(G, A) and F also 
denotes the mapping from the class of cubic maps to K which associates to 
every cubic map its flow polynomial. 
LEMMA 1. The flow polynomial mapping F is the unique plane F-function 
with values in K which takes the value II - 1 on the free loop and takes the 
value zero on every cubic map which has an interior face bounded by an 
ordinary (non-free) loop. 
Proof Clearly F satisfies the multiplicative rule. If ( G1, G2, G; , G;) is 
a Tutte quadruple then it is well known (see, for instance, [2, Chap. I, 
Section l] or [14]) that F(G,) + F(G;) and F(G’,) + F(G,) are both equal 
to F(G,), where G3 is obtained from Gi (i = 1,2) by contracting the edge 
labelled ei on Fig. 1. Hence, F satisfies the twist rule. Moreover, we have 
already seen that F(L) = 3, - 1. Finally, if the cubic map G has a vertex v 
incident to a loop, v is incident to another edge which must be a bridge and 
hence F(G) = 0. 
It remains to show that the above properties determine uniquely the 
mapping F. Let us call plane girth of the cubic map G with no free loops 
the smallest number of vertices on the boundary of an interior face of G. 
We shall say that the cubic map G is simpler that the cubic map G’ if either 
G has strictly less edges than G’, or G and G’ have no free loops and the 
same number of edges and G has strictly smaller plane girth than G’. Then 
we observe that, if G is not reduced to a single free loop: 
(a) if G is disconnected, the multiplicative rule allows us to express 
F(G) in terms of the value of F on cubic maps which are simpler than G. 
(b) if G is connected with plane girth one, G has an interior face 
bounded by a (non-free) loop and hence F(G) = 0. 
(c) if G is connected with plane girth g 2 2, by applying the twist 
rule to G1 = G in such a way that the edge e, of Fig. 1 belongs to the 
boundary of two distinct faces, one of which is interior and contains 
exactly g vertices, one may express F(G) in terms of the value of F on three 
cubic maps which are simpler than G. 
Clearly one may combine (a), (b), (c) into a recursive algorithm to 
compute F. 1 
Remark. By a well known consequence of Euler’s formula, the phase 
(c) of the above algorithm considers face-boundaries of length at most five. 
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The Birkhoff-Lewis reduction formulas of [2, Chap. I, Sects. 1, 2, 31 are 
obtained by writing down explicitly the expressions for F(G) given by 
phase (c) in these cases. 
3. EVEN SUBGRAPHS AND THE FLOW POLYNOMIAL 
3.1. The Rotational Polynomial 
Let G = (V, E) be a cubic graph. We shall call euen subgraph of G a sub- 
set C of E such that every vertex of the graph (V, C) has even degree. In 
other words, C is an even subgraph of G iff each component of C is a cycle 
(considering the free loop as a cycle). The set of even subgraphs of G will 
be denoted by V(G). Elements of w(G) can be identified in the obvious way 
with Z,-flows of G (which can be defined without reference to orientation 
since x = --x for all x in 2,). Assume now that G is a cubic map. Each 
component of an even subgraph C is represented by a simple closed Jordan 
curve in the plane and thus can receive two distinct circular orientations. 
C will be said to be oriented if each of its components has received such an 
orientation. Note that this concept is topological rather than graph- 
theoretical in the sense that a loop or a free loop can be oriented in two 
different ways. We shall denote by O%(G) the set of oriented even sub- 
graphs of G. In the diagrams to follow, an element C of O%‘(G) will be 
represented by drawing the edges not in C in dotted lines and the edges of 
C in ordinary lines with arrows to indicate orientation. 
To every oriented even subgraph C of G = (V, E) we associate a rotation 
number r(C) and a weight (G 1 C) as follows. The rotation number of C 
is simply the sum of signs of the components of C, where such a compo- 
nent has sign + 1 if it is oriented counterclockwise and sign - 1 otherwise. 
To define the weight of C, we first define the weight ( VJ G (C) of C with 
respect to a vertex u. The weight (01 G IC) belongs to the ring Z[x”] of 
Laurent polynomials in the variable x and is determined by the local 
behavior of C at v as shown on Fig. 2. 
Then for a subset W of V we define ( WI G IC) as equal to 
r-I VE w  (~1 G I C) (this product being taken as equal to 1 if W is empty) 
and (G ] C) as equal to ( VJ G ]C) (GI G IC). : : : : : : .
A 
: .: : : : : 
A 
x-x-l X -x-l 
FIGURE 2 
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We may now associate to every cubic map G a polynomial R(G, X) in 
Z[x* ‘1, which we call the rotational polynomial of G, and which is defined 
by the formula 
R(G, x) = c (G 1 C) x2r(C! 
C E @JV(G) 
3.2. The Correspondence between the Rotational and Flow Polynomials 
THEOREM 1. For every cubic map G, R(G, x) = F(G, (x + x-l)‘). 
Proof We show that R(G, X) satisfies the properties of Lemma 1 with 
A= (x+x-y2. 
Consider first the free loop L. This map has three oriented even sub- 
graphs whose rotation numbers are 0, 1, and - 1. Hence, R(L, x) = 
1+X2+X-2=13,-1. 
Assume now that G = ( V, E) has an interior face bounded by a non-free 
loop e incident to the vertex V, and let e’ be the other edge incident to o. 
No even subgraph of G can contain e’ since this edge is a bridge. Let 
0%(G)/e be the set of oriented even subgraphs of G which do not contain 
e. For C in O%?( G)/e let C’ (respectively C”) be the oriented even subgraph 
obtained by adding to C a new component consisting of e 
clockwise (respectively clockwise) orientation. Then clearly 
with a counter- 
R(G, x)= 1 ((G 1 C) X~‘(~)+ (G 1 C’) x~~(~‘)+ (G 1 C”) x~~(~“)). 
CE LW(G)/e 
Noting that (V- {v)[ G IC) = (V- (v)l G IC’) = (I/- {v}l G IC”) 
and that r(C) = r(C’) - 1 = r( C”) + 1 we see that the contribution of 
C to the above sum is a multiple of (~1 G IC) + (~1 G IC’) x2 + 
(VI G IC”) x-~. It is easy to check that this polynomial vanishes (see 
Fig. 2, where we may take e’ as the top edge) and hence R(G, x) = 0. 
It is immediate from its definition that R(G, X) satisfies the multiplicative 
rule. It remains to prove that R(G, X) also satisfies the twist rule. Let us 
consider a Tutte quadruple (G,, G,, G;, G;) (see Fig. 1). We denote by H 
the common part of these four maps situated outside the disk of Fig. 1. We 
may view H as a map, all vertices of which have degree three, with the 
exception of four vertices of degree one situated on the disk boundary 
which we call boundary vertices. Let us call even subgraph of H a set of 
edges S such that every vertex of degree three of H has even degree with 
respect to S. Each component of an even subgraph of H is either a cycle 
or a path, both ends of which are boundary vertices. We may specify an 
orientation on each such component, thus defining an oriented even sub- 
graph of H. Let us fix such an oriented even subgraph S of H and denote 
by O%?(G1) 1 S (respectively 0%?(G2) I S, O%(G;) 1 S, O%?(G;) I S) the set of 
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even oriented subgraphs of G1 (respectively GZ, G;, G;) which coincide 
with S on H. It will be enough to show that (for every S) 
c ( G1 1 C) x2r(C) - c (G2 1 C) x2r(C) 
CE @W(G,) 1 S CE OV(G2) ) S 
= c (G; 1 C) x2’(=) - 1 (G; 1 C) x~~(? 
CE OY(G;) 1 S CE OV(G;) 1 S 
In the study of this equation we shall factor out the weight contributions 
of the vertices situated outside the disk (that is, the vertices of degree 3 of 
H) and similarly factor out the rotation contributions of the components 
of S which do not intersect the disk (that is, the components of S which 
are cycles). Thus the problem is split into a number of cases, each one 
being characterized by the way the boundary vertices are connected in S. 
To reduce the number of these cases, we shall take into account the 
following remarks. First, the effect of a rotation of angle 71/2 on Fig. 1 is 
simply to exchange the indexes 1 and 2, and the equation describing the 
twist rule is invariant under this exchange. Second, reversing all the arrows 
in a given configuration amounts to replace x by -x -’ in all vertex 
weights (see Fig. 2) and the same replacement is also coherent with the 
inversion of rotation factors (x’ being replaced by X-‘). Thus it is enough 
to consider a list of cases which is complete up to 42 rotations around the 
disk boundary and reversal of all arrows on the path components of S. We 
study such a list below. The various cases have been grouped according to 
the status of the edges traversing the disk boundary. Each group of cases 
is represented by a figure which shows the possible completions of S into 
an oriented even subgraph of G,, GZ, G;, G; in this order, together with 
the corresponding (local) weight contributions (a zero weight indicates 
impossibility) and rotation factor x2r (r is the rotation number of the cycles 
obtained by completion of the paths of S). The path components of S are 
shown (in thin lines) only when necessary (Figs. 3(e) and 3( e’)), and the 
rotation number r may remain unspecified if a figure corresponds to several 
possible path structures of S. 
The reader will easily check for each figure that the different contribu- 
tions cancel according to the twist rule. This completes the proof of 
Theorem 1. 1 
3.3. An Unoriented Expansion for the Rotational Polynomial 
The above theorem expresses R(G, x) as a polynomial in the variable 
A = (x+x-~)~. We now show how such an expression can be found 
directly from the expansion of R(G, x) into oriented even subgraphs by 
grouping together the contributions of all orientations of C for each even 
subgraph C. 
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We shall need the sequence of polynomials A, in Z[ u] (n 2 0) defined 
by A,(u) = 2T,(u/2), where T, is the Chebyshev polynomial of the first 
kind. Equivalently, A, can be defined recursively as follows: A, + z(~) = 
uA,+ l(U) - A,(u) (n b O), A,(u) = 2, A,(u) = u. 
For all n 3 0 these polynomials satisfy the identity 
A,(t + t-l) = t” + t-n. (4 
Remark. The coefficients of the polynomials A, have a simple com- 
binatorial interpretation derived from the theory of matching polynomials 
(see PUl).M ore p recisely for n 3 1 the coefficient of uk in A,(u) equals 
(_ l)(n-k)P multiplied by the number of matchings of an n-vertex cycle 
which leave exactly k isolated vertices. 
Let C be a cycle of the cubic map G = ( V, E). We call inlet (respectively 
outlet) of C a vertex u of C such that the edge incident to v which does not 
belong to C lies inside (respectively outside) C. We denote by i(C) (respec- 
tively o(C)) the number of inlets (respectively outlets) of C. Then we define 
the sign of C, s(C), and the surrounding polynomial of C, S(C, A), as 
follows. 
l if C is even, s(C)= (- l)i(c)= ( -l)Otc) and S(C, A) =A,(A-2), 
where n=f Ii(C)-o(C)+21. 
l if C is odd, s(C) = ( - 1)“(cJ if i(C) - o(C) + 2 > 0, s(C) = ( - 1 )i(c) 
if i(C) - O(C) + 2 < 0, and S(C, A) = 1 + Cit:(l,...,nI A,(~ - 2), where 
n=($)(li(C)-o(C)+21- 1). 
More generally, if C is an even subgraph of G, we define its sign s(C) as 
the product of the signs of its components and similarly its surrounding 
polynomial S(C, A) as the product of the surrounding polynomials of its 
components (empty products being set as equal to 1). Finally, we denote 
by p(C) the number of isolated vertices of the graph ( V, C), and by q(C) 
the number (which is clearly even) of components of the graph (V, C) 
which have an odd number of vertices (this includes, of course, the isolated 
vertices). 
THEOREM 2. 
SK, 4. 
For every cubic map G, F( G, A) = C CE w(GI (R - 4)y(c)/2 s(C) 
ProoJ For an even subgraph C of G we denote by O%‘(G, C) the set 
of oriented even subgraphs of G which can be obtained by choosing an 
orientation of C. Write A = (X + x-1)2- It follows from Theorem 1 that 
F(GJ)=R(G,x)= c c (G 1 C’ > x~~(~‘). 
CEW(G) C’E LoV(G, C) 
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Let us consider a given even subgraph C of G, the components of which 
we denote by C1, . . . . Ck, and let C’ be an orientation of C. It is clear from 
Fig. 2 that if Cj is oriented counterclockwise, each inlet (respectively outlet) 
of Cj contributes a term x (respectively -x-l) to the weight (G 1 C’). 
Moreover, Cj then contributes a term x2 to the rotation factor x~‘(~‘). Thus 
if C, is oriented counterclockwise, its contribution to (G 1 C’ ) x~‘(~‘) equals 
(-1) O(q) x”(~), where m(j) = i( Cj) - o( Cj) + 2. Similarly, if Cj is oriented 
clockwise, its contribution to (G 1 C’) x~~(~‘) equals (- l)‘(q) X-~(~). Since 
each isolated vertex of ( V, C) contributes a term x - x-l to the weight 
(G 1 C’), it easily follows that CCIEOW(C;, cj (G 1 C’) x~~(~‘) equals 
(x-x-y) (( _ l)“(q) x”(A + (_ l)iCc/) X-m(i))s 
J = 1, . . . . k 
Now if Ci is even, writing Im(j)l = 2n(j), we obtain 
(-1) o(G) XW) + ( _ 1 )w7 x-m(A = s( q(Xwi) + x -2W) 
= S(Cj) &(,)(X2 + x-‘) 
=s(Cj)A,(j)(l-2)=S(Cj) S(Cjy A)* 
On the other hand if Cj is odd, writing /m(j)1 = 2n(j) + 1, we have 
C-1) 
o(C,) Xm(i) + (  _ 1 )iCCj) X-m(j) = S(cj)(x2n(j) + 1 _ x -Wi) -  1) .  
Moreover, 
X2n(j)+l -X-2n(j)-1 
=(x-x-l) c 
x2i 
iE {-n(j), . . . . n(l)} 
=(x-x -‘) l+ 
( 
1 Ai(~ - 2) 
ie { 1, . . . . n(j)} > 
= (x-x-’ ) s(cj, n)* 
It follows that 
C (G I C') x~~(~')= (X-X-~)"(~) n S(Cj) S(Cj, n). 
C’ E OW:( G, C) j=l 3 . . . . k 
Noting that (x - x-l)2 = A-4, we obtain 
c (G ] c’) x~~(~)= (II-4)q(CM2 s(C) S(C, A). 
C’ E C’W( G, C) 
This completes the proof. 1 
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EXAMPLE. To illustrate Theorem 2, let us compute the flow polynomial 
of the complete graph on 4 vertices K4 (together with its essentially unique 
plane embedding). This map has eight even subgraphs: the empty one, four 
triangles and three cycles of size 4. The values of (3, - 4)y(c)/2 s(C) S( C, A) 
are as follows: 
l if C is empty, (A - 4)*. 
l if C is a triangle which bounds a finite face, (A - 4). 
if C is the triangle which bounds the infinite face, (A -4) 
(1 +a,(l.-2)+A2(I-2))=(A-4)(1+1-2+(A-2)*-2). 
l if C has length 4, Al(A-2)=3L-2. 
Summing up these contributions will yield F(K,, 2) = (A - 1 )(A - 2) 
(2 - 3). 
The similar computation for the cube is tedious but still feasible by hand. 
We think that in general Theorem 2 allows us to exploit efficiently the sym- 
metries of a map. However, an algorithm based on Theorem 2 would lead, 
for an arbitrary connected cubic map on n vertices, to the enumeration 
of its 2l+“/* even subgraphs and a rather complex treatment of each of 
these subgraphs. Experimentation would be necessary to compare such an 
algorithm with existing methods. 
Remark. It is easy to replace each product of polynomials A, in the 
expansion of Theorem 2 by a sum of such polynomials, either by using the 
basic rule A,A, = A,+, + A,,-,, or by adapting the above proof. It is also 
easy to obtain an expansion as a sum of products of polynomials of degree 
one in A, using the simple factorizations 
X2n+X-*n= fl (A-2-2cos((2m- l)n/2n)) 
m  = 1, . . . . n 
X2n+1-X-2n-l =(x-x-l) n (&2-2cos(2mn/(2n+ 1))). 
172 = 1, . . . . n 
4. SOME SPECIAL CASES 
4.1. The Number of Edge-3-Colorings 
For a cubic map G the number of edge-3-colorings of G is equal to 
W, 4). By Theorem 2, F(G, 4) = CCEw(G),q(C)=O s(C) SW, 4). The 
elements of S’(G) such that q(C) = 0 are the 2-factors of G with no odd 
component, and we shall denote the set of these by Y(G). Noting that by 
(a) A,(2) equals 2 for all n 2 0, we observe that if C belongs to 9(G), 
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S( C, 4) equals 2k(c), where k(C) is the number of components of C. 
Moreover, we claim that each component Cj of C has an even number of 
outlets, and thus s(C) = 1. Indeed the exterior of Cj contains an even 
number 2n of vertices of G. By contracting Cj and its interior to a point we 
obtain a graph with 2n vertices of degree 3 and one vertex of degree o(Cj), 
and this shows that I is even. 
Thus for II = 4, Theorem 2 reduces to the formula F(G, 4) = 
c CEF(G) 2k(C), which is trivially true for general, not necessarily planar 
cubic graphs. 
4.2. The Constant Term in the Flow Polynomial 
Another case where the topological aspects of the rotational polynomial 
can be eliminated is for a = 0. Let us apply Theorem 1 with x = i and 
i* = - 1. It is clear from Fig. 2 that for an oriented even subgraph C of 
G = (V, E), the contribution of a vertex u to (G 1 C) is 2i if v is isolated 
in ( V, C) and i otherwise. Moreover x*~(~) equals ( - l)k(C), where k(C) is 
the number of components of C. This easily yields the formula F(G, 0) = 
(_ l)wl*) CcEe(G) (_ ])W 2Pw+w), where as before p(C) denotes the 
number of isolated vertices of the graph (V, C). This formula does not 
involve the plane embedding of G. In fact it is easy to adapt the proof of 
Theorem 1 in the case x = i to general, not necessarily planar cubic graphs. 
The plane F-functions will be replaced by F-functions in the sense of [19]. 
Then, using a suitable modification of Lemma 1 involving arbitrary non- 
free loops (plane girth will be replaced by ordinary girth in the proof), one 
obtains the following result (the details will be left to the reader). 
THEOREM 3. For every cubic graph G = ( V, E), 
F(G, 0) = (_ l)(Ivl/*) 1 (_ l)k(C) ~P(C)+‘W’). 
CEV(G) 
Remark. Theorem 3 implies that for any cubic graph G with non-empty 
vertex-set, F(G, 0) is not a multiple of 4 if and only if G has an odd number 
of Hamiltonian cycles. This is also immediate from the last formula of 
Section 4.1. Tutte already noted in [ 14, p. 68-J that the parity of the 
number of Hamiltonian cycles of G is an F-function. 
5. CONCLUDING REMARKS 
Our inductive proof of Theorems 1 and 2 gives no direct relationship 
between the nowhere-zero flows of G and its even subgraphs, oriented or 
not. It would be nice to exhibit such a relationship and to obtain a more 
natural proof in this setting. 
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We may raise similar questions concerning Theorem 3. It follows from 
[ 1, Proposition 11 and end of Section III.41 that F(G, 0) equals 
(-1) (lVl/2)+1 multiplied by the number of different score vectors of orienta- 
tions of G which are strongly connected on every connected component 
(the score vector of an orientation is the list of the outdegrees of the different 
vertices). On the other hand, the classical subgraph expansion of the flow 
polynomial (see [ 14-161) yields. F(G, 0) = (- l)(lVli2) CFC9(Gj (- l)IR, 
where Y(G) is the set of edge-sets of forests of G. It is natural to ask if these 
two formulas can be directly related to Theorem 3. 
The flow polynomial of cubic maps is known to have a special behavior 
when ;Z is one of the Beraha numbers B, = 2 + 2 cos(271/n) (n > 1) (see, for 
instance, [20]). These values of A correspond to the values e’“‘” of 
the parameter x of Theorem 1, and this introduces periodicity and the 
possibility to vanish for the polynomials appearing in Theorem 2 (see the 
remark at the end of Section 3). We have seen in Section 4 that the values 
n = 1 and n = 2 are rather simple and correspond to more general “non- 
planar” formulas. This does not seem to be the case for n >/ 3. For instance, 
for n = 3, 3, equals 1 and we know that F(G, 1) = 0 for all cubic maps G, 
but this apparently does not follow easily from Theorems 1 or 2 which 
involve “modulo 3” properties of the plane embedding. Similar difficulties 
occur for higher values of n, and in particular for n = 5 which corresponds 
to powerful results of Tutte [ 17, 181. Thus even if we may hope that the 
formulas of Theorems 1 and 2 could shed some light on the mysterious 
properties of the Beraha numbers, much work remains to be done in this 
direction. 
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