ABSTRACT The pickup and delivery problem with time windows and last-in-first-out (LIFO) loading (PDPTWL) is a combinational optimization problem extended from the well-known vehicle routing problem (VRP), in which the type of customer point is no longer single and the loading order of the requests must meet the LIFO constraint. Due to its NP-hard nature, it is difficult for exact algorithms and heuristics with a linear structure to solve a large-scale problem in a reasonable time. In this paper, we propose a fast decomposition and reconstruction framework (D&R) to solve the PDPTWL with high quality in a relatively short time. An angle-based sweep method is used to decompose a complete solution into multiple subsolutions, each of which is assigned to a tabu search for optimization. To speed up the whole process, the optimization procedure of sub-solutions is performed by different processors of multi-core CPU in parallel. Three neighborhood operators and three strategies to reduce the number of vehicles are designed to cope with the tabu search for further improvement. Moreover, the adaptive memory mechanism is added to provide a better start when the optimization procedure falls into the local optima. We compare our framework against the best known solutions on 119 instances with up to 300 requests, the results show that our framework is able to improve over 85% (107 out of 119) of the best known solutions. More specifically, the number of vehicles is optimized by about 60% (74 out of 119) and the driving distance by about 50% (59 out of 119). In addition on instances with the largest size of requests, the computational time of our framework can be 1/50 of the comparative results, confirming its efficiency.
I. INTRODUCTION
As an important part of the national economy, the logistics industry plays an essential role in promoting industrial restructuring, transforming the economic development mode and enhancing the competitiveness of the national economy. Transportation and distribution take up the largest proportion among several components of total logistics cost. Therefore, researches on the related issues are of great significance. Most of the traditional transportation and
The associate editor coordinating the review of this manuscript and approving it for publication was Md Asaduzzaman. distribution researches focused on the classic VRP [1] . With the diversification of the vehicle using mode, a variant of VRP named the pickup and delivery problem with time windows (PDPTW) [14] - [16] was widely concerned because of its more practical significance.
For the pickup and delivery problem, the customer points defined in the VRP are divided into pickup points and delivery points. A fleet of vehicles should set off from the depot to complete a list of requests then come back to the depot. Each request is composed of picking up goods from the pickup point and send them to the corresponding delivery point. During the transportation of each vehicle, the total amount of the goods cannot go beyond the maximum capacity of the vehicle and every customer has to be served within a certain time window. The problem discussed in this paper is an extension of PDPTW which adds the LIFO constraint. We consider a route of a vehicle as a stack, and the customer points are regarded as the elements to be pushed into the stack. It is stipulated that only the element at the top of the stack and the next element to be pushed are the pickup point and delivery point corresponding to the same request, they can be matched and popped out of the stack. If all the elements in the stack are correctly matched at the end, then the route is LIFO-compliant. FIGURE 1 depicts the mechanism of LIFO where 0 represent the depot, the number marked with ''+'' indicates the pickup point of a request, in contrast, ''-'' identifies the corresponding delivery point. The LIFO constraint can be respected in route 1, but not in route 2 since the vehicle picks up goods from 2+ and goes directly to 1-, these two points are apparently not match.
If a routing plan can meet the policy of LIFO, additional handling costs might be avoided. The additional cost is due to the fact that shifting operation will occur if the demanded goods are not at the outermost of the carriage. Furthermore, The LIFO constraint reduces the risk of damage to the goods during transportation, especially for small vehicles or vehicles that have only one opening on the carriage. This model can be used for the transportation of jewelry or medical devices, as it requires less movement to avoid collision and damage Therefore, the PDPTWL problem studied in this paper is a more practical model than ordinary PDPTW.
Academic research on PDPTW has been going on for many years, but there are few studies on PDPTWL. However, previous works have laid a good foundation for the further development. For this kind of combinational optimization problem, researchers have studied how to solve it with exact algorithms, most of which are column generation based heuristics (see [34] , [37] ) and versions of branch and price algorithms (see [22] , [33] , [38] ). When the scale of the problem is small, the exact algorithms can find the optimal solution in an acceptable time. However, when the scale of the problem increases, it might bring about the so-called ''combination explosion'', making it almost impossible to obtain optimal solutions through various enumeration methods or exact algorithms under the existing computing ability. Therefore, heuristics are more popular on this issue. As one of the most famous meta-heuristics, Tabu search [2] has been widely used due to its excellent global search ability and the rate of convergence. Nanry and Barnes [27] proposed a reactive tabu search using three moving neighborhoods called SPI, SBR and WRI to solve the PDPTW. As the proposers of this problem, they only tested on instances with 50 requests. Li and Lim [8] used a tabu-embedded simulated annealing metaheuristic which added a K-restart strategy to avoid unnecessary search iteration, and a new data set based on Solomon benchmark [1] was firstly put forward on m-PDPTW. Similar literature using tabu search to solve this problem can be referred to [5] , [19] , [26] . To make the optimization process more targeted, Bent and Hentenryck [25] , [39] applied a two-stage hybrid algorithm to the VRPTW and the PDPTW, where the first stage was designed to reduce vehicle number and the second stage was dedicated to decrease the travel distance. Different move operators and heuristics can be applied to verify which combination best solved the problem. The idea of this phased optimization is not only common in vehicle scheduling problems, but also reflected in the other optimization scenarios. For instances, a bi-level method was applied to optimize the core structure of electricity markets ( [40] - [43] ). In order to expand the scale of the search space, the concept of large neighborhood investigated on VRPTW by Shaw [30] , was frequently referenced in the follow-up research works. As the name suggests, in the LNS procedure, large proportion of requests will be removed and reinserted in a single move. Although LNS has considerable accuracy on datasets with large scale of requests, it is sensitive to the set parameters and the computing time could be very long. The essence of neighborhood search is actually the process of destruction and reconstruction. Ropke and Pisinger [31] summarized several sub-heuristics for removal and reinsertion, and then strategically, selected the best performed heuristic for the subsequent LNS procedure by recording the frequency corresponding to their previous performance, which was named adaptive large neighborhood search (ALNS). ALNS was more attractive since it guaranteed the accuracy of the solutions and was less timeconsuming than LNS. The reason for this performance is that the ALNS abandoned the Shaw removal [30] operator used in the classic LNS, which is much more time-consuming. Recently, Curtois et al. [35] integrated the Adaptive Ejection Chain (AEC) into the LNS in 2018, which effectively combined the advantage of LNS to optimize travel distance and advantage of AEC to reduce the number of vehicles. The author carried out a lot of comparative experiments, including comparisons with themselves and with the state-of-art heuristics. Moreover, the scale of their experiments had reached 1000 customer points, which can be regarded as a very large amount of data in this field. Then Curtois et al. [35] , based on the work of Curtois and Landa, used the Set Partitioning Problem (SSP) as the perturbation operator to iteratively recombine the previous local minimum. The experimental results have shown that the algorithm worked well and found better results on some datasets, but it still couldn't solve the problem that the computational time increases rapidly as the problem scale grows.
As for the LIFO constraint, the previous research mainly applied it to the traveling salesman problem (see [9] , [12] , [18] ) and the delivery problem without time window (see [10] , [21] , [20] ). Currently known by our knowledge, it was Cherkesly et al. [22] who first studied the PDPTWL with three exact branch-price-and-cut algorithms. Due to the limitations of the exact algorithm, although the smaller instances can be efficiently solved, the instances with larger size of requests are still out of reach. Then Cherkesly et al. [23] used a population-based metaheuristic able to handle larger instances with less time. The metaheuristic they applied is actually a genetic algorithm combined with a local search. Recently, a group genetic algorithm based on the enhanced Guided Ejection Search (GES) algorithm [17] , [24] was raised and it did reduce the number of vehicles to a certain extent. It is an iterative framework that destroys a solution by removing requests from it and then makes attempt to reinsert them back based on construction heuristics. The GES bears a lot of resemblance to LNS, but GES always allows incomplete solutions during the destroy-repair process, while LNS does not. However, the algorithm was only designed to optimize the single objective of reducing the number of vehicles.
The PDPTWL is NP-hard (Nondeterminism Polynomial hard) because it is a variant of the NP-hard VRP problem. Since the problem has the NP-hard feature, it means that the time complexity can be very high and it's difficult to find a suitable and effective algorithm to solve it. Although exact algorithms can achieve optimal results when there are fewer customer points, they are obviously weak on largescale datasets.
From the above review of related literature, it's clear that the PDPTWL is a variant of the well-known VRP that has not been widely studied. The previous work gives us great references to solve this complex combinatorial optimization problem, but it's still a challenge to get a solution with good quality on large scale problems in a relatively short time. In this paper, a fast decomposition and reconstruction framework is proposed to quickly solve the PDPTWL with high quality, even if the problem scale is large. As previously suggested, we aim at achieving better solutions with less time. Thus, decomposition and parallelism is reasonably adopted to speed up the optimization process. This approach was early applied to the job shop scheduling problem [3] and has been shown to be more efficient in dealing with very large problem. Then Badeau et al. [7] combined a master-slave scheme with the decomposition procedure to conduct a twolevel parallel organization in order to solve the VRP. Their results on benchmarks presented that parallelization would not reduce the solution quality, and could be useful in practice when routes must be produced with a short time span. In this paper, we also apply the parallelization idea to the PDPTWL. The decomposition procedure based on a sweep algorithm is used to divide a complete solution into several partial solutions, which can be allocated to different threads for parallel optimization. As for the core optimization process, we combine tabu search with several powerful neighborhood operators to optimize both the number of vehicles and the travel distance. Besides, Different from the basic tabu search algorithm, we add the adaptive memory [6] as a component to provide new starting solutions for the search space.
The contribution of our study is fourfold: (1) the decomposition and parallel mechanism coupled with tabu search algorithm is applied on PDPTWL for the first time, (2) a new removal operator called ''worst removal'' was proposed, (3) we provide new best known solutions on 107 instances out of the well-used Li & Lim's 119 instances, (4) the computational time of the proposed framework can be much less than that in the comparison paper [23] , especially on large datasets.
The rest of this paper will be presented in the following structure. Section II describes the PDPTWL mathematical model with explanation of all the symbols. Section III describes the implementation of proposed framework. The results of the experiments are reported in Section IV and the impacts of the operators in the algorithm on the results are analyzed. Section V is a summary of the paper and some remarks for future work.
II. MATHEMATICAL FORMULATION
Let n be the number of requests, PDPTWL can be defined as a problem that satisfies a series of constraints on a directed graph G = (N , A) , where N = {0, 1, 2, . . . , 2n, 2n + 1} represents the set of vertices, and A represents the set of arcs in the graph. Vertices 0 and 2n + 1 are regarded as the departure node and the destination node, these two nodes are in the same physical location. The subsets P = {1, . . . , n} and D = {n + 1, . . . 2n}of the set N respectively denote the sets of pickup points and the sets of delivery points. For each pickup request i ∈ P, its corresponding delivery request
The duration of the service at node i is represented by s i . Use a closed interval [a i , b i ] referring to the time window of node i, where a i and b i denotes the earliest and the latest time allowed to start service at node i, obviously, there is no time window limit at point 0 and 2n+1. Each arc (i, j) is associated with a cost and a travel time given by c i,j and t i,j , from the practical point of view, they mean the cost (usually the travel distance) and the travel time from node i to node j. Each vehicle k ∈ K (the collection of all vehicles) is homogeneous, with the same capacity limits denoted by Q. It should be noted that both c i,j and t i,j need to satisfy the triangle inequality, that is,
We use y k to indicate whether vehicle k participates in the service process, if so, y k = 1, otherwise y k = 0. Similarly x k i,j is used to judge whether vehicle k is passing through arc (i, j), if it is, then x k i,j = 1, otherwise, x k i,j = 0. Then, the PDPTWL can be modeled as:
In the above formula, formula (1) represents the first optimization objective to minimize the number of vehicles, while the second optimization objective to reduce the travel cost is shown in formula (2). Formula (3) ensures that each pickup point and each delivery point is only visited once. Formula (4) is a PD-pair constraint which ensures that a pickup operation of a request and its delivery operation should be completed by the same vehicle. Formula (5) and (6) indicate that all vehicles must depart from the depot and go back to the depot after all the services are completed. In order to reflect the flow conservation constraint, formula (7) shows that the vehicle has the same value when it comes back and forth between the pickup point and the delivery point. The LIFO constraint is properly defined through formula (8) - (10) which were first proposed by Cordeau et al. [33] . Formula (8) is used to ensure the consistency of capacity when moving between two points, whereas formula (9) tactfully uses capacity to make the LIFO constraint respected. Capacity constraint is demonstrated through formula (10) which ensures that the capacity of the vehicle is always greater than or equal to 0, and it can never exceed the maximum capacity limit. Formula (11) describes the time causal relationship between the precedent node and the following node. Time window constraint is stated through formula (12) . Formula (13) states that the time window of the delivery point must be satisfied if a vehicle can go directly from the pickup point of a request to the delivery point. Finally, formula (14) describes the constraints of two binary variables.
III. DECOMPOSISION & RECONSTRUCTION FRAMEWORK
We now discuss the structure of the D&R framework which consists of the generation of an initial solution and three First of all, considering that the initial solution is also a crucial factor, we modified Solomon's heuristic generation algorithm [1] , [8] to create an initial solution. Most researchers uses a two stage strategy which is to reduce the number of vehicles right after obtaining the initial solution in the first step. In the second step, a metaheuristic algorithm such as a local search is applied to decrease the travel distance, the whole method is often referred to as a two stage strategy [13] , [25] . However, in our approach, reducing the number of vehicles is used in the process of global optimization. Since the approach usually leads to an increase in the calculation time, we work out a strategy which will be discussed later to avoid performing this approach during each iteration. After generating the initial solution, a decomposition and reconstruction [7] method is used to split the initial solution into multiple partial solutions, and then they are optimized with the adaptive memory-embedded tabu search algorithm. Parallel execution on modern multicore CPUs helps reduce the overall execution time of the algorithm. Compared to the classic tabu search algorithm, we add the Adaptive Memory idea [3] to record the optimal vehicle path in the historical solution. In this way, a new solution can be obtained by freely combining the paths at some situations (e.g. falling into a local optima), and continue the iterative optimization from the new solution, which is beneficial to jump out of the local optimal solution and make the algorithm move in a better direction. Finally, partial solutions are combined into a complete solution after the paralleled tabu search has completed.
The overall algorithm is characterized by the pseudo-code given in Algorithm 1. The decomposition/reconstruction process is repeated multiple times, the algorithm will terminate when the number of iterations reaches the set value. Line 9 uses a cost function to determine whether a new solution can be accepted.
In this paper, the objectives of solving the PDPTWL is: 1) minimizing the number of vehicles; 2) minimizing the overall travel distance. We adopt the following cost function to reflect the priority of our objectives:
The two parameters in the above formula are user-defined constants which satisfies α >> β.
A. BUILD AN INITIAL SOLUTION
The insertion heuristics proposed by Solomon [1] in solving the VRPTW problem provided a good approach to generate an initial solution. It has been extended by Li and Lim for the PDPTW [8] and proved to be efficient. We believe that Solomon's method of building initial solutions has great reference significance, so in this paper, another extension of Solomon's generation algorithm is put forward to solve the PDPTWL problem. The construction of an initial solution is a process of sequentially inserting requests composed of P-D pairs to the already constructed routes, certainly with all the constraints satisfied.
A P-D pair which has the maximum C 0 (i, j) is firstly selected to initialize a path, where C 0 (i, j) is described as follow:
c i,j , as mentioned before, represents the cost of the distance between two points, then the value of C 0 (i, j) is the sum of the distance from the depot to the pickup point, the pickup point to the delivery point and the delivery point to the depot. If there are multiple P-D pairs that meet the largest C 0 , the P-D pair with the smallest waiting time will be selected. Then, which remaining uninserted request u is chosen for the newly constructed path and which position it should be inserted require the use of two criteria:
i p means the pickup point of request i while similarly, the corresponding delivery point is denoted by i d . C 1 is applied to calculate the distance increment caused by the insertion of the request u, so that the best place can be determined through MIN (C 1 ). The best request is found with the assistance of MAX (C 2 ). If no feasible request can be inserted into the current solution, a new route will be started and the above process will be repeated until all requests are scheduled. The result of the generation algorithm is always the same, which can be used as a criterion to verify whether the initial solution of this time in the experiment is correct or not, and helps us to evaluate the effectiveness of subsequent algorithms.
B. DECOMPOSER 1) DECOMPOSITION
To make use of the speed advantage of parallel computing, we split an entire solution into multiple partial solutions and then optimization process will be assigned to each partial solution. The Decomposer is implemented through a polar angle based sweep algorithm. We employ δ as a parameter to control the decomposition process, while δ represents the maximum number of vehicles in each partial solution. The coordinate of the depot is considered as the center of the circle, the clockwise scan is then started at a random angle, and the vehicles containing requests in the same scanning space will be put into a group until the parameter δ is met (if all vehicles are grouped in the same group, δ is halved and the process is restarted). The scanning process will continue from where it stopped last time until all vehicles are gathered in different groups. FIGURE 2 shows the use of Decomposer to divide a complete solution into three partial solutions.
2) PARALLELIZATION
As mentioned in section I, with the availability of parallel computers, parallelization has been applied to intelligent scheduling problems such as the VRP. A complex holistic problem can be split into several parts to run simultaneously, which also means that different search paths can be maintained separately.
Parallelization can be implemented from different perspective. For instance, distributed architecture can be utilized, with each server performing different optimization tasks. Nevertheless, this approach might suffer from slow communication due to the need for frequent synchronization. In our case, to make use of multi-core cpu, all partial solutions obtained from the Decomposer will be placed in a thread and allocated to different processors. each thread contains an optimizer, and the optimization procedure between each processor is performed simultaneously.
C. OPTIMIZER
The Optimizer as the core of our D&R framework performs an optimization process to improve the partial solutions by parallel. The pseudo-code is demonstrated in Algorithm 2. Widely used tabu search embedded with adaptive memory component, neighborhood operators for generating large number of candidate solutions and strategies to reduce the VOLUME 7, 2019
Algorithm 2 Optimizer
Input: a solution Output: an optimized solution 1: S best = S 0 , S current = S 0 , tabuList = {}, adaptiveMemory = {} 2: tabuList.push(S current ), adaptiveMemory.push(S current ) 3: notImp = 1, frequency = ν 4: while i < maxIte do 5: List neighbors = getNeighbors(S current ) 6: S current = the best neighbor which not in tabuList 7: if i % frequency = 0 then 8:
if cost(S reduce ) < cost(S current ) then 10: number of vehicles are the main force of the Optimizer, which will be discussed detailly in the following subsections.
1) TABU SEARCH
Tabu search is a metaheuristic algorithm first proposed by Glover [4] and proved to have outstanding performance in solving the VRP and its variants (see [5] , [27] , [28] ). Different from the classical decent methods [36] , the quality of the current solution may get worse iteration after iteration. Therefore, to avoid loops, solutions with certain attributes of recently visited solutions are tentatively declared as tabu. The tabu list, known as a short-term memory structure, temporarily stores a set of solutions which have been explored in the recent past. However, saving solutions directly in the tabu list will bring a great cost of storage and a relatively large amount of calculation while determining whether there's a specific solution in the tabu list. Therefore, the objects saved in our tabu list are composed of the three attributes: 1) the number of vehicles; 2) the total travel distance; 3) the total waiting time. We only need to compare the values of the three attributes When judging whether the solution is saved in the tabu list. Usually, if the three attributes of two solutions are the same, we consider them to be the same solution. In this paper, the length of the tabu list is denoted as µ.
In tabu search algorithm, we set the stop condition as whether the number of iterations is satisfied, maxIte as the maximum number of iterations, and notImp indicates the maximum number of no improvement, used to control when the algorithm should combine multiple paths from the adaptive memory into a new solution and replace the current solution.
2) ADAPTIVE MEMORY
Adaptive memory [6] , [11] is a mechanism used to save the optimal solution in each iteration of the tabu search. It is a pool of solutions with good quality which will be updated dynamically throughout the search process. It can enhance the memory ability of tabu search algorithm for the optimal solution found in the iterative optimization process, and provide a possibility for tabu search to re-select a direction for optimization. Periodically, some paths of the solutions saved in the adaptive memory are extracted and freely combined to build a new solution and the process will take this new solution as the starting point for optimization [3] . In other words, the adaptive memory promotes the algorithm to continue to optimize along the good direction by jumping out of the local optima.
We use η to indicate the maximum number of solutions in the adaptive memory, thus it is necessary to ''clean up'' the useless solutions to make room for the newly added solution if the residual capacity of the adaptive memory is not sufficient to save all of the new solutions.
3) NEIGHBORHOOD OPERATORS
we use three neighborhood operators to generate the neighbors of the current solution. Infeasible solutions which are unable to satisfy all the constraints mentioned previously will not be allowed in the course of neighborhood generation. In other words, constraints must be strictly observed and cannot be relaxed.
a: EJECTION CHAIN
As early as Glover [4] using tabu search algorithm to solve the Traveling Salesman Problem (TSP), the ejection chain was introduced as a neighborhood operator. The main idea of the ejection chain we use is to repeatedly move a P-D pair from one route of the solution to another, the iterative operation takes place among a given number of routes (called chain length) and forms a loop consequently. FIGURE 3 illustrates how the ejection chain works. Starting from a chosen route (route 1), a P-D pair is ejected (removed) randomly and stored (2+ and 2-). Next, another route (route 2) will be selected and a P-D pair (5+ and 5-) will also be ejected from it. We now try to insert the previous ejected request (2+ and 2-) into the current route (route 2), necessarily, if the insertion is infeasible, the previous route (route 1) should be restored to its original state and another P-D pair from it will be selected. In the same way, the request just has been ejected (5+ and 5-) from route 2 will be inserted into route 3 from which a P-D pair (8+ and 8-) was removed beforehand. It is worth noting that the last ejected request (8+ and 8-) should be inserted back into the last drawn route (route 1) to make the solution complete. Implementations of the ejection chain and its variants varies, we learn from its basic guideline and apply to our method where the choice of routes and P-D pairs are both in a random manner, while the algorithm used for insertion is greedy. Its' clear that every path will be changed after processed by the ejection chain.
b: INTRA-ROUTE MULTI-REQUEST REARRANGE OPERATOR
Compared to the commonly used intra-route operators such as exchanging the position of two requests in the same route or relocating a request to a better place and so forth, the intraroute multi-request rearrange operator will reorganize a route by removing multiple P-D pairs out, shuffle them and then reinsert them back into the route of the same vehicle according to the rule of greedy insertion. The approach makes the neighborhood search space larger, but it is easy to generate infeasible solutions since some requests cannot be reinserted into the original path again with all the constraints respected. This side effect means that those requests are very dependent on the sequence of the reinsertion, then we make efforts to insert them into other paths trying not to make the previous operations in vain. The route will be rolled back to its original state if there exist any requests that cannot be scheduled. FIGURE 4 shows a successful rearrangement of route 1. It can be seen that the position of the requests in gray color have been changed.
c: INTER-ROUTE REQUEST EXCHANGE OPERATOR
Inter-route request exchange operator, as the name suggests, exchange two requests that are placed in different routes of a solution. The thought of the operator is similar to that of the crossover stage in genetic algorithms, which can increase the diversity of solutions [29] . But the meaning of the exchange in our method is generalized rather than literally swap the position of the two requests which can be easily failed since all the constraints must be strictly observed in any process of our framework. Therefore, the inter-route request exchange operator removes the two requests i and j from different routes r 1 and r 2 , request i is inserted into r 2 while relatively, request j is inserted into r 1 . If the insertion violates the constraints, both routes will be reset to the original state. FIGURE 5 illustrates the process of successful P-D pair exchange between route 1 and route 2.
4) METHODOLOGY TO REDUCE NUMBER OF VEHICLES
Many studies [13] , [25] remove all the requests on the vehicle with the least number of requests after generating the initial solution, then reinsert them into other vehicles to reduce the total number of vehicles, or use a two-stage algorithm in which the first stage reduces the total number of vehicles and the second stage reduces the travel distance by means of some heuristic algorithms. VOLUME 7, 2019 FIGURE 5. Describe the use of inter-route request exchange operator. One or more P-D pairs selected at the same time in both paths will be extracted and inserted into the opposite route. TABLE 2. comparison of the best known solutions with the best results obtained by our framework for 10 runs on instances with 100 requests.
In this paper, reducing the number of vehicles is no longer a phased approach. We apply methods in the tabu search algorithm of the D&R framework. Since the process of reducing the vehicle itself is very time consuming, coupled with the loop of tabu search will be more burdensome. We don't reduce the number of vehicles during each iteration but do it every ν iterations where ν is a fixed number.
We have tried many combinations of strategies to reduce the number of vehicles, such as randomly selecting vehicles for removal or selecting according to certain conditions, and removing requests for one vehicle at a time or for multiple vehicles. Finally, three strategies are adopted to reduce the number of vehicles: • Shortest removal. Delete the vehicle with the least number of requests. If a vehicle only serves two or three requests, it is a reasonable way to take these requests out and assign them to other vehicles. This method works well on instances with fewer customer points.
• Worst removal. Delete the vehicle with the largest radio of the travel distance to the number of requests. We believe that if a route with few requests but has a large travel distance, it can be considered as a bad route. The requests removed from the worst route will be reinserted to other routes of the solution. To our best knowledge, this strategy has not yet been proposed.
• GES. We refer to the idea of the Guided Ejection Search [17] where requests of a randomly selected route will be removed and stored in an ejection pool, then we try to reinsert them as unserved requests back into the partial solution one by one. Requests in the partial solution might be ejected and put into the ejection pool to make room for the current unserved request if infeasible insertions occur. If infeasible situation cannot be eliminated by all possible means, the solution will be restored to the input state and another vehicle is selected to repeat the GES.
D. RECONSTRUCTOR
Remember that we decompose the initial solution into several partial solutions which need to be merged into a complete solution after optimization. The Reconstructor checks if there is a loss of requests during all the process and makes up the partial solutions to form a complete solution.
IV. EXPERIMENTAL RESULTS
We implemented the algorithms described above in Java and tested them on the datasets proposed by Li and Lim [8] for the PDPTW. All test cases were run on a host equipped with an Intel(R) Core (TM) i3-2130 processor and 4G of memory. In this section we will present the computational results and summarize the impact of the operators on the final results. The user-defined parameters mentioned above (δ, ε, η, µ, α, β, ν, maxIte, notImp) are set to (5, 3, 32, 500, 600, 1.5, 10, 100, 15) in the experiments. The length of the ejection chain EN is equal to the number of vehicles in the current solution minus one. The choice of parameters in the experiment is determined by multiple combinations of comparison experiments. Our experimental results show that the final solutions of the algorithm allow the parameters to change within a certain range. In other words, the algorithm results are not sensitive to the fine tuning of the parameters.
A. COMPUTATIONAL RESULTS ON THE DATASET
To compare with the results of Cherkesly et al. [23] , we selected Li and Lim benchmark [8] to test our framework. A detailed description of the dataset can be found in [1] and [8] .
The experiments were performed on instances of LC1, LR1 and LRC1 with 50, 100, 200, and 300 requests (or 100, 200, 400, and 600 tasks). TABLE 1 to 4 show the best experimental results for 10 runs of our framework on instances with different size of requests, and the best known solutions are also presented for comparison. The first column indicates the instance name, the comparative objectives are on the columns marked veh and Dist, meaning the number of vehicles and the total travel distance. The bold data in the table are better results compared with the best known solutions, while the gray italics are slightly inferior. For the inferior results, the gap in the number of vehicles is one or two while in the travel distance is basically within 6%.
In order to show quantitative results more clearly, TABLE 5 counts the number of better results we got by comparing with the best known solutions. The first column indicates the scale of the problem. And the content in the table means the ratio of the number of instances for better results to the total number of instances of that category. In our cognition, one result can be viewed as better if it has fewer vehicles, or shorter driving distance with equal number of vehicles. It can be seen directly from TABLE 5 that our results outperform the best known results on the whole, exceeding the best known solution values in over 85% (107 out of 119) of the instances. More specifically, the number of vehicles is optimized by about 60% and the driving distance by about 50%. Especially for the instances with 300 requests, our framework performed very well on the first optimization goal (reducing the number of vehicles), optimizing 28 out of 30 instances. TABLE 6 reports the computational times in seconds (sec.) for 10 runs of each instance and the percentage deviation between the average results and the best results, where V (%) means the percentage deviation on the number of vehicles, and D (%) on the travel distance. In other words, TABLE 1 to 4 records the best results we have achieved, and to test the stability of the framework, TABLE 6 presents the percentage deviation of the average results (10 runs) against the best results. If there is a deviation in the number of vehicles, we will not calculate the distance deviation, and use ''-'' to indicate. On the whole, there is less deviation on datasets with small requests size. As the requests increases, the deviation will be larger, but all within a reasonable range. In general, our framework is relatively stable.
B. COMPARISON IN COMPUTATIONAL TIMES
Our results are all compared to the best existing solutions, that is, the work done by Cherkesly et al. [23] . In the previous VOLUME 7, 2019 section, we gave the improvement in the quality of the solutions, and in this section, we mainly discuss the amelioration in the running time.
For a clearer comparison, the runtime parameters are recorded separately in TABLE 7. Cherkesly et al. [23] defined two configurations denoted by 25-25-150 and 50-50-100, which correspond to C's (25-25-150 ) and C's (50-50-100) in the table header. The three numbers connected by a connector indicate the number of iterations at different stages of their optimization algorithms. Ours in the table header indicates the computational times obtained by our algorithms and supported by our CPU environment.
It should be mentioned here is that by the standard of the Standard Performance Evaluation Corporation (SPEC) [32] , the performance of the CPU used by Cherkesly et al. [23] is about 1.95 times better than ours. Thus, to make a more accurate comparison on the computing time, we added a column named Ours/1.95 in TABLE 7, which means we tried to simulate the results under similar CPU environment. By the way, we do not put the speed differences of programming languages into consideration.
It can be seen from TABLE 7 that for instances with only 50 requests, the computational times of our results with our CPU did not significantly exceed that of theirs, even worse in Comparison on computational times. The data corresponding to Ours are the times we need for 10 runs with our CPU environment. The data under Ours/1.95 are the data we calculated to simulate the same CPU environment as the comparative paper. The corresponding data for C's (25-25-150 ) and C's (50-50-100) are the results obtained by the author using two different configurations in the comparative paper.
some instances where we get more optimized results, but the simulated data reflect from the side that we have more advantages on computational time. For instances with 100 requests, with our CPU, the computation times obtained by our algorithms are obviously shorter, let alone the simulation times. The gap is even larger on instances with 200 requests and 300 requests, reaching an order of magnitude. For instances with 300 requests, more than 90% of the simulated computation times are two orders of magnitude smaller than theirs, which can be said very outstanding.
From the overall point of view, with 10 executions, all 119 instances can be solved within an hour, while in the comparison paper, the computation times for 10 runs of some instances with 300 requests are more than 10 hours, thus our algorithms are relatively efficient due to the parallelization.
To visualize the comparison, we made line charts (FIGURE 6-9) using the data in TABLE VII to present our improvements on the existing work in terms of the computational time. The main comparison are the results obtained under a similar cpu environment, so Ours/1.95, C's (25-25-150 ) and C's (50-50-100) are selected. It's not hard to observe from the four figures that our framework performs better on all instances of LC1, LR1 and LRC1, and as the number of requests increases, the reduction in time is more pronounced. Noting that the blue curves (Ours/1.95) in FIGURE 8 AND FIGURE 9 look relatively flat, because our results are much smaller than theirs, even not on the same order of magnitude.
C. DISCUSSION OF THE NEIGHBORHOOD OPERATORS
We now discuss the impact of the three neighborhood operators applied in our experiments by presenting the results when eliminating one of the three operators at a time. In TABLE 8 , we demonstrate the number of instances that can reach the minimum cost after removing a certain operator. The cost we use to conduct this experiment is defined before in formula (15) which takes both the number of vehicles and the travel distance into consideration. After all, these three neighborhood operators are not optimizing one objective individually. For example, there are 29 individual instances with 50 requests which are the sum of the instances of LC1, LR1 and LRC1, correspondingly, the number ''29'' under the column labeled ''50'' in the TABLE 8 means the 29 minimum costs achieved by using three neighborhood operators. If we stop applying the ejection chain, we will end up with only 20 instances that reach the minimum cost under the same conditions.
It can be found that all operators have contributions to the final results, among which the most important operator seems to be the ejection chain since the number of instances that reached the minimum cost is the least after removing it.
D. DISCUSSION OF THE METHODS TO REDUCE THE NUMBER OF VEHICLES
In this section, we discuss the impact of the three methods to reduce the number of vehicles on the results. Similar to the previous section, we present the results when eliminating one of the three methods at a time.
It can be found in TABLE 9 that each method has a positive effect on reducing the number of vehicles, but GES has the most obvious effect since the number of instances that reached the minimum number of vehicles is the least after removing it.
V. SUMMARY AND CONCLUSION
This paper presents a fast decomposition and reconstruction framework to tackle the pickup and delivery problem with time windows and LIFO loading. Due to the NP nature of the problem, parallelization is employed to speed up the optimization process. To take advantages of multi-core CPU, multiple threads that contain the optimizer are allocated to different processors, and the optimization procedure between each processor is performed simultaneously. As the core of the D&R framework, three neighborhood operators and three strategies to reduce the number of vehicles are designed to cope with the tabu search for further improvement. Moreover, the adaptive memory mechanism is added to provide a better start when the tabu search falls into a local-optima. To the best of our knowledge, this is the first implementation of parallel tabu search approach to solve this problem.
In order to evaluate the performance of our framework, we conduct experiments on the well-used Li & Lim benchmark dataset. The proposed approach is able to find 107 (out of 119 instances) new best known solutions in a very short time, and it performs particularly effective on larger scale problem. On the largest instances with 300 requests, all instances can be solved within an hour, while in the comparison paper, the computational times of some instances with 300 requests are more than 10 hours. The results also show that all operators have contributions to the results, among which, the ejection chain and the GES have the most positive effects.
Since the proposed framework have strong robustness, we believe that with appropriate modification of the model and heuristic, it's likely to be applied to other combinational optimization problems. Our future work will consider applying this approach to simultaneous pickup and delivery problem (e.g. VRPSPDTW), multi-pickup problem (e.g. MPDPTW), multi-depot problem (e.g. MDPDPTW), etc. Other parallelization approaches from different perspective will also be addressed. 
