This papers provides a connection between the Shot-Noise analysis of Rice, and the statistical analysis of multipath fading wireless channels, when the received signals is a low pass signal and a band pass signal. Under certain conditions, explicit expressions are obtained for autocorrelation functions, power spectral densities and moment generating functions. In addition, a central limit theorem is derived identifying the mean and covariance of the received signal, which is a generalization of Campbell's theorem. The results are easily applicable to transmitted signals which are random and to CDMA signals.
Introduction
A statistical temporal model which captures the time-varying and time-spreading properties of the channel is the so-called Multipath Fading Channel model (MFC) [2] (pages 12, 13, 760, 761), [3] (page 146), [4] . The output of such channel, when the input is the low-pass signal x (t), is given by
(1.1)
paper, we show that when the Poisson counting process is included in (1.1), then various existing properties of MFC's, such as the Power Delay Profile, the Doppler Spread, and the Gaussianity of the channel are predicted. Due to its simplicity the Poisson counting process is the most natural process to start the analysis with. It can form the core for subsequent generalizations in which the rate of the counting process is random. The validity of the Poisson counting process is illustrated through subsequent calculations of second-order statistics of y (t), y(t), their power spectrum densities, and their moment generating functions which reveals that when the rate of the Poisson process is sufficiently large, the received signal is normally distributed with mean and covariance functions identified. On the other hand, when the rate of the Poisson process is small, the received signal can no longer be assumed to be normally distributed. In the later case, the probability that the individual paths overlap is negligible, while in the former case this probability is quite high.
The above analysis is important when designing specific receivers as follows. Assume (1.1) represents the baseband received signal which is corrupted by Additive White Gaussian Noise. A well known optimal receiver is the matched filter, which maximizes the output signal-to-noise ratio [2] . The implementation of the matched filter requires the knowledge of the power spectral density of (1.1) which is computed in the paper. Moreover in many applications such as filter design and interference analysis it is important to know the precise joint distribution of the processes.{y l (t)} t≥0 , {y(t)} t≥0 . This joint distribution is also computed when {y l (t)} t≥0 , {y(t)} t≥0 are Gaussian distributed. Moreover, the results of the paper when combined with [8] can be used to analyzed interference statistics of multipath fading channels.
The paper is organized as follows. Section 2 discusses correlation properties and relations to known statistical properties of y (t), y(t), Section 3 presents several Power Spectral densities of y (t), y(t), for any information signal, and Section 4, establishes central limit theorems which imply Gaussianity of y (t), y(t). 
Mean,Variance and Correlation
Let Ω, A, P be a complete probability space equipped with filtration {A t } t≥0 and finitetime [0, T s ], T s < ∞, on which the following random variables are defined.
This paper investigates the statistical properties of a non-causal version of (1.1), namely,
where 0 ≤ t ≤ T s and its band-pass representation
, r i is the attenuation, τ i is the time delay, φ i is the phase, and 
and independent of {N (s); 0 ≤ s ≤ t}.
Assumption 2.1 is invoked only when seeking closed form expressions for various statistics.
We note that when λ is a random variable most of the subsequent results of this note remain valid provided we include an extra integration with respect to the density of λ. Such generalizations do not suffer from the orderliness and the independent increment properties of the Poisson counting process, however, the analysis is more complicated and should be discussed elsewhere.
Mean and Variance. The mean (expected value) and the variance of the received complex signal y (t) are, respectively, defined by
, where E[·] denotes expectation with respect to the joint density
. Under the assumption that {m i (τ )} i≥1 are independent of N (T s ) and conditioning
are independent identically distributed with density 
Prob N (T s ) = k and the variance, where
In practice, there exists a finite k such that P rob N (T s ) = n is small for n ≥ k, in which case the infinite series can be approximated by a finite series, and thus (2.4), (2.5) can be computed. Alternatively, if the conditions of Assumption 2.1 are satisfied, which is sufficient to assume that {r i (τ ), φ i , ω d i } for all i ∈ N + are mutually independent and identically distributed, independent of the random process {N (t); 0 ≤ s ≤ T s }, then an explicit closed form expression is given in the next lemma, which is a generalization of the shot-noise effect discussed by Rice in [1] . Thus, by setting λ 8) where
Lemma 2.2 Consider model (2.2)-(2.3) and Assumptions 2.1. Then
is a realization of the Poisson process (e.g., known).
Then the energy received over
is defined by (see [3] , pages 147-150) 
The ensemble average power (due to a wide-band signal transmission) is
Our earlier equations calculate E W B using ensemble averages.
In particular, E W B corresponds to 
which is proportional to (2.9), (2.10). 
Narrow Band Transmission. Consider next the transmission into the channel (2.8) of a continuous-wave signal x (t) = 1. Then the received power, given the realization of {N
and the covariance is
where
The above expression is further simplified by invoking Assumptions 2.1 
Lemma 2.4 Consider model (2.2)-(2.3) and Assumptions 2.1. Then
R y (t 1 , t 2 ) = λ T s 0 λ c (τ )E h (t 1 , τ ; m(τ ))h (t 2 , τ ; m(τ )) dτ +λ T s 0 λ c (τ )E h (t 1 , τ ; m(τ )) dτ × λ T s 0 λ c (τ )E h (t 2 , τ ; m(τ )) dτ = λ Ts 0 λ c (τ )E r 2 (τ )e jω d t 2 −t 1 x (t 1 − τ )x (t 2 − τ )dτ +λ T s 0 λ c (τ )e jωcτ E r(τ )e −jφ e −jω d t 1 −τ x (t 1 − τ )dτ ×λ Ts 0 λ c (τ )e −jω c τ E r(τ )e jφ e jω d t 2 −τ x (t 2 − τ )dτ, 0 ≤ t 1 , t 2 ≤ T s . (2.15) C y (t 1 , t 2 ) = λ Ts 0 λ c (τ )E h (t 1 , τ ; m(τ ))h (t 2 , τ ; m(τ )) dτ = λ T s 0 λ c (τ )E r 2 (τ )e jω d t 2 −t 1 x (t 1 − τ )x (t 2 − τ )dτ, 0 ≤ t 1 , t 2 ≤ T s .ω d i (τ ) = 2πv(τ ) λ ω cos θ i ,
Doppler Power Spectrum. Under the above assumptions (and assuming Ey (t) = 0) the autocorrelation of y (t) is
and its Power spectral density is [6] for N = 1),
Moreover, if r(τ ) and ω d (τ ) are independent (as commonly assumed), and λ c (t) =
N i=1 δ(t− t i ), then R y (∆t) = λ N i=1 E r 2 (t i ) × J 0 ( 2πv(t i ) λ ∆t),
which is a commonly known expression and where J 0 (·) is a Bessel function of first kind of zero order (see
is the Doppler spread predicted in [5, 6] for a two-dimensional propagation model. More general models such as those found in [6] can be considered as well. 
Power Delay Profile. Under the above assumptions (and assuming Ey (t) = 0) the power delay profile of y (t), denoted by φ(τ ), is obtained from (2.15) by letting t 1 = t 2 = t and x(t) a delta function, which implies φ(τ
) = λ T (τ )E[r 2 (τ )].
Power Spectral Densities
Throughout this section it is assumed (for simplicity) that {r i (τ i )} i≥1 are independent of τ i s, and thus we denote them by {r i } i≥1 and N (T s ) is homogeneous Poisson. However, if one considers the τ dependent attenuations, {r i (τ )} i≥1 , then as a function of τ , each 
Taking Fourier transforms we obtain the following result. 
t) = y (t) − y (t), y c (t) = y(t) − y(t) and
The power spectrum density of the centered processes y ,c (t), y c (t) are
and the power spectrum density of y (t), y(t) are
Further, assuming γ 1 (t) = λ
Ts 0 E h(t, τ ; m) dτ = 0, the power spectrum density of y
where 
Low Rate Approximation. If λ is small, then the probability that the terms h(t−τ i ; m i )
and h(t − τ j ; m j ) have significant overlaps for i = j is very small, hence the approximation
. This is equivalent to assuming that the paths do not overlap. As described earlier the Power Spectral Density expressions are important in receiver designing
and for modeling the interference.
Distributions and Moment Generating Functions
Distribution and Moment Generating Functions. Let I {A} denote the indicator function of the event A, which is one if the event A occurs and zero otherwise. The probability density function and moment generating functions of y(t) and y (t) are, respectively, defined by
Assuming a homogeneous Poisson process (for simplicity of presentation) we obtain f y (x, t) =
, if {e
} i≥1 are uncorrelated. 
The characteristic function of y(t) is
Φ y (s, t) = E e sy(t) = exp λ T s 0 λ c (τ )E e sh(t,τ ;m(τ )) − 1 dτ , s = jω,(4.
27)
and its density is
Moreover,
is the kth cumulant of y(t) and γ 1 (t) = E y(t) , γ 2 (t) = V ar y(t) .
The characteristic function of y (t) is
where ρ = ρ R + jρ I , and its density is
Proof. The derivation is similar to that found in [13] , page 156-157. 2
The above theorem gives closed form expressions for all the moments of y(t) and y (t) and its real and imaginary parts. These expressions are easily computed for the example of 
The joint characteristic function of y(t
The joint characteristic function of y
The joint-moment generating function of the complex random variables
The above Corollary gives closed form expressions for joint statistics of {y (t)} t≥0 and {y(t)} t≥0 , including correlations and higher order statistics. These are easily computed for the example of Remark 2.5.
We shall show next that for large λ compared to the time constants of the signal x the joint distribution of y(t 1 ), . . . , y(t n ) is normal, thus establishing a central-limit theorem for {y(t)} t≥0 as a random process. Further, we shall illustrate that similar results hold for the complex random variables y (t 1 ), . . . , y (t n ). This is a generalization of the Gaussianity of shot-noise described by Rice in [1] .
Towards this end, define the centered random variables y c (t i ) =
1 ≤ i ≤ n. According to Corollary 4.2, the joint-characteristic function of the centered ran-
Expand in power series (assuming an absolute convergent series with finite integrals) and the kth is term of order
. Hence, for large λ we have the approximation (neglecting terms of order
Substituting (4.38) into (4.37), the first right-hand side term in (4.37) cancels, hence
The last expression shows that the joint characteristic function is quadratic in {ω j } n j=1 . 
The joint characteristic function of the centered random variables
is in the limit, as λ → ∞, Gaussian with
is in the limit, as λ → ∞, complex Gaussian with 
respectively, therefore one can easily specify the correlation properties of the received Gaussian signal, irrespectively of the transmitted input signal. Unlike [6] 
Conclusion
This paper presents a unified framework for studying the statistical characteristics of multipath fading channels, which can be viewed as a generalization of the mathematical analysis of the shot-noise effect. These include the second-order statistics, power spectral densities, and central-limit-theorems which are generalizations of Campbell's theorem. In the case of non-homogeneous Poisson process each propagation environment is identified with the rate λ T (t) = λ × λ c (t), in which λ c (·) acts as a filter in shaping the received signal. This rate is an important parameter which needs to be identified prior to any design considerations associated with wireless channels.
