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The characteristic properties of the hot nuclear matter existing at the time of fragment formation
in the multifragmentation events produced in the reaction 64Zn + 112Sn at 40 MeV/nucleon are
studied. A kinematical focusing method is employed to determine the multiplicities of evaporated
light particles, associated with isotopically identified intermediate mass fragments. From these data
the primary isotopic yield distributions are reconstructed using a Monte Carlo method. The recon-
structed yield distributions are in good agreement with the primary isotope distributions obtained
from AMD transport model simulations. Utilizing the reconstructed yields, power distribution, char-
acteristic properties of the emitting source are examined. The primary mass distributions exhibit a
power law distribution with the critical exponent, A−2.3, for A ≥ 15 isotopes, but significantly devi-
ates from that for the lighter isotopes. Based on the Modified Fisher Modelthe ratios of the Coulomb
and symmetry energy coefficients relative to the temperature, ac/T and asym/T , are extracted as
a function of A. The extracted asym/T values are compared with results of the AMD simulations
using Gogny interactions with different density dependencies of the symmetry energy term. The
calculated asym/T values show a close relation to the symmetry energy at the density at the time
of the fragment formation. From this relation the density of the fragmenting source is determined
to be ρ/ρ0 = (0.63±0.03). Using this density, the symmetry energy coefficient and the temperature
of fragmenting source are determined in a self-consistent manner as asym = (24.7 ± 3.4)MeV and
T = (4.9 ± 0.2) MeV.
PACS numbers: 25.70.Pq
Keywords: Intermediate Heavy ion reactions, reconstructed multiplicity of primary isotopes, kinematical
focusing method, Coulomb and symmetry energy coefficients
I. Introduction
In violent heavy ion collisions in the intermediate en-
ergy regime (20 ≤ Einc ≤ a few hundred MeV/nucleon),
intermediate mass fragments (IMFs) are copiously pro-
duced in multifragmentation processes. Nuclear multi-
fragmentation was predicted long ago [1] and has been
extensively studied following the advent of 4pi detec-
tors [2–4]. Nuclear multifragmentation occurs when a
large amount of energy is deposited in a finite nucleus.
The multifragmentation process provides a wealth of in-
formation on nuclear dynamics, on the properties of the
nuclear equation of state and on possible nuclear phase
transitions. The multifragmentation process was first
suggested in the early 1980’s [5–7] as providing possi-
ble evidence for a nuclear matter phase transition[3, 8].
However the specific properties of the nuclear phase tran-
sition in hot nuclear matter are still in debate.
The nuclear symmetry energy, a key part of the equa-
tion of state, plays an important role in fragment gener-
ation in the multifragmentation processas well as in var-
ious phenomena in nuclear astrophysics, nuclear struc-
ture, and nuclear reactions. Determination of the den-
sity dependence of the symmetry energy is a key ob-
jective in many recent laboratory experiments [9, 10].
Investigations of the density dependence of the sym-
metry energy have been conducted using observables
such as isotopic yield ratios [11], isospin diffusion [12],
neutron-proton emission ratios [13], giant monopole res-
onances [14], pygmy dipole resonances [15], giant dipole
resonances [16], collective flow [17] and isoscaling [18–
20]. Different observables may probe the properties of
the symmetry energy at different densities and tempera-
tures.
In general, the nuclear multifragmentation process
can be divided into three stages, i.e., dynamical com-
pression and expansion, the formation of primary hot
fragments, and finally the separation and cooling of
2the primary hot fragments by evaporation. To model
the multifragmentation process, a number of different
models have been developed since Boltzmann-Uehling-
Uhlenbeck(BUU) model [21], a test particle based
Monte Carlo transport model, was coded in 1980’s.
Stochastic mean field (SMF) [22–24], Vlasov-Uehling-
Uhlenbeck model(VUU) [25], Boltzmann-Nordheim-
Vlasov model(BNV) [26] are also based on the test par-
ticle method. Instead of using the test particles, Gaus-
sian wave packets are introduced in quantum molec-
ular dynamics such as quantum molecular dynamics
model (QMD) [27–29]. Constrained molecular dynam-
ics(CoMD) [30–33] and improved quantum molecular dy-
namics model (ImQMD) [34–38] are based on QMD, but
an improved treatment is made on the Pauli blocking dur-
ing the time evolution of the reaction. Fermionic molecu-
lar dynamics(FMD) [39] and antisymmetrized molecular
dynamics (AMD) [40–42] are most sophisticated models,
in which the Pauli principle is taken into account in an
exact manner in the time evolution of the wave packet
and stochastic nucleon-nucleon collisions. Most of them
can account reasonably well for many characteristic prop-
erties experimentally observed. On the other hand sta-
tistical multifragmentation models such as microcanoni-
cal Metropolitan Monte Carlo model (MMMC) [43, 44]
and statistical multifragmentation model(SMM) [44–52],
based on a quite different assumption from the transport
models, can also describe many experimental observables
well. The statistical models use a freeze-out concept. The
multifragmentation is assumed to take place in equili-
brated nuclear matter described by parameters, such as
size, neutron/proton ratio, density and temperature. In
recent analyses the parameters are optimized to repro-
duce the experimental observables of the final state. In
contrast, the transport models do not assume any chem-
ical or thermal equilibration. Nucleons travel in a mean
field experiencing nucleon-nucleon collisions subject to
the Pauli principle. The mean field parameters and the
in-medium nucleon-nucleon cross sections are the main
physical ingredients. Fragmentation mechanisms also dif-
fer from those of the statistical models.
One of the complications one has to face in comparing
the model predictions to the experimental observables in
either dynamical or statistical multifragmentation mod-
els, is the secondary decay process. Multifragmentation
is a very fast process which occurs in times of the or-
der of 100 fm/c, whereas the secondary decay process
is a very slow process. When fragments are formed in
the multifragmentation process, many may be in excited
states and will subsequently cool by secondary decay pro-
cesses before they are detected [53–56]. The secondary
cooling process may significantly alter the fragment yield
distributions. Even though the statistical decay process
itself is rather well understood and well coded, it is not
a trivial task to combine it with a dynamical code. The
statistical evaporation codes assume nuclei at thermal
equilibrium with normal nuclear densities and shapes.
These conditions are not guaranteed for fragments when
they are formed in the multifragmentation process of the
primary. We will call the fragments at the time of for-
mation ”primary” fragments. Those observed after the
cooling process will be called the observed or ”final” frag-
ments [57–59].
In order to avoid the complications introduced by the
secondary decay and make the comparisons between the
experimental data and the results from different models
more straight forward, we proposed a kinematical recon-
struction of the primary fragment yields. In the previous
work of Ref. [55], we focused on the kinematical focusing
method and the reconstruction of the excitation energy
of the primary fragments. In this article the character-
istic properties of the fragmenting source are further in-
vestigated. A model study of the self-consistent method
we have used in determination of the properties of frag-
menting source has been described in a letter form in
Ref. [56]. This article is organized as follows: The ex-
perimental procedure is described in Sec. II. The data
analysis and the reconstruction of the multiplicity of the
primary hot fragments are given in Sec. III. Utilising
the reconstructed isotope yields, power low distribution
is discussed in Sec. IV. Characteristic properties of the
fragmenting system is studied in Sec. V. A brief sum-
mary is made in Sec. VI.
II. Experiment
The experiment was performed at the K-500 super-
conducting cyclotron facility at Texas A&M University.
64,70Zn and 64Ni beams were used to irradiate 58,64Ni,
112,124Sn, 197Au, and 232Th targets at 40 MeV/nucleon.
In this article, we focus on the 64Zn + 112Sn reaction,
which had the best statistical precision. Details of the
experiment have been given in Refs. [55, 58, 62]. Here
we briefly outline the experiment and clarify some issues.
Intermediate mass fragments (IMFs; 3≤ Z≤ 18) were de-
tected by a detector telescope placed at θlab = 20
o. The
telescope consisted of four Si detectors. Each Si detector
had an effective area of 5 x 5 cm2. The nominal de-
tector thicknesses were 129, 300, 1000, and 1000µm. All
Si detectors were segmented into four sections and each
quadrant subtended 5o in the polar angle. Typically six
to eight isotopes for 3 ≤ Z ≤ 18 were clearly identified us-
ing the ∆E x E technique employing any two consecutive
detectors. Mass identification of the isotopes was verified
using a range-energy table [60]. The laboratory energy
thresholds ranged from 4 to 10 MeV/nucleon, from Li
isotopes to the heaviest isotopes identified.
Two sets of detectors were used to detect the light par-
ticles. For the light charged particles (LCPs), 16 single-
crystal CsI(Tl) detectors of 3 cm length were set around
the target at angles between θLab = 27
o and 155o, tilted
330o in the azimuthal angle to avoid shadowing the neu-
tron detectors described below. The light output from
each detector was read by a photomultiplier tube. The
pulse shape discrimination method was used to identify
p, d, t , 3He and α particles. The energy calibrations for
these particles were performed using Si detectors of 50 to
300µm in front of the CsI detectors in a separate run.
For neutrons 16 detectors of the Belgian-French neu-
tron detector array, DEMON, were used [61]. The set up
of the neutron detectors is described in detail in Ref. [62].
Eight of them were set in the plane perpendicular to the
reaction plane. The zero degree in polar and azimuthal
angles of the opening angle was taken to be the telescope
direction. The reaction plane of the neutron distribu-
tion from the observed IMF is defined by the vector of
the telescope direction and that of the beam. The other
eight neutron detectors were set in the reaction plane.
The detectors were distributed to achieve opening an-
gles between the telescope and the DEMON detector of
15o ≤ θIMF−n ≤ 160
o. Neutron/gamma discrimination
was obtained from a pulse shape analysis, by compar-
ing the slow component of the light output to the to-
tal light output. The neutron detection efficiency of the
DEMON detector, averaged over the whole volume, was
calculated using GEANT and applied to determine neu-
tron multiplicities [62]. The derived multiplicities from
this experiment are shown in Fig.1, taken from Ref. [55].
In that figure they are also compared to results obtained
in a separate experiment for the same reaction using the
neutron ball calorimeter in the NIMROD detector array
and to results of an AMD+GEMINI simulation of this
reaction [41, 63].
In the experiment, the telescope at θlab = 20
o was used
as the main trigger. The angle of the telescope was opti-
mized to be small enough so that sufficient IMF yields are
obtained above the detector energy threshold, but large
enough so that the contribution from peripheral colli-
sions was negligible according to AMD+GEMINI sim-
ulations. The events triggered by IMFs in this experi-
ment are ”inclusive”, but they belong to a certain class
of events. In order to determine the event class taken
in this experiment, AMD simulations are used to eval-
uate the impact parameter range sampled and the IMF
production mechanism involved in the present data set.
In Fig.2, calculated impact parameter distributions are
presented. The violence of the reaction for each event in
the AMD simulation is determined in the same way as
our previous work [64], in which the multiplicity of light
particles, including neutrons, and the transverse energy
of light charged particles were used. The resultant im-
pact parameter distributions are shown for each class of
events together with that of the events in which at least
one IMF is emitted at angle of 20◦ ± 5◦. As seen in the
figure the distribution of the events selected by the IMF
detection is very similar to that for semi-violent colli-
sions which have a broad impact parameter distribution
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FIG. 1: (Color online)Comparisons of total neutron multiplic-
ity obtained from this work (dots), neutron ball measurement
(squares) and from an AMD+GEMINI calculation (stars). The
figure is taken from Ref. [55].
overlapping significantly with that of violent collisions.
The event class identification in this experiment is cru-
cial for the following analysis. As shown in Ref. [64], the
IMFs from the semi-violent collisions are dominated in
the intermediate velocity(IV) component in the moving
source analysis discussed below. Therefore in the follow-
ing analysis it is assumed that the majority of the events
triggered by IMFs at 20o in this experiment are repre-
sentative of the IV source component in the semi-violent
collisions.
Based on the assumption above, a moving source fit
was employed to fit the observed spectra [65]. For the
light particles, three sources, the projectile-like (PLF),
the intermediate velocity (IV) and the target-like (TLF)
sources, were assumed. For IMFs, a single IV source was
used to extract the multiplicity. In Fig.3, the experimen-
tal energy spectra of 16O are compared with the results
from an AMD+Gemini calculation in an absolute scale,
together with the moving source fit result. The spec-
tra for the AMD+Gemini result are those corresponding
to the semi-violent collisions. The experimental spec-
tra at 17.5◦ and 22.5◦ are reproduced reasonably by the
AMD+Gemini simulation. The moving source parame-
ters were determined from the experimental spectra. For
IMFs, a fixed apparent temperature of 17 MeV was used.
The IV source velocity was smeared between Vs ±∆Vs.
Typically Vs = 0.6Vp and ∆Vs = 0.1Vp were used, where
Vp is the projectile velocity, but for each case these values
were optimized. The majority of the spectra at angles,
θ ≤ 20◦, are well reproduced by the IV source compo-
nent, except for the lower energy side of these spectra
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FIG. 2: (Color online) Simulated impact parameter distributions
for violent (downward triangles), semi-violent (upward triangles),
semi-peripheral (squares) and peripheral (dots) collisions. Stars
indicate the events in which at least one IMF (Z ≥ 3) is emitted at
20◦ ± 5◦. The summed distribution for a given class is normalized
to 1. The figure is taken from Ref. [58].
and those at θ ≥ 25◦. These are attributed to the TLF
component. One can also see a small enhancement in
the AMD+Gemini result above the moving source fit at
forward angles, which is attributed to the PLF source
component. For the semi-peripheral or peripheral colli-
sions, a prominent PLF component with the source ve-
locity, V s ∼ 0.9Vp appears at forward angles. These are
generally observed for all isotopes measured in the reac-
tion presented here. In the following analysis, only the
IV source component is taken into account.
In Fig. 4, the typical experimental cold isotope dis-
tributions are compared with those of the AMD simula-
tions. The experimental data are the IV source compo-
nent from the moving source fit, described above. For the
AMD simulations, the IV multiplicities are calculated in
two ways, one from the moving source fit and the other
by an approximated method. The approximated method
is used because of the poor statistics in the yields for the
neutron-rich or proton-rich isotopes. As seeing the mov-
ing source fit in Fig. 3, the IV source component domi-
nates in the energy range of E/A > 5MeV/nucleon and
in the angular range of θ < 25o. The TLF component
dominates in the energy range of E/A ≤ 5MeV/nucleon
in the entire angular range shown in the figure. The
PLF component is barely seen only in the high energy
range at θ = 5o. The PLF contribution becomes sig-
nificant at θ < 5o for isotopes with A ¿ 25. Therefore
in the approximated method the IV component is calcu-
lated by integrating yields at E/A > 5MeV/nuceon and
5o < θ < 25o. Same energy and angular ranges are used
for all isotopes. The calculated IV multiplicities in this
method are compared with those of the moving source fit
in Fig. 4 for all AMD simulations. Good agreements are
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FIG. 3: (Color online)Experimental 16O energy spectra (closed
circles) are compared with the AMD+Gemini result (open cir-
cles) for 64Zn+112Sn at 40 MeV/nucleon. The spectra for the
AMD+Gemini result is obtained for the semi-violent collisions. De-
tection angles are given in the figure and the absolute Y scale is
correspond to the bottom spectra and the spectra are multiplied
by a factor of 10 from the bottom to the top. The curves are the
result of the moving source fit, in which the parameters are de-
termined from the experimental spectra at 17.5◦ and 22.5 ◦. The
source velocity of Vs = 0.62Vp and ∆Vs = 0.11Vp are used. The
figure is taken from Ref. [58].
obtained for all cases in which the moving source results
are available.
III. Reconstruction of the primary hot isotopes
Yields of primary hot isotopes have been recon-
structed, employing a kinematical focusing technique. In
Fermi energy heavy ion collisions, light particles are emit-
ted at different stages of the reaction and from different
sources during the evolution of the collisions. Those from
an excited isotope are kinematically focussed into a cone
centered along the isotope direction. The kinematical fo-
cussing technique uses this nature. The particles emitted
from the precursor fragment of a detected isotope will
be called ”correlated” particles and those not emitted
from the precursor fragment are designated as ”uncorre-
lated” particles. To reconstruct the yield distributions
of the primary hot isotopes, it is crucial to distinguish
the correlated particles from the uncorrelated particles.
When particles are emitted from a moving parent of an
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FIG. 4: (Color online)Typical cold isotope distributions are com-
pared with the results of AMD+GEMINI simulations with three
different interactions discussed in this paper. The results for Z=6,
8 and 11 are plotted from left to right column. From the top to bot-
tom row, the results of AMD with g0, g0AS and g0ASS are plotted
with the experimental data, respectively. The experimental data
is taken from the IV source component from the moving source
fit and shown by dots. Same experimental data are used in each
column. The multiplicity distributions from the AMD simulations
are calculated in two ways. The circles represent the results of the
IV source component from the moving source fit. The triangles are
those calculated from the approximated method (see details in the
text).
isotope (whose velocity is approximated by the veloc-
ity of the trigger IMF, vIMF ), the isotropically emitted
particles tend to be kinematically focused into a cone
centered along the vIMF vector. In the actual analysis,
moving source fits are employed to isolate the correlated
light particles, including neutrons, from the uncorrelated
ones and the correlated light particle multiplicities are
extracted for each isotopes identified in the telescope.
The shape of the uncorrelated spectrum is obtained from
the particle velocity spectrum observed in coincidence
with Li isotopes, which is the minimum Z of the particle
identified in the triggering telescope and associated with
least particle emissions[53, 54]. Since the Li associated
spectrum includes some pre-cursor decay, the multiplic-
ity extracted for a given isotope needs to be corrected by
addition of an amount corresponding to the correlated
particle emission from the Li isotopes. This correction
has been made using results from the AMD+GEMINI
simulation. The amount of the correction was deter-
mined by averaging over values obtained in calculations
using different EOS (Gogny interaction of hard and soft
EOS) and different versions of the code (AMD/D [41]
and AMD/DS [42]). Most of the extracted values agreed
with each other within a rather small margin. These
values are 0.40 ± 0.05 for neutrons, 0.24 ± 0.04 for pro-
tons, 0.044±0.005 for deuterons, 0.035±0.005 for tritons
and 0.32± 0.04 for α particles. The errors are evaluated
from the standard deviations for the different calcula-
tions. The multiplicity of 3He was not extracted in this
experiment, because of the poor statistics reflecting the
much smaller multiplicities than those of the deuterons
and tritons. Therefore 3He was not taken into account
in the reconstruction analysis. A further detailed de-
scription of the kinematical focusing analysis is given in
Ref. [55].
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FIG. 5: (Color online) The average reconstructed excitation energy
vs GEMINI input excitation energy.
The excitation energy and multiplicity distributions
of the primary hot isotopes were reconstructed using a
Monte Carlo method, assuming the light particle emis-
sions from an excited isotope are independent each other.
Since only the average values of LP multiplicities can be
extracted from this experiment, the shape (centroid and
width) of the multiplicity distributions, assuming Gaus-
sian distributions, have been taken from results of the
statistical decay code, GEMINI [63]. The shape depends
on the input excitation energy values of the GEMINI cal-
culation. Several input values were used to reconstruct
the excitation energy [55]. In Fig.5 the average excita-
tion energy per nucleon was calculated for isotopes with
Z ≥ 6, using their multiplicities as weighting factors.
The resultant average excitation energies are compared
with the input value of the GEMINI calculations and
plotted. The input value and the extracted average en-
ergy coincide at Ex ∼ 2.25 MeV/nucleon and therefore in
the following analysis, the input value of Ex = 2.25±0.25
6MeV/nucleon was used for the GEMINI calculations to
determine the shape of the multiplicity distribution.
The LP multiplicity distributions, Mi(i = n, p, d, t, α),
associated with a given detected daughter nucleus were
generated on an event by event basis. For a given width
of the Gaussian distribution, generated by the GEMINI
simulation, their centroid is adjusted to give the same av-
erage multiplicity as that of the experiment. Using these
LP multiplicities, the mass and charge of the primary hot
isotopes with Ahot and Zhot are calculated as,
Ahot =
∑
i
MiAi +Acold
Zhot =
∑
i
MiZi + Zcold
(1)
Ai, Zi are the mass and charge of correlated particle i
and Acold, Zcold are those of the detected cold isotope.
100,000 parents are generated for each experimentally
observed isotopes and added with the experimental mul-
tiplicity as a weighting factor. The multiplicities associ-
ated with the unstable nuclei of 8Be and 9B were added
artificially by estimating their multiplicity and associ-
ated LP multiplicities from the neighboring isotopes. In
Fig.6, the isotopic distributions of the experimentally ob-
served fragments and of the reconstructed hot fragments
are shown in 2D plots of Z vs N. The reconstructed pri-
mary distributions are significantly broader than those of
the experimental cold fragments.
In Fig.7 the multiplicity distributions of the recon-
structed hot isotopes for each charge Z are shown to-
gether with the experimentally observed distributions.
These are compared to the multiplicity distributions for
the AMD primary fragments evaluated at t = 300fm/c.
At that time the clusters were identified using a standard
coalescence technique with a coalescence radius in phase
space of Rc = 5.
In order to determine the IV source multiplicity for
the AMD primary isotopes, the approximated method
described in Se.II. is employed, assuming the energy and
angular distributions of the primary isotopes are similar
to those of the secondary cold isotopes. This assump-
tions are reasonable because the secondary emissions are
isotropic in the GEMINI simulation. For the selection of
semi-violent collisions, the events in the impact parame-
ter range of 0 - 8 fm are used. More than 75% of events
in this range belong to the semi-violent collisions as seen
in Fig.2.
In Fig.7 comparisons are made in absolute multiplic-
ity. The reconstructed yields (closed squares) show
much wider distributions than those of the cold isotopes
(dashed lines), which reflects the significant modification
of the primary hot yield caused by the secondary de-
cay process. The reconstructed yield distributions are
compared with the yields of primary fragments from the
AMD simulations. Overall, the reconstructed primary
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FIG. 6: (Color online) Isotope distribution on a 2D plot of Z vs N
a) for the experimental and b) the reconstructed fragments. Dashed
line indicates the β stability line. The Z axis is the multiplicity
given in an absolute logarithmic scale.
isotope distributions are reasonably well reproduced by
the AMD simulations. In Fig.8 the reconstructed isotope
distributions for Z=8 and Z=12 are further compared
with primary distributions calculated with the standard
Gogny interactions, i.e., g0, which has an asymptotic soft
symmetry energy, g0AS with an asymptotic stiff sym-
metry energy and g0ASS with an asymptotic super-stiff
symmetry energy [66].
The errors of the reconstructed multiplicities in Fig.7
consist of the errors on the associated LP multiplicities
from the moving source fit and the errors in the amount
added for the correction for the emission from the Li
isotopes. Most of the combined errors are at most 10-
20%. For some of very neutron or proton rich isotopes,
a larger contribution of the additional error in the re-
constructed isotope multiplicity is made from the choice
of the input excitation energy for the shape of the LP
multiplicity distribution calculation of GEMINI. For the
errors shown in Fig.7 the additional errors are evaluated
from the maximum multiplicity difference between the
calculations with the excitation energy between 2.0 and
2.5 MeV/nucleon. In order to show the sensitivity of
the selection of the GEMINI input excitation energy, all
sigma values are artificially changed between 0.75σ to
1.25σ where σ is calculated for Ex = 2.25MeV/nucleon.
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FIG. 7: (Color online) Isotopic multiplicity distributions of experimental cold fragments (closed circles), reconstructed hot fragments
(closed squares) as well as AMD primary hot fragments as a function of fragments mass number A for a given charge Z, which is indicated
in the figure. AMD results are from those of the g0AS interaction.
This is more or less the range of σ values when Ex is
changed from 2.0 to 2.5 MeV/nucleon. The results are
shown in Fig. 9. As one can see, only minor changes of
the multiplicity distribution are observed. One should
note that in the actual simulations with different input
excitation energy, the variation of σ is more or less ran-
dom and therefore the observed effect is smaller.
As seen in Fig.8, the reconstructed hot isotopic distri-
butions are quite well reproduced by those of the AMD
simulations with g0 and g0AS interactions, whereas those
of the g0ASS show a slightly wider distribution. It is in-
teresting to note that the g0ASS results show better fit
to the experimental secondary isotope distribution shown
in Fig.4. This better fits are ”accidental” and caused
by two factors, one from the higher excitation energy
evaluation of the primary hot isotopes in the AMD sim-
ulations, as discussed in Ref. [55] and the other from
the over prediction of the primary isotope distribution
as seen above. In the AMD simulations, isotopes have
the excitation energy in the range of 3− 4MeV/nucoen.
Whereas the evaluated experimental excitation energies
are about 1 Mev/nucleon lower, depending on the iso-
topes. The wider distribution and the higher excitation
energy, are more or less canceled out the yields of the
cold isotopes and results in better fits for the g0ASS in-
teraction in the secondary cold fragments. This fact in-
dicates that it is important to separate the primary and
secondary processes experimentally in order to refine the
model simulations.
IV. Power law distribution
The multiplicity of the reconstructed primary isotopes
are plotted as a function of A (dots) in Fig.10, together
with those of the AMD primary isotopes obtained with
the g0AS interaction (open circles). The multiplicities
are given in absolute scale. The AMD multiplicitiesare
the IV source component and calculated by minimizing
the projectile-like and target-like components as men-
tioned earlier. The yields of isotopes with A ≥ 15 are
well fitted by a power law distribution of A−2.3 both for
the reconstructed and AMD results. The fall off at A >
30 in the reconstructed results is caused by the limitation
of the available isotopes, which can be used for the re-
construction (Z ≤ 14). The associated LP multiplicities
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FIG. 8: (Color online) Isotopic multiplicity distributions of a) Z=8
and b) Z=12 for the reconstructed hot fragments (closed squares)
as well as AMD primary hot fragments with g0 (open circles), g0AS
(open squares) and g0ASS (open triangles) as a function of frag-
ment mass number A for a given charge Z, which is indicated in
the figure.
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FIG. 9: (Color online) Calculated Ne isotope distributions when
the σ values of the LP multiplicity distribution are changed from
for 0.75σ to 1.25σ.
for Z > 14 were not extracted in this work, because of
their low yields. The deviation from A−2.3 in the AMD
results at A > 30 is partially caused by the selection of
the IV source in the approximate method. In the method
most of the IV isotopes with A > 30 are gradually ex-
cluded by the angle selection condition θlab > 5
o, because
the heavier fragments are focused at forward angles as A
becomes larger. For isotopes with A > 30, it is very diffi-
cult to isolate the IV component from the PLF one in the
approximate method. In order to show the effect of the
angular condition, the yields of the IV + PLF compo-
nents (θ < 25o) are plotted by solid triangles for A > 30.
The yields show the power law distribution with A−2.3
roughly up to A ∼ 55, with a slight overestimation from
the PLF contribution.
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FIG. 10: (Color online) The absolute multiplicities of the recon-
structed hot isotopes are plotted by dots as a function of A together
with those of the AMD primary isotopes of IV source(open circles).
Those of the IV+PLF sources(solid triangles) are plotted only for
A ¿ 30, where one can see a clear deviation from those of the IV
source.
The power law result is consistent with the previous
power law prediction in Ref. [58], though in that work
the power law of A−2.3 is predicted for all isotopes with
A ≥ 1. A significant deviation from the power law dis-
tribution of A−2.3 is observed for the isotopes with A
< 15 in Fig. 10 both for the reconstructed hot and the
AMD primary isotopes. The reason of the flattering of
the mass distribution below A=15 is not clear at this mo-
ment. The power law distribution observed in the AMD
simulations should also be interpreted cautiously. Furuta
et al. demonstrated in Ref. [67] that in AMD calcula-
tions, IMFs are formed in a wide range of time interval
(100 fm/c - 300 fm/c) and the isotope yield distribu-
tion changes with time. However the yield and excita-
tion energy distributions as a function of mass at a given
time can be identified as one of statistically equilibrated
ensembles generated by AMD separately. The tempera-
ture and density of the corresponding ensembles decrease
monotonically in time. In Ref. [66], they presented that
isoscaling is hold in the the AMD events, which is not
evident a priori for the dynamical models. Their study,
therefore, may indicate that the variety of the fragmenta-
tion process in AMD originate from the fluctuation of a
statistical ensemble (a freeze-out ensemble) in time, den-
sity and temperature. This large fluctuation may cause
difficulty in identifying a single freeze-out source and time
on an event by event basis. The existence of such a freeze-
out source is assumed in all statistical multifragmenta-
tion models and they can reproduce the experimental
observables reasonably well as mentioned earlier. This
fact and the observation of Refs. [66, 67] suggests that
9the multifragmentation in the AMD simulations reflects
a large fluctuation of the virtual ”freezeout” in space,
density and time and causes a variety of cluster gener-
ation at early stages of the reaction. The experimental
observation of the power law distribution for A ≥ 15 may
suggest that there ia a virtual ”freezeout” volume for the
production of the heavier fragments, but for the produc-
tion of the lighter fragments dynamical processes, such
as semi-transparency [64, 68], neck-emissions and so on,
become more important.
V. Characteristic properties of the fragmenting
source
The characteristic properties of the fragmenting source
have been studied through the production of IMFs, using
the Modified Fisher Model (MFM) [6, 7, 70, 71]. MFM
is applied to characterize the emitting source of IMFs
in the previous works [56–58, 69, 70, 72]. In the frame-
work of MFM, the yield of an isotope with I = N − Z
and A (N neutrons and Z protons) produced in a multi-
fragmentation reaction, can be given as
Y (I, A) =Y0 ·A
−τexp[
W (I, A) + µnN + µpZ
T
+ Smix(I, A)].
(2)
Using the generalized Weizsa¨cker-Bethe semiclassical
mass formula [73, 74], W (N,Z) can be approximated as
W (I, A) =avA− asA
2/3 − ac
Z(Z − 1)
A1/3
− asym
I2
A
− ap
δ
A1/2
,
δ =−
(−1)Z + (−1)N
2
.
(3)
In Eq.(2), A−τ and Smix(I, A) = Nln(N/A)+Zln(Z/A)
originate from the increases of the entropy and the mix-
ing entropy at the time of the fragment formation, re-
spectively. µn ( µp ) is the neutron (proton) chemical
potential. τ is the critical exponent. In this work, the
value of τ = 2.3 is adopted from the previous studies [70].
In general coefficients, av, as, asym, ap and the chemical
potentials are temperature and density dependent, even
though these dependence are not shown explicitly.
When one makes a yield ratio between isobars from
Eq.(2), A dependent parts are canceled out. Especially
when the isobars differing 2 unit in I are used, one can
get the following equation.
R(I + 2, I, A) = Y (I + 2, A)/Y (I, A)
= exp{[µn − µp + 2ac(Z − 1)/A
1/3 −
4asym(I + 1)/A− δ(N + 1, Z − 1)
−δ(N,Z)]/T +∆(I + 2, I, A)}, (4)
where ∆(I+2, I, A) = Smix(I+2, A)−Smix(I, A). When
the above equation is applied to the isobars with I =
N − Z = −1 and 1, then the symmetry energy term
and pairing term drop out and the following equation is
obtained.
ln[R(1,−1, A)] = [∆µ+ 2ac(Z − 1)/A
1/3]/T (5)
where ∆µ = (µn − µp).
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FIG. 11: (Color online) ln[R(1,−1, A)] values are plotted as a
function of fragment mass number A for the experimental (dots)
and reconstructed hot fragments (closed squares) as well as the
primary fragments of the AMD simulation (open triangles). The
curves are obtained by free parameter search of ∆µ/T and ac/T
in Eq.(5). The extracted parameter from the reconstructed data is
ac/T = 0.14 ± 0.04, using ∆µ/T = 0.67. The values used for the
experimental and AMD primary data are from Ref. [57] and the
values used are (∆µ/T, ac/T ) = (0.71, 0.35) for the experiment,
and (0.40, 0.18) for the AMD primary.
lnR(1,−1, A) values in Eq.(5) are shown as a func-
tion of A in Fig.11 for the experimental cold isotopes,
those from the reconstructed hot ones extracted in the
previous section and those from the AMD primary ones.
Following the procedure described in Ref. [57] ac/T =
0.35 from the experimental cold isotopes and ac/T =
0.18 from the primary fragments of the AMD simulation
with g0AS were obtained and the fits curves are shown
by solid and dashed lines in the figure, respectively. For
the reconstructed hot isotopes, using ac/T and ∆µ/T as
free parameters, ac/T = 0.14 ± 0.04 and ∆µ/T = 0.67
are obtained and shown by the dotted line. The results
from the reconstructed data show significant difference
from those of the experimental cold multiplicities and
distribute close to those of the AMD primary multiplici-
ties, which is an indication of the sequential decay effect
on the Coulomb parameter in Eq.(5).
In order to further study the characteristic properties
of the source of the primary isotopes, the ratio of the
symmetry energy coefficient relative to the temperature,
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asym/T , is examined. In a similar way to that of Eq.(5),
the asym/T value can be extracted using the yield ratio
of three isobars with I = −1, 1 and 3 as,
asym/T = −
A
8
{ln[R(3, 1, A)]− ln[R(1,−1, A)]
−∆(3, 1, A) + ∆Ec} (6)
∆(3, 1, A) is the difference in mixing entropies of isobars
A with I = 3 and 1. ∆Ec is the difference of the Coulomb
energy between the neighboring isobars and given by
∆Ec = 2ac/(A
1/3T ). The ac value is obtained from the
above analysis used in Fig.11. One should note that the
values of ∆(3, 1, A) and ∆Ec are small compared to the
first two terms and they have opposite signs each other.
In a transport model such as AMD, the dynamic evolu-
tion of the system is such that variations in the tempera-
ture, density and symmetry energy are closely correlated
with each other. If one of these parameters is deter-
mined, then other parameters can be extracted in a self-
consistent manner from the transport model solutions
using these relationships. In the following the experi-
mentally extracted asym/T values from the reconstructed
isotopes, are compared with those from the AMD simu-
lations using g0, g0AS and g0ASS interactions. From
the comparisons, the density of the fragmenting source
is determined and then the temperature and symmetry
energy are extracted using the model predicted correla-
tions. This method has been applied in Refs. [56, 72].
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FIG. 12: (Color online) The calculated values of asym/T , are
plotted as a function of A from the experimental cold isotopes
(dots) and the reconstructed hot isotopes (solid squares). The solid
curve is from Ref. [57]. The dashed curve is the average value of
those from the reconstructed ones. AMD results are shown by
open symbols, those for g0 (squares), for g0AS (triangles) and for
g0ASS (circles). The average asym/T values for those from the
reconstructed and the AMD simulations are given in the fourth
column of Table I.
Using Eq.(6), asym/T values were calculated and the
results are shown in Fig.12. The results from the recon-
structed primary isotopes(solid squares) show a rather
flat distribution and a significant difference from those for
the experimentally observed cold isotopes (dots), indicat-
ing that the strong mass dependence of the latter orig-
inates from the secondary cooling process as concluded
in Ref. [57]. AMD results with the three different inter-
actions show a similar flat distribution to those of the
reconstructed ones. Their distributions are more or less
parallel to each other, but have different values. Their
average values are given in the fourth column of Table I.
The ratios asym/T for g0 relative to those for g0AS and
g0ASS are plotted in Fig.13(a), together with the ratio
of those from g0 relative to those from the reconstructed
yields (dots). Both of the calculated ratios are more or
less constant as a function of A, though those from the re-
constructed yields have a slightly larger fluctuation than
those of the simulations. The average values of these
ratios are given in the first column of Table I. Following
Ref. [66], we interpret the ratios as resulting from the dif-
ference of the symmetry energy coefficient at the density
and temperature of fragment formation. In Fig.13(b), the
density dependence of the symmetry energy coefficient
for g0, g0AS and g0ASS is shown as a function of ρ/ρ0.
In Fig.13(c), their ratios for g0/g0AS and g0/g0ASS
are shown. From the ratio values of the simulations in
Fig.13(a), the corresponding densities are extracted as in-
dicated by the vertical shade areas in Fig.13(b) and (c).
The extracted values are ρ/ρ0 = 0.61± 0.05 for g0/g0AS
and 0.63 ± 0.03 for g0/g0ASS. These are given in the
second column of Table I. The error becomes smaller for
g0/g0ASS because the ratio of g0/g0ASS shows a sharper
slope as a function of the density and therefore greater
sensitivity to the density dependence. Assuming the nu-
cleon density is same for the three different interactions
used, the nucleon density of the fragmenting system is
determined from the overlap value of the extracted val-
ues as ρ/ρ0 = 0.63± 0.03. This assumption is reasonable
because the nucleon density is mainly determined by the
stiffness of the EOS and not by the density dependence
of the symmetry energy term.
The corresponding symmetry energy coefficient values
from the calculations are extracted from Fig.13(b) as
25.7 ± 0.6, 21.2± 1.2, and 17.8 ± 0.9 MeV for g0, g0AS
and g0ASS, respectively. These values are given in the
third column of Table I. For the AMD simulations, the
temperature, T = asym/(asym/T ), is calculated. We find
T = 4.9 ± 0.2, 4.9 ± 0.4 and 5.1 ± 0.5MeV respectively
for the g0, g0AS and g0ASS interactions. The tempera-
tures appear in the fifth column of Table I. One should
note that the errors for the temperature and symmetry
energy values originate from those on the density values
and the asym/T values in the first and fourth columns of
Table I, since they are determined using their predicted
correlations in the AMD model.
From the temperature values for the AMD simulations
with different interactions, the temperature for the frag-
menting source is determined from the overlap values,
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assuming the same source temperature for the different
density dependencies of the symmetry energy coefficient.
The overlap value is T = 4.9± 0.2MeV . Using this tem-
perature and the experimental asym/T value in the bot-
tom of the fourth column, the experimental symmetry en-
ergy coefficient is determined as asym = 24.7± 1.9MeV .
The extracted symmetry energy coefficient, temperature
and density for the fragment formation show notable dif-
ferences from those of Ref. [75], where the values were
extracted from the experimentally observed secondary
yields using isoscaling parameters. In that work, the re-
actions of 40Ar, 40Ca + 58Ni,58Fe at 25-55 MeV/nucleon
were studied. Isoscaling parameters were extracted from
the experiments and compared to those of the AMD and
SMM simulations using interactions with different den-
sity dependencies of the symmetry energy. From those
comparisons, the values listed in the bottom three rows
of Table I were obtained.
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FIG. 13: (Color online) (a) Ratios of the calculated asym/T values
for g0/g0AS (open triangles), g0/g0ASS (open squares) and g0/the
reconstructed experimental yield (dots). Dotted lines are the aver-
age values for the AMD simulations. The values are given in the
first column of Table I. (b) Symmetry energy coefficient vs density
for g0, g0AS and g0ASS used in the AMD simulations. The shaded
vertical area indicates the density of fragmenting system extracted
from the ratio of the symmetry energy coefficient. Two different
shade patterns are used for the density values given in the second
column of Tabel I. (c) Ratio of the symmetry energy coefficients,
used in (b), between /g0g0AS and g0/g0ASS as a function of the
density. The horizontal dotted lines indicates the ratio values ex-
tracted from the asym/T values in (a).
TABLE I: Extracted parameters. The lines indicated with ∗
at the bottom three rows are from Ref. [75] and Ex is given
in MeV.
Ratio ρ/ρ0 asym asym/T T
(MeV) (MeV)
g0 25.7±0.6 5.29±0.13 4.9±0.2
g0/g0AS 1.19±0.03 0.61±0.05
g0AS 21.2±1.2 4.31±0.12 4.9±0.4
g0/g0ASS 1.44±0.05 0.63±0.03
g0ASS 17.8±0.9 3.50±0.12 5.1±0.5
Exp 0.63±0.03 24.7±1.9 5.04±0.32 4.9±0.2
Ex=5
∗ 0.50±0.12 20±2 5.7±0.5
Ex=7.5
∗ 0.45±0.12 17±2 6.5±0.5
Ex=9.5
∗ 0.30±0.12 16±2 7.0±0.5
VI. SUMMARY
The multiplicity distribution of primary hot isotopes
was experimentally reconstructed for fragments produced
in the 64Zn + 112Sn reaction at 40 MeV/nucleon. A
kinematical focussing technique was employed to isolate
particles emitted from the primary fragments. Using the
experimental multiplicities of isotopically identified de-
tected fragments and their associated LP multiplicities
together with LP distributions widths from a GEMINI
simulation, a Monte Carlo method was used for the re-
construction. The multiplicity distributions of the recon-
structed primary fragments are in good agreement with
those calculated from the AMD with g0 or g0AS inter-
actions. The results for g0ASS exhibit a slightly wider
distribution in neutron number. The mass yields of the
reconstructed hot isotopes for A ≥ 15 show a power law
distribution of A−2.3, whereas those with A < 15 show a
significant deviation from that, suggesting that the pro-
duction mechanism for these lighter isotopes are different
from those of the heavier ones. This power law behav-
ior together with other statistical natures may reflect the
fact that there is a virtual ”freezeout” in transport mod-
els and a large fluctuation in space and time causes a
variety of cluster generation at early stages of the reac-
tion.
The ratios of the symmetry energy coefficients to the
temperature, asym/T , extracted based on MFM, were
utilized to determine the density, temperature and sym-
metry energy coefficient at the time of the fragment
formation in a self-consistent way. From the compar-
isons with AMD simulations using different interactions,
, ρ/ρ0 = 0.63±0.03, a temperature of T = 4.9±0.2MeV
and the symmetry energy coefficient of asym = 24.7 ±
1.9MeV are extracted at the time of the reconstructed
primary isotope formation.
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