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Abstract
This paper considers the temperature patch problem for the incompressible Boussinesq
system with no diffusion and viscosity in the whole space R2. We prove that for initial
patches with W 2,∞ boundary the curvature remains bounded for all time. The proof
explores new cancellations that allow us to bound ∇2u, even for those components given
by time dependent singular integrals with kernels with nonzero mean on circles. In
addition, we give a different proof of the C1+γ regularity result in [23], 0 < γ < 1, using
the scale of Sobolev spaces for the velocity. Furthermore, taking advantage of the new
cancellations, we go beyond to show the persistence of regularity for C2+γ patches.
Keywords: Boussinesq equations, temperature patch, global regularity, singular heat
kernels.
1 Introduction
In this paper we consider the following active scalar equation
θt + u ⋅ ∇θ = 0, (1)
for incompressible fluids
∇ ⋅ u = 0, (2)
which depending on the physical context can be seen as the mass or energy conservation. In
this latter case θ = θ(x, t) corresponds to the temperature transported without diffusion by
the fluid, which moves with velocity u = (u1(x, t), u2(x, t)). We close the system with the
Boussinesq model for the momentum equation
ut + u ⋅ ∇u − ν∆u +∇P = g(0, θ), (3)
where P is the pressure, ν > 0 the viscosity, g the gravity, x = (x1, x2) ∈ R2 and t ≥ 0. By a
change of variables we simplify matters by taking gravity g = 1 and viscosity ν = 1.
This system first arose as a model to study natural convection phenomena in geophysics
[38], [35], as for example in the very important Rayleigh-Be´nard problem [16]. There, the
density variations can frequently be neglected except in the buoyancy term, avoiding in this
way the calculation of sound waves. From the mathematical point of view, the interest resides
on its connection to the Navier-Stokes and Euler equations since it presents vortex stretching
[36].
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For that reason, the well-posedness of this model has recently attracted a lot of attention,
starting with the results of Chae [10] and Hou and Li [28] for regular initial data in the whole
space R2. Later, making use of paradifferential calculus techniques, results for rougher initial
data appeared. In particular, Abidi and Hmidi [1] established the global well-posedness for
initial data in the Besov space B02,1 (see Appendix for definition), then Hmidi and Keraani
[26] proved global existence and regularity for initial data θ0 ∈ L
2, u0 ∈ H
s, s ∈ [0,2) and
finally Danchin and Paicu obtained the uniqueness [21]. The persistence of regularity in
Sobolev spaces was completed by Hu, Kukavica and Ziane in [29]. Available global-in-time
results in three dimensions require the initial data to be small [21], as the system includes
Navier-Stokes equations as a particular case.
The Boussinesq system is also used to model large scale atmospheric and oceanic flows,
where the viscosity and diffusivity constants are usually different in the horizontal and ver-
tical directions. In these situations there are similar results for the case with anisotropic
dissipation [2], [5], [33], [34], and positive diffusivity but no viscosity [10], [27], including
results with Yudovich type initial data [22]. In contrast, the global well-posedness of the
full inviscid case remains still as an open question, mathematically analogous indeed to the
incompressible axi-symmetric swirling three-dimensional Euler equations [36]. Simulations
first indicated the possibility of finite-time blow-up, but there were also numerical evidence
in the opposite direction [40]. Recently, based on numerical studies, a new scenario for finite
time blow-up in 3D Euler equations has been proposed [32]. This situation has been adapted
to rigorously prove the existence of finite time blow-up first for a 1D model of the Boussinesq
equations [14] and more recently for a modified version of the two dimensional case including
incompressibility [30].
Related to these problems, we consider here a case with singular initial data: the so-called
Boussinesq temperature patch problem for (1)-(3). From (1) and the definition of the particle
trajectories, ⎧⎪⎪⎪⎨⎪⎪⎪⎩
dX
dt
(x, t) = u(X(x, t), t),
X(x,0) = x,
an initial temperature patch θ0 = 1D0 , i.e., the characteristic function of a simply connected
bounded domain D0, will remain as a patch θ(t) = 1D(t), where D(t) =X(D0, t). Therefore,
one may wonder whether its boundary preserves the initial regularity. This kind of problems
were studied in the 80s for the well-known vortex patch problem. In that case, it was
first thought from numerical results that there was finite-time blow-up, but later the global
regularity was proved by Chemin [11] using paradifferential calculus and striated regularity
techniques. The same result was proved by Bertozzi and Constantin [4] in a geometrical way
making use of harmonic analysis tools.
Other counter dynamics scenarios to look for singularity formation come from the evo-
lution of the interface between fluids of different characteristics. Used to model physically
important problems such as water waves, porous media, inhomogeneous flow or frontogen-
esis, this contour dynamics setting has attracted a lot of attention in the last years. The
appearance of finite time singularities was first proved for the Muskat problem [6], [9], Euler
[7] and Navier-Stokes equations [8] and from there different scenarios and results appeared
[18], [19]. For the SQG active scalar incompressible system [15] there is numerical evidence
of pointwise collapse with curvature blow-up for the patch problem [17]. In addition, it has
been shown that the control of the curvature removes the possibility of pointwise interface
collapse [25].
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Recently Danchin and Zhang proved [23] that if the initial temperature of the Boussinesq
system (1)-(3) is a C1+γ patch, it remains with the same regularity for all time. In this sense,
we will denote ∂D(t) ∈ C1+γ if there exists a parametrization of the boundary
∂D(t) = {z(α, t) ∈ R2, α ∈ [0,1]} (4)
with z(t) ∈ C1+α.
From the above, one may wonder if the curvature of a temperature patch in the Boussinesq
system can blow up without self-intersection or if, on the contrary, it remains bounded for
all time. We prove here that the latter occurs, that is, we show the persistence of W 2,∞
regularity for Boussinesq temperature patches.
In [23], the authors use Besov spaces to measure regularity and the techniques of striated
regularity to get the C1+γ propagation. The main idea is that to control the Ho¨lder regularity
of the patch one just needs to control the gradient of the velocity in certain directions, which
can be translated into the vorticity equation and then treat this as a forced heat equation,
hence achieving the gain of two derivatives. This result was done for a general θ0 ∈ B
2/q−1
q,1 ,
q ∈ (1,2) and then applied to temperature patches, as a patch always belongs to that space.
In this paper we exploit the fact of θ being a patch. Indeed, one can get the Ho¨lder
persistence of regularity by controlling the L1(0, T ;Cγ) norm of the gradient of the velocity
using the particle trajectories of the system. This can be seen from the vorticity equation
rewritten as
ω(t) = ω1 + ω2 + ω3 ∶= et∆ω0 − (∂t−∆)−10 ∇ ⋅ (uω) + (∂t−∆)−10 ∂1θ, (5)
where (∂t−∆)−10 f denotes the solution of the heat equation with force f and zero initial
condition:
(∂t −∆)−10 f ∶= ∫ t
0
e(t−τ)∆f(τ)dτ.
Above we use the standard notation et∆f = F−1(e−t∣ξ∣2 fˆ), where ˆ and F−1 denote Fourier
transform and its inverse.
We note then that one could get u ∈ L1(0, T ;B2∞,∞) by choosing more regular initial
conditions, since the main limitation comes from the temperature term and singular integrals
are bounded on Besov spaces. However, to control the boundedness of the curvature of the
patch it will be needed to control the L∞ norm of the second derivatives of the velocity,
∂k∂jui(t) = ∂⊥i ∂j(−∆)−1 (et∆∂kω0 − (∂t−∆)−10 ∂k∇ ⋅ (uω) + (∂t−∆)−10 ∂k∂1θ) ,
(∂⊥1 , ∂⊥2 ) = (−∂2, ∂1), i.e., we will need u ∈ L1(0, T ;W 2,∞). This is not trivial since neither the
Riesz transforms nor the operators ∂i∂j(∂t−∆)−10 are bounded for a general function in L∞.
In fact, it is known that this operator takes bounded functions to BMO [39] (defined using
parabolic cylinders instead of Euclidean balls). In addition, while one may expect to get rid
of the Riesz transform by using striated regularity techniques (assuming that one could first
get further regularity in the tangential direction to interpolate the L∞ norm), it would still
be necessary to bound ∆(∂t−∆)−10 θ (see Remark 3.3). In fact, the associated kernel
1
4πt2
(∣x∣2
4t
− 1) e−∣x∣2/4t (6)
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is not integrable due to the singularity at the origin along parabolas t = c∣x∣2. However, the
cancellation due to the sign change through the parabola t = ∣x∣2/4 allows to appropriately
define these operators as principal values. What is more, although this kernel has nonzero
mean, we will show that it is bounded for θ a patch. First we give a C1+γ result. Later we
refine the idea used in [4] to bound the gradient of the velocity, i.e., the combined fact that
for a C1+γ patch the intersection of a small circle with its boundary is almost a semicircle
and that the kernel was even with zero mean on circles. Although the latter is not true in our
case (see kernel (6)), we encounter that the kernels present certain time-space cancellations
on circles. In this scenario, the kernels now depend also on time so that the picture is no
more static and therefore we need to take care of the evolution of the distance of the point
to the boundary.
The above result would prove that for θ a patch ∇ω is bounded. We can polish the idea
and adjust it to the operators
∂⊥i ∂j(−∆)−1∂k∂1(∂t−∆)−10 .
The strategies above allow us to control the particle trajectories by estimating all the sec-
ond derivatives of the velocity. There is hope that one can take advantage of the cancellation
W ⋅ ∇θ ≡ 0, where W is a vector field tangent to the patch [23]. Going beyond, we can take
advantage of this cancellation and the W 2,∞ result to prove the persistence of regularity for
C2+γ patches.
In relation to the initial conditions, for ω0 ∈ H
s it is not possible to proceed as before
for s = 0 due to the term ω1 in (5): specifically, one encounters the failure of the embedding
H1(R2) ↪̸ L∞ and the restriction from the maximum gain of the heat equation shown in
[24]. Nevertheless, if we don’t restrict ourselves to Sobolev spaces, the result of persistence
of regularity for the patch is still true for more general initial conditions (see Section 5). In
this sense, the initial conditions to achieve the C1+γ result are at the same level of regularity
to those in [23] but in the Sobolev space scale.
The structure of the paper is as follows: In the next section, we give a preliminary
result of the C1+γ regularity using particle trajectories and Sobolev spaces for the velocity.
Then, in Section 3 we present the main result: the control of the curvature. First we define
the operators involved, then show the new cancellations encountered and finally prove that
u ∈ L1(0, T ;W 2,∞). In Section 4 we use the extra regularity of the patch in the tangential
direction to show the persistence of C2+γ regularity. Additionally, in Section 5 we give results
for initial conditions in different spaces. In Appendix we include some results related to the
heat and transport equations.
2 Persistence of C1+γ regularity
In this section the persistence of C1+γ regularity is proved. We state the result for velocity
fields belonging to the Sobolev space Hγ+s, s ∈ (0,1−γ) (see Section 5 for u0 ∈ Bγ−1+s1∞,∞ ∩Hs2,
s1 ∈ (0,1−γ), s2 ∈ (0,1)). This is roughly at the same level of regularity needed for the result
in [23], where for a general initial vorticity the striated regularity condition can be translated
into u0 ∈ B
γ−1
∞,∞ ∩B−1+2/qq,1 ↪ Bγ−1∞,∞ ∩B02,1, with q ∈ (1, 22−γ ).
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Theorem 2.1. Assume γ ∈ (0,1), s ∈ (0,1 − γ). Let D0 ⊂ R2 be a bounded simply connected
domain with boundary ∂D0 ∈ C
1+γ, u0 ∈ H
γ+s a divergence-free vector field and θ0 = 1D0 the
characteristic function of D0. Then, there is a unique global solution (u, θ) of (1)-(3) such
that
θ(x, t) = 1D(t)(x) and ∂D ∈ L∞(0, T ;C1+γ),
where D(t) =X(D0, t) with X the particle trajectories associated to the velocity field.
Moreover,
u ∈ L∞(0, T ;Hγ+s) ∩L2(0, T ;H1+γ+s) ∩L1(0, T ;H2+µ) ∩L1(0, T ;C1+γ+s˜),
for any T > 0, µ <min{1
2
, γ + s}, 0 < s˜ < s.
Proof: The first part of the proof consists of a priori estimates. From the transport
equation for the temperature one gets
∥θ(t)∥L2 ≤ ∥θ0∥L2 , ∥θ(t)∥L∞ ≤ ∥θ0∥L∞ .
The basic energy inequality also holds
1
2
d
dt
∥u∥2L2 + ∥∇u∥2L2 ≤ ∥θ0∥L2∥u∥L2 , (7)
so that by Gro¨nwall’s lemma
∥u(t)∥2L2 ≤ (∥u0∥2L2 + ∥θ0∥2L2) et − ∥θ0∥2L2 , (8)
∫
t
0
∥∇u(τ)∥2L2dτ ≤ 12 (∥u0∥2L2 + ∥θ0∥2L2) et. (9)
Now, we apply the operator Λγ+s to the velocity equation to find
1
2
d
dt
∥Λγ+su∥2L2 + ∥Λ1+γ+su∥2L2 = −∫ Λ1+γ+su ⋅Λ−1+γ+s(u ⋅ ∇u) + ∫ Λ2(γ+s)u2θ
≤ ∥Λ1+γ+su∥L2∥Λ−1+γ+s(u ⋅ ∇u)∥L2 + ∥Λ2(γ+s)u∥L2∥θ∥L2 .
Adding the energy inequality (7) to the above one and noting that 2(s + γ) < s + γ + 1 for
s + γ ∈ (0,1) leads to
1
2
d
dt
∥u∥2Hγ+s + ∥∇u∥2L2 + ∥u∥2H1+γ+s ≤ ∥u∥2L2 + ∥θ0∥L2∥u∥H1+γ+s + ∥Λ1+γ+su∥L2∥Λ−1+γ+s(u ⋅ ∇u)∥L2 .
By Sobolev embeddings and Ho¨lder’s inequality the last term above can be bounded as
∥Λ−1+γ+s(u ⋅ ∇u)∥L2 ≤ c∥u ⋅ ∇u∥L2/(2−γ−s) ≤ c∥u∥L2/(1−γ−s)∥∇u∥L2 ≤ c∥Λγ+su∥L2∥∇u∥L2 ,
so by Young’s inequality and (8) we get
1
2
d
dt
∥u∥2Hγ+s + 12∥u∥2H1+γ+s ≤ (∥θ0∥2L2 + ∥u0∥2L2) et + c∥∇u∥2L2∥u∥2Hγ+s . (10)
To conclude, from (9) and Gro¨nwall’s inequality applied to (10) it follows that
∥u(t)∥2Hγ+s ≤ c1(∥u0∥L2 , ∥u0∥Hγ+s , ∥θ0∥L2 , t),
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∫
t
0
∥u(t)∥2H1+γ+s ≤ c2(∥u0∥L2 , ∥u0∥Hγ+s , ∥θ0∥L2 , t).
These estimates can be justified by the usual limiting procedure [36].
Finally, to show uniqueness in this class, we consider two different solutions (u1, θ1),(u2, θ2) with the same initial data, denote the difference u˜ = u2−u1, θ˜ = θ2−θ1 and take inner
product:
1
2
d
dt
∥u˜∥2L2 ≤ ∥∇u2∥L∞∥u˜∥2L2 − ∥∇u˜∥2L2 + ∫ u˜2θ˜dx
≤ ∥∇u2∥L∞∥u˜∥2L2 − ∥∇u˜∥2L2 − ∫ ∇u˜2 ⋅ ∇∆−1θ˜dx ≤ ∥∇u2∥L∞∥u˜∥2L2 + 2∥∇∆−1θ˜∥2L2 ,
where the incompressibility condition of u1 and u2 and integration by parts have been re-
peatedly used. As ∥∇∆−1θ∥L2 = ∥Λ−1θ∥L2 , proceeding as above
1
2
d
dt
∥Λ−1θ˜∥2L2 = ∫ (∆−1θ˜)∇ ⋅ (u1θ˜)dx + ∫ (∆−1θ˜)∇ ⋅ (u˜θ2)dx
= −∫ ∇∆−1θ˜ ⋅ ∇u1 ⋅ ∇∆−1θ˜ − ∫ ∇∆−1θ˜ ⋅ u˜θ2dx
≤ ∥∇∆−1θ˜∥2L2∥∇u1∥L∞ + 12∥θ2∥L∞∥u˜∥2L2 +
1
2
∥θ2∥L∞∥∇∆−1θ˜∥2L2 .
From the sum of both inequalities and Gro¨nwall’s inequality the uniqueness follows.
Now the regularity of the velocity will be improved by using the vorticity equation. We
will show that u ∈ L1(0, T ;H2) ∩ L1(0, T ;C1+γ+s˜), 0 < s˜ < s. We consider the vorticity
equation as a forced heat equation
ωt −∆ω = −u ⋅ ∇ω + ∂x1θ, ω∣t=0 = ω0,
and split the solution into three parts
ω(t) = ω1 + ω2 + ω3, ω1 = et∆ω0, ω2 = −(∂t−∆)−10 ∇ ⋅ (uω), ω3 = (∂t−∆)−10 ∂1θ. (11)
Since ω0 ∈ H
−1+γ+s, by standard estimates for solutions of the heat equation in Sobolev
spaces, we deduce that ω1 ∈ L
1(0, T ;H1+γ+s˜) for 0 < s˜ < s, and therefore ω1 ∈ L1(0, T ;Cγ+s˜)
by Sobolev embedding. This is sharp as in general ω1 ∉ L
1(0, T ;H1+γ+s) [24].
For the second part it suffices to prove that uω ∈ Lq(0, T ;Hγ+s) for some q > 1. In that
case, one can make use of maximal regularity results for the heat equation to conclude that
ω2 ∈ L
q(0, T ;H1+γ+s) and hence ω2 ∈ L1(0, T ;Cγ+s) (see for example [24]). From the fact
that u ∈ L∞(0, T ;Hγ+s) ∩L2(0, T ;H1+γ+s), by interpolation it follows that,
u ∈ Lρ(0, T ;H1+r), ρ = 2
1 − (s + γ) + r > 2, 0 < r < s + γ.
Since ω ∈ L2(0, T ;Hγ+s) and ∥uω∥Hγ+s ≤ c∥u∥H1+r∥ω∥Hγ+s , by Ho¨lder’s inequality it follows
that
uω ∈ Lq(0, T ;Hγ+s), 1
q
=
1
ρ
+ 1
2
< 1.
The temperature term, ω3, must be treated in a different way, as up to now θ(t) only be-
longs to L2(R2), so the best we can achieve in the scale of Sobolev spaces is ω3 ∈ L∞(0, T ;H1).
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Anyway, even if we assume that θ remains as a patch, it would belong to Hσ, σ < 1/2 (as
the characteristic function of a set with regular boundary belongs to these Sobolev spaces
(see e.g. [37])), but ω3 ∈ L
∞(0, T ;H1+σ) is not enough if γ ≥ 1/2. We use instead that
θ ∈ L∞(0, T ;L∞) ↪ L∞(0, T ;B0∞,∞). Then ω3 ∈ L∞(0, T ;B1∞,∞). Since Cr ↪ B1∞,∞ ∀r < 1,
summing up the three terms and recalling that the Riesz transforms are continuous on Sobolev
and Ho¨lder spaces, we finally get the result u ∈ L1(0, T ;H2) ∩L1(0, T ;C1+γ+s˜).
Remark 2.2. By interpolation, we could improve the time integrability to get u ∈ Lp(0, T ;H2)
for some p = p(γ, s, s˜) ∈ (1,2), although we won’t use it. However, to improve the spatial
regularity, the restriction comes from the temperature term. Despite θ0 ∈H
σ for any σ < 1/2,
results in [29] are not sufficient to ensure that θ remains in Hσ, due to the fact that the
initial velocity has a low regularity comparable to that of the initial temperature. Once we
prove that the patch is preserved and remains regular, the lines above would immediately imply
that u ∈ L1(0, T ;H2+µ), µ < {1/2, γ + s}.
To conclude, as ∇u ∈ L1(0, T ;Cγ) it follows that
∥∇X∥Cγ ≤ ∥∇X0∥Cγe∫ t0 ∥∇u∥L∞dτ + ∫ t
0
∥∇u(τ)∥Cγ ∥∇X(τ)∥1+γL∞ e∫ tτ ∥∇u∥L∞ds,
and hence ∥z∥L∞(0,T ;C1+γ) ≤ C(T ).
3 Control of curvature
This section deals with the main result of this paper: the control of the curvature of the
patch. To that end we bound ∇2u in L1(0, T ;L∞), which requires proving that the operators
∂k∂1(∂t −∆)−10 and ∂⊥i ∂j(−∆)−1∂k∂1(∂t −∆)−10 applied to a patch are bounded.
Theorem 3.1. Let D0 ⊂ R
2 be a bounded simply connected domain with boundary ∂D0 ∈
W 2,∞, u0 ∈H
1+s with s ∈ (0,1/2) a divergence-free vector field and θ0 = 1D0 the characteristic
function of D0. Then, there exists a unique global solution (u, θ) of (1)-(3) such that
θ(x, t) = 1D(t)(x) and ∂D ∈ L∞(0, T ;W 2,∞)
where D(t) =X(D0, t). Moreover,
u ∈ C(R+;H1+s) ∩L2(0, T ;H2+s) ∩Lp(0, T ;H2+µ) ∩Lq(0, T ;W 2,∞),
for any T > 0, µ < 1
2
, 1 ≤ p < 2/(1 + µ − s), 1 ≤ q < 2/(2 − s).
Proof: From the previous theorem θ remains as a C1+γ patch. Since the characteristic
function of a set with regular boundary belongs to Hµ for any µ < 1/2, the result in [29] yields
the existence and uniqueness of solutions u ∈ C(R+;H1+s) ∩L2(0, T ;H2+s), θ ∈ C(R+;Hs).
Proceeding as in the second part of the previous theorem, we split the vorticity as in (11).
First, as u ∈ L∞(0, T ;H1+s) and ω ∈ L2(0, T ;H1+s) it follows that uω ∈ L2(0, T ;H1+s). Using
this, by the properties of the heat kernel the first two parts are treated as before:
ω0 ∈H
s Ô⇒ ω1 ∈ L1(0, T ;H2+s˜), s˜ ∈ (0, s), (12)
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uω ∈ L2(0, T ;H1+s) Ô⇒ ω2 ∈ L2(0, T ;H2+s). (13)
As the third term remains the same, ω3 ∈ L
∞(0, T ;H1+µ), one obtains by interpolation
u ∈ Lp(0, T ;H2+µ) where p = 2(1−(s−s˜))
1+µ−s−(s−s˜) >
4
3
.
We are thus left to prove that u ∈ L1(0, T ;W 2,∞), as the persistence of regularity for the
patch will follow by applying Gro¨nwall’s inequality to the equation satisfied by the second
derivatives of the particle trajectories:
d
dt
∇2X = ∇XT ⋅ ∇2u(X) ⋅ ∇X +∇2X ⋅ ∇u(X).
In order to prove that ∇2u ∈ L1(0, T ;L∞), we use the Biot-Savart formula
(∇2u)
ijk
= ∂k∂jui = −∂k(−∆)−1∂⊥i ∂j(ω1 + ω2 + ω3),
where i, j, k ∈ {1,2} and ∂⊥1 = −∂2, ∂⊥2 = ∂1. Denote
(∇2v1)ijk = −∂k(−∆)−1∂⊥i ∂jω1 = −∂k(−∆)−1∂⊥i ∂jet∆ω0,
(∇2v2)ijk = −∂k(−∆)−1∂⊥i ∂jω2 = ∂k(−∆)−1∂⊥i ∂j(∂t−∆)−10 ∇ ⋅ (uω),
(∇2v3)ijk = −∂k(−∆)−1∂⊥i ∂jω3 = −∂k(−∆)−1∂⊥i ∂j(∂t−∆)−10 ∂1θ.
(14)
As ω1 ∈ L
1(0, T ;H2+s˜) and ω2 ∈ L2(0, T ;H2+s), it is clear that ∇2v1,∇2v2 ∈ L1(0, T ;L∞).
The temperature term can be written as an operator applied to θ:
(∇2v3)ijk = Sijkθ = RiRj∂k∂1(∂t−∆)−10 θ (15)
where Ri, Rj denote Riesz transforms.
The rest of the proof is structured as follows: first, in Section 3.1 we defined the operators
∂k∂1 (∂t −∆)−10 and RiRj∂k∂1 (∂t −∆)−10 . Later in Section 3.2 we proceed to bound these
operators applied to the patch, i.e., we compute the bounds in L1(0, T ;L∞) for the gradient
of the vorticity and the second derivatives of the velocity. The bounds found give ∇2u ∈
Lq(0, T ;L∞), 1 ≤ q < 2/(2 − s) (see Remark 3.2).
3.1 Definition of the operators Sijk
3.1.1 Singular heat kernels: ∂k∂1(∂t−∆)−10
Denote the heat kernel K(x, t) = 1
4πt
e−∣x∣
2/4t. Then, the operators for the patch can be written
as
∂kω3(x, t) = ∂k∂1(∂t−∆)−10 θ(x, t) ∶= lim
ǫ→0
∫
t−ǫ
0
∫
R2
(∂k∂1K)(x − y, t − τ)θ(y, τ)dydτ, (16)
where ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂21K(x, t) = 18πt2 (
x21
2t
− 1) e−∣x∣2/4t,
∂2∂1K(x, t) = x1x2
16πt3
e−∣x∣
2/4t.
(17)
8
Note that the principal value is needed: due to the singularity of the kernels at (x, t) =(0,0) along parabolas τ =Mr2 (M ≠ 1/4 for ∂21K), the kernels are not absolutely integrable:
∫
t
0
∫
R2
∣∂21K(y, τ)∣dydτ = +∞.
It is clear then that these operators are not bounded for a general L∞ function.
Here we point out that while ∂1∂2K(⋅, t) clearly has zero mean on circles for any t, this
is not true for ∂21K. However, the time integral provides a new kind of cancellation:
lim
ǫ→0
∫
t
ǫ
∫
BR
∂21K(y, τ)dydτ = lim
ǫ→0
∫
t
ǫ
∫
R
0
r
4τ2
( r2
4τ
− 1) e−r2/4τdτdr
= lim
ǫ→0
∫
t
ǫ
−R2e−R2/4τ
8τ2
dτ = −1
2
e−R
2/4t,
(18)
where BR is the ball of radius R.
3.1.2 Oseen-type kernels: RiRj∂k∂1(∂t−∆)−10
We will see that ∂kω3 = ∂k∂1(∂t−∆)−10 θ is bounded if θ(t) is a C1+γ patch for all t. To get the
boundedness of RiRj∂k∂1(∂t−∆)−10 we need to treat the combined operator directly, which
we will write as a convolution with an explicit kernel:
(∇2v3)ijk (x, t) = 12π ∫R2
y⊥i∣y∣2 ∂j∂kω3(x − y, t)dy =
1
2π
∫
R2
log ∣y∣∂⊥i ∂j∂kω3(x − y, t)dy
= ∂⊥i ∂j∂k∂1 lim
ǫ→0
∫
t−ǫ
0
∫
R2
( 1
2π
∫
R2
K(x − y − z, t − τ) log ∣y∣dy) θ(z, τ)dzdτ.
We notice now that the term in brackets can be seen as the solution of the Laplace equation
in R2 with force K(x, t), which can be computed explicitly:
∆−1K(x, t) ∶= 1
2π ∫
1
4πt
e−
∣x−y∣2
4t log ∣y∣dy = 1
2π
(log ∣x∣ + 1
2 ∫
∞
∣x∣2/4t
e−z
z
dz) .
Thus the operators can be written as
RiRj∂k∂1(∂t−∆)−10 θ(x, t) = ∂⊥i ∂j∂k∂1∫ t
0
(∆−1K)(t − τ) ∗ θ(τ)(x)dτ,
or, as a kernel convolution in θ
RiRj∂k∂1(∂t−∆)−10 θ(x, t) ∶= lim
ǫ→0
∫
t−ǫ
0
Kijk(t − τ) ∗ θ(τ)(x)dτ,
where
Kijk(x, t) ∶= ∂1∂j∂⊥i ∂k(∆−1K(x, t)) = ∂1∂j∂⊥i ∂k ( 12π ∫
1
4πt
e−
∣x−y∣2
4t log ∣y∣dy)
=
1
2π
∂j∂
⊥
i ∂k ( x1∣x∣2 (1 − e−∣x∣
2/4t)) .
(19)
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The eight possible kernels reduce to four. Here we show the expression of K112 as an
example (see the Appendix for the rest):
K112 = (24x21x22
π∣x∣5 −
3
π∣x∣ )G(∣x∣, t) −
e−∣x∣
2/4t
π(4t)2 (−2 +
4
4t
x21x
2
2∣x∣2 + 12
x21x
2
2∣x∣4 ) , (20)
where
G(∣x∣, t) = 1∣x∣3 (1 − e−∣x∣
2/4t) − 1
4t∣x∣e−∣x∣
2/4t. (21)
All these kernels are not integrable, but they show cancellations in circles. In fact, the
kernels K111 and K122 have zero mean on circles, while for K112 and K211 we find the
cancellation (18):
lim
ǫ→0
∫
t
ǫ
∫
BR
K112(y, τ)dydτ = lim
ǫ→0
∫
t
ǫ
∫
R
0
r
(4τ)2 (
r2
4τ
− 1) e−r2/4τdrdτ = −1
2
e−R
2/4t,
lim
ǫ→0
∫
t
ǫ
∫
BR
K211(y, τ)dydτ = lim
ǫ→0
∫
t
ǫ
∫
R
0
3r
(4τ)2 (1 −
r2
4τ
) e−r2/4τdrdτ = −3
2
e−R
2/4t.
(22)
We split these kernels in two parts, Kijk =K
∗
ijk +Koijk, where ∫∂BR Koijk(y)dσ(y) = 0.
3.2 Bound for ∇2u3
In this section we prove that the gradient of the vorticity and the second derivatives of the
velocity are bounded in L1(0, T ;L∞) if θ is a patch. First we prove that ∂kω3 ∈ L1(0, T ;L∞).
We do it carefully for ∂1ω3 and then show the differences with ∂2ω3.
Let γ ∈ (0,1) and consider a parametrization z(⋅, t) ∈ C1,γ as in (4), which we know that
exists thanks to Theorem 2.1 and verifies
∣∂αz∣inf(t) = inf
α∈[0,1]
∣∂αz(α, t)∣ > 0,
∣∂αz∣γ(t) = sup
α≠β
∣∂αz(α, t) − ∂αz(β, t)∣∣α − β∣γ <∞,
for all t ∈ [0, T ]. Take the cut-off distance
δ = min
τ∈[0,t]
(∣∂αz∣inf(t)∣∂αz∣γ(t) )
1/γ
> 0,
which is a fixed positive quantity by the previous result. Denote
d(x, t) ∶= d(x,∂D(t))
the distance from x to ∂D(t) and write
∂1ω3(x, t) = pv∫ t
0
∫
R2
1
8π(t − τ)2 (
(x1 − y1)2
2(t − τ) − 1) e−∣x−y∣
2/4(t−τ)θ(y, τ)dydτ = I1 + I2, (23)
where pv denotes principal value defined as in (16) and the splitting consists in
I1 = ∫
t
0
∫
D(t−τ)∩∣y∣≥δ
1
8πτ2
( y21
2τ
− 1) e−∣y∣2/4τdydτ,
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I2 = pv∫
t
0
∫
D(t−τ)∩∣y∣≤δ
1
8πτ2
( y21
2τ
− 1) e−∣y∣2/4τdydτ.
The bound for I1 follows from the fact that δ is a fixed positive quantity:
∣I1∣ ≤ ∫ t
0
∫
∞
δ
∫
2π
0
(r3 cos2 α
2τ3
+ r
τ2
) e−r
2/4τ
8π
dαdrdτ = (4t
δ2
+ 1
2
) e−δ2/4t. (24)
Now we deal with I2. First, if δ < d(x, τ) for all τ ∈ [0, t], then cancellation (18) yields
∣I2∣ ≤ 1
2
e−δ
2/4t. (25)
Let’s consider then the case in which the boundary of the patch is close to x, 0 < d(x, τ) ≤
δ. Since the velocity of the patch is finite almost everywhere in time and space (u ∈
L∞(0, T ;L∞)), then distance d(x, τ) is a Lipschitz function in time in [0, T ]. In fact,
d(x, τ) = ∥x − x∗(τ)∥, x∗(τ) = arg min
y(τ)∈∂D(τ)
∥x − y(τ)∥,
d(x, τ) = d(x,0) + ∫ τ
0
u(x∗(τ ′)) ⋅ n(x∗(τ ′))dτ ′,
so ∣d(x, τ) − d(x,0)∣ ≤ Uτ, ∣d(x, t) − d(x, τ)∣ ≤ U(t − τ),
where U = ∥u∥L∞(0,T ;L∞). If we denote
0 < ǫ = min
τ∈[0,t]
d(x, τ) ≤ d(x, t) ≤ δ,
we may consider two possible cases:
Case 1: lim
ǫ→0+
sup
η∈[ǫ,δ]
d(x, t)
η
≤ 2, Case 2 ∶ lim
ǫ→0+
sup
η∈[ǫ,δ]
d(x, t)
η
≥ 2. (26)
In both cases the evolution of the distance satisfies that
ǫ ≤ d(x, t − τ) ≤ d(x, t) +Uτ ∀τ ∈ [0, t]. (27)
In the second case, we will also use that for τ ∈ [0, (d(x, t) − ǫ)/2U],
d(x, t)
2
≤ d(x, t − τ) ≤ 3
2
d(x, t). (28)
In all cases we decompose the space domain D(τ) ∩ ∣x − y∣ ≤ δ as follows:
Sr(x, τ) = {z ∈ R2 ∶ ∣z∣ = 1, x + rz ∈D(τ)},
Σ(x, τ) = {z ∈ R2 ∶ ∣z∣ = 1,∇ϕ(x∗(τ)) ⋅ z ≥ 0)},
Rr(x, τ) = (Sr(x, τ)/Σ(x, τ)) ∪ (Σ(x, τ)/Sr(x, τ)),
(29)
and use for each τ the Geometric Lemma in [4]
∣Rr(x, τ)∣ ≤ 2π ((1 + 2γ)d(x, τ)
r
+ 2γ r
γ
δγ
) , (30)
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valid for all τ ∈ [0, T ]. From (3.2) we get
∣I2∣ ≤ J1 + J2 + J3, where J1 = ∣pv∫ t
0
∫
d(x,t−τ)
0
r
4τ2
( r2
4τ
− 1) e−r2/4τdrdτ ∣ ,
J2 = ∣∫ t
0
∫
δ
d(x,t−τ) ∫Σ(x,t−τ)
r
8πτ2
(r2 cos2α
2τ
− 1) e−r2/4τdαdrdτ ∣ ,
J3 = ∣∫ t
0
∫
δ
d(x,t−τ) ∫Rr(x,t−τ)
r
8πτ2
(r2 cos2 α
2τ
− 1) e−r2/4τdαdrdτ ∣ .
(31)
Case 1: In J1 the time-space cancellation in (18) and (27) yields
J1 ≤ ∫
t
0
d(x, t − τ)2
8τ2
e−d(x,t−τ)
2/4τdτ ≤ ∫
t
0
(d(x, t)2
4τ2
+ U
2
4
) e−ǫ2/4τdτ
≤
d(x, t)2
ǫ2
e−ǫ
2/4t + U
2
4
t ≤ 4 + U
2
4
t.
(32)
By the parity of the kernel, J2 can be estimated in a similar way to J1:
J2 = ∣1
2
∫
t
0
(−δ2
8τ2
e−δ
2/4τ + d(x, t − τ)2
8τ2
e−d(x,t−τ)
2/4τ)dτ ∣ ≤ 2 + U2
8
t. (33)
Finally, to bound J3 we use the geometric lemma (30) and again (27)
J3 ≤ ∫
t
0
∫
δ
d(x,t−τ)
r
8πτ2
( r2
2τ
+ 1) ∣Rr(x, t − τ)∣e−r2/4τdrdτ
≤ 3∫
t
0
∫
δ
d(x,t−τ)
r
8πτ2
∣Rr(x, t − τ)∣e−r2/8τdrdτ ≤ L1 +L2,
(34)
where
L1 = 3
1 + 2γ
4
∫
t
0
∫
δ
ǫ
(d(x, t) +Uτ)
τ2
e−r
2/8τdrdτ ≤ 9d(x, t)∫ δ
ǫ
2
r2
e−r
2/8tdr
+ 9U ∫
t
0
√
2
2
√
τ
dτ ∫
∞
0
e−y
2
dy ≤ 18
d(x, t)
ǫ
+ 9U
√
2π
2
√
t ≤ 36 + 9U
√
2π
2
√
t,
L2 = 3
2γ
δγ
∫
t
0
∫
δ
ǫ
r1+γ
4τ2
e−r
2/8τdrdτ ≤ 3
2γ
δγ
∫
δ
ǫ
2
r1−γ
dr ≤ 6
2γ
γ
.
(35)
Joining the above bounds we finally find that
J3 ≤ 36 + 62
γ
γ
+ 9U
√
2π
2
t1/2. (36)
From the splitting (31) and the bounds (32), (33) and (36), it is easy to get
∣I2∣ ≤ 42 + 62γ
γ
+ 9U
√
2π
2
t1/2 + 3U
2
8
t. (37)
Thus, from (23) and the bounds (24), (25) and (37), we conclude that
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∣∂1ω3(x, t)∣ ≤ 85
2
+ 62
γ
γ
+ 9U
√
2π
2
t1/2 + (3U2
8
+ 4
δ2
) t,
and therefore
∥∂1ω3∥L1
T
(L∞) ≤ (852 + 6
2γ
γ
)T + 3U
√
2π
2
T 3/2 + (3U2
16
+ 2
δ2
)T 2. (38)
Case 2: To get the bounds now we need to split the time integrals in [0, t∗] and [t∗, t],
with t∗ = d(x,t)−ǫ
2U
> 0 and use the Lipschitz continuity of the velocity to remove the singularity
at time t. In this way, for the first interval one has the bounds 1
2
d(x, t) ≤ d(x, t−τ) ≤ 3
2
d(x, t).
Proceeding as in (31), we now split further in two time intervals and use (28) for the first
and (27) for the second:
J1 ≤ ∫
t
0
d(x, t − τ)2
8τ2
e−d(x,t−τ)
2/4τdτ
≤
9
4 ∫
t∗
0
d(x, t)2
8τ2
e−d(x,t)
2/16τdτ + ∫
t
t∗
(d(x, t) +Uτ)2
8τ2
e−ǫ
2/4τdτ = L3 +L4.
As t∗ = (d(x, t) − ǫ)/2U > 0, one easily gets
L3 ≤
9
2
e−d(x,t)
2/16t∗
≤
9
2
.
For L4 we proceed as follows
L4 ≤ ∫
t
t∗
d(x, t)2
4τ2
e−ǫ
2/4τdτ + ∫
t
t∗
U2
4
e−ǫ
2/4τdτ ≤ (e−ǫ2/4t − e −ǫ2U/2d(x,t)−ǫ) d(x, t)2
ǫ2
+ U
2
4
t
≤ ( U/2
d(x, t) − ǫ −
1
4t
)d(x, t)2 + U2
4
t ≤
U/2
1 − ǫ/d(x, t)δ +
U2
4
t ≤ Uδ + U
2
4
t,
(39)
where we have used that in this case ǫ/d(x, t) ≤ 1/2. Thus the final bound for J1 is given by
J1 ≤
9
2
+Uδ + U
2
4
t. (40)
The second term can be treated similarly:
J2 ≤ ∣−1
4
e−δ
2/4t + 1
2
∫
t
0
d(x, t − τ)2
8τ2
e−d(x,t−τ)
2/4τ ∣dτ ≤ 5
2
+ 1
2
Uδ + U
2
8
t. (41)
Finally, we split the time integral in the J3 term (31)
J3 ≤ L5 +L6,
where
L5 = 3∫
t∗
0
∫
δ
d(x,t−τ)
r
4τ2
((1 + 2γ)d(x, t − τ)
r
+ 2
γ
δγ
rγ) e−r2/8τdrdτ,
L6 = 9∫
t
t∗
∫
δ
d(x,t−τ)
d(x, t − τ)
4τ2
e−r
2/8τdrdτ + 32
γ
γ
∫
t
t∗
∫
δ
d(x,t−τ)
r1+γ
4τ2
e−r
2/8τdrdτ.
13
The term L5 is done as J3 in case 1 (34) but using the lower bound in (28). This yields
L5 ≤
27
2
+ 62
γ
γ
.
The second term in L6 is bounded by L2 (35), while for the first we proceed as in (39)
L6 ≤ 9d(x, t)∫ δ
ǫ
2
r2
( r2
8t∗
− r
2
8t
)dr + 9U ∫ t
t∗
√
2
2
√
τ
dτ ∫
∞
0
e−y
2
dy ≤ 9Uδ + 9U
√
2π
2
t1/2.
Summing up the last two bounds above we obtain
J3 ≤
27
2
+ 122
γ
γ
+ 9Uδ + 9U
√
2π
2
t1/2. (42)
Finally, from (23) and joining the above bounds (24), (25), (40), (41) and (42), we get
∣∂1ω3∣ ≤ 21 + 21
2
Uδ + 122
γ
2
+ 9U
√
2π
2
t1/2 + (3U2
8
+ 4
δ2
) t,
so after integration in time,
∥∂1ω3∥L1
T
(L∞) ≤ (412 +
21
2
Uδ + 122
γ
2
)T + 3U√2πT 3/2 + (3U2
16
+ 2
δ2
)T 2.
From the bound above and (38), the final bound for ∂1ω3 in all cases is
∥∂1ω3∥L1
T
(L∞) ≤ c1(γ,U, δ)T + c2(U)T 3/2 + c3(δ,U)T 2. (43)
Note that for ∂2ω3 the proof above reduces to bound the term J3 in (31), as it has zero
mean on half circles. If we write the corresponding kernels (17) in polar coordinates
∣∂21K(r,α, t)∣ ≤ r
2
8πt3
e−r
2/4t + 1
8πt2
e−r
2/4t, ∣∂1∂2K(r,α, t)∣ ≤ r2
16πt3
e−r
2/4t,
one can see that the bound (43) is also valid for ∂2ω3.
We proceed now to bound the second derivatives of the velocity. We want to show that
RiRj∂kω3 ∈ L
1(0, T ;L∞). The operators Kijk involved can be decomposed in two parts,
one with zero mean on half circles and another with the cancellation (18), as shown in (22).
Rewrite for example the kernel K112 =K
o
112 +K∗112 in (20) as
K∗112(r,α) = 1π(4t)2 e−r
2/4t (2 − 4r2 cos2 α sin2 α
4t
− 12cos2 α sin2 α) ,
Ko112(r,α) = 1
πr
(3 − 24cos2 α sin2 α)G(r, t),
where G(r, t) is given by (21).
Using the same decomposition (29), we notice from (22) that the part corresponding to
K∗112 can be estimated in the same way as we did with ∂
2
1K obtaining the same bound (up
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to a constant). Following the splittings (23) and (31), as Ko112 has zero mean on half circles,
we only need to estimate its contribution due to Rr:
J4 = ∣∫ t
0
∫
δ
d(x,t−τ) ∫Rr(x,t−τ) rK
o
112(r,α)dαdrdτ ∣
≤ ∫
t
0
∫
δ
d(x,t−τ)∫
2π
0
1
π
∣3 − 24cos2 α sin2 α∣ ∣G(r, τ)∣ ∣Rr(x, t − τ)∣dαdrdτ.
Using (30) and the fact that G(r, τ) ≥ 0 ∀r, τ ≥ 0, one gets
J4 ≤ 54∫
t
0
∫
δ
d(x,t−τ)
G(r, τ)((1 + 2γ)d(x, t − τ)
r
+ 2γ r
γ
δγ
)drdτ ≤ 54(L7 +L8), (44)
where
L7 = 3∫
t
0
∫
δ
d(x,t−τ)
G(r, τ)d(x, t − τ)
r
drdτ, L8 =
2γ
δγ
∫
t
0
∫
δ
d(x,t−τ)
G(r, τ)rγdrdτ.
In the term L8 the singularity has been removed so we can integrate it directly
L8 =
2γ
δγ
∫
δ
0
t
1 − e−r2/4t
r3−γ
dr ≤
2γ
4γ
. (45)
To deal with the term L7 we consider the cases 1 and 2 (26) separately. In case 1, we use
first (27)
L7 ≤ 3d(x, t)∫ t
0
∫
δ
ǫ
G(r, τ)
r
drdτ + 3U ∫
t
0
∫
δ
ǫ
G(r, τ)τ
r
drdτ =M1 +M2.
Again, in M2 we have enough cancellation to integrate
M2 =
U
4
∫
t
0
⎛
⎝
1√
τ
∫
δ/2√τ
0
e−y
2
dy + 1
δ
e−δ
2/4τ − 4τ 1 − e
−δ2/4τ
δ3
⎞
⎠dτ ≤
U
√
π
4
t1/2 + U
4δ
t. (46)
Because we are dealing with case 1 we find that
M1 ≤ 3d(x, t)∫ δ
ǫ
t
1 − e−r2/4t
r4
dr ≤
3d(x, t)
4ǫ
≤
3
2
.
Joining the above bounds we find that in case 1
J4 ≤ 81 + 2
γ
4γ
+ 27U
√
π
2
t1/2 + U
2δ
t.
In case 2 we split the time integral L7 =M3 +M4 where
M3 = 3∫
t∗
0
∫
δ
d(x,t−τ)
G(r, τ)d(x, t − τ)
r
drdτ, M4 = 3∫
t
t∗
∫
δ
d(x,t−τ)
G(r, τ)d(x, t − τ)
r
drdτ.
Proceeding as in M1 in case 1 but using the lower and upper bounds in (28) we find that
M3 ≤
9
2
.
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Finally, we split M4 = N1 +N2, where
N1 = 3d(x, t)∫ t
t∗
∫
δ
ǫ
G(r, τ)
r
drdτ, N2 = 3U ∫
t
t∗
∫
δ
ǫ
G(r, τ)τ
r
drdτ.
The second term is bounded byM2 in case 1 (46). To deal with N1 we need to take advantage
of t∗ by applying the mean value theorem
N1 = 3d(x, t)∫ δ
ǫ
1
r4
(t(1 − e−r2/4t) − t∗ (1 − e−r2/4t∗))dr ≤ 3d(x, t)δ
2
1
4t∗
≤
3
2
δU.
where we have use that in this case ǫ/d(x, t) ≤ 1/2. Therefore we conclude that in all cases
the following bound holds:
J4 ≤ c1(δ, γ,U) + c2(U)t1/2 + c3(δ,U)t. (47)
One can see from their expression in (78) that all the terms appearing in the different kernels
have already been studied as part of K∗112 or K
o
112. So finally, combining the bound (43)
(corresponding in this case to the term K∗112) and (47), from (15) we get the estimate
∥∇2v3∥L1
T
(L∞) ≤ c1(δ, γ,U)T + c2(U)T 3/2 + c3(δ,U)T 2.
Remark 3.2. From the bounds above, we notice that we get indeed v3 ∈ L
∞(0, T ;W 2,∞).
Using (12) to interpolate, we find ∇2v1 ∈ Lq(0, T ;W 2,∞), q ∈ (1,2/(2 − s)) ⊂ (1,4/3). Taking
into account (13), we finally prove that u ∈ Lq(0, T ;W 2,∞) for q ∈ (1,2/(2 − s)).
Remark 3.3. We note now that the ideas of striated regularity also show that the boundedness
of the operator ∂⊥i ∂j(−∆)−1∂k∂1(∂t −∆)−10 reduces to estimating ∆(∂t −∆−1)θ. Indeed, as
∇̂2v3(ξ, t) = ∫ t
0
ξ⊥i ξjξkξ1∣ξ∣2 e−(t−τ)∣ξ∣
2
θˆ(ξ, τ)dξdτ + 1
2
[0 −1
1 0
]∫ t
0
ξkξ1e
−(t−τ)∣ξ∣2 θˆ(ξ, τ)dτ,
one can use the decomposition (Lemma 7.41, [3])
ξiξj = aij(x)∣ξ∣2 +∑
l
blijξl(W (x) ⋅ ξ),
where the function aij are bounded, bij are Ho¨lder continuous and W is a vector field along
which θ has some extra regularity (for example, the tangent vector field), so that W ⋅ ∇θ is
Ho¨lder continuous (in the case of a patch and the tangent vector field, W ⋅ θ ≡ 0 in the sense
of distributions). Thus one can write
∇̂2u = ∫
t
0
aij(x)ξkξ1e−(t−τ)∣ξ∣2 θˆ(ξ)dξ+∫ t
0
∑
l
blij
ξk∣ξ∣2 (W (x)⋅ξθˆ(ξ))dξ+
1
2
[0 −1
1 0
] ξkξ1e−t∣ξ∣2θ(ξ),
hence applying the above decomposition again, the estimation of ∇2u in L1(0, T ;L∞) reduces
to estimate ∥∆(∂t−∆−1)θ∥L1(0,T ;L∞) and to control the striated regularity of the second term,
which can be done by choosing W as the vector field tangent to the temperature patch (see
Theorem 7.40 in [3] or section 4).
The above ideas rely strongly on paradifferential calculus techniques. In addition, the
quadratic form of the double Riesz transform is essential in the decomposition used, so we
would still have to deal with ∆(∂t−∆)−10 (i.e., ∂kω3).
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4 Persistence of C2+γ regularity
To get the propagation of this extra regularity for the patch we cannot proceed as before:
to use the trajectories, one would need the velocity to have γ-Ho¨lder continuous second
derivatives. However, it is sufficient to control this regularity in the tangential direction.
Theorem 4.1. Assume γ ∈ (0,1). Let D0 ⊂ R2 be a bounded simply connected domain with
boundary ∂D0 ∈ C
2+γ , u0 ∈ H
1+γ+s, s ∈ (0,1 − γ) a divergence-free vector field and θ0 = 1D0 .
Then,
θ(x, t) = 1D(t)(x) with ∂D ∈ L∞(0, T ;C2+γ),
where D(t) =X(D0, t), and there exists a unique global solution (u, θ) of (1)-(3) such that
u ∈ L∞(0, T ;H1+γ+s) ∩L2(0, T ;H2+µ) ∩Lp(0, T ;H2+δ) ∩Lq(0, T ;W 2,∞),
for any T > 0, µ < 1
2
, µ ≤ γ + s, δ < 1
2
, 1 ≤ p < 2/(1 − (γ + s − δ)), 1 ≤ q < 2/(2 − (γ + s)).
Proof: As u0 ∈ H
1+γ+s and θ0 ∈ H
δ, for any δ ∈ (0,1/2), from [29] one gets that u ∈
L∞(0, T ;H1+µ)∩L2(0, T ;H2+µ) with µ < 1/2, µ ≤ γ+s. Using the splitting (11) to bootstrap,
for the initial data we find that
ω0 ∈H
γ+s Ô⇒ ω1 ∈ L∞(0, T ;Hγ+s) ∩L1(0, T ;H2+γ+s˜), s˜ ∈ (0, s),
while for the convection term it holds that
u ∈ L∞(0, T ;H1+µ)
ω ∈ L∞(0, T ;Hµ)
ω ∈ L2(0, T ;H1+µ)
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
Ô⇒ uω ∈ L∞(0, T ;Hµ)
uω ∈ L2(0, T ;H1+µ)
⎫⎪⎪⎬⎪⎪⎭ ⇒ ω2 ∈ L
∞(0, T ;H1+µ) ∩L2(0, T ;H2+µ).
The third term remains as before ω3 ∈ L
∞(0, T ;H1+δ). Hence, ω ∈ L∞(0, T ;Hγ+s) and
therefore u ∈ L∞(0, T ;H1+γ+s). By interpolation, v1 ∈ Lp(0, T ;H2+δ), where if γ + s ≥ 1/2
then p = 2
1−(γ+s−δ) and if γ + s ≤ 1/2 then p = 2 1−(s−s˜)1−(γ+s−δ)−(s−s˜) , so u ∈ Lp(0, T ;H2+δ), where
1 ≤ p < 2
1−(γ+s−δ) .
Let’s consider the level-set characterization of the patch:
D0 = {x ∈ R2 ∶ ϕ0(x) > 0},
which for time t, D(t) =X(t,D0), is given by the function ϕ(t, ⋅):
∂tϕ + u ⋅ ∇ϕ = 0, ϕ(x,0) = ϕ0(x).
The vector field W (t) = ∇⊥ϕ(t) is then tangent to ∂D(t) and its evolution is given by
∂tW + u ⋅ ∇W =W ⋅ ∇u, W (0) = ∇⊥ϕ0. (48)
In order to control the C2+γ regularity of ∂D(t) one just need to show that ∇W remains
in Cγ . By differentiating (48) one obtains
∂t∇W + u ⋅ ∇(∇W ) =W ⋅ ∇(∇u) +∇W ⋅ ∇u +∇u ⋅ ∇W. (49)
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It is clear that we can choose ϕ0 such that
W0 ∈ L
2 ∩L∞, ∇W0 ∈ L2 ∩L∞. (50)
Then, from (48) and (49) we deduce that
W ∈ L∞(0, T ;L2 ∩L∞), ∇W ∈ L∞(0, T ;L2 ∩L∞), (51)
since we know that ∇u ∈ L1(0, T ;L∞), ∇2u ∈ L1(0, T ;L∞).
As u is Lipschitz, the following estimate holds for all t ∈ [0, T ]:
∥∇W ∥Cγ(t)≤∥∇W0∥Cγeγ ∫ t0 ∥∇u∥L∞dτ +eγ ∫ t0 ∥∇u∥L∞dτ∫ t
0
(∥W ⋅ ∇2u∥Cγ +2∥∇W ∥Cγ ∥∇u∥Cγ)dτ.
From this and previous estimates we get that
∥∇W ∥Cγ(t) ≤ c1(T )+c2(T )∫ t
0
∥W ⋅∇2u∥Cγ(τ)dτ +c3(T )∫ t
0
∥∇u∥Cγ (τ)∥∇W ∥Cγ (τ)dτ. (52)
We need to decompose the term W ⋅ ∇2u above to benefit from the extra cancellation in
the tangential direction. We will use the following lemma:
Lemma 4.2. For any γ ∈ (0,1), there exists a constant C such that the following estimate
holds true:
∥W ⋅ ∇2u∥L1t (Cγ) ≤ C(γ)(∫
t
0
∥W ∥Cγ (∥∇ω∥L∞+∥∇2u∥L∞)dt +∫ t
0
∥∇ ⋅ (Wω)∥Cγdt) . (53)
Proof of Lemma 4.2: We decompose as follows
W (x) ⋅ ∇(∂jui)(x) = F (x) + 1
2π
pv∫ σij(x − y)∣x − y∣2 W (y) ⋅ ∇ω(y)dy +
W (x) ⋅ ∇ω(x)
2
[0 −1
1 0
] ,
where
F (x) = 1
2π
pv∫ σij(x − y)∣x − y∣2 (W (x) −W (y)) ⋅ ∇ω(y)dy, σij(x) =
1
∣x∣2 [
2x1x2 x
2
2 − x21
x22 − x21 −2x1x2] .
As the vector field W is divergence-free, it yields that
∥W ⋅ ∇2u∥Cγ ≤ ∣∣F ∣∣Cγ + c∥∇ ⋅ (Wω)∥Cγ .
By the Lemma in Appendix of [4],
∥F ∥Cγ ≤ C(γ)∥W ∥Cγ (∥∇ω∥L∞ + ∥∇2u∥L∞),
and the result follows.
Hence, as u ∈ L1(0, T ;W 2,∞) from Theorem 3.1, (53) yields
∫
t
0
∥W ⋅ ∇2u∥Cγ(τ)dτ ≤ c(T ) + c(γ)∫ t
0
∥∇ ⋅ (Wω)∥Cγdτ.
Going back to (52),
∥∇W ∥Cγ(t) ≤ c1(T ) + c2(T )∫ t
0
∥∇ ⋅ (Wω)∥Cγ (τ)dτ + c3(T )∫ t
0
∥∇u∥Cγ ∥∇W ∥Cγ(τ)dτ. (54)
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So the problem is reduced to control the tangential derivatives of the vorticity in L1(0, t;Cγ).
We will use the properties of the heat kernel in Ho¨lder spaces applied to the equation satisfied
by ∇ ⋅ (Wω):
∂t∇ ⋅ (Wω) + u ⋅ ∇(∇ ⋅ (Wω)) −∆∇ ⋅ (Wω) = ∇ ⋅ (W∂1θ) +∇ ⋅ (W∆ω −∆(Wω)),
∇ ⋅ (Wω)∣t=0 = ∇ ⋅ (W0ω0).
Notice that since W is a divergence-free vector field tangent to the patch θ, it is possible to
find
∇ ⋅ (W∂1θ) = ∇ ⋅ (∂1(Wθ) − θ∂1W ) = −∇ ⋅ (θ∂1W ).
The solution can be decomposed as follows
∇ ⋅ (Wω)(t) = et∆(∇ ⋅ (W0ω0)) − (∂t−∆)−10 ∇ ⋅ (u∇ ⋅ (Wω))
+ (∂t−∆)−10 ∇ ⋅ (W∆ω −∆(Wω)) − (∂t−∆)−10 ∇ ⋅ (θ∂1W )
=G1 +G2 +G3 +G4.
(55)
We will use now some classic estimates for solutions of the heat equation in Ho¨lder spaces to
achieve the gain of two derivatives integrable in time. We adapt these estimates to negative
Ho¨lder spaces (see Appendix). We can apply (76) to G1 to obtain
∥G1∥L1t (Cγ) ≤ c (∥∇ ⋅ (W0ω0)∥C−2+γ+s + ∥W0ω0∥L1) ≤ c (∥W0ω0∥C−1+γ+s + ∥W0∥L2∥ω0∥L2)
= c (∥∇⊥ ⋅ (W0 ⊗ u0) − u0 ⋅ ∇⊥W0∥C−1+γ+s + ∥W0∥L2∥ω0∥L2)
≤ c (∥W0∥Cγ+s∥u0∥Cγ+s + ∥u0∥L∞∥∇⊥W0∥L∞ + ∥W0∥L2∥ω0∥L2) ,
thus ∥G1∥L1t (Cγ) ≤ c(t). (56)
Estimate (74) yields
∥G2∥L1t (Cγ) ≤ c (∥∇ ⋅ (u∇ ⋅ (Wω))∥Lrt (C−2+γ ) + ∥u∇ ⋅ (Wω)∥Lrt (L1))
≤ c(∥∇ ⋅ (u⊗Wω) − ωW ⋅ ∇u∥Lrt (C−1+γ) + ∥∥u∥L2∥W ∥L∞∥∇ω∥L2∥Lrt )
≤ c(∥W ∥L∞t (Cγ)∥u∥L∞t (Cγ)∥ω∥Lrt (Cγ) + ∥W ∥L∞t (L∞)∥ω∥L2rt (L∞)∥∇u∥L2rt (L∞)
+ ∥W ∥L∞t (L∞)∥u∥L∞t (L2)∥∇ω∥Lrt (L2)) .
Now, as in Remark 3.2, since v1 ∈ L
1(0, T ;H3+γ+s˜) and v1 ∈ L2(0, T ;H2+γ+s), by interpolation
we obtain
u ∈ Lq(0, t;W 2,∞), with q ∈ [1, 2
2 − (γ + s)) ,
and similarly for any 0 < ǫ < µ
ω ∈ L∞(0, T ;Hγ+s)∩L2(0, T ;H1+µ) Ô⇒ ω ∈ L2r(0, T ;H1+ǫ), 1 < r ≤ 1 − γ − s + µ
1 − γ − s + ǫ < 1+
µ
1 − (γ + s) .
Therefore, by choosing 1 < r <min{2/(2 − (γ + s)),1 + µ/(1 − (γ + s))} we get that
∥G2∥L1t (Cγ) ≤ c(t). (57)
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In the term G3 we need to use the following commutator:
W∆ω −∆(Wω) = −ω∆W − 2∇W ⋅ ∇ω = −∇ ⋅ (ω∇W ) −∇W ⋅ ∇ω,
G3 = −∫
t
0
e(t−τ)∆∇ ⋅ (∇ ⋅ (ω∇W ))dτ − ∫ t
0
e(t−τ)∆∇ ⋅ (∇W ⋅ ∇ω)dτ = G31 +G32.
Notice that in G31 we find two derivatives applied to ω∇W . Therefore, proceeding as in (77),
we can apply a similar estimate to (74) in order to find that
∥G31∥L1t (Cγ) ≤ c (∥∇ ⋅ (ω∇W )∥Lrt (C−1+γ ) + ∥F−1(χ(ξ)ω̂∇W )∥Lrt (L∞))
≤ (∥∥ω∥Cγ ∥∇W ∥Cγ∥Lrt + ∥∇W ∥L∞t (L2)∥ω∥Lrt (L2)) ,
so taking into account (51), we get
∥G31∥L1t (Cγ) ≤ c∥∥ω∥Cγ ∥∇W ∥Cγ ∥Lrt + c(t). (58)
For G32 applying (75) yields that
∥G32∥L1t (Cγ) ≤ c(∥∇W ⋅ ∇ω∥L1t (C−1+γ+s) + ∥∇W ⋅ ∇ω∥L1t (L1))
≤ c(∥∇W ∥L∞(L∞)∥∇ω∥L1t (L∞) + ∥∇W ∥L∞t (L∞)∥∇ω∥L1t (L2)) ,
and therefore ∥G32∥L1t (Cγ) ≤ c(t). (59)
Joining (58) and (59) we obtain
∥G3∥L1t (Cγ) ≤ c(t) + c∥∥ω∥Cγ ∥∇W ∥Cγ∥Lrt . (60)
Finally, for the temperature term we use that ∇⋅(Wθ) =W ⋅∇θ ≡ 0 in the sense of distributions:
∥G4∥L1t (Cγ)≤c(∥∇⋅(θ∂1W )∥L1t (C−2+γ+s)+∥θ∂1W ∥L1t (L1))≤c∥∇W ∥L∞t (L∞) (∥θ∥L1t (L∞)+∥θ∥L1t (L1)) ,
so similarly to the others terms it is easy to find that
∥G4∥L1t (Cγ) ≤ c(t). (61)
Combining the above bounds (56), (57), (60) and (61), it follows that
∫
t
0
∥∇ ⋅ (Wω)∥Cγ (τ)dτ = ∥G∥L1t (Cγ) ≤ c(t) + c∥∥ω∥Cγ ∥∇W ∥Cγ ∥Lrt ,
and going back to (54) we conclude that
∥∇W ∥Cγ(t) ≤ c(T )+c(T )∫ t
0
∥∇u∥Cγ (τ)∥∇W ∥Cγ (τ)dτ+c(T )(∫ t
0
∥ω∥rCγ (τ)∥∇W ∥rCγ (τ)dτ)
1/r
≤ c(T ) + c(T )(∫ t
0
∥∇u∥rCγ (τ)∥∇W ∥rCγ (τ)dτ)
1/r
≤ c(T )+c(T )(∫ t
0
∥∇u∥r1
Cγ
)1/r1(∫ t
0
∥∇W ∥r2
Cγ
)1/r2≤ c(T )+c(T )(∫ t
0
∥∇W ∥r2
Cγ
)1/r2,
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where we can choose 1 < r < r1 <min{2/(2− (γ + s)),1+µ/(1− (γ + s))} and 1/r2 = 1/r−1/r1.
Therefore, raising to power r2,
∥∇W ∥r2Cγ (t) ≤ c(T ) + c(T )∫ t
0
∥∇W ∥r2Cγ(τ)dτ,
and hence applying Gro¨nwall’s inequality the result follows.
Remark 4.3. The result also holds for s = 0, i.e., u0 ∈ H
1+γ, using paradifferential calculus
and the tilde spaces introduced in [12]. In fact, Proposition 5.7 in Appendix applied to (49)
yields that
∥∇W ∥L∞
T
(Cγ) ≤ c(T ) + c(T )∥W ⋅ ∇2u∥L˜1t (Cγ) + c(T )∫
t
0
∥∇W ∥Cγ∥∇u∥Cγdτ. (62)
Lemma 4.2 can be written using L˜1T instead of L
1
T , so applying Proposition 5.6 to the term∇ ⋅ (Wω) yields the result for s = 0.
5 Corollaries
The results above have been presented using only Sobolev spaces for the velocity, but as
commented before they can be stated using also Ho¨lder or Besov spaces.
Corollary 5.1. Let D0 ⊂ R
2 be a bounded simply connected domain with boundary ∂D0 ∈
W 2,∞, u0 ∈ C
s1 ∩ Lp a divergence-free vector field, s1 ∈ (0,1), p ∈ [1,2) and θ0 = 1D0 the
characteristic function of D0. Then,
θ(x, t) = 1D(t)(x) and ∂D ∈ L∞(0, T ;W 2,∞).
Moreover, there exists a unique global solution (u, θ) of (1)-(3) such that
u ∈ L∞(0, T ;Hs2) ∩L2(0, T ;H1+s2) ∩L1(0, T ;H2+s2) ∩L∞(0, T ;Cs1) ∩L1(0, T ;W 2,∞),
for any T > 0, 0 ≤ s2 < s1/2 < 1/2.
Proof: First we notice that as u0 ∈ C
s1 ∩Lp, it also holds that u0 ∈ Lp˜ ∩Hs2 for p˜ ∈ [p,∞],
s2 ∈ [0, s1/2). The a priori estimates are done exactly as in Theorem 2.1:
u ∈ L∞(0, T ;Hs2) ∩L2(0, T ;H1+s2) ∩L1(0, T ;H2+s2).
In addition, as u0 ∈ C
s1 , s1 > 0, one trivially gets ∇2v1 ∈ L1(0, T ;L∞). To show that
u ∈ L1(0, T ;W 2,∞), we follow the same structure as in Theorem 3.1: use the splitting (11)
and treat each one of the terms ∇2v1, ∇2v2 and ∇2v3, given by (14) separately.
To deal with the temperature term, it suffices to prove that u ∈ L∞(0, T ;L∞) to apply the
steps of Theorem 3.1 to obtain ∇2v3 ∈ L∞(0, T ;L∞). Proposition 2.1 in [23] would yield that
u ∈ L∞(0, T ;Cs1). We give a different proof that does not require the use of paradifferential
calculus. We apply the Leray projector to the velocity equation to obtain
ut −∆u = −∇ ⋅ (u⊗ u) +∇(−∆)−1 (∇ ⋅ ∇ ⋅ (u⊗ u)) + (0, θ) −∇(−∆)−1∂2θ.
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Hence, we can write the velocity as follows:
u = w1 +w2 +w3 +w4 +w5,
w1 = e
t∆u0, w2 = −(∂t −∆)−10 ∇ ⋅ (u⊗ u), w3 = (∂t −∆)−10 ∇(−∆)−1∇ ⋅ (∇ ⋅ (u⊗ u)),
w4 = (∂t −∆)−10 (0, θ), w5 = −(∂t −∆)−10 ∇(−∆)−1∂2θ.
(63)
From the properties of the heat equation we obtain
∥w1∥L∞
T
(Cs1) ≤ c∥u0∥Cs1 , ∥w4∥L∞
T
(B2∞,∞) ≤ c∥θ∥L∞T (L∞), ∥w5∥L∞T (B2∞,∞) ≤ c∥θ∥L∞T (L∞). (64)
Using the boundedness of singular integrals in Ho¨lder spaces, w3 can be treated as w2. First,
as u ∈ L∞(0, T ;Hs2) ∩L2(0, T ;H1+s2), by interpolation
u ∈ Lq(0, T ;H1+s˜2) ↪ Lq(0, T ;L∞), q = 2
1 − (s2 − s˜2) .
Now we proceed as follows
∥w2∥Cs1 (t) ≤ c∫ t
0
∥u⊗ u∥Cs1 (τ)(t − τ)1/2 dτ ≤ c∫
t
0
∥u∥Cs1 ∥u∥L∞(t − τ)1/2 dτ. (65)
Choose l = 2/(1 + ǫ) with ǫ ∈ (0,1) and
1
r
= 1 − 1
q
− 1
l
=
s2 − s˜2 − ǫ
2
,
so applying Ho¨lder inequality yields that
∥w2∥Cs1 (t) ≤ c(T )∥u∥Lq
T
(L∞) (∫ t
0
∥u∥rCs1 (τ)dτ)
1/r
. (66)
From the decomposition (63), the bounds (64), (66) and recalling that ∥w3∥Cs1 ≤ c∥w2∥Cs1 ,
it is easy to get
∥u∥Cs1 (t) ≤ c(T ) + c(T )(∫ t
0
∥u∥rCs1 (τ)dτ)
1/r
.
Raising to the power r and applying Gro¨nwall’s inequality we conclude that
u ∈ L∞(0, T ;Cs1) (67)
and therefore u ∈ L∞(0, T ;L∞).
To conclude, we need to prove that ∇2v2 ∈ L1(0, T ;L∞). It suffices to show that uω ∈
Lr(0, T ;Cδ) for some r > 1, δ > 0. By interpolation,
ω ∈ Lσ(0, T ;H1+s4), σ = 2
1 + s4 >
4
3
, s4 ∈ (0, s2). (68)
Thus ω ∈ Lσ(0, T ;Cs4). From this and (67), uω ∈ Lσ(0, T ;Cδ), with δ =min{s3, s4} > 0.
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Corollary 5.2. Let D0 ⊂ R
2 be a bounded simply connected domain with boundary ∂D0 ∈
W 2,∞, θ0 = 1D0 and u0 a divergence-free vector field in the Besov space B
1
2,1. Then,
∂D ∈ L∞(0, T ;W 2,∞)
and there exists a unique global solution (u, θ) of (1)-(3) such that
u ∈ L∞(0, T ;B12,1) ∩L2(0, T ;B22,1) ∩L1(0, T ;B2+µ2,1 ) ∩L1(0, T ;W 2,∞),
for any T > 0, µ < 1/2.
Proof: One can repeat the proof of Theorem 3.1 to get this result. In this case, the a
priori estimates are done using the result in [20]. Then, by splitting the vorticity equation,
one can take advantage of the fact that B12,1 ↪ L∞, it is an algebra and for the heat equation
with initial data in this space there is a gain of two derivatives integrable in time [13].
Corollary 5.3. Let D0 ⊂ R
2 be a bounded simply connected domain with boundary ∂D0 ∈
C1+γ, u0 ∈ B
−1+γ+s1
∞,∞ ∩Hs2 a divergence-free vector field, s1 ∈ (0,1−γ), s2 ∈ (0,1) and θ0 = 1D0
the characteristic function of D0. Then, there exists a unique global solution (u, θ) of (1)-(3)
such that
θ(x, t) = 1D(t)(x) and ∂D ∈ L∞(0, T ;C1+γ).
Moreover,
u ∈ L∞(0, T ;Hs2)∩L2(0, T ;H1+s2)∩L1(0, T ;H2+µ)∩L∞(0, T ;B−1+γ+s1∞,∞ )∩L1(0, T ;C1+γ+s˜1),
for any T > 0, µ <min{1
2
, s2}, 0 < s˜1 < s1.
Proof: Since u0 ∈H
s2 , we get the a priori estimates u ∈ L∞(0, T ;Hs2)∩L2(0, T ;H1+s2)∩
L1(0, T ;H2+µ). Now, we use the decomposition (63). As u0 ∈ B−1+γ+s1∞,∞ , it holds that w1 ∈
L∞(0, T ;C−1+γ+s1)∩L2(0, T ;Cγ+σ)∩L1(0, T ;C1+γ+s˜1), s˜1 < σ < s1. Since w4,w5 ∈ L∞(B2∞,∞),
we only need to deal with the nonlinear terms.
As w2 = (∂t−∆)−10 ∇ ⋅ (u ⊗ u), it suffices to show that u ∈ L2(0, T ;Cγ+σ) to conclude
that w2 ∈ L
1(0, T ;C1+γ+s˜1), s˜1 ∈ (0, s1). By the estimates above, we only need to show that
w2 ∈ L
2(0, T ;Cγ+σ). This means in turn that it suffices to show u ⊗ u ∈ L2(0, T ;B−1+γ+σ∞,∞ ).
We will show now that u ∈ L∞(0, T ;B−1+γ+s1) indeed. It is clear for w1,w4,w5.
Applying basic paradifferential calculus estimates (see Chapter 2 in [3]), we obtain
∥u⊗ u∥
B
−1+γ+s1
∞,∞
≤ c∥u∥
B
−1+γ+s1
∞,∞
(τ)(∥u∥L∞(τ) + ∥u∥H1). (69)
Proceeding now as in (65),
∥w2∥B−1+γ+s1∞,∞ (t) ≤ c∫
t
0
∥u⊗ u∥
B
−1+γ+s1
∞,∞
(τ)
(t − τ)1/2 dτ ≤ c∫
t
0
∥u∥
B
−1+γ+s1
∞,∞
(τ)(∥u∥L∞(τ) + ∥u∥H1(τ))
(t − τ)1/2 dτ,
we find that (for the same r as in (66))
∥u∥
B
−1+γ+s1
∞,∞
(t) ≤ c(T ) + c(T )(∫ t
0
∥u∥r
B
−1+γ+s1
∞,∞
(τ)dτ)1/r ,
so we conclude that u ∈ L∞(0, T ;B−1+γ+s1∞,∞ ). From this and the inequality (69) we conclude
that u⊗ u ∈ L2(0, T ;B−1+γ+s1∞,∞ ).
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Appendix
We include here some results that have been used related to the linear transport and heat
equations in Sobolev and Ho¨lder spaces. At the end we include the kernels introduced in (19)
to define the operators RiRj∂k∂1(∂t−∆)−10 .
First, we recall the definition of the Besov spaces (see [3] for details). Consider the non-
homogeneous Littlewood-Paley decomposition:
Let B = {∣ξ∣ ∈ R2 ∶ ∣ξ∣ ≤ 4/3} and C = {∣ξ∣ ∈ R2 ∶ 3/4 ≤ ∣ξ∣ ≤ 8/3}, and fix two smooth
radial functions χ and ϕ supported in B, C, respectively, and satisfying
χ(ξ) +∑
j≥0
ϕ(2−jξ) = 1, ∀ξ ∈ R2. (70)
The nonhomogeneous dyadic blocks are defined as ∆jf = F−1(ϕ(2−jξ)fˆ(ξ)) for j ≥ 0 and
∆−1f = F−1(χ(ξ)fˆ(ξ)). Then, the Besov space Bγp,q(R2), γ ∈ R, p, q ∈ [1,∞] is defined by
Bγp,q(R2) = {u ∈ S′(R2) ∶ ∥u∥Bγp,q = ∥2jγ∥∆ju∥Lp∥lq(j≥−1) <∞},
where S′(R2) denotes the space of tempered distributions over R2. We recall that Hs = Bs2,2
and Cγ = Bγ∞,∞ for s ∈ R, γ ∈ (0,1).
Proposition 5.4. Let s > 0, r ∈ (1,∞]. Then, the following estimates hold
∥∂i∂k(∂t −∆)−10 f∥LrT (Cγ) ≤ c∥f∥LrT (Cγ), (71)
∥∂i∂k(∂t −∆)−10 f∥L1
T
(Cγ) ≤ c∥f∥L1
T
(Cγ+s), (72)
∥∂i∂ket∆u0∥L1
T
(Cγ) ≤ c∥u0∥Cγ+s . (73)
Furthermore, there exists u0 ∈ C
γ for which ∂i∂ke
t∆u0 ∉ L
1
T (Cγ).
Proof: The proof of (71) can be found in [31]. The proof (72) follows from Bernstein
inequalities and the decay of the heat kernel:
∥∂i∂k(∂t−∆)−10 f∥L1
T
(Cγ) ≤ c∫
T
0
sup
j≥−1
2j(γ+s)2j(2−s) ∫
t
0
e−c(t−τ)2
2j ∥∆jf∥L∞dτdt
≤ c∫
T
0
∫
t
0
c
(t − τ)1−s/2 supj≥−12
j(γ+s)∥∆jf∥L∞dτdt ≤ c(T )∥f∥L1
T
(Bγ+s∞,∞).
We get (73) as before
∥∂i∂ket∆u0∥L1
T
(Cγ) ≤c∫
T
0
sup
j≥−1
2j(γ+s)2j(2−s)e−ct2
2j∥∆ju0∥L∞dt ≤c∫ T
0
∥u0∥Cγ+s
t1−s/2
dt ≤c(T )∥u0∥Cγ+s .
To prove the last statement we proceed as follows
∥∂i∂ket∆u0∥Cγ ≥ c sup
j≥0
2jγ22j∥∆j(et∆u0)∥L∞ ≥ c sup
j≥0
2jγ22je−ct2
2j ∥∆ju0∥L∞ ,
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therefore
∥∂i∂ket∆∥L1
T
(Cγ) ≥ c ∣∣sup
j≥0
(22je−ct22j) inf
j≥0
(2jγ∥∆ju0∥L∞)∣∣
L1
T
= c ∣∣1
t
inf
j≥0
(2jγ∥∆ju0∥L∞)∣∣
L1
T
.
Thus one only needs to find u0 ∈ C
γ such that infj≥0 (2jγ∥∆ju0∥L∞) > 0. It is not difficult to
check that the function define by uˆ0(ξ) = 1∣ξ∣2+γ (1 − χ(ξ)) satisfies the condition.
Now we adapt these estimates to negative Ho¨lder spaces.
Proposition 5.5. Let g(x, t) = ∇ ⋅ f(x, t), then we have the following estimates
∣∣(∂t −∆)−10 g∣∣Lr
T
(Cγ) ≤ c(∥g∥LrT (B−2+γ∞,∞ ) + ∥f∥LrT (L1)) , (74)
∣∣(∂t −∆)−10 g∣∣L1
T
(Cγ) ≤ c(∥g∥L1T (B−2+γ+s∞,∞ ) + ∥f∥L1T (L1)) , (75)
∣∣et∆g∣∣
L1
T
(Cγ) ≤ c(∥g∥B−2+γ+s∞,∞ + ∥f∥L1) . (76)
Proof: First, if we denote by χ the first dyadic block in the Littlewood-Paley decomposi-
tion (70), we notice that
g ∈ B−2+γ∞,∞ ⇔ ∃h ∈ Cγ such that g =∆h.
Indeed,
∥h∥Cγ = 2−γ ∣∣F−1 (χ(ξ) ξ∣ξ∣2 ⋅ fˆ(ξ))∣∣
L∞
+ sup
j≥0
2jγ∥∆j(∆−1g)∥L∞
≤ 2−γ ∣∣F−1 (χ(ξ) ξ∣ξ∣2 ⋅ fˆ(ξ))∣∣
L∞
+ ∥g∥
B
−2+γ
∞,∞
.
(77)
Note that if f ∈ L1,
∣∣F−1 (χ(ξ) ξ∣ξ∣2 ⋅ fˆ(ξ))∣∣
L∞
≤ c∥f∥L1 ,
so it holds that ∥h∥Cγ ≤ c∥f∥L1 + ∥g∥B−2+γ∞,∞ .
Applying the classic estimates (71), (72) and (73) to (∂t −∆)−10 g = ∆(∂t −∆)−10 h and
et∆g =∆et∆h, (74), (75) and (76) follow.
Now we show two results that allow us to get the C2+γ persistence of regularity for
u0 ∈H
1+γ . We need to recall the definition of the tilde spaces:
L˜
ρ
t (Bγp,q(R2)) = {u ∈ S′(0, t;R2) ∶ ∥u∥L˜ρt (Bγp,q) = ∥2jγ∥∆ju∥Lρt (Lp)∥lq(j≥−1) <∞}.
Proposition 5.6. Let f ∈ L˜1T (Cγ), f0 ∈ Cγ. Then,
∥∂i∂k(∂t −∆)−10 f∥L˜1
T
(Cγ) ≤ c∥f∥L˜1
T
(Cγ) ≤ c∥f∥L1T (Cγ),
∥∂i∂ket∆f0∥L˜1
T
(Cγ) ≤ c(T )∥f0∥Cγ .
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Proof: By the definition of tilde spaces we can now integrate first in time,
∥∂i∂k(∂t −∆)−10 f∥L˜1
T
(Cγ) = sup
j≥−1
2jγ∥∆j(∂i∂k(∂t −∆)−10 f)∥L1
T
(L∞)
≤c sup
j≥−1
∣∣∫ t
0
22je−c(t−τ)2
2j
2jγ∥∆jf∥L∞(τ)dτ ∣∣
L1
T
≤c sup
j≥−1
2jγ∥∆jf∥L1
T
(L∞) = c∥f∥L˜1
T
(Cγ).
The initial condition estimate follows from a similar procedure.
Proposition 5.7. Let f be the solution to the transport equation
ft + u ⋅ ∇f = g, f(0) = f0,
where ∇u ∈ L1T (L∞), g ∈ L˜1T (Cγ) and f0 ∈ Cγ. Then,
∥f∥L∞
T
(Cγ) ≤ (∥f0∥Cγ + ∥g∥L˜1
T
(Cγ)) ec ∫ t0 ∥∇u∥L∞dτ.
The proof of Proposition 5.7 can be found in Theorem 3.14, Chapter 3 [3].
We include next the explicit expression of the kernels Kijk (19):
K111 = (24x31x2
π∣x∣5 −
12x1x2
π∣x∣3 )G(∣x∣, t) −
e−∣x∣
2/4t
π(4t)2 (
12x31x2∣x∣4 −
6x1x2∣x∣2 +
4x31x2∣x∣2
1
4t
) ,
K112 = (24x21x22
π∣x∣5 −
3
π∣x∣)G(∣x∣, t) −
e−∣x∣
2/4t
π(4t)2 (−2 +
4
4t
x21x
2
2∣x∣2 + 12
x21x
2
2∣x∣4 ) ,
K122 = (−12x1x2
π∣x∣3 +
24x1x
3
2
π∣x∣5 )G(∣x∣, t) −
e−∣x∣
2/4t
π(4t)2 (−
12x1x2∣x∣2 +
12x1x
3
2∣x∣4 +
4x1x
3
2∣x∣2
1
4t
) ,
K211 = (−24x41
π∣x∣5 +
24x21
π∣x∣3 −
3
π∣x∣)G(∣x∣, t) −
e−∣x∣
2/4t
π(4t)2 (
12x21∣x∣2 −
12x41∣x∣4 −
4x41∣x∣2
1
4t
) ,
K121 =K112, K212 = −K111, K221 = −K111, K222 = −K112,
(78)
where we recall that
G(∣x∣, t) = 1∣x∣3 (1 − e−∣x∣
2/4t) − 1
4t∣x∣e−∣x∣
2/4t
≥ 0 ∀∣x∣, t ≥ 0.
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