A novel way for addressing one-sided hypothesis tests for the mean of unable to observe real random variables from which we have information provided in terms of interval data is proposed. For this purpose, a measure of similarity between intervals is considered and the classical one-sided hypothesis test to check whether the similarity between the expectation of a random interval and a subset of an specific unbounded interval is high enough. Asymptotic and bootstrap techniques are applied in order to study the limit distribution of the proposed test statistic. Some simulations have been carried out in order to show the empirical behavior of the test.
Introduction
Most activity in human cognition is related to stating and verifying hypotheses. Testing hypotheses is also one of the primary purposes of statistical inference. In classical statistics, although we admit some uncertainty caused by randomness, all elements of the statistical model (i.e. data, hypotheses, test requirements etc.) should be given precisely. In particular, data used in hypothesis testing are usually considered as real numbers which seems to be quite natural in many applications. Actually, such results as weight, hight, strength, temperature, an so on are reals.
However, in many situations we cannot observe the experimental results precisely. It might be caused by many reasons, like measurement problems, inaccurate devices and subjective assessments that are more perceptions than actual measurements. In such cases an expectation to obtain the results in a form of precise real numbers is either unrealistic or requires unjustified subjectivity. Thus, here we deal with two kinds of uncertainty: besides randomness we also sustain some epistemic uncertainty connected with a data perception.
In situations like mentioned above, quite often a reasonable and well-grounded solution is to consider interval data. However, to handle such data we need new mathematical models, different than used in the classical statistics, both to describe observations and to perform statistical reasoning. In this paper we suggest a novel approach to hypothesis testing based on the interval data. Our approach utilizes the concept of similarity well-established in reasoning admitting different sources of uncertainty. The problem will be addressed from a theoretical point of view although its application to different fields is to be tackled in the future.
The paper is organize as follows. In Section 2 we introduce a notation and basic concepts used for modeling interval data. We recall there also an idea of similarity based statistical test for random intervals proposed in [12] . In Section 3 we discuss how to generalize a classical one-sided hypothesis testing problem about the population mean for interval data. Our method utilizes a similarity measure which is a particular case of the well-known Tversky coefficient (see [15] ). Next, in Section 4, we derive a one-sided statistical test for the mean and interval data. The properties of the suggested test are examined in Section 5 through the simulation studies including the bootstrap approach. Finally, some conclusions and remarks are given.
Preliminaries

Random intervals
A starting point of the majority of problems in classical statistics is a random sample V 1 , . . . , V n , where V 1 , . . . , V n are usually independent and identically distributed random variables from a distribution under study. If (Ω, A, P ) denote a probability space then each random variable V i : Ω −→ R is a function which assigns to a random event a real number, hence the outcome of the experiment is traditionally a set of real values. Unfortunately, in many situations we cannot measure the results of the experiment precisely and the only thing we could do is to specify an interval for each outcome which contains the true measurement.
Denote by K c (R) the family of all non-empty closed and bounded intervals in the real line R. The formalizations required for the theoretical developments of this research are based on the parametrization (mid , spr ) of the intervals, i.e. A = [mid A ± spr A] for A ∈ K c (R), where mid A ∈ R is the midpoint (or center) of the interval A, while spr A ≥ 0
is the spread (or radius) of A. This characterization has been shown to be a valuable tool for different statistical purposes (see, e.g., [2, 5] ).
The arithmetic between intervals taking into account the (mid , spr ) parametrization is settled as follows:
where A 1 , A 2 ∈ K c (R) and λ ∈ R.
If the experiment outcomes are not reals but intervals, we need another mathematical model than a random variable to describe this random phenomenon. Let (Ω, A, P ) denote, as before, a probability space. A random interval is a Borel measurable mapping X : Ω −→ K c (R) w.r.t. the wellknown Hausdorff metric on K c (R) (see [10] ). In addition, if mid X, spr X ∈ L 1 (Ω, A, P ) the expected value of a random interval X is defined in terms of the Aumann expectation (see [1] ) and it satisfies the equality
Thus, a random interval X might be seen as a perception of an unknown usual random variable V , called the original of X (see [9] ). It is clear that also fuzzy sets [16] can be used for describing such a perception. However, in this work we will center our attention in those situations in which either the perception of the real random variable is an interval or the observation of the random experiment is any possible value of an interval. Of course, an interval could be perceived also as a special fuzzy set (i.e. a rectangular fuzzy number) where imprecision appears not through the degree of membership but the area of possible values. The extension of the problem to the framework of fuzzy sets with partial degrees of membership will be addressed in future studies.
Since we have no direct access to the originals and the only information about V is delivered by X, the statistical reasoning on the parameters of the underlying distribution would be also based on the analysis of random intervals. In particular, further on we will show how to construct statistical tests for one-sided hypotheses on the parameters of the distribution utilizing interval data modeled by the random intervals.
Similarity measures
In this section we will show different similarity measures that can be considered when dealing with sets.
A. B. Ramos-Guajardo [12] proposed a statistical test for the interval data to verify a hypothesis for the similarity between the expected value of a random interval and a fixed interval formulated as follows:
where d ∈ [0, 1] is a fixed a priori chosen value and S J denotes the Jaccard similarity measure defined by
for any two intervals A, B ∈ K c (R) and where λ(A) stands for the Lebesgue measure of A. It is clear that the more similar E(X) to A is, the higher the value of d. Thus, it seems that the Jaccard measure (3) appears quite useful in formulating hypotheses for interval data which generalizes the classical two-sided hypothesis testing problem about the mean with crisp real data, i.e.
, where m V denotes the mean of the sample distribution and m 0 is a fixed real value. Unfortunately, (3) cannot be useful for the generalization of the one-sided hypothesis testing problem because of its symmetry.
One can find in the literature many coefficients used as similarity measures (see, e.g., [4] and references given there). Most of them are symmetric, as (3). However, Tversky in his seminal paper [15] noticed that although similarity has been viewed traditionally as a typical symmetric relation, there exist many examples of asymmetric similarities (some examples can be also found in [15] ). Hence for such situations asymmetric coefficients are needed to quantify the amount of similarity of the objects under study. In this very paper he also suggested a general idea of the similarity measure given by
, (4) where α, β ≥ 0 are some fixed constants and f (A) is a measure of a set A. One may easily notice that for any two intervals A, B ∈ K c (R) by taking α = β = 1 and assuming that f ≡ λ we get the Jaccard measure (3). If α = β then (4) is no longer symmetric.
Interval data and one-sided hypotheses
Let us focus our attention on the generalization of the classical one-sided test for the mean, i.e. either 
Thus, in both cases the null hypothesis claims that the true mean belongs to the infinite interval. Or, in other words, one may perceive H 0 as a statement that the true mean m V is equal to some real value m less than or equal to m 1 . Analogously, H 0 may be considered as a statement that the true mean m V is equal to some real value m greater than or equal to m 2 . All these intuitions given above indicate the way of the generalization required for the interval data. Namely, having interval data instead of H 0 : m V ∈ (−∞, m 1 ] we will consider the problem whether the interval expected value E(X) is similar to any interval B ⊂ L = (−∞, m 1 ]. Or, in other words, our goal may be perceived as a testing problem whether the similarity between E(X) and B⊂L B is high enough.
The discussed problem is typical to situation when A is a subject of the comparison and B is the referent. In such case one naturally focuses rather on the subject of the comparison and hence the features of the subject are weighted more heavily than the features of the referent. Tversky notices that in this case consequently "similarity is reduced more by the distinctive features of the subject than by the distinctive features of the referent" (see [15] ). This implies that the adequate version of the similarity measure (4) should have α > β.
Having in mind all those remarks let us consider as a similarity measure the Tversky coefficient (4) with α = 1 and β = 0. This way we obtain
It is worth noticing that such similarity measure was considered by Bush and Mosteller [3] . In addition, the similarity measure in (5) can be also viewed as a kind of inclusion degree of A in B (see [8, 13] ). Some hypothesis tests for checking the inclusion degree of the expectation of an interval in a previously pre-fixed interval have been developed in [11] . Specifically, the two sided-test for the expected value of a random interval is a particular case of the test in [11] when the inclusion degree equals 1. Thus, the corresponding one-side tests can be easily addressed taking into account an analogous procedure as we will show below. Now, going back to the one-sided test for the mean based on the interval data and taking into account that our problem can be seen as a testing problem whether the similarity between E(X) and B⊂L B is high enough, we can utilize the similarity measure in (5) to formulate our testing problem as follows.
Let (Ω, A, P ) be a probability space, X : Ω → K c (R) denote a random interval so that sprE(X) > 0 and L = (−∞
However, one may easily notice that to compute max B⊂L S * (E(X), B) it is enough to examine the relation between E(X) = [midE(X) ± sprE(X)] and m 1 . Actually, if midE(X) + sprE(X) ≤ m 1 then for any interval B ⊂ L such that E(X) ⊆ B we get S * (E(X), B) = 1 which means that E(X) is surely similar to some B ⊂ L. On the other hand, if m 1 < midE(X) − sprE(X) then there is no interval B ⊂ L such that E(X) ∩ B = ∅ so we get max B⊂L S * (E(X), B) = 0 and one may conclude that E(X) surely is not similar to any B ⊂ L. Finally, when midE(X) − sprE(X) < m 1 ≤ midE(X) + sprE(X) we obtain 0 < max B⊂L S * (E(X), B) < 1 which indicates a partial similarity.
Moreover, let us notice that λ(E(X)) = 2sprE(X) and the Lebesgue measure of A∩B can be expressed (cf. [14] ) as follows:
= max 0, min{2spr E(X), 2spr B,
Hence, to maximize S * (E(X), B) we have to maximize λ(E(X) ∩ B) for any B ⊂ L. By the considerations given above it can be shown that
= max 0, min{2sprE(X),
Hence, by (9) our hypothesis testing problem can be equivalently expressed as
vs.
It is clear that to generalize the hypothesis H 0 : m V ∈ [m 2 , +∞) for the interval data we will check whether the interval expected value E(X) is similar to any interval B ⊂ U = [m 2 , +∞). Therefore, following steps analogous to the left-sided null hypothesis testing problem, our right-sided testing problem can be described as follows: let (Ω, A, P ) be a probability space, X : Ω → K c (R) denote a random interval so that sprE(X) > 0 and U = [m 2 , +∞) be an interval bounded by an a priori fixed real number m 2 . Then for any given d ∈ [0, 1] the aim it to test
which can be equivalently expressed as
4. One-sided testing based on interval data
Theoretical results
The testing procedure to be developed in this section concerns the test with hypotheses (9) and (10).
It should be remarked that test with hypotheses (13) and (14) can be addressed analogously.
be a set of random intervals independent and identically distributed as X. Then, to solve the test composed by the hypotheses given in (9) and (10) the following test statistic is defined:
where mid X n and spr X n are the corresponding classical sample means mid X n and spr X n , respectively. In order to avoid trivial situations it is necessary to guarantee that the variances of mid X and spr X are finite, that the variance of spr X is positive and that σ Let Z = (z 1 , z 2 ) T ≡ N 2 0, Σ be a bivariate normal distribution being Σ the covariance matrix for the random vector (mid X, spr X). The asymptotic distribution of T n is provided as follows.
Lemma 1 If
are n random intervals independent and equally distributed as X defined on the probability space (Ω, A, P ), and satisfying the conditions indicated above, then:
Proof. The statistic T n , firstly defined in (15) , can be equivalently written as It is straightforward that other situations under H 0 different than the ones specified in Lemma 1 implies that mid E(X) + (2d − 1)spr E(X) < m 1 and the divergence of the statistic T n to −∞.
The consistency of the test is established in Theorem 1. α ∈ [0, 1] and k 1−α be the (1 − α) 
Theorem 1 Let
Therefore, the test which rejects H 0 in (9) at the significance level α whenever T n > k 1−α is asymptotically correct and consistent.
Proof.
Given k ∈ R we will prove that
We define T
n→∞ −→ α, so taking into account the inequality (20), the desired result (19) is concluded.
Finally, if H 0 is not fulfilled then it is immediate to deduce that T n diverges to ∞ as n tends to ∞. Thus, lim n→∞ P (T n > k 1−α ) = 1 and the test is also consistent.
As it is not immediate to handle the asymptotic distribution of T n in practice, bootstrap techniques are applied since they have been shown to be a very useful tool to get a better approximation to the sampling distribution [6, 7] . Specifically, we propose the use of a residual bootstrap approach.
Firs of all, let X be a random interval such that spr E(X) > 0 and let
, the corresponding bootstrap statistic is defined as
Lemma 2 shows the asymptotic distribution of T boot n . Lemma 2 Suppose that X is an RI satisfying that the variances of mid X and spr X are finite, the variance of spr X is positive and σ
Besides, theorem below shows the correctness of the bootstrap test. If H 0 is fulfilled but conditions in a), b) and c) are not fulfilled, T boot n converges to certain limit distributions different from the ones of Lemma 1 and the bootstrap procedure can be proved to be consistent, that is, that the power tends to 1 under H 1 in (10).
As it is done in the classical framework, the Monte Carlo method is employed to approximate the distribution of T boot n .
Algorithm for the bootstrap test
Step 1.
compute the value of the statistic T n defined in (15).
Step 2. Obtain a bootstrap sample
and compute the value of the bootstrap statistic T boot n defined in (21).
Step 3. Repeat Step 2 a large number B of times to get a set E of B values of the bootstrap statistics.
Step 4. Compute the bootstrap p-value as the proportion of values in E which are greater than or equal to T n .
Simulation studies
In order to check the behavior of the theoretical approach proposed in Section 4, some models are analyzed by means of simulation studies. Suppose that we have a real random variable that cannot be perceived but from which we know that its true mean m X belongs to the interval (−∞, m 1 ]. Thus, two models are simulated so that a sample of midpoints is generated having the same mean as m X as well as the corresponding spreads that can be independent or dependent of the mid-points (first case refers to Model 1 and the second one refers to Model 2). Finally, we obtain a sample of intervals that can be considered as disturbances of the true but not observable real data. These two models are defined as follows:
• Model 1: mid X ≡ N (2, 5) and spr X ≡ U (1, 5).
• Model 2: mid X ≡ N (2, 5) and spr X ≡ mid X + U (0, 2).
The aim is to solve the following test for the two models above:
Three different situations will be analyzed for each model depending on the similarity measure The bootstrap approach in Section 4 has been implemented, providing for 10000 simulations with 1000 bootstrap replications at the usual significance levels ρ (.01, .05 and .1) for different sample sizes. Results are gathered in Tables 1, 2 Tables 1, 2 , 3, 4, 5 and 6 display that the empirical sample sizes are in all the cases quite close to the nominal significance levels for sample sizes greater than or equal to n = 50. In addition, there are no considerable differences between the independent (Model 1) and dependent (Model 2) situations. However, it would be interesting to address a deeper sensitive analysis as future work in order to check if there are remarkable influences, for instance, on 
Conclusions
The classical one-sided hypothesis testing for the mean of real random variables which values cannot be observed as real values but intervals in which the true value is included in has been proposed in this contribution. Thus, the problem has been translated as a similarity test between the expectation of a random interval and a specific interval. The limit distribution of a suggested test statistic has been analyzed by means of both asymptotic and bootstrap approaches. Later, some simulations have been achieved to show that the bootstrap approach is suitable for moderate sample sizes.
In the future, a deep study of the influence of the variables chosen for the simulations should be carried out as well as a deep study regarding the power of the proposed test. In addition, it would be interesting to consider other similarity measures proposed in the literature and to extend the results provided in this work to the fuzzy framework. Some applications of the methodology suggested in this paper will be also tackled as well as the extension of the problem to the fuzzy sets framework.
