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CA classification accuracy klasifikacijska tocˇnost
CBOW continuous bag of words neprekinjena vrecˇa besed
CNN convolutional neural network konvolucijska nevronska mrezˇa




DNN deep neural network globoka nevronska mrezˇa
GRU gated recurrent units rekurencˇni modul nevronske
mrezˇe z vrati
KNN k-nearest neighbors k-najbljizˇih sosedov
LSTM long short-term memory nevronske mrezˇe z dolgim
kratkorocˇnim spominom
NLTK natural language toolkit zbirka orodij za procesiranje
naravnega jezika




ReLU rectified linear unit pragovna linearna funkcija
RNN recurrent neural network rekurencˇna nevronska mrezˇa
SVM support vector machine metoda podpornih vektorjev

Povzetek
Naslov: Uporaba globokih nevronskih mrezˇ za locˇevanje avtomatsko gene-
riranih in rocˇno napisanih cˇlankov
Avtor: Amon Stopinsˇek
V diplomskem delu se ukvarjamo s klasifikacijo besedil na problemu locˇevanja
cˇlankov, ki jih je napisal cˇlovek, od cˇlankov, ki jih je napisal stroj. Na
problemu smo preizkusili razlicˇne arhitekture konvolucijskih in rekurencˇnih
globokih nevronskih mrezˇ ter razlicˇne predstavitve besedil. Modele smo testi-
rali na podatkovni zbirki rocˇno napisanih in generiranih cˇlankov o hujˇsanju.
Najboljˇse rezultate smo dosegli z uporabo arhitekture BLSTM z besednimi
vlozˇitvami word2vec. S tem modelom smo dosegli 96, 71% klasifikacijsko
tocˇnost na testni podatkovni mnozˇici na rocˇno napisanih cˇlankih, 100% kla-
sifikacijsko tocˇnost na cˇlankih, generiranih s slabim modelom in 97, 41% kla-
sifikacijsko tocˇnost na cˇlankih, generiranih z dobrim modelom.
Kljucˇne besede: umetna inteligenca, globoke nevronske mrezˇe, klasifikacija
besedil, procesiranje naravnega jezika.

Abstract
Title: Using deep neural networks for differentiating automatically gener-
ated from manually written articles
Author: Amon Stopinsˇek
This thesis deals with the text classification on the problem of classifying
manually written and automatically generated articles. We tested various
convolutional and recurrent deep neural network architectures and various
text representations. Models were tested on a dataset of manually written
and automatically generated articles about weight loss. Best results were
achieved with a model using the BLSTM architecture and word2vec word
embeddings. With this model, we achieved 96, 71% classification accuracy
on the test dataset of manually written articles, 100% classification accuracy
on articles generated with the bad model and 97, 41% classification accuracy
on articles generated with the good model.





Z napredkom nevronskih mrezˇ [12] so se zacˇeli pojavljati modeli za generi-
ranje besedil [38]. Generirana besedila se ob branju hitro locˇi od cˇlovesˇko
napisanih. Kljub slabi kvaliteti pa je predvsem na spletu precej mozˇnosti za
uporabo taksˇnih besedil. Generirana besedila bi se lahko naprimer upora-
bila za cˇlanke, namenjene optimizaciji spletnih strani, recenziji izdelkov in
storitev [24] ali grajenju profilov na forumih in socialnih omrezˇjih [13].
Zaradi pomanjkanja nadzora nad verodostojnostjo generiranega besedila
in preproste avtomatizacije generiranja in objave je pomembno, da imamo
na voljo ucˇinkovit model, ki taksˇna besedila zazna. Po drugi strani lahko
model, ki dobro locˇuje generirana besedila od rocˇno napisanih, uporabimo za
izboljˇsavo modela za generiranje besedil.
Locˇevanje avtomatsko generiranih in rocˇno napisanih cˇlankov je problem
klasifikacije besedil v dve kategoriji. Od najbolj tipicˇnih primerov klasifikacije
besedil, kot je na primer zaznavanje nezˇelene elektronske posˇte, se locˇi v tem,
da se pri klasifikaciji modeli ne morejo zanasˇati na frekvenco dolocˇenih besed
ali besednih zvez.
Glavni cilj diplomske naloge je preizkus in primerjava razlicˇnih arhitektur
globokih nevronskih mrezˇ na problemu locˇevanja rocˇno napisanih in generi-
ranih cˇlankov. V 2. poglavju smo predstavili problem klasifikacije besedil,
opisali postopek grajenja modela za klasifikacijo in predstavili nekaj mode-
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lov za klasifikacijo besedil z globokimi nevronskimi mrezˇami. V 3. poglavju
so opisane uporabljene arhitekture nevronskih mrezˇ in predstavitve besedil.
V 4. poglavju smo predstavili uporabljeno podatkovno mnozˇico, zgrajene
modele, cˇase ucˇenja in klasifikacije modelov ter rezultate.
Poglavje 2
Klasifikacija besedil
Klasifikacija besedil je problem procesiranja naravnega jezika. V praksi
ima problem sˇirok nabor uporabe, kot je zaznavanje nezˇelene elektronske
posˇte [21], zaznavanje sentimenta [30], ocenjevanje/rangiranje besedil [1],
oznacˇevanje dokumentov [25].
Problem se najpogosteje resˇuje z dvema razlicˇnima pristopoma - z upo-
rabo klasicˇnih metod strojnega ucˇenja (SVM, KNN, naivni Bayes) [14] ali z
nevronskimi mrezˇami z uporabo razlicˇnih arhitektur (CNN, RNN) [40].
Grajenje modelov za klasifikacijo besedila sestoji iz vecˇih korakov:
1. priprave ucˇne in testne mnozˇice:
Celotno mnozˇico podatkov razdelimo na ucˇno in testno mnozˇico. Obicˇajno
70% podatkov namenimo za ucˇno mnozˇico, preostalih 30% pa za testno
mnozˇico.
2. normalizacije besedila:
Iz besedila odstranimo odvecˇne dele, poenotimo strukturo in dodamo
dodatne oznake [41, 42]. Najpogostejˇse operacije v tem koraku so:
• odstranitev oznacˇevalnih znacˇk (HTML, XML),
• pretvorba cˇrk z veliko zacˇetnico v malo,
• poenotenje predstavitve numericˇnih vrednosti,
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• dodajanje oblikoskladenjskih oznak.
3. predstavitev podatkov:
V tem koraku besedilo pretvorimo v obliko, primerno za ucˇenje modela.
Odvisno od arhitekture mrezˇe lahko besede le nadomestimo z indeksom
iz slovarja vseh besed, besede predstavimo v obliki vlozˇenih vektorjev
ali celotno besedilo pretvorimo v vrecˇo besed.
4. ucˇenja modela (glej razdelek 2.1),
5. evalvacije modela:
Tocˇnost modela je potrebno oceniti. V ta namen model uporabimo za
napovedovanje razredov v testni mnozˇici.
Klasifikacijska tocˇnost (2.1) predstavlja delezˇ pravilno klasificiranih pri-
merov od vseh napovedi. Mera v primeru neuravnotezˇene razporeditve
med razredi slabo prikazˇe natancˇnost modela. V dvorazrednih klasifi-
kacijskih problemih se jo lahko izracˇuna kot:
CA =
TP + TN
TP + TN + FP + FN
(2.1)
kjer TP predstavlja sˇtevilo pravilno klasificiranih pozitivnih prime-
rov, TN sˇtevilo pravilno klasificiranih negativnih primerov, FP sˇtevilo
napacˇno klasificiranih negativnih primerov v pozitivne in FN sˇtevilo
napacˇno klasificiranih pozitivnih primerov v negativne.
Matrika zmot v obliki tabele prikazuje sˇtevilo pravilnih in napacˇnih
napovedi razporejenih po razredih. Uporabna je predvsem v primeru
neuravnotezˇenih razredov. Tabela 2.1 prikazuje matriko zmot pri dvo-















Tabela 2.1: Matrika zmot pri dvorazrednem problemu, kjer je s P oznacˇen
pozitivni razred in z N negativni.
2.1 Ucˇenje modela
Pri ucˇenju nevronskih mrezˇ je zelo pomembna pravilna nastavitev hiper para-
metrov [2]. Hiper parametri dolocˇajo strukturo nevronske mrezˇe (npr. sˇtevilo
skritih plasti) in postopek ucˇenja (npr. hitrost ucˇenja).
2.1.1 Hitrost ucˇenja
Hitrost ucˇenja (ang. learning rate) dolocˇa, s kaksˇnim korakom popravimo
utezˇi v smeri minimuma. V primeru premajhne hitrosti ucˇenja bo ucˇenje
modela pocˇasno, lahko se zgodi, da obticˇimo v lokalnem minimumu. Cˇe
je hitrost ucˇenja prevelika, pride to prevelikih sprememb utezˇi, globalnega
minimuma pa zaradi tega ne dosezˇemo. Na sliki 2.1 sta prikazana primera
prevelike in premajhne hitrosti ucˇenja.
2.1.2 Velikost paketa
Velikost paketa (ang. batch size) dolocˇa, koliko ucˇnih primerov bo sˇlo skozi
mrezˇo v enem koraku vzvratnega razsˇirjanja napake. Vecˇja velikost paketa
bolje oceni gradient, a porabi vecˇ pomnilnika [8] in lahko vodi v slabsˇo po-
splosˇitev modela [20].
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Slika 2.1: Primera prevelike in premajhne ucˇne hitrosti [33].
2.1.3 Sˇtevilo ucˇnih iteracij
Sˇtevilo ucˇnih iteracij (ang. epoch) predstavlja kolikokrat modelu pokazˇemo
vse ucˇne primere. V primeru premajhnega sˇtevila ucˇnih iteracij dobimo
slabsˇi model, cˇe pa jih je prevecˇ, lahko pride do prevelikega prileganja ucˇnim
podatkom (ang. overfitting).
2.2 Klasifikacija besedil z DNN
Na podrocˇju klasifikacije besedil z globokimi nevronskimi mrezˇami (ang.
Deep Neural Networks (DNN)) prevladujejo modeli, osnovani na konvolucij-
skih nevronskim mrezˇah (CNN) in rekurencˇnih nevronskih mrezˇah (RNN) [40].
Besedila so predstavljena kot zaporedja besed, preslikanih v besedne vlozˇitve
(glej razdelek 3.4) ali kot zaporedje znakov predstavljenih v obliki vektorjev
kodiranih z uporabo kodiranja one − hot. Kodiranje one − hot kategoricˇne
podatke predstavi v obliki vektorjev, kjer ima en element vektorja vrednost
1, vsi ostali elementi pa vrednost 0. Sˇtevilo razlicˇnih vrednosti v kategoriji
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dolocˇa dolzˇino vektorja [22].
2.2.1 LSTM
V literaturi je napogosteje omenjen model, osnovan na besedah z enim nivo-
jem LSTM enot in polno povezano plastjo (glej razdelek 3.1.1). Besede so
predstavljene v obliki besednih vlozˇitev.
Poleg osnovne verzije LSTM se pogosto uporablja tudi BLSTM [36], ki
se v dolocˇenih primerih ucˇi hitreje od LSTM. BLSTM idejo o dvosmernem
vhodu iz BRNN (glej razdelek 3.1.3) uporabi na LSTM.
2.2.2 CNN
V delu [39] so naredili pregled nad razlicˇnimi nastavitvami hiper parame-
trov na problemu klasifikacije teksta s CNN. Priporocˇajo uporabo besednih
vlozˇitev, zdruzˇevalne funkcije max-pooling (glej razdelek 3.2.2), konvolucijo
po eni dimenziji s filtrom velikosti okoli 10 ali zaporedjem filtrov s skupno ve-
likostjo okoli 10. Pri kompleksnejˇsih modelih predlagajo uporabo izpusˇcˇanja
nevronov z visoko stopnjo izpusˇcˇanja (0.5). Izpusˇcˇanje enot (ang. dropout)
resˇuje problem prevelikega prileganja ucˇnim podatkom. Stopnja izpusˇcˇanja
predstavlja verjetnost izkljucˇitve nevrona za trenutni ucˇni primer.
2.2.3 C-LSTM
Cˇlanek [40] predlaga novo arhitekturo C-LSTM za klasifikacijo teksta. Glavni
komponenti predlagane arhitekture C-LSTM sta plasti CNN in LSTM. Kon-
volucijska plast iz zaporedja besed izlusˇcˇi znacˇilnosti, plast LSTM pa poskrbi
za pomnjenje dolgorocˇnih odvisnosti. Predlagana arhitektura dosega rezul-
tate, primerljive uveljavljenim DNN modelom za klasifikacijo teksta.
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2.2.4 RCNN
Model RCNN, predlagan v [23], sestavlja plast iz dvosmerne RNN, ki ji sle-
dita konvolucijska plast in zdruzˇevalna plast z max-pooling funkcijo. Z re-
kurencˇnim nivojem se zajame kontekst, konvolucijska plast pa poskrbi za
predstavitev podatkov na viˇsjem nivoju. Zdruzˇitev RNN in CNN daje boljˇse
rezultate od CNN na problemu klasifikacije teksta.
2.3 Uporabljena orodja
2.3.1 Keras
Keras je odprtokodna visokonivojska knjizˇica za delo z nevronskimi mrezˇami [19].
Je ovojnica okoli knjizˇic za delo z nevronskimi mrezˇami TensorFlow, CNTK
in Theano. Razvita je bila z namenom enostavnega in hitrega eksperimen-
tiranja z nevronskimi mrezˇami. Podpira konvolucijske in rekurencˇne tipe
nevronskih mrezˇ, ki jih lahko med seboj kombiniramo.
2.3.2 Natural Language Toolkit
NLTK je python knjizˇica z orodji za delo z naravnim jezikom [27]. Ponuja




3.1 Rekurencˇne nevronske mrezˇe (RNN)
Rekurencˇne nevronske mrezˇe so razsˇiritev usmerjenih nevronskih mrezˇ, ki
vsebujejo ciklicˇne povezave. Cikel omogocˇa prenos skritega stanja celice v
naslednji korak. Zaradi tega se te mrezˇe dobro obnesejo pri problemih, kjer
je pomembno ohranjanje informacije skozi zaporedje podatkov. Rekurencˇne
nevronske mrezˇe se dobro obnesejo pri prepoznavanju govora [10] in roko-
pisa [11].
Slika 3.1 prikazuje shemo osnovne rekurencˇne nevronske mrezˇe iz enega
modula. xt predstavlja vhodno matriko v nevronsko mrezˇo, ht izhod iz ne-
vronske mrezˇe, modra povezava pa oznacˇuje ciklicˇno povezavo.
Slika 3.1: Shema osnovne RNN (prirejeno po [29]).
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Osnovna razlicˇica RNN ima problem z rastocˇim in pojemajocˇim gradien-
tom.
Pri pojavu rastocˇega gradienta ima model tezˇave pri ucˇenju kratkorocˇnih
odvisnosti. Odprava rastocˇega gradienta je relativno enostavna. Problem
se lahko odpravi z nastavitvijo utezˇi < 1 ali omejitvijo najvecˇje vrednosti
gradienta [31].
Ob pojavu pojemajocˇega gradienta se model ne naucˇi dolgorocˇnih odvi-
snosti med podatki v daljˇsih zaporedjih [3]. Problem se najpogosteje resˇuje
z uporabo posebnih aktivacijskih funkcij. Primera taksˇne resˇitve sta LSTM
in GRU.
3.1.1 LSTM
Long Short Term Memory so posebna vrsta RNN, ki se lahko naucˇijo od-
visnosti med podatki v daljˇsih zaporedjih. Ucˇenje dolgorocˇnih odvisnosti
omogocˇa spominska celica, ki si lahko dolgorocˇno zapomni majhen del infor-
macije. Na sliki 3.2 je modul LSTM, ki ga sestavlja spominska celica in vrata
za izracˇun vrednosti spominske celice in izhoda.
Spominska celica lahko stanje ob prenosu v naslednji korak ohrani, ga
delno spremeni ali popolnoma nadomesti z novim stanjem [29]. Vsebino ce-
lice dolocˇata spominska in vhodna vrata. Zaradi nacˇina delovanja spominske
celice pri ucˇenju z vzratnim razsˇirjanjem napake skozi cˇas (ang. backpro-
pagation through time (BPTT)) ne pride do pojemajocˇega gradienta, ki se
pojavlja pri ucˇenju osnovne RNN.
Spominska vrata dolocˇajo, katero informacijo bomo zavrgli iz spominske
celice z vsebino ct−1. Izracˇunana so kot (3.1), kjer je σg logisticˇna funkcija,
Wf in Uf utezˇi spominskih vrat, bf pristranskost spominskih vrat, xt vhod v
LSTM celico in ht−1 izhod LSTM celice v prejˇsnjem koraku.
ft = σg(Wfxt + Ufht−1 + bf ) (3.1)
Vmesna vrednost spominske celice (3.2) je izracˇunana s Hadamardovim
produktom med izhodom spominskih vrat ft (3.1) in prejˇsnjo vrednostjo
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Slika 3.2: Shema LSTM modula (prirejeno po [29]).
spominske celice ct−1. Znak ◦ oznacˇuje Hadamardov produkt.
ctemp = ft ◦ ct−1 (3.2)
Vhodna vrata (3.5) dolocˇajo prepustnost nove informacije v spominsko
celico. Z omejevanjem prepustnosti spominsko celico sˇcˇitijo pred nepomemb-
nimi vhodi. Sestavljena so iz dveh delov. Prvi del (3.3) dolocˇa, kateri deli
informacije se bodo posodobili. Wi in Ui predstavljata utezˇi prvega dela
vhodnih vrat, bi pa pristranskost prvega dela vhodnih vrat. Drugi del (3.4)
sestavi matriko z novo informacijo. tanh predstavlja hiperbolicˇni tangens,
Wc in Uc utezˇi drugega dela vhodnih vrat, bi pa pristranskost drugega dela
vhodnih vrat. Izhod vhodnih vrat (3.5) je zdruzˇitev obeh delov s Hadamar-
dovim produktom.
it = σg(Wixt + Uiht−1 + bi) (3.3)
c˜ = tanh(Wcxt + Ucht−1 + bc) (3.4)
cn = it ◦ c˜ (3.5)
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Nova vrednost spominske celice (3.6) je izracˇunana kot vsota med vmesno
vrednostjo spominske celice (3.2) in izhodom vhodnih vrat (3.5).
ct = ctemp + cn (3.6)
Izhodna vrata (3.8) dolocˇajo prepustnost informacije iz spominske celice.
Z omejevanjem prepustnosti preprecˇujejo posredovanje nepomembnih infor-
macij.
Izhod izhodnih vrat (3.8) se izracˇuna s Hadamardovim produktom med
izhodno prepustnostjo (3.7) in vrednostjo hiperbolicˇnega tangensa nad vre-
dnostjo spominske celice (3.6). Wo in Uo predstavljata utezˇi izhodnih vrat,
bo pa predstavlja pristranskost izhodnih vrat.
ot = σg(Woxt + Uoht−1 + bo) (3.7)
ht = ot ◦ tanh(ct) (3.8)
3.1.2 GRU
Modul GRU na sliki 3.3 je sestavljen iz vrat za resetiranje in posodabljanje.
Glavna razlika v primerjavi z LSTM je odsotnost locˇene spominske celice in
izhodnih vrat. Preprostejˇsa arhitektura modula v primerjavi z LSTM pri-
pomore k hitrejˇsemu ucˇenju in boljˇsim rezultatom na nekaterih podatkovnih
mnozˇicah [16].
Izhod GRU (3.9) je izracˇunan kot vsota med stanjem v prejˇsnji iteraciji
ht−1 in predlaganim novim stanjem v trenutnem stanju h˜t (3.12). Razmerje
med prejˇsnjim in predlaganemu novemu stanju dolocˇa izhod vrat za posoda-
bljanje zt (3.10). Znak ◦ oznacˇuje Hadamardov produkt.
ht = (1− zt) ◦ ht−1 + zt ◦ h˜t (3.9)
Vrata za posodabljanje (3.10) dolocˇajo, koliko informacije iz prejˇsnjega
stanja se prenese v trenutno stanje. Simbol σg oznacˇuje logisticˇno aktivacij-
sko funkcijo, Wz in Uz utezˇi vrat za posodabljanje, bz pristranskost vrat za
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Slika 3.3: Shema GRU modula (prirejeno po [29]).
posodabljanje, xt vhod v GRU modul in ht−1 izhod GRU modula v prejˇsnjem
koraku.
zt = σg(Uzht−1 +Wzxt + bz) (3.10)
Vrata za resetiranje (3.11) dolocˇajo, katere informacije iz stanja v prejˇsnji
iteraciji naj se zavrzˇejo. Simbola Wr in Ur predstavljata utezˇi vrat za reseti-
ranje, br pa pristranskost vrat za resetiranje.
rt = σg(Urht−1 +Wrxt + br) (3.11)
Predlagano novo stanje (3.12) je dolocˇeno s trenutnim vhodom v modul
GRU xt in Hadamardovim produktom med izhodom vrat za resetiranje rt
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(3.11) in izhodom iz modula v prejˇsnjem koraku ht−1. Simbola Wc in Uc
predstavljata utezˇi, bc pa pristranskost predlaganega novega stanja.
h˜t = tanh(Uc(rt ◦ ht−1) +Wcxt + bc) (3.12)
3.1.3 Dvosmerne rekurencˇne nevronske mrezˇe (BRNN)
BRNN (ang. Bidirectional RNN ) so razsˇiritev RNN, kjer se vhodno plast z
RNN moduli razdeli v dve skupini. Prva skupina modulov prejme vhod v
pravem vrstnem redu, druga skupina modulov pa vhod v obratnem vrstnem
redu. Skupini se nato zdruzˇita s povprecˇenjem istolezˇnih izhodov [35]. Doda-
tni vhodi s podatki v obratnem vrstnem redu v nekaterih primerih pospesˇijo
ucˇenje modela in izboljˇsajo tocˇnost.
3.2 Konvolucijske nevronske mrezˇe (CNN)
Konvolucijske nevronske mrezˇe so v osnovi namenjene resˇevanju problemov
racˇunalniˇskega vida. Ideja CNN je, da se s filtri (konvolucijskimi plastmi)
dolocˇi lokalne znacˇilnosti, ki jih nato zdruzˇimo v vecˇje skupine (ang. pooling),
nad katerimi lahko ponovno dolocˇamo lokalne znacˇilnosti in jih na koncu
uporabimo za napovedovanje v polno povezani plasti [15].
Za resˇevanje problemov iz procesiranja naravnega jezika se obicˇajno pri-
lagodi operacije konvolucije in zdruzˇevanja (ang. pooling) tako, da delujejo
le na eni dimenziji [39].
Na sliki 3.4 je prikazana preprosta shema CNN z dvema konvolucijskima
plastema in zdruzˇevalno plastjo z max-pooling funkcijo.
3.2.1 Konvolucijska plast
Konvolucijska plast izvede konvolucijo z naucˇenim jedrom nad podatki. Eno-
tno jedro za celotno plast omogocˇa hitrejˇse ucˇenje mrezˇe.
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Slika 3.4: Shema preproste CNN (prirejeno po [28]).
3.2.2 Zdruzˇevalna (ang. pooling) plast
Zdruzˇevalna plast zmanjˇsa sˇtevilo parametrov. Med najbolj popularnimi je
metoda max-pooling, ki lokalna obmocˇja zdruzˇuje tako, da obmocˇja razdeli
na neprekrivajocˇe dele in kot rezultat vrne najvecˇjo aktivacijsko vrednost iz
posameznega obmocˇja. S tem se ohrani informacija o prisotnosti pomembnih
znacˇilnosti, a se izgubi njihov polozˇaj [17].
Slika 3.5 prikazuje primer operacije max-pooling s filtrom velikosti 2 ∗ 2.
Barve ponazarjajo razdelitev obmocˇij na neprekrivajocˇe se dele velikosti 2∗2.
16 Amon Stopinsˇek
Slika 3.5: Max-pooling s filtrom velikosti 2 ∗ 2.
3.3 Aktivacijske funkcije
3.3.1 Logisticˇna funkcija
Logisticˇna funkcija (3.13) omeji vrednost izhoda na interval med 0 in 1.
Slabi lastnosti logisticˇne funkcije sta pojav pojemajocˇega gradienta in to, da
zaloga vrednosti funkcije ni centrirana na 0, kar lahko vodi do pocˇasnejˇsega
ucˇenja [18].





Hiperbolicˇni tangens (3.14) je raztegnjena logisticˇna funkcija, ki omeji vre-
dnost izhoda na interval med -1 in 1. Zaloga vrednosti funkcije je v nasprotju
z logisticˇno funkcijo centrirana na 0 [18].





Aktivacijska funkcija ReLU (3.15) omeji spodnjo vrednost izhoda na 0. Za-
radi preproste matematicˇne operacije lahko v primerjavi z logisticˇno funkcijo
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in hiperbolicˇnim tangesom pospesˇi ucˇenje za faktor 6. Uporaba te aktivacij-
ske funkcije lahko vodi v problem umirajocˇih nevronov, kjer se utezˇi nevrona
posodobijo tako, da je izhod iz nevrona zaradi uporabe aktivacijske funkcije
ReLU za vse vhode enak 0 [18].
f(n) =
0 za x < 0x za x ≥ 0 (3.15)
3.3.4 Softmax
Softmax (3.16) je aktivacijska funkcija, ki vrednosti vhodnega vektorja x
skrcˇi na interval med 0 in 1 tako, da je vsota vrednosti enaka 1. Izhod je





∀j ∈ 1..N (3.16)
3.4 Besedne vlozˇitve
Besedne vlozˇitve so ena izmed mozˇnih nacˇinov predstavitve besedil, primerne
za ucˇenje nevronskih mrezˇ na problemih procesiranja naravnega jezika. Po-
samezne besede se preslikajo v vnaprej izracˇunan vektor realnih sˇtevil.
3.4.1 Word2Vec
Word2Vec je orodje za ucˇenje besednih vlozˇitev. Ucˇenje besednih vlozˇitev je
mozˇno z dvema razlicˇnima modeloma - continuous bag of words (CBOW) in
continuous skip-gram [37].
Ucˇenje besednih vlozˇitev poteka tako, da ucˇimo model za izmiˇsljen pro-
blem. Naucˇenega modela ne uporabljamo za napovedovanje, temvecˇ upora-
bimo naucˇene utezˇi na skritem nivoju, ki predstavljajo vrednosti besednih
vlozˇitev.
Pri metodi CBOW se ucˇi model za napovedovanje besede glede na ostale
besede v okolici napovedane besede.
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Pri metodi continuous skip-gram se ucˇi model za obratno nalogo. Ucˇi se
model za napovedovanje besed v okolici dane besede. V primerjavi s CBOW
je ucˇenje tega modela pocˇasnejˇse, a daje boljˇse rezultate pri besedah, ki se
redkeje pojavljajo [26].
3.4.2 GloVe
GloVe je algoritem za ucˇenje besednih vlozˇitev. Vrednosti besednih vlozˇitev
se izracˇunajo z gradnjo matrike, ki ponazarja, kako pogosto se dolocˇena be-
seda pojavi v nekem kontekstu. Dimenzije zgrajene matrike se nato zmanjˇsajo
z matricˇno faktorizacijo. Vrstice v pomanjˇsani matriki predstavljajo vredno-
sti besednih vlozˇitev za posamezne besede [32].
3.4.3 FastText
FastText je orodje za klasifikacijo besedil in ucˇenje besednih vlozˇitev [5].
Tako kot word2vec tudi fastText omogocˇa ucˇenje besednih vlozˇitev z mo-
deloma continuous bag of words in continuous skip-gram. Glavna razlika v
primerjavi z word2vec je ucˇenje na zaporedju znakov namesto na besedah.
Model se zaradi tega naucˇi zgradbo besed in lahko zgradi besedne vlozˇitve
tudi za besede, ki se ne pojavijo v ucˇnem korpusu [4].
Poglavje 4
Ucˇenje in evalvacija modelov
4.1 Podatkovna mnozˇica
Podatkovno mnozˇico predstavljeno v tabeli 4.1, smo sestavili iz rocˇno napi-
sanih in generiranih cˇlankov o hujˇsanju.
Generirani cˇlanki so bili generirani z dvema razlicˇnima modeloma, ki sta
se razlikovala po kakovosti besedil.
podatkovna mnozˇica sˇt. cˇlankov sˇt. besed
rocˇno napisani cˇlanki 18.483 10.209.827
generirani cˇlanki s slabim modelom 19.234 11.720.470
generirani cˇlanki z dobrim modelom 581 354.644
skupaj 38.298 22.284.941
Tabela 4.1: Sestava podatkovne mnozˇice
Podatkovno mnozˇico smo razdelili na ucˇno, validacijsko in testno po-
datkovno mnozˇico. Ucˇna mnozˇica je sestavljena iz priblizˇno 70%, validacij-
ska iz priblizˇno 10% in testna mnozˇica iz priblizˇno 20% celotne podatkovne
mnozˇice. Podrobna razdelitev podatkovne mnozˇice je prikazana v tabeli 4.2.
Ucˇno mnozˇico smo uporabili za ucˇenje modela. Validacijsko mnozˇico smo




podatkovna mnozˇica ucˇna validacijska testna
rocˇno napisani cˇlanki 12.938 1.848 3.697
generirani cˇlanki s slabim modelom 13.464 1.924 3.847
generirani cˇlanki z dobrim modelom 406 59 116
skupaj 26.808 3.831 7.660
Tabela 4.2: Razdelitev podatkovne mnozˇice na ucˇno, validacijsko in testno
podatkovno mnozˇico
sˇtevilo plasti, ...). Testno mnozˇico pa smo uporabili za koncˇno primerjavo
rezultatov med razlicˇnimi modeli.
4.1.1 Normalizacija podatkov
Generirani cˇlanki so zˇe bili v normalizirani obliki z besedami, zapisanimi z
majhnimi cˇrkami, brez posebnih znakov, locˇil in sˇtevilk.
Rocˇno napisane cˇlanke smo zato pretvorili v enako obliko. Iz cˇlankov
smo odstranili vse posebne znake, locˇila, sˇtevilke in pretvorili cˇrke z veliko
zacˇetnico v cˇrke z malo zacˇetnico.
Tabela 4.3 prikazuje izseke cˇlankov v normalizirani obliki.
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vrsta primer
rocˇno napisani overweight people are routinely told to exer-
cise more however a study in overweight ado-
lescent girls shows that exercise increases free
radical stress due to the inefficient utilization
of extra oxygen during the exercise process
this means that exercise in the presence of
a lack of antioxidants will increase tissue da-
mage and consequent inflammation resulting
generirani slab model general of the question of this is the best way
to take the ensuring of exercise you can eat a
variety of diet pills and to make it a few the
best results that you can do to lose weight you
have been able to do it off it is not a few years
it will know what you can lose extra weight if
you want to do it to stay out and better to get
fuller at least days for you to lose weight
generirani dober model dancing to lose weight is not only fun it can
surely help people achieve a slim abs that
everyone has the same objective as you wish
the aerobics component above is a very unique
technique which works very well as a great car-
dio workout to burn off excess calories and
extra fat that effectively stored food in the
body when you exercise




Preizkusili smo tri razlicˇne arhitekture modelov za klasifikacijo cˇlankov na
podlagi zaporedja znakov v besedilu.
Predstavitev podatkov
Cˇlanke smo razdelili na zaporedje znakov dolocˇene dolzˇine. Vsak znak iz
zaporedja je imel svoj vhod v nevronsko mrezˇo.
Znake smo preslikali v one-hot vektorje, pri cˇemer smo nabor znakov
omejili na male cˇrke anglesˇke abecede in presledek. Znakovnim zaporedjem,
krajˇsim od dolocˇene dolzˇine, smo na zacˇetek dodali ustrezno sˇtevilo nicˇel,
ki so predstavljale oblogo. Z dodano oblogo smo poenotili dolzˇino vhodov v
model.
Najprimernejˇso dolzˇino vhodov smo dolocˇili za vsak model posebej. Na
sliki 4.1 je graf, ki prikazuje tocˇnost modela v odvisnosti od dolzˇine vhoda
na validacijski podatkovni mnozˇici. Pri modelih CNN in GRU se je klasifi-
kacijska tocˇnost izboljˇsevala sorazmerno z dolzˇino vhoda. Model LSTM je
najboljˇso klasifikacijsko tocˇnost dosegel pri dolzˇini vhoda 172 znakov.
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Slika 4.1: Klasifikacijska tocˇnost znakovnih modelov za razlicˇne dolzˇine vho-
dov na validacijski mnozˇici.
Klasifikacija cˇlankov
Modeli za vhod ne sprejmejo celotnega cˇlanka, temvecˇ le zaporedje znakov
dolocˇene dolzˇine. Za klasifikacijo cˇlanka se zato cˇlanek razdeli na dele ustre-
zne dolzˇine. Za vsak del cˇlanka se z modelom napove verjetnost, da je del
generiran. Iz vseh napovedi delov cˇlanka se nato iz napovedanih verjetnosti
izracˇuna povprecˇje, ki predstavlja verjetnost, da je cˇlanek generiran. Cˇlanki
s povprecˇno verjetnostjo enako ali vecˇjo od 50% so klasificirani kot generirani




Znakovni model CNN je sestavljen iz zaporedja konvolucijskih in zdruzˇevalnih
plasti, katerim sledita polno povezani plasti. Tabela 4.4 opisuje podrobno
zgradbo modela.
plast opis
1 konvolucijska plast s 128 filtri z jedrom velikosti 5 in aktivacijsko
funkcijo relu
2 max-pooling plast z oknom sˇirine 3
3 konvolucijska plast s 128 filtri z jedrom velikosti 3 in aktivacijsko
funkcijo relu
4 max-pooling plast z oknom sˇirine 3
5 polno povezana plast s 128 nevroni
6 plast s 30% izpusˇcˇanjem vhodov
7 polno povezana plast z aktivacijsko funkcijo softmax
Tabela 4.4: Plasti znakovnega modela CNN.
Iz matrike zmot v tabeli 4.5 razberemo, da model CNN na testni mnozˇici
brez napak klasificira rocˇno napisane cˇlanke (100% CA) in cˇlanke generirane
s slabim modelom (100% CA). Model je vse cˇlanke, generirane z dobrim













generirani 116 (0 + 116) 3.847 (3.847 + 0)
Tabela 4.5: Matrika zmot znakovnega modela CNN s 356 znaki na testni
podatkovni mnozˇici. V oklepajih so prikazane napovedi na podatkovnih
mnozˇicah s slabimi (na prvem mestu) in dobro generiranimi cˇlanki (na dru-
gem mestu vsote).
LSTM
Model LSTM je sestavljen iz nivoja s 16 moduli LSTM s 30% izpusˇcˇanjem
enot (ang. dropout). Nivoju z moduli LSTM sledi polno povezana plast z
aktivacijsko funkcijo softmax.
Iz matrike zmot v tabeli 4.6 razberemo, da model LSTM s 172 znaki na
testni podatkovni mnozˇici brez napak klasificira rocˇno napisane cˇlanke (100%
CA) in cˇlanke, generirane s slabim modelom (100% CA). Model cˇlankov,













generirani 116 (0 + 116) 3.847 (3.847 + 0)
Tabela 4.6: Matrika zmot znakovnega modela LSTM s 172 znaki na te-
stni podatkovni mnozˇici. V oklepajih so prikazane napovedi na podatkovnih
mnozˇicah s slabimi (na prvem mestu) in dobro generiranimi cˇlanki (na dru-
gem mestu vsote).
GRU
Model GRU je sestavljen iz nivoja z 32 moduli GRU s 30% izpusˇcˇanjem
enot. Nivoju GRU sledi polno povezana plast z aktivacijsko funkcijo softmax
z dvema izhodoma.
Iz matrike zmot v tabeli 4.7 razberemo, da je model na testni mnozˇici brez
napak klasificiral rocˇno napisane cˇlanke (100% CA) in cˇlanke, generirane s
slabim modelom (100% CA). Model cˇlankov, generiranih z dobrim modelom,













generirani 116 (0 + 116) 3.847 (3.847 + 0)
Tabela 4.7: Matrika zmot znakovnega modela GRU s 316 znaki na testni
podatkovni mnozˇici. V oklepajih so prikazane napovedi na podatkovnih
mnozˇicah s slabimi (na prvem mestu) in dobro generiranimi cˇlanki (na dru-
gem mestu vsote).
4.2.2 Besedni modeli
Preizkusili smo sˇest razlicˇnih arhitektur DNN za klasifikacijo cˇlankov na pod-
lagi zaporedja besed. Pri vsakem modelu smo preizkusili tocˇnost modela z
razlicˇnimi vnaprej naucˇenimi besednimi vlozˇitvami.
Predstavitev podatkov
Cˇlanke smo razdelili na zaporedja besed dolzˇine 128. Besede smo nato pre-
slikali v vektorje besednih vlozˇitev in iz njih sestavili matriko dimenzij
dolˇzina zaporedja * dolˇzina vektorja besedne vlozˇitve
Preizkusili smo tri razlicˇne vnaprej naucˇene besedne vlozˇitve:
Word2vec
300 dimenzionalni vektorji besednih vlozˇitev, naucˇeni na podatkovni
mnozˇici Google Newsl [9].
GloVe
300 dimenzionalni vektorji besednih vlozˇitev, naucˇeni na podatkovni
mnozˇici Common Crawl [7].
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FastText
300 dimenzionalni vektorji besednih vlozˇitev, naucˇeni na podatkovni
mnozˇici Wikipedia [6].
Klasifikacija cˇlankov
Modeli za vhod ne sprejmejo celotnega cˇlanka, temvecˇ zaporedje 128 besed.
Za klasifikacijo cˇlanka se zato cˇlanek razdeli na dele dolzˇine 128 besed. Za
vsak del cˇlanka se z modelom napove verjetnost, da je del generiran. Iz vseh
napovedi delov cˇlanka se nato iz napovedanih verjetnosti izracˇuna povprecˇje,
ki predstavlja verjetnost, da je cˇlanek generiran. Cˇlanki s povprecˇno verje-
tnostjo enako ali vecˇjo od 50% so klasificirani kot generirani cˇlanki, cˇlanki s
povprecˇno verjetnostjo manjˇso od 50% pa kot rocˇno napisani cˇlanki.
Modeli so dele cˇlankov, generiranih z dobrim modelom, zaradi majhnega
sˇtevila primerov, pogosto klasificirali kot rocˇno napisane. Napovedane verje-
tnosti pri napacˇno klasificiranih cˇlankih, generiranih z dobrim modelom, so
bile precej viˇsje od pravilno klasificiranih rocˇno napisanih cˇlankov. Klasifi-
kacijsko tocˇnost modelov pri napovedi delov cˇlankov za cˇlanke, generirane z
dobrim modelom, smo zato izboljˇsali z mnozˇenjem napovedanih verjetnosti s
faktorjem, ki smo ga empiricˇno dolocˇili na validacijski podatkovni mnozˇici. S
tem smo izboljˇsali tudi klasifikacijsko tocˇnost pri klasifikaciji celotnih cˇlankov.
CNN
Model CNN sestavlja zaporedje konvolucijskih in zdruzˇevalnih plasti. Ta-
bela 4.8 opisuje podrobno zgradbo besednega modela CNN.
Graf 4.2 prikazuje primerjavo med besednimi vlozˇitvami na validacijski
podatkovni mnozˇici. Med besednimi vlozˇitvami so se najvecˇje razlike po-
kazale pri klasifikaciji rocˇno napisanih cˇlankov. Najbolje je cˇlanke locˇeval
model z uporabo besednih vlozˇitev word2vec. Model z uporabo besednih
vlozˇitev gloVe je dosegel 100% CA na validacijski podatkovni mnozˇici pri
obeh mnozˇicah generiranih cˇlankov, a dosegel zelo slabe rezultate pri rocˇno
napisanih cˇlankih (61, 61% CA). Z uporabo besednih vlozˇitev fastText je
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plast opis
1 konvolucijska plast s 64 filtri z jedrom velikosti 7 in aktivacijsko
funkcijo relu
2 max-pooling plast z oknom sˇirine 2
3 konvolucijska plast s 64 filtri z jedrom velikosti 5 in aktivacijsko
funkcijo relu
4 max-pooling plast z oknom sˇirine 2
5 konvolucijska plast s 64 filtri z jedrom velikosti 2 in aktivacijsko
funkcijo relu
6 globalna max-pooling plast
7 polno povezana plast z aktivacijsko funkcijo softmax
Tabela 4.8: Plasti besednega modela CNN.
model v primerjavi z besednimi vlozˇitvami gloVe dosegel boljˇse rezultate na
rocˇno napisanih cˇlankih (78, 98% CA) in slabsˇe rezultate na cˇlankih, generi-
ranih z dobrim modelom (91, 52% CA).
Tabela 4.9 z matriko zmot podrobno prikazuje napovedi najboljˇsega mo-
dela CNN z besednimi vlozˇitvami word2vec na testni podatkovni mnozˇici.
Model je na testni podatkovni mnozˇici dosegel 91, 60% CA pri rocˇno napisa-
nih cˇlankih, 100% CA pri cˇlankih, generiranih s slabim modelom in 93, 10%
CA pri cˇlankih, generiranih z dobrim modelom.
GRU
Model GRU je sestavljen iz nivoja s 64 moduli GRU s 30% izpusˇcˇanjem
enot. Nivoju GRU sledi polno povezana plast z aktivacijsko funkcijo softmax
z dvema izhodoma.
Graf 4.3 prikazuje primerjavo med besednimi vlozˇitvami. Med besednimi
vlozˇitvami ni vecˇjih razlik pri napovedovanju rocˇno napisanih cˇlankov in
cˇlankov, generiranih s slabim modelom. Razlike med besednimi vlozˇitvami
se pojavijo pri klasifikaciji cˇlankov, generiranih z dobrim modelom. Tu daje
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Slika 4.2: Primerjava klasifikacijske tocˇnosti besednega modela CNN z












generirani 8 (0 + 8) 3.932 (3.824 + 108)
Tabela 4.9: Matrika zmot besednega modela CNN z besednimi vlozˇitvami
word2vec na testni podatkovni mnozˇici. V oklepajih so prikazane napovedi
na podatkovnih mnozˇicah s slabimi (na prvem mestu) in dobro generiranimi
cˇlanki (na drugem mestu vsote).
najboljˇse napovedi besedna vlozˇitev word2vec, pri kateri model dosezˇe 100%
klasifikacijsko tocˇnost na validacijski podatkovni mnozˇici. Modela z bese-
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dnima vlozˇitvama gloVe in fastText sta pri klasifikaciji cˇlankov, generiranih
z dobrim modelom na validacijski podatkovni mnozˇici dosegla 98, 31% CA
(gloVe) in 96, 61% CA (fastText).
Slika 4.3: Primerjava klasifikacijske tocˇnosti besednega modela GRU pri
dolzˇini vhoda 128 besed z razlicˇnimi besednimi vlozˇitvami na validacijski
podatkovni mnozˇici.
Matrika zmot v tabeli 4.10 podrobno prikazuje napovedi najboljˇsega mo-
dela GRU z besednimi vlozˇitvami word2vec na testni podatkovni mnozˇici.
Model je na testni podatkovni mnozˇici dosegel 92, 85% CA pri rocˇno napisa-
nih cˇlankih, 100% CA pri cˇlankih, generiranih s slabim modelom in 96, 55%
CA pri cˇlankih, generiranih z dobrim modelom.
LSTM
Model LSTM je sestavljen iz nivoja s 64 moduli LSTM s 30% izpusˇcˇanjem














generirani 12 (0 + 12) 3928 (3824 + 104)
Tabela 4.10: Matrika zmot besednega modela GRU z besednimi vlozˇitvami
word2vec na testni podatkovni mnozˇici. V oklepajih so prikazane napovedi
na podatkovnih mnozˇicah s slabimi (na prvem mestu) in dobro generiranimi
cˇlanki (na drugem mestu vsote).
Graf na sliki 4.4 prikazuje primerjavo med besednimi vlozˇitvami na va-
lidacijski podatkovni mnozˇici. Vsi modeli brez napak locˇijo cˇlanke, generi-
rane s slabim modelom. Najboljˇse rezultate dosega besedna vlozˇitev gloVe
(96, 46% CA pri rocˇno napisanih cˇlankih in 96, 61% CA pri cˇlankih, gene-
riranih z dobrim modelom na validacijski podatkovni mnozˇici). Slabsˇe se
pri klasifikaciji rocˇno napisanih cˇlankov obneseta modela z uporabo bese-
dne vlozˇitve word2vec (94, 20% CA na validacijski podatkovni mnozˇici) in
fastText (91, 42% CA na validacijski podatkovni mnozˇici).
V tabeli 4.11 so z matriko zmot podrobno prikazane napovedi naju-
spesˇnejˇsega modela LSTM z besednimi vlozˇitvami gloVe na testni podat-
kovni mnozˇici. Model je na testni podatkovni mnozˇici dosegel 96, 30% CA
pri rocˇno napisanih cˇlankih, 100% CA pri cˇlankih, generiranih s slabim mo-
delom in 91, 37% CA pri cˇlankih, generiranih z dobrim modelom.
BLSTM
Model BLSTM je sestavljen iz nivoja s 64 moduli BLSTM s 30% izpusˇcˇanjem
enot. Nivoju BLSTM sledi polno povezana plast z aktivacijsko funkcijo soft-
max z dvema izhodoma.
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Slika 4.4: Primerjava klasifikacijske tocˇnosti besednega modela LSTM z












generirani 10 (0 + 10) 3.930 (3.824 + 106)
Tabela 4.11: Matrika zmot besednega modela LSTM z besednimi vlozˇitvami
gloVe na testni podatkovni mnozˇici. V oklepajih so prikazane napovedi na
podatkovnih mnozˇicah s slabimi (na prvem mestu) in dobro generiranimi
cˇlanki (na drugem mestu vsote).
Graf 4.4 prikazuje primerjavo med besednimi vlozˇitvami na validacijski
podatkovni mnozˇici. Najboljˇse rezultate je dosegel model z uporabo besednih
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vlozˇitev word2vec (95, 71% CA pri rocˇno napisanih cˇlankih, 100% CA pri
cˇlankih, generiranih s slabim modelom in 98, 30% CA pri cˇlankih, generiranih
z dobrim modelom na validacijski podatkovni mnozˇici). Vsi modeli so brez
napak klasificirali cˇlanke, generirane s slabim modelom. Najslabsˇe rezultate
smo dosegli z uporabo besednih vlozˇitev fastText.
Tabela 4.12 z matriko zmot prikazuje rezultate modela z uporabo be-
sednih vlozˇitev word2vec na testni podatkovni mnozˇici. Model je na testni
podatkovni mnozˇici dosegel 96, 71% CA pri rocˇno napisanih cˇlankih, 100%
CA pri cˇlankih, generiranih s slabim modelom in 97, 41% CA pri cˇlankih,
generiranih z dobrim modelom.
Slika 4.5: Primerjava klasifikacijske tocˇnosti besednega modela BLSTM z













generirani 3 (0 + 3) 3.937 (3.824 + 113)
Tabela 4.12: Matrika zmot besednega modela BLSTM z besednimi vlozˇitvami
word2vec na testni podatkovni mnozˇici. V oklepajih so prikazane napovedi
na podatkovnih mnozˇicah s slabimi (na prvem mestu) in dobro generiranimi
cˇlanki (na drugem mestu vsote).
C-LSTM
Model C-LSTM je sestavljen iz kombinacije CNN in LSTM nivojev. Model
sestavlja konvolucijska plast s 64 filtri z jedrom velikosti 7 in aktivacijsko
funkcijo relu. Sledi ji plast LSTM s 64 moduli ter 30% izpusˇcˇanjem enot.
CNN in LSTM nivojema sledi polno povezana plast z aktivacijsko funkcijo
softmax z dvema izhodoma.
Iz grafa s primerjavo med besednimi vlozˇitvami na sliki 4.6 je razvidno,
da je model pri vseh besednih vlozˇitvah brez napak locˇeval cˇlanke, generirane
s slabim modelom. Model je najboljˇse rezultate dosegel z uporabo besednih
vlozˇitev word2vec. Besedni vlozˇitvi gloVe in fastText sta dosegali veliko slabsˇe
rezultate. Z uporabo besednih vlozˇitev gloVe je model zelo slabo klasificiral
rocˇno napisane cˇlanke (63, 00% CA). Pri besednih vlozˇitvah fastText pa je
model slabo klasificiral cˇlanke, generirane z dobrim modelom (47, 45% CA).
V tabeli 4.13 z matriko zmot so prikazani rezultati najboljˇsega modela
C-LSTM z besedno vlozˇitvijo word2vec na testni podatkovni mnozˇici. Mo-
del je na testni podatkovni mnozˇici dosegel 88, 17% CA pri rocˇno napisanih
cˇlankih, 100% CA pri cˇlankih, generiranih s slabim modelom in 93, 10% CA
pri cˇlankih, generiranih z dobrim modelom.
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Slika 4.6: Primerjava klasifikacijske tocˇnosti besednega modela C-LSTM pri













generirani 8 (0 + 8) 3.932 (3.824 + 108)
Tabela 4.13: Matrika zmot besednega modela C-LSTM z besednimi
vlozˇitvami word2vec na testni podatkovni mnozˇici. V oklepajih so prikazane
napovedi na podatkovnih mnozˇicah s slabimi (na prvem mestu) in dobro
generiranimi cˇlanki (na drugem mestu vsote).
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RCNN
Model RCNN sestavlja plast iz 64 dvosmernih modulov RNN, ki ji sledi
konvolucijska plast z aktivacijsko funkcijo relu s 64 filtri z jedrom velikosti
2 in plast z globalno max-pooling operacijo. Zadnja plast modela je polno
povezana plast z aktivacijsko funkcijo softmax z dvema izhodoma.
Iz grafa na sliki 4.7 je razvidno, da je model dosegel najboljˇse rezul-
tate z uporabo besednih vlozˇitev word2vec (93, 45% CA pri rocˇno napisanih
cˇlankih, 100% CA pri cˇlankih, generiranih s slabim modelom in 96, 61% CA
pri cˇlankih, generiranih z dobrim modelom). Z uporabo besednih vlozˇitev
fastText je model slabsˇe klasificiral rocˇno napisane cˇlanke. Z besednimi
vlozˇitvami gloVe je model v primerjavi z besednimi vlozˇitvami word2vec do-
segel slabsˇe rezultate na rocˇno napisanih cˇlankih in cˇlankih, generiranih z
dobrim modelom.
Slika 4.7: Primerjava klasifikacijske tocˇnosti besednega modela RCNN z
razlicˇnimi besednimi vlozˇitvami na validacijski podatkovni mnozˇici.
Z matriko zmot v tabeli 4.14 so prikazani rezultati modela z besedno
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vlozˇitvijo word2vec na testni podatkovni mnozˇici. Model je na testni podat-
kovni mnozˇici dosegel 93, 88% CA pri rocˇno napisanih cˇlankih, 100% CA pri













generirani 6 (0 + 6) 3.934 (3.824 + 110)
Tabela 4.14: Matrika zmot besednega modela RCNN z besednimi vlozˇitvami
word2vec na testni podatkovni mnozˇici. V oklepajih so prikazane napovedi
na podatkovnih mnozˇicah s slabimi (na prvem mestu) in dobro generiranimi
cˇlanki (na drugem mestu vsote).
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4.3 Cˇasi ucˇenja in klasifikacije
Pri vseh modelih smo merili CPU cˇas ucˇenja in klasifikacije.
4.3.1 Opis sistema
Cˇasi modelov so bili merjeni na spodaj opisanem sistemu:
CPU Intel i5 3570k @4.2Ghz
GPU Nvidia GeForce GTX 1070, gonilnik nvidia 414







4.3.2 Empiricˇno zmerjeni cˇasi ucˇenja in klasifikacije
Tabela 4.15 prikazuje CPU cˇase ucˇenja modelov na ucˇni podatkovni mnozˇici
in CPU cˇase klasifikacije enega cˇlanka s 546 besedami (3132 znaki). Najvecˇji
vpliv na cˇas sta imela izbira tipa nevronske mrezˇe (CNN ali RNN) in dolzˇina
vhoda. Modeli, osnovani na arhitekturi CNN, so bili v primerjavi z RNN
tudi do 12× hitrejˇsi. Pri modelih RNN se je za najhitrejˇsega izkazal model
z arhitekturo GRU.
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CNN 356 znakov 36 min 1 s 1,5 ms
LSTM 172 znakov 3 h 11 min 33 s 3,7 ms
GRU 316 znakov 7 h 45 min 4,9 ms
CNN 128 besed, besedna
vlozˇitev word2vec
18 min 16 s 0,8 ms
GRU 128 besed, besedna
vlozˇitev gloVe
1 h 41 min 35 s 12,6 ms
LSTM 128 besed, besedna
vlozˇitev word2vec
2 h 6 min 2 s 15,7 ms
BLSTM 128 besed, besedna
vlozˇitev word2vec





2 h 1 min 19 s 15,7 ms
RCNN 128 besed, besedna
vlozˇitev word2vec
1 h 28 min 1 s 6,6 ms
Tabela 4.15: CPU cˇasi ucˇenja modelov in klasifikacije enega primera.
4.4 Rezultati
Vsi modeli so brez napak klasificirali cˇlanke iz mnozˇice cˇlankov, generiranih s
slabim modelom. Pri klasifikaciji cˇlankov, generiranih z dobrim modelom, so
bili uspesˇni le besedni modeli. Razlog za to je najverjetneje majhno sˇtevilo
cˇlankov, generiranih z dobrim modelom, v primerjavi z rocˇno napisanimi
cˇlanki in cˇlanki, generiranimi s slabim modelom.
Znakovni modeli so brez napak klasificirali rocˇno napisane cˇlanke in cˇlanke,
generirane s slabim modelom. Cˇlanke, generirane z dobrim modelom, so vsi
znakovni modeli klasificirali napacˇno.
Razlike med znakovnimi modeli so bile zelo majhne tudi pred klasifika-
cijo celotnih cˇlankov. V tabeli 5.2 v dodatku A so z matriko zmot prikazani
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rezultati znakovnega modela LSTM, ki je edini izmed znakovnih modelov pri
klasifikaciji delov cˇlankov dvakrat pravilno klasificiral del cˇlanka iz mnozˇice
cˇlankov, generiranih z dobrim modelom. Matrika zmot v tabeli 5.1 v dodatku
A prikazuje rezultate znakovnega modela CNN pri klasifikaciji delov cˇlankov
na testni podatkovni mnozˇici. Ta model je dosegel najboljˇso klasifikacijsko
tocˇnost pri klasifikaciji delov cˇlankov med znakovnimi modeli na rocˇno na-
pisanih cˇlankih. Znakovni model GRU je dosegel najboljˇse rezultate med
znakovnimi modeli pri klasifikaciji cˇlankov, generiranih s slabim modelom.
Podrobni rezultati znakovnega modela GRU pri klasifikaciji delov cˇlankov so
prikazani z matriko zmot v tabeli 5.3 v dodatku A.
Besedni modeli so bili pri klasificiranju cˇlankov, generiranih z dobrim mo-
delom, uspesˇnejˇsi. Pri uspesˇnosti modela je imela velik vpliv izbira besedne
vlozˇitve. Med besednimi vlozˇitvami so se na isti arhitekturi nevronske mrezˇe
pojavile velike razlike v tocˇnosti modelov. Izbira najboljˇse besedne vlozˇitve
je bila zelo odvisna od modela. Najboljˇse rezultate smo najvecˇkrat dosegli z
uporabo besednih vlozˇitev word2vec.
Z RNN smo najboljˇse rezultate na testni podatkovni mnozˇici dosegli z
modelom BLSTM z uporabo besednih vlozˇitev word2vec, ki je dosegel naj-
boljˇse rezultate med vsemi preizkusˇenimi modeli. Model GRU je dosegal
malo boljˇse rezultate od LSTM brez dvosmernega vhoda. Model s CNN se
je izkazal za slabsˇega od modelov z RNN. Model RCNN, ki je sestavljen z
zdruzˇenjem arhitektur RNN in CNN, je na testni podatkovni mnozˇici dosegel
rezultate, primerljive z ostalimi modeli RNN. Zanimivo je, da smo pri arhi-
tekturi C-LSTM, ki zdruzˇuje arhitekturi RNN in CNN v obratnem vrstnem
redu, dosegli najslabsˇe rezultate med besednimi modeli.
Pri klasifikaciji delov cˇlankov je najboljˇse rezultate tako kot pri klasifi-
kaciji celotnih cˇlankov dosegel model BLSTM. Tabela 5.7 v dodatku B z
matriko zmot prikazuje rezultate besednega modela BLSTM pri klasifikaciji
delov cˇlankov. Pri cˇlankih, generiranih s slabim modelom sta boljˇse rezultate
od modela BLSTM pri klasifikaciji delov cˇlankov dosegla modela C-LSTM
(rezultati z matriko zmot so prikazani v tabeli 5.8 v dodatku B) in RCNN
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(rezultati z matriko zmot so prikazani v tabeli 5.9 v dodatku B), ki sta pri
cˇlankih, generiranih s slabim modelom dosegla 99, 99% CA. Besedni mo-
del LSTM je pri klasifikaciji delov cˇlankov dosegel najboljˇse rezultate izmed
vseh besednih modelov pri klasifikaciji rocˇno napisanih cˇlankov. Rezultati
tega modela pri klasifikaciji delov cˇlankov so prikazani z matriko zmot v ta-
beli 5.5 v dodatku B. Besedni model GRU je pri klasifikaciji delov cˇlankov iz
mnozˇice cˇlankov, generiranih z dobrim modelom, dosegel 89, 69% CA (rezul-
tati z matriko zmot so prikazani v tabeli 5.6 v dodatku B) in zaostal samo
za besednim modelom BLSTM. Besedni model CNN je dosegel precejslabsˇe
rezultate od modelov RNN pri klasifikaciji delov cˇlankov na cˇlankih, generi-
ranih z dobrim modelom. Tabela 5.4 v dodatku B z matriko zmot prikazuje
rezultate besednega modela CNN pri klasifikaciji delov cˇlankov.
V tabeli 4.16 je prikazana klasifikacijska tocˇnost vseh modelov na te-
stni podatkovni mnozˇici. Tabela 5.10 v dodatku C prikazuje klasifikacijsko
tocˇnost vseh modelov na testni podatkovni mnozˇici pri klasifikaciji delov
cˇlankov.
model opis r g1 g2
CNN 356 znakov 1, 0000 1, 0000 0, 0000
GRU 316 znakov 1, 0000 1, 0000 0, 0000
LSTM 172 znakov 1, 0000 1, 0000 0, 0000
CNN besedna vlozˇitev word2vec 0, 9160 1, 0000 0, 9310
GRU besedna vlozˇitev word2vec 0, 9285 1, 0000 0, 9655
LSTM besedna vlozˇitev gloVe 0, 9630 1, 0000 0, 9137
BLSTM besedna vlozˇitev word2vec 0,9671 1,0000 0,9741
C-LSTM besedna vlozˇitev word2vec 0, 8817 1, 0000 0, 9310
RCNN besedna vlozˇitev word2vec 0, 9388 1, 0000 0, 9482
Tabela 4.16: Klasifikacijska tocˇnost vseh modelov na testni podatkovni
mnozˇici, razdeljeni po vrsti cˇlankov, kjer so r rocˇno napisani cˇlanki, g1 cˇlanki,
generirani s slabim modelom in g2 cˇlanki, generirani z dobrim modelom.
Poglavje 5
Zakljucˇek
V diplomskem delu smo na problemu locˇevanja rocˇno napisanih in avtomat-
sko generiranih cˇlankov preizkusili razlicˇne arhitekture globokih nevronskih
mrezˇ in razlicˇne predstavitve za vhod v mrezˇo. Uporaba znakovne pred-
stavitve se je izkazala za dovolj dobro na lazˇjem problemu ob dovolj veliki
ucˇni mnozˇici. Predstavitev podatkov z besednimi vlozˇitvami se je izkazala za
boljˇso od znakovne predstavitve. Za dosego dobrih rezultatov je bila pri tem
zelo pomembna izbira vrste besednih vlozˇitev. Pri isti arhitekturi nevronske
mrezˇe so se pri uporabi razlicˇnih besednih vlozˇitev pojavile velike razlike v
tocˇnosti modelov.
Vsi preizkusˇeni modeli so brez napak klasificirali cˇlanke, generirane s sla-
bim modelom. Znakovni modeli niso uspeli pravilno klasificirati cˇlankov,
generiranih z dobrim modelom. Besedni modeli so v nasprotju z znakov-
nimi modeli uspesˇno klasificirali tudi cˇlanke, generirane z dobrim modelom.
Najboljˇse rezultate smo dosegli z besednim modelom, z uporabo arhitekture
BLSTM in besedne vlozˇitve word2vec. Model z uporabo arhitekture BLSTM
je dosegel 96, 71% CA pri klasifikaciji rocˇno napisanih cˇlankov, 100% CA pri
klasifikaciji cˇlankov, generiranih s slabim modelom in 97, 41% CA pri klasifi-
kaciji cˇlankov, generiranih z dobrim modelom na testni podatkovni mnozˇici.
Rezultati vseh preizkusˇenih modelov so prikazani v tabeli 4.16.
V nadaljnjem delu bi bilo potrebno preizkusiti sˇe vecˇji nabor razlicˇnih
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modelov, vendar bi bilo za bolj zanesljive rezultate potrebno povecˇati sˇtevilo
cˇlankov, zgeneriranih z dobrim modelom. V delu smo se omejili le na cˇlanke s
tematiko hujˇsanja. Zanimivo bi bilo raziskati, kako dobro se preizkusˇeni mo-
deli obnesejo na splosˇnejˇsi podatkovni mnozˇici. Poleg uporabe prednaucˇenih
besednih vlozˇitev bi bilo vredno poizkusiti, kako dobro se obnesejo besedne




Tabela 5.1 prikazuje matriko zmot modela CNN pri klasifikaciji delov cˇlankov













generirani 6.219 (565 + 5.654) 123.872 (123.872 + 0)
Tabela 5.1: Matrika zmot znakovnega modela CNN s 356 znaki na testni
podatkovni mnozˇici pri klasifikaciji delov cˇlankov. V oklepajih so prikazane
napovedi na podatkovnih mnozˇicah s slabimi (na prvem mestu) in dobro




Tabela 5.2 prikazuje matriko zmot modela LSTM pri klasifikaciji delov cˇlankov













generirani 7658 (2003 + 5655) 133435 (133433 + 2)
Tabela 5.2: Matrika zmot znakovnega modela LSTM s 172 znaki na testni
podatkovni mnozˇici pri klasifikaciji delov cˇlankov. V oklepajih so prikazane
napovedi na podatkovnih mnozˇicah s slabimi (na prvem mestu) in dobro
generiranimi cˇlanki (na drugem mestu vsote).
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GRU
Tabela 5.3 prikazuje matriko zmot modela GRU pri klasifikaciji delov cˇlankov













generirani 6.158 (503 + 5.655) 129.928 (129.928 + 0)
Tabela 5.3: Matrika zmot znakovnega modela GRU s 316 znaki na testni
podatkovni mnozˇici pri klasifikaciji delov cˇlankov. V oklepajih so prikazane
napovedi na podatkovnih mnozˇicah s slabimi (na prvem mestu) in dobro





Tabela 5.4 z matriko zmot prikazuje napovedi modela CNN pri napovedova-
nju delov cˇlankov iz testne podatkovne mnozˇice, kjer smo cˇlanke razdelili na












generirani 99 (5 + 94) 15.311 (14.939 + 372)
Tabela 5.4: Matrika zmot besednega modela CNN s 128 besedami na testni
podatkovni mnozˇici pri klasifikaciji delov cˇlankov. V oklepajih so prikazane
napovedi na podatkovnih mnozˇicah s slabimi (na prvem mestu) in dobro




Tabela 5.5 z matriko zmot prikazuje napovedi modela LSTM pri napovedo-
vanju delov cˇlankov iz testne podatkovne mnozˇice, kjer smo cˇlanke razdelili












generirani 79 (6 + 73) 15.331 (14.938 + 393)
Tabela 5.5: Matrika zmot besednega modela LSTM s 128 besedami na testni
podatkovni mnozˇici pri klasifikaciji delov cˇlankov. V oklepajih so prikazane
napovedi na podatkovnih mnozˇicah s slabimi (na prvem mestu) in dobro
generiranimi cˇlanki (na drugem mestu vsote).
GRU
Tabela 5.6 z matriko zmot prikazuje napovedi modela GRU pri napovedova-
nju delov cˇlankov iz testne podatkovne mnozˇice, kjer smo cˇlanke razdelili na













generirani 51 (3 + 48) 15.359 (14.941 + 418)
Tabela 5.6: Matrika zmot besednega modela GRU s 128 besedami na testni
podatkovni mnozˇici pri klasifikaciji delov cˇlankov. V oklepajih so prikazane
napovedi na podatkovnih mnozˇicah s slabimi (na prvem mestu) in dobro
generiranimi cˇlanki (na drugem mestu vsote).
BLSTM
Tabela 5.7 z matriko zmot prikazuje napovedi modela BLSTM pri napovedo-
vanju delov cˇlankov iz testne podatkovne mnozˇice, kjer smo cˇlanke razdelili












generirani 38 (3 + 35) 15.372 (14.941 + 431)
Tabela 5.7: Matrika zmot besednega modela BLSTM s 128 besedami na
testni podatkovni mnozˇici pri klasifikaciji delov cˇlankov. V oklepajih so pri-
kazane napovedi na podatkovnih mnozˇicah s slabimi (na prvem mestu) in
dobro generiranimi cˇlanki (na drugem mestu vsote).
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C-LSTM
Tabela 5.8 z matriko zmot prikazuje napovedi modela C-LSTM pri napove-













generirani 103 (1 + 102) 15.307 (14.943 + 364)
Tabela 5.8: Matrika zmot besednega modela C-LSTM s 128 besedami na
testni podatkovni mnozˇici pri klasifikaciji delov cˇlankov. V oklepajih so pri-
kazane napovedi na podatkovnih mnozˇicah s slabimi (na prvem mestu) in
dobro generiranimi cˇlanki (na drugem mestu vsote).
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RCNN
Tabela 5.9 z matriko zmot prikazuje napovedi modela RCNN pri napovedo-
vanju delov cˇlankov iz testne podatkovne mnozˇice, kjer smo cˇlanke razdelili












generirani 64 (1 + 63) 15.346 (14.943 + 403)
Tabela 5.9: Matrika zmot besednega modela RCNN s 128 besedami na testni
podatkovni mnozˇici pri klasifikaciji delov cˇlankov. V oklepajih so prikazane
napovedi na podatkovnih mnozˇicah s slabimi (na prvem mestu) in dobro





Tabela 5.10 prikazuje rezultate vseh modelov pri klasifikaciji delov cˇlankov
pred povprecˇenjem napovedi za klasifikacijo celotnega cˇlanka.
model opis r g1 g2
CNN 356 znakov 0,9970 0, 9955 0, 0000
GRU 316 znakov 0, 9813 0,9961 0, 0000
LSTM 172 znakov 0, 9774 0, 9852 0,0003
CNN besedna vlozˇitev word2vec 0, 8674 0, 9996 0, 7982
GRU besedna vlozˇitev word2vec 0, 8854 0, 9997 0, 8969
LSTM besedna vlozˇitev gloVe 0,9210 0, 9995 0, 8433
BLSTM besedna vlozˇitev word2vec 0,8880 0,9997 0,9248
C-LSTM besedna vlozˇitev word2vec 0, 8136 0,9999 0, 7811
RCNN besedna vlozˇitev word2vec 0, 8710 0,9999 0, 8648
Tabela 5.10: Klasifikacijska tocˇnost vseh modelov pri klasifikaciji delov
cˇlankov na testni podatkovni mnozˇici, razdeljeni po vrsti cˇlankov, kjer so
r rocˇno napisani cˇlanki, g1 cˇlanki, generirani s slabim modelom in g2 cˇlanki,
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