Abstract. We discuss the limit of small width for the Laplacian defined on a waveguide with Robin boundary conditions. Under suitable hypothesis on the scaling of the curvature, we prove the convergence of the Robin Laplacian to the Laplacian on the corresponding graph. We show that the projections on each transverse mode generically give rise to decoupling conditions between the edges of the graph while exceptionally a coupling can occur. The non decoupling conditions are related to the existence of resonances at the thresholds of the continuum spectrum.
Introduction
The interest in the analysis of differential operators on metric graphs has been driven by the idea that some physical systems can be well modeled by using lower dimensional approximations. Intuitively one expects that graph-like approximations can be used to describe the dynamics in constrained systems characterized by two scales of length: a "large" one along the direction of the edges and "small" ones in the transverse directions. In mathematics a metric graph is a one dimensional singular manifold, and is defined by assigning points, the vertices connected by a set of oriented segments, the edges. The dynamics on the graphs is fixed by defining a differential (or pseudo-differential) operator on the graph and boundary conditions in the vertices. In the following we shall consider only self-adjoint operators. When this kind of structures arise as approximations of quantum systems, it is customary to call them quantum graphs. In this case the self-adjointness assumption is natural. One of the first and most famous applications of quantum graphs dates back to 1953, when they were used to model the dynamics of π electrons in organic molecules [37] . More recently a renewed interest in quantum graphs has resulted from the development of nanotechnologies. At present devices based on carbon nanotubes and metallic nanowires are commonly produced and studied. In such structures the mean free path can reach hundreds of micrometers , while the transverse confinement can be of the order of ten nanometers. Because of their small dimensions and purity such devices represent an ideal framework for the analysis of many peculiar phenomena of quantum mechanics, see, e.g., [18] and [29] , and in many applications they can be treated as one dimensional systems. For a comprehensive review on properties and applications of quantum graphs we refer to [24] , [25] , [26] and [4] . Even in the field of classical mechanics there is a huge number of problems in which metric graphs define simplified but non trivial models. Typical examples arise in the analysis of electromagnetic or acoustic waves in thin waveguides. Many efforts have been done in the last fifteen years to understand to which extent a one dimensional dynamics on a metric graph approximates the dynamics in a constrained system. Aim of this work is to investigate some relevant features of graph-like approximations for the quantum dynamics in networks of thin tubes. To understand the core of the problem it is sufficient to discuss the case of a graph with one vertex and N infinite edges. The natural Hilbert space for such a system is the direct sum of N copies of L 2 ((0, ∞)) and its generic element is (f 1 , . . . , f N ) with f j ∈ L 2 ((0, ∞)). We restrict ourselves to a setting in which the dynamics on the graph is generated by an Hamiltonian that on each edge coincides with the (positive) Laplacian. From the mathematical point of view one can define several self-adjoint operators on the graph that coincide with the Laplacian on the edges. Each element of this family of operators is identified by the boundary conditions in the vertex imposed on the functions in its domain. In the following we shall call the boundary conditions in the vertex gluing conditions. A linear relation between (f 1 (0), . . . , f N (0)) and (f 1 (0), . . . , f N (0)) must be used to fix the gluing conditions in a way such that the corresponding operator on the graph is self-adjoint. Making use of Krein's theory one can characterize all the possible self-adjoint gluing conditions in the vertex. This was done by Kostrykin and Schrader in [21] (see also [16] ); for each vertex of degree N there are N 2 real free parameters to fix the gluing conditions. Two well known examples of self-adjoint gluing conditions are Condition (1.1) is usually called decoupling condition or Dirichlet condition. We shall use the expression decoupling condition to keep in mind that this type of gluing in the vertex implies decoupling among the edges, i.e., no transmission trough the vertex is possible. Condition (1.2) is usually referred to as condition of free type or Kirchhoff type. In our opinion the expression condition of Kirchhoff type is a bit misleading. It recalls current conservation in electric circuits but as a matter of fact every self-adjoint gluing condition conserves the quantum probability current across the vertex. The expression free condition seems more appropriate because (1.2) generalizes the free one dimensional Laplacian to a non trivial topology. In view of applications one is interested in understanding which gluing conditions are more appropriate to model strongly constrained quantum systems. A standard strategy to approach this problem consists in the analysis of the limit, in some suitable sense, of the Laplacian in a network of thin tubes as the network shrinks to the underlying graph. Let us assume that the network we consider is made up of tubes that far from the vertex are straight and of constant width. To fix ideas we also suppose that the tubes have all the same width. In this setting, far from the vertex, the dynamics is factorized in the direction along the axes of the tube and in the transverse direction. Moreover as the manifold shrinks the energy gap between the transverse modes increases as the inverse of the squared width of the tube. Even if this simple picture fails as one approaches to the vertex, it suggests that the natural way to reduce the dynamics to one on the underlying graph is to project onto the transverse modes and that, in the limit of zero width, each projection can lead to a unitary dynamics, that is an effective dynamics which leaves invariant the subspace associated to the transverse mode. The feasibility of this procedure and the corresponding limit operator on the graph depend on the boundary conditions that one imposes on the boundary of the tubes and on which transverse mode the projection is taken. In this paper we discuss this problem in the most simple geometrical setting. We take as initial domain Ω, a strip of constant width d around a base curve Γ and we assume that Γ has no self-intersections. Under this assumptions the model is greatly simplified by the presence of a global system of coordinates (s, u) adapted to the geometry of the system, where s is the arc length coordinate on Γ and u is the orthogonal coordinate. The relevant geometric quantity are d and the scalar curvature of the curve, γ(s), that in our hypothesis is a smooth and compactly supported function. We rescale the initial domain according to d −→ ε a d and γ(s) −→ ε −1 γ(s/ε), where ε > 0 and a is a big enough positive constant, and we obtain a net of domains Ω ε which as ε → 0 collapses onto a broken line, i.e., onto a graph made up of one vertex and two infinite edges. We consider the Laplacian on Ω ε with Robin boundary conditions and discuss its convergence to the Laplacian on the limit domain which can be seen as the most simple example of graph. The most relevant technical part of the present paper consists in the proof that the projection of the dynamics on the n-th transverse mode is unitary in the limit ε → 0, and that the effective dynamics is described by the Hamiltonian
where β n are some coefficients related to the energy of the transverse mode. The analysis of the limit for ε → 0 of Hamiltonians of the form of h ε n was performed in the former work by the same authors [3] . For each n the limit operator depends on the low energy properties of the Hamiltonian h n
More precisely, under our assumptions on γ(s) two cases can occur (1) There does not exist a zero energy resonance 1 for h n , then h ε n converges to the Laplacian on the graph with decoupling gluing conditions in the vertex. (2) There exists a zero energy resonance f r,n , for h n . In such a case one can define two real constants c ± = lim s→±∞ f r , such that c 2 + + c 2 − = 1, and the limit operator on the graph is the Laplacian with gluing conditions given by
The convergence has to be intended in the norm resolvent sense. We remark that the existence of a zero energy resonance is an exceptional event, that in our case is related to some very special choices of the initial curve Γ, see [3] for few examples. This implies that in most of the cases the limit operator is defined by decoupling conditions in the vertex. For this reason we call the case 1 generic and the case 2 non-generic. The gluing conditions (1.3) are known in literature as scale invariant, see [17] , and are parameterized by one independent real parameter, e.g., the ratio c + /c − . By using the result proved in [7] we shall see that, in the non-generic case, a deformation of order ε of the angle θ between the edges of the graph leads to a more general class of gluing conditions, i.e., the ones defined by
whereb is a real constant related to the deformation parameter. It is worth noticing that in the non-generic case the gluing conditions in the vertex implies a coupling between the edges; our analysis includes a wide class of boundary conditions and holds for all transverse modes. The first results in the same direction presented here, in a setting with several edges, concerned the case of compact networks of tubes 2 with Neumann boundary conditions. In [13] was proved the convergence of the solutions of the heat equation on the network to the corresponding solution of the equation on the graph. The proof made use of some results on the convergence of Markov processes proved in the same paper. In a similar setting the convergence of the spectrum was proved in [27] , [36] , [38] , [28] and [11] . In all these works the gluing conditions arising in the limit are of free type. The most recent result on the Neumann problem (and in a setting in which the approximating manifold has no boundary), was given in [34] . In the latter work in the case of compact and non compact networks, was proved the strong resolvent convergence to the operator on the graph with gluing conditions in the vertex of free type. In all the aforementioned papers, only the projection onto the lowest transverse mode was considered. The case we just described is the most simple one. In this setting the energy of the lowest transverse mode is equal to zero and, in a neighborhood of the vertex, one is allowed to approximate the wave function on the network with a constant function. The case with Dirichlet boundary conditions has revealed much more tricky. This is due to the fact that in the latter case the energy of the transverse modes always increases as the inverse squared width of the tubes and this forces to rescale the Hamiltonian by subtracting the divergent energy term. The scaled operator has a finite number of eigenvalues which all diverge as the network squeezes. A first result on the problem with Dirichlet boundary was given in [33] . In a setting of a compact network it was proved that the limit operator on the graph is characterized by decoupling conditions in the vertex. It is worth noticing that in this work the decoupling was obtained as a consequence of an ad hoc hypothesis on the volume of the manifold in a neighborhood of the vertex. Recently D. Grieser [15] has proved that, for a large class of boundary conditions, generically the limit gluing conditions are of decoupling type. This was already argued by S. Molchanov and B. Vainberg, see [30] . In these works, for compact networks, the spectral convergence of the Laplacian on the network to the operator on the graph is studied; the approach is based on the analysis of the scattering problem associated to the network of tubes and makes use of the analytic properties of the resolvent of the Laplacian on the manifold. The special cases in which the coupling occurs are related to the existence of singularity of the resolvent at the thresholds of the energy of the transverse modes. Earlier the existence of a non-decoupling limit in the Dirichlet case was proved in [3] for the same model discussed in this paper. Such a model was proposed for the first time as a prototype of a Dirichlet network collapsing onto a graph in [8] where the generic case leading to decoupling conditions was discussed. In view of applications the most relevant type of boundary conditions in the modeling of constrained quantum mechanical systems is the Dirichlet one while Neumann boundary conditions arise mostly in the case of electromagnetic or acoustic waveguides. Robin conditions are used for example in numerical simulations to model the interface between semiconductors, see, e.g., [39] . The interplay between geometry and boundary conditions in waveguides has been studied in many works (see, e.g., [12] , [10] , [9] , [6] , [14] and references therein). Most of them focus on the differences between Neumann and Dirichlet boundary. By changing the Robin constant one can continuously switch from Neumann to Dirichlet boundary conditions. For this reason we guess that the analysis carried on in this paper can help to gain a deeper understanding in this problem. Let us stress that we consider only "symmetric" waveguides, i.e., we take the same boundary conditions on the upper and lower boundary of the waveguide. Asymmetric boundary conditions would lead to a divergent term in the transverse Hamiltonian of the order of the inverse of the width of the waveguide. Some results on the spectral properties of the Laplacian in asymmetric waveguides can be found in [22] and [23] . The present paper is structured as follows. In section 2 we define the Laplacian with symmetric Robin boundary conditions on the waveguide and introduce the correct scaling to get a family of waveguides that collapses onto a graph. In section 3 as preliminary results, we discuss the spectral structure of the one dimensional Laplacian on a compact interval with Robin boundary conditions and we recall some results on the limit of Hamiltonians with short range scaled potentials taken from [3] . After that we state the main theorem. Section 4 is devoted to the proof of the main theorem. In section 5 we discuss the effect of small deformations of the relevant parameters of the problem. In this section we make use of the result proved in [7] where the same problem was studied in the case of a Dirichlet boundary. A section of conclusions and remarks closes the paper. The proofs of few technical estimates and of a resolvent formula that will be used to prove the main theorem are postponed in appendix A.
The model
Let Γ be a curve in R 2 given in parametric form by Γ := {(γ 1 (s), γ 2 (s)), s ∈ R} and let us assume that it is parameterized by the arc length s, i.e. γ 1 (s) 2 + γ 2 (s) 2 = 1. The curve Γ is completely defined up to isometries once the signed curvature γ is known
the curvature radius of Γ in s is equal to the inverse of the modulus of the signed curvature. We shall assume that γ(s) ∈ C ∞ 0 (R), therefore Γ is a straight line outside a compact region. We shall also assume that Γ has no self-intersections. Thus Γ consists of two straight lines, l 1 and l 2 , with the origins, O 1 and O 2 , connected by an infinitely smooth, non self-intersecting, curve C, running in a compact region. The integral of γ gives the angle θ between l 1 and l 2
Let us denote the open strip of width 2d around Γ by Ω:
We assume sup s |γ(s)|d < 1, in this way (s, u) provide a global system of coordinates in Ω. Let us define the sesquilinear form
given by
It is well known that Q Ω is closed and positive and that the associated self-adjoint operator is the Laplacian in the domain Ω with Neumann boundary conditions. Now we consider the following perturbation of
where dS is the Lebesgue induced measure on ∂Ω. Then by Sobolev embedding theorems (see, e.g., [1] ), Q R Ω is a small perturbation of Q Ω in the sense of quadratic forms and Q R Ω is closed and bounded from below on
is a core for Q Ω and Q R Ω (see, e.g., [35] Th. X.17). We denote by −∆ 
and let us recall that by the first representation theorem of quadratic forms, see [20] , we have
Integrating by parts we have immediately that D ⊂ D(−∆ R Ω ). Now we prove the reverse inclusion and then equality follows. Let us assume that
. Now we take ϕ ∈ D(Q R Ω ) and using Gauss-Green theorem, we find
This is a bounded functional with respect the L 2 (Ω) topology in ϕ if and only if the boundary conditions 
,
Proof. We denote by Q R Ω the sesquilinear form obtained by restricting 
Notice that even in the new coordinates the domain of
A straightforward calculation shows that the form Q
where α 1 (s) and α 2 (s) are given by equation ( 
It is easy to repeat the argument used before to prove that the domain of −∆
R Ω is equal to D defined in (2.2), to see that the self-adjoint operator associated with Q R Ω coincides with the operator H given by (2.3) -(2.5).
From now on we denote L 2 (Ω , ds du) simply by L 2 . In order to get a family of waveguides that collapses onto a prototypical graph, we rescale the geometric parameters of the system γ and d in the following way:
Where ε > 0 and δ ε > 0 are two dimensionless scaling parameters, such that δ ε → 0 as ε → 0. With this scaling we have two characteristic scales: ε is the scale of variation of the curvature γ while δ ε is the intrinsic scale in the transverse direction. We shall consider the regime where δ ε ε, that is, the curvature is slowly varying with respect to the width of the waveguide. In particular we assume δ ε := ε a with a 1 big enough, a more precise statement on the ratio δ ε /ε will be given in the following. Notice that the angle θ defined in (2.1) is unchanged by the scaling (2.7). We also rescale the Robin constant α in the following way
in this way the Robin boundary conditions in (2.2) are invariant under the scaling of d.
We obtain a family of domains Ω ε and of operators −∆
R Ω ε such that Ω ε approximates, for ε → 0, the broken line of angle θ made up of two half lines, l 1 and l 2 , with the same origin,
and with domain (2.10)
here α ε 1 (s) and α ε 2 (s) are given by
and we have introduced η ε (s) := δ ε /ε γ(s/ε). In the following η ε will play the role of a small quantity in a suitable topology and will allow a perturbative analysis.
Main result
Equation (2.9) shows that the transverse kinetic energy is divergent in the limit ε → 0. This is a common problem for these kind of singular limits. In order to overcome this problem, it is convenient to introduce an s dependent orthonormal complete set of states of L 2 ((−d, d)) which diagonalizes the transverse part of the Hamiltonian and provides a useful framework to discuss the limit of H ε in the sense roughly described in the introduction. To this aim we start this section with a short discussion on the one dimensional Robin Laplacian in L 2 ( (−d, d) ). Given two real constants α 1 and α 2 , we denote by
Let
is explicitly known:
for k 2 ∈ ρ(h α 1 ,α 2 ) and Im k 0 where ρ(h α 1 ,α 2 ) denotes the resolvent set of h α 1 ,α 2 .
We denote by λ n , n = 0, 1, 2, . . ., the eigenvalues of h α 1 ,α 2 arranged in increasing order. Using (3.1) it is straightforward to prove that λ n = k 2 n with k n given by the solutions of (3.2)
cos(2k n d) = 0, positive eigenvalues correspond to k n ∈ R + , while negative eigenvalues are given by k n ∈ iR + . The corresponding eigenfunctions have the form
where A n and B n are suitable coefficients. The eigenfunctions φ n can be chosen real. When we want to stress the dependence on the boundary conditions, we shall denote the eigenvectors of
We simply denote h α,α by h α and by µ n , n = 0, 1, 2, . . ., its eigenvalues arranged in increasing order. The eigenvalues of h α can be written as µ n = p 2 n with p n satisfying:
Positive eigenvalues correspond to p n ∈ R + , while negative eigenvalues are given by p n ∈ iR + . The corresponding eigenvectors have now a definite parity and can be written as
where N n is the normalization constant. For α 0 all the eigenvalues are non negative, for −1 αd < 0 there is one negative eigenvalue and for αd < −1 there are two negative eigenvalues. In figure 1 the first four eigenvalues of h α are plotted as functions of α (for d = 1).
Let us now take α 1 and α 2 in h α 1 ,α 2 of the following form:
For η 1 the Hamiltonian h α 1 ,α 2 can be considered as a perturbation of h α . The eigenvalues of h α 1 ,α 2 , λ n = k 2 n , are defined by the equation ∆(k n , η) = 0 with
cos(2k n d) . We want to give a perturbative expansion of the eigenvalues λ n in the small parameter η up to the second order:
The length d appears in the expansion for dimensional reasons only, the small parameter here is η. The coefficients k
n , for j = 0, 1, 2, in the expansion k n = k
and imposing ∆ (j) = 0, j = 0, 1, 2. A straightforward calculations gives
where p n were defined in equations (3.4) and (3.5), and since λ n = k 2 n we immediately obtain (3.8)
.
The coefficients λ (2)
n , n = 0, 1, . . ., are implicitly defined as functions of α. Equations (2.9), (2.10) and (2.11) indicate that for each s the transverse kinetic term of H ε has the same form of h α 1 ,α 2 and that our hypothesis allows a perturbative analysis of its spectrum. Therefore for all s ∈ R we consider the Hamiltonian h α ε The eigenvalues and the eigenvectors of h α ε 1 ,α ε 2 are defined according to (3.2) and (3.3) and will be denoted by λ ε n (s) and φ ε n (s). We shall use also the notation φ ε n (s) ≡ φ n (α ε (s)) to remind that φ ε n (s) depend on s and ε only via α ε 1 (s) and α ε 2 (s). For fixed s ∈ R, φ n (α ε (s)) n=0,1,... is an orthonormal basis of L 2 ( (−d, d) ). For all z ∈ C\R and for all m, n = 0, 1, 2, . . . , we denote by r ε m,n (z) the reduced resolvent of H ε , i.e., the operator in B L 2 (R), L 2 (R) defined via its integral kernel by
Notice that we have subtracted the divergent quantity µ n /δ ε 2 from H ε in order to compensate the divergence of the transverse kinetic energy and get a non trivial limit; this procedure was already used in [33] , [8] , [3] and [7] .
We also need to recall some facts on one dimensional Schrödinger operators with short range potentials in L 2 (R). Let us consider the Hamiltonian h given by:
, and let us assume that for some c > 0
We say that h has a zero energy resonance if there exists f r ∈ L ∞ (R), f r / ∈ L 2 (R) such that hf r = 0 in distributional sense. Furthermore, if f r exists, it is unique, up to a trivial multiplicative constant and one can define two constants The constants c − and c + can not be both zero, in such a case f r would be in L 2 (R), then zero would be an eigenvalue for h (see Lemma 2.2. in [5] ), but this is impossible under our assumptions on v, see Theorem 5.2. in [19] . We can choose c − and c + real and such that c 
The Hamiltonian h r is a self-adjoint extension of the symmetric operator −∆ in dimension one defined on C ∞ 0 (R \ {0}). For c − = c + the operator h r coincides with the free Laplacian on the line; we refer to [2] for a comprehensive characterization of the point perturbations of the Laplacian in dimension one. Let us notice that the operator h r can be rewritten as an operator on ∞) ) by defining f 1 and f 2 in H 2 ((0, ∞)) such that f 1 (x) = f (x) for x > 0 and f 2 (−x) = f (x) for x < 0. Within this notation the condition in x = 0 in the domain of h r can be written as we did in the introduction, see equation (1.3). We denote the one dimensional Laplacian with decoupling (or Dirichlet) gluing conditions in the origin by h 0
) the Banach space of bounded operators from H → H and by
Even the operator h 0 can be written in the standard notation of the Laplacian on graphs, the condition in x = 0 would correspond to a decoupling condition in the vertex, see equation (1.1). Now we rescale h in the following way (3.14)
and we discuss the convergence of h ε in resolvent sense. The following proposition is taken from lemma 1 in [3] . Proposition 2. Take h and h ε defined as above and assume (3.10). Then two cases can occur:
(1) There does not exist a zero energy resonance for the Hamiltonian h, then
(2) There exists a zero energy resonance f r for the Hamiltonian h, then
where h r was defined in (3.12) and (3.13).
We denote by β n the coefficients (3.15)
and by h n the Hamiltonian
Our main result is stated in the following theorem.
Theorem 1. Assume that Γ has no self-intersections and that γ ∈ C ∞ 0 (R), moreover take a > 3, then for all n, m = 0, 1, 2, . . . two cases can occur:
(1) For all n such that there does not exist a zero energy resonance for h n we have
(2) For all n such that there exists a zero energy resonance, f r,n , for h n we have
where h r,n is defined according to equations (3.12) and (3.13).
Notice that the constants c −,n and c +,n in the definition of D(h r,n ) may depend on n and are related to f r,n via equation (3.11) . We remark that the parameter α in the boundary conditions affects the limit only through the coefficients β n (α). In figure 2 the functions β n (α) are plotted for n = 0, 1, 2, 3 and d = 1. The exceptional case β n (α) = 0 is included in the statement of the theorem because in such a case the Hamiltonian h n has a zero energy resonance given by the constant function, therefore c −,n and c +,n coincide and the limit operator h r,n is the free, one dimensional, Laplacian. 
Proof of theorem 1
Before getting into the technical core of this section devoted to the the proof of the main theorem, let us spend few words on the strategy we shall follow. In our regime the curvature is slowly varying with respect to the transverse dynamics. In particular this means that α ε 1 (s) and α ε 2 (s) are slowly varying functions and that each subspace corresponding to an eigenstate φ ε n is "adiabatically protected" in the limit ε → 0. This allows us to split the proof into two steps.
(1) First we prove that each subspace corresponding to an eigenstate φ ε n is adiabatically protected in the limit ε → 0 and we prove that the leading term in the reduced Hamiltonian (up to the renormalization factor µ n /δ ε 2 ) is
where β n were defined in (3.15) . This is done in lemma 1 and lemma 2. (2) As a second step we study the limit of h ε n . Here we shall make use of the proposition 2 to prove that, for each n, two cases can occur: if the potential β n γ 2 generates a zero energy resonance for h n , then h ε n converges to an operator of the family defined in (3.12) -(3.13) otherwise the limit operator is h 0 , i.e., the Laplacian on the line with decoupling conditions in the origin.
In the proofs c will denote a generic positive constant whose value can change from line to line. LetĤ ε be the Hamiltonian (4.2)
For all z ∈ C\R and for all m, n = 0, 1, 2, . . . , we denote byr ε m,n (z) the reduced resolvent of
In the following lemma we prove thatr Proof. It is sufficient to prove that there exists ε 0 such that for all 0 < ε < ε 0 and for all
We shall make use of the fact that given a self-adjoint operator A in some Hilbert space H the inequality 
and W ε are bounded functions; more precisely, there exists ε 0 such that for 0 < ε < ε 0
We use the notationR
From the Cauchy-Schwarz inequality and estimates (4.5) and (4.6) we have
The estimate of the third term on the right hand side of (4.7) comes directly from (4.5)
In order to estimate the other two terms we prove that there exists ε 0 such that for 0 < ε < ε 0
To this aim we make use of an explicit formula for the resolventR ε (z). The proof of this formula is postponed to appendix A. We denote byĤ ε 0 the self-adjoint operator in L 2 with the same formal expression asĤ ε but with domain characterized by boundary conditions not depending on the s variable
Moreover for all z ∈ C\R we defineR
It will be crucial in the following that the derivatives ofR ε 0 (z) with respect to s and with respect to u commute. In particular we notice that − 
, q has to be understood as a column vector. For i = 1, 2 we define two operators
whose integral kernels are given by
The operators G ε i (z + µ n /δ ε 2 ), and therefore also G ε (z + µ n /δ ε 2 ), are uniformly bounded in ε for all n = 0, 1, 2, . . .
the proof of this statement is in appendix A. We introduce also the operators
The operators G ε i,j (z + µ n /δ ε 2 ) and, consequently, Γ ε (z + µ n /δ ε 2 ), are uniformly bounded in ε
For the proof of this statement one can refer to the appendix. The resolventR ε (z) can be written in the following form, take ψ ∈ L 2 then
where q ε is defined by (4.17)
where * denotes the adjoint and (α − α ε ) is multiplication operator
The operator (
is well defined by its Neumann series for ε sufficiently small, see appendix A. Now we go back to the proof of (4.9). Using (4.16) we have
In appendix A it is proved that for 0 < ε < ε 0 ,
We first study the term of second derivative coming from the resolventR 
where we used the notation φ where with a small abuse of notation we have denoted the segment in R 2 between α and
and for all α ∈ R 2 and 0 < ε < ε 0 there exists an open ball B(α, R ε ) ⊂ R 2 with center in α and radius R ε < cδ ε /ε such that
for i, j = 1, 2. Let T be a given bounded operator in L 2 and let T (s, u; s , u ) be its integral kernel. For fixed f ∈ L 2 (R) we introduce
and we want to prove ζ
It is convenient to introduce also
and separately estimate ζ
0 L 2 trivially follows from the boundedness of T and (4.29):
The estimate of ζ f 2 − ζ f 0 L 2 requires a more careful analysis: interchanging integrals, we have
Using (4.28), (4.29) and (4.30) it is straightforward to prove
Let us come back to the proof of (4.26). We notice the following useful identity
. Therefore we have
and from the Cauchy-Schwarz inequality we get
and this concludes the estimate of the first term at the right hand side of (4.26). Let us consider now the second term at the right hand side of equation (4.26) . From the first resolvent identity we get
By the Cauchy-Schwarz inequality we have (4.32)
Since γ L ∞ (R) < c and a > 1, then there exists ε 0 > 0 such that, for all 0 < ε < ε 0 , η L ∞ (R) cε a−1 and therefore the perturbative expansion (3.8) can be applied. This implies that λ
From the last estimate and from equation (4.32) we get
that together with equation (4.31) concludes the proof of the lemma.
The proof of theorem 1 follows directly from lemma 1, lemma 2 and proposition (2).
Small deformations of the curvature
In this section we give a generalization of the previous results: we show that deformations of the order of ε of the angle θ can lead to a more general coupling in the vertex. Let us consider the following scaling for the curvature
where b is a real constant. With this scaling the angle θ between the straight parts of the curve l 1 and l 2 is
then the scaling (5.1) can be interpreted as a deformation, of order ε, of the geometric parameter θ.
Consider the family of one dimensional Hamiltonians with scaled potential of the form
With the scaling (5.1) the main contribution to the longitudinal part of the Hamiltonian, once the dynamics has been reduced to the n-th transverse mode, is given by
that via proposition 3 leads to a slightly different version of theorem 1. For all z ∈ C\R and for all m, n = 0, 1, 2, . . . , let us denote by r ε m,n (z) the reduced resolvent of H ε , i.e., the operator in B L 2 (R), L 2 (R) defined via its integral kernel by r ε m,n (z; s, s ) :
Theorem 2. Assume that Γ has no self-intersections and that γ ∈ C ∞ 0 (R), moreover take a > 3 then for all n, m = 0, 1, 2, . . . two cases can occur:
where h r,n is defined according to (5.3) and (5.4).
Conclusions and remarks
We have studied the convergence of the Robin Laplacian on a waveguide to an operator on a graph made up of two edges and one vertex. In this setting we were able to give detailed results on the convergence in norm resolvent sense. Our analysis takes into account the projection on each transverse mode and distinguishes generic and non-generic cases leading respectively to decoupling and non-decoupling gluing conditions in the vertex. Non-generic cases are related to the existence of zero energy resonances for the leading term of the effective Hamiltonian.
The relation between gluing conditions in the vertex and the resonance is rigorously stated in equations (3.11) -(3.13). The existence of a zero energy resonance is an exceptional event and in general it is destroyed by slight deformations of the potential. As it is clearly shown in figure 2 , apart for few special cases, the coefficients β n change as n changes. For these reasons even in the simpler example of a waveguide in most of the cases the operator on the corresponding graph is defined by conditions in the vertex of decoupling type and in general, for fixed α, one can expect coupling at most in one transverse mode. This is in agreement with previous results derived in [3] , [7] , [30] and [15] . It is interesting to note that in this simple model all the interplay between geometry and boundary conditions on the initial domain, is reduced to the value of β n . In particular a positive sign of β n , may rule out the possibility of having a zero energy resonance giving decoupling conditions in the limit. We conjecture that much more complicate geometries than the vertex region of a strip with constant width may give different threshold singularities opening up for the possibility of much more general non decoupling conditions. We discuss with more detail our result for some suitable choices of the parameter α.
Formally the limit α → ±∞ gives Dirichlet conditions on the boundary of the waveguide. This case was discussed in two former works [3] and [7] , the results stated there are included in our paper. This can be seen by studying the asymptotic behavior of equation (3.15) and in particular by noticing that β n (±∞) = −1/4, see also figure 2. The anomalous behavior of β 0 (α) and β 1 (α) for α → −∞ is related to the existence of two negative eigenvalues for h α when α < −1, see the plot of µ 0 (α) and µ 1 (α) in figure 1 . It is important to notice that Dirichlet boundary conditions on ∂Ω are preserved by the unitary map (2.6). As a consequence the analysis of the transverse part of the Hamiltonian is particularly simple in this case: transverse modes and eigenvalues do not depend on s and the Hamiltonian on the graph does not depend on n.
The case α = 0 reproduces Neumann boundary conditions. As expected even in our model the Neumann waveguide, on the ground state, is approximated by free conditions in the vertex and this behavior is summarized by β 0 (0) = 0. The reduced Hamiltonian relative to the lowest transverse mode in the Neumann case is the free Laplacian on the line and the zero energy resonance is the constant function. In this case the constants c − and c + coincide and the limit Hamiltonian is defined by free conditions in the vertex. Since in the Neumann case β n (0) = 3/4 for n = 1, 2, . . . , the Hamiltonian on the graph obtained by projecting onto the excited transverse modes has decoupling conditions in the vertex. We want to stress an important difference between our approach and the one generically used in other works. In our setting the domain Ω ε is defined via two characteristic lengths: the width of the waveguide δ ε and the range ε on which the curvature varies. Since we assume that for small ε we have δ ε ε, we can make use of the adiabatic separation of the dynamics that leads in a natural way toward an analysis of the problem in two steps. The existence of two different scales of length makes it difficult to compare our model with the one generically used in the works cited in the introduction in which the scaling of the network in a neighborhood of the vertex is assumed to be isotropic. The analysis of the case δ ε = ε would be of great interest because it reproduces the scaling of [15] and [30] . The failing of the adiabatic approach makes this case much more complicated and we guess that in this setting the uniform resolvent convergence could be too demanding. Even in more complicated settings, such as graphs with three or more edges, it seems reasonable to expect that deformations of order ε of networks associated to non decoupling conditions in the vertex could lead to more general gluing conditions. This idea is suggested from the result stated in section 5 and was already envisaged in [7] . 
