Let S be a K3 surface. We construct an integral representation of the group AutD(S), of auto-equivalences of the derived category of S. This infinite dimensional representation may be interpreted, as the natural action of AutD(S) on the cohomology of all moduli spaces of stable sheaves (with primitive Mukai vectors) on S. The main result of this paper, is the precise relation of this action with the monodromy of the Hilbert schemes S [n] of points on the surface. A formula is provided for the monodromy representation, in terms of the chern character of the universal sheaf. Isometries of the second cohomology of S [n] are lifted, via this formula, to monodromy operators of the whole cohomology ring of S [n] .
Introduction
A variety X, with an ample canonical or anti-canonical line bundle, is completely determined by the bounded derived category D(X), of coherent sheaves on X. Moreover, D(X) admits only the obvious autoequivalences [BO] . In contrast, a projective variety X with trivial canonical bundle, often admits interesting auto-equivalences. These symmetries have been used by Mukai [Mu3] and others to study moduli spaces of sheaves on abelian varieties and Calabi-Yau varieties. In the surface case, auto-equivalences have been used to relate moduli spaces of sheaves on a K3 or abelian surface S, to its Hilbert scheme. Any smooth and compact moduli space M, of stable sheaves on S, is deformation equivalent to the product Pic 0 (S) × S [n] of the identity component of the Picard group, with the Hilbert scheme S
[n] , of length n-subschemes [Y2, Y3] . In particular, M and Pic 0 (S) × S [n] have isomorphic cohomology rings. We concentrate in this paper on the case of a K3 surface S. Let AutD(S) be the group of auto-equivalences of D(S). One may ask, to what extent AutD(S) acts on the collection of moduli spaces of stable sheaves on S? The most naive expectation fails; AutD(S) does not act via isomorphisms. We will show, roughly, that AutD(S) does act on the level of cohomology of the moduli spaces. Moreover, the action is related to the monodromy representation of a fixed moduli space. The relationship, with the monodromy representation, is best explained in terms of the Mukai lattice.
Mukai introduced a pairing on the integral cohomology ring H * (S, Z), and a normalization v(F ) ∈ H * (S, Z) of the Chern character of a complex F of sheaves on S. AutD(S) acts naturally on the Mukai lattice via isometries, with respect to the Mukai pairing. An equivalence Φ ∈ AutD(S) takes the Mukai vector v(F ) of a sheaf F to the Mukai vector v(Φ(F )) of the object Φ(F ).
In some cases, the image Φ(F ), of every stable sheaf F with Mukai vector v, can be represented by a stable sheaf as well. In such cases, the auto-equivalence induces an isomorphism Φ : M(v) −→ M(Φ(v)), sending a sheaf F to Φ(F ). Our results in [Ma2] provide the formula (21) for the class
of the graph of the isomorphism Φ (see section 4.2 below). The formula is given in terms of the Chern classes of universal sheaves E v over M(v) and E Φ(v) over M(Φ(v)). We note, that the case Φ = 1 is non-trivial. The formula expresses the class of the diagonal, in terms of the universal classes (the Künneth factors of the chern classes of the universal sheaf). It follows, that the universal classes on every smooth and compact moduli space M(v) generate its cohomology ring. In most cases, an auto-equivalence sends some stable sheaves to complexes, and does not give rise to an isomorphism of moduli spaces. Nevertheless, we conjecture that the formula γ Φ (E v , E Φ(v) ) does give rise to an isomorphism of the cohomology rings, whenever M(v) and M(Φ(v)) are non-empty smooth and compact (Conjecture 2.6). We prove the conjecture for all auto-equivalences Φ, which stabilize the Mukai vector v, of an ideal sheaf in S [n] (part 1 of Theorem 3.1). The failure of an autoequivalence Φ, stabilizing a Mukai vector v, to induce an automorphism of the moduli space M(v), indicates a less apparent nature of the symmetry represented by the class γ Φ (E v , E v ). We will show below, that the class γ Φ (E v , E v ) has the nature of a monodromy operator, which preserves the Hodge structure. In fact, the formula γ Φ (E v , E Φ(v) ) depends only on the topological data: the isometry g, which Φ induces on the Mukai lattice, and the Chern characters of E v and E Φ(v) . Denote the isometry group of the Mukai lattice by Γ. Theorem 3.1 is proven for all isometries in the stabilizing subgroup Γ v of v. We get a representation
acting via ring automorphisms. Furthermore, the set of universal classes in H * (S [n] , Q), generating the cohomology ring, is Γ v -invariant. More precisely, we introduce a natural normalization of the Chern character ch(E v ) of the universal sheaf, which is invariant, as a class in H * (S, Z) ⊗ H * (S [n] , Q), under the diagonal action of Γ v . There are many parallels between i) the action (1), of the group Γ v , on the cohomology of S [n] , and ii) the action of a Weyl group W , of a semisimple Lie group, on the cohomology of the cotangent bundle T * B of the flag variety B. The latter is of course the same as the cohomology of B. W is the reflection group of the root lattice, while the group Γ v contains the reflection group, of the sublattice v ⊥ , as a finite index subgroup. Both S [n] and T * B have a holomorphic symplectic structure. Both actions are not realized by automorphisms. (The general Weyl group does act on the affine bundle G/T → B, which is a twisted version of T * B). In both cases, the action is realized geometrically via lagrangian correspondences. W acts naturally, via the Steinberg correspondences, on the cohomology of B (and, more generally, of any Springer fiber [CG] ). In the Hilbert scheme case, lagrangian correspondences, analogous to the Steinberg variety, play a major role in the proof of Theorem 3.1 (see part II of this paper [Ma3] ). Similar results were obtained by Nakajima, when the K3 surface is replaced with the resolution of a simple surface singularity [Na1] . A relationship with representations of affine Lie algebras, in the K3 case, is exhibited in [Na2] .
Theorem 3.1 leads to a construction of a natural representation of the whole group AutD(S) of auto-equivalences. In section 4.3 we interpret this representation as the action of AutD(S) on the collection of all moduli spaces of stable sheaves, with an algebraic, primitive, and non-isotropic Mukai vector.
The second main result of this paper, is the relation between the action (1) of the stabilizer Γ v , and the monodromy representation of the Hilbert scheme S [n] (part 2 of Theorem 3.1). Roughly, the representation (1) acts via monodromy operators, modulo a sign change. There is a natural isometry between the sublattice v ⊥ , perpendicular to v, and H 2 (S [n] , Z), endowed with Beauville's bilinear pairing (section 2.1). The representation (1) factors through the isometry group of H 2 (S [n] , Z). The image of Γ v in O(H 2 (S [n] , Z)) has finite index and is contained in the index 2 subgroup O + (H 2 (S [n] , Z)) of orientation preserving isometries (see section 6.3 for the definition of the orientation character). A related representation of SO(H 2 (X, Z)), on the cohomology of a hyperkähler variety X, was studied by Verbitsky via different techniques (see [V] and Theorem 3.6 below, for Verbitsky's result, and Lemma 3.9, for a comparison of the two representations). Definition 1.1 Let M be a projective symplectic variety. The monodromy group of M is the subgroup, of the automorphism group of the cohomology ring of M, genereted by all the monodromy operators of all families of complex hyperkahler varieties M → B deforming M.
When n ≥ 2, the Hilbert scheme S
[n] admits deformations, which are not Hilbert schemes of points on any K3 surface. In fact, the moduli space of hyperkähler deformations of S [n] has dimension one larger than that of the surface S. Consequently, the monodromy group of S [n] is larger. The image of Γ v , via the monodromy representation of Theorem 3.1, is a normal subgroup of finite index in the monodromy group (Lemma 3.4) .
Following is a brief outline of the proof of Theorem 3.1. The Mukai lattice is isomorphic to the direct sum H 2 (S, Z) ⊕ U, where U is the rank 2 hyperbolic lattice. Furthermore, the Mukai vector v, of an ideal sheaf in S [n] , belongs to U. Consequently, the isometry group O(H 2 (S, Z)) of H 2 (S, Z) is contained in the stabilizer Γ v of v. All the results mentioned above, for signed-isometries of H 2 (S, Z), follow easily from [Ma2] and the Torelli Theorem for K3 surfaces (see section 5).
We use elementary lattice theoretic techniques (in section 7), combined with deformation theoretic techniques (in section 8), in order to reduce the proof of Theorem 3.1 to the case of two sequences of isometries τ n , σ n , n ≥ 2 (Theorems 6.5 and 6.11). The monodromy operators of S [n] , corresponding to the isometries τ n and σ n , do not come from deformations of the surface S. The technical core of the paper, and the most geometric part, is contained in Theorems 6.5 and 6.11 proven in the second part of the paper [Ma3] . The proof of each of these theorems is a rather involved K-theoretic calculation. The proofs rely heavily on our results in [Ma1, Ma2] .
Recall, that every simple and rigid sheaf L on S, is spherical in the sense of SeidelThomas [ST] , and gives rise to an auto-equivalence of D(S) (see section 6.1). The corresponding isometry of the Mukai lattice, is the reflection with respect to the −2 Mukai vector v(L). The isometry τ n , in the first sequence, is the reflection with respect to v(L), where L is a line bundle with c 1 (L) 2 = 2n − 4. When L is such a line bundle, then v(L) is perpendicular to the Mukai vector v of S
[n] and τ n stabilizes v. When n = 1 and c 1 (L −1 ) is represented by an effective −2 curve Σ, the construction reduces to the well-known reflection of the K3 surface, with respect to Σ.
The second sequence of isometries σ n has a somewhat different nature. The isometry σ n is a reflection, with respect to a +2 vector u n . We set u n to be the Mukai vector of I p+q ⊗ L −1 , where I p+q is the ideal sheaf of a length 2 subscheme, and L is a line bundle. We choose L with c 1 (L) 2 = 2n, so that u n is orthogonal to the Mukai vector v of S [n] .
The isometry σ n corresponds to a contravariant functor Φ :
It is the composition, of a covariant auto-equivalence, with the duality functor. Φ induces a birational involution of S [n] . When n = 1 and L is ample, the involution of S = S [1] is the regular Galois involution of a double cover of P 2 , branched along a sextic.
The paper is organized as follows. In section 2 we review the relationship between the Mukai lattice of a K3 surface S and the weight 2 Hodge structure of moduli spaces of sheaves on S. We then state the general Conjecture 2.6 about symmetries of the collection of moduli spaces of sheaves on K3 surfaces. In section 3 we state the main results of the paper, about the monodromy of Hilbert schemes S
[n] of a K3 surface S. These include the monodromy representation of the stabilizer Γ v (Theorem 3.1). We prove, that the image of Γ v has finite index in the whole monodromy group (Lemma 3.4). In addition, we study constraints on the monodromy group, imposed by the invariance of the Chern classes of S
[n] (section 3.3). Important open questions are discussed in sections 3.3 and 3.4. In section 4 we lift the topological formula, for the monodromy operator, to a Chow theoretic formula (21), whenever the operator preserves the weight 2 Hodge structure of S [n] . This lift is carried out using results about auto-equivalences of the derived category of a K3 surface. In section 5 we prove the main theorem in the case of monodromy operators of S [n] , arising from deformations of the surface S. In section 6 we review work of Seidel-Thomas on the reflections of the derived category with respect to spherical objects. We then state Theorems 6.5 and 6.11 for the two sequences of isometries τ n and σ n . We recall the orientation character of the isometry group of the Mukai lattice. We also remark on the orientation reversing isometry induced by the duality operator. In section 7 we find a set of generators for the stabilizer Γ v of the Mukai vector of S [n] . The main Theorem 3.1 is proven in section 8.
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In section 2.1 we review the relationship, between the Mukai lattice of a K3 surface S and the weight 2 Hodge structure of moduli spaces of sheaves on S. We recall in section 2.2, that the Künneth factors, of the chern classes of a universal sheaf, are generators for the cohomology ring of a moduli space of sheaves on a K3 or abelian surface. In section 2.3 we propose a general conjecture, relating the cohomology rings of pairs of moduli spaces of sheaves on K3 surfaces. The conjecture leads to an action, of a group of integral isometries of the second cohomology of a moduli space, on the full cohomology ring of the moduli space (Corollary 2.10).
The weight 2 Hodge structure
Let S be a K3 surface and L a primitive ample line bundle on S. The Todd class of S is 1 + 2ω, where ω is the fundamental class in H 4 (S, Z). Its square root is 1 + ω. Given a coherent sheaf F on S of rank r, we denote by
Mukai endowed the cohomology group H * (S, Z) with a weight 2 polarized Hodge structure. The bilinear form is
is the duality acting by −1 on the second cohomology (sending the Mukai vector (r, c 1 , s) to (r, −c 1 , s)). The Hodge filtration is induced by that of H 2 (S, Z). In other words, H 2,0 (S) is defined to be also the (2, 0)-subspace of the complexified Mukai lattice. RiemannRoch's Theorem translates to the statement that the homomorphism
from the K-group to the Mukai lattice, pulls back the Mukai pairing to the pairing
given by
where E is a quasi-universal family of similitude ρ. In this paper, E will always be a universal family and ρ = 1. Note, that the homomorphism θ v extends to the whole Mukai lattice, but the extension depends on the choice of E. The following theorem is due to Mukai, Ogrady and Yoshioka: 
The isomorphism (3) conjugates the stabilizer of v, in the group of Hodge-isometries of the Mukai lattice, to a group of isometries of the weight 2 Hodge structure of M L (v). Our goal is to lift this to an action on the cohomology ring H * (M L (v), Z). We will study automorphisms of the cohomology ring of a moduli M(v) via correspondences in M(v) × M(v). We have already dealt with the case of the identity automorphism in another paper:
The class of the diagonal
where π 13 ! is the K-theoretic push-forward and both the dual (E 
Remark 2.5 Note, in particular, that the class (4) is independent of the choice of the universal families. A universal family may not exist, in general, over the moduli space M L (v). Nevertheless, Theorem 2.3 holds in general, provided we replace the classes ch(E 1 ) and ch(E 2 ), in the topological translation (6) of (4), by a universal class in
A Conjecture
Given a projective variety M, we denote by
the universal polynomial map, which takes the exponential chern character of a complex of sheaves to its total chern class. Given two K3 surfaces S 1 and S 2 and two m-dimensional Mukai vectors
, we set:
We denote by ∆ the class of the diagonal in S ×S. Given an isometry g :
When S 1 = S 2 and g = id, Grothendieck-Riemann-Roch yields the equality
See section 4.1 for a Chow-theoretic identification of γ g (E 1 , E 2 ), when g is the Hodge isometry of an auto-equivalence of the derived category of the surface. A conceptual interpretation of formula (5) is provided in section 4.2. We introduce next, a canonical normalization of the Chern character of a universal sheaf
, which is independent of the choice of a universal sheaf. If a universal sheaf E does not exist over M L (v), replace ch(E) in (8) by the class defined in section 3 of [Ma2] (see Remark 2.5).
Note, that η v is zero, if the universal familiy is normalized to satisfy θ v (v) = 0. In general, η v ⊗ E v is the "normalization" of the universal family, for which θ v (v) = 0 (because (v, v) = −χ (v, v) ). The independence of γ g (E 1 , E 2 ), off the choice of universal families, implies the equality γ g (u v , u g(v) ) = γ g (E 1 , E 2 ) (see Remark 2.5).
We can now state our conjecture: Mukai vector satisfying (v, v) (u v , u g(v) ) induces an isomorphism of cohomology rings 
The isomorphism
takes the class u v to the class u g (v) .
See Theorem 3.1, Corollary 5.5, and Theorem 6.5 for verifications of special cases of the conjecture. See Remark 4.5, for a speculative extension of the conjecture, at the level of derived categories.
Remark 2.7 Part 1 of the conjecture makes sense, even when the Mukai vector v is isotropic and g(v) ) are K3 surfaces. In that case, part 1 follows easily from the work of Mukai (see Lemma 4.2).
Part 1 of the conjecture makes sense, even when we replace the K3 surface by an abelian surface or an elliptic curve; the two other Calabi-Yau varieties, for which theorem 2.3 is known [B2, Ma2] . The abelian surface case seems very interesting, and merits further consideration. We proceed here to comment, that the elliptic curve case boils down to an old result of Atiyah.
Let Σ be an elliptic curve. The analogue H * (Σ, Z), of the Mukai lattice, decomposes as the direct sum of H 1 (Σ, Z) with the even cohomology
The odd summand is endowed with the intersection pairing. The Mukai vector of a sheaf F is v(F ) := (rank(F), c 1 (F)) and belongs to H even (Σ, Z). The Mukai pairing on the even summand is given by (2). Explicitly, it is the anti-symmetric bilinear form
. This factorization, of the symmetry group, separates the monodromy action from the action on H even (Σ, Z) of the group AutD(Σ) of auto-equivalences of the derived category. AutD(Σ) surjects onto the even SL(2, Z) factor [Mu3] . Any auto-equivalence in AutD(Σ) maps a simple sheaf to a shift of a simple sheaf (Orlov's determination of AutD(Σ) [Or2] reduces the check to the case of Mukai's original Fourier-Mukai transform, in which it follows from [Mu3] Corollary 2.5). Over an elliptic curve, a sheaf is stable if and only if it is simple. Using the convention in Definition 6.7, AutD(Σ) acts on the collection of moduli spaces of stable sheaves (with a primitive Mukai vector) via isomorphisms.
Let g : H * (Σ 1 , Z) → H * (Σ 2 , Z) be an isomorphism, compatible with the bilinear forms. Denote by g = (g 0 , g 1 ) the decomposition into even and odd factors. The class γ g (E v , E g(v) ) depends only on v, g (v) , and the odd factor g 1 of g in the following sense. Let M Σ i (r, d) be a moduli space of stable sheaves on Σ i , with a primitive vector (r, d) with non-negative rank. Atiyah proved, that
Thus, the cohomologies of all moduli spaces M Σ i (r, d), with rank and degree coprime, are naturally identified with that of Σ i . Under the above identifications, the class γ g (E v , E g(v) ) induces the unital ring isomorphism determined by g 1 :
The proof is similar to that of Lemma 4.2. The analogue of our main theorem 3.1 is thus trivial in the elliptic curve case. Let Γ Σ,v be the subgroup of Γ Σ stabilizing a primitive vector v. Then Γ Σ,v is the product Z × SL(2, Z). The infinite cyclic even factor Γ even Σ,v acts trivially on M Σ (v), while the odd SL(2, Z) factor acts via the natural action on H 1 (Σ, Z). Note, that we have broken Mirror Symmetry, which is supposed to interchange the two factors of Γ Σ . The reason for this break of symmetry, is that we are considering only graded automorphisms of the cohomology ring of moduli spaces. This is expressed in formula (5), by the fact that the class γ g (E v , E g(v) ) is the middle dimensional chern class of a complex (see also remark 4.5). The infinite cyclic even factor Γ even Σ,v is generated by the endomorphism τ v (w) := w + (w, v) · v. The endomorphism τ v can be lifted to an auto-equivalence of the derived category, via refelection in stable sheaves parametrized by M Σ (v) (see Theorem 6.2). Mirror symmetry would require the even factor Γ even Σ,v to act non-trivially. Such reflections are mirror symmetric to Dehn twists [ST] in the odd monodromy factor of Γ Σ .
The significance of part 2 of the conjecture, for our purpose, is that it plays the role of a "canonical basis" for H * (S, Q) ⊗ H * (M(v), Q), in view of Corollary 2.4. Applications include corollaries 2.10, 2.11 and lemma 4.6.
We will use the following terminology to state special cases of the conjecture. Let Γ ′ be a subset of the set of isometries, from the Mukai lattice of S 1 to that of S 2 , and Σ a subset of the Mukai lattice of S 1 .
Definition 2.8 We say that conjecture 2.6 holds for (S 1 , S 2 , Σ, Γ ′ ), if its statements hold for every v ∈ Σ, every g ∈ Γ ′ , and for all suitable polarizations L i , i = 1, 2. When S 1 = S 2 = S, we would say that Conjecture 2.6 holds for (S, Σ, Γ ′ ). Given an ample line bundles H on S, we say that Conjecture 2.6 holds for (S, H, Σ, Γ ′ ), if its statements hold for S i = S, i = 1, 2, L i = H, i = 1, 2, every v ∈ Σ, and every g ∈ Γ ′ .
The validity of Conjecture 2.6 is closed under compositions.
Lemma 2.9 Let g, f be isometries of the Mukai lattice of a K3 surface S and v a Mukai vector, such that v, g(v) , and f (g(v)) are algebraic. Let L be a polarization suitable with respect to v, g(v) , and f (g(v)). If Conjecture 2.6 holds for (S, L, {v}, g) and for
and (S, L, {v}, f • g). Moreover, the following equality holds
The lemma is proven in section 5.1. Let Γ be the isometry group of the Mukai lattice of a K3 surface S. As a corollary of the conjecture and lemma 2.9, we get that the stabilizer Γ v , of a Mukai vector v, acts on the cohomology of the corresponding moduli space:
Corollary 2.10 Let v be a primitive Mukai vector and L a v-suitable polarization. Assume, that Conjecture 2.6 holds for (S, L, {v}, Γ v ). Then the natural map
is an injective group homomorphism.
The set of universal classes, generating the cohomology ring of M L (v), is invariant with respect to the representation (10). This is another corollary of the conjecture. Let B be the image of the Mukai lattice in
. Part 2 of Conjecture 2.6 implies:
Corollary 2.11 Each of the vector subspaces
Note, that B ⊗ Q consists of, at most, two irreducible Γ v sub-representations: the trivial character and v ⊥ ⊗ Q, each with multiplicity ≤ 1. The following lemma will be cited in subsequent sections. Denote by R
[n] the weighted polynomial ring, formally generated by the vector spaces B i , 1 ≤ i ≤ n − 1, in Corollary 2.11, with vectors in B i having degree 2i. Let h :
, Q) be the natural ring homomorphism and
Lemma 2.12 (Lemma 10 in [Ma2] ) B 1 is 23-dimensional and B i is 24-dimensional, for
The monodromy group of Hilbert schemes
The main result of the paper, Theorem 3.1, is stated in section 3.1. Theorem 3.1 states, that Conjecture 2.6 is verified in the case of Hilbert schemes and the action (10) is related to the monodromy representation. In section 3.2 we show, that the monodromy subgroup, constructed in Theorem 3.1, has finite index in the monodromy group. Let K be the subgroup of the monodromy group, which acts trivially on the second cohomology of S [n] . In section 3.3 we improve the upper bound for the order of K, using the monodromyinvariance, of the Chern classes c 2i (T S
[n] ). In section 3.4 we discuss the index of the monodromy group, in the isometry group of the weight 2 cohomology. We also compare the monodromy representation of Theorem 3.1, with a related representation constructed by Verbitsky (Lemma 3.9).
The Main Theorem
Theorem 3.1 is the main result of this paper, as well as our main evidence for Conjecture 2.6. (Additional special cases of the Conjecture are mentioned in section 2.3). Acting
, Z), we get a graded-involution of the cohomology ring of S [n] . We call it the Duality involution and denote it by D S [n] . The isometry group Γ has a natural character cov : Γ → Z/2Z (see (31)). Consequently, we get another representation
This representation is faithful, for n ≥ 3. If n = 2, then v = (1, 0, −1) is a +2-vector, and the kernel of γ · cov is {id, −σ v }, where σ v is the reflection in v (see section 6.5). 
The image of γ · cov is a subgroup of the monodromy group.
We will further show, that the image of γ · cov is a normal subgroup of finite index in the monodromy group (Lemma 3.4). Theorem 3.1 is proven in section 8. Consequently, Corollaries 2.10 and 2.11 hold for Hilbert schemes. It follows, that the normalized chern character u v in (8) is invariant, with respect to the representation γ. The generating subspaces B i , in corollary 2.11, are invariant with respect to the monodromy representation (11). A diagonal monodromy representation of Γ v decomposes the class u v as a sum u We discuss the geometric interpretation, of the appearance of the character cov of Γ v , in the formula (11) for the monodromy representation. Note first, that the automorphism group of the grassmannian G(n, 2n) admits an analogous character (Example 8.3). There are two important irreducible subrepresentations
, R) admits a distinguished orientation, determined by the Kähler cone (see Remark 6.10). Thus, the monodromy group preserves this orientation. When i is even, there does not exist a distinguished orientation of the positive cone of C ′′ i (R). When i is even in the above range, certain monodromy operators reverse the orientation (Lemma 3.5).
The subrepresentation
is the trivial character of the monodromy representation (11), for even i in the above range (Lemma 3.5).
The Chern class
is the non-trivial character cov of the monodromy representation (11), for i odd in the range 2 < i ≤ n/2 (Lemma 3.5).
Corollary 3.2 Both the γ and the
γ · cov actions, of Γ v on H * (S [n] , Z) free , extend nat- urally to an action of the group O(H 2 (S [n] , Z)) of isometries of H 2 (S [n] , Z) with respect to Beauville's pairing. O(H 2 (S [n] , Z)) acts on H * (S [n] , Q) via
ring automorphisms. The extended γ-action leaves invariant the class (8).
Proof: The character cov extends to the orientation character (31) of O(H 2 (S [n] , Z)). Hence, an extension of γ yields an extension of γ · cov. We may restrict attention to the representation γ. The group Γ v is a normal subgroup, of finite index, in the group
2). Let R be the weighted polynomial ring, generated by the subspaces of generators B i , introduced in Lemma 2.12. The invariance with respect to the representation γ, of the subspaces B i , gives rise to a Γ v -action on the ring R. Moreover, the surjective homomorphism , Z))/Γ v is a finite abelian group of exponent 2 (section 7), and other extensions of the action are parametrized by characters of the quotient.
A splitting of the monodromy group
In view of the local Torelli Theorem for compact hyperkahler varieties [B1] , it is natural to compare the monodromy of the total cohomology ring of the Hilbert scheme S
[n] and the monodromy for the weight 2 cohomology. Our model is the case n = 1; in which the monodromy group for K3 surfaces is an index 2 subgroup of the isometry group of the lattice H 2 (S, Z). It consists of isometries, which preserve the orientation of the positive cone. This identification of the monodromy is a consequence of the Torelli Theorem for K3 surfaces and the surjectivity of the period map (see Section 5.2).
Let Mon be the group of automorphisms of the ring H * (S [n] , Z) free , which is generated by monodromy (Definition 1.1). Denote by Mon 2 the image of Mon in the isometry group of H 2 (S [n] , Z) and let K be the kernel
If a version of the Torelli theorem holds for birational classes of compact hyperkahler varieties, which are deformation equivalent to S [n] , we would expect that 1) Mon 2 is a large subgroup of the isometry group of the lattice H 2 (S [n] , Z) and 2) the restriction homomorphism Mon → Mon 2 is an isomorphism. Theorem 3.1 verifies the first prediction. We elaborate further on the size of Mon 2 in section 3.4. Theorem 3.1 verifies a weaker version of the second prediction, namely, that the exact sequence (12) splits in case n − 1 is a prime number. More generally, the pullback of (12), via the inclusion of the kernel of (36) in Mon 2 , splits (see Lemma 7.2). Generalized Kummer varieties admit automorphisms, which act trivially on their second cohomology [B3] . Consequently, the sequence analogous to (12) above has nontrivial kernel. Beauville proved, that any automorphism of S
[n] , which acts trivially on
, is the identity [B3] . The rest of this section is dedicated to the study of K. We start with a rough estimate of K in the following lemma. Further constraints on K are discussed in section 3.3. Lemma 3.4 is a corollary of the following lemma. Let
, Z) free . The Poincare pairing restricts to a non-degenerate pairing on A k , being an A 1 -submodule of H * (S [n] , Z) free . The non-degeneracy follows from the definiteness of the polarization of the Hodge structure, induced by a Kähler form. Set
, Z) free , k ≥ 1, be the weight 2k + 2 summand of the orthogonal complement A ⊥ k . Then C 1 , C 2 , . . . , C n−1 generate the cohomology ring with rational coefficients (Lemma 2.12). Clearly, C i is Mon-invariant, and Mon is determined by its action on the via (11) , is the orientation character cov, if C 
or it is an irreducible Mon representation, which is isomorphic to
, is a normal subgroup of finite index in Mon 2 (Lemma 7.2). Hence, the image of the monodromy representation (11) is a normal subgroup of finite index in Mon.
2 The proof of lemma 3.5 depends heavily on the following result of Verbitsky.
Theorem 3.6 [V, LL] (see also [Hu] 
The Spin(H 2 (X, R))-action is determined by the action of H 2 (X) on H * (X). Furthermore, the Hodge structure on H * (X) is completely determined by that of H 2 (X) and the action of
The integrality properties of the SO(H 2 (X, Z)) action, on the cohomology of weight i > 2, seem not to have been studied. We could not determine directly from Theorem 3.6, how large is the intersection of the image of ρ with the monodromy group. One seems to need some Torelli type result (see Lemma 5.3). In that respect, Theorems 3.1 and 3.6 seem to complement each other nicely, in case X = S [n] . Roughly, Theorem 3.1 implies, that the image of Mon → Mon 2 is large (section 3.4), while Theorem 3.6 implies, that the kernel K is small (Lemma 3.4). The action (11) is compaired to Verbitsky's (13) in Lemma 3.9.
Proof of lemma 3.5: Each subspace B i in corollary 2.11 projects onto C i (Q), by Corollary 2.4. This projection is equivariant with respect to the action (11), by theorem 3.1. Thus, the rank of the projection is 24, 23, 1, or 0. Moreover, the projection induces a rational Hodge structure homomorphism. Consequently, the possible Hodge numbers of
, and all the other h k,2i−k vanish. If h i−1,i+1 does not vanish, C i (R) can not be a trivial so(3, 20, R)-representation, because the Hodge structure is determined by the so(3, 20, R)-module structure (Theorem 3.6). The minimal dimension of a non-trivial irreducible representation of so(3, 20, R) is the 23-dimensional standard representation. Summerizing, We prove next, that K is contained in the center of Mon. Verbitsky's representation ρ, given in (13), is equivariant with respect to every monodromy operator, since the
). The Mon-equivariance of ρ means the equality gρ(h)g 
cov via (11). This restriction is isomorphic to the tensor square of H 2 (S [n] , Q). It decomposes as a direct sum of three pairwise non-isomorphic and irreducible representations; the trivial character V of ( 
The Chern classes of T S [n]
One may be able to bound by 2 the order |K| of the kernel K of Mon → Mon 2 , using further knowledge of the ring structure of H * (S [n] , Q) (see [LS1] for a determination of the ring structure). One may even be able to prove the injectivity of Mon → Mon 2 , using further knowledge of the integral structure of H * (S [n] , Z). We formulate here conditions, that imply the bound |K| ≤ 2, and prove some of them. We postpone the injectivity question to a remark after Lemma 3.8.
In case n = 2, the kernel is trivial (Lemma 3.4). In case n = 3, the order |K| is bounded by 2, by the vanishing of C ′ i , for all i, and of C ′′ i , for i > 2 (Example 14 in [Ma2] ). Assume, that n ≥ 3. Then χ ′′ 2 is a natural non-trivial character of Mon. Question 1 in [Ma2] asks, if C ′ i and C ′′ i vanish, for i outside the corresponding ranges in Lemma 3.5. This suggested range of vanishing, seems to be a close approximation of the truth [LS2] . When n = 4, the bound |K| ≤ 2 follows from an affirmative answer to Question 1 in [Ma2] and Lemma 3.7 below.
The bound |K| ≤ 2 would follow from the triviality of χ 
Non-vanishing of one of these isomorphisms, implies an affirmative answer to the corresponding question. These non-vanishing conditions are equivalent to their following reformulation, in terms of the ring A k , generated by classes of degree ≤ 2k.
a")
Lemma 3.7 The projection of c 2i (T S [n] ) to the subspace C Proof: We express first the Chern classes of T S [n] in terms of the Künneth factors of the Chern classes of the universal sheaf. Let v = (1, 0, 1 − n) be the Mukai vector of S [n] . Let π M and π S be the two projections from M(v) × S and E v a universal sheaf.
The tangent bundle is isomorphic to the relative extension sheaf Ext
, are the trivial line bundles. We get the equality of Chern polynomials
The class, on the right hand side, is independent of the choice of a universal sheaf. Grothendieck-Riemann-Roch yields the equality
Let {v 1 , v 2 , . . . , v 24 } be an orthonormal basis, with respect to the Mukai pairing, such that v 1 is in span{v}. Regard u v as a homomorphism from the Mukai lattice to H * (M(v), Q), by identifying the Mukai lattice H * (S, Z) with its dual. We use the Mukai pairing for the identification, rather than Poincare Duality, because the latter is not Γ-invariant. This identification sends w ∈ H * (S,
With the above conventions, we have the equalities
More invariantly, the class π M * (u
is the image of the class q = − i v i ⊗ v i , in the tensor square of the Mukai lattice, under the composition
The class q is Γ-invariant, under the diagonal action. The class q decomposes as a sum
Here we assume, as we may, that n ≥ 2.
The image π M * (u 
and
where the sum starts at j = 1 and ends at j = 2i − 1, because π ′′ 0 vanishes. We are ready to prove, that the projection of π M * (u
. The summand (15) belongs to A 2i−1 . Working modulo classes in A 2i−1 , we need to consider only the terms j = 0 and j = 2i of (14) 
An affirmative answer to the above question, seems to be a necessary condition for a weight 2 birational Torelli theorem to hold. The index of Mon
) is an approximation for the "degree of the period map". We address the question next.
Consider the endomorphism
, Z) of Theorem 2.1. The subgroup EO is contained in the kernel of the orientation character (31) of O(v ⊥ ). When n − 1 is prime, EO is the whole kernel (Lemma 7.2). The notation EO stands for extendible isometries; EO satisfies the following maximality property. , Z)), to belong to Mon 2 . These obstructions are imposed by the integral subrepresentations C i , introduced in the proof of Lemma 3.4. We proved, that C i is isogenous to the Mukai lattice, if i is in the range 2 ≤ i ≤ n/2 (Lemma 2.12).
We may regard the monordomy representation H * (S [n] , Z) as a representation of EO, since the representation γ · cov of Γ v factors through an injective homomorphism
Assume n ≥ 3. Then the isomorphism f : Γ v → EO conjugates the orientation character, of Γ v , to the character φ : EO → EO/[EO∩Γ v ] ∼ = Z/2Z. The unique extension of g ∈ EO to Γ, sends v to ±v, where the sign is determined by φ(g). The character φ is precisely a character of the type mentioned in remark 3.3. Rewriting the formula (11) for the monodromy representation in terms of EO, we use the character φ, instead of cov.
Let ESO ⊂ EO be the index 2 subgroup EO ∩ SO(H 2 (S [n] , Z)). Let us compare the two representations of ESO in Aut[H * (S [n] , R)]; the monodromy representation µ and the restriction of Verbitsky's representation ρ, given in (13). Define η : If n ≥ 3, the non-triviality of η follows, by comparing the Zariski closures of the images µ(ESO) and ρ(ESO). The orientation character (31) of O(v ⊥ ) restricts to a nontrivial character of ESO. Hence, the Zarisky closure of µ(ESO) in GL(H * (S [n] , C)) has two connected components (Lemma 3.10). On the other hand, the Zariski closure of the image of ρ has one connected component, because ρ can be extended to a representation of SO(
The group O(n, m; R), of a non-definite and non-degenerate bilinear form, has four connected componets. Its Zariski closure O(n + m, C), in the standard representation, has two connected components. The Zariski closure of the image γ(Γ v ) has two connected components, by the proof of Corollary 3.2. Surprisingly, the Zariski closure of the monodromy group has, at least, four connected components, if n ≥ 3.
. It has four connected components.
The lemma is proven in section 8.2.
Equivalences of Derived Categories
In section 4.1 we recall the language of Fourier-Mukai functors. We then use this language to provide a conceptual and motivic formula (21), for the monodromy action of an isometry, preserving the weight 2 Hodge structure of the Hilbert scheme. The formula (5) for the class γ g (E v , E g(v) ) was motivated by the ideal case discussed in section 4.2. This is the case, where an auto-equavalence induces an isomorphism of moduli spaces. Section 4.3 discusses a representation, of the group of auto-equivalences of the derived category of a K3 surface S. This representation is a candidate, for the action of the group of auto-equivalences on the cohomology of all moduli spaces of sheaves on S (with a primitive Mukai vector).
Fourier-Mukai transformations
Let g be a Hodge isometry of the Mukai lattice of a K3 surface. We lift in this section the topological formula (5), for the class γ g (u v , u g(v) ) in conjecture 2.6, to a Chow-theoretic formula (21). The lift depends upon a choice of an auto-equivalence, of the derived category of the surface. We will see, that such a lift is available, whenever g is orientation preserving (see the character (32)). In the orientation reversing case, the lift is carried out in section 6.4. Given a projective variety X, denote by
Coh (X) the bounded derived category of coherent sheaves on X. Given projective varieties X 1 and X 2 , together with an object F in D(X 1 × X 2 ), we get the functor
where π i : X 1 ×X 2 → X i is the projection, for i = 1, 2. If the functor is an equivelence, it is called a Fourier-Mukai transformation and the object F is called its kernel. A theorem of Orlov implies, that every equivelence, of the derived categories of two projective varieties, is a Fourier-Mukai transformation. Moreover, the kernel is unique up to isomorphism in the derived category of their product [Or1] . Let S 1 and S 2 be K3 surfaces. An equivalence Φ : D(S 1 ) → D(S 2 ) determines a class
, where F is the isomorphism class of the kernel associated to Φ by Orlov's Theorem. The integrality of the class Z Φ was proven in [HLOY] , using ideas of Mukai [Mu2] .
For a K3 surface S, let AutD(S) be the group of auto-equivalences of its derived category. Denote by G the group of Hodge isometries of the Mukai lattice of S. Results of Mukai and Orlov yield the following Theorem. 
The class Z Φ induces a Hodge isometry of Mukai lattices, denoted by ch(Φ)
:
The resulting map
is a group homomorphism. Its image has index at most 2. Moreover, G is generated by the image of ch and the isometry
Let us prove part 1 of conjecture 2.6 for two dimensional moduli spaces. Proof: The moduli spaces M(v) and M(g(v)) are K3 surfaces, by the work of Mukai. We note first a simplification, in the formula (5) for γ g (E v , E g(v) ), when the dimension m of the moduli spaces is 2. Given a class f , in the K-group of M(v) × M(g(v)), with c 1 (f ) = 0, then the following equation holds in
This equality extends to an equality between the topological formula (5) and the one obtained from it by replacing c 2 ({ℓ(•)} −1 ) with (•) 2 , provided (•) 1 = 0. We claim, that the class
is the grade 0 summand h 0 , in the weight decomposition of the homomorphism
Let ∆ be the diagonal in S 1 × S 1 . The above claim follows from the definition (6) of
), the vanishing of h −2 proven below, equation (20), the identity
(Theorem 4.9 in [Mu2] ), and the identity
) is integral, since h is a composition of integral isometries. The homomorphism ch Φ
Ev
, by Lemma 4.11 of [Mu2] . Consequently, h is an integral isometry of Mukai lattices, which maps w v to the fundamental class w g (v) . Considering orthogonal complements, we see that h maps the direct sum
. In other words, the negative summands, in the weight decomposition of h, vanish and h = h 0 + h 2 + h 4 . We have the following equality
Hence, h 0 (1) = 1. Moreover, (h 0 (x), h 0 (y)) = (h(x), h(y)) = (x, y), for all x and y in
) is a ring isomprphism. The isometries ch Φ Ev and ch Φ E g(v) are Hodge-isometries [Mu2] . Hence, so are h and γ g (E v , E g(v) ), provided g is a Hodge isometry.
2
Given an object F of D(S × S) and a projective variety M, we construct the object
, where ∆ is the diagonal of M × M and π ij is the projection from S × M × S × M onto the product of the i-th and j-th factors. Given a Fourier-Mukai transformation Φ F S→S , we get a natural functor
given by formula (17).
Definition 4.3 Let M(v) be a moduli space of stable sheaves on S and E v a universal sheaf over S × M(v). We will refer to the class Φ F M(v) (E v ) as the relative Fourier-Mukaitransform of the universal sheaf.
Lemma 4.4 1. The following equality holds in H
* (S × M(v)). ch Φ F M(v) (E v ) td S = ch(Φ F ) ⊗ id M(v) (ch(E v ) td S ).
Set w
:= ch(Φ F )(v). Assume, that L 1 is v-suitable and L 2 is w-suitable. Let π ij be the projection from M L 1 (v) × S × M L 2 (
w). Then the following equality holds in the cohomology ring of
where m is the dimension of M(v).
Set g := ch(Φ F ). The homomorphisms
are adjoint, with respect to the Poincare-Duality pairings on H * (M(v)) and H * (M(g(v))).
Remark 4.5 It is tempting to speculate, that the object
on the right hand side of equation (21), may play a role in the study of equivalences of the derived category of moduli spaces of sheaves. One might even relax the assumption, that w = ch(Φ F )(v). We take in (21) the middle dimensional chern class of the object, as we are studying graded automorphisms of the cohomology ring. See lemma 4.2, for two dimensional moduli spaces, and remark 2.7, for the elliptic curve case. It should be noted, however, that some adjustments to the above object would be necessary, whem m > 2. When Φ is the identity, v = w, and E v = E w , the above object fits in a distinguished triangle, involving also the relative extension sheaves Ext * 23 E v )) is 1 − (m − 1)! times the class of the diagonal [Ma2] .
Proof of lemma 4.4: 1)
The first equality is the definition of Φ F M(v) . The second follows from GrothendieckRiemann-Roch. The third follows via Grothendieck-Riemann-Roch again, applied to compute the chern character of the pushforward of O M(v) via the closed imersion ι :
The fourth equality follows from the projection formula and the definition of ch(Φ F ). 2) Part 2 follows from part 1 via Grothendieck-Riemann-Roch.
The adjoint property means, that the isomorphism, which interchanges the two factors, takes γ g (u v , u g(v) ) to γ g −1 (u g(v) , u v ). We will need first two more general identities (22) and (23). For any isometry g of the Mukai lattice, and classes α ∈ H * (M(v) × S), β ∈ H * (M(g(v)) × S), we have the identities:
The first follows from the definition of γ g and the second from the fact that g is an isometry. (g(v) )), we have the identity
where γ id (E 2 , E 1 ) * is the adjoint of γ id (E 2 , E 1 ). The second equality is clear. The first equality follows from the triviality of the relative canonical bundle of π 13 , GrothendieckSerre's Duality
and the fact that the dimension m, of M(v) and M(g(v)), is even.
We continue the proof of part 3. Part 2 of the lemma implies the equality
Equation (23) implies, that the right hand side is equal to
Part 1 and equation (22) translates it to
The ideal case of isomorphic moduli spaces
The language of Fourier-Mukai transforms provides a conceptual interpretation of formula (6) for the class γ g (u v , u g(v) ). When g is a Hodge isometry, Conjecture 2.6 says, roughly, the following. The homomorphism γ g (u v , u g(v) ) : 
as if it is pushforward by an isomorphism M(v) → M(g(v)) of moduli spaces, induced by a
, which is a family of stable sheaves on S. The sheaves in the family E ′ have Mukai vector g(v) . We get a classifying morphism
Suppose, further, that κ is an isomorphism. Then the pushforward E g(v) := (id S × κ) * (E ′ ) is a universal sheaf over M (g(v) ). Lemma 4.4 and equation (7) yield the equality
The right hand class is clearly (κ v) . Theorem 2.3 and equation (7) imply, that the above class represents the graph of κ.
The induced representation of Γ and AutD(S)
Let v be the Mukai vector of the ideal sheaf of n points. Theorem 3.1 realizes H * (S [n] , Z) free as a representation γ of the stabilizing subgroup Γ v of v. Conjecture 2.6 suggests a representation of the full isometry group Γ. The representation should include the direct sum of cohomologies, of all moduli spaces with a primitive Mukai vector. This representation theoretic aspect of Conjecture 2.6 is in fact a simple consequence of Theorem 3.1. We explain its derivation in this section. We regard it as further evidence for the case S 1 = S 2 = S of conjecture 2.6. Let R n := Γ · v be the orbit of v = (1, 0, 1 − n) in the Mukai lattice, under the action of the integral isometry group. The orbit consists of all primitive vectors of "square" length 2n − 2 ([Ni] Theorem 1.14.4, see also Lemma 5.6 below). Theorem 3.1 enables us to define the induced representation Ind
free , which we denote by V Rn . The notation M(w) could make sense only when w is an algebraic Mukai vector. Nevertheless, the induced representation is a formal candidate for the vector space ⊕ w∈Rn H * (M(w), Z) free . As a lattice, the induced representation is a direct sum of copies of H * (M L (v), Z) free , indexed by cosets of Γ v in Γ. In our case, it is more natural to index the summands by vectors in the orbit R n . The bijection R n ↔ Γ/Γ v is given by h(v) → hΓ v . We have the isomorphism
for any h ∈ Γ. We think of V w as a formal candidate for H * (M(w), Z) free , for all w ∈ R n .
The representation V Rn can be pulled back, via the chern character homomorphism (18), to a representation of the group AutD(S), of auto-equivalences of the derived category of S. The representation V Rn is naturally the space of global sections of a bundle over R n . The support of an element of V Rn , is the complement of its zero locus, as a section of the bundle. This support is a finite subset of R n . Let V R Conjecture 2.6 implies, that the induced representation is independent off the choice of v. We formulate this independence, more precisely, in the following lemma. Let ρ g be the right action of g on Z[Γ], given, for all f, g, h ∈ Γ, by
Lemma 4.6 Let g ∈ Γ be an isometry. Assume, that g(v) is an algebraic Mukai vector, there exists 
and M L ′ (g(v)) is non-empty. Then the isomorphism
descends to an isomorphism of the induced representations
provided Conjecture 2.6 holds. The summand V w , in the first induced representation, is taken by φ g to V w in the second induced representation, for every w ∈ R n . Furthermore, the map g → φ g factors through Γ/Γ v .
Proof of lemma 4.6: It suffices to prove the commutativity of the diagram
namely the equality
for all h ∈ Γ v . The equality follows from Lemma 2.9. 2 5 The surface-monodromy representation Theorem 2.3 can be viewed as a factorization of the class of the diagonal. It enables us to deform the class of the diagonal, by holding one factor fixed and deforming the other factor. An immediate consequence is a formula (26), lifting a monodromy representation from
. We refer to this monodromy as the surface-monodromy because it includes only monodromy automorphisms, which arise from deformations of the surface. The hyperkähler variety M L (v) admits deformations, which do not arise from deformations of S. These deformations will give rise to a larger monodromy group.
Let (S, L) → T be a smooth family of polarized K3 surfaces, v a section of the local system of Mukai lattices, and M L (v) → T a relative moduli space. Assume, that there exists a relative universal sheaf
, we may drop the relative polarization L, work with a family of Kähler K3 surfaces, and replace the relative Hilbert scheme by the relative Douady family. Let t 1 , t 2 be two points in T and η a homotopy class of paths from t 1 to t 2 . Set v i := v(t i ). Let L i be the restriction of L to the fiber S i of S over t i . Similarly, E i is the restriction of E to S i × M L i (v i ). We get isomorphisms (which need not preserve Hodge structures)
Lemma 5.1
Proof: We have the equalities
Theorem 2.3 yields the first equality. The last equality is due to the fact, that evaluation of (f ⊗ 1) commutes with γ g because f is a ring isomorphism. Evaluating (f ⊗ 1) −1 on both sides, we conclude the equality (26).
2 It is evident from formula (26), that f is an isomorphism of Hodge structures, provided g is.
Compositions
We generalize in Lemma 5.2 the discussion of Lemma 5.1 by dropping the assumption that f and g arise from a deformation. This result is used in the proof of lemma 2.9 to show, that the classes γ g (E v , E g(v) ) compose as expected.
a linear homomorphism, and the pair (f, g) satisfies
ring isomorphism f satisfying (27) is unique (if it exists).
Proof: Observe, that the only assumptions needed in the Proof of Lemma 5.1, are the existence of the classes u v 1 and u v 2 , such that γ id (u v i , u v i ) = ∆ i , the fact that f is a ring isomorphism and the equality (27). We did not use the fact that g arises from a monodromy, nor that g is a ring isomorphism. We need f to be a ring isomorphism in order for it to commute with γ. 2
Proof of lemma 2.9: The assumptions imply, that γ g (u v , u g(v) ) is a ring isomorphism, mapping the class u v to u g (v) . Similarly, the class γ f (u g(v) , u f (g(v)) ) have the analogous properties. Hence, the composition φ :
) is a ring isomorphism, and φ ⊗ (f g) maps u v to u f (g(v)) . Lemma 5.2 implies the equality
). The latter is precisely equality (9). The proof for (S, L, {g(v)}, g −1 ) is straightforward 2
Monodromy for K3 surfaces and Torelli
Let Γ cov 0 be the group of orientation preserving isometries, of the second integral cohomology of a K3 surface (Definition 6.9). We recall in Lemma 5.3 the relationship between the Torelli theorem for (Kähler) K3 surfaces, the surjectivity of the period map, and the monodromy of the cohomology of the surface. This relationship exhibits the group Γ cov 0 as a monodromy group. As we deform S η(t) from S m to S γ(m) , the class of the diagonal in S m × S m deforms flatly through classes in S m × S η(t) to a class F inducing a homomorphism
Let f : S m → S γ(m) be the isomorphism (28) determined by the equality γ • φ m • f * = φ γ(m) . We get the equality
If γ(m) = m, then F is the class of the diagonal, and the automorphism φ
is induced by the automorphism f . If γ(m) = m, we can use the isomorphism f to glue the pulled back family η −1 S to a family (η −1 S)/f over a circle. The automorphism φ
is then the monodromy operator of the family (η −1 S)/f . 2) Let Q ⊂ P(L ⊗ Z C) be the quadric defined by the intersection pairing. Let Ω ⊂ Q be the analytic open subset {ω : (ω,ω) > 0} (the moduli of marked K3's). Then the moduli of marked triples is As a corollary, we get the following special case of Conjecture 2.6. Let S 1 and S 2 be any pair of polarized K3 surfaces. Denote by Γ ′ the natural embedding in Isom[H * (S 1 , Z), H * (S 2 , Z)], of the set of sign isometries of their second cohomology. An isometry is extended to H i (S 1 , Z), for i = 0 and 4, by sending the Poincare duals of a point and of S 1 to the corresponding classes in H i (S 2 , Z).
Corollary 5.5 Conjecture 2.6 holds for (S 1 , S 2 , {v}, Γ ′ ), where v := (1, 0, 1 − n) is the Mukai vector of the ideal sheaf on n points on a K3 surface, n ≥ 2.
Proof: Follows from lemmas 5.1 and 5.3. 2
The following Lemma will be needed in Section 8.
Lemma 5.6 The covariant isometry group Γ cov 0 acts transitively on the set of primitive integral classes A ∈ H 2 (S, Z), with fixed "squared-length" (A, A).
Proof: We prove first, that Γ 0 acts transitively. Let A, B be two distinct primitive classes in H 2 (S, Z), satisfying (A, A) = (B, B). If B = −A, then the isometry −1 takes A to B. If (A, A) = 0, set M 1 := span Z {A} and M 2 := span Z {B}. If (A, A) = 0 and A ∈ {B, −B}, then A and B are linearly independent. In that case, choose C to be a primitive class in (A − B) ⊥ , which does not belong to A ⊥ . Set M 1 := span Z {A, C} and M 2 := span Z {B, C}. We may choose C, so that H 2 (S, Z)/M j is free, for j = 1, 2. In both cases, M 1 and M 2 are even sublattices, and there exists an isomorphism of lattices f : M 1 → M 2 sending A to B. Both M i have signature (1, 0), (0, 1), or (1, 1), while H 2 (S, Z) has signature (3, 19). Theorem (1.14.4) in [Ni] implies the existence of an isometry g of
The transitivity of Γ cov 0 would follow from that of Γ 0 , once we prove that the stabilizer of A in Γ 0 contains an orientation reversing isometry. It suffices to prove, that A ⊥ contains a class v with (v, v) = 2, because the reflection with respect to v would be orientation reversing (see section 6.3).
Let M 1 be the orthogonal sum M 1 ⊕ Z · v, with (v, v) = 2. Then M 1 is an even lattice with signature (2, 0), (1, 1), or (2, 1). Theorem (1.14.4) in [Ni] implies the existence of an embedding ϕ : M 1 ֒→ H 2 (S, Z). There exists an isometry g, which takes ϕ(A) to A, since Γ 0 acts transitively. Then g(ϕ(v)) is orthogonal to A.
The analogue of Lemma 5.6 fails for H 2 (S [n] , Z), if n ≥ 2 (see Lemma 7.8).
Examples of Hodge isometries
We verify in this section special cases of Theorem 3.1, inducing monodromy operators of the Hilberst scheme S [n] , which do not come from deformations of the K3 surface S. In section 6.1 we review work of Seidel-Thomas, on the reflections of the derived category with respect to spherical objects. We then state Theorem 6.5, corresponding to reflections of hilbert schemes with respect to line bundles. The isometry −1 of the Mukai lattice is treated in section 6.2. In section 6.3 we recall the orientation character of the isometry group of the Mukai lattice. In section 6.4 we remark on the orientation reversing isometry induced by the duality operator. In section 6.5 we verify a case of Theorem 3.1, for an orientation reversing isometry (Theorem 6.11).
Reflections by spherical objects
The most common examples, of Fourier-Mukai functors, arise from spherical objects on the K3 surface S.
Definition 6.1 An object x of D(S) is spherical, if it satisfies the following conditions
The Mukai vector v 0 , of a spherical object, is a −2 vector (v 0 , v 0 ) = −2. Examples of spherical objects include sheaves, which are both simple and rigid. In particular, any line bundle on S is a spherical object. In addition, if ι : P 1 ֒→ S is an embedding, then the pushforward ι * O P 1 (n), of any line bundle on P 1 , is a spherical object.
Given a complex E • of locally free sheaves, the cone C(E • ) of E • is the object in D(S × S) represented by the complex
with ∆ * (O S ) in degree 0. Above, ∆ : S ֒→ S × S is the diagonal embedding and ev is the natural evaluation homomorphism. If we take, for example, E • to be the trivial line bundle, then C(O S ) is the complex
Theorem 6.2 [ST] If the complex E • represents a spherical object, then the FourierMukai functor Φ
C(E•) S→S is an auto-equivalence of D(S).
We will refer to the functor Φ
C(E•)
S→S as the reflection functor with respect to E • . On the level of K-theory, it sends the class of a sheaf F , to
On the level of the Mukai lattice, it induces the reflection τ v 0 with respect to the Mukai vector
Yoshioka made extensive use of reflection functors in his study of the geometry of moduli spaces of sheaves on K3 and abelian surfaces [Y1, Y2, Y3] . More generally, let w := τ v 0 (0, 0, 1). We can view the cone complex (29) as a substitute for the pullback of the universal sheaf E w over S ×M(w), via id ×κ : S ×S → S ×M(w), where κ : S → M(w) is the isomorphism lifting the Hodge isometry
In general, the isomorphism κ need not exist, but the Hodge isometry does determine a composition of an isomorphism, with reflections by −2 curves (The Strong Torelli Theorem).
Example 6.4 Assume, that the spherical object E • is a simple sheaf E 0 . Choose a moduli space M(v) of sheaves on S with a universal sheaf E v over M(v) × S. Then the relative Fourier-Mukai transform of E v (Definition 4.3), with respect to the reflection functor of E 0 , determines the class in K-theory, which is represented also by
where π i is the projection from M(v) × S. When E 0 is the trivial line bundle, we have
Assume, that v = (r, L, −r), r ≥ 1, L satisfies condition 6.6 with respect to the ample line-bundle H, and gcd(r, deg L) = 1 (so that there is a universal family E v over M(v) × S). Let v 0 = (1, 0, 1) be the Mukai vector of O S . The following Theorem is proven in part II of the paper [Ma3] .
Theorem 6.5 Conjecture 2.6 holds for (S, H, {v}, τ v 0 ), in the sense of Definition 2.8. Moreover, the class γ τv 0 (E v , E v ) in Conjecture 2.6 is a monodromy operator.
1. L is an effective cartier divisor with minimal degree in the sense that the subgroup H · Pic(S) of H 4 (S, Z) is generated by H · c 1 (L). In particular, all curves in the linear system |L| are reduced and irreducible.
The base locus of |L| is either empty or zero-dimensional.
3. The generic curve in |L| is smooth.
The condition implies, that the polarization H is v-suitable (Definition 2.2).
The Hodge isometry −id
The 
where
be the ring isomorphism, induced by the natural isomorphism M(v) ∼ = M(−v). Then the isomorphism
Moreover, Lemma 4.4 holds, with Φ being the shift auto-equivalence.
6.3 The orientation and covariance characters 
imply that G 0 embedds naturally in Aut(H 2,0 ) × O(1, −19) and G embedds naturally in Aut(H 2,0 ) × O(2, −20). The group O(n, −m), n, m > 1, has, in addition to the determinant character, the orientation character
The cone C = {v : (v, v) > 0} is an (R n \ {0})-bundle over R m and is hence homotopic to the sphere S n−1 . The character (31) is the action of O(n, −m) on the top cohomology group of C.
In the case of G 0 , the cone C ⊂ H 1,1 (S, R) has two components (the case n = 1) and a Hodge isometry is said to be a signed isometry if it maps each component to itself. All automorphisms of S, as well as reflections along −2 curves on S, are signed isometries.
In the case of G, the cone
is homotopic to S 1 . In this case, we will call (31) the covariance character and denote it by
We have the natural embedding of G 0 into G e : G 0 ֒→ G via extention by the identity on H 0 ⊕ H 4 . The embedding e pulls back the character cov on G to the same characters on G 0 . Similarly, the natural embeddings G 0 ⊂ Γ 0 ⊂ Γ and G 0 ⊂ G ⊂ Γ are all compatible with respect to the orientation character (31). The covariance character sends the action of the Picard group, Aut(S), and reflection in (-2)-vectors, to +1. The isometry −id, acting via multiplication by −1 on the whole Mukai lattice, is also covariant. Conjecturally, any auto-equivalence, of the derived category of a K3 surface, is sent by the covariance character to 1 (see [Sz, HLOY] ). On the other hand, the Duality Hodge isometry (19) is contravariant, cov(D) = −1. Reflections in (+2)-vectors are sent to −1 as well. This can be seen as follows. The determinant character is the product of the orientation character of the positive cone, with the orientation character of the negative cone. A reflections in a (+2)-vector has determinant −1, and it preserves the orientation of the negative cone.
Remark 6.10 The positive cone in H 1,1 (S, R) has a distinguished component; the one containing the Kähler cone. Similarly, the positive cone C in H 2 (S, R) has a distinguished orientation; i.e., a generating class in H 2 (C, Z) . Such an orientation is equivalent to the determination of an orientation of one 3-dimensional subspace of H 2 (S, R), to which the pairing restricts as a positive definite one. Let σ be a holomorphic symplectic structure on S and κ a Kähler form. Then {Re(σ), Im(σ), κ} is a basis for such a subspace. The orientation of C is independent of the choices of κ and σ.
The Duality automorphism of a moduli space
Let D be the duality Hodge isometry (19). We lift in this section the class γ D (u v , u D(v) ) to a . This completes the construction, which began in section 4.1, of such lifts for all Hodge isometries of the Mukai lattice.
Let v be a primitive Mukai vector of dimension ≥ 4. The Duality Hodge isometry has a natural analogue for moduli spaces M L (v)
acting by (−1)
If the first Chern class of a Mukai vector v vanishes, then v is fixed under D. In that case, the ring isomorphism
takes the Chern character ch(E v ) of the univarsal family (as well as any other sheaf) to the Chern character ch(E The lift γ D (u v , u D(v) ), of the Duality isometry D ∈ Γ, can be conceptually understood as follows. By definition, γ D (u v , u D(v) ) is given by the class
This class is equal to the composition of homomorphisms
If, for example, E v is locally free, then the classifying morphism of D(v) ) and the ring isomorphism
, is described in Example 5.1 in part two of the paper [Ma3] .
Stratified reflections with respect to +2 vectors
Let u 0 = (1, 0, −1) be the +2 Mukai vector of the ideal sheaf of two points. Denote by σ u 0 the reflection of the Mukai lattice with respect to u 0
Let v 0 be the −2 vector (1, 0, 1) of the trivial line-bundle. The corresponding reflections, σ u 0 and τ v 0 , commute and satisfy the relation
In particular,
The following theorem is proven in part II of the paper [Ma3] . where L has degree 2r 2 (n − 1) − 2. The lattice v ⊥ is the direct sum H 2 (S, Z) ⊕ span Z {(1, 0, n − 1)}. It is even, but not unimodular; the primitive vector (1, 0, n − 1) sends v ⊥ , via the Mukai pairing, to (2n − 2) · Z. Observe, that the stabilizer Γ v embeds in the isometry group of v ⊥ , but the latter is larger in general.
(1, 0, n − 1) 2n − 2 → −1/2n − 2, and satisfying
of square roots of 1 in the multiplicative group U of units in Z/(2n−2). We have the natural homomorphism 
Proof: There is a natural isomorphism between the residue groups span Z {v} * /span Z {v} and
i.e., if and only if ϕ is the identity, or multiplication by −1 (Proposition 1.5.1 in [Ni] ). The imageφ of ϕ is determined by the image ϕ(1, , r(n − 1) ) and c · c = (r 2 − 1)(2n − 2). We see, that an isometry ϕ ∈ O(v ⊥ ) extends to an element of Γ, if and only if r ≡ ±1 (mod 2n − 2). Any element of Γ, which leaves v ⊥ invariant, must send v to ±v. If n = 2, then v is a +2 vector and the reflection σ v sends v to −v and acts as the identity on v ⊥ . Hence, if an isometry in O(v ⊥ ) extends to ϕ ∈ Γ, then either ϕ or σ v • ϕ is an extension in Γ v . It remains to show, that the additional condition ϕ(v) = v implies, that r ≡ 1 (mod 2n − 2). This is precisely equation (37), proven below.
Our next goal is to find a manageable set of generators of Γ v (Lemma 7.5).
Lemma 7.4 The stabilizing subgroup Γ v is generated by Γ 0 and reflections in −2 vectors (a, A, a(n − 1)) in v ⊥ , with A a primitive class in H 2 (S, Z).
Proof: Simply apply the proof of Lemma 7.3. The point is that the reflection τ u in (39) may be chosen with u = (a, A, a(n − 1)) and A primitive. 2
Lemma 7.5 Γ v is generated by Γ 0 and reflections in −2 vectors of the form (1, −L, n−1), with L a primitive class in
Note, that the Mukai vector of the inverse of a line bundle L of degree 2n − 4 is v(L −1 ) = (1, −L, n − 1). We will need Lemmas 7.6 and 7.7 for the proof of Lemma 7.5.
Lemma 7.6 Let L 1 and L 2 be two classes in H 2 (S, Z) satisfying the following conditions:
Then the Mukai vectors v
The subgroup of Γ v , generated by τ v 0 , τ v 1 , and τ v 2 , is isomorphic to Sym 3 and is generated by any two out of the three reflections.
Proof: The equality (v 1 , v 2 ) = 1 yields
The line bundle L 0 := L 1 + L 2 has degree 2(a + b) 2 (n − 1) − 2 and the vector v 0 := v 1 + v 2 is a −2 vector, whose reflection τ v 0 satisfies the relations:
Consequently, the subgroup of Γ v , generated by τ v 0 , τ v 1 , and τ v 2 , is isomorphic to Sym 3 . Observe, that (v 1 , v 2 ) = (−v 0 , v 1 ) = (−v 0 , v 2 ) = 1. The "triangle" with vertices −v 0 , v 1 , and v 2 is an extended Dynkin diagram of type A 2 . 2 Lemma 7.7 1. Given an even rank r ≥ 2 and a class L 0 of degree 2r Proof: Proof of part 1: H 2 (S, Z) is isomorphic to the even and unimodular lattice
where H is the even rank 2 hyperbolic lattice. We are looking for a class
Equation (42) is linear in L 1 . The only obstruction for the existence of a solution of (42) 
It suffices to prove, that the sublattice {L 0 , L ′ 1 } ⊥ contains primitive elements of arbitrary even length square. This follows from Theorem 1.14.4 in [Ni] , since span{L 0 , L ′ 1 } has signature (1, 1).
Proof of part 2: We are looking for a primitive class L 2 satisfying
The first equation is linear, and its solution set is non-empty because L 1 is primitive. The rest of the argument is identical to the one used in the proof of part 1. 2
Proof: (of Lemma 7.5) Let W v be the subgroup of Γ v generated by Γ 0 and reflections in −2 vectors of the form (1, −L, n − 1) with L in H 2 (S, Z) a primitive class of selfintersection 2n − 4. Lemma 7.4 reduces the proof of the equality W v = Γ v , to the proof, that W v contains the reflection τ v 0 , for every −2 vector v 0 = (r, −L 0 , r(n − 1)), with L 0 primitive. Since τ v 0 = τ −v 0 , we may assume that the rank r is non-negative. We prove Lemma 7.5 by induction on the rank of a −2
Assume r ≥ 2 and that any −2 vector in v ⊥ , with primitive first Chern class and of rank 1 ≤ a ≤ r − 1, is in W v . If r is even, Part 1 of Lemma 7.7 implies, that τ v 0 is in W v . If r is odd and L 0 is primitive, then part 2 replaces v 0 by w 0 , of rank r + 1, such that τ v 0 is in W v if and only if τ w 0 is in W v . Part 1 implies that τ w 0 is in W v . This completes the proof of Lemma 7.5. 2
Reflections in −2 vectors play a major role in this paper. Hence, we conclude this section with the following lemma, though we will not use it. Proof: A + is contained in the kernel of
Equivalently, if v 0 is in A + , then the reflection τ v 0 is in the kernel of Γ v → Aut(v ⊥ /2v ⊥ ). Clearly, A − contains elements which do not have this property.
Let v 0 := (r, bL 0 , r(n − 1)) be a −2 vector in v ⊥ , where b is an integer and L 0 a primitive class. The equality
implies that b and r(n − 1) are relatively prime. If v 0 ∈ A − , then the lattice span Z {v, v 0 } is a primitive sub-lattice of the Mukai lattice. Indeed, given x, y ∈ Q, the vector xv + y(v 0 − rv) = (x, ybL 0 , yr(2n − 2) + x(1 − n)) is integral, if and only if x, yb and yr(2n − 2) are integral. Since v 0 ∈ A − , b is odd and is thus relatively prime to r(2n − 2). Thus, y must be an integer as well.
Given two −2 vectors in A − , we get two primitive sublattices ∆ 0 := span{v, v 0 } and ∆ 1 := span{v, v 1 } of the Mukai lattice. The isomorphism ∆ 0 → ∆ 1 , sending the ordered basis {v, v 0 } to {v, v 1 }, extends to a global isometry g of the Mukai lattice ([Ni] Theorem 1.14.4). Hence, v 0 and v 1 belong to the same Γ v orbit in v ⊥ . Let v 0 := (r, bL 0 , r(n − 1)) belong to A + . Then b is even and r is odd. ∆ 0 := span Z {v, (0, b 2 L 0 , r(n − 1))} is an index 2 sublattice of span Z {v, v 0 }. It is easy to check that ∆ 0 is a primitive sublattice of the Mukai lattice and
is another basis of ∆ 0 . The intersection form of ∆ 0 with respect to the latter basis is 2n − 2 1 − n 1 − n 2n−4 4
. We conclude that n ≡ 2 (mod 4). Conversely, if n ≡ 2 (mod 4), then 2n − 4 ≡ 0 (mod 8) and there exists a line bundle L 0 of degree 2n−4 4
. The vector v 0 = (1, 2L 0 , (n − 1)) is then a −2 vector in A + .
Given two vectors v 0 and v 1 in A + , we get the two primitive sublattices ∆ 0 := span{v, 
Back to the monodromy group of Hilbert schemes
We prove Theorem 3.1 in section 8.1. In section 8.2 we study the equivariance properties, of the chern character of the universal sheaf, with respect to the monodromy representation.
Proof of Theorem 3.1
We assemble the results of the previous sections and prove Conjecture 2.6 in the special case where v = (1, 0, 1 − n) is the Mukai vector of the Hilbert scheme S [n] . In that case, we may disregard the polarizations, which are not needed for the construction of S [n] . Fix a K3 surface S and an integer n ≥ 2. Recall that H 2 (S Step 1: If L is a line-bundle of degree 2n − 4, then the Mukai vector of L −1 is v 0 := (1, −L, n − 1). Denote by R 1 the subset of R 0 , where L is a line bundle satisfying: If n ≥ 3, L is an ample line bundle which generates the Picard lattice of S. If n = 2, we require L to induce an elliptic fibration with integral fibers. We prove that Γ ′ v contains R 1 .
Set w := (1, L, −1). The moduli space M L (w) is naturally isomorphic to S [n] via
Let g be the isometry of the Mukai lattice induced by ⊗L. Then g maps v 0 to the −2 Mukai vector w 0 := (1, 0, 1) of the trivial line-bundle. Conjecture 2.6 holds for (S, {v}, g), by Theorem 2.3, since (44) is an isomorphism pushing forward a universal sheaf to a universal sheaf. Theorem 6.5 states, under the above conditions for L, that Conjecture 2.6 holds for (S, {w}, τ w 0 ). Conjecture 2.6 holds for (S, {v}, τ v 0 ), by Lemma 2.9, because τ v 0 = g −1 • τ w 0 • g.
Step 2: The validity of Conjecture 2.6 for (S, {v}, τ v 0 ) is preserved under deformations of the Kähler K3 surface, even if the integral class c 1 (L) does not remain of type (1, 1). Lemma 5.6 implies, that every reflection in R 0 is conjugate, under the surface-monodromy (of deformations of the surface S) to a reflection in R 1 . Hence, Γ ′ v contains Γ v and Conjecture 2.6 is valid for v = (1, 0, 1 − n).
Proof of part 2 of Theorem 3.1) γ g (u v , u v ) is a monodromy operator, for g ∈ Γ cov 0 , by Lemmas 5.1 and 5.3. Theorem 6.5 interpets the reflections in R 0 as monodromy operators. Theorem 6.11 implies the monodromy interpretation of reflections in +2 vectors. 2
Monodromy-equivariance of the Chern character
The normalized chern character u v , given in (8), is invariant with respect to the diagonal action of the stabilizer Γ v , provided we use on the moduli factor the representation γ, given in (10) (Theorem 3.1). We show in Lemma 8.2, that the class u v is not invariant, in general, if we replace γ by the monodromy representation (11). Let us first identify the diagonal action of an appropriate subgroup of O(v ⊥ ). Theorem 2.1 yields the isomorphism v ⊥ ∼ = H 2 (M(v), Z). Consequently, we can regard the class u v as an element of
The isometry group O(v ⊥ ) embedds in O(3, −20). We have the orientation character (31). The isometry −id v ⊥ is orientation reversing. Let Γ v , −id v ⊥ be the subgroup of O(v ⊥ ) generated by Γ v and −id v ⊥ . We will consider two index 2 subgroups of this group, Γ v and EO. The subgroup EO is the kernel of the restriction cov : Γ v , −id v ⊥ → {±1}, of the orientation character (31) of O(v ⊥ ). The subgroup EO is precisely the image of the monodromy representation γ · cov, given in (11). Another characterization of EO is given in Lemma 3.8. Consider the diagonal action of EO on (45), regarding Q · v as the trivial character.
The case of S [2] is exceptional. Invariance holds for the monodromy action as well. (36) has order 2 and thus, the character φ is the restriction of (36).
