The quantum mechanical model under consideration describes a particle beam under the influence of an oscillator. Bohm's causal interpretation of quantum mechanics is used to calculate trajectories of the particles. Individual quantum events are defined by the intersection of the beam particle trajectories and the particle detector. The time sequence of individual quantum events is interpreted as a time series and is analyzed by linear and nonlinear methods, which involves reconstruction and investigation of the system in an embedding space. The Fourier amplitudes and the fill factors show white noise, however the Karhunen-Loeve components indicate the influence of the oscillator on the beam particles. In this model individual quantum events carry information which can be detected by the Karhunen-Loeve expansion.
Introduction

Individual Quantum Events
Quantum mechanics (QM) predicts the statistics of many individual quantum events (IQE) in a specific measurement. A particle beam passes for example a slit and hits a screen. The collision of each particle can be observed as a single event. One can exactly predict the pattern on the screen, which is formed by thousands or millions of such events.
The situation becomes confusing, when one tries to understand each IQE. Bohr's interpretation assumes that before observation the quantum system is not part of our reality (Jammer [1] ), Heisenberg [2] peaks of a transfer from possibilities to actualities and Pauli (Laurikainen [3] ) assumes even irrational influences. Very spectacular are ideas about parallel universes by Everett [4] , Wheeler [5] or De Witt [6] . Recently Rössler [7] presented many arguments for a scenario, where the observer lives in many parallel universes but his consciousness and memory has only part of one at a time.
A rational explanation for the specific appearance of an IQE within QM is given by the causal interpretation of Böhm (Böhm Hiley [8] , Holland [9] ). This interpretation also suggests a formal way to extend ordinary QM to a causal quantum mechanics (CQM) which allows to some extend even investigations of IQEs. No other interpretation has this possibility at the moment.
Bohm's Causal Interpretation
By separation of the real and imaginary part of the Schrödinger equation QM can be brought into the form of classical statistical mechanics. What goes beyond classical mechanics is a new kind of a potential, the so called quantum potential. It depends in some way on the curvature of the particle density and is so very different from classical potentials. It causes all the special quantum mechanical phenomena such a state dependence, interference, tunneling and so on.
In Bohm's picture of QM one can define particle trajectories in exactly the way one does in classical mechanics and follow the particles on their way to the detector. This leads to CQM and goes beyond standard QM. In general an IQE is then defined by position and time of the intersection between a particle trajectory and the detector. The statistical behavior of these IQEs is by definition exactly the same as in ordinary QM. CQM however places a theoretical tool at disposal to investigate IQE's under the condition that the statistical rules of QM are valid.
In CQM the degrees of freedom of particles and of the action wave of the Hamilton-Jacobi theory are coupled in a nonlinear way and the particle trajectories show nonlinear behavior. Many authors report on that. Schwengelbeck and Faisal [10] determined the Lyapunov exponent and a entropy of Böhm trajectories. Parmenter and 0932-0784 / 99 / 1000-0628 $ 06.00 © Verlag der Zeitschrift für Naturforschung. Tübingen • www.znaturforsch.com Valentine [11] , Garcia [ 12] or Lacomelli [ 13] investigate their chaotic behavior. Dewdney and Malik investigate chaos in a quantum pinball [14] .
All this suggests that methods of analysis from nonlinear dynamics are recommended for the investigation of time series from large numbers of IQE's in CQM. They could reveal hidden correlation within such time series.
The chaotic structure of quantum mechanics due to the dynamically laws of CQM is discussed formally and with help of examples by Dürr. Goldstein, and Zanghi [15] . The same authors showed that also in CQM particle positions are distributed equally as, according to Bohr's statistical law, in normal QM. The reason lies in the random initial conditions of the individual particle trajectories (Dürr et al. [16] , Cushing et al. [17] ). The randomness is a consequence of missing knowledge. In this case no information can be expected in IQE's.
One has to think about a different situation, where we have more knowledge about the particle trajectories. A particle beam for example could pass by another particle, which is bound by some potential around a fixed location. In CQM one then has to describe the beam particles as wave packages and with random initial conditions for the particle trajectories. The initial conditions of the bound particle are also random. But since this particle is never directly observed, they need not be chosen again, after a beam particle has passed and was observed. The bound particle is moving in the potential on one continuous trajectory, while all the beam particles pass by. This causes a quantum correlation between the IQE's of the beam particles. This correlation is strongly superimposed by the randomness of the beam particles. We want to find a way to reveal this correlation.
Nonlinear Analyses of Time Series
The basic idea of nonlinear analysis is the reconstruction of trajectories in an embedding space form measurements of one dimensional time series. It was proven by Takens [ 18] that under idealized mathematical conditions each time series of one component of a complex system contains the full information about all relevant components of the system. The full embedding space trajectories of the complex system can be retrieved by several methods. They can then be characterized by quantities like the Lyapunov-exponent, fractal dimensions or K-entropy (Schuster 119] ).
Beyond that the fill factor of Buzug et al. [20, 21 ] gives qualitative insight into the dynamics behind the embed-K. Brauer • Nonlinear Analysis of Individual Quantum Events ded trajectories and indicates the optimal parameters for their reconstruction. The Karhunen-Loeve (KL) expansion (Haken [22] ) allows to disentangle the main degrees of freedom of the system and to separate them from noise.
The question is now how these methods can be applied on time series from IQE's and whether there is some chance to get new information about quantum processes. For that it seems to be reasonable to study a simple model with idealized conditions.
Investigation in a Theoretical Model
As a hypotheses one can assume that Bohm's trajectories give a meaningful description of quantum particles. One can further model a simple situation where a particle beam is influenced by some other system, lets say an oscillator. This influence could be transmitted by interaction or entanglement of the wave functions.
The particle beam must somehow be prepared. For a first investigation one can assume that the beam particles leave the source at equal time distances and with identical distribution in space. The explicit start position of a particle trajectory can then be chosen randomly with the probability of the particle density in space. By this the influence of the preparation and of a surrounding quantum system on the explicit particle is treated stochastically.
A fixed time after its emission, the position of the particle on its trajectory is measured. This position is influenced by the randomness of the start position, by the two body quantum state and the explicit oscillator trajectory. (QM averages over all possible oscillator trajectories.) A sequence of beam particle positions defines a time series, which can be analyzed with the nonlinear methods described below. The time series is defined by the sequence of IQE's and the trajectory of these IQE's in an abstract embedding space is reconstructed. The embedding space trajectory should not be mixed up with the particle trajectories.
Outline of the Paper
First Bohm's causal interpretation of QM and the nonlinear methods for time series are introduced. Then the modeling of a quantum experiment and the application of linear and nonlinear analysis on simulated measurements is described in more detail. The result of the calculation is that the Fourier spectrum of the time series shows only white noise. Also the fill factors show no sign of any underlying low-dimensional dynamics. But the KL components show clearly the influence of the oscillator on the beam particles.
Individual Quantum Events in Bohm's Causal Interpretation of QM
To bring the one particle Schrödinger equation to the form of classical mechanics, one expresses the complex number ip in polar coordinates
and separates the real and imaginary part of (1). The real part turns out to have the form of the classical HamiltonJacobi equation when the phase S is identified with the action function:
The potential Vis the sum of the Schrödinger potential V and the so called quantum potential Q: 
m Quantum mechanics can now be treated as classical statistical mechanics, however with a new kind of a potential Q. This depends on the curvature of /?, that means on the specific form of the particle density p = R 2 . The interpretation of this potential and the problems with it are extensively discussed, for example by Böhm et al. [8] or Holland [9] .
So far the formalism is equivalent to quantum mechanics. But now one can take a pattern from classical mechanics and define the canonical momentum of the quantum particle
when the system is in the state ij' and the particle itself at time t is at the position x. For a given wave function ip, (6) is a differential equation for stream lines of the quantum particle. Without contradiction to QM one can now assume a well defined start position JC (/ 0 ), which has a probability g (x (t 0 )) = ty ij>* (JC (t 0 )), and one can calculate the intersection of the implied trajectory with a particle detector. This defines the IQE. (The interference effects of QM appear due to the quantum potential.) If one repeats the play with dice for a start position and calculates trajectories for many particles, one generates a sequence of IQEs, which can be interpreted and investigated as a time series. This is still not exciting since all what one could discover in such a model is the randomness of the start position, which represents the high dimensional influence of the particle preparation and of the surrounding quantum world. What one can hope to see in an analysis of the time series are influences of further particles on the observed particle. Therefore one has to generalize the formalism to many body CQM, which is straight forward (Böhm Hiley [8] , Holland [9] ). One finds for the canonical momentum of the particle k
The behaviour of Böhm trajectories is sometimes quite astonishing, as Englert et al. called it [23, 24] . They calculated trajectories in interferometers with witch-way detectors. If the split beam crosses itself, the Böhm trajectories do not cross but change the part of the beam. Therefore the which-way detector indicates a particle in one part of the beam but the Böhm trajectory will follow the other part. In this work we will not be confronted with such phenomena of crossing beams.
Nonlinear Analysis of Time Series
Reconstruction of Trajectories
There are several ways to reconstruct the phase space structure of a system from one-dimensional time series. Since the data from our model contain a tremendous amount of noise, time delayed coordinates are recommended. They also are used for the analysis of experimental data (Buzug [20] ).
For the analysis we start with a one dimensional time series
N Dat is the number of data points, measured with a constant scanning rate of 1/AT. In a first step the time series is gauged and normalized:
In •->£« = £«-<!>. (The inverted commas will be omitted from now on.) The embedded trajectory is then defined by the vectors
T is the so called delay time and the parameter dim£ is the dimension of the embedding space. N Pnt is the number of points in the embedding space.
Fill Factor
The parameters r and dim E have to be determined before reconstruction. This can be done by the fill factor, as defined and extensively investigated by Buzug et al. [16] . The fill factor is a measure for the volume unfolded by the embedded trajectory. It depends on the delay time r and the dimension of the embedding space dimF. Buzug points out that the fill factor is an excellent tool to distinguish between time series from chaotic dynamics and from random systems. This quantity also gives a good intuitive impression about some important properties of the embedded trajectory. Some illustrative applications are given in [25] .
The fill factor is defined by the mean volume of randomly chosen parallelepipeds in the embedded trajectory. If the delay time r is too small, these volumes will be small as well. The first local maximum of the mean volume as a function of the delay time r indicates a proper value for the delay time z. As a function of the embedding space dimension dim£ the fill factor changes its structure with increasing dim£ as long as a higher dimension brings new information about the dynamics of the system.
As an illustration let us consider a simple harmonic oscillation with
x(t)=cos(a> t), y(t)=x(t)= -at sin (to t)=(o cos(o) t + jr/2)
= COx(t+7T/2CL>) .
The embedded trajectory describes an ellipse. The optimal delay time is obviously r= jz!2 a> since for that both degrees of freedom are well unfolded and the area circumscribed by the ellipse is maximal. The worst choice would be t=jt/o) with x(f) = cos(
a> t), y(t)=x(t+z) = -cos (cot + jr) = -x(t)), where the area has collapsed and x{t+x) is linearly dependent on x(t).
For this oscillator also in higher dimensions the embedded trajectories x(t), x(t+i), x{t+2r), ... , x(t+ (dim E-1) r)) can circumscribe only a two dimensional area, the dim F-dimensional volume of this area is zero for dim E> 2. Therefore as a function of dim E this volume indicates that the oscillator has two degrees of freedom and that the optimal delay time for a reconstruction is r=jr/2w.
To calculate the fill factor one first determines the indices for dim E+ 1 random vertices of each of the N vol volumes:
The vectors of the parallelepiped boundaries are then
The matrix of the difference vectors is M^£(r) = (rff /) (r),...,^£(r)), (15) and one gets the volume of the parallelepiped j as the determinant of M:
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The appropriate normalized mean volume is chosen as
IVÄ(T) dim£ (T) =
N Vol ,/=l...
and the fill factor is finally defined by the logarithm of F:
Karhunen-Loeve Expansion
If one generates an embedded trajectory x(t) = (*! (r),..., x N (t)) from differential equations, each component JC, -(f) has a well defined meaning. In the case of the Lorenz attractor for example two components are connected with velocities of a liquid in two different directions of space and another component is connected with heat conduction in the system.
If one reconstructs an embedded trajectory from only one component, as described above, then such a classification is not so simple. The single degrees of freedom of the system do not coincide with the axis of the embedding space. The orientation of the embedded trajectory in the embedding space is more or less random.
This disadvantage can be overcome by a method, which is sometimes called Karhunen-Loeve expansion, or singular value decomposition or bi-orthogonal decomposition. An introduction is given by Haken [22] or Golub and Reinsch [26] ,
The idea is to find new axes v k for the embedding space so that the projection of the embedded trajectory on each axis is maximal. One finds that the optimal axis v k of the rotated trajectory can be derived by solving an eigenvalue problem
where the matrix elements R mn of the so called covariance matrix R are defined by the points of the embedded trajectory x n :
Rki -
The single degrees of freedom can then be viewed in the time series
The eigenvalues X k are ordered so that X k >X k+x , and in addition they sum up to HX k = 1. The larger the value of X k is the stronger was the influence of this degree of freedom on the original time series { §"}. 
Generation of Time Series in a Model with Böhm Trajectories
In principle we are interested in a situation as displayed in Figure 1 . A particle beam moves under the influence of a surrounding quantum system and on oscillator. The beam particles are detected and a time series is defined by the time distance between the IQEs. We would like to know if we can filter out the influence of the oscillator on the beam if there is only a weak interaction or an entanglement of the wave functions.
A reasonable number of events for nonlinear analysis is about jV Dat =8000. The wave function would have to describe all of the 8000 particles plus the oscillator and the surrounding quantum system. Such a system can not be treated in a computer simulation and we therefore consider here a simplified situation.
Let us assume that at times t=T N = n AT well defined particle states ip, are prepared. The influence of the particle history, of the preparation and of the surrounding quantum system determine the specific position of the particle within the distribution of its state. These influences on the beam particle will be treated stochastically in the sense that the particle position is chosen randomly. In case 1 we then assume that the beam particle has a weak local interaction with the oscillator in form of a W a 1/r potential. At start time of the simulation the wave functions of both, beam and oscillator particles are not entangled, the two particle wave function is the product of the two single particle wave functions.
In case 2 the wave functions of beam and oscillator particles are entangled. This means that the two particle wave function is not a simple product of two single particle wave functions. This causes a nonlocal interaction between the two particles. The local potential W here is zero. Fig. 1 is simplified and reduced to a two body problem. At each time only one beam particle is under consideration together with the oscillator. The influence of the surrounding quantum system and of the preparation of the quantum state is taken into account stochastically in form of the explicit start position (t) of the beam particle. A time series is generated by repetition of the propagation and detection process of single beam particles.
Oscillator
Fig. 2. The situation of
It is always assumed that the wave function is disentangled from the surrounding quantum system due to the preparation of the system and that the extremely weak interaction between the surrounding quantum system with the beam and the oscillator can be neglected during the time of flight AT. The system can then be approximated by a two body problem. An illustration is given in Figure 2 .
Special care has to be taken on a continuous oscillation of the unobserved particle. At time f=0 it is assumed to be in a (finite) Glauber state (Lindner [27] ) and its mass is at the position of highest probability. In case 1 then the two body wave function is a simple product wave function, in case 2 the two single body wave functions are entangled as formally described below. At detection of the beam particle the two body wave function is reduced to a pure oscillator wave function which is then taken for the next flight sequence. The position of the oscillator particle is the same att = nT+ AT-e(e -^0)andf = (n + l) T, when the next beam particle takes off.
Wave Function and Time Evolution
A two body wave function can be defined in a two body unitary vector space U 2 = U^® U (2) by
n2 e (O.-./ij"""')
•U^ (x0u (2) The time evolution of the coefficients is
N where the matrix elements of the Hamiltonian 'K are defined as
Quantities at Time t = 0
At the start, the coefficients are fixed by
for case I and I "l "2 I c^c™ (0.9 + 0.1(5 , <,"">) for case 2.
Later we will use Harmonic oscillator wave functions for the u { " ] and coefficients of Glauber states for the c" \ In case 1 the total wave function can be separated into a product of wave functions of particle 1 and 2, in case 2 not. The expression with the Kronecker ö function in (26) entangles the single particle wave functions. The form is very arbitrary. We did not investigate the influence of this specific form on the results of our analysis in detail. The oscillator start position x 2 (t= 0) is chosen to be the position of highest probability
The start position of the first beam particle x 1 (t= 0) is chosen with the probability of the corresponding particle density, as described by Knuth [28] :
= random e [0,1 ].
First the random number is chosen and then the upper limit of the integral is determined as the start position of particle 1 (beam). By this the distribution of the start positions correspond to the density distributions. For curiosity we also investigate the very special cases, where the start position is the expectation value x l (t= 0) = (*,) (/ = 0).
Reduction of the Wave Function at Time t = nT-e (e -*• 0) and Quantities at t = (n+l) T
By detection of the beam particle at the position JC! (n T-e), the whole wave function reduces to the wave function of the oscillator
This defines the coefficients c {2) (n T), and the two body coefficients for the next run are The start position of the next beam particle is then again chosen randomly according to (28) , but now with x 2 (n T), and the oscillator particle goes on oscillating with
Propagation and Oscillation
/. Matrix Elements
The Hamiltonian ffl. is the sum over the beam particle Hamiltonian the oscillator Hamiltonian and the interaction between them (in case 2):
.
In harmonic oscillator representation with the basis wave functions For the interaction we assumed a large distance between the particles and get 
Time Evolution
In the actual calculation, the time evolution operator for the wave function is approximated by the operator
U(t)=v~l (t) V(-t) = e~'
Ht/ti + 0(t 3 ),
with
V(t)=\ + i Ml 2 n
This operator U is unitary and V" 1 is easy to evaluate by matrix inversion. It describes small time steps as required for the integration of the particle trajectories. In the case without interaction (W=0), however, it factorizes not into single particle operators, as the QM time evolution operator does (^-i(H \ +H 2^t ln -t~i H \ t,n e -<»2"*y It therefore entangles the single particle wave functions a little bit during the time evolution. The particle trajectories are calculated with the Runge-Kutta method.
Glauber States
Glauber states (Lindner [27] ) are defined in harmonic oscillator representation by the coefficients c U.Glau )(t) ie{ 1,2}.
a '
-a,,12 e -/co, / / 2 e -in, co, t
They describe states with mean position and canonical momentum (jc,-) (r,-) = A/2 ab, cos {co, t t ),
Therefore one can chose the expectation values (JC,) and (pi) of a state and use the parameters oc, = ± (x^/bf+ipiVb;
Parameters and Results
The model parameters for all runs are given in Table 1 . No efforts were made to find specially good values. The length b 2 of the oscillator was chosen so that each beam particle reaches the detector within a fraction of the oscillator period time T osc = \ /co 2 .
The representation space dimension A7 In Fig. 3 we see an example of trajectories for 20 beam particles. The oscillator goes always on oscillating whereas the beam particles jumps after a time period of AT to a new, randomly chosen start position. The probability for the start position corresponds to its density distribution (see (28) ).
The solid curve in Fig. 4 shows results for calculations with an interaction strength W 0 = 1. The logarithmic Fourier spectrum in Fig. 4 is an average over 16 spectra, each covering 256 data points. In other investigations this was found to be a good way to exhibit also very weak structures in the spectrum. Here however we see no structure at all. There is only white noise from the random generator.
Also the fill factor in Fig. 5 (a) T. It is important to know that this quantity is very sensible for dynamically influences in a noisy time series and that some authors assume it to be the best known method to uncover such dynamically effects (Buzug [20) ].
Only the main components of the KL expansion react on the oscillator influence on the beam particles. This is demonstrated in Fig. 6 in form of the Fourier spectra of the first three KL components. The spectra are calculated from 4096 data points without any averaging and are presented in a linear scale (not logarithmic). They show clear maxima at multiple values of the oscillator angle velocity io 2 =h/(m 2 bl).
The first KL eigenvalues are A, = 0.0870, A 2 = 0.0870, A 3 = 0.0867. The average eigenvalues is (A) = 1/12 = 0.08333. This shows dramatically how weak the influence of the oscillator frequency on the investigated time series is compared to the noise and how extremely sensible the KL method is in filtering out the information.
If we switch off the randomness of the beam particle start position and keep all other parameters fixed we find the dashed line in Fig. 4 for the Fourier spectrum and the fill factors in Fig. 5(b) . Now the Fourier-spectrum and the fill factors show clearly the dynamics, which is enfolded into the time series.
In the next runs we switched of the interaction between beam and oscillator but entangled the wave functions in a rather arbitrary way, as defined in (26) and (30) . The results, shown in Fig. 7 and Fig. 8 are comparable with Fig. 4 , but now the particles had no interaction any more. Their wave functions where entangled as described in (26) and (30) . Fig. 6 , but for the case of entangled wave functions, as described in (26) and (30) . The peaks are now located around halve integer values of the oscillator angle velocity o> 2 -See the text in Chapt. 6 for an interpretation. Fig. 4 and Figure 6 . Interesting is that now frequencies with half integer multiples of the oscillator are much more pronounced. This can be understood as follows:
The Glauber coefficients of (38) define a QM state which is oscillating as a whole. This is indicated in (39). The individual components of the wave function have no own meaning. This unity is ruined by the entanglement in (26) and (30) . Therefore the angle velocities (n +1/2) a> 2 of the individual oscillator wave function components u ( n n) show up.
Concluding Remarks
The model of this paper shows that on the assumption of Bohm's particle trajectories, information could be enfolded in sequences of IQEs. The detection of these effects is not trivial but the KL-expansion is extremely sensitive and noise resistant so that one can apply this method successfully and hopefully even to data from real quantum measurements.
There arises now of course the question, how different the predictions of CQM in our case are compared to QM. Also in QM the beam particle density should fluctuate at detection time in the rhythm of the oscillator and also this effect should show up in a nonlinear analysis of the IQEs time series. The difference between both theories is that in CQM the influence of one single oscillator trajectory is enfolded in the time series whereas in QM such a trajectory does not exist. A further investigation of this model must show in more detail which difference we can predict between both theories.
One problem of nonlinear analysis, as presented here, is that Taken's reconstruction of embedded trajectories (Takens [18] ) requires a constant sampling rate. This of course is an essential handicap, since beam particles usually are not released from the source with equal time distance, as assumed in the model. The realization of exactly this model in the real world would therefore to be not so easy. (The oscillator could eventually be replaced by a LASER.)
However one could apply the analysis method to simpler experimental situations. For example one could take the time between photon emission from atoms as amplitudes of time series or electron emission from a conductor. Do the atomic energy levels or the energy bands show up in the KL-components? The answer of this question could be really exciting.
There might be also other nonlinear methods to detect hidden structures in the noise of IQE's. Freeman [29] for example developed a theoretical model of coupled nonlinear oscillators which is highly sensible on very small influences. Similar to chaos control, small regular influences modify the strange attractor of Freemans dynamically system [30] , Applied to IQE's, the hidden information could show up in form of special space time patterns of a Freeman type system. Such a system could be soft or hard ware. If this works, one would not be restricted to constant sampling rates. (The Freeman model was developed to investigate aspects of the nervous system.)
In this paper nonlocal correlation in a quantum system was investigated. Other kinds of such investigations are experiments of the Einstein-Podolsky-Rosen (EPR) type [31, 32] or of Wheeler's delayed time type [33, 34] . In EPR experiments the nonlocal correlation between two particle is observed by detecting both particles, and in delayed time experiments it is the influence of the observation on one particle. In the approach presented here the influence of system parts on a whole ensemble of detected particles is investigated with the chance of experimental confirmation. The hope is that this leads to a better understanding of individual quantum events.
