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a b s t r a c t
A B-spline basis function is a piecewise function of polynomials of equal degree on its
support interval. This paper extends B-spline basis functions to changeable degree spline
(CD-spline for short) basis functions, each of which may consist of polynomials of different
degrees on its support interval. The CD-spline basis functions possess many B-spline-
like properties and include the B-spline basis functions as subcases. Their corresponding
parametric curves, called CD-spline curves, are like B-spline curves and also have many
good properties. If we use the CD-spline basis functions to design a curve made up of
polynomial segments of different degrees, the number of control points may be decreased.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In computer aided geometric design, B-splines are widely used as basis functions, called B-spline basis functions, for
modeling free form shapes. They are defined on a nondecreasing knot sequence T = {ti}+∞i=−∞ and a natural number n.
Each B-spline basis function Fi,n of degree n has a support interval [ti, ti+n+1). On [ti, ti+n+1), Fi,n is a piecewise function of
polynomials of degree n. On each half-open interval [ti, ti+1), there are (n+1) nonzero B-spline basis functions. A parametric
curve comprised of polynomial segments of degree n can be built by the B-spline basis functions of degree n. For each
segment of the curve, (n+ 1) control points are needed.
However, in practice, curves consisting of polynomial segments of different degrees are often needed. When building a
parametric curve made up of polynomial segments of degrees m and n with m < n, the B-spline basis functions of degree
n are used. Thus, for each of the segments of degree m or n, (n + 1) control points are needed. We wish to construct some
B-spline-like basis functions comprised of polynomials of different degrees, such that for the curve segment of degree m,
we only need (m+ 1) control points.
In [1–3], basis functions of polynomials of variable degrees are constructed for shape-preserving interpolation. Their
basic idea is to use a four-dimensional subspace of the space of polynomials of degree ≤ n to build the segments of the
spline curve. As each segment is determined by four control points, the basis functions are similar to the cubic B-spline basis
functions, while the variable degrees of polynomials are used as tension parameters to adjust the shape. Later, [4] builds
somemulti-degree spline curves of degrees 1, 2 and 3. In [5], a kind of two-degree-spline basis functions is produced as a by-
product in the process of degree elevation of B-spline curves. In [6], we give one type of multi-degree spline basis functions
of arbitrary degrees. However, these basis functions do not build a B-basis as defined in [7].
The basis functions given in this paper take arbitrary degrees and build a B-basis.We call these basis functions changeable
degree spline (CD-spline for short) basis functions. Their corresponding parametric curves are called CD-spline curves. For
simplicity, we call the polynomial function of degree n an n-polynomial. A knot interval corresponding to an n-polynomial
is called an n-interval. The polynomial curve segment of degree n is called an n-curve. We say that a function/curve is Cn at
a knot or between two adjacent segments if the order of continuity of the function/curve at the knot or between the two
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(a) The target curve. (b) With Berstein basis functions.
(c) With B-spline basis functions. (d) With CD-spline basis functions.
Fig. 1. The mushroom curve.
adjacent segments is n. These CD-spline basis functions and their corresponding CD-spline curves have the following main
properties.
(1) Each CD-spline basis function has a support interval. Outside of its support interval, the CD-spline basis function is equal
to zero.
(2) On each d-interval, there are (d + 1) nonzero basis functions. They are all polynomial functions of degree d on this
interval and are linearly independent. This means that a d-curve is determined by (d+ 1) control points.
(3) These CD-spline basis functions build a normalized B-basis. Hence they possess optimal shape preserving properties.
(4) Since B-spline basis functions are of equal degree, they are special cases of CD-spline basis functions, which are of
variable degrees.
(5) A CD-spline curve can attain Cmin{m,n}−1 between adjacentm-curve and n-curve.
Using CD-spline basis functions, we can decrease the number of control points. We take the mushroom curve in Fig. 1 as
an example. Fig. 1(a) shows the target curve we need. It is made up of one 1-curve, one 3-curve and two 4-curves. It is C0
between the 1-curve and the 4-curve and is C2 between the 3-curve and the 4-curve. Using the Bernstein basis functions,
we need 12 control points, as shown in Fig. 1(b). Using the B-spline basis functions, we need 12 control points, as shown in
Fig. 1(c). If we use the CD-spline basis functions, we only need 8 control points, as shown in Fig. 1(d).
The rest of this paper is divided into five sections. In the next section, we define CD-spline basis functions with integrals.
Section 3 proves some main properties of the CD-spline basis functions. We see that CD-spline basis functions behave very
much like B-spline basis functions. The subsequent section gives the definitions and properties of CD-spline curves. There
are some examples of CD-spline curves in Section 5. Final conclusions are drawn in the last section.
2. Definitions of CD-spline basis functions
2.1. Preparations
For CD-spline basis functions, we need to know the degree of each knot interval. Suppose that T = {ti}+∞i=−∞ is a
nondecreasing real number sequence and G = {di}+∞i=−∞ is a bounded positive integer sequence. We shall impose the
following constraint on these two sequences:
• If ti−1 < ti = ti+1 = · · · = ti+m−1 < ti+m, then di = di+1 = · · · = di+m−1 and max{1, di − di−1 + 1} ≤ m ≤ di.
Then, like B-spline basis functions, we say that T is a knot sequence and G is a degree sequence of T . In the next subsection, we
will construct the CD-spline basis functions over the knot sequence T such that each knot interval [ti, ti+1) is a di-interval.
In the rest of this paper, the sequence T will always be a knot sequence and the sequence G will always be a degree sequence
of T satisfying the constraint above. We also set D = maxi{di} throughout this paper.
If ti−1 < ti = ti+1 = · · · = ti+m−1 < ti+m, we say that the knots tj, j = i, . . . , i + m − 1, all have multiplicity m. For
simplicity, a knot of multiplicitym is called anm-knot.
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(a) A B-spline basis function. (b) Some CD-spline basis functions.
Fig. 2. Explanation about the constraint.
The constraint may seem a little strange. In fact, it makes CD-spline basis functions easier to define. For B-spline
basis functions of degree n, if the multiplicity of a knot is higher than n, there exists at least one basis function which is
discontinuous at this knot. Hence we letm ≤ di to ensure that all the CD-spline basis functions are continuous at ti. For each
B-spline basis function Fi,n, the subscript i indicates that the function starts from the knot ti. That is, the starting knot of the
support interval of Fi,n is ti, as shown in Fig. 2(a). However, for CD-spline basis functions, if di−1 ≤ di, then there exist at least
(di − di−1 + 1) basis functions starting from the knot ti. To give an example, in Fig. 2(b), di−1 = 1 and di = 3, and there are
3 basis functions starting from ti. When di−1 ≤ di, in order to give each basis function a unique subscript, the multiplicity of
ti should at least be (di − di−1 + 1). That is the reason why we impose the constraint thatm ≥ max{1, di − di−1 + 1}.
2.2. Definitions of basis functions
For n = 0, 1, . . . ,D, we use an iterative process to generate a function sequence {Ni,n(t)}+∞i=−∞ over T and G . The final
sequence {Ni,D(t)}+∞i=−∞ are the CD-spline basis functions over T and G .
For each n, the function sequence {Ni,n(t)}+∞i=−∞ over T and G is defined as follows:
Ni,n(t) =

0 di < D− n{
1 t ∈ [ti, ti+1)
0 otherwise di = D− n∫ t
−∞
(
δi,n−1Ni,n−1(s)− δi+1,n−1Ni+1,n−1(s)
)
ds di > D− n,
(1)
where
δi,n =
(∫ +∞
−∞
Ni,n(t)dt
)−1
. (2)
When Ni,n(t) = 0, then δi,n = ∞. Like the DeBoor–Cox Formula of B-spline basis functions (0/0 = 0), we set δi,nNi,n = 0
when Ni,n(t) = 0. However, in order to satisfy the partition of unity, δi,nNi,n should satisfy
∫ +∞
−∞ δi,nNi,n(t)dt = 1. So, when
Ni,n(t) = 0, we let∫ t
−∞
δi,nNi,n(s)ds =
{
0 t < ti
1 t ≥ ti. (3)
Actually, in this case, δi,nNi,n is the Dirac function.
If n = 0, then any di ≤ D− n. So the definitions of the initial functions {Ni,0}+∞i=−∞ are included in Formula (1).
In the rest of this paper, {δi,n}+∞i=−∞ and {Ni,n(t)}+∞i=−∞ will always be the functions over T and G as defined here.
These CD-spline basis functions are given recursively. We can see the process in Fig. 3. At the bottom, the degree
sequence G
{. . . , 3, 3, 2, 2, 3, 3, 1, 3, 3, 3, 2, 3, 3, . . .}
is given above the coordinate axis, and the knot sequence T
{· · · ≤ t1 < t2 < t3 < t4 < t5 = t6 < t7 < t8 = t9 = t10 < t11 < t12 = t13 < t14 ≤ · · ·}
is given below the coordinate axis. At the top are the CD-spline basis functions {Ni,3}10i=1 over T and G . Between them, the
intermediate functions {Ni,0}13i=1, {Ni,1}12i=1 and {Ni,2}11i=1 are shown.
3. Properties of CD-spline basis functions
Like B-spline basis functions, the CD-spline basis functions havemany goodproperties.Wewill prove them in this section.
We first define ki,n in relation to a degree sequence G which controls the length of the support interval of the function Ni,n.
Definition 3.1. For n = 0, 1, . . . ,D, an integer sequence {ki,n}+∞i=−∞ is recursively defined by
ki,n =

0 di < D− n
1 di = D− n
ki,n−1 di+1 < D− n+ 1
ki+1,n−1 + 1 di+1 ≥ D− n+ 1 di > D− n.
(4)
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Fig. 3. Example for the recursive process of the definitions of CD-spline basis functions.
In the rest of this paper, ki,n will always be the integer defined here.
Lemma 3.1. The integer sequence {ki,n}+∞i=−∞ has the following properties.
(1) If n > 0, then ki,n ≥ ki,n−1. In particular, if di ≥ D− n, then ki,n ≥ 1.
(2) If n > 0, then ki,n ≤ ki+1,n−1 + 1.
(3) Each ki,n ≤ n+ 1.
(4) The set {j | j + kj,n ≥ i + 1, j ≤ i} is a set of consecutive integers. In particular, if di ≥ D − n, then this set is
{i− (n+ di − D), . . . , i− 1, i}.
Proof. We can easily get (1) from Definition 3.1 and (3) from (2). So we prove (2) and (4) here.
Proof of (2). It is obvious if n ≤ D− di. Assume that ki,n ≤ ki+1,n−1 + 1 for any n > D− di. For n+ 1, we have two cases.
(i) If di+1 < D− (n+ 1)+ 1, then ki+1,m = 0 for anym ≤ n. So we have
ki,n+1 = ki,n ≤ 1+ ki+1,n−1 = 1 = 1+ ki+1,n.
(ii) If di+1 ≥ D− (n+ 1)+ 1, then ki,n+1 = 1+ ki+1,n.
Then (2) follows by induction on n.
Proof of (4). We only need to prove that the sequence {j + kj,n} is nondecreasing. This follows from (1) and (2) because
j + kj,n ≤ j + kj+1,n−1 + 1 ≤ j + 1 + kj+1,n. For the special case when di ≥ D − n, we use mathematical induction.
If n = D − di, then we have ki,n = 1 and ki−1,n ≤ 1. So {j | j + kj,n ≥ i + 1, j ≤ i} = {i}. Suppose that
{j | j+ kj,n ≥ i+ 1, j ≤ i} = {i− (n+ di − D), . . . , i− 1, i} for any n ≥ D− di. There are three cases.
(i) For j ∈ {i− (n+ di − D), . . . , i− 1, i}, from (1), we have
j+ kj,n+1 ≥ j+ kj,n ≥ i+ 1.
(ii) For j = i− (n+ di − D)− 2, from (2), we have
j+ kj,n+1 ≤ j+ 1+ kj+1,n < i+ 1.
(iii) For j = i− (n+ di − D)− 1, we have
j+ 1+ kj+1,n ≥ i+ 1⇒ kj+1,n ≥ 1⇒ n ≥ D− dj+1
and
j+ kj,n = i⇒ kj,n ≥ 1⇒ n ≥ D− dj.
Thus, j+ kj,n+1 = j+ kj+1,n + 1 ≥ i+ 1.
Hence, {j | j+ kj,n ≥ i+ 1, j ≤ i} = {i− (n+ 1+ di − D), . . . , i− 1, i}, which means that (4) holds for n+ 1. 
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3.1. Basic properties
In this subsection, we will give some basic properties of the functions {Ni,n}. Positivity will be proved in Section 3.4.
Proposition 3.1 (Local Support Property). Each Ni,n(t) = 0 if t 6∈ [ti, ti+ki,n).
Proof. Due to Formulas (1) and (4), the property is obvious for 0 ≤ n ≤ D − di. Assume that for n > D − di, we have
Ni,n(t) = 0 if t 6∈ [ti, ti+ki,n). Then for Ni,n+1(t) =
∫ t
−∞
(
δi,nNi,n(s)− δi+1,nNi+1,n(s)
)
ds, there are two cases.
(i) If di+1 < D− n, then Ni,n+1(t) = 0 and ki,n+1 = ki,n = 1. So Ni,n+1(t) = 0 if t 6∈ [ti, ti+1) = [ti, ti+ki,n+1).
(ii) If di+1 ≥ D− n, then ki,n+1 = ki+1,n + 1. Hence, Ni,n+1(t) = 0 if t 6∈ [ti, ti+1+ki+1,n) = [ti, ti+ki,n+1).
Then the local support property holds for n+ 1. 
Lemma 3.2. If dj > D− n, then there are not more than (n+ dj − D+ 1) nonzero functions on the interval [tj, tj+1).
Lemma 3.2 follows directly from Lemma 3.1 and Proposition 3.1. From Proposition 3.1, we do not know if Ni,n(t) 6= 0 for
t ∈ (ti, ti+ki,n). So in Lemma 3.2, we can only say that there are not more than (n+ dj − D+ 1) nonzero functions. As soon
as the positivity of Ni,n is proved, we can conclude that if dj > D− n, there are exactly (n+ dj − D+ 1) nonzero functions
on the interval [tj, tj+1).
Proposition 3.2 (Normalized Property). If dj ≥ D− n, then∑+∞i=−∞ Ni,n(t) ≡ 1 for t ∈ [tj, tj+1).
Proof. If dj = D − n, then on the interval [tj, tj+1), only Nj,n(t) ≡ 1 while the other functions are all equal to zero. So the
property is obvious. If dj > D− n, for t ∈ [tj, tj+1), we have
+∞∑
i=−∞
Ni,n(t) =
j∑
i=j−(n+dj−D)
Ni,n(t) (since ki,n ≥ 1⇒ n ≥ D− di)
=
j∑
i=j−(n+dj−D)
∫ t
−∞
(
δi,n−1Ni,n−1(s)− δi+1,n−1Ni+1,n−1(s)
)
ds
= δj−(n+dj−D),n−1
∫ t
−∞
Nj−(n+dj−D),n−1(s)ds− δj+1,n−1
∫ t
−∞
Nj+1,n−1(s)ds
= 1− 0 = 1. 
Proposition 3.3 (Degree Property). If di ≥ D− n, then Ni,n(t) is a polynomial of degree (n− D+ dj) on the interval [tj, tj+1)
for j = i, i+ 1, . . . , i+ ki,n − 1.
For j = i, i + 1, . . . , i + ki,n − 1, Nj,D−dj(t) is a polynomial of degree 0 on [tj, tj+1). Since each integration increases the
degree of a polynomial by 1, so Ni,D(t) is a polynomial of degree dj on [tj, tj+1).
Proposition 3.4 (Derivative). If di ≥ D− n, then
d
dt
Ni,n(t) = δi,n−1Ni,n−1(t)− δi+1,n−1Ni+1,n−1(t).
Proposition 3.5 (Linear Independence).
(1) If dj ≥ D− n, then {Ni,n(t)}ji=j−(n+dj−D) are linearly independent on [tj, tj+1).
(2) The functions {Ni,n(t)}+∞i=−∞ are linearly independent on (−∞,+∞).
Proof. We prove (1) by induction on n, and (2) follows easily from (1). If n = D−dj, then there is only one nonzero function
Ni,D(t) =
{
1 t ∈ [ti, ti+1)
0 otherwise on [tj, tj+1). It is obviously linearly independent. Assume that for n > D − dj, the set of functions
{Ni,n(t)}ji=j−(n+dj−D) is linearly independent on [tj, tj+1) for any j = 0,±1, . . .. Let ϕ(t) =
∑j
i=j−(n+1+dj−D) αiNi,n+1(t) = 0.
From Lemma 3.1(2), we have
kj−(n+1+dj−D),n ≤ kj,D−dj−1 + n+ 1+ dj − D = n+ 1+ dj − D.
Therefore Nj−(n+1+dj−D),n(t) = Nj+1,n(t) = 0 on [tj, tj+1). Thus, the derivative of ϕ(t) is
ϕ′(t) =
j∑
i=j−(n+1+dj−D)
αi
(
δi,nNi,n(t)− δi+1,nNi+1,n(t)
)
=
j∑
i=j−(n+dj−D)
(αi − αi−1)δi,nNi,n(t) = 0.
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By assumption, we have αj−(n+1+dj−D) = αj−(n+dj−D) = · · · = αj. Due to normalization,
ϕ(t) =
j∑
i=j−(n+1+dj−D)
αiNi,n+1(t) = αj
j∑
i=j−(n+1+dj−D)
Ni,n+1(t) = αj = 0.
This means that the property holds for n+ 1. 
3.2. Relation with B-spline basis functions
There are a few ways to define B-spline basis functions, such as by difference quotient or by the DeBoor–Cox Formula.
Here, we will use an integral method to give the functions {Ai,n}+∞i=−∞ and prove they are all equal to the B-spline basis
functions {Fi,n}+∞i=−∞ defined by the DeBoor–Cox Formula. This means that the B-spline basis functions have integral
definitions as well.
The functions {Ai,n}+∞i=−∞ over the knot sequence T are given by
Ai,0(t) =
{
1 t ∈ [ti, ti+1)
0 otherwise,
Ai,n(t) =
∫ t
−∞
(
δi,n−1Ai,n−1(s)− δi+1,n−1Ai+1,n−1(s)
)
ds,
(5)
where δi,n =
(∫ +∞
−∞ Ai,n(t)dt
)−1
, and we set
∫ t
−∞ δi,nAi,n(s)ds =
{
0 t < ti
1 t ≥ ti when Ai,n(t) = 0.
The B-spline basis functions {Fi,n}+∞i=−∞ over the knot sequence T can be given by the DeBoor–Cox Formula
Fi,0(t) =
{
1 t ∈ [ti, ti+1)
0 otherwise,
Fi,n(t) = t − titi+n − ti Fi,n−1(t)+
ti+n+1 − t
ti+n+1 − ti+1 Fi+1,n−1(t),
(6)
where we set 0/0 = 0.
Lemma 3.3. Each Ai,n(t) = Fi,n(t).
Proof. Suppose that the knot sequence T is strictly increasing.
(i) Formula (6)⇒ Formula (5). From [8], we know that ∫ +∞−∞ Fi,n(t)dt = ti+n+1−tin+1 and ddt Fi,n(t) = n ( Fi,n−1(t)ti+n−ti − Fi+1,n−1(t)ti+n+1−ti+1 ).
By induction on n, (5) holds.
(ii) Formula (5)⇒ Formula (6). When n = 0, the equivalence is obvious. Assume that for integer n ∈ [0,m], we have
Ai,n(t) = t − titi+n − ti Ai,n−1(t)+
ti+n+1 − t
ti+n+1 − ti+1 Ai+1,n−1(t) = Fi,n(t).
Then
∫ +∞
−∞ Ai,n(t)dt = ti+n+1−tin+1 . Thus, we have
Ai,m+1(t) =
∫ t
−∞
[
(m+ 1)Ai,m(s)
ti+m+1 − ti −
mAi+1,m−1(s)
ti+m+1 − ti+1 +
mAi+1,m−1(s)
ti+m+1 − ti+1 −
(m+ 1)Ai+1,m(s)
ti+m+2 − ti+1
]
ds
=
∫ t
−∞
[
Ai,m(s)
ti+m+1 − ti +
m
ti+m+1 − ti
(
s− ti
ti+m − ti Ai,m−1(s)+
ti+m+1 − s
ti+m+1 − ti+1 Ai+1,m−1(s)
)
− m
ti+m+1 − ti+1 Ai+1,m−1(s)
(ti+m+1 − s)+ (s− ti)
ti+m+1 − ti
+ m
ti+m+1 − ti+1 Ai+1,m−1(s)
(ti+m+2 − s)+ (s− ti+1)
ti+m+2 − ti+1
− m
ti+m+2 − ti+1
(
s− ti+1
ti+m+1 − ti+1 Ai+1,m−1(s)+
ti+m+2 − s
ti+m+2 − ti+2 Ai+2,m−1(s)
)
− Ai+1,m(s)
ti+m+2 − ti+1
]
ds
=
∫ t
−∞
[
1
ti+m+1 − ti
(
Ai,m(s)+m(s− ti)
(
Ai,m−1(s)
ti+m − ti −
Ai+1,m−1(s)
ti+m+1 − ti+1
))
+ 1
ti+m+2 − ti+1
(
−Ai+1,m(s)+m(ti+m+2 − s)
(
Ai+1,m−1(s)
ti+m+1 − ti+1 −
Ai+2,m−1(s)
ti+m+1 − ti+1
))]
ds
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(a) Knots and degrees before knot inserted. (b) Knots and degrees after knot inserted.
Fig. 4. Changes of knots and degrees.
=
∫ t
−∞
[
Ai,m(s)+ (s− ti) ddsAi,m(s)
ti+m+1 − ti +
−Ai+1,m(s)+ (ti+m+2 − s) ddsAi+1,m(s)
ti+m+2 − ti+1
]
ds
=
∫ t
−∞
d
ds
[
Ai,m(s)(s− ti)
ti+m+1 − ti +
Ai+1,m(s)(ti+m+2 − s)
ti+m+2 − ti+1
]
ds
= t − ti
ti+m+1 − ti Ai,m(t)+
ti+m+2 − t
ti+m+2 − ti+1 Ai+1,m(t) = Fi,m+1(t).
By induction on n, (6) holds.
The case of repeated knots can be proved in the same way. 
Proposition 3.6. If di = D for all i = 0,±1, . . ., then CD-spline basis functions are B-spline basis functions of degree D.
If di = D for all i = 0,±1, . . ., from the definitions of CD-spline basis functions and Lemma 3.3, we see that the CD-spline
basis functions are just the B-spline basis functions defined by the integral method. So B-spline basis functions are subcases
of CD-spline basis functions. In this case, from Formula (4), we have ki,n = n+ 1.
3.3. Inserting a new knot
Definition 3.2. When a knot t ′ ∈ [ti, ti+1) is inserted into T r times, the knot sequence T becomes T r = {t rj }+∞j=−∞ and the
degree sequence G turns into Gr = {drj }+∞j=−∞ in which
t rj =

tj r = 0
t r−1j j ≤ i+ r − 1
t ′ j = i+ r r > 0
t r−1j−1 j ≥ i+ r + 1
and
drj =

dj r = 0
dr−1j j ≤ i+ r − 1
dr−1j−1 j ≥ i+ r r > 0.
Fig. 4 shows the changes of knots and degrees when a new knot is inserted into a given knot sequence. Fig. 4(a) gives the
original di-interval [ti, ti+1). After we insert a knot t ′ ∈ [ti, ti+1), the knots and degrees are changed, as shown in Fig. 4(b).
Let t ′ ∈ [ti, ti+1) be anm-knot in T withm ∈ [0,min {di−1, di} − 1]. Herem = 0 means ti < t ′ < ti+1. After t ′ is inserted
into T , the knot and degree sequences become T 1 and G1 as defined in Definition 3.2. Let the corresponding functions over
T 1 and G1 be {δ1j,n}+∞j=−∞ and {N1j,n}+∞j=−∞. Let α1j,n and β1j,n be defined by
α1j,n =

1 j ≤ i− (n+ di − D)− 1
1 di = m+ D− n
δj,n−1
δ1j,n−1
α1j,n−1 di > m+ D− n i− (n+ di − D) ≤ j ≤ i−m
0 j ≥ i−m+ 1
(7)
and
β1j,n =

0 j ≤ i− (n+ di − D)
1 di = m+ D− n
δj,n−1
δ1j+1,n−1
β1j+1,n−1 di > m+ D− n i− (n+ di − D)+ 1 ≤ j ≤ i−m+ 1
1 j ≥ i−m+ 2,
(8)
respectively.
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Proposition 3.7 (Knot Inserted Property). If n ≥ m+ D− di, we have
Nj,n(t) = α1j,nN1j,n(t)+ β1j+1,nN1j+1,n(t)
for any integer j.
Proof. It is obvious that N1j,n =
{
Nj,n(t) j ≤ i− (n+ di − D)− 1
Nj−1,n(t) j ≥ i−m+ 2 . Hence we have
α1j,n =
{
1 j ≤ i− (n+ di − D)− 1
0 j ≥ i−m+ 1
and
β1j+1,n =
{
0 j ≤ i− (n+ di − D)− 1
1 j ≥ i−m+ 1.
So we only need to prove the cases for j = i− (n+ di − D), i− (n+ di − D)+ 1, . . . , i−m.
We induct on n. When n = m+ D− di, from normalization, on [ti, ti+1), we have
+∞∑
j=−∞
N1j,n(t) ≡ 1 ≡
+∞∑
j=−∞
Nj,n(t)
=
i−m−1∑
j=−∞
N1j,n(t)+ Ni−m,n(t)+
+∞∑
j=i−m+1
N1j+1,n(t).
We see that Ni−m,n(t) = N1i−m,n(t)+ N1i−m+1,n(t). So
α1i−m,m+D−di = β1i−m+1,m+D−di = 1.
Assume the property holds for nwithm+ D− di < n < D. For n+ 1,
Nj,n+1(t) =
∫ t
−∞
(
δj,nNj,n(s)− δj+1,nNj+1,n(s)
)
ds
= δj,n
∫ t
−∞
(
α1j,nN
1
j,n(s)+ β1j+1,nN1j+1,n
)
ds− δj+1,n
∫ t
−∞
(
α1j+1,nN
1
j+1,n(s)+ β1j+2,nN1j+2,n(s)
)
ds
= A1 (t)+ A2 (t)+ A3 (t) ,
where
A1 (t) = δj,n
δ1j,n
α1j,n
∫ t
−∞
(
δ1j,nN
1
j,n(s)− δ1j+1,nN1j+1,n(s)
)
ds
= δj,n
δ1j,n
α1j,nN
1
j,n+1(t),
A2 (t) = δj+1,n
δ1j+2,n
β1j+2,n
∫ t
−∞
(
δ1j+1,nN
1
j+1,n(s)− δ1j+2,nN1j+2,n(s)
)
ds
= δj+1,n
δ1j+2,n
β1j+2,nN
1
j+1,n+1(t),
A3 (t) = λ
∫ t
−∞
δ1j+1,nN
1
j+1,n(s)ds for some real number λ.
For v ≥ ti−m+D+3 = t1i−m+D+4, we have Nj,n+1 (v) = A1 (v) = A2 (v) = 0, and A3 (v) = λ. This means that λ = 0. So
Nj,n+1(t) = δj,n
δ1j,r
α1j,nN
1
j,n+1(t)+
δj+1,n
δ1j+2,n
β1j+2,nN
1
j+1,n+1(t)
= α1j,n+1N1j,n+1(t)+ β1j+1,n+1N1j+1,n+1(t). 
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3.4. Positivity
The Bernstein basis functions of degree n on [ti, ti+1] can be defined by
Bj,n(t) =

1 n = 0, j = 0, 1, . . . , n
1− γ0,n−1
∫ t
ti
B0,n−1(s)ds =
(
ti+1 − t
ti+1 − ti
)n
n > 0, j = 0∫ t
ti
(
γj−1,n−1Bj−1,n−1(s)− γj,n−1Bj,n−1(s)
)
ds
=
(
n
j
)(
ti+1 − t
ti+1 − ti
)n−j ( t − ti
ti+1 − ti
)j
n > 0, j = 1, . . . , n− 1
γn−1,n−1
∫ t
ti
Bn−1,n−1(s)ds =
(
t − ti
ti+1 − ti
)n
n > 0, j = n,
where γj,n =
(∫ ti+1
ti
Bj,n(t)dt
)−1
and Bj,n(t) = 0 for j < 0 or j > n. Then by comparing with the definitions of CD-spline
basis functions, we have the following lemma.
Lemma 3.4 (Relation with Bernstein Basis Functions). If di > D− n and
ti−n+D−di+1 = · · · = ti < ti+1 = · · · = ti+n−D+di+1 ,
then {Nj,n(t)}ij=i−n+D−di are just the Bernstein basis functions of degree (n− D+ di) on [ti, ti+1].
Proposition 3.8 (Positivity). Each Ni,n(t) > 0 if t ∈
(
ti, ti+ki,n
)
.
Proof. If ti = ti+ki,n or n < D− di, it is obvious. If ti < ti+ki,n , we use mathematical induction. It is easy to see the positivity
when n = 0. Assume that positivity holds for n.
Consider Ni,n+1(t). By inserting a series of new knots into the knot sequence T such that for j = i, i + 1, . . . , i + ki,n+1
the multiplicity of each knot tj is exactly n + 1 − D + dj, we obtain a new knot sequence T ∗ with a new degree sequence
G∗ and the corresponding functions
{
N∗i,n+1
}+∞
i=−∞. From Lemma 3.4, on every interval
[
tj, tj+1
]
(j = i, i+ 1, . . . , i+ ki,n+1),
N∗i,n+1(t) is a Bernstein basis function of degree (n+ 1− D+ dj). According to Proposition 3.7, when di ≥ D− n, Ni,n+1(t)
can be represented as a linear combination of some N∗j,n+1(t)with the coefficients all positive from assumption. This means
that positivity holds for n+ 1. 
3.5. B-basis
Proposition 3.9 (B-basis). If tk1,D = tk1,D+1 = · · · = tk1,D+dk1,D−1 < tk1,D+dk1,D and tl+1 = · · · = tl+dl+1 , then the CD-spline
basis functions
{
Ni,D(t)
}l
i=1 over T and G build a B-basis.
We will give a proof after Proposition 4.12 in the next section.
4. CD-spline curves
CD-spline curves are defined from CD-spline basis functions.
Definition 4.1. Given a point sequence {Pi}li=1, the corresponding CD-spline curve over T and G is defined by
C(t) =
l∑
i=1
Ni,D(t)Pi, t ∈
[
tk1,D , tl+1
]
. (9)
Here the point sequence {Pi}li=1 and the polygon P1P2 . . . Pl are respectively called the control points and the control polygon
of the CD-spline curve (9).
In the rest of the paper, we use the notation ab introduced in [4]. For each di-interval [ti, ti+1), a = ti+1 − ti and
b = di. If a = 0, then ti = ti+1 are repeated knots. We call ab a knot-interval. An example of a planar CD-spline curve is
shown in Fig. 5. Here, knots are marked by  (blue in the web version) and the degree-intervals are {. . . , 13, 13, 22, 03,
23, 31, 03, 03, 13, 23, 13, 23, . . .}.
4.1. Basic properties
Theproperties of CD-spline curves canbe easily deduced from those of CD-spline basis functions.Wewill not give detailed
proofs to most of them. The CD-spline curve C(t) defined in Definition 4.1 has the following properties.
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Fig. 5. A planar CD-spline curve.
From the positivity and normalization of the CD-spline basis functions, we have
Proposition 4.1 (Convex Hull Property). The CD-spline curve C(t) lies inside the convex hull of its control polygon.
Because Curve (9) is an affine combination of its control points, we have
Proposition 4.2 (Geometric Invariance Puroperty). The shape of CD-spline curve is independent of the choice of coordinate
system.
Proposition 4.3 (Degree Property). On the interval [tj, tj+1) for j = k1,D, k1,D+1, . . . , l, the CD-spline curve C(t) is a polynomial
curve whose degree is not more than dj.
Proposition 4.4 (Derivative Curve). The derivative curve of C(t) is
d
dt
C(t) =
l∑
i=2
δi,D−1Ni,D−1(t)1Pi,
where1Pi = Pi − Pi−1.
Proposition 4.5 (Continuous Property). For j ∈ [k1,D + 1, l], if tj is an mj-knot with tj−1 < tj = · · · = tj+mj−1 < tj+mj , then
the CD-spline curve C(t) is Cmin{dj−1,dj}−1−mj+max{1,dj−dj−1+1} = Cdj−mj at tj.
Proof. Consider the continuity at tj. If n = D−dj+mj, from the definitions of CD-spline basis functions, the function Ni,n(t)
is Ci−j for i = j, j+1, . . . , j+mj−1. And Nj−1,n(t) is C0 whenever dj−1 ≥ dj or dj−1 < dj. The other functions Ni,n(t) (i < j−1
or i > j+mj−1) are all C∞. Because each integration increases the order of continuity of a function by 1, Nj−1,D(t) is Cdj−mj ,
while the other basis functions are all at least Cdj−mj . Hence, the CD-spline curve C(t) is Cdj−mj at tj. 
In fact, the multiplicity max{1, dj − dj−1 + 1} is used to balance the basis function sequence. (See the explanations for
the constraint in Section 2.1.) The real multiplicity controlling the order of continuity is
(
mj −max{1, dj − dj−1 + 1}
)
. If
dj−1 < dj, thenmj ≥ dj − dj−1 + 1. So the order of continuity of C(t) at tj is dj −mj ≤ dj−1 − 1.
Proposition 4.6 (Local Control Property). Changing one of the control points Pi will alter at most ki,D segments of the original
CD-spline curve.
From this property, we see that local adjustment can be made without disturbing the rest of the curve.
B-spline curves are subcases of CD-spline curves, since
Proposition 4.7. If all di in the degree sequence G are equal to D, the CD-spline curve C(t) is just a B-spline curve of degree D.
Proposition 4.8 (Relation with Bézier curve). If
ti−di+1 = · · · = ti < ti+1 = · · · = ti+di+1 ,
the CD-spline curve C(t) is just a Bézier curve of degree di on the interval [ti, ti+1].
4.2. Knot insertion and recursive evaluation
Suppose that t ′ ∈ [ti, ti+1) is anm-knot in T with 0 ≤ m ≤ min{di−1, di}. After t ′ is inserted into T r times, the knot and
degree sequences become T r and Gr , as defined in Definition 3.2. The functions {δri,n}+∞i=−∞ and {Nri,n}+∞i=−∞ are defined over
T r and Gr , and α1j,n and β
1
j,n are respectively defined by (7) and (8).
2526 W. Shen, G. Wang / Journal of Computational and Applied Mathematics 234 (2010) 2516–2529
Fig. 6. Example of knot inserted.
Lemma 4.1. If n ≥ m+ D− di, then α1j,n + β1j,n = 1.
Proof. From Propositions 3.2 and 3.7, we have
+∞∑
j=−∞
N1j,n(t) ≡ 1 ≡
+∞∑
j=−∞
Nj,n(t)
=
+∞∑
j=−∞
(
α1j,nN
1
j,n(t)+ β1j+1,nN1j+1,n(t)
)
=
+∞∑
j=−∞
(
α1j,n + β1j,n
)
N1j,n(t).
Since {N1j,n(t)}+∞j=−∞ are linearly independent, α1j,n + β1j,n = 1. 
Proposition 4.9 (Inserting a New Knot). If t ′ ∈ [ti, ti+1) ⊂ [tk1,D , tl+1], then the CD-spline curve (9) can be represented by
C(t) =
l∑
j=1
Nj,D(t)Pj =
l+1∑
j=1
P [1]j N
1
j,D(t), t ∈
[
tk1,D , tl+1
]
,
where P [1]j =
{
Pj 1 ≤ j ≤ i− di
β1j,DPj−1 + α1j,DPj i− di + 1 ≤ j ≤ i−m
Pj−1 i−m+ 1 ≤ j ≤ l+ 1.
From Lemma 4.1, we see that inserting a knot is a process of corner cutting. Fig. 6 gives an example. The original control
points {Pi}12i=1 aremarked by ◦. We insert a 1-knot in the original knot sequence. The new control points {P [1]i }13i=1 aremarked
by ∗ (green in the web version). The degree-intervals become
{. . . , 13, 13, 22, 11, 04, 04, 04, 44, 03, 33, 22, 03, 23, 23, 23, 13, . . .}.
We iteratively insert the same knot t ′(di − m) times until its multiplicity becomes di. We get the same CD-spline curve
with the control points
{
P [s]j
}l+s
j=1
over T s and Gs for s = 1, 2, . . . , di −m. Similar to (7) and (8), we let
αrj,n =

1 j ≤ i− (n+ di − D)− 1
1 di = m+ r − 1+ D− n
δr−1j,n−1
δrj,n−1
αrj,n−1 di > m+ r − 1+ D− n i− (n+ di − D) ≤ j ≤ i−m− r + 1
0 j ≥ i−m− r + 2
(10)
and
βrj,n =

0 j ≤ i− (n+ di − D)
1 di = m+ r − 1+ D− n
δr−1j,n−1
δrj+1,n−1
βrj+1,n−1 di > m+ r − 1+ D− n i− (n+ di − D)+ 1 ≤ j ≤ i−m− r + 2
1 j ≥ i−m− r + 3.
(11)
Similar to Lemma 4.1, if n ≥ m+ r − 1+ D− di, then αrj,n + βrj,n = 1.
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Fig. 7. Example of recursive evaluation process.
Proposition 4.10 (Recursive Evaluation). For the CD-spline curve (9), let
P rj =
{
Pj r = 0, i− di ≤ j ≤ i−m
βrj,DP
r−1
j−1 + αrj,DP r−1j r > 0, i− di + r ≤ j ≤ i−m.
Then C(t ′) = Pdi−mi−m and C′(t ′) ‖ Pdi−m−1i−m−1 Pdi−m−1i−m .
Proof. From Proposition 4.9, we have C(t ′) = ∑l+di−mj=1 Ndi−mj,D (t ′)P [di−m]j , in which Ndi−mj,D (t ′) = 0 for j = 1, . . . , i − m −
1, i−m+ 1, . . . , l+ di −m and Ndi−mi−m,D(t ′) = 1. Thus we have C(t ′) = Pdi−mi−m . From Proposition 4.4,
C′(t ′) =
l∑
j=2
δj,D−1Nj,D−1(t ′)1Pj
is a CD-spline curve defined over T and G ′ = {dj − 1}+∞j=−∞. Similarly, we have C′(t ′) = δ′j,D−1∆Pdi−m−1i−m ‖ Pdi−m−1i−m−1 Pdi−m−1i−m ,
where δ′j,D−1 is defined over T and G ′. 
The recursive evaluation of CD-spline curve also shows a process of corner cutting. Fig. 7 gives an example. The degree-
intervals are
{. . . , 13, 13, 13, 23, 04, 34, 12, 03, 13, 13, 13, 13, . . .}.
The control points are {Pi}9i=1. Here, the newly-produced points P rj are marked by • (green in the web version). The inserted
knot t ′ divides the degree-interval 34 into 24 and 14. It means that the multiplicity of t ′ is 0. After inserting t ′ 4 times, we get
P46 on the curve. The vector P
3
5P
3
6 gives the direction of the tangent of the CD-spline curve at t
′.
Proposition 4.11 (Interpolation at the End Points). For the CD-spline curve (9), if tk1,D = tk1,D+1 = · · · = tk1,D+dk1,D−1 <
tk1,D+dk1,D and tl+1 = · · · = tl+dl+1 , then
C(tk1,D) = P1, C′(tk1,D) = dk1,D (P2 − P1) ,
and
C(tl+1) = Pl, C′(tl+1) = dl+1 (Pl − Pl−1) .
Proposition 4.11 follows from Proposition 4.10. We give an example in Fig. 8. The degree-intervals are {. . . , 0.55,
04, 04, 04, 24, 13, 12, 03, 03, . . .}. Note that at the last control point, the degree-intervals are 03, because the next knot
interval, which is not labeled in the figure, is a 3-interval. From this figure, we see that the CD-spline curve interpolates
the two ends of its control polygon.
4.3. Variation diminishing and proof of B-basis
Proposition 4.12 (Variation Diminishing Property). No plane intersects a CD-spline curve more often than it intersects the
corresponding control polygon.
Proof. Let a given plane intersect a CD-spline curve at s ≥ 0 distinct points and let the parameters of the intersection points
be t ′1 < t
′
2 < · · · < t ′s with t ′i ∈ [tji , tji+1), i = 1, 2, . . . , s. Insert t ′i until it has the multiplicity dji for i = 1, 2, . . . , s. We
get a new knot sequence with a new degree sequence. From Proposition 4.10, we have a new control polygon which crosses
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Fig. 8. Example of interpolation.
Fig. 9. Two examples of CD-spline curves.
the s points of intersection. This means that the new polygon intersects the plane more often than s. The new polygon is
obtained by cutting corners from the control polygon of the original CD-spline curve. Since cutting a corner is a variation
diminishing process, the property is proved. 
Now we can prove Proposition 3.9.
Proof. According to [9] and Propositions 4.1, 4.11 and 4.12, the basis built by the CD-spline basis functions
{
Ni,D(t)
}l
i=0 is
totally positive. So we only need to prove that for all i 6= j, inf
{
Ni,D(t)
Nj,D(t)
∣∣∣Nj,D(t) 6= 0} = 0.
When i > j, we consider two cases.
(i) The case of ti > tj. Let t = ti+tj2 . Then we have Ni,D(t)Nj,D(t) = 0 and Nj,D(t) 6= 0.
(ii) The case of ti = tj. When t → t+i , Ni,D(t) is an infinitesimal whose order is higher than the infinitesimal order of Nj,D(t).
This means limt→t+i
Ni,D(t)
Nj,D(t)
= 0.
Hence, for both cases, inf
{
Ni,D(t)
Nj,D(t)
∣∣∣Nj,D(t) 6= 0} = 0. The same is true when i < j. So the CD-spline basis functions build a
B-basis. 
5. Examples
In this section, we provide two examples of CD-spline curves in Fig. 9. In each example, we have two figures. One is about
control points, and the other is about degree-intervals. In the duck example, 10 control points are used, as shown in Fig. 9(a).
The degree-intervals
{. . . , 21, 02, 22, 03, 23, 12, 11, 03, 03, 23, 21, 02, . . .}
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are shown in Fig. 9(b). In the vase example, we use 16 control points, as shown in Fig. 9(c). The degree-intervals
{. . . , 11, 02, 12, 11, 03, 03, 13, 12, 11, 02, 12, 03, 13, 11, 02, 12, 11, 02, . . .}
are shown in Fig. 9(d).
6. Conclusions
In this paper, we define CD-spline basis functions. They are piecewise functions comprised of polynomials of different
degrees. CD-spline basis functions are extensions of B-spline basis functions. They behave like B-spline basis functions and
they also build a normalized B-basis. Using CD-spline basis functions, we can directly construct the curve comprised of
segments of different degrees. The number of control points is also decreased. Between the neighboring m-curve and n-
curve, a CD-spline curve can attain Cmin{m,n}−1.
Since B-spline basis functions are not only used in computer aided geometric design, they may have many other
applications. Our CD-spline basis functions are defined by a time-consuming integral method. Can we speed it up? If we
can find a DeBoor–Cox-like formula, the computational time will be substantially shortened. All these problems remain for
future work.
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