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Abstract
It is shown that every strongly connected digraph has either at most one or in,nitely many
of its iterated line digraphs eulerian. The proof uses a canonical way of ‘wrapping’ a digraph D
around a directed cycle whose length is the greatest common divisor of all directed-cycle lengths
of D. A simple characterization of undirected graphs with some iterated line graph eulerian is
also given. c© 2001 Published by Elsevier Science B.V.
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It is well-known that the iterated line graphs of connected graphs eventually become
hamiltonian, and remain hamiltonian under further line digraph iterations [2]. In this
paper, we investigate the questions of which iterated line graphs or line digraphs are
eulerian. Recall that the line graph L(G) of a graph G=(V; E) has the edge set E of
G as vertex set, and two such former edges are adjacent in L(G) if they have some
vertex in common. The line digraph L(D) of a digraph D=(V; A) has the arc set A
of D as vertex set, and there is an arc from xy to zv in L(D) whenever y= z. See [1]
for the terminology used and [7] for some background information on line graphs and
digraphs.
For digraphs, the result also settles two other problems. Since a (strongly connected)
digraph D is eulerian if and only if its line digraph L(D) is hamiltonian [4], we obtain
an answer for the problem of hamiltonicity of iterated line digraphs. Secondly, for a
given strongly connected digraph D, the question of which of its iterated line digraphs
Lt(D) are eulerian translates into the question for which values of t the permanent
per(M (Lt+1(D))) of the adjacency matrix of Lt+1(D) is greater than 0:
Theorem 1 (Klerlein et al. [6]). Let D be a digraph. Then per(M (L(D)))¿0 if and
only if d+D(x)=d
−
D (x) for every vertex x.
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This latter condition is equivalent to eulerianity if D is strongly connected. Klerlein
et al. investigated the sequence (per(M (Ln(D))))n∈N0 for paths (where all edges are
replaced by two antiparallel arcs) with (SP∗k ) or without (SPk) all loops added. It turned
out that for D=SPk ; k¿ 4, and for D=SP∗k ; k¿ 2, all entries of the sequence except
the ,rst two are zero, whereas for D=SP3 the permanents alternate between zero and
nonzero [6]. The results of our paper will give explanations for this behavior, and why
similiar patterns must occur for every strongly connected digraph.
Line graphs of connected graphs are connected, and line digraphs of strongly con-
nected digraphs are strongly connected. Although the converse does not hold, for sim-
plicity, we only consider connected graphs and strongly connected digraphs in this
paper. Then we may concentrate on the degree conditions for eulerianity.
1. Digraphs
For strongly connected digraphs, being eulerian means just that d+(x)=d−(x) for
every vertex x. Therefore, regular (strongly connected) digraphs are special eulerian
digraphs. Line digraphs of regular digraphs are regular. But conversely, if D is strongly
connected and its line digraph is regular, then D itself must be regular. This means
that regular digraphs can be treated separately.
We ,rst give a general criterion of when some iterated line digraph of a digraph is
eulerian. Obviously L(D) is eulerian if and only if d−(x)=d+(y) for every arc xy of
D. Therefore, for strongly connected digraphs, the only eulerian digraphs with eulerian
line digraph are the regular digraphs. Hence in the sequence D; L(D); L2(D); : : :, either
all these digraphs are regular, or no two consecutive entries are eulerian.
This observation can be generalized using the notion of walks. A (directed) walk is
any sequence x0; x1; x2; : : : ; xt of vertices such that xixi+1 ∈A for every 06 i6 t − 1.
Note that vertices and arcs may be visited repeatedly.
Proposition 2. Lk(D) is eulerian if and only if d−(x0)=d+(xk) for every length-k
walk x0; x1; : : : ; xk .
This follows from the following folklore result (which can be easily proven by
induction).
Proposition 3. The kth iterated line digraph Lk(D) of D is isomorphic to the digraph
whose vertices are the length-k walks in D; and where there is an arc from vertex
X corresponding to the walk x0; x1; : : : ; xk towards a vertex Y corresponding to the
walk y0; y1; : : : yk if and only if xi =yi−1 for every 16 i6 k − 1.
The property in Proposition 2 is certainly checkable in polynomial time for ,xed
k. However, the polynomials increase with increasing k, and the proposition does not
help much for our more general question of ,nding all integers k for which the kth
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Fig. 1.
iterated line digraph of a given digraph is eulerian. For instance, for the digraph in
Fig. 1, L4(D) is the only eulerian iterated line digraph. Why is that so?
1.1. Canonical cyclic representation of digraphs
The importance of having a nice representation of the walks in a digraph should
have become clear above. Such a representation has been given by Klemm in [5] and
independently by Dulmage and Mendelsohn in [3]. For the sake of completeness, we
include proofs.
Let the out-neighborhood N+(x) of a vertex x be the set {y∈V : xy∈A}, and let
N+(W )=
⋃
w∈W N
+(w) for subsets W of V . For every vertex x we de,ne ‘reachability
sets’ Ri(x) recursively by R0(x)= {x}, and Ri(x)=N+(Ri−1(x)) for i¿ 1. Obviously,
Ri(x) is the set of those vertices y for which there is some length-i walk from x to
y. Note also that A⊆B implies N+(A)⊆N+(B), and therefore Ri(x)⊆Rj(y) implies
Ri+m(x)⊆Rj+m(y) for every positive integer m.
Let ‘(x) be the length of the shortest directed cycle containing x. Then {x}=R0(x)⊆
R‘(x)(x), and consequently Rm(x)⊆Rm+‘(x)(x) for every positive integer m. Eventually
there must be equality Rn(x)=Rn+‘(x)(x), and then Rj(x)=Rj+‘(x)(x) for every j¿ n.
Let R∗k (x) be de,ned as Rj(x) for j¿ n and j ≡ k mod ‘(x).
Let  denote the smallest positive integer m for which x∈R∗m(x). Obviously 6 ‘(x),
and R∗0 (x); R
∗
1 (x); : : : ; R
∗
−1(x) are all distinct. We shall see below that  is independent
of the choice of x. (This number is called ‘index of imprimitivity’ in [3].)
Lemma 4 (Klemm [5], Dulmage and Mendelsohn [3]).  is the greatest common di-
visor of all lengths of directed cycles in D. The sets R∗0 (x); : : : ; R
∗
−1(x) form a partition
of V which is; up to cyclic shift of the indices modulo ; independent of the choice
of x. There are only arcs from R∗i (x) towards R
∗
i+1(x) with 06 i6 − 1 and indices
modulo .
Proof. (1) First, we show that x∈R∗i (x) implies R∗0 (x)=R∗i (x). Assume x∈Rm‘(x)+i(x).
Then R∗0 (x)⊆R∗i (x) and R∗k (x)⊆R∗k+i(x) for every k. Therefore R∗0 (x)⊆R∗‘(x)i(x)=
R∗0 (x), and so equality holds.
(2) We obtain R∗0 (x)=R
∗
(x), and
⋃−1
i= 0 R
∗
i (x)=
⋃
i¿ 0 R
∗
i (x)=V .
(3) If x lies on a directed cycle of length t, then R∗i (x)=R
∗
i+t(x) for every integer
i. This follows by (1) since then x∈Ri(x)⊆R∗i (x).
(4) Let xy be an arc of D. Then y∈R1(x), and for every integer i, Ri(y)⊆Ri+1(x), as
well as R∗i (y)⊆R∗i+1(x). On the other hand, strong connectivity implies that there is also
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a directed path from y to x in D, say of length s. In the same way, we obtain x∈Rs(y),
and Ri(x)⊆Ri+s(y) for every integer i. Thus R∗j (y)⊆R∗j+1(x)⊆R∗j+1+s(y)=R∗j (y) by
(3), and equality, for every integer j. Since D is strongly connected, we may proceed,
and get independence of the sets R∗0 (x); : : : ; R
∗
−1(x) from the choice of x, up to cyclic
shift. We have also proven that all arcs go from some R∗i (x) towards R
∗
i+1(x), with
indices modulo .
(5) The partition property follows now immediately. By (4) it suLces to con-
sider w.l.g. the situation x∈R∗i (x) ∩ R∗j (x) for 06 i; j¡. (1), applied for z, yields
R∗i (z)=R
∗
j (z), a contradiction to R
∗
0 (x); R
∗
1 (x); : : : ; R
∗
−1(x) being pairwise distinct.
(6) Let ! denote the greatest common divisor of all cycle lengths in D. It follows
from (3) that  divides the length of every directed cycle in D, and thus  divides
!. For the converse, we note that it is easy to show by induction that the length of
every closed walk must be divisible by ! too. But x∈R(k!+1)(x) for k large enough,
whence there is some closed walk of length (k!+1). Thus ! divides , and therefore
!= .
Consequently, we may write R∗i instead of R
∗
i (x) in what follows. Recall that loops
and digons are directed cycles of length 1 or 2, respectively. Therefore (SP∗k )= 1 and
(SPk)= 2. As another example, the canonical representation of the digraph of Fig. 1
is given in Fig. 2.
The parameter (D) behaves well under taking line digraphs: There is a 1–1 corre-
spondence between closed walks without repeated arcs in D (sometimes called closed
trails) and directed cycles in L(D). Thus (L(D)) divides (D). But since every closed
walk without repeated arcs in D is the edge-disjoint union of directed cycles, the length
of every such walk must be divisible by (G), and we get:
Proposition 5. (D)= (L(D)) for every strongly connected digraph D.
1.2. Two or more iterated line digraphs eulerian
What happens if two iterated line digraphs, say Ls(D) and Lt(D); 06 s¡t, are eu-
lerian? Consider any length (t − s) walk x0; x1; : : : ; xt−s in D. Since D is strongly
connected, this walk can be extended in both directions to some walk x−s; x−s+1; : : : ;
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x−1; x0; x1; : : : ; xt−s; xt−s+1; : : : ; xt . By (2) and the assumption, d−(x0)=d+(xt)=
d−(xt−s). In the same way d+(x0)=d−(x−s)=d+(xt−s). Therefore, we have in this
case a much stronger property than that in Proposition 2, namely there must be an in-
teger k such that the degree pairs (d−(x); d+(x)) agree for all vertices between which
there is some length-k walk.
Proposition 6. A strongly connected digraph has at least two eulerian iterated line
digraphs if and only if there is some integer k such that the initial vertex x0 and
the terminal vertex xk of every length-k walk x0; x1; : : : ; xk have the same pair
(d−(x0); d+(x0))= (d−(xk); d+(xk)) of in- and out-degree.
Assume there is such an integer k such that (d−(x0); d+(x0))= (d−(xk); d+(xk)) for
every walk x0; x1; : : : ; xk . It follows that all vertices in R∗i ; R
∗
i+!; R
∗
i+2!; : : : have the
same pairs of in- and out-degrees, where != gcd(; t). This property deserves its own
name: we call a digraph cyclic-regular if all vertices inside the same R∗i have the
same degree pair. Digraphs with at least two of its iterated line digraphs eulerian must
be cyclic-regular. Obviously, all regular digraphs are cyclic-regular, and cyclic-regular
digraphs with (D)= 1 are regular.
Using the abbreviations d−i :=d
−(x); d+i :=d
+(x) for every x∈R∗i , we call
(d−0 ; d
+
0 ); : : : ; (d
−
−1; d
+
−1) the cyclic pattern of the cyclic-regular digraph D. Then
Lk(D) is also cyclic-regular with pattern (d−0 ; d
+
0+k), (d
−
1 ; d
+
1+k); : : : ; (d
−
−1; d
+
−1+k),
and all indices modulo .
A cyclic-regular digraph is eulerian if and only if d−i =d
+
i for every 06 i¡.
Now we have all of the ingredients needed for our main theorem.
Theorem 7. Let D be a strongly connected digraph.
(a) If D is regular; then all iterated line digraphs are regular (and thus eulerian)
and hamiltonian.
(b) If D is cyclic-regular; then some iterated line digraph of D is eulerian if and
only if there is some integer 06 s6 (D) − 1 such that d−i =d+i+s for every
06 i6 (D)−1 and indices modulo (D). If this is the case; let s be the smallest
such number; and let r be the smallest positive integer such that d−i =d
+
i+s+r
for every 06 i6 (D) − 1 and indices modulo (D). Then exactly all digraphs
Ls+mr(D); m¿ 0; are eulerian; and all digraphs Ls+1+mr(D) hamiltonian.
(c) If D is not cyclic-regular; then at most one of its iterated line digraphs is eulerian;
and at most one of its iterated line digraphs is hamiltonian.
Case (a), which actually is just the case r=1 in (b), is only stated separately to
improve readability.
None of the graphs SP∗k ; k¿ 3, or SPk ; k¿ 4, is cyclic-regular, but SP3;SP2;SP
∗
2
are. This explains the pattern of the permanent of its iterated line digraphs mentioned
above.
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Fig. 3. A digraph, its zipped digraph, and some iterated zipped digraph.
1.3. Zipping a digraph
There are several ways to obtain the canonical partition R∗0 ; R
∗
1 ; : : : ; R
∗
(D)−1 of a di-
graph D=(V; A). One could compute powers (A(D)) j; 16 j6 |V |2, of the adjacency
matrix until the pattern of zero and non-zero entries becomes stable. Or one could
start with any vertex and compute the sets Rj(x); 16 j6 |V |2, as has been done in
Section 1.1.
We will illustrate another possibility here, which will be rather useful in the next
subsection. We call two vertices x; y of D related if there is some vertex z with
xz; yz ∈A. The transitive closure of relatedness is an equivalence relation; by contracting
every equivalence class to a single vertex we obtain the zipped digraph Z(D). (That
means, the equivalence classes are the vertices, and there is an arc from Wi towards
Wj if there are vertices vi ∈Wi and vj ∈Wj with vivj ∈A; we do not allow multiple
arcs.) See Fig. 3 for an example. Every vertex x∈V corresponds to some vertex in
Z(D), which we denote by Z(x), and conversely, every vertex s of Z(D) corresponds
to some subset of the vertex set of D, which we denote by Z−1(s). More general, for
any subset W of V we denote by Z(W ) the set of all vertices Z(w); w∈W , and for
every subset S of the vertex set of Z(D) we denote by Z−1(S) the union of all the
sets Z−1(s); s∈ S. For integers t¿ 1, the digraph Zt(D) and the vertex sets Zt(W ) for
W ⊆V and Z−t(S) for S ⊆V (Zt(D)), are de,ned recursively.
Proposition 8. Let D be strongly connected; and let t¿ |V (D)| − (D). Then Zt(D)
is a directed cycle of length (D); and the sets R∗0 ; R
∗
1 ; : : : ; R
∗
(D)−1 of the canonical
cyclic representation of D are just the sets Z−t({s}); s∈V (Zt(D)).
Proof. Note that Z(D) is strongly connected if D is. Note also that |V (Z(D))|¡|V (D)|
if D is strongly connected but not a directed cycle.
If two vertices are related in D, then they must belong to the same set R∗i . There-
fore for every integer t¿ 1 and every vertex s of Zt(D), the set Z−t(s) must be
a subset of some R∗i . It also follows that (D) divides (Z(D)). Let, on the other
hand, S∗0 ; S
∗
1 ; : : : ; S
∗
(Z(D))−1 be the canonical cyclic representation of Z(D), and assume
(Z(D))¿ 2. Then there are only arcs from Z−1(S∗i ) towards Z
−1(S∗i+1) with indices
modulo (Z(D)) in D, therefore (D)¿ (Z(D)). So we get (Z(D))= (D).
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Therefore, if some iterated zipped digraph Zt(D) is a directed cycle, it is the directed
cycle of length (D). This must be the case for t¿ |V (D)| − (D), and the results
follow.
For a motivation of the concept, consider the digraph given in Fig. 3. We infect
every vertex either with bacteria U or with bacteria W . Each day, a vertex infected
with some bacteria infects all its out-neighbors, but itself recovers unless it has some
in-neighbor infected with the same bacteria. How many days can we keep the bacterias
apart, i.e. avoid that some vertex is infected with both bacterias at the same time? Note
that the task is easy if ¿ 2, but the digraph in Fig. 3 has =1.
We are asking of some partition V =U ∪ W of the vertex set such that Rt(U ) ∩
Rt(W )= ∅ for large t. Since Rt(U ) and Rt(W ) intersect iO Zt(U ) and Zt(W ) intersect,
and since Z7(D) has only one vertex, the answer is ‘six days’, and the solution is the
partition given by Z−6({s}) and Z−6({r}) for the two vertices s; r of Z6(D).
1.4. Digraphs with just one eulerian iterated line digraph
Now we are able to investigate case (c) of Theorem 7 more closely:
Theorem 9. If D=(V; A) is strongly connected but not cyclic-regular; and if Lt(D)
is eulerian; then t¡|V | − (D).
Proof. We assume that Lt(D) is eulerian for t¿ |V | − (D). We also assume that D
is not cyclic-regular, that is, there is some 06 i¡, and there are x; y∈R∗i with w.l.g.
(d−(x); d+(x)) =(d−(y); d+(y)). It suLces to treat the case where d−(x) =d−(y),
since otherwise we consider the reverse D˜ obtained from D by reversing the orientation
of all its arcs. Note that the reverse is eulerian or cyclic-regular if the original digraph
is, and note that L(D˜)=L(D˜).
First, we claim that the intersection graph of the sets Rt(z); z ∈R∗i , is connected.
Otherwise there would be a bipartition R∗i =W ∪ U;W ∩ U = ∅, W;U = ∅, such that
Rt(W )∩Rt(U )= ∅. But this would imply that Zt(W )∩Zt(U )= ∅, which is impossible
by Proposition 8.
Therefore there are x= x1; x2; : : : ; xq=y in R∗i such that Rt(xj) ∩ Rt(xj+1) = ∅ for
each 16 j¡q. Then, by Proposition 2, d−(xj)=d−(xj+1) for each 16 j¡q, whence
d−(x)=d−(y), a contradiction.
The result is sharp. The number t= |V | − 2 occurs, for instance for the digraph
obtained from a directed cycle x0; x1; x2; : : : ; xn−1; x0 by adding the arc x0x2.
There are two constructions that yield examples of non-cyclic-regular digraphs D of
arbitrary high minimum in- and out-degrees, and where Lt(D) is eulerian for arbitrariliy
large t. The ,rst construction is the k-subdivision Sk(D) — replace every arc of D by
a directed path of length k.
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Remark 10. Sk(D) is cyclic-regular if and only if D is. Moreover, Lt(D) is eulerian
if and only if Lkt(Sk(D)) is.
In the second construction Dk(D), every vertex x is replaced by k vertices x0; x1; : : : ;
xk , and every arc xy of D by all the arcs xiyj with 16 i6 k; 16 j6 k.
Remark 11. Dk(D) is cyclic-regular if and only if D is. Moreover, Lt(D) is eulerian
if and only if Lt(Dk(D)) is.
For the digraph D of Fig. 1, and for integers k; ‘¿ 1; Dk(S‘(D)) is a non-cyclic-
regular digraph with minimum in- and out-degree k and with eulerian 4‘th iterated
line digraph.
2. Graphs
Since the line graph of a connected graph is connected, and since an edge xy in a
graph G has, as a vertex of L(G), degree dG(x)+dG(y), the line graph of an eulerian
graph is eulerian. This is one main diOerence to the digraph case. Another is that
results on hamiltonian iterated line graphs do not help in the investigation of eulerian
iterated line graphs.
For a graph G, let Eee(G); Eoo(G), respectively, Eeo(G) denote the sets of edges
between vertices of even degree, between vertices of odd degree, respectively between
vertices whose degrees have diOerent parity. Note that the elements of Eee(G)∪Eoo(G)
have even degree in L(G), and the elements of Eeo(G) have odd degree in L(G).
Lemma 12. The line graph of a connected graph G is eulerian if and only if Eeo(G)= ∅.
The next problem is to characterize graphs whose line graphs have Eeo= ∅. These
are the graphs whose second iterated line graphs are eulerian.
Lemma 13. Let G be connected with Eeo(G) = ∅. Then L2(G) is eulerian if and only
if Eee(G) ∪ Eoo(G)= ∅.
Proof. If Eee(G) ∪ Eoo(G)= ∅, then all vertices of L(G) have odd degree, and L2(G)
is eulerian. If Eee(G) ∪ Eoo(G) = ∅, then L(G) contains both vertices of even and odd
degree (using Eeo(G) = ∅). But since L(G) is connected, Eeo(L(G)) = ∅, and therefore
L2(G) cannot be eulerian by Lemma 12.
If a line graph L(G) has Eee(L(G)) ∪ Eoo(L(G))= ∅, then no two edges of Eee(G)
are incident in G, no two edges of Eoo(G) are incident in G, and no two edges of
Eeo(G) are incident in G. Therefore every vertex of G lies in at most two edges — one
member of Eeo(G), and one member of Eee(G) or Eoo(G), depending on whether the
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degree of the vertex is even or odd. Consequently every such G must have maximum
degree at most 2 and is therefore a path or cycle.
The only connected graphs with a path or a cycle as their line graph are the paths,
cycles, and K1;3. Since cycles are eulerian, and Eeo(K1;3)= ∅, Lemmas 12 and 13 imply
the following
Theorem 14. A connected graph G has some iterated line graph eulerian if and only
if G is a path; or all its degrees have the same parity; or it is bipartite with every
edge joining vertices of di:erent parity.
Except for paths, whose membership is a little cheating — ∅ is a very strange
eulerian graph — , graphs G with some eulerian iterated line graph have all graphs
L2(G); L3(G); : : : eulerian.
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