The dielectric formalism is used to set up an approximate description of a spatially homogeneous weakly interacting Bose gas in the collisionless regime, which is both conserving and gapless, and has coinciding poles of the singleparticle Green's function and the density autocorrelation function in the Bosecondensed regime. The approximation takes into account the direct and the exchange interaction in a consistent way. We present actually two related but slightly different approximations in the form of two models (model I and model II), the first of which has a discontinuous phase transition, while the second has a continuous transition of the order parameter. The generalized Ward identities related to the conservation of particle-number and the breaking of the gauge-symmetry are demonstrated for both approximations.
Abstract
The dielectric formalism is used to set up an approximate description of a spatially homogeneous weakly interacting Bose gas in the collisionless regime, which is both conserving and gapless, and has coinciding poles of the singleparticle Green's function and the density autocorrelation function in the Bosecondensed regime. The approximation takes into account the direct and the exchange interaction in a consistent way. We present actually two related but slightly different approximations in the form of two models (model I and model II), the first of which has a discontinuous phase transition, while the second has a continuous transition of the order parameter. The generalized Ward identities related to the conservation of particle-number and the breaking of the gauge-symmetry are demonstrated for both approximations.
For both approximations the dynamics at long wavelengths is considered in detail below and above the phase-transition, numerically and in certain limits also in analytical approximations. The explicit form of the density autocorrelation function and the Green's function is exhibited and discussed.
We argue that qualitative and even semi-quantitative conclusions about the Bogoliubov mode in trapped condensates can be drawn from our results for the homogeneous system, while the same is not possible for the thermal mode associated with the thermal cloud. However, the peculiar way in which these two modes turn out to influence each other in a neighborhood of T c may well give a hint for understanding the yet unexplained temperature dependence of these modes which has been observed in trapped condensates. The observation of Bose-Einstein condensation [1] in trapped systems has given rise to an extensive experimental [2, 3] and theoretical [4] study of weakly interacting dilute Bosecondensed gases. Recent measurements of the elementary excitations [5, 6] permit the detailed comparison with different theoretical approaches. Due to the existence of a number of essential experimental parameters in the trapped systems, e.g. the trap frequencies, scattering length, size of the condensate and temperature, the validity of different approximations depending on these conditions can be examined. Most of the theoretical approaches go back to the 1960s, and were originally derived for spatially homogeneous systems in view of their application to superfluid helium. For their application to the modern Bose-Einstein condensates in traps many of these approaches are now being extended to inhomogeneous systems and new approaches are also being developed. In the present paper we wish to explore such a new approximation scheme in two slightly different but closely related variants.
For such newly developed approximation schemes it is of interest to consider also the spatially homogeneous case both for experimental and for theoretical reasons and we shall therefore do so here. For example the MIT measurement [7] for large condensates and small trap frequencies exhibited sound velocities, comparable to the hydrodynamic first and second sound of the corresponding homogeneous superfluid [8] . Even for larger trap frequencies and smaller condensates like e.g. those realized in the JILA top trap [9] , where the hydrodynamic regime is not reached and collective modes are studied in the collisionless regime instead, a part of the qualitative behavior of the observed modes like the temperature-dependence of the damping, and even the corresponding orders of magnitude of the measured values, are comparable with predictions derived for the homogeneous systems [10] [11] [12] .
From the theoretical point of view taking the homogeneous limit implies a great simplification. Due to the translation symmetry complicated integral equations reduce to algebraic equations; essential requirements like a gapless single-particle spectrum (which applies only in the homogeneous system) and the particle number conservation can be expressed in the form of algebraic identities (Hugenholtz Pines theorem [13] , generalized Ward identities [14] , compressibility sum-rule [15] , etc.). In this form they provide important tests for the consistency of approximations obtained by selecting certain subsets of Feynman diagrams. Having defined an approximation or 'model' in this way analytical or numerical solution is possible in the spatially homogeneous case without the need for further approximation and all branches of the collective modes -damped, strongly damped and even over-damped (purely damped) -can be exhibited. This is a great advantage over the corresponding calculations for the spatially inhomogeneous system, where further approximations are unavoidable and a similarly complete picture usually cannot be attained.
The purpose of this paper is to examine the homogeneous limit of an approximation previously derived for and applied to the inhomogeneous case [16] . In contrast to the previous perturbative solution in the case of a harmonic trap [16] we shall now avoid all further approximations, after setting up the model by selecting the relevant class of Feynman diagrams, and derive and study all the excitation branches appearing in the homogeneous model. Furthermore, a number of exact theorems for the homogeneous system will be checked for their validity within our model approach.
For example, in general the poles of the density autocorrelation function and the single-particle Green's function must coincide in the Bose-condensed region (see e.g. [17] ). Physically this is a consequence of the existence of the order-parameter describing the spontaneously broken gauge-symmetry. In our approximation the required coincidence of the poles is a direct consequence of the derivation of the model within the dielectric formalism, which is designed to ensure just that. In contrast to a previous model derived within this formalism [10] , and therefore sharing this crucial property, the approximation or model studied here (and in [16] for the trapped system) takes into account the contributions of both the Hartree terms and the Fock (exchange) terms in the selected graphs. Both types of terms are in fact of equal magnitude for the interaction via s-wave scattering in the experimentally realized dilute weakly interacting Bose condensates. They are taken into account beyond the usual first order contribution by summing up the corresponding ladder diagrams.
In the next section we present the basic diagrammatic building blocks within the dielectric formalism as an approximation of the full system. The basic relations of the dielectric formalism are then used to obtain the final density autocorrelation and Green's functions determining the excitation spectrum. Within our approximation we define two different but closely related models, called model I and model II. The reason is that model I, which is the most naturally defined of our two models, exhibits a discontinuity of the order parameter at T c akin to a first order phase-transition. This leads us to modify it slightly into model II, which has a continuous transition at T c but might be considered less satisfactory in other respects.
Generalized Ward identities are exact relations ensuring the particle number conservation law in cases of spontaneously broken symmetries. In section III we briefly summarize their derivation from the continuity equation in the full system. We then prove that they continue to hold in both of our models.
In Section IV we present the numerical results for the excitation branches at long wavelengths. Besides the modes we studied previously for the inhomogeneous system we find additional excitation branches belonging to excitations of mainly the thermal density. The behavior of these thermal branches will be studied in detail. For weak interaction they can be accurately approximated by simple analytic expressions, which is done in Section V. For stronger interaction only numerical results are obtainable. They suggest explanations for the observed temperature-dependence which is quite different for the two different branches measured at JILA [9] . Section VI contains some conclusions and further remarks.
II. FORMULATION OF THE MODELS

A. The dielectric formalism
Here we shall give some necessary background on the so-called 'dielectric formalism' which was introduced in the Seventies for analyzing interacting Bose-condensed systems [10, 14, 17] . An excellent exposition of the formalism and a complete list of references is given by Griffin [17] . The presence of a Bose condensate breaks the gauge-symmetry of the system. As a consequence the density fluctuation spectra appear in the one particle excitation spectra and vice versa. In the dielectric formalism the corresponding coupling mechanism is explicitly exhibited. One can easily read off the coincidence of the spectra and how elementary processes involving condensate atoms invoke the coupling of the Dyson equations for the one particle and two particle correlation functions. In addition one can follow the separation of the common spectrum in two different independent spectra for the one particle and the density fluctuations at the critical Bose condensation temperature T c with the disappearance of the condensate. Furthermore, with given coupling mechanism the framework of the dielectric formalism allows to write down the corresponding expressions for the resulting Green's functions and density autocorrelation functions. Finally, for a given model approximation it further allows to check the consistency between the choice of the coupling mechanisms and the fulfillment of the conservation laws.
For sake of simplification we adopt the natural unit = 1 throughout the paper. Below the critical temperature T < T c the usual Bogoliubov decomposition of the Bose field operatorΨ in a complex condensate wave function Φ 0 = Ψ (r) and the thermal fluctuation operatorΦ with vanishing expectation valuê
is made. . . . denotes the thermal averaging
The value of the chemical potential µ is, in principle, fixed by the average number of particles in the system, but is, in practice, determined as a function of the density of particles in the condensate |Φ 0 | 2 by requiring Φ = 0. Imposing Φ 0 = 0 we have the additional appearance of anomalous Green's functions:
with field operators in Matsubara representationΦ 1 (r, τ ) ≡Φ(r, τ ) andΦ 2 (r, τ ) ≡Φ † (r, τ ). In addition to these one particle correlation functions we need the density autocorrelation function:
Hereñ =n − n denotes the density deviation operator. The exact Green's function G αβ can be obtained from Dyson's equation, i.e. by summing up a geometric series in terms of the Green's function G 0 αβ of the noninteracting system and the self-energy Σ αβ :
The self-energy insertions are by definition irreducible i.e. cannot be split into two parts by cutting a single particle line. Different model approximations can be classified by the different kinds of interaction processes included in Σ αβ . Beyond the definition of irreducible quantities it is equally useful in any treatment of χ nn to consider the proper contributionsχ nn . They are defined as diagrammatic contributions to χ nn which cannot be split into two parts by cutting a single interaction line. They will be denoted by an additional tilde. As illustrated in Fig. 1 the total density autocorrelation function χ nn can be easily recovered from the proper contributionsχ nn by just summing up a geometric series:
where v(q, ω) is the interaction potential. Here ω on the one hand denotes the Matsubarafrequency [18] ω = iω n = i(2nπ/β). On the other hand it is understood that the analytic continuation of ω from the positive imaginary axis yields the retarded correlation functions, and therefore, if this is our purpose, ω will in the following always be assumed to lie in the upper half of the complex plane.
In the dielectric formalism the approximations for Σ αβ and forχ nn are related to each other via vertex functions Λ α describing single processes of excitations out of the condensate and of relaxations into the condensate where the energy and momentum transfer is described by an additional out-going interaction line. Unlike in the usual Green's function approach, where approximations are defined by the diagrams kept in the self-energies andχ nn as basic building blocks, in the dielectric formalism an approximation (or 'model') is defined by introducing building blocks for all the three quantities Σ αβ ,χ nn and Λ α . In order to avoid double counting of graphs it suffices to demand that the building blocks are both, irreducible and proper. In the following we call irreducible and proper quantities to be regular and denote them with an additional r in brackets.
Therefore we have to start with specifying the building blocks χ α and expressing all necessary quantities in terms of these three basic quantities. We begin with the decomposition of the proper quantitiesG αβ andχ nn . Since a Green's function is proper if and only if all the self-energy insertions are proper we get
with (G
− µ) where m is the mass of the atoms and we use the abbreviation α = 1 or -1 if the index α takes the values 1 or 2, respectively. Next we consider the contributions toχ nn , which can be written in the form:
Here we have both, irreducible contributions χ (r) nn and contributions which contain at least one proper Green's functionG αβ . The contributions of the one particle correlation functions G αβ to the two particle correlation functionχ nn imply the appearance of vertex functions Λ (r) α which describe both, the preceding relaxation of a particle into the condensate and the succeeding excitation of a particle out of the condensate. Since the appearance of more than one Green's function and therefore more than two vertex functions would also imply additional free interaction lines inbetween the additional vertex diagrams we would obtain improper contributions.
The expressions for χ nn and Σ αβ . are obtained by summing up the corresponding geometric series: The result for χ nn was already given in (2.6), and we can immediately turn to Σ αβ . It is irreducible by definition, and can therefore be expressed only by irreducible quantities. We decompose the elements of Σ αβ in their proper and their improper parts. To obtain a free interaction line from the propagating particle line an excited atom must vanish into the condensate. This process is described by the vertex function Λ β describes the excitation out of the condensate. This process is necessary to reobtain a propagating particle line at the end of the diagrams. Due to the particle conservation the only proper and irreducible processes between two subsequent free interaction lines are given by χ (r) nn . Summing up all these processes we obtain a geometric series and can express Σ αβ in the form:
(2.9)
B. Common approximations for the building blocks χ
The main innovation of our approach within the dielectric formalism over a previously formulated consistent model of an interacting Bose-gas [10] within the same approach consists in taking into account exchange terms in the interaction. It is well known that for the density fluctuations this requires summing up a certain class of ladder diagrams [18] . In the present case the density fluctuations and the one particle excitations are coupled below T c . Therefore, consistency requires that the same class of diagrams has to be summed up in the Green's functions too. In our approach we therefore extend the previously used form of the building blocks of the dielectric formalism (for a review see [17] ) by including the corresponding Fock-(or exchange-)diagrams for every self-energy diagram appearing in Eq. (2.9). The Hartree-Fock model we obtain within this framework (more concretely model I specified below) is the simplest self-consistent model going beyond the also self-consistent Hartree approach of the earlier Bose-gas model [10] . Unfortunately, as we shall see, the inclusion of the exchange-terms in the interaction changes the nature of the phase-transition from a continuous one (in Hartree-approximation) to a discontinuous one (in the HartreeFock model I). Such a discontinuous transition was originally obtained by Huang, Yang and Luttinger [19] and is also found in the familiar (but not self-consistent) Popov-approximation (see e.g. [20] [21] [22] ).
We are here only interested in the temperature regime µ/k B ≪ T. We can then neglect the processes connected with Beliaev damping in which a phonon decays into two excitations with lower energies. The dominant process is given by Landau damping, a process where the density fluctuation decays due to the coupling to the thermal cloud. The dynamics of the thermal cloud is described by an approximate Green's function, which will be defined in the following sections for two slightly different models (called model I and model II) and is denoted by G I αβ and G II αβ in the following. In both models their quasi-particle character is neglected which is a reasonable approximation for the thermal cloud at T ≫ µ/k B .
With these Green's functions the lowest order contributions to the regular density autocorrelation function are given by the so-called bubble-diagram
For the sake of better readability we will use the abbreviations p ≡ (p, iω n ) representing the momentum p and the Matsubara frequency iω n . To the next order in the interactionpotential the regular part of the density autocorrelation function would be given by
In order to sum up all Hartree-Fock contributions to χ (r) nn we simply have to replace in this first-order expression v(k 1 −k 2 ) by the T-Matrix Γ(k 1 , q−k 1 ; k 2 , q−k 2 ) defined as the solution of the integral-equation
Speaking in terms of diagrams we have to take into account all those which can be derived from the bubble diagram χ 0 nn by subsequent insertion of interaction lines (see Fig. 2 ). Since we are interested in dilute weakly-interacting Bose-gases we can restrict ourselves to two-body interaction by s-wave scattering processes:
where a is the s-wave scattering length. Due to this delta-potential we have a momentum and frequency independent interaction potential and the T-Matrix can be rewritten in the simplified form:
Using the T-Matrix expression (2.15) in Eq. (2.13) we derive an additional geometric series for the regular density autocorrelation function χ (r) nn (q):
. 
The stationary thermal density n th (r) = Φ † (r)Φ(r) will be calculated from the expressions for G I,II αβ . Due to the neglection of anomalous Green's functions and the Beliaev damping there are only four additional one-loop diagrams for the regular self-energy contributions which can be written as
where we replaced χ 0 (q) with χ (r) (q) by using the T-Matrix approximation introduced above. The regular self-energy contributions given by Σ (r)
αβ (q) are presented in Fig. 4 . In Eq. (2.9) we insert the approximations (2.18), (2.19), (2.17) and (2.16) and obtain:
The requirement that Φ = 0 fixes the chemical potential as
where we added the chemical potential µ (0) of the ideal Bose-gas, which vanishes below T c , in order to make the expression valid below and above T c . By comparison with Eq. (2.20) it is seen that the Hugenholtz-Pines theorem [18] 
Using the building-blocks we have specified it is now straight-forward to obtain the explicit expressions for the Green's function, namely
with the denominator
The density autocorrelation function can be given similarly as
Below T c the chemical potential µ (0) of the free Bose-gas vanishes. The poles of the Green's function and the density autocorrelation function are given by ∆(k, ω) = 0. Above T c we can put n c = 0 and the result (2.24) reduces to
with the poles given by gχ 0 nn (k, ω) = 1/2. These dispersion-relations will be analyzed in section IV.
It is manifest from our explicit expressions that the poles of the Green's function for T ≤ T c are indeed the same as those of the density autocorrelation function. On the other hand, for T > T c we can put n c = 0 and the poles of χ nn (k, ω) and
) then cancels from the numerator and denominator of G 11 (k, ω) and the remaining single-particle poles at ω = (k 2 /2m) − µ (0) are those of the free Bose-gas.
Surprisingly for us the comparison of our result (2.24) for the density autocorrelation function with corresponding results given by Minguzzi and Tosi [24] yields complete agreement. This is unexpected and nontrivial, since the theories are formulated in quite different ways and arrive at the result for the density autocorrelation function in very different manners. It is interesting to learn from this agreement that the theory formulated by Minguzzi and Tosi has the description in terms of Feynman diagrams from which we derived our results.
An obvious advantage of the dielectric formalism used by us is the fact that the Green's function displayed above is also obtained explicitly, which would be outside the scope of the theory given in [24] . In particular our theory gives explicit expressions for autocorrelation functions of amplitude and phase of the order-parameter. The former equals −G + , the latter −G − , with
In order to discuss the stability of the system in our approximation it is useful to consider these correlation functions in the static limit, i.e. at ω = 0. We find above and below T c
Below T c , where µ (0) = 0, this correlation function displays the usual infrared singularity ∼ k −2 which is associated to the spontaneously broken gauge-symmetry. For the amplitude autocorrelation function we obtain above and below T c , respectively, and displaying also the asymptotics for |k| → 0
From the foregoing analysis it is clear that our present theory is an extended meanfield theory, which holds in the collisionless regime and remains meaningful in that regime even at T c . It cannot be used, however, in the hydrodynamic regime in general and for the description of critical fluctuations near T c in particular, which lie in the hydrodynamic regime.
In fact our approximation does not satisfy the known exact behavior of G + (k, 0) for |k| → 0, which is [25] 
As we shall see, this fact shows up in two different ways in the two concretizations ('models') of our approximation, which we shall define in the next two subsections: Model I leads to a first order transition at T c and in accordance with this fact G + (k, 0) stays finite for |k| → 0. Nevertheless, the formal extension of this model to ω → 0 and |k| → 0 is possible and remains meaningful. Model II on the other hand describes a continuous transition, but cannot be formally extended for ω = 0 to |k| → 0 because G + (k, 0) develops a singularity, not at |k| = 0 as required, but even before reaching that point at a small but finite value of |k|.
C. The model I
In this and the following subsection we define suitable approximations for the Green's functions G . For fixed total density n tot also the condensate density n c will depend on the approximation: n c = n αβ (k, ω):
By integrating the Bose factor
over the momenta the thermal equilibrium density is obtained as n
th , where g 3/2 (z) is the Bose function [18] , z is the fugacity, defined in terms of an effective chemical potentialμ = µ − 2gn tot via z = exp(βμ), and λ th = 2π/mk B T denotes the thermal wavelength. For T > T c the effective chemical potentialμ coincides with the chemical potential µ (0) of the ideal Bose-gas, which vanishes below T c . As for the ideal Bose-gas T c is determined by n tot = g 3/2 (1)/λ 3 th (T c ). For T ≤ T c , using
th for model I, the effective chemical potential isμ
c and the fugacity is z = e βμ (I) . For a given total density n tot = n c + n th and temperature T ≤ T c the equilibrium is determined by the implicit equation
It can be seen from this equation that within our approximation for G I , the phase transition is no longer continuous 1 : For T = T c (where T c is defined as the critical temperature of the free Bose-gas) there are two solutions n c = 0 and n c = ∆n c , with
Here we introduced for convenience the dimensionless abbreviation
which will be used again in Eqs. (5.10) and (5.11) below. λ c th denotes the thermal wavelength at the critical temperature. For T = T c both states with n c = 0 and with n c = ∆n c are thermodynamically allowed. Even for comparably weak interaction gn tot /k B T c = 0.1 this jump already amounts to 16% of the total density, so it cannot be neglected by any means. To avoid this undesirable behavior, which is not seen experimentally, we shall introduce a second model in the next subsection which avoids this discontinuity at T c while taking into account exchange interactions at least in part. However, as we shall discuss there, this modified model has problems of its own. We close the present subsection by examining the stability of model I below T c . As can be seen from the results for G αβ (k, 0) an instability may occur if for small |k| → 0 we satisfy gχ 0 nn (k, 0) = −1/2. In order to examine where this condition for instability is satisfied we evaluate χ The proof is given in the appendix. This is a negative quantity, which, for sufficiently low temperature, lies in the interval [−1/2, 0], but which moves monotonously in the direction of the instability at -1/2 with decreasing condensate density for fixed temperature. The instability condition gχ 0 nn (0, 0) = −1/2 is equivalent to the condition that for fixed temperature the chemical potential µ (I) exhibits a minimum µ (min) as a function of n c . This is shown by a short calculation given in the appendix. In Fig. 5 we plot this functional behavior. The fact that the instability condition obtained from the dynamics described by G αβ fits completely with the form of the equation of state (2.35) underscores the consistency between statics and dynamics in our model I.
In Fig. 6 we plot the branch corresponding to the chemical potential of the uncondensed Bose gas in Hartree-Fock together with the branch for the condensed system. We only get solutions for the uncondensed Bose gas ifμ 
D. The model II
In this second model the single particle dispersion in the thermal cloud is chosen in a different way:
For T > T c the two models coincide. For T ≤ T c , calculating the thermal density as above, the mean field interaction g n As a consequence the quantity 1 + 2gχ 0 nn (k, 0) appearing in the denominator of the static order-parameter autocorrelation function −G + (k, 0) can actually vanish in this model for a small but finite critical value of |k|, in which case that correlation function becomes singular. The application of model II must therefore be restricted to sufficiently large wavenumbers satisfying |k|λ th > 8π 2 a/λ th . In our present context, where we are only interested in the collisionless regime, this is not such a serious limitation, however, because the wavenumber must in any case be restricted to values larger than the mean free path. Another consideration which is of relevance in this context is that in a system of finite size L, where L satisfies L ≤ λ 2 th /4πa, the instability also lies outside the physical regime. Thus, for a not too large finite system in a box, model II describes a practically continuous transition and it is instructive to compare the related dynamics with that of model I in order to be able to assess the influence of the discontinuity of n c at T c on the dynamics in the latter model.
As already mentioned, above the phase transition the two models coincide, both having the single particle spectrum of the Hartree-Fock operator E(k) = k 2 /2m + 2g n tot . So the mean field interaction in these approximations simply amounts to a shift of the chemical potential µ =μ (I,II) +2gn tot , where in this caseμ (I,II) are equal and coincide with the chemical potential of the ideal Bose-gas. So the chemical potential is determined thermodynamically by the condition n tot = g 3/2 (z)/λ 3 th with the effective fugacity z = e βμ , the Bose-Einstein transition occurs atμ = 0 .
III. GENERALIZED WARD IDENTITIES
The correlation functions of a condensed Bose-gas have to satisfy various requirements arising from the spontaneous breaking of the gauge-symmetry by the condensate and from the conservation laws. The dielectric formalism already has the great benefit that one essential requirement, namely the coincidence between the single-particle spectrum and the density spectrum, is fulfilled by construction. Therefore any approximation within this formalism turns out to be gapless. The gapless single particle spectrum and its coincidence with the density spectrum are both a direct consequence of the symmetry breaking of the system.
In addition the conservation laws and corresponding sum rules can be woven into the formalism by ensuring that the approximate expressions for the regular parts satisfy socalled generalized Ward identities. The generalized Ward identities we want to consider in the following are a consequence of particle number conservation. Within the dielectric formalism they were first introduced by Wong and Gould [14] and used as exact conditions for any model approximation. They can be obtained by inserting the continuity equation
into the expressions for the different time-ordered correlation functions 
The additional terms α √ n c and m(n c + n th ) appear due to the time differentiation of the Heaviside function in connection with the corresponding commutators (replacing the time ordering in the correlation functions). From these relations for the irreducible density functions one can derive the desired relations between the regular building blocks of the dielectric formalism Λ 
The correlation functionsχ nα andχ l Jα can also be rewritten in terms of the irreducible vertex functions and Green's functions:
(3.10)
Using Eq. (2.5) forG αβ to introduce Σ (r)
αβ we obtain the generalized Ward identities for the building blocks of the dielectric formalism:
Turning to our model approximations we want to show now that these identities are indeed fulfilled in both models. The specific choice of the building blocks for the vertex functions Λ 
(compare Fig. 3 and Fig. 7 ) we obtain √ n c [Λ
2 ] = |q|n c and the third Ward identity reduces to
Furthermore, in the first Ward identity the terms √ n c ω and (−1) √ n c α q 2 /2m appearing in the bracket on the right hand side are cancelled by the contributions ωΛ vanishes. Additionally we note that the differences of the Gross-Pitaevskii self-energies are given by Σ Using the decompositions ( Fig. 2 and 8 )
we just have to demonstrate the equivalent relation ωχ
= dp
In completing this proof as above we needed an energy dispersion law of the form ε(p) ∼ [p 2 /2m + const.] valid for both of our model approximations. The third Ward identity can be simplified by the decompositions (Fig. 8 and 9 )
which reduces its proof to the check of the condition
After multiplication with |q|/m we obtain:
f 0 (ε(p)) + dp
which completes the proof.
IV. DYNAMICS AT LONG WAVELENGTHS
Now we want to investigate the dynamics at long wavelengths described by the two models introduced above. We consider the limit ω → 0 and |k| → 0 and introduce the complex velocity of sound by ω/|k| = c . The dispersion-relation below the phase transition, T ≤ T c , given by the poles of the density autocorrelation function and the Green's function takes the form The response function (4.2) in that region is evaluated with the effective fugacity z = e βμ , according toμ = µ − 2gn tot = µ (0) , where the chemical potential µ is determined thermodynamically as described above.
For long wavelengths, i.e. for wave vectors with |k|λ th ≪ 1, we can approximate in the denominator of the response function (4.2)
The mean field interactions for our two models cancel in this difference. The difference of the Bose factors in the numerator can be be approximated by a gradient and the response function at long wavelengths can be written as
To evaluate (4.4) further we choose k in x-direction and integrate first in p y , p z with the result
The response function only depends on the ratio ω/|k| , which defines the (generally complex) 'speed of sound' defined by the ratio c = ω/|k| in the long wavelength limit. So equation The integral can be evaluated by the methods of residua [10] . Physically ω is the frequency of an external perturbation which is adiabatically switched on for large negative times t → −∞. Therefore as a physical boundary-condition for the integral in (4.6) we have to take Im[ω] > 0 and hence Im[s] > 0, i.e. the integral has to be evaluated with s in the upper complex half-plane. To obtain a sufficiently fast decaying integrand we write first
The integral over the last term, which is odd in t, vanishes identically. The integral over the first term gives
For the remaining integration we close the integration contour with a semi circle in the upper plane. In this region the Bose factor has poles at a n b n = i 4 4π 2 n 2 + γ 2 e ±iφn/2 with γ = −βμ = |βμ| = − ln(z) , and φ n = arctan(2πn/γ) for n ≥ 0. The summation of the different residua finally gives the dimensionless response function
For small γ one can expand g 1/2 (e −γ ) = π/γ + ζ(1/2) + O(γ) . The divergence for γ → 0 is cancelled by the third term in (4.7), the response function takes the limiting form
with a n , b n = (±1 + i) nπ .
When we ask for solutions of (4.1,4.3), we are looking for eigenmodes of the system, which, for physical reasons, have to decay exponentially and the poles we look for have therefore to be located in the lower complex half-plane. In Eq. (4.1) the analytical continuation of the integral (4.6) from the upper to the lower complex half-plane of s has to be used.
With this explicit representation of the response function we are now able to determine the solutions of (4.1) and of (4.3) below and above the phase transition numerically. Since the terms in the sum in (4.7) decay only as n −3/2 , the sum converges very slowly and it is not possible to cut the sum at some large finite n cut . Instead we can use a continuum approximation integrating over all terms in the range n ∈ [n cut , ∞[ . As a numerical check we have reproduced all our data with the alternative representation of the response function by performing integral (4.6) numerically with s in the lower complex half-plane and subtracting the term for the analytical continuation:
The numerical solutions are plotted in Figs. 10-14. These figures show the real-and imaginary parts of c for various branches of damped modes as a function of temperature above and below the phase-transition and show how these branches bifurcate as the poles corresponding to these modes move in the complex plane. For the weakest interaction strength, shown in Figs. 10-11, various approximations are possible to permit an analytical understanding of most of the structure shown. This will be described in the following section. Here we discuss the numerical results shown in the figures. Let us begin with the case of weak interaction with gn tot /k B T c = 0.1 for our two models, shown in Figs. 10-11. At high temperatures T ≫ T c we typically get complex solutions for c with |c| ≫ c T , and with finite real and imaginary part. Then, at a certain temperature T 0 , which is above T c for very weak interaction but moves below T c for stronger ones as seen in Fig. 12 , the real part of the velocity of sound vanishes, the mode becomes over-damped, and the imaginary part bifurcates into two different branches, as seen in Fig. 10 . Density-waves with a certain wave vector no longer propagate, but decay as a mere relaxation with two different decay-rates describing a short-time decay and a long-time decay. Both dampingrates are proportional to the wave vector. An analytical understanding of the bifurcation based on a suitable approximation to the response function for large arguments |s| ≫ 1 will be provided in the next section.
Above the phase-transition the results for the model I and the model II are the same. However in the region below the phase transition, the solutions of (4.1) behave differently for our two models. In the model II the velocity of sound passes continuously the phase transition at T c . In the model I the finite jump (2.36) of the condensate density at the critical temperature results in discontinuities of the two purely imaginary thermal branches. The discontinuity in the lower branch is visible in Fig. 10 , while in the upper branch it is very small and not discernible. Even at lower temperatures this upper branch hardly deviates from the result above T c as can be seen in Fig. 10 . The reason for this is that for weak interaction (5.2) also implies |c| ≫ c B , and the dispersion-relation (4.1) below T c reduces to the equation (4.3) above T c . So c from (5.2) turns out to be also a solution of (4.1) below T c and can be seen in Fig. 10 as the solution independent of the temperature for the whole condensed region.
At or at least close to the critical temperature a new propagating branch with nonvanishing real part of c appears, which is the Bogoliubov mode and, as discussed in the next section, has a velocity close to c B , as is also visible in Figs. 10-11. In the units chosen in the figures this Bogoliubov branch for T → 0 converges to the value gn tot /k B T c .
Near the phase transition both models show further bifurcations, shown in the insets in Figs. 10-11. They require a separate analysis given in section V C and will be discussed further there.
Let us now turn to the case of slightly stronger interaction in Fig. 12 . The most remarkable new feature compared to the very weakly interacting case is, that the bifurcation of the thermal branch occurs now at some temperature T 0 below the phase transition. In the model I we can see the propagating thermal branch and the Bogoliubov branch crossing at some temperature between T 0 and T c . Though the mode described by the thermal branch is still propagating it is strongly damped, its real part being smaller than its imaginary part. The bifurcation of the Bogoliubov branch near T c does not occur anymore, the Bogoliubov sound remains propagating at the phase transition. Again the smaller of the two damping rates which have bifurcated from the thermal branch is still larger than the damping of the Bogoliubov sound. However, the discontinuity in the condensate density at the phase transition already amounts to 40% of the total density, so this behavior near T c has only a restricted physical meaning.
In the model II for gn tot /k B T c = 0.3 , see Fig. 13 , the behavior is qualitatively similar to the former case of weaker interaction. The bifurcation of the thermal branch with decreasing temperature occurs below the phase transition, the bifurcation of the Bogoliubov branch with increasing temperature occurs at even a slightly lower temperature. Again the upper branch bifurcated from the Bogoliubov branch is the same as the lower branch bifurcated from the thermal branch. The smaller of the two damping-rates which appear in the bifurcation of the Bogoliubov branch vanishes when approaching the phase transition from below and disappears there. So this particular branch plays the role of the critical mode of the continuous phase-transition occurring in the model II.
This behavior changes at the slightly stronger interaction for gn tot /k B T c = 0.35 , see Fig. 14. We show this case only for the model II, since in the model I the behavior is not changed qualitatively for this slightly stronger interaction. In the model II however, the two bifurcations have coalesced now, and the propagating Bogoliubov sound, with increasing temperature, passes directly into the propagating thermal branch without becoming over-damped in between, but showing a characteristic minimum of the real part of c at some temperature. At this minimum the damping rate strongly increases. At stronger interactions the minimum in the real part is smoothed out and finally disappears altogether.
As seen in Fig. 14 a second branch exists below T c , which is over-damped for all temperatures and which ends at the phase transition. This is now the critical mode of the phase-transition. In the complex plane these two modes do not cross.
V. ANALYTICAL SOLUTION OF THE DISPERSION RELATION FOR WEAK INTERACTION
A. Thermal branch
The bifurcation shown in Figs. 10,11 can be understood by the following approximation to the response function: for large arguments |s| ≫ 1 we can expand the integrand in (4.8) in powers of (t/s) 2 and get as the dominant behavior for large |s|
For weak interaction g n tot ≪ k B T and for T > T c the real part of s is much smaller than the imaginary part, as seen numerically, and the full response function can be approximated by the second term in (5.1) only. This approximate response function, taken as a function of a purely imaginary argument, is a real convex function, and only if condition (4.3) is fulfilled at its minimum, a purely imaginary solution is possible. From the temperature dependence of the chemical potential above T c it follows, that this is possible only below some temperature T 0 , which one can determine as T 0 /T c = 3.37 for g n tot /k B T c = 0.1 , for example. Above T 0 the approximate response function gives rise to the characteristic growth of the real part, see Fig. 10 . In the limit |s| ≫ 1 we even can approximateχ 0 nn (s) ≈ 2 √ πi s , and the simple solution independent of the temperature follows as
This can be seen as the upper branch of the bifurcated imaginary part for small temperatures in Fig. 10 . The lower branch decreases linearly with temperature and finally enters the opposite region with |s| = |c/c T | ≪ 1 .. In this region the behavior can be described by a different approximation of the response function [10] . The first three, leading terms of (4.7) in s, γ ordered by magnitude can be summarized as 
The first term gives the leading order in g and is proportional to the temperature. For this term we get different results for our two models. In model I the damping rate of Bogoliubov sound waves with wave vector q due to this term is
with the s-wave scattering length a from g = 4πa/m . This damping rate is of the same order as the damping previously determined in [10] , which only differs in the numerical prefactor of one instead of 4/3 , and also agrees qualitatively with the damping rate in the Beliaev approximation extended to finite temperatures by Shi and Griffin [12] , but obtained also by other methods for the Landau damping in the intermediate temperature region. The difference is that in (5.6) the prefactor 4/3 should be replaced by 3π/8. These damping rates proportional to the temperature can explain qualitatively or even quantitatively the measured damping rates of the low-lying discrete modes [9] in trapped Bose-Einstein condensates, identifying the density in the center of the trap with the density of the homogeneous system. For the experiments with 87 Rb [9] this corresponds to an interaction strength gn tot /k B T c ≈ 0.35 . However, since in trapped systems the particle density varies, taking its peak value at the center of the trap and vanishing further out, a detailed comparison of these experiments with predictions for the homogeneous system is problematic. For the frequency shift we obtain in the model I ∆ω = − √ 2Γ. This shift, which is negative and linear in the temperature, reduces the speed of sound compared to the Bogoliubov approximation.
Both are in agreement with the measurements of temperature dependent frequency shifts of discrete modes [9] , which were found to have negative sign for the m = 2 mode, and also for the m = 0 mode at intermediate temperatures. Using the full response function and taking the inhomogeneity of the system into account an explanation of these frequency shifts and the damping rates was already given in [16] .
In the model II we obtain the damping rate to leading order as
which is noticeably higher than the different previous results mentioned. In this model no frequency shift occurs in the leading order. The second, real term in (5.5) gives for both our models a pure frequency shift proportional to the square root of the temperature and causes no damping. With ζ(1/2) < 0 this shift increases the real part of the speed of sound and the sign of this effect, which is subdominant in the model I but the leading term in the model II, is thus opposite to the measurements mentioned above. The third, purely imaginary term is independent of the temperature and produces a constant shift of the damping only, which finally gives for the damping rates up to order g
At very low temperatures k B T < gn tot , where our approximations break down, the constant shift would even cause the damping rates obtained from perturbation theory to take the wrong sign, so (5.8) is certainly not applicable for too small temperatures. However, to achieve satisfactory agreement of the perturbation theory with the numerical solution based on the full response function, in the range k B T > gn tot , the correction in (5.8) to the leading order behavior from (5.6) is necessary.
C. Bifurcation analysis of the dispersion-relation below and near T c
Near the phase transition, e.g. for T 0.8T c , perturbation theory does not agree any more with the exact solutions, since here the unperturbed solution c B decreases and is of the same order as the corrections from (5.5). Instead we have to solve Eq. (4.1) as an implicit equation again. Using the response function (5.3) equation (4.1) reduces to a quartic polynomial. For the weak interaction gn tot /k B T c = 0.1 the numerically determined solutions of this polynomial agree, to an accuracy better than a percent, with the solutions using the full response function (4.7) in Fig. 10-11 , except for very low temperatures k B T < gn tot . Again the third term in (5.3) is necessary to account for a correct shift of the damping rates independent of the temperature.
To discuss the qualitative behavior of the numerical solutions in the condensed region for our two models let us consider now the simpler description using only the leading term of the response function (5.3). Our basic dispersion-relation (4.1) then reduces to the cubic polynomial
Transforming our variable by c = −ix we get a real polynomial in x. For such a cubic polynomial the roots can be determined analytically according to the formulae of Cardano. Though these rather complicated expressions do not give much insight, we want to use them to classify the solutions. For this we consider the determinant
which is a real function of the temperature for a given interaction. For D < 0 we have three real solutions in x, for D > 0 we have one real solution and two complex conjugate solutions in x and for D = 0 we have one real and one real double solution in x. For all temperatures, except for a small temperature range of the order gn tot /k B near T c we have D > 0 in both models, as can be seen from the explicit expression for D not written out here. For the velocity of sound c this corresponds to one purely imaginary and two solutions with the same imaginary part, but opposite real part. The fact that for a given solution c = c r + ic i with real c r , c i , there also exists a second solution c = −c r + ic i is due to the basic time reversal symmetry of the underlying equation of motion for the condensate. This pair of complex solutions is the damped Bogoliubov sound, the branch with positive real part is shown in Fig. 10-11 , which was investigated in perturbation theory above.
In the model I we find x > 0 for the third, real solution for all temperatures. This corresponds to an over-damped solution for c with a negative imaginary part, which is larger than the damping rates of Bogoliubov branch. This purely imaginary branch is the continuation of the solution (5.4) of (4.3) above T c for the thermal gas to the condensate region. At the phase transition we can determine from the finite value of ∆n c (T c ) from (2.36) , that the determinant takes the small negative value 10) with the abbreviationḡ defined in Eq. (2.37). This means that at some temperature near the phase transition we have D(T ) = 0 , the real part of the Bogoliubov sound vanishes at this temperature and the imaginary part bifurcates into two solutions. This bifurcation near T c can be seen in the inset of Fig. 10 . At the phase transition both bifurcated branches take finite values, corresponding to two different over-damped modes.
In the model II the behavior is different, see Fig. 11 . In this case we find for the real solution x < 0 for all temperatures with x = 0 for T = 0, T c . This would seem to correspond to a mode exponentially growing in time, but actually a more detailed analysis shows that this pole is not on the physical sheet of the complex plane and is thus physically not relevant. Instead of three solutions we therefore only have two physically allowed modes in the condensate region now.
The determinant can be written as This be seen even more explicitly by examining the density autocorrelation function for this case: Approaching the temperature T c from below the Bogoliubov velocity of sound c B becomes small, and vanishes at T c in model II. Then χ nn , to leading order in c B , approaches the form
with a residuum R = −i(c B /4g), which vanishes for T → T c like −i(T c − T ) 1/2 , which makes explicit how the critical mode disappears from the density oscillation spectrum at T c in model II.
The upper bifurcated branch increases further and finally passes into the solution for the thermal gas above T c . On this branch the residuum of the density autocorrelation function remains finite, but instead the residuum of the Green's function tends to zero at T c . So in the model II one branch of the bifurcated Bogoliubov sound turns into the thermal branch, whereas in the model I both bifurcated Bogoliubov branches terminate at the phase transition and the thermal branch continues independently below T c .
VI. DISCUSSION AND CONCLUSION
Let us finally remark on the connection of the results presented here with the measurements of the temperature dependence of discrete frequencies for trapped condensates [9] . The results for the real part of the velocity of sound in Fig. 14 , and also in Fig. 12-13 are surprisingly similar to measurements of the frequency shift for the m = 0 mode [9] . The measured frequency for this mode was found to decrease with the temperatures for low temperatures, but suddenly increased again at higher temperatures T 0.6 T crit . Attempts to explain this behavior by a perturbation theory for the Bogoliubov mode with m = 0 failed and it was suggested, that the increase might be due to the crossing of the Bogoliubov mode with another mode of the thermal cloud. Such a second mode was actually found in [27] using a variational solution of the kinetic equations. Here we found the corresponding branch of the velocity of sound for the homogeneous system, see Fig. 12-14 . Our approach clearly shows, that such a solution cannot be calculated by a perturbation theory for the condensate, but requires the full solution of the implicit equation of motion (4.1). However, whether the Bogoliubov branch crosses the thermal branch or the Bogoliubov branch turns over into the thermal branch is different for our two models and depends on the approximation chosen.
However, one has to ask, why the measured frequency shifts can differ qualitatively for the two modes m = 2 and m = 0 . In the trapped systems the density and so the effective interaction strength varies spatially. For the measurements of [9] one can estimate gn tot /k B T c = 0.35 in the center of the trap. Now the different modes with their different wave functions typically live in different regions of the condensate. The mode with m = 0 is rather located in the center of the trap, the mode with higher angular momentum m = 2 is located further out, where the density is lowered and so the effective interaction strength is decreased. So we can argue, that the behavior of the m = 0 mode should rather resemble the behavior of the homogeneous system for gn tot /k B T c = 0.35 , but the m = 2 mode should rather resemble the homogeneous system for gn tot /k B T c = 0.1 , as was found here. However, these considerations apply only to the Bogoliubov branch and cannot be used for the thermal branch which is very strongly influenced by the inhomogeneity of the trapping potential and qualitatively different in the homogeneous and the trapped system. Still, we think that the way how the thermal branch and the Bogoliubov branch influence each other near T c in our homogeneous models may well give a hint how the corresponding modes behave in the trapped system. Extending our approach to inhomogeneous system remains as a challenging problem for the future.
Since we are interested in the stationary limit k → 0 we can replace the logarithmic part of the kernel:
The remaining integral can be expressed by the polylogarithmic function g 1/2 (eμ β ) = We therefore differentiate the chemical potential µ = gn c +2gn th by n c , where the expressions n th = λ This expression agrees with Eq. (2.40) and therefore with the compressibility sum-rule that the density autocorrelation function (2.24) in the stationary limit (ω = 0, |k| → 0) equals the derivative −∂n tot /∂µ for fixed temperature. 
