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Abstract:  Climate variability plays a large role in agriculture.  Having the proper tools to 
investigate the effects of climate variability in agriculture is necessary to better understand our 
future.  Wheat, corn, and cotton are three crops important in Oklahoma. These crops can all be 
effected by climate variability. One method of understanding the problem is through crop 
modeling frameworks.   The objective of this thesis is to investigate the utility of modeling 
frameworks in Oklahoma.  The studied was carried out by using the Decision Support System for 
Agrotechnology Transfer – Cropping System Model (DSSAT-CSM) framework.  The crops 
focused on are wheat, corn, and cotton. The weather data, soil data, and model configurations 
were tested to find out how they performed.   Chapter 2 covers a wheat yield forecasting study, 
and chapter 3 covers irrigation demand forecasting.  Overall, the models supply an understanding 
of how modeling frameworks are relative to Oklahoma, and can be used.  The limitations to the 
models are input data, initial conditions, and management practices.  There is still a lot of room 
for improvement in the models discussed in this thesis such as calibrating cultivars to the study 
area, but it does provide a basis for future research.  
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Water scarcity has played a significant role throughout the history of Oklahoma. Dry years are 
often followed by wet years as illustrated by Figure 1. Multiple definitions of drought exist, but 
drought is typically defined as a period during which precipitation is insufficient to meet the 
established needs of a region (Arndt 2002). Rainfall has a direct impact on agriculture causing 
drought to have large economic impact. The 2002 drought in Oklahoma witnessed a $150 million 
crop loss in winter wheat (Arndt 2002). The estimated agricultural losses for the 2011 drought in 
Oklahoma was $2 billion (Tadesse et al. 2015). Agriculture accounts for close to 70% of the 
water withdrawn from surface water and ground water around the world (Wisser et al. 2008). 
Producers use irrigation to supplement rainfall to reduce the impact of limited water availability. 
For best results, water is applied at critical stages of plant development. The supplement of 
rainfall with irrigation becomes more complicated during a drought because the recharge of the 
ground water is not keeping up with the water needs of the crop. This raises the possibility of 
unsustainable irrigation water use. Agricultural irrigation water demand is driven by numerous 
factors such as acreage and type of crop irrigated, irrigation system, water availability, and fuel 
and commodity prices (OWRB  2011). Climate variability further contributes to the uncertainty in 
irrigation demand (Döll 2002).  
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Oklahoma is in the Great Plans region where a high variability for crop yields exist (Ray et al. 
2015).  Variability in rainfall, and temperature can have a dramatic impact on crop yields (Wang 
et al., 2003; Hatfield and Walthall, 2015; Zampieri et al., 2017). Crop models can be used to help 
determine the impact of climate variability (Rosenzweig et al., 1994; Lobell et al., 2008). Crop 
models can be employed to assess the risk involved in management decisions. This could lead to 
a more effective way to manage inputs more efficiently to save money and resources. Crop 
models also have the ability to help understand future risk through probabilistic forecasting. A 
probabilistic forecast produces a range of possible values instead of a single value as in a 
deterministic model. Probabilistic yield forecasting can be a viable option for producers to see 
what their range of anticipated yields are for a specific season, and utilize the best management 
practices for the season given that yield range. This ability could lead to more effective use of 
inputs, contributing to cost savings for the producer. 
 This thesis is organized into two studies. Chapter II addresses wheat yield forecasting, 
and focuses on the development and evaluation of a wheat yield forecasting framework for 
Oklahoma. Chapter III addresses irrigation demand, and evaluates initial simulation conditions 
and data inputs for spatially quantifying irrigation demand for corn and cotton in Oklahoma. 
Chapter IV summarizes the finding of Chapter II and II, and then ties those findings back to the 
main objective. 
Objective 
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DEVELOPMENT AND EVALUATION OF A PROBABILISTIC WHEAT YIELD 
FORECASTING FRAMEWORK FOR OKLAHOMA 
 
Abstract 
Oklahoma is in the Great Plans region where a high variability for wheat yields exists (Ray et al., 
2015). Variability in rainfall, and temperature can have a dramatic impact on wheat yields (Wang 
et al., 2003 Zampieri et al. (2017); Hatfield and Walthall, 2015). This creates a need for analyzing 
the future uncertainty involved with wheat yields. Crop modeling frameworks can aid in the 
forecasting of wheat yield. Using DSSAT-CSM and CERES Wheat, a probabilistic wheat yield 
modeling framework was produced. The objectives of this study were to develop a wheat yield 
forecasting framework for Oklahoma, find the earliest weeks after planting a prediction can be 
made, and analyze the effect of initial conditions on the model. It was able to predict yield 
percentile as early as 5 to 15 weeks after planting with a threshold window of 33% and 28 to 32 
weeks after planting for a threshold window of 10%. Overall, there is still a need for further study 





Oklahoma is in the Great Plans region where a high variability for wheat yields exist 
(Ray et al., 2015). Wheat is a common crop in Oklahoma. In 2017 4.5 million acres were planted, 
98.6 million bushels were harvested, and it resulted in a production value of $379.6 million 
(NASS, 2017). Variability in rainfall and temperature can have a dramatic impact on wheat yields 
(Wang et al., 2003; Hatfield and Walthall, 2015; Zampieri et al., 2017). This creates a need for 
analyzing the future uncertainty involved with wheat yields. Crop modeling frameworks can aid 
in the forecasting of wheat yield. 
Yield forecasting can be a viable option for producers to see which management options 
may perform the best under current season conditions. This ability could lead to more effective 
use of fertilizers, contributing to cost savings for the producer. For example, a producer could be 
making a decision concerning top-dressing nitrogen on his wheat crop. With yield forecasting, the 
producer would be able to see a probabilistic estimate in advance to help make his or her 
decision. Also yield forecasting could be beneficial to marketing agencies to prepare for grain 
handling, and whether they should hold onto their current grain or sell it. 
Many methods have been evaluated to find the most reliable way to predict yield with 
varying success. Moriondo et al. (2007) attempted to create a simple wheat yield model based on 
satellite NDVI data in the Mediterranean climate of Italy, and discovered using remotely sensed 
data to drive crop models helped make up for lack of input data required by extensive crop 
models. They also found spatial resolution of the satellite NDVI data played a big role in the 
accuracy of predicted yield. Shamseddin and Adeeb (2012) focused on producing accurate, 
simple and low-cost crop yield prediction models. They found that correlation between crop yield 
and NDVI were low in their area of Sudan. 
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Studies have been done to assess affect of drought on crop yield. Walker (1989) created a 
model to replicate wheat yields in Western Canada for 10 years, and found the model was able to 
explain 92% of the variance in the average wheat yield by using only monthly precipitation and 
temperature variables as input. In some cases, weather has to be estimated to make up for lack in 
input data for weather variables. Bannayan et al. (2003) tried to determine if the CERES-Wheat 
model could be used to forecast final grain yield and crop biomass within the growing season. 
They used the SIMMETEO weather generation algorithm in DSSAT to generate the daily 
weather data from averaging four weather stations in the UK. They found grain yield simulations 
were accurate, and that updating the model within the growing season with measured data helped 
the accuracy of the model. Yield prediction models have been found to provide similar results in 
different locations. Becker-Reshef et al. (2010) developed an empirical regression model in 
Kansas to be used in Ukraine, and found the model performed well with 8 years of data from 
Ukraine. Greene and Maxwell (2007) used 35 years of historical climatological data and the 
CERES-Wheat model to forecast current season wheat yield at various weather stations across 
Oklahoma. They found the station based model to be a good predictor of actual yields, and the 
model was able to reproduce the variability of past season recorded wheat yields in Oklahoma. So 
far, little has been studied pertaining to the effects of using multiple spatial data sets, and finding 
the effects of model configurations for the same region.   
When creating gridded outputs, it is good to note the optimum spatial resolution. 
Easterling et al. (1998) studied the optimum spatial resolution of observed climate and soils data 
for simulating maize and wheat in the Central Great Plains. They found that close to a 1 degree 
(111 km) spatial resolution provided effective results when mapping a region the size of the Great 
Plains. Similarly, (De Wit et al. 2005) analyzed the spatial resolution of yield simulation data in 
Germany and France, and found sub-grid variability exists, but the 10 x 10 km grid had no 
advantage to the 50 x 50 km grid for accurately predicting total wheat yield over a region. 
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Crop yield forecasts have been carried out to determine the accuracy of predicted yield, and how 
far in advance of harvest a prediction can be made. Li et al. (2016) assessed the yield forecast 
performance of the CERES-Wheat model in China with increasing nitrogen inputs. They found 
yield fluctuation of predicted yield was similar with different nitrogen input conditions, and noted 
as the proportion of observed weather data increased during the season the predicted yields 
became more accurate. Nain et al. (2004) tested the accuracy of CERES-Wheat model to see 
year-to-year variability in a large area of wheat located in Central Indo-Gangetic Plains of India. 
They found forecasting 6 weeks prior to harvest is possible without sacrificing accuracy. 
Crop models do have limitations. Chipanshi et al. (1997) set up a simulation for 
forecasting wheat yield in Saskatchewan. The simulation used current in-season data up to the 
prediction date, and used historical data to estimate the rest of the season. They stated that 
CERES-Wheat provided advantages to empirical models, but noticed a lack of sensitivity to 
disease and pest damage in the CERES-Wheat model compared to observed data. Kogan et al. 
(2013) found winter wheat forecasting in Ukraine worked best in areas with greater homogeneity 
in landscape vegetation cover. Lee et al. (2013) performed a study estimating county wheat yield 
and wheat quality by using weather information. They noted that extreme weather conditions, 
such as a late season freeze, could not be recognized by their empirical model and in return, 
negatively affected the yield forecast accuracy. Also crop models can vary in results by the 
weather data used as inputs. O’Neal et al. (2002) completed a study that determined the viability 
of on-farm precipitation measurements. They used three precipitation data sources and found the 
effect of spatial variability of precipitation on yield was 15.8%, and the effect of temporal 
variability was 20.5%. 
In summary simulation models are an effective way of predicting end-of-season yield. They have 
limitations due to lack of dense input data and insensitivity to certain factors such as, spatial 
resolution of the satellite imagery, weather phenomena,  pests, and diseases, but have been shown 
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to give a good representation of anticipated yield at harvest. The goal of this research is to support 
the development of a probabilistic yield modeling frame work. 
Objectives 
The objectives of this study were to: 
• Develop a wheat yield forecasting framework for Oklahoma 
• Find the earliest yield prediction point after planting 
• Analyze the effect of initial condition on the model simulations 
2. Materials and Methods: 
2.1 Crop Models: 
The Decision Support System for Agrotechnology Transfer Cropping Systems Model 
(DSSAT-CSM; Jones et al., 2003) is a crop modeling system with multiple modules. CROPSIM-
CERES Wheat (Thorp et al., 2010) models are computer simulated models for wheat which 
incorporate crop management decisions such as planting date, fertilizer rate, and irrigation 
scheduling to simulate crop growth and development. Climate, soil, and cultivar selection are the 
main inputs to run the model. Driving the wheat forecasting tool is the CROPSIM-CERES Wheat 
(Thorp et al., 2010) model. The cultivar used was Newton. Newton is already parameterized in 
the CERES-Wheat model. The planting date was set at October 15th, and was simulated as grain 
only production. Initial soil moisture was set at 50% of available water capacity. The simulation 
start date was set at July 1.  For the automatic planting option, DSSAT selects a planting date 
using soil temperature and moisture. A planting window has to be given using the parameters 
PFRST and PLAST. PFRST is the first day the simulation can begin planting, and PLAST is the 
last day the simulation can plant. Simulation start date was set to July 1 to allow the soil moisture 
to "spin-up" in the model prior to the planting date. The R package called dssatR (Alderman, 
2014) has been written to facilitate linking DSSAT to R. The dssatR package contains functions 
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to build experiment files, soil files, and incorporate weather files using an R interface. The 
DSSAT-CSM is a point-based model. Thus, an interface was written to allow the model to read 
and write data in Network Common Data Format (NetCDF), a widely-used gridded data format. 
The interface was designed to be flexible to allow for gridded simulations at any resolution. 
 
2.2 Weather and Soil Data: 
Weather data was derived from Inverse Distance Weighted (IDW) Mesonet data. The 
Oklahoma Mesonet (McPherson et al., 2007) is a network of 121 automated environmental 
monitoring stations. There is at least one station per county in Oklahoma. Each station has a 10-
meter tall tower, and environment observations are made every 5 minutes. For this study, daily 
summary data from the Mesonet were interpolated through Inverse Distance Weighting (IDW) 
using the R package gstat (Gräler et al., 2016). For this study, data interpolated using a power 
value of 1 to create a nominally 5 km grid. Soil type for each 5 km grid box was selected as the 
soil type with the largest areal coverage within the grid box. Variables used for simulation 
included daily maximum and minimum air temperature, cumulative daily solar radiation, 2 meter 
average wind speed. Soil data were derived from STATSGO2 which is the Digital General Soil 
Map of the United States which estimates soil types based on landscape and is displayed at a 
scale of 1:250,000 (Soil Survey Staff, 2017). Soil lower limit (SLLL), drained upper limit 
(SDUL), and saturated soil moisture (SSAT) were set to STATSGO2 values of soil moisture at -
1500, -30, and 0 kpa, respectively. Missing values for these variable were estimated using nearest 
neighbor analysis based on soil texture and saturated conductivity. Runoff curve number was 
estimated using hydrologic soil group (HSG) and slope. Missing HSG values were estimated 
using soil depth and saturated conductivity based on (NRCS, 2004). Values for soil drainage rate 
(SLDR) parameter were estimated using the drainage class from STATSGO2 and the get.sldr 
function from dssatR (Alderman, 2014) For missing drainage class values SLDR was assumed to 
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be 0.6. Values for Soil nitrogen mineralization factor (FLNI) and soil productivity factor (SLPF) 
were both set to 1.0. 
2.3 Yield forecast Framework: 
Base simulations were created for each growing season from 1997 to 2016 using the 
actual observed weather for each season. The yields were simulated for the prior 19 years using 
weather data and soil data as described in section 2.1, 2.2., and simulation condition represented 
by (**) in reference Table 1. A wheat yield forecasting framework was developed that can 
combine in-season measurements of precipitation with estimates of future precipitation derived 
from past and current weather data. The framework simulates each possible future to provide a 
probabilistic estimate of current season yield. Forecast dates were set at two-week intervals from 
2 to 32 weeks through the growing season to determine how soon after planting an accurate 
prediction could be made for yield. The yields were displayed spatially on a 5 km grid across 
Oklahoma. Simulated yields were converted to percentiles to allow the yields to be categorized 
relative to historical yields as below average, average, and above average. The yields were 
converted into percentiles by creating Wheat yields were assumed to be normally distributed 
across seasons, and the pnorm function in R was used to express the yield as a percentile.  The 
mean and standard deviation were calculated from the baseline simulated yields for each pixel of 
the grid.  
The model generates a probabilistic forecast based off past seasons. As illustrated in 
Figure 1, weather data for the current season were used until a given forecast date. Weather data 
for driving simulations for the remainder of the season were taken from other seasons. For 
example, for the 2-weeks-after-planting forecast date of the 2015-16 season, the 2015-16 season 
data were used until two weeks after planting. Subsequently, one forecast scenario used weather 
data from 1997-1998 for the rest of the season. Another forecast scenario followed the same 
procedure except using weather data from 1998-1999. This process was repeated for all seasons 
13 
 
of available weather data resulting in an ensemble of 19 forecasted yields for the 2015-2016 
season. This ensemble was used to generate the forecast range for 2015-2016 at two weeks after 
planting. This same process was repeated on a biweekly interval from 4 to 32 weeks after 
planting.  A prediction was made when a week in the season reached a specified threshold.  The 
threshold was based on the size of the interquartile range (IQR) of the percentile yield. So when 
50% of the simulations were within a given range is when the model would make a prediction. 
The sizes of the IQR used in the study were 10 and 33 percentile difference between Q1 and Q3. 
The 33rd percentile was chosen because it could be categorized as low yielding, average yielding, 
and high yielding. The 10th percentile was chosen so we could see where the prediction date was 
when using a narrow IQR window.  
2.4 Model Configuration Testing: 
In order to evaluate the effect of different model configurations on simulated yield, 
baseline simulations were run for each year, 1997-2015 with varying model configuration to test 
effects of initial soil moisture and planting date. Planting date was set to automatic planting. For 
the simulations, PFRST was set at September 1st, and then a second simulation was run with 
PFRST set at October 1st. PLAST was set to December 31st for both simulations. All model 
configuration testing simulation are outlined in Table 1. 
3. Results: 
The forecasted yield is expressed here as percentiles based on the mean and standard 
deviation of baseline simulations for each grid point. The prediction date is expressed as weeks 
after planting because of variability in harvest date. Figure 2 shows box-plots of possible yield at 
each forecast date (Weeks After Planting) for the 1997-1998 season at a point near Medford, OK. 
Typically, the range in possible yield percentile was large for the forecasts made at start of the 
season. As the forecast date became later, the range in possible yield reduced. In Figure 2 the 
model would have made the prediction for the 33% threshold at 22 weeks and 32 weeks for the 
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10% threshold. Figure 3 shows the distribution of possible yield at each forecast date. In Figure 3, 
the interquartile range is smaller at the beginning of the season and grows larger as the season 
progresses, and does not shrink down until 28 weeks after planting. The weather has a large 
impact in increasing or decreasing these yield windows. In this case the model would have made 
a prediction at 28 weeks for the 33% threshold and 32 weeks for the 10% threshold. In Figure 4 
the interquartile range is large at the beginning and gets smaller in the middle as the season 
progresses, but becomes larger again towards the end of the season. However the last box plot at 
32 weeks after planting is small with a <10% interquartile range. So both the 33% and 10% 
thresholds would have made a prediction at 32 weeks after planting. 
Figures 5 and 6 show the difference between maximum and minimum forecasted 
percentile yield at selected weeks after planting for the 2010-2011 season. The yield percentile 
does not start to converge until 24 weeks after planting. The forecast percentile for most of the 
state at week 32 shows little difference between maximum and minimum forecasted yield. 
However, even at 32 weeks after planting there are some areas in North Central and the 
Panhandle that still show a difference. 
Figure 7 and 8 shows the average prediction time across Oklahoma with an interquartile 
threshold set at 33% and 10% respectively. On average, yield percentile could be predicted 
between 5-15 weeks after planting with a 33% threshold (Fig 7). Areas of southwest Oklahoma 
had a higher prediction time of >18 weeks after planting. Forecasts for the majority of the wheat 
growing area converged within 5-15 weeks after planting. For the 10% threshold the average 
prediction time after planting was between 27 and 32 weeks (Fig 8). North Central and far 
southwest saw the lowest prediction time while most of Central and Southwest saw a later 
prediction time. Figure 9 shows the standard deviation in the prediction time with the threshold 
set at 33% across all 19 simulation years. Most of the state had a standard deviation between 3 to 
9 weeks. North Central and most of Southwest Oklahoma had a standard deviation of 4 to 7 
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weeks after planting. Parts of Central Oklahoma had a standard deviation less than 3 weeks. 
However, areas in the Panhandle and along the Cimmaron, and Canadian rivers had a standard 
deviation higher than 8. 
Figure 10 shows the standard deviation in the prediction time with the threshold set at 
10%. The standard deviation using 10% threshold was lower than using the 33% threshold. The 
standard deviation in prediction times with the 10% threshold varied between 3 to 6 weeks. Some 
parts of Central Oklahoma and the Panhandle had a standard deviation of less than 3 weeks. 
Simulation with varying model configurations were compared to the base simulations by taking 
the difference between the average of the configuration scenario and the average of the baseline 
simulation. 
Setting the initial soil moisture to 100 percent plant available had a positive impact on 
yield. Most areas saw a 0 to 25 percentile increase (Fig. 11). Changing the initial soil moisture to 
0 percent plant available water had a negative impact on yield. The yield percentile decreased by 
10 to 30 for most parts of the state (Fig. 12). Setting the model to automatically plant between 
October 1 and December 31 increased the yield percentile between 5 and 25 (Fig. 13).  The 
typical Oct. 1 simulated planting dates had a minimum day of year date of 274, maximum of 300, 
and average of 283. The September 1 simulated planting dates had a minimum day of year date of 
244, 300 maximum date, and average date of 250. Pixels where yield percentile is missing shows 
that conditions for planting were not met during the planting window. Parts of western Oklahoma 
and the Panhandle had the largest gains in yield of above 20 percentile. Setting the model to 
automatically plant between September 1 and December 31 increased yield percentile between 0 
and 20 for most of the state (Fig. 14). Central Oklahoma and parts of the Panhandle had the 





4.1 Within-season yield variability: 
The model was able to create the variability in the range of forecasted yields throughout 
the growing season, and show how the range gets closer to the final yield. At the beginning of the 
season there was a wide range of possible yields. As the season progressed the range of yield 
possibilities diminished leaving a narrow window at the end of the season. This trend would be 
expected because at the beginning of the season there is more opportunity to produce higher 
yields than there is at the end of the season close to harvest where little can be done to change the 
outcome of yield. This decreasing window of yield potential was also noted by (Chipanshi et al., 
2015). Some years and locations experience an abrupt narrowing and broadening in the range of 
the yield window. The yield range would shrink to a certain point then become larger again. The 
driving factor behind the size of these windows changing is the weather. Intense rainfall or lack 
of rainfall can cause a swing in the yield ranges. In general, the range of yield at the prediction 
time is small enough to place into categories of low yielding, average yielding, and high yielding. 
This can be beneficial, because just knowing what kind of year it’s going to be can have an 
impact on management decision producers are going to make. In low yielding years, less inputs 
such as fertilizer, fungicide, and pesticide would be used to save money from having low yields. 
4.2 Earliest weeks after planting: 
Using the basic assumptions of same planting date, variety, dry-land, same management 
practices, the average weeks after planting for most of the state where it was possible to forecast 
the rest of the season was between 28 to 32 weeks after planting for the 10% threshold, and 5 to 
15 weeks for the 33% threshold. If wheat was planted on October 15 and harvested the first week 
in June, that would make the growing season close to 33 weeks long. So the model with the 10% 
threshold would make a prediction 1 to 4 weeks before harvest and the 33% threshold 17 to 27 
weeks before harvest. That would be similar to Mkhabela et al. (2011) where they were able to 
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make a prediction 1 to 2 months prior to harvest. It may not be enough time to make management 
decisions such as graze-out or top dressing N, but it could prepare the producer for financial 
planning. It would still be enough time for marketing agencies to prepare for wheat harvest. 
Adjusting the threshold had an effect on the standard deviation on the annual variability of the 
prediction time. The reason is the 10% threshold typically predicted later in the season. A 
prediction later in the season has less chance of a large increase or decrease in yield because the 
season is pretty much determined at that point. A lot of the issues in the model may be caused by 
the basic assumptions of same management practices, variety selection, and planting date. The 
uncertainty in the model could be from input data, the basic assumptions, and the model itself. 
Walker et al. (2003) described these uncertainties for model-based decision support activities. 
4.3 Changing model configuration: 
Changing the model configuration provided information about running simulations in the 
future. Some configurations had more influence than others. The base simulation soil moisture 
was set at 50%, and compared to two other base simulations at 100% and 0% initial soil moisture. 
The 100% initial soil moisture simulation was dramatically higher than the 0% initial soil 
moisture. There was close to a 40 percentile difference between two simulations. The different 
initial soil moisture values possibly effected the soil moisture at the time of planting. This could 
be caused by the amount of rainfall in between the simulation start date and time of planting. 
Using measured soil data could have made the simulations more accurate. Setting up the model 
for automatic planting provided interesting results. Changing the planting window from 1 
September-31 December to 1 October- 31 December did not make much difference. However, 
large areas in the 1 October- 31 December simulation did not plant. It is possible soil temperature 
and moisture thresholds for planting should be relaxed for better estimation of initial condition 




The model was able to give a probabilistic forecast of wheat yield in Oklahoma, and 
demonstrate the in-season variability of yield ranges across the season. The model was able to 
make a prediction as early as 5 to 15 weeks after planting at a 33% threshold, and 28 to 32 weeks 
after planting with a 10% threshold. The range of yield percentile is small enough to categorize 
into below average yielding, average yielding, and above average yielding. Initial conditions do 
play a role in model performance. Wheat yield forecasting can be a viable option for Oklahoma to 
aid in mitigating the effect of climate variability. However, there is still a lot of research to be 
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Table 1: Model configurations.  
Initial Soil Moisture Planting type Planting Date 
0% PAWC Fixed 15 Oct 
100% PAWC Fixed 15 Oct 
**50% PAWC **Fixed **15 Oct 
50% PAWC Fixed 15 Oct 
50% PAWC Automatic 1 Sep – 31 Dec 
50% PAWC Automatic 1 Oct – 31 Dec 








































Figure 2:  Change in distribution of forecasted yield percentile for a location near Medford, 
OK for the 1997-1998 season. Yield percentile of forecasted yields were calculated based on 
the mean and standard deviation of simulated yields for the same location from the 1997 to 
2016 seasons. The whiskers show the maximum and minimum yield percentile. The box ends 
are Q2 on top, and Q3. Q2 represents 25% of the simulations and Q3 is 75% of the 























Figure 3:  Change in distribution of forecasted yield percentile for a location near 
Chickasha, OK for the 1997-1998 season. Yield percentile of forecasted yields were 
calculated based on the mean and standard deviation of simulated yields for the same 
location from the 1997 to 2016 seasons. The whiskers show the maximum and 
minimum yield percentile. The box ends are Q2 on top, and Q3. Q2 represents 25% 
of the simulations and Q3 is 75% of the simulations. The line in the middle is 50% of 
























Figure 4:  Beaver, OK 2000-2001 season Change in distribution of forecasted yield 
percentile for a location near Beaver, OK for the 2000-2001 season. Yield 
percentile of forecasted yields were calculated based on the mean and standard 
deviation of simulated yields for the same location from the 1997 to 2016 seasons. 
The whiskers show the maximum and minimum yield percentile. The box ends are 
Q2 on top, and Q3. Q2 represents 25% of the simulations and Q3 is 75% of the 
































































































































































































































































































































































































































































































Figure 7:  Average Weeks After Planting at which the interquartile range of forecasted 
yield percentile was less than 33% for Oklahoma for seasons 1997-2016 
 
Figure 8:  Average Weeks After Planting at which the interquartile range of 




Figure 9:  Standard deviation in annual variability of predicted week after planting at 
which the interquartile range of forecasted yield percentile was less than 33% for 
Oklahoma for seasons 1997-2016 
 
Figure 10:  Standard deviation in annual variability of predicted week after planting at 
which the interquartile range of forecasted yield percentile was less than 10% for 




Figure 11:  Average Percentile yield difference between initial condition set to 100% initial 
soil moisture and base simulation for the 1997-2016 seasons 
 
Figure 12:  Average Percentile yield difference between initial condition set to 0% initial soil 




Figure 13:  Average Percentile yield difference between initial condition set to Automatic 
Planting October and base simulation for the 1997-2016 seasons 
 
Figure 14:  Average Percentile yield difference between initial condition set to Automatic 






ANALYSIS OF SPATIOTEMPORAL VARIABILITY IN IRRIGATION DEMAND FOR 
OKLAHOMA USING SIMULATION MODELING 
 
Abstract 
 Agriculture accounts for close to 70% of the withdrawn used from surface water and 
ground water around the world (Wisser et al., 2008). Having the ability to forecast irrigation 
demand at a regional level is valuable for knowing how to allocate resources in the future. The 
objective of the study was to evaluate initial simulation conditions and data inputs for measuring 
irrigation demand in Oklahoma. Multiple simulations for corn and cotton were run using the 
Decision Support System for Agrotechnology Transfer – Cropping System Model (DSSAT-
CSM) to see how the model responded to weather data, soil data, irrigation scheduling method, 
irrigation demand calculation method, and initial soil moisture. It was found the automatic 
irrigation scheduling method had a higher irrigation demand than the fixed irrigation scheduling 
method. Also, STATSGO2 soil data show more variability in irrigation demand than SoilGrids 
across Oklahoma. Allowing DSSAT to calculate irrigation demand resulted in higher estimations 





Irrigation demand is expected to increase in the future due to climate change (OWRB, 
2011). Developing an accurate method of estimating regional irrigation demand is important for 
water resource planning. State agencies could apply irrigation demand estimates for permit 
applications. Viewing spatial characteristics, can help determine which areas of the state require 
the most attention in terms of drought risk, and aid in yearly planning. For example, having the 
ability to know which part of the state is more likely to experience a higher irrigation demand that 
year, will allow producers to prepare in advance by selecting a better crop, variety, or planting 
population suited to their location. 
 Numerous studies have explored methods to accurately predict irrigation water demand. 
Fant et al. (2012) used the CliCrop model to study world irrigation demand. They found that dry 
climates were predicted with more accuracy due to fewer rainfall events. They also compared the 
CliCrop model to DSSAT and noted the crop water requirements between the two models are 
similar. Satti and Jacobs (2004) developed at GIS-based Water Resources and Agricultural 
Permitting and Planning System by using the Agricultural Field Scale Irrigation Requirements 
Simulation crop model, and a data base management system within an ArcGIS framework. They 
found that while including soil heterogeneity is important to the water requirements of individual 
farms, regional water demands are adequately captured using the predominant soil type for each 
farm. Brumbelow and Georgakakos (2001) created a study to assess irrigation demand under 
climate changes in the U.S by using DSSAT-CSM. DSSAT was able to closely model the 
observed water balance throughout the growing season. They stated that DSSAT will provide a 
valid representation of the soil water balance as long it is initialized correctly. CROPGRO-Cotton 
and CERES-Maize are two crop models from the DSSAT-CSM modeling framework that have 
been used to estimate crop water demand. Thorp et al. (2015) used CSM-CROPGRO-Cotton to 
find irrigation requirements, and found the model was useful in identifying areas in a field that 
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required more or less irrigation. Thorp et al. (2014) found CSM-CROPGRO-Cotton responded 
well to different management and climate change factors, including irrigation rates, N fertilization 
rates, and planting densities. Using DSSAT has limitations in some areas. Heinemann et al. 
(2002) performed a study to determine the irrigation requirements of crops in Brazil for maize, 
soybean, and dry bean. They noted a limitation of the DSSAT soil module's capability to describe 
water and nitrate movement from layer to layer. This was due to the cascading method DSSAT 
uses to calculate drainage. If drainage does not occur in 24 hours, there is a tendency to 
overestimate deep drainage and leaching, which could affect clay soils the most. Yang et al. 
(2010) used DSSAT and COTTON2K to estimate irrigation amounts for wheat, maize, cotton, 
vegetables, and fruit trees in Northern China. They noted the biggest challenge is the acquisition 
of sufficient soil input data, and they only used 10 soil profiles. 
 Little has been done for studying spatial temporal irrigation demand forecasting across 
Oklahoma or the Southern Great Plains. Past studies have shown that GIS has potential 
(Weatherhead and Knox, 2000; Satti and Jacobs, 2004; Santhi et al., 2005), but were limited in 
the amount and type of data to run the model. Utilizing tools such as the Oklahoma Mesonet, and 
NASA – Climate Hazards Group InfraRed Precipitation with Station data (NASA-CHIRPS) 
weather data, should present more accurate detail due to the high station population, and high 
spatial resolution, and frequency of data being acquired. The variation in precipitation across 
Oklahoma would be a good test for the models to determine if they perform well spatially across 
all climate zones. The models may demonstrate a better performance in certain climate zones. 
Examining the temporal aspect with the daily measured weather output could show times of the 
year where weather works more favorably for the models. 
Objective 
• Evaluate initial simulation conditions and data inputs for spatially quantifying irrigation 
demand in Oklahoma. 
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2. Materials and Methods: 
2.1 Crop Models: 
 Decision Support System for Agrotechnology Transfer Cropping Systems Model 
(DSSAT-CSM; Jones et al., 2003) is a crop modeling system with multiple modules. CROPSIM-
CERES Maize (Thorp et al., 2010) and CROPGRO Cotton (Boote et al., 1998) models are 
computer simulation models which incorporate crop management decisions such as planting date, 
fertilizer rate, and irrigation scheduling to simulate crop growth and development. Climate, soil, 
and cultivar parameters are the main inputs to run the model. The cultivar parameterization used 
for corn (Table 1) was from Araya et al. (2017), and the parameterization for cotton (Table 2) was 
from Modala et al. (2015). NASS (2010) listed usual planting dates for corn and cotton in 
Oklahoma, and the planting dates chosen for the simulations were in between the listed a typical 
early date and the typical late date for planting.  Simulated planting date for corn was May 10th 
and for cotton was April 26th. Functions from the dssatR R package (Alderman, 2014) were used 
to build experiment files, soil files, and incorporate weather files using an R interface. Because 
DSSAT-CSM is a point-based model, an interface was written to allow the model to read and 
write data in Network Common Data Format (NetCDF), a widely-used gridded data format. To 
generate spatial output, the interface runs a simulation at every pixel in the study area and 
connects the pixels together. The interface was designed to be flexible to allow for gridded 
simulations at any resolution as determined by the input data. 
2.2 Weather and Soil Data: 
 Variables used for simulation included daily maximum and minimum air temperature, 
cumulative daily solar radiation, and 2 meter average wind speed.  The Oklahoma Mesonet, 
NASA-CHIRPS, and NOAA Stage IV QPE are different precipitation products that were used for 
the simulations. The Oklahoma Mesonet (McPherson et al., 2007) is a network of 121 automated 
environmental monitoring stations. There is at least one station per county in Oklahoma. Each 
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station has a 10-meter tall tower, and environment observations are made every 5 minutes. For 
this study, daily summary data from the Mesonet were interpolated through Inverse Distance 
Weighting (IDW) using the R package gstat (Gräler et al., 2016). For this study, data were 
interpolated using a power value of 2 to create a nominally 5 km grid across Oklahoma. NOAA 
Stage IV QPE (Lin and Mitchell, 2005) provides hourly rainfall data based off multi-sensor 
analysis which were aggregated to daily rainfall totals. CHIRPS (Funk et al., 2014) is 
precipitation data which creates gridded rainfall time series precipitation data by incorporating 
satellite imagery with on ground station data. CHIRPS data has a 30 year time-span and on a 5 
km spatial resolution. 
 Soil type for each 5 km grid box was selected as the soil type with the largest areal 
coverage within the grid box. Soil data were derived from STATSGO2 and Soilgrids. Soilgrids 
(ISRIC, 2013) is a soil database created by collecting soil samples and then using a model to 
estimate soil types and properties with global coverage at a 250 m resolution. STATSGO2 (Soil 
Survey Staff, 2017) is the Digital General Soil Map of the United States which estimates soil 
types based on landscape and is displayed at a scale of 1:250,000 (Staff, 2016). For both Soilgrids 
and STATSGO2, soil lower limit (SLLL), drained upper limit (SDUL), and saturated soil 
moisture (SSAT) were set to values of soil moisture at -1500, -30, and 0 kpa, respectively. 
Missing values for these variables were estimated using nearest neighbor analysis based on soil 
texture and saturated conductivity. Runoff curve number was estimated using hydrologic soil 
group (HSG) and slope. Missing HSG values were estimated using soil depth and saturated 
conductivity based on NRCS (2004). Values for soil drainage rate (SLDR) parameter were 
estimated using the drainage class from STATSGO2 and the get.sldr function from dssatR 
(Alderman, 2014). For missing drainage class values SLDR was assumed to be 0.6. Values for 




2.3 Model Configuration Testing: 
 Several simulations were created to investigate the possible outcomes of DSSAT-CSM 
when estimating irrigation demand. The simulations were run for each year, 1998-2016 with 
varying configurations. Four simulation files were created for corn and cotton and then tested 
with different soil data, precipitation data, and initial soil moisture values. The conditions for the 
system files are outlined in Table 3, and the configurations for each system file are outlined in 
Table 4. Two simulations used a spin-up of 10 days after harvest of the previous season. All 
simulations without spin-up have a simulation start date 10 days prior to planting. Automatic 
irrigation can be applied in two ways in DSSAT. One way was to allow DSSAT to fully irrigate 
the crop whenever it needed water, and is referred to as fully irrigated. The other way was to 
apply a fixed 6mm amount of irrigation water per application, and is referred to as fixed 
irrigation. The assumption of applying 6mm of irrigation water for fixed irrigation was estimated 
by looking at general water well outputs in typical irrigated areas in Oklahoma. The water well 
outputs were found on the Oklahoma Water Resource Board (OWRB) website. Irrigation demand 
was calculated two ways. One way was by letting DSSAT calculate irrigation demand, and the 
other was to subtract rainfall from reference ET.  
3. Results: 
 In general, irrigation demand was less in Eastern Oklahoma and higher in the western 
part of the state with the Panhandle having the highest irrigation demand. As one might expect, 
simulations with 0% initial soil moisture required more water than simulations with 100% initial 
soil moisture. The simulations with spin-up helped offset the soil moisture deficit or surplus when 
the models were configured with 100% and 0% initial soil moisture. 
 Figure 2 shows the mean annual irrigation demand for fully irrigated corn calculated by 
DSSAT's cumulative irrigation output with initial soil moisture set at 50% for the 1998-2016 
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seasons. Figure 2a is using STATSGO2 soil data, and figure 2b is using Soilgrids soil data. 
STATSGO2 soil data shows more diversity in irrigation demand than soilgrids. Soilgrids still 
shows the expected west to east trend of decreasing irrigation demand, but does not pick up on 
the finer details. Figures 3-10 for the mean and standard deviation of annual irrigation demand 
used STATSGO2 soil data with initial soil moisture at 50%, and simulated across the 1998-2016 
seasons. 
 Overall, irrigation demand was higher when calculating irrigation demand using DSSAT 
than ET-rain because the ET-rain calculation does not include irrigation efficiency. Figure 3 
shows the mean annual irrigation demand for corn calculated by DSSAT's cumulative irrigation 
output. Figure 3a shows irrigation demand using full irrigation without spin-up. Figure 3b shows 
irrigation demand using full irrigation with spin-up. Figure 3c shows irrigation demand using 
fixed irrigation without spin-up. Figure 3d shows irrigation demand using fixed irrigation with 
spin-up. Figures 3a and 3b show that irrigation demand is estimated higher on average when 
setting the simulation to full irrigation. Figures 3a and 3b seem to be about 200 mm higher across 
the state compared to figures 3c and 3d. Figures 3b and 3d show the effect of spin-up. There was 
little difference between simulations with spin-up and simulations without spin-up.  Using either 
fixed or full irrigation had little effect on the spatial distribution of irrigation demand. Figures 3a 
and 3b show the same spatial distribution of irrigation demand as figures 3c and 3d. Figure 4 
shows the mean annual irrigation demand for corn calculated by subtracting rain from ET. Figure 
4a shows irrigation demand using full irrigation without spin-up. Figure 4b shows irrigation 
demand using full irrigation with spin-up. Figure 4c shows irrigation demand using fixed 
irrigation without spin-up. Figure 4d shows irrigation demand using fixed irrigation with spin-up. 
The simulations with the full irrigation treatment (figures 4a,b), are 100 mm higher than the 
simulations under fixed irrigation (figures 4c,d). Simulations with spin-up (Fig. 4b,d), use about 
100 mm less irrigation water than simulations with out spin-up (Fig. 4a,c). The spatial pattern 
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between the simulations is similar. Overall, figure 4 shows about 200 mm less irrigation water 
being used than figure 3. The effect of spin-up is about 50 to 100 mm larger in figure 4 than in 
figure 3. 
 The results for cotton are very similar to the results for corn. However, cotton used less 
irrigation water than corn. Figure5 shows the mean annual irrigation demand for cotton calculated 
by DSSAT's cumulative irrigation output. Figure 5a shows irrigation demand using full irrigation 
without spin-up. Figure 5b shows irrigation demand using full irrigation with spin-up. Figure 5c 
shows irrigation demand using fixed irrigation without spin-up. Figure 5d shows irrigation 
demand using fixed irrigation with spin-up. Comparing figures 5a and 5b to figures 5c and 5d, 
show that irrigation demand is estimated higher when setting the simulation to full irrigation. 
Irrigation demand under full irrigation seems to be about 100 mm higher across the state 
compared to simulations with fixed irrigation. Simulations with spin-up used around 100 mm less 
irrigation water than simulations without spin-up. Using either fixed or full irrigation had little 
effect on the spatial distribution of irrigation demand. Figures 5a and 5b show the same spatial 
distribution of irrigation demand as figures 5c and 5d. Figure 6 shows the mean annual irrigation 
demand for cotton calculated by subtracting rain from ET. Figure 6a shows irrigation demand 
using full irrigation without spin-up. Figure 6b shows irrigation demand using full irrigation with 
spin-up. Figure 6c shows irrigation demand using fixed irrigation without spin-up. Figure 6d 
shows irrigation demand using fixed irrigation with spin-up. The simulations with the full 
irrigation treatment (figures 6a,b), are 50 to 100 mm higher than the simulations under fixed 
irrigation (figures 6c,d). Simulations with spin-up (Fig. 6b,d), use about 50 to 100 mm less 
irrigation water than simulations without spin-up (Fig. 6a,c). The spatial pattern between the 
simulations are similar. Overall, figure 6 shows about 100 mm less irrigation water being used 
than figure 6. The effect of spin-up is about 50 to 100 mm larger in figure 6 than in figure 5. 
43 
 
 The standard deviations in annual irrigation demand were similar for both corn and 
cotton. Figure 7 shows the standard deviation in annual irrigation demand for corn calculated by 
DSSAT's cumulative irrigation output. Figure 7a shows irrigation demand using full irrigation 
without spin-up. Figure 7b shows irrigation demand using full irrigation with spin-up. Figure 7c 
shows irrigation demand using fixed irrigation without spin-up. Figure 7d shows irrigation 
demand using fixed irrigation with spin-up. The standard deviation in annual water use was 100 
mm less across the state using fix irrigation instead of full irrigation. Using spin-up in a 
simulation increased the standard deviation. Figure 8 shows the standard deviation in annual 
irrigation demand for corn calculated by subtracting rain from ET. Figure 8a shows irrigation 
demand using full irrigation without spin-up. Figure 8b shows irrigation demand using full 
irrigation with spin-up. Figure 8c shows irrigation demand using fixed irrigation without spin-up. 
Figure 8d shows irrigation demand using fixed irrigation with spin-up. Same as figure 7, figure 8 
shows the increase in standard deviation when spin-up is used. However, the difference between 
full and fixed irrigation is not as dramatic in figure 8 as in figure 7. Figure 9 shows the standard 
deviation in annual irrigation demand for cotton calculated by DSSAT's cumulative irrigation 
output. Figure 9a shows irrigation demand using full irrigation without spin-up. Figure 9b shows 
irrigation demand using full irrigation with spin-up. Figure 9c shows irrigation demand using 
fixed irrigation without spin-up. Figure 9d shows irrigation demand using fixed irrigation with 
spin-up. The simulations with spin-up (Fig.9b,d) had a higher standard deviation across the state 
than the simulation without spin-up (Fig. 9a,c). The fully irrigated simulations (Fig. 9a,b) have a 
standard deviation twice as high was the fixed irrigation simulations (Fig. 9c,d). Figure 10 shows 
the standard deviation in annual irrigation demand for cotton calculated by subtracting rain from 
ET. Figure 10a shows irrigation demand using full irrigation without spin-up. Figure 10b shows 
irrigation demand using full irrigation with spin-up. Figure 10c shows irrigation demand using 
fixed irrigation without spin-up. Figure 10d shows irrigation demand using fixed irrigation with 
spin-up. The fully irrigated simulations (Fig. 10a,b) had a higher standard deviation than the fixed 
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irrigated simulations (Fig. 10c,d). However, the difference in standard deviation between fix and 
full irrigation was higher when calculated using DSSAT's cumulative irrigation output (Fig.9). 
The effect of spin-up is more drastic when calculating irrigation demand by ET-rain. The 
simulations with spin-up (Fig. 10b,d) are close to 50mm higher than the simulations without spin-
up (Fig. 10a,c). 
4. Discussion: 
 DSSAT is able to recognize general spatial trends in irrigation demand. Case in point, 
DSSAT recognized the east to west pattern of increasing irrigation demand in Oklahoma, and the 
anticipated result of 0% initial soil moisture simulations requiring more irrigation water than 
simulations with 100% initial soil moisture. This sensitivity to soil moisture adds to Dokoohaki et 
al. (2016) who studied the soil water balance of DSSAT and found the model to perform well 
overall when estimating soil water. It is important to include for future research that they did 
mention problems with the soil water balance model, and noted that soil–water evaporation, root 
water uptake, and deep percolation could have an effect on the total accuracy of the model. The 
simulations with a spin-up period were more useful when starting at 0 or 100 percent soil 
moisture than at 50% soil moisture. That is because there is not a major surplus or deficit the 
model must account for before the simulation starts. STATSGO2 was the better performer when 
it came to soil data. The reason why Soilgrids didn't show the same irrigation demand as 
STATSGO2 was Soilgrids assumes a uniform depth of 200 cm for most of Oklahoma, and 
missed the areas of the state where shallow soils exist. The soil depths in STATSGO2 varied 
across the state and generally picked up on areas with more shallow soils.  
 The results for mean annual irrigation demand between cotton and corn were very similar 
except cotton used less water than corn in each simulation scenario. The simulations where 
irrigation demand was calculated as a difference of ET and rain were lower for both corn and 
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cotton. This could be due to irrigation efficiency not being accounted for in the ET-rain 
calculation. If the ET-rain calculations included water leaving through the soil, the estimated 
irrigation demand would be higher (Pereira et al., 2002). However, DSSAT estimated irrigation 
demand takes into account the soil water balance which is why the irrigation demand was 
estimated higher when calculated by DSSAT. There was a difference between the fully irrigated 
and fixed irrigated simulations in both the ET-rain and DSSAT calculated irrigation demand. This 
difference could be due to the fact the crop was more stressed under a fixed irrigation schedule 
than in a fully irrigated schedule, and because the fixed irrigated crop had a water deficit, it used 
less water (Fereres and Soriano, 2006). The standard deviation in annual irrigation demand 
between cotton and corn were similar. Using spin-up actually increased the standard deviation in 
irrigation demand for all simulations. This could be due the variability in precipitation between 
simulation start and planting. When letting DSSAT calculate irrigation demand, the standard 
deviation was almost twice as high compared to the fixed irrigation treatment, but when 
calculated by the ET-rain method they were close to each other. This could be caused by how the 
DSSAT model uses more variables to calculate irrigation demand than just subtracting rain from 
ET causing more annual variability. 
5. Conclusion: 
 DSSAT can be used to estimate irrigation demand in Oklahoma. Setting up the 
experiments in different ways can provide dramatically different results such as using fixed or 
fully irrigated simulations. Also calculating irrigation demand by ET-rain or letting DSSAT do 
the calculating. Using STATSGO2 soil data was the better soil data set to use because it is able to 
identify areas where soils are more shallow. Where SoilGrids assumed a 2 m depth for almost all 
of Oklahoma. Soil moisture seemed to not matter as much when a spin-up period was used 
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Parameter  Description Value 
P1  Emergence to end of juvenile phase (in degree days) 230 
P2 
The extent to which development is delayed for each hour 
increase in photoperiod above the longest photoperiod at which 
development proceeds at max. rate 
0.78 
P5 Degree days silking to physiological maturity 990 
G2 Maximum number of kernels per plant 920.4 
G3 Kernel filling rate during the linear grain filling stage and under 
optimum condition (mg/day) 
7.3 















Table 1: Corn Parameters 
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Parameter Description Value 
PL-EM Time between planting and emergence 3 
FL-LF Time between first flower and end of main stem 50 
FL-VS Time from first flower to last leaf of main stem 45 
LFMAX Maximum leaf photosynthesis rate 1.7 
RHGHT 
Relative height of the ecotype in comparison to the 
standard height per node (YVSHT) 
0.6 
RWDTH 
Relative width of the ecotype in comparison to the 
standard width per node (YVSWH) 0.35 
TRIFL Rate of appearance of leaves on the main stem 0.3 
YHWTEM Effect of temperature on the length of each internode 
0.01, 0.02, 0.43, 
0.85, and 0.85 
SLAVR Specific leaf area of cultivar under standard growth 
conditions 
130 
XFRT Maximum fraction of daily growth that is partitioned to 
seed + shell 
0.75 
SFDUR 
Seed filling duration for pod cohort at standard growth 
conditions 30 
LNGSH Time required for growth of individual shells 14 
XVSHT Number of nodes on main stem 
0, 1, 10, 10, 16, 18, 





Table 2: Cotton parameters 
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Crop Automatic Irrigation Method Spin-up 
Corn Full No 
Corn Full Yes 
Corn Fixed No 
Corn Fixed Yes 
Cotton Full No 
Cotton Full Yes 
Cotton Fixed No 


















Soil Weather Soil Moisture (%) 
STATSGO2 IDW Mesonet 0 
STATSGO2 IDW Mesonet 50 
STATSGO2 IDW Mesonet 100 
STATSGO2 CHIRPS 0 
STATSGO2 CHIRPS 50 
STATSGO2 CHIRPS 100 
STATSGO2 NOAA 0 
STATSGO2 NOAA 50 
STATSGO2 NOAA 100 
SoilGrids IDW Mesonet 0 
SoilGrids IDW Mesonet 50 
SoilGrids IDW Mesonet 100 
SoilGrids CHIRPS 0 
SoilGrids CHIRPS 50 
SoilGrids CHIRPS 100 
SoilGrids NOAA 0 
SoilGrids NOAA 50 






Figure1: (A) STATSGO2 soil data. (B) SoilGrids soil data. Both figures are 
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































 Crop models can be used to help determine the impact of climate variability (Rosenzweig 
et al., 1994; Lobell et al., 2008).  Also, crop models can be used to access the risk involved in 
management decisions for prediction of irrigation water use. This could lead to a more effective 
way to manage more efficient to save money and resources.  Chapter 2 shows the model was able 
to give a probabilistic forecast of wheat yield in Oklahoma, and reproduce the in-season 
variability of yield ranges across the season. The model was able to make a prediction as early as 
5 to 15 weeks after planting at a 33% threshold, and 28 to 32 weeks after planting with a 10% 
threshold. The range of yield percentile is small enough to categorize into below average 
yielding, average yielding, and above average yielding. Initial conditions do play a role in model 
performance. Wheat yield forecasting can be a viable option for Oklahoma to aid in mitigating 
the effect of climate variability. 
In Chapter 3, It was found DSSAT can be used to estimate irrigation demand in Oklahoma. 
Setting up the experiments in different ways can provide dramatically different results such as 
using fixed or fully irrigated simulations. Also calculating irrigation demand by ET-rain or letting 
DSSAT do the calculating.  Using STATSGO2 soil data was the better soil data set to use 
because it shows a better distribution of soil depth than SoilGrids.  Soil moisture seemed to work
64 
 
better when a spin-up period was used. Allowing DSSAT to calculate the irrigation demand using 
a fixed irrigation treatment with spin-up with STATSGO2 soil data at 50% soil moisture would 
probably give the best results if one was looking for the actual irrigation demand.  
 Chapters II and III both demonstrate how simulation modeling can be implemented to 
assist in solving issues where traditional field research cannot be applied. The limitations to the 
models are input data, initial conditions, and management practices.  There is still a lot of room 
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