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 1  INTRODUCTION 
The history of 
navigation 
 The concept of navigation is as old as the human civilization; it is connected to human 
migration and the development of the means of transportation. In order to navigate 
themselves through miles of open ocean, the Polynesian sailors had to memorize extensive 
facts such as the motion of stars, weather influences and directions of swells. European 
explorers were initially using dead reckoning and slowly developed celestial navigation, 
using passive landmarks (planets and stars) to find ship’s current position. Today’s 
navigation methods used in transportation are mainly dependent on artificial landmarks 
(such as beacons) or even active systems of moving landmarks (satellites). The 
development of precise mechanical, optical and MEMS technology gyros and 
accelerometers has also allowed high dead reckoning precision in systems where 
independence of the navigation on the outside world is critical.   
Motivation of 
the task 
The motivation for the development of autonomous navigation is that it is an essential step 
towards the autonomy of a robot. Only after the robot can localize itself in the 
environment and sense its surroundings in an organized way, it could perform various 
tasks. Such tasks could range from utility of households, transportation of people and 
goods, exploration of unknown environments, automatic civil construction etc.  
Navigation of 
robots and the 
autonomy 
The development of navigation methods for mobile robots started in a similar way as the 
development of human navigation: first robots used dead reckoning for pose estimation in 
known environment; further development of the robotic navigation went hand in hand 
with the developments in sensing technologies. Today, mobile robots are equipped with a 
variety of sensing devices such as cameras, range sensors (ultrasound, optical, 
microwave), tactile sensors, gyros etc. which allow the solution of the task of localization 
and exploration. The state of technology makes it possible for us to advance further with 
the theory and strategy to navigate the robot in the environment. Current sensing devices 
are able to explore the surroundings of robots in such a precision and detail that the 
possibilities of using this information to navigate the robot are so far unused. In the current 
scientific discourse in the field of mobile robot’s autonomy and navigation, the use of 
three dimensional environment perception is slowly breaking through. This is the area on 
which the thesis focuses, trying to bring a new strategy and make use of new technological 
potential.  
Focus of the 
research 
The research documented in this thesis intended to cover some of the major challenges 
that are yet to be approached or further investigated in the navigation methods for mobile 
robots. The focus is on one of the most challenging ways of navigating mobile robots in 
unknown environments: using spatial 3D range measurements. The existing methods for 
localization and map building are very computing-power demanding especially due to the 
high data flow and difficult optimization tasks. Also quality issues are often to be resolved 
when working with real data. The work summarized in this thesis was aiming to innovate 
the state of the art in both aspects.  
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 2  STATE OF THE ART 
2.1 NAVIGATION’S KEY ELEMENTS: LOCALIZATION, MAPPING 
AND PATH PLANNING 
Navigation 
subtasks 
The task of navigation in unknown environments implies three basic subtasks: 
localization, mapping and path planning [5]. These three subtasks correspond to the fact 
that we have to obtain information about the environment, find our position related to 
some frame of reference in the environment, and decide where we should and where we 
are able to move and how to do it. This is a very complicated process consisting of data 
acquisition and preprocessing and various optimization tasks such as data registration, 
occlusion detection, error diffusion and optimal path planning. In our case the 
environment is apart from global characteristics (such as gravity and other physical laws, 
possible presence of objects of known characteristics etc.) unknown. When designing a 
navigation system which operates in unknown environments, the first two subtasks – 
localization and mapping – can be treated as simultaneous processes. Since we have no 
prior map in which we are determining our position, in every moment we get some 
information about the environment, we update our maps and also our current position on 
this updated map. Thus the localization and map building form one procedure called 
simultaneous localization and mapping (SLAM).  In case of three dimensional 
environments this task will be solved in six degrees of freedom (three translations and 
three rotations). Although the position of a mobile robot is expressed in six degrees of 
freedom, its possible trajectory is often limited by the terrain and ground constrains, thus 
allowing us only certain movements and achievable locations. This is what makes the task 
of path planning of wheeled vehicles more difficult than e.g. path planning of an aircraft; 
on the other hand the proximity of an observable environment allows the self-localization 
with respect to the environment structures [3].  
SLAM and 
image 
registration 
When proceeding with SLAM in unknown environments, we have to measure new range 
information of the environment once in a while during robot’s movement in order to keep 
track of the current position and to expand the current map. The transformation of this new 
set of information (image, range data) into the original coordinate system (in which the 
built map is referenced) is called image registration and is serving for both purposes of 
SLAM (we compare the new data to the reference map and consequently we integrate it). 
Data registration is the key step in the SLAM algorithm operation and in fact in this thesis, 
such registration method was developed and experimentally verified.  
2.2 SIMULTANEOUS LOCALIZATION AND MAPPING PROCESS 
Global frame 
of reference 
selection 
At the beginning of the exploration, we have to select a global frame of reference. The 
orientation of the reference frame and the position of the origin define the global frame of 
reference in six degrees of freedom (6DOF).  Once we have the reference frame, the 
position of the robot can be given within this reference frame as a six dimensional vector 
P, given in equation (1) (x, y, and z are the displacements from the origin, θx, θy, θz are the 
angles of deflection from x,y,z axis), or as a matrix of homogenous transformation PMHT, 
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 given that this matrix transforms the robot’s orientation in its own frame of reference to 
the original frame of reference, consisting of a rotation matrix R and a translation vector t 
as in equation (2). 
(1) ),,,,,( zyxzyxP θθθ=       (1) 
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Preprocessing 
and semantic 
analysis 
The first next step towards localization and map building is data acquisition. In case of 
6DOF navigation, the range data are acquired in three dimensions and therefore these 
could be represented in the Cartesian or other systems of coordinates. After data 
acquisition the data are usually preprocessed using filtering techniques, removing noise 
and reducing the data. Also – optionally, one can try to extract semantic information from 
the data, performing semantic analysis. The outputs from such analysis can be used in the 
further processes of the SLAM algorithm and could be used in the data registration process 
as it will be shown in this thesis.  
Scan/image 
registration 
In order to explore the environment and to create a map which is representing the 
environment without occlusions, there have to be multiple scans taken from different 
perspectives. After each image is taken and the semantic analysis is performed, the data set 
has to be processed to expand the current map of the environment. This step is called 
image (scan) registration and the principle is that the current image has to be transformed 
into the original frame of reference. This step is based on finding the optimal rotation and 
translation corresponding to the displacement t and rotation R of the robot as in equation 
(2), for which the matching of the new scan into the global frame of reference with 
previous scans is most consistent. This means that the point clouds in the new scan 
referring to environment areas which appear also in previous scans are as close as possible 
to the corresponding point clouds in the map. As already stated, this rotation and 
translation in fact corresponds to the change in robot’s pose (equation (2)), thus the robot 
is localized in the global map of the environment after each image registration. The 
operation of scan registration (matching) is starting with initial values of the rotation and 
translation taken from the odometry of the vehicle, while the matching (registering) 
algorithm is from the localization point of view correcting the errors which have integrated 
from the vehicle’s odometers measurements. Here we can actually observe the meaning of 
the simultaneous localization and mapping since image registration serves to both 
purposes. The registration procedure is in general a minimization algorithm, which 
minimizes the error caused by incorrect placement of new scans into the global map based 
on global frame of reference. The error function E can be in general expressed as in 
equation (3), where R and t are the rotation and translation variables which should 
optimally converge to the variables from equation (2), M is a model set of previously 
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 scanned points and D is a data set of new points from the current scan.  
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Methods for 
data 
registration, 
ICP 
The data registration can be done in an automated way using correspondence based 
methods. The mainstream in the 3D data matching is the use if Iterative Closest Point 
algorithm (ICP) proposed in 1992 by P. Besl and N.D. McKay [2]. In general, the ICP 
method is minimizing the least-square point correspondence sum (see equation (4)) 
proposed by Arun et al. in [1]. This is done though finding corresponding points in data 
sets and building a special matrix from which the optimum rotation is calculated. The 
determined rotation is applied on the data and the whole process is done iteratively until 
the best (optimum) match is reached when the calculated rotation matrix is close to ones 
matrix. The method decouples the calculation of translation from the estimation of the 
rotation matrix. The navigation method proposed in this paper is using the Iterative Closest 
Point algorithm and therefore this method will be presented in a greater detail in next 
chapter.  
Evolutionary 
search based 
method 
There are also other methods for minimizing the function expressed in equation (3). One 
interesting method is parallel evolutionary registration method proposed by Robertson and 
Fisher [11]. This method is using an evolutionary search while the chromosomes used in 
this search consist of six parameters: three angles representing the rotation of the system 
and three compounds of the translation. First the chromosomes are initialized using a 
random function. This is followed by the evaluation of the fit function, the results of which 
are used in the following phase: adapted crossover and mutation. In the algorithm, there 
are in fact parallel processes for the evaluation of the fit function accelerating the 
computation for the whole population, since this could be seen as a bottleneck of the 
algorithm. The criteria – fit function is in fact very similar to the one used in the ICP 
algorithm and comes from Arun’s publication on Least-squares fitting of two 3-d point 
sets [1]. Hence the nearest neighbors have to be determined in order to calculate the fit 
function: in this matter the evolutionary search algorithm is limited by the time demanding 
nearest neighbor search which also appears to be the bottleneck of the ICP based methods.  
Extending the 
global map 
The data set which is registered with the model (the existing map) is then used to expand 
the map. In case of optical time of flight measurements, the measured data are often 
considered precise enough to directly expand the global map [13][9]. On the other hand, 
when the range data are input from e.g. from ultrasound sensors, the uncertainty of the 
measurements require the introduction of probabilistic approach, using sensor models to 
update the probabilistic representation of the environment. A widely used approach to this 
map-building is the Robot evidence grids approach proposed by Moravec and Martin and 
presented in [6]. The grids are separating the space to identical parts; each part of the 
space is then represented by the rate of occupancy or unoccupancy. There are different 
approaches of how to estimate this rate, the description of which is beyond the scope of 
this thesis. Since the range measurements used in this research are highly reliable (as will 
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 be shown later), the probabilistic approach could result in an inefficient rise of computing-
power requirements. Also in case of 3D mapping, the memory requirements for the use of 
evidence grids would be very high.  Therefore the map building in this research will be 
considered as simply expanding the model by the registered data points. 
2.3 ITERATIVE CLOSEST POINT ALGORITHM 
Computing 
constraint 
As already mentioned, the image registration is from the computational point of view the 
most complicated task of all processes in three dimensional mapping and model building. 
In order to align multiple datasets, the algorithm naturally requires processing of all data 
points in an organized way; since the sets in case of 3D images contain thousands of 
points, this process could be very computing-effort demanding. 
Iterative 
Closest Point 
Algorithm 
 
 
 
 
 
 
 
 
Singular Value 
Decom-position 
 
Decoupling of 
R from t 
The Iterative Closest Point (ICP) algorithm is an iterative aligning algorithm, as already 
mentioned it was first proposed in 1992 by P. Besl and N.D. McKay [2]. The application 
of this algorithm in 6DOF SLAM by Fraunhofer AIS institute is very comprehensive and 
it inspired the early development of the SLAM method proposed in this thesis to great 
extent [8].  The algorithm serves to merge new scans into one – reference – coordinate 
system. Let’s assume that we have a data set D as it is defined in the equation (3), which is 
partly overlapping with the existing model M also defined in equation.  
As stated in Chapter 2.2, the criteria function which is to be minimized is a 
function ),,,( DMtRfE = . In the case if ICP, this function is expressed in equation (4), 
where jiw ,  is 1 if the point jd  in D describes the same point as im  in M (the points are 
corresponding), otherwise it is set to 0.   
(4) ∑∑
= =
+−=
m
i
n
j
jiji tRdmwtRE
1 1
2
, )(),(    (4) 
In each iterative step, the algorithm selects closest points as corresponding and calculates 
the transformation (R,t) according to the minimization of E(R,t).  
There are four known methods for the minimization of this function. Easy to implement 
are quaternion based method and singular value decomposition method (SVD). Both are 
applied by Fraunhofer AIS, in later work SVD is preferred due to its robustness and an 
easy implementation [8]. The algorithm supposes decoupling of rotation R from 
translation t which is done by using centroid points given in equation (5). 
(5) 
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 Minimization 
of R and t 
 
 
 
 
 
 
matrix H 
In order to minimize the rotation matrix R, a matrix H has to be created. This matrix is 
defined as in equations (6) and (7). Its elements Sxx,...,Szz have to be calculated by 
multiplying the corresponding model and data points (these are the closest points). The H 
is calculated as in equation (7). 
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After obtaining the matrix H, it has to be decomposed e.g. using singular value 
decomposition method:  
(8)  TVUH Λ=    (8) 
The final R is calculated in equation (9), where the matrices U and V are obtained by a 
singular value decomposition of matrix H.  Final translation t is derived from equation (8). 
(9)  TVUR =    (9) 
(10)  dm Rcct −=    (10) 
Computing the 
correspon-
dences 
 
Tree based 
approach 
The most time and computation demanding task of the ICP method is the determination of 
the closest points necessary for calculating the elements of matrix H. Using brute force, 
this is a task of searching for the closest points results in a complexity O(n) single steps 
given the number of points n; the total processing time is in the order of tens of hours 
when using current computers. Though there are methods to speed up the search of 
corresponding points, commonly used in 3D graphics programming. Majority of them is 
based on the structuring of point clouds using planes, thus creating a tree structure. 
Nuchter et al. are using octrees, box decomposition trees and kd-trees for accelerating the 
search [9]. The kd-trees are a generalization of binary trees, where every nod represents a 
partition of a point set to the two successor nodes. Nuchter et al. have optimized kd-trees, 
so that the buckets are being chosen in such a way that the separating planes create two 
subgroups of equal amounts of points and the planes are also perpendicular. The algorithm 
of searching for the closest point is iterative, the point is compared to the separating plane 
and the decision about the direction of searching is determined from this. The 
implemented kd-tree acceleration reduces the search space and this can be expressed in the 
big O notation as O(nc) where 0 < c < 1. 
Iterative 
character 
After estimating the optimum rotation of the data set, the centered data points are rotated 
using this matrix and the iterative closest point algorithm is run again. The optimum state 
is reached when the rotation matrix output from the SVD or quaternion based evaluation is 
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 close to ones matrix, therefore the data set is not to be transformed any further. Therefore 
the iterative character of the ICP is in the iterative running of the process to find the 
rotation matrix which is used for rotating of the centered data. The method finishes when 
the output rotation is not transforming the data any further and this state is expected to be 
the optimum.  
Closing the 
loop 
Finally, when all scans are merged into a single coordinate system, the errors of the single 
scan matches will cause a problem when the last scan overlaps with the first scan and the 
integrated errors will prevent the last scan from correct placement. This problem can be 
solved through uniform error redistribution, which eliminates major inconsistencies in the 
scanned scene. A solution to this was proposed by Nuchter et al. and Pulli et al. [9][10]. 
There also exist other solutions based on virtual mechanical interconnections between 
images. A simple approach is iterative reregistering of the whole scene in an organized 
way, so that the errors are evenly distributed.  
3  FORMULATION OF THE PROBLEM 
Objective of 
the research 
The main objective of the research was to implement a 6DOF ICP based SLAM method 
taking into account the following issues of current implementations of the self-localization 
methods.  
Computing 
requirements 
issue 
In the registration of two range images using an ICP based method, data points are 
iteratively used to find a corresponding point in the model set. This is obviously the most 
challenging part of the registration algorithm from the computing effort point of view. The 
search can be accelerated by limiting the search space using tree structures or by 
projections of data points to model surfaces. Accelerations of other parts of the ICP 
algorithm are less likely to benefit the overall computing requirements of the method. The 
only other iteratively performed task is the estimation of the optimum rotation matrix R 
either using a quaternion based method or using the singular value decomposition method. 
This task though requires computing time of approximately one to two lower orders 
compared to the building of matrix H though finding the correspondences.  The inevitable 
problem in computing requirements of the ICP based 6DOF SLAM is therefore the search 
for the correspondences. The difficulty of such task is proportional to the number of points 
for which the closest point search has to be performed and the number of iterations which 
have to be done to find the optimum. In 6DOF SLAM, the size of the 3D data sets is a 
major factor.  Also, the time required for the optimization is very close to be directly 
proportional to the number of iterations of the ICP algorithm. One can therefore 
distinguish three major ways of improvement of the 6DOF SLAM ICP based methods: 
first, which is partly indirect, is to reduce the overall number of iterations of the ICP 
algorithm. This can be done if we ensure that the two point sets are somehow pre-aligned 
so that these are close to the optimum match. The iterative closest point algorithm has to 
perform less iterations and this could save the processing time. Second major way to 
improve the time required for matching the sets is the acceleration of the closest point 
search. This approach can be seen e.g. in the Fraunhofer team’s research and the 
improvements are quite significant [8]. The last way of reducing the computing effort 
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 requirement would be a complex and robust data reduction. Data reduction could though 
introduce system error since the registration would be performed on the simplified data 
set, neglecting details in the scans.  
Quality of the 
match issue 
Attention also has to be given to the quality performance of the algorithm and the 
identification of potential risks in this area. The quality of the SLAM method is reflected 
by the error of the localization. The introduced error is in case of the map building very 
important since the errors are additive. When building a 3D map using multiple 
environment range scans, the error could build up so that the overall scene is inconsistent. 
The core of the method – the registering ICP algorithm – has a significant influence on the 
quality of the localization. The efficiency of the algorithm’s determination of the rotation 
matrix and translation vector is critical for the precise localization. The optimum solution 
is guaranteed by the Iterative Closest Point method when working in ideal conditions: this 
is when each point in the data set has a corresponding point in the model set and these 
points are representing identical physical location. Any differences between the acquired 
data and model sets introduce error: ideally this error is compensated if the coverage of 
both sets is identical, only points are distributed differently but with identical density over 
the measured surfaces. This condition is though often not fulfilled since there are 
occlusions in the images and also the overlaps of the datasets are only partial. Therefore 
data set often contains data of other real objects measurements than the model set and vice 
versa. We can determine the overlaps and the occlusions only after we know the 
transformation that matches these sets. The problem is that in order to match these sets, 
the corresponding points have to be determined and ideally (to achieve close to zero error) 
at the moment when the optimum is found, these closest points should be measurements of 
identical points in real environment. This is only true when occlusions are removed and 
only overlapping part of sets is used. This situation is in fact a so-called Catch-22 paradox: 
precisely determining the overlap and removing occlusions requires the knowledge about 
the transformation between sets but the transformation can only be determined precisely 
after the overlap is found and the occlusions are removed. The situation is not so extreme 
as even unaligned 3D images converge to the optimum solution using ICP, but if one was 
to strictly enforce zero error solution, it would require use of some other method for the 
determination of the overlaps and occlusions.  
4  PLATFORM DEVELOPMENT 
The use of 2D 
laser 
rangefinders 
The most common method of measuring range data in 3D is the use of inclined 2D time of 
flight based laser rangefinders. Time of flight (TOF) ranging systems determine the range 
by measuring the time required for a pulse of emitted energy to travel to and from an 
object which is expected to reflect the emitted energy. Due to the precision and 
availability of laser based TOF sensors, these are now dominating the use in mobile 3D 
perception. SICK LMS 200 sensor was selected in this research as it is capable of data 
acquisition at scanning frequency of 75 plane scans per second, transmitting 180 values 
for each scan with angular range of 180 degrees and resolution 0.5° (even scans start at 0° 
and odd at 0.5°, with 1° step between values). The maximum distance range of the scanner 
is 80 meters and the systematic error at the distance of eight meters is ±15 mm.  
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 Inclining the 
sensor  
In order to measure distances in three dimensions, the sensor has to be moved or inclined 
while scanning the planar ranges. In this research, the objective was to develop a robot-
independent platform, which could be installed on different robot platforms available at 
our department. The orientation of the scanner in such platform was also an issue: the 
analysis performed by Wulf et al. concluded that the orientation of the scanner is very 
influential on where the highest density of scanned points would be [13]. In each 
application, this highest point density area should be directed to the area of interest, which 
in case of this research would be in front of the robot. This would imply the rolling 
inclination of the scanner, though there were other criteria which were influencing the 
selection of the inclination method. A very important factor was the field of view. Another 
aspect was the possibility of 3DOF SLAM use during the movement of the robot which 
requires horizontal alignment of the scanning plane with the ground. Taking all these 
factors into account, the “pitching” inclining method was selected: the principle of the 
pitching inclined mechanism can be seen on the platform equipped robots in Figure 1. The 
actuating device powering the inclining mechanism is a DC motor equipped with an 
incremental sensor. The main operation regime is precise angular velocity regulation, 
meaning that the scanner is continuously inclined. The resulting 3D image in case of 
continuous inclination is not in the regular matrix form since the measured points are 
positioned as if the scanned lines were tilted.  
Robotic 
platforms 
The 3D range scanning system was accustomed mainly for one experimental robot: 
Universal Telepresence and Autonomous Robot (UTAR). This platform was developed 
especially for experimental objectives. Most of its components were upgraded during this 
research. The robot can operate in both interior and exterior environment, allowing 
movement in light terrain (the maximum height of an obstacle is ten centimeters). Its 
maximum velocity is two km/h; the drivers are digitally controlled, allowing readings 
from incremental encoders connected to both motors. It is equipped with an industrial PC 
and the communication is performed by a WiFi MIMO module. Another robot which is 
being used for the 3D scanning is the HERMES omni directional platform based robot. 
The mechanism of this scanning platform is using a servo motor for inclining the sensor. 
This platform is also suitable for experiments since it allows movement of the robot in 
three degrees of freedom. Both robots are shown in Figure 1. 
  
Figure 1 : Robots equipped with the 3D ranging devices: UTAR (left) and HERMES (right) 
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 5  TWO STAGE LEVELED MAP ACCELERATED 6DOF 
SLAM 
5.1 STRUCTURE OF THE IMPLEMENTED METHOD 
Method’s block 
diagram 
A block diagram of the proposed extended navigation method is shown in Figure 2. In this 
diagram one can differentiate three main parts of the navigation system. The first part is 
naturally the sensor subsystem, using the above described scanner and inclination module. 
Then in the second part (not highlighted in the diagram), the 3D data are preprocessed and 
reduced. The SLAM core is the next step of the navigation method and it is highlighted in 
the Figure. This is the part where the major innovation takes place; its details will be 
explained in the following chapters. The output from the SLAM core is the localization of 
the robot in six degrees of freedom (roll, pitch, yaw angles and x, y, z translations) and the 
created model of the environment could also be perceived as an output. In the following 
paragraphs, the blocks of the diagram will be briefly described, giving more attention to 
the particularities in the following subchapters. 
Initial 
alignment and 
measuring 
The measurement of the data serves as the input of the point clouds into the navigation 
and mapping system. The preprocessing is mainly serving the purpose of computing the 
inclination angles and spherical and Cartesian coordinates of each scanned point.  Also, 
the aligning of the measured data with the robot’s construction is done since there are 
problems in synchronizing the range data readings with the absolute inclination values. 
Data reduction 
block 
Then data reduction takes place, removing the robot and the inclining mechanism from the 
3D image since these would introduce additional error in the registration (the robot and 
this mechanism is always in the same position in the data). 
Two sub-
models 
As stated in Chapter 3  where the problem of this research was formulated, the major issue 
from the computing effort point of view is the number of closest point correspondences 
which are to be found when performing the 6DOF registration. In this thesis the main 
concern was to implement such means that the robustness of the 6DOF ICP would be 
preserved while the number of iterations in this time-demanding step would be reduced. In 
this method the model of the system composes of two sub-models: the leveled map model 
and the 3D environment model. This corresponds to the fact that the SLAM core 
composes of two phases: in the first phase, 2D leveled maps are extracted (factorized) 
from the 3D data and these are registered in a 3DOF ICP based matching algorithm. The 
registration is therefore initially done in fewer dimensions and thus fewer degrees of 
freedom, decoupling the registration in certain degrees of freedom from the overall robust 
but slow 6DOF SLAM. The 3D data are then transformed according to the results in 
3DOF and passed to the robust 6DOF ICP based matching algorithm. 
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Figure 2 : Proposed block diagram of the navigation system 
 
5.2 FACTORIZING THE TASK: LEVELED DATA SETS 
REGISTRATION IN 3DOF 
Factorization 
principle 
Factorization as a term relates to multiple areas of mathematics. Simple factorization is in 
fact a decomposition of an object into a product of other objects or factors. Similarly, in 
statistical analysis, factor analysis is a method which is widely used for determining or 
reducing the number of dimensions - variables - which are influencing the measured 
characteristic. The method proposed in this thesis - decomposition of the 6DOF 
registration problem into two separate tasks, reducing the number of dimensions in the 
first step - follows both patterns in which the term factorization has been constituted. The 
factorization itself in this research is based on detecting such characteristics in the 
environment that the task of the localization can be decomposed into two separate phases. 
If such decomposition is expected to bring positive performance change, the dimension 
reduction must significantly reduce the effort necessary for the competition of the 
registration task. 
Reducing the 
dimensions: 
creating leveled 
map 
In this solution, one aspect of the physical environment is being used to decouple the 
3DOF registration from the 6DOF SLAM: the gravity. It is quite easy to measure the 
robot’s pose in two degrees of freedom: the pitch and yaw inclination. These are easy to 
measure when the robot is still, which is the case when acquiring 3D images. Since we can 
measure these angles, the 3D data can be pre-aligned so that the two dimensional data 
which are to be extracted for the 3DOF SLAM can be independent on the pitch and roll 
inclination of the robot. This 2D extracted data set used in this thesis was called leveled 
map since it is aligned with the horizontal plain. 
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Figure 3: Leveled map building: the algorithm structure 
 
Invariance to 
the remaining 
3DOF 
In other words the leveled map created from the 3D data is invariant to the pitch and yaw 
inclination of the robot since we can measure these angles and align the 3D data in these 
two degrees of freedom before the extraction. Then we have to ensure that the 2D leveled 
map is also invariant to the remaining degree of freedom – the z (“upward”) translation. 
This implies the type of objects extracted into the leveled map - vertical objects. It is 
assumed that the environment has such characteristics that in most times the robot will be 
able to see vertical objects in all heights (that is z translations), therefore the extracted 
leveled map will be independent on the robot’s pose in terms of z translation. This actually 
holds true for most single-floor indoor environments and also for some outdoor 
environments.   
 The decoupled three degrees of freedom are therefore the remaining DOFs: horizontal 
translations x and y and the yaw angle ψ. In the first phase of the registration, these three 
degrees of freedom are registered. 
 The leveled map extraction is done in the following algorithmic fashion: 
1st phase: 
creating 
columns 
First it is necessary to create vertical “columns” in the data. This could be done either by 
adapting the scanning platform (aligning the scanning planes with the vertical axis – not in 
case of this research) or by sorting the data by the yaw angle and extracting equidistant 
columns. The adaptation of the scanning algorithm would mean that the order in which the 
data are scanned is in fact the order of the data yaw angle; clearly this is only true for the 
“yawing” type of inclination mechanism which was not used in this research. Therefore 
the sorting of the data by the yaw angle value had to be implemented.  
Comb Sort 
algorithm 
For this purpose, a general Comb Sort algorithm was implemented. This algorithm was 
first presented by S. Lacey and R. Box and is especially efficient when there are values of 
very low number at the end of sorted list [4]. The algorithm is a modification of a very 
common bubblesort algorithm which unfortunately loses efficiency in the above 
mentioned situation [4].  
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Figure 4: Vertical object detection: slope, height and gap criteria 
 
2nd phase: 
sorting 
columns 
The created columns are then to be sorted by the vertical height of points. This ensures 
that vertically neighboring points in the physical environment are also neighbors in the 
column point list. The vertical height is directly taken from the “z” coordinate in the 
Cartesian coordinate system. The sorting method used in this phase is also Comb Sort. 
3rd phase: 
finding vertical 
clusters 
In the next phase, a search for clusters of points with similar horizontal distance (within a 
specified tolerance) in the columns is performed. The horizontal distance is determined 
simply using the point’s coordinates in the Cartesian system. In this search, it has to be 
ensured that for each vertically neighboring pair of points contained in the cluster, the 
slope that these points create is higher than a specified minimum slope smin. This ensures 
the vertical character of the cluster. The evaluations of the distance for i-th point and the 
offset criteria are expressed in equation (11). Also, the cluster has to be higher than a 
specified minimum height hmin and it should not be interrupted by more than a specified 
maximum height gap hgap. These conditions are illustrated in Figure 4. 
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Registering the 
leveled maps 
The extracted clusters which satisfy all above mentioned conditions are considered to be 
vertical landmarks. These are therefore recorded into a 2D point map, where each point 
represents a cluster. The coordinates of the vertical landmarks are computed as mean 
values of the cluster’s points’ coordinates. When the leveled 2D map is constructed, it is 
passed to the 3DOF ICP algorithm. First, the leveled maps have to be centered using the 
computed centroids. In order to accelerate the search of the closest points in the ICP 
algorithm, a kd-tree is built for the leveled model set and then closest points of the leveled 
data points are queried. The kd-tree implementation uses splitting rules proposed and 
implemented by D. Mount and S. Arya in [7]. After the closest points are determined, the 
matrix H is calculated and finally the rotation R is obtained using the SVD algorithm. This 
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 is iteratively repeated until the rotation matrix is close to the ones matrix (the criteria set 
for this state is when each non-diagonal element is smaller than a preset limit ε). After this 
is fulfilled, the final rotation (which is the product of the particular rotation matrixes from 
all iterations) is determined and also the translation is computed. All steps are identical to 
the Iterative Closest Point algorithm described in chapter 2.3. The result from this ICP 
registration is the rotation and translation in 3DOF (yaw angle – rotation around z axis, x 
and y translation). The reduction of the dimension is to significantly reduce the number of 
points for which the closest points are to be found when compared to registering of 3D 
data sets. That should naturally reduce the time required for the calculation of the H 
matrix. This is the first hypothesis which will be empirically evaluated in the experimental 
section and should contribute to the success of this method in the acceleration of the 
overall registration process. 
5.3 REGISTRATION OF THE PRE-ALIGNED 3D DATA SET IN 6DOF 
Pre-alignment After the matching of the leveled map, the obtained estimate of the yaw rotation is applied 
to the 3D data set. Since the ICP works with centered data sets, the application of the 
translation is not necessary at this point. The input 3D data should also be aligned in the 
two rotation angles: the roll angle and the pitch angle. These were also the source of 
information for the leveled map building and are necessary for this method to accelerate 
the classical ICP. The two angles correspond to the inclination of the robot and could be 
easily measured in any environment where gravity is present. The pre-alignment is applied 
on the data set by applying the rotation on each of the data points. This transformation is 
expected to significantly reduce the number of iterations in which the following 
registration method is to determine the optimum rotation and translation to correctly match 
the data set to the model. 
6DOF ICP The ICP algorithm is applied on the 3D data. Initially, data are centered and a kd-tree is 
built for all model points, using the sliding midpoint splitting rule proposed as in the 
leveled map matching, proposed and implemented in [7] by D. Mount and S. Arya. The 
optimal rotation R is iteratively calculated, finally resulting in the full 6DOF match of the 
data. Then the data can be used to expand the overall model of the environment. 
5.4 MODIFYING THE IMPLEMENTED ICP ALGORITHM: UNIQUE 
MATCHING OF MODEL POINTS 
Corresponden-
ce issue: 
density 
The originally implemented ICP algorithm had to be modified according to the problems 
identified in the quality issues related section. The problem which had to be dealt with is 
in the fact that the theoretical iterative closest point algorithm supposes that there are 
corresponding points in the data pairs and also the number of points corresponding to the 
same physical objects in the environment is identical for both point sets which are being 
registered. Point density correction algorithm was not implemented in this research due to 
loss of information reasons. Therefore the point density is changing with respect to the 
distance of objects from the scanner; due to the spherical character of the beam spread this 
density reduction is very significant. One cannot assume that the scans will be acquired 
from reasonably close locations as this would undermine the whole task of localization in 
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 unknown environments: the robot’s movement in this environment would be limited by 
the poses from which the scans are to be acquired.  
 
Corresponden-
ce issue: 
overlap border 
This situation is also problematic in areas where in two point sets we are looking for 
closest points of points which are close to the border of the overlap of the sets. In this case, 
it could happen that for the data points which do not have real correspondences in the 
model (meaning that the objects represented by the data are not present in the model set), 
correspondences of closest points will still be found but will introduce significant errors as 
the real correspondences do not exist. Such situation could be avoided if the overlaps 
would present 100% of the sets, meaning that the overlap would be known and the 
transformation of the sets could hence be determined, therefore the registration would be 
no longer necessary. This is though not a realistic solution. 
Implementing 
unique 
corresponden-
ce for model 
points 
A possible solution to this problem is the establishing of a mechanism which enforces the 
uniqueness of the use of model points in the closest point queries. Such mechanism was 
implemented in the navigation method and it has become part of the closest point query. It 
works according to the following principle: when a closest point is found, it is first 
checked whether it has already been allocated for another - previous query. If this is true, 
the distance between the queried points and the closest point are compared and the queried 
point which is closer to the found closest point is registered in the records of found closest 
points. The matrix H is therefore updated at the end of the overall process of finding 
closest points for the data. Otherwise the matrix would already reflect the previously 
added points which would sometimes (in case a closer data point was queried) no longer 
be valid and it would have to be corrected to drawback the previous update. This 
modification is not without an impact on the time-wise performance of the ICP algorithm. 
This performance change and quality impact will be assessed in the experiments section.  
6  EXPERIMENTS 
Structuring 
the 
experiments 
Multiple experiments were carried out to verify the performance of the method from two 
main perspectives: one is the computing effort which is required to match model and data 
range images, second perspective is the quality performance of the method. The 
experiments will be structured in the following way: first, an analysis under close-to-
artificial conditions will be discussed, evaluating the performance of the method under 
predefined close-to-optimum conditions. This analysis is though based on data acquired in 
real environment. The following three evaluations will represent three different 
environment model conditions. These correspond to the changing difficulty of the image 
registration task. The three evaluation environments were selected with regards to the 
expected weaknesses of the developed method: the main changing attribute of the 
environments is the structuring factor - the presence of vertically consistent structures in 
the environment. Another aspect is the presence of randomly scattered objects and the last 
and most challenging aspect is the horizontal structuring of the environment meaning the 
presence of multiple floor zones. 
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 Validation of 
the method 
using real data 
with arbitrary 
transformation 
The experiments usually start by testing of the implemented methods on artificially 
created objects. The reasoning behind this strategy is that for such artificial objects, one 
knows the correct solution (the ground truth) and therefore method’s performance 
compared to the ground truth solution can be assessed. One way to do this would be 
creating an artificial point cloud with known characteristics, applying a known 
homogenous transformation on this point cloud and registering the original and the 
transformed one. The disadvantage of such step would be that the object would most 
likely not contain characteristics of real environments in which the method would be 
expected to function when in real operation. For this reason, a real 3D image was used 
instead of an artificial one. A known homogenous transformation was applied to this point 
cloud and the created and original point clouds were then registered. Since such point 
clouds contain equal number of points from the same measurement and there are ideal 
corresponding pairs for all points of both sets, the mentioned ideal ICP application 
conditions are fulfilled and the method should perform as ideally. The performance is 
expected to be the same as for the artificial object – the point clouds should be registered 
using the same but opposite homogenous transformation to the one applied on the point 
cloud. For the testing real point cloud, an office environment was selected since it contains 
both vertical structures (walls, furniture) and also scattered object of various types. The 
data set for this experiment contained approximately 33 thousands of points after 
removing inclining construction from the 3D data. This data set contains an office room 
with open door and a small part of a hallway. 
Results The first experiment was to confirm the correct functioning of the ICP algorithm. This test 
was passed successfully as the calculated translation or rotation was an inverse of the 
initially applied transformation. The next step was the testing of the computing time and 
number of ICP iterations dependency on the scale of transformation between the model 
and data sets. Since the translation is decoupled from the iterative algorithm, the 
manipulated transformation was rotation around z axis. The dependency of the registration 
duration on the scale of the rotation between model and data point sets for different 
algorithm configurations is shown in Figure 5 (the evaluations were performed on a 
Pentium M 1.8 GHz machine). One can observe that the number of iterations of the ICP 
registration and the overall computing time when factorization using leveled maps is not 
introduced in the algorithm can be approximated by a logarithmic function. When leveled 
maps are introduced, the number of iterations as well as the computing time is constant for 
all scales of rotation. The scale of the acceleration when the factorization is introduced 
gradually grows as the registration duration using 6DOF ICP only rises, resulting in a 
significant performance improvement for transformations over approx. 4°. When 
uniqueness of model points use in the closest point search is introduced, the duration of 
the registration almost doubles, although since in this experiment the conditions are ideal, 
quality improvement is simply not possible (all matches are perfect). 
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Figure 5: Duration of the 6DOF ICP registration as a function of the applied transformation’s rotation 
angle 
 
Experiments 
carried using 
real data in 
real conditions 
After verifying the method on real data using arbitrary transformation to create two 
registered sets, the method was verified using again real data (measurements of real 
environments) though this time the transformation took place physically in the 
environment – moving and rotating the scanning platform. The experiments were carried 
out in four different physical environments: a hallway with simple vertical structuring and 
absence of reflective materials, an office environment with transparent and reflective 
materials and scattered objects, a laboratory environment with many scattered objects 
creating occlusions and finally in a multi-level environment with reflective materials and 
scattered objects enclosed by iron bar. 
Hallway 
environment 
The hallway environment structuring contains regular vertical planar patterns. The size of 
the vertical planes present in the environment is much higher than the resolution of the 
scanner. Ten scans were taken in this environment, using different transformations 
between acquiring model and data sets (both translations and rotations). For most pairs, 
“simple” 6DOF ICP based SLAM converged to and optimum which was relatively close 
to the ground truth (measured at the time of data acquisition), although the different angle 
of view and varying point densities between the data and model sets  have introduced an 
error in the registration. Such error was eliminated when the uniqueness of the model 
points use in the closest point search was enforced.  The impact on the computing time of 
the registration was significant; the difference in the quality of the resulting match can be 
seen in Figure 6. The difference was especially visible in the rotation determination, where 
the uniqueness of model point’s use introduced a significant improvement. For all 
measured point set pairs, the computing effort requirements were compared between the 
original 6DOF ICP based SLAM and the implemented acceleration based on the 
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 factorization of the algorithm using leveled maps. An example of leveled maps of the 
hallway environment (registered and unregistered) is shown in Figure 7. The improvement 
of the computing time requirement when leveled maps were introduced varied for five of 
the range image pairs between 14% and 46% (in average 28%). There was one case where 
the introduction of leveled maps decelerated by -8%. This outlier was in fact a pair where 
the model and data sets were transformed only applying translation to the scanning 
platform. This actually appeared to be the weakness of the ICP based method since the 
centroids calculated to determine the translation were not representing identical part of 
environment given the varying density, point of views etc. This error was partly overcome 
in leveled maps by introducing a two pass extension where the data were filtered based on 
the first registration, partly eliminating the objects present only in one of the sets and 
correcting the centroids. Such solution is though increasing the computing time especially 
if implemented in the 6DOF registration.  
 
 
Figure 6: Hallway experiment: unregistered point pairs (left); registered solution without model point use 
uniqueness (middle) and registered solution with uniqueness introduced (right) 
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Figure 7: Unregistered (left) and registered (right, enforcing uniqueness of model points use) leveled 
model and data sets in the hallway experiment 
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 Laboratory 
and office 
environments 
The following two experiments have shared some characteristics of the environment: both 
the laboratory and office environments contained plenty of structured objects of irregular 
shapes. In the laboratory environment, these objects actually blocked a significant part of 
the scanner’s viewing angle. To verify the behavior of the method, two pairs of data were 
acquired and registered for both the office room and the laboratory. The difference 
between the two pairs was in the scale of the transformation applied on the scanning 
platform. For the first pair, a rotation of approx 20° (resp. 15° for the laboratory) was 
applied and for the second pair a rotation of 45° (resp. 35° for the lab) was applied. The 
translation between sets within a pair was within the estimated accuracy of odometry – 
maximum 0,5 m. The results were ambiguous: for the first pair in both environments, the 
registration was partly successful. The quality of the match for the office was perfect 
rotation-wise but error was introduced by erroneous determination of the translation. The 
results of the registration are presented in Figure 8. The duration of the registration was 57 
s using factorization and 73 s using pure 6DOF ICP SLAM (both with uniqueness of 
model points’ use in the closest point search). The result for the laboratory environment 
was partly acceptable: the rotation around z axis was determined correctly but the solution 
was also rotated around y axis – this introduced errors. The registration of second pairs 
with larger transformation resulted in only partial registration for the office room and 
again partly erroneous registration in the lab. In the office, the transformation of 45° in the 
second pair was beyond the capabilities of the implemented method. Leveled maps have 
not significantly accelerated the registration of the two scan pairs acquired in the 
laboratory, this is most likely due to the occlusions and structuring of the environment.   
Multi-level 
environment 
In the last experiment of this thesis, 3D range data were acquired in an environment which 
was expected to be extremely difficult for the registration using both the original and the 
extended method: a multi-storey area with stairway and various objects of irregular shapes 
in the view of the scanning platform. Also, the stairway was lined with a glass border, 
possibly introducing multiple reflections depending on the angle of incidence of the laser 
beam. Another feature of the environment was a presence of bars which were enclosing 
the scattered objects in the bottom part of the scans, resulting in regular structuring of the 
3D data sets in this part of the image. In the first experimental data acquisition, the 
transformation applied on the platform between acquiring the model and data sets was a 
rotation around z-axis direction of approximately 15°. The registration when using leveled 
maps took approx. 203 ms, performing ten ICP iterations in the 3DOF SLAM. The 
rotation determined by this 3DOF SLAM was of approximately 18°, the data set was 
therefore slightly “over-rotated”. This is shown in Figure 9. The subsequent registration in 
6DOF after pre-aligning the sets took approximately 46 s, completing 33 ICP iterations 
and determining rotation of 21°, again over-rotating the solution. When using the simple 
6DOF ICP based SLAM without factorization, the registration took approx. 100 s, 
completing 72 ICP iterations and reaching same solution. The acceleration in this case was 
quite significant; the quality of the match was though limited. The second pair of point 
clouds was acquired by applying rotation around z-axis of approx. 45°, for this pair the 
registration encountered a local minimum before reaching the correct solution. The leveled 
maps have diverged from the correct solution. Such transformation is therefore beyond the 
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 capabilities of the implemented method especially due to the character of the environment. 
It has to be noted that for all experiments where the use of the feature enforcing 
uniqueness of model points use in the closest point search is not explicitly mentioned, the 
feature was enabled during the registration. This is because it significantly improves the 
quality of the registrations. 
     
Figure 8: Registration of data sets acquired in office environment: scale of rotation approximately 20° 
(left: unregistered; right: registered) 
 
Figure 9: Multi-storey unregistered data and model sets: transformation approx. 15° rotation around z-
axis direction; (left: unregistered; right: registered) 
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 7  DISCUSSION AND FUTURE PROSPECTS 
Implemented 
navigation 
method 
The implemented navigation method is in fact a hybrid two stage solution which uses 
factorization to accelerate the method for simultaneous localization and mapping in 6DOF. 
This is done by extracting 3DOF invariant vertical structures (landmarks) from the 3D 
data, creating a 2D map of vertical objects and registering these in 3DOF prior to the 
robust and computing time demanding registration in 6DOF. The aim of such modification 
was to pre-align the 3D data in 3DOF and to reduce the time required for the 6DOF 
SLAM algorithm in this way while preserving the robustness of the original 6DOF ICP 
based method. The practical implementation of such a method requires use of accurate and 
inexpensive technologies of gravity vector measurement, initially aligning the data with a 
horizontal plane by hardware means. Selecting vertical structures for extraction ensures 
maximum height invariance of the created 2D data for the 3DOF registration. Features 
focusing on the quality of the final registration were also implemented within the method, 
such as the enforcement of uniqueness of model points use in the closest point search of 
the ICP algorithm. This partly eliminated the errors introduced by occlusions and different 
fields of view of acquired images. The closest point search was also accelerated using kd-
trees. 
Experimental 
results in ideal 
conditions 
Series of experiments were performed to asses the proposed method. In the first 
experiment, the overall behavior of the ICP method was evaluated. The implemented 
method was initially verified on real data, manipulating a real 3D image to form both data 
and model point cloud in order to provide ideal conditions for ICP (existence of ideal 
correspondences of points) though preserving the characteristics of real environment. The 
computing time required by the method was examined manipulating the transformation 
between the data and model sets, concluding that the computing time (or number of 
iterations) dependency on the scale of the rotation transformation between the model and 
data sets can be approximated by a logarithmic trend. The introduction of factorization 
resulted in a significant improvement of method’s computing time performance since the 
leveled maps pre-aligned the data saving many ICP iterations in 6DOF ICP. The scale of 
improvement was depending on the transformation between data and model, the higher the 
scale of rotation the higher improvement was achieved. The quality of matches in this 
experiment was perfect due to the existence of ideal closest model and data point pairs. 
Experiments in 
real operation 
In the following series of experiments, the conditions were as in real operation: data were 
acquired in different indoor environments applying transformation on the acquisition 
platform. Results from the evaluation in a hallway environment are very promising: the 
overall acceleration when using the factorized method was approximately 28% over the 
general 6DOF ICP registration algorithm. The registration quality in this environment was 
high also due to the modification – enforcement of the uniqueness of model points’ use in 
the closest point search. The only problem seemed to be in the translation calculation, 
which appears to be the biggest issue of a general ICP based registration. The method was 
then evaluated in office and laboratory environment with plenty of scattered objects 
present in the field of view of the platform. The scattered objects creating occlusions in the 
point clouds introduced significant errors, one of four registrations in this experiment was 
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 completed with a high quality result, remaining three were partial or erroneous. The 
leveled maps accelerated the successful registration of approx. 22% but did not enhance 
the partial or erroneous ones. The final experiment was carried out in an environment 
which was expected to be extremely difficult for the registration: a multi-level 
environment with reflective materials and difficult structuring introduced by a grid. One of 
the scanned pairs was registered with a slight over-rotation while the registration using the 
factorized method took approx. 56% less time compared to the original 6DOF ICP SLAM 
(giving identical results). The second point cloud pair was unfortunately not registered 
successfully due to the large scale of the transformation between model and data sets. 
Benefits and 
issues of the 
implemented 
method 
Overall, one can conclude that the implemented method gives very promising results in 
terms of the expected ICP behavior. This means that when factorization described in this 
thesis is introduced in the SLAM method, the quality and robustness of the 6DOF ICP 
based SLAM is preserved and the overall registration process is often significantly 
accelerated. In ideal conditions and in vertically structured environments, the implemented 
method is of a great benefit in terms of the computation power requirements. Also, the 
leveled maps can be used as a separate mapping output since these maps depict the 
vertical structuring of the environment and may be viewed as reduced 2D maps. The 
difficulties of the implemented 6DOF SLAM are tightly connected to the general issues of 
the ICP use in the SLAM algorithms. On one hand the navigation method preserves the 
robustness of a general 6DOF ICP based SLAM but on the other hand it also shares the 
disadvantages of the ICP. The issues seem to be appearing when registering images of 
randomly and finely structured environments and also in registrations where the scale of 
transformation between the data and the model sets is too large. In both mentioned 
situations occlusions are present in the point clouds and there are also objects appearing 
only in one of the sets which are being registered, sometimes introducing error in the 
rotation determination but much more often in the translation calculation. The calculation 
of translation between the point clouds seems to be the most important issue of the ICP 
based method as resolving it within the ICP framework appears to be difficult due to the 
“Catch 22” situation described in this thesis. 
Future 
developments 
In the continuation of this research, this issue could be resolved by introducing other than 
ICP based registration method into the navigation system solely to help to determine the 
correct translation. Other option would be the development of a data reduction method 
which would initially determine common objects in data and model set and also correct 
the areas with uneven point density. 
Prospects  of 
further 
factorization 
Also an interesting extension of this research would be broadening of the conception of 
landmarks in unknown environments, extending the leveled maps generation. An option 
for complete factorization would be the introduction of horizontal objects extraction and 
further factorization of the 6DOF SLAM by adding a second 3DOF registration, adding 
one additional phase in the overall SLAM process. Such maps containing horizontal 
structures could be extracted based on the output from registering the leveled maps 
containing vertical objects. The extracted horizontal objects would then ideally be yaw 
rotation invariant. The extraction could be performed based on the projection of horizontal 
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 object detection in the 3D data to X-Z (resp. Y-Z) plane. The created maps could then pre-
register the 3D data in x and z (resp. y and z) axes translation and roll (resp. pitch) rotation 
degrees of freedom. This would add one yet unregistered degree of freedom (z-axis 
translation) and verify the two already evaluated. These would be x (resp. y) axis 
translation, which was previously calculated in vertical object based match, and roll (resp. 
pitch) rotation which should be close to zero since the data are pre-aligned with the 
horizontal plane. 
Method’s 
deployment 
The implemented navigation method was not expected to be operating as a standalone 
module on which the robot would be completely reliant. The research in the Laboratory of 
Telepresence and Robotics builds on the development of a modular system applicable on 
different robots allowing multiple configurations and levels of autonomy and teleoperation 
support. This is mainly due to the fact that teleoperation is still one of the most practical 
ways in which the robot can fulfill complicated tasks yet unsuitable for autonomous 
regimes. The current state of this research now allows the implementation of the 
developed and experimentally verified navigation method in the existing robot prototypes, 
supporting teleoperation and mapping in unknown environments. The module is expected 
to provide 3D images for the HUD displays of the operator’s console. The localization 
information will be combined with other pose calculations e.g. coming from the inertial 
navigation subsystem and GPS module correcting the errors such as translation offsets and 
will inform the operator about the robot’s position. The reliance on multiple systems is in 
fact the major advantage of the interconnected modular approach to navigation. The 
system can be fitted on U.T.A.R., HERMES and Orpheus robotic platforms, allowing 
multiple teams to further enhance the navigation capabilities of the robots, evaluating the 
method in outdoor environments, developing path planning algorithms and further 
exploring ways of how to develop the robots’ autonomy. 
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 ABSTRACT 
 
The ability of a robot to navigate itself in the environment is a crucial step towards its autonomy. 
Navigation as a subtask of the development of autonomous robots is the subject of this thesis, focusing on 
the development of a method for simultaneous localization and mapping (SLAM) of mobile robots in six 
degrees of freedom (DOF).  
As a part of this research, a platform for 3D range data acquisition based on a continuously inclined laser 
rangefinder was developed. This platform is presented together with the robotic equipment on which the 
platform can be fitted.  
The localization and mapping task is equal to the registration of multiple 3D images into a common frame 
of reference. For this purpose, a method based on the Iterative Closest Point (ICP) algorithm was 
developed. The SLAM method originally implemented in this research was using solely 6DOF ICP based 
registration. The computing effort and the registration quality issues of such solution were examined and 
are presented in the formulation of the problem. In order to accelerate and improve the quality of the time-
demanding 6DOF image registration, an extended method was developed. The major extension is the 
introduction of a factorized registration, extracting 2D representations of vertical objects called leveled 
maps from the 3D point sets, ensuring these representations are 3DOF invariant. The leveled maps are 
registered in 3DOF using ICP algorithm, allowing pre-alignment of the 3D data for the subsequent robust 
6DOF ICP based registration. The extended method is presented, showing all important modifications to 
the original method. 
The developed registration method is evaluated using real 3D data acquired in different indoor 
environments, examining the benefits of the factorization and other extensions as well as the performance 
of the original ICP method. The factorization gives promising results compared to a single phase 6DOF 
registration in regularly structured environments. Also, the disadvantages of the method are discussed, 
proposing possible solutions. Finally, the future prospects of the research are presented.  
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 ABSTRAKT 
 
Schopnost lokalizace a navigace je podmínkou autonomního provozu mobilních robotů. Předmětem 
této disertační práce jsou navigační metody se zaměřením na metodu pro simultánní lokalizaci a mapování 
(SLAM) mobilních robotů v šesti stupních volnosti (6DOF). 
Nedílnou součástí tohoto výzkumu byl vývoj platformy pro sběr 3D vzdálenostních dat s využitím 
kontinuálně naklápěného laserového řádkového scanneru. Tato platforma byla vyvinuta jako samostatný 
modul, aby mohla být umístěna na různé šasi mobilních robotů.  
Úkol lokalizace a mapování je ekvivalentní registraci více 3D obrazů do společného souřadného 
systému. Pro tyto účely byla vyvinuta metoda založená na algoritmu Iterative Closest Point Algorithm 
(ICP). Původně implementovaná verze navigační metody využívá ICP s akcelerací pomocí kd-stromů 
přičemž jsou zhodnoceny její kvalitativní a výkonnostní aspekty. Na základě této analýzy byly vyvinuty 
rozšíření původní metody založené na ICP. Jednou z hlavních modifikací je faktorizace registračního 
procesu, kdy tato faktorizace je založena na redukci dat vytvořením 2D „leveled“ map (ve smyslu 
jednoúrovňových map) ze 3D vzdálenostních obrazů. Pro tuto redukci je technologicky i algoritmicky 
zajištěna invariantnost těchto map vůči třem stupňům volnosti. Tyto redukované mapy jsou registrovány 
pomocí ICP ve zbývajících třech stupních volnosti, přičemž získaná transformace je aplikována na 3D data 
za účelem před-registrace 3D obrazů. Následně je provedena robustní 6DOF registrace. Rozšířená metoda 
je v disertační práci v popsána spolu se všemi podstatnými modifikacemi.  
Vyvinutá metoda byla otestována a zhodnocena s využitím skutečných 3D vzdálenostních dat 
naměřených v různých vnitřních prostředích. Jsou zhodnoceny přínosy faktorizace a jiných modifikací ve 
srovnání s původní jednofázovou 6DOF registrací, také jsou zmíněny nevýhody implementované metody a 
navrženy způsoby jejich řešení. Nakonec následuje návrh budoucího výzkumu a diskuse o možnostech 
dalšího rozvoje. 
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