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 When outcome data in a clinical trial are clustered and binary, such as in a trial 
estimating the specificity of a diagnostic where participants contribute multiple 
observations, methods must account for clustering in order to correctly estimate the 
variance of the proportion of interest. Confidence interval methods have been developed 
that account for clustering when estimating the precision of a single proportion. However, 
there is room for improvement with regard to the coverage probability of these intervals 
when sample size is small. We propose a continuity-corrected confidence interval based 
on the Wilson score interval, and conduct a Monte Carlo simulation study to compare the 
coverage probability of the interval to that of the existing confidence interval methods. 
We found that the new interval gives coverage closer to the nominal level at smaller 
sample sizes than existing methods when there are ≥ 5 measurements per cluster.  
While confidence interval methods have been developed for this setting, the best 
performing of these methods have not been converted into one-sample hypothesis tests 
versus a performance goal. We derive test statistics corresponding to existing confidence 
intervals and the new confidence interval method we proposed, and use a Monte Carlo 
 
 vii 
simulation study to compare Type I error control of the one- and two-sided hypothesis 
tests under a range of scenarios. In many cases, the Type I error control of the novel test 
was superior to that of the hypothesis tests derived from existing confidence intervals. 
We develop tables of recommendations for practitioners wishing to use a confidence 
interval or a one- or two-sided hypothesis test when data are clustered and binary, based 
on the results of the simulation studies described above. 
In order to appropriately power a study using the new statistical test we propose, 
formulas for theoretical power and sample size are valuable. We derive power and 
sample size formulas for the new hypothesis test, and compare theoretical power to 
simulated power in a Monte Carlo simulation study. In general, the power formula 
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1. A NOVEL CONFIDENCE INTERVAL FOR A SINGLE PROPORTION IN 
THE PRESENCE OF CLUSTERED BINARY OUTCOME DATA 
1.1 Introduction 
 Binary outcome data with clustering is common in biomedical research, clinical 
trials, and epidemiology. For example, a binary outcome may be sampled from multiple 
individuals grouped in correlated clusters such as families, neighborhoods or hospitals, or 
it may be sampled from multiple locations on the same individual (such as eyes in a 
clinical trial on contact lenses). Generally speaking, correlations among binary outcomes 
within clusters are positive, and therefore using the binomial model for independent 
observations to estimate a proportion often results in underestimating the variance of the 
estimate, causing insufficient coverage when calculating a confidence interval for the 
proportion.  
Methodology for calculating asymptotic confidence intervals for a single 
proportion in a binary clustered setting has been proposed previously (e.g. Rao and Scott, 
1992; Kang and Lee, 2010; Kwak et al., 2015; Saha et al., 2016). Kang and Lee (2010) 
developed three versions of an asymptotic confidence interval designed to perform well 
for small sample sizes. Kang and Lee (2010) report that these intervals have adequate 
coverage in some scenarios and severe under-coverage in others, for instance a scenario 
with random cluster size ranging from 1 to 10 measurements per cluster. For a diagnostic 
setting, Kwak et al. (2015) developed a confidence interval designed to estimate 
sensitivity and specificity in the presence of clustering, which can be generalized to the 




operational performance of the interval was not described. Saha et al. (2016) compared 
the performance of several intervals for clustered binary data, including a profile 
likelihood method, and methods adapted from the Wilson score interval (Newcombe, 
1998; Wilson, 1927), generalized estimating equations (Zeger and Liang, 1986), a ratio 
estimator (Rao and Scott, 1992), and methods designed for survey sampling. Of those, 
Saha et al. (2016) report that the profile likelihood and Wilson score confidence intervals 
performed the best with respect to coverage in a range of scenarios. However, the 
intervals were not compared against those proposed by Kang and Lee (2010) and Kwak 
et al. (2015).  
In this chapter, a novel interval is introduced, which is a continuity-corrected 
adaptation of the Wilson score interval for clustered data. The coverage probabilities and 
empirical lengths from this new interval are compared to those from five previously 
developed confidence intervals for use with correlated binary data and one interval 
designed for use with independent binary data, via simulation with a range of sample 
sizes (25-200 clusters) and cluster sizes (fixed: 2, 5, 10; and random: 1-2, 1-5, 1-10).  
For the confidence intervals in this chapter, a motivating example is a clinical trial 
of a melanoma diagnostic, where investigators wish to estimate the specificity of the 
diagnostic (the proportion of non-cancerous skin lesions the diagnostic correctly assesses) 
and determine if it is greater than a pre-specified performance goal. Since participants in 
the trial can have more than one potentially cancerous lesion, and the diagnostic 
assessment of those lesions may be correlated within each person, methods that account 




A second motivating example for the methods examined in this chapter involves a 
data set with rates of impaired pulmonary function (IPF) in siblings of patients with 
chronic obstructive pulmonary disease (COPD), initially collected by Cohen (1980) and 
published by Liang et al. (1992). We wish to calculate 95% confidence interval estimates 
for the proportion of siblings of COPD patients who have IPF. It is reasonable to assume 
that the presence of IPF within sibships (the cluster) will be correlated, and so binomial 
methods for calculating a confidence interval for the prevalence of IPF would be 
inappropriate, and methods accounting for clustering are necessary.  
Section 1.2 of this dissertation discusses one existing confidence interval method 
for independent binomial data and five existing confidence intervals for clustered binary 
data. In Section 1.2.6 a new confidence interval for estimating a single proportion in the 
presence of clustering is introduced. Section 1.3 describes a simulation study that was 
performed to compare the coverage and empirical length of the seven intervals introduced 
in Section 1.2 under various values of true within-cluster correlations, true proportions, 
sample sizes, and cluster sizes. In Section 1.4 the various confidence interval methods are 
applied to the IPF data set described above. Finally, Section 1.5 includes a discussion of 
the consequences of the performance of these confidence intervals for investigators 





 1.2 Confidence Intervals for a Single Proportion with Clustered Binary 
Outcome Data 
1.2.1 Notation 
Without loss of generality, we introduce notation using the motivating example 
involving COPD, described in the previous section.  Consider a sample of sibships 
𝑖 = (1, 2, … 𝑛), each with 𝑚𝑖 individuals assessed for IPF (𝑚𝑖 ≥ 1). Of those 𝑚𝑖 siblings, 
𝑋𝑖 are diagnosed with IPF. If the true proportion of IPF in this population of COPD 
patient siblings is 𝜋, and if the total number of individuals assessed across all sibships is 
denoted as ∑ 𝑚𝑖
𝑛














The beta-binomial distribution is often used to model clustered binary data (e.g. 
Fleiss, 2003). In this model, 𝑋𝑖|𝜃𝑖~𝐵𝑖𝑛(𝑚𝑖, 𝜃𝑖) , where Bin is the binomial distribution, 
and  𝜃𝑖 , 𝑖 = (1, 2, … . 𝑛) are independent and identically distributed random variables 
from a Beta distribution parameterized by the mean 𝜋 and intraclass correlation (ICC) 𝜌. 
Note that if 𝜌 > 0 then the distribution can also be described in terms of the more typical 






. If 𝜌 = 0 then 
measurements within clusters are independent, and 𝜃𝑖 ≡ 𝜋 for all 𝑖.  
In addition to 𝑀1 above, the following terms are defined: 𝑀2 = ∑ 𝑚𝑖
2𝑛
𝑖=1  and 
𝑀3 = ∑ 𝑚𝑖
3𝑛




Several estimators for 𝜌 have been proposed for binary data in the literature (see Ridout 
et al., 1999, for a comprehensive list). For all intervals below that include ?̂? in their 
formula, we will use an ANOVA-based estimator,  
?̂? =
𝐵𝑀𝑆 −𝑊𝑀𝑆
𝐵𝑀𝑆 + (𝑛∗ − 1)𝑊𝑀𝑆
  



























  taken directly from Saha et al. (2016).  We choose this estimator for 
its relative ease of calculation; Saha et al. (2016) compared intervals using two different 
estimators of 𝜌 including the ANOVA and a profile likelihood method and found interval 
coverage and empirical length to be robust to the choice of estimator for all intervals 
examined in their study. The estimator ?̂? is undefined when the sample proportion ?̂? is 
equal to 0 or 1. In such a case, ?̂? is set equal to 1, a reasonable choice since there is no 
variation in response within cluster. This is a conservative choice, however, since it 
assumes that each cluster contributes one observation’s worth of information to the 




1.2.2 Wald Interval 
The Wald interval for a single proportion assumes measurements are independent. 
It is used here as a point of comparison for the intervals that account for correlation. The 
Wald interval limits are defined as follows: 




where zα/2 is the 100*[1-(α/2)] percentile of the standard normal distribution. All 
remaining confidence intervals described below were developed to account for within-
cluster correlation. 
1.2.3 Edgeworth Expansion Intervals (ED0, ED1, ED2) 
Kang and Lee (2010) started with an asymptotically normal pivot introduced by 
Lui (2004), which can be used to calculate a confidence interval for a single proportion in 
the presence of clustered binary data, and used an Edgeworth expansion to reduce the 
skewness of its distribution. The resulting statistic converged more quickly toward 
normality as sample size increased and was therefore hypothesized to be well-suited for 
smaller sample sizes. This pivot was used to create a confidence interval, called ED0 
here.
1
 The authors then used approximations (Hall 1992) intended to improve the 
coverage of ED0, resulting in two additional intervals, which we call ED1 and ED2. 
Formulas for the intervals are given here: 
                                                        
1
 The formula given here for ED0 contains a correction to the interval in Kang and Lee 















−1(?̂? + ?̂?𝑧1−𝛼 2⁄
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−1(?̂? + ?̂?𝑧1−𝛼 2⁄
2 )) 
𝐶𝐼𝐸𝐷1 = (?̂? − √𝑛ℎ11𝜂, ?̂? − √𝑛ℎ12𝜂)  














?̂?(1 − ?̂?)[(1 − ?̂?)𝑀1 + ?̂?𝑀2] 
ℎ11 = ?̂?𝑛?̂?




































−1] + 1} 
𝜂 = 𝑀1
−1√?̂?(1 − ?̂?)𝑀2 + 𝛾(𝑀1 −𝑀2) ,     𝛾 = (1 − ?̂?)?̂?(1 − ?̂?) 
A problem arises if ?̂? = 0.5, where intervals ED1 and ED2 are undefined, which 
was not addressed in Kang and Lee (2010). However, we have proven (see Appendix B) 
that if the bounds of intervals ED1 and ED2 are considered to be functions of ?̂?, holding 
all else constant, then the limits of the lower and upper bounds of ED1 and ED2, as 




dissertation if ?̂? = 0.5 the bounds of ED1 and ED2 are calculated using the formula for 
the bounds of ED0. 
1.2.4 Kwak Interval (KW) 
Kwak et al. (2015) proposed the following statistic as having an asymptotically normal 










We use this statistic to construct an asymptotic (1 − 𝛼) ∗ 100% confidence interval: 






1.2.5 Wilson Score Interval for Clustered Data (WI) 
The Wilson score interval for clustered binary data was introduced by Saha et al. 
(2016) as an adaptation of the Wilson score interval for independent binary data 
(Newcombe 1998, Wilson 1927). The Wilson score interval for independent binary data 
uses the following asymptotically normal statistic to construct confidence intervals 






As before, 𝜋 is the proportion to be estimated, and ?̂? is the point estimator for 𝜋 based on 
a sample of size n. In the case of independent data, each of the n individuals is assumed 




interval is constructed by setting the statistic equal to 𝑧𝛼/2, squaring both sides of the 
equation, and solving for the values of 𝜋 that satisfy the resulting quadratic equation. The 












Saha et al. (2016) adapted this interval for binary clustered data by adding a variance 






where 𝜉 = 1 + ?̂?
𝑀2−𝑀1
𝑀1














It is worth noting that the authors of Saha et al. (2016) also introduced a profile 
likelihood interval, which we do not examine here because of the inconvenience of its 
calculation due to lack of a closed-form solution, and because its performance was found 




1.2.6 Wilson Score Continuity-Corrected Interval for Clustered Data and Alternate Form 
(WCC, WCCalt) 
Fleiss (2003) introduced a novel version of the Wilson score interval for 
independent data, which includes a continuity correction to improve the approximation of 
binomial data by a normal distribution. The following equations show the derivation of 
the continuity-corrected score intervals for independent binary data. 
First, the Fleiss interval is defined as the values of 𝜋 satisfying the following 
inequality: 





≤ 𝑧𝛼 2⁄  . 
Note that the left side of the inequality is identical to 𝑊1 except for the absolute value and 
the 1 2𝑛⁄  subtracted in the numerator. To construct the confidence interval, square both 
sides and solve the resulting quadratic equation for the values of 𝜋 that satisfy the 
inequality. The interval bounds are:  
𝐿𝐵𝐹𝑙𝑒𝑖𝑠𝑠 =
2𝑛?̂? + 𝑧𝛼 2⁄
2 − 1 − 𝑧𝛼/2√𝑧𝛼 2⁄
2 − 2 −
1
𝑛
+ 4?̂?(𝑛(1 − ?̂?) + 1)




2𝑛?̂? + 𝑧𝛼 2⁄
2 + 1 + 𝑧𝛼/2√𝑧𝛼 2⁄
2 + 2 −
1
𝑛 + 4?̂?
(𝑛(1 − ?̂?) − 1)
2(𝑛 + 𝑧𝛼 2⁄
2 )
 
Here we introduce a novel confidence interval, the Wilson score Continuity-
corrected interval for Clustered data (WCC), which adapts the continuity-corrected 




variance inflation factor introduced by Saha et al. (2016). Specifically, the numerator 
includes the same continuity correction as the Fleiss interval, and the denominator uses 
the standard error proposed by Saha et al. (2016) to accommodate clustering in the data. 
The resulting interval bounds are defined as the values of 𝜋 satisfying: 





≤ 𝑧𝛼 2⁄  
 
If we solve for the (1 − 𝛼) ∗ 100% confidence interval bounds in a similar way as with 
the interval from Fleiss (2003), we have: 
𝐿𝐵𝑊𝐶𝐶 =
2𝑀1?̂? + 𝜉𝑧𝛼 2⁄
2 − 1 − √𝜉𝑧𝛼/2√𝜉𝑧𝛼 2⁄
2 − 2 −
1
𝑀1
+ 4?̂?(𝑀1(1 − ?̂?) + 1)




2𝑀1?̂? + 𝜉𝑧𝛼 2⁄
2 + 1 + √𝜉𝑧𝛼/2√𝜉𝑧𝛼 2⁄
2 + 2 −
1
𝑀1
+ 4?̂?(𝑀1(1 − ?̂?) − 1)
2(𝑀1 + 𝜉𝑧𝛼 2⁄
2 )
 
In the above WCC interval, the continuity correction is a function of the number 
of observations across all clusters. It is conceivable that an appropriate continuity 
correction might vary with intraclass correlation. We therefore investigated a continuity 




𝑖=1 . When the ICC 
estimate ?̂? = 0, observations within clusters are independent and the effective sample 
size equals the number of measurements across all clusters. When ?̂? = 1, observations 




number of clusters. When 0 < ?̂? < 1, the effective sample size falls between the number 
of observations and the number of clusters. The standard error, which Saha et al. (2016) 
developed to account for clustering in the data, remains as a function of 𝑀1 rather than 
𝑀𝑒𝑓𝑓. The resulting interval is defined as the values of 𝜋 satisfying: 





≤ 𝑧𝛼 2⁄  
 
If we solve for the (1 − 𝛼) ∗ 100% confidence interval bounds, we have: 
𝐿𝐵𝑊𝐶𝐶𝑎𝑙𝑡
=







































1.3 Simulation Study 
The intervals examined in this paper are asymptotic, and we wish to examine how 
quickly the coverage probabilities of the two-sided 95% confidence intervals converge to 
0.95 as sample size increases. Simulations were performed for sample sizes of n=25, 50, 




cluster sizes were 𝑚𝑖 =(2, 5, 10), the true binomial outcome probabilities were 𝜋=(0.1, 
0.3, 0.5), and the true ICCs were 𝜌=(0.01, 0.05, 0.10, 0.30, 0.50). The true values of 𝜋 
were chosen to cover a range of possibilities from 0 to 1. Due to the symmetry of the 
intervals, the coverage and length results for each 𝜋 also represent the results for 1 − 𝜋. 
In real-world examples, correlations among measurements within cluster less than 0 or 
greater than 0.5 are unusual, hence negative correlations or correlations larger than 0.5 
were not considered. Each simulation was repeated 100,000 times, and the individual 
dichotomous responses (0/1) were generated using a beta-binomial distribution 






Figure 1.1 Simulated coverage probability where 𝝆=0.1 
The coverage probability of an interval for a given scenario was calculated as the 
proportion of simulations in which the 95% confidence interval included the true value of 
𝜋. If, for a given simulated dataset, interval bounds were less than 0 or greater than 1, 
their values were set to be 0 or 1, respectively. When ?̂? = 0 or 1, the Wald interval was 
degenerate (Lower Bound = Upper Bound = 0), and the ED0, ED1, ED2, and KW 




0 or 1.  This generally occurred in the scenarios where sample size was n=25, occurring 
in up to 2.5% of simulations.  These undefined or degenerate cases were excluded from 
the calculations of coverage and length. Coverage probability was considered to be 
adequate if it fell between 0.945 and 0.955, denoted by the horizontal reference lines in 
Figures 1.1-1.5. Empirical length for an interval was calculated as the average difference 
between the upper and lower confidence bounds across all simulations within a given 
scenario. Due to the large number of scenarios examined, we first present the results from 
the scenarios where 𝜌=0.10 (a moderate value among those we examined), displayed in 
Figure 1.1. We will then examine how these results change as the intraclass correlation 
decreases (Figures 1.2-1.3) or increases (Figures 1.4-1.5).  
Figure 1.1 shows coverage probabilities from 100,000 simulations for the seven 
intervals examined, where 𝜌=0.10. As might be expected, the Wald interval, which does 
not account for clustered data, had insufficient coverage for all scenarios examined. The 
ED0 interval had adequate coverage in many scenarios; for instance, when 𝜋=0.3 and 
cluster size was 5, coverage was good for all examined sample sizes. However, when 
𝜋=0.1, coverage could be extremely low; for instance, for a cluster size of 10 and n=25, 
coverage was 0.329, falling outside the plot range for Figure 1.1 (see instead Table 1.5). 
This matches the findings of the original Kang and Lee (2010) article, where low 
coverage was found for ED0 when 𝜋=0.1. The ED1 interval had under- or over-coverage 
in many scenarios, and even in some cases where coverage was adequate (such as when 
cluster size was 5, 𝜋=0.1, and n≥ 75) the interval length was greater than that of other 




its use. The KW interval converged to 95% coverage as sample size increased in all 
scenarios, however, it had lower coverage than other intervals for smaller values of n, 
especially when 𝜋=0.1. 
In general, the ED2, WI, and WCC intervals were the most consistently well-
performing intervals, and so we will more closely examine coverage results from those 
intervals. Focusing again on the cases where 𝜌=0.10 (Figure 1.1), we first examine the 
results for cluster size=2. When 𝜋=0.1, the WI and ED2 intervals had adequate coverage 
for n=75 or greater, and no intervals had good coverage at smaller sample sizes. At 
𝜋=0.3, ED2 had good coverage for all sample sizes, and WI had good coverage for n=50 
or greater. For 𝜋=0.5, ED2 had good coverage for n=50 or greater, and no interval had 
good coverage for n=25. In general, the WCC interval was overly conservative when 
cluster size was 2.  
When cluster size was 5, WCC had good coverage for all measured sample sizes 
and values of 𝜋. ED2 was overly conservative for 𝜋=0.1 and n=25, and was anti-
conservative for 𝜋=0.5 and n=25, but otherwise had good coverage when cluster size was 
5. WI had under-coverage at n=25 for 𝜋=0.1, 0.3, 0.5, but had good coverage for all n= 
50 or greater. When cluster size was 10, WCC had good coverage for all measured values 
of 𝜋 and n, except for 𝜋=0.1 and n=25, where no interval had good coverage. ED2 was 
conservative when 𝜋=0.1 and n=25, and slightly anti-conservative at 𝜋=0.5 and n=25, but 
otherwise had good coverage. WI had under-coverage at small sample sizes when cluster 




At lower intraclass correlations (𝜌=0.01, Figure 1.2; 𝜌=0.05, Figure 1.3), the 
Wald interval, which assumes a correlation of  𝜌=0 performed incrementally better. 
However, even at 𝜌=0.01, the Wald interval did not have adequate coverage in many 
cases, especially when the cluster size was large. The performance of the intervals 
accounting for clustered data did not differ markedly as 𝜌 decreased from 0.10 to 0.05 
and 0.01. The most notable trend was that the WCC interval, which performed well when 
𝜋=0.1 and cluster size=5 for higher correlations, had over-coverage when 𝜌 was 0.05 or 
0.01 in that scenario. 
At intraclass correlations greater than 0.10 (𝜌=0.30, Figure 1.4; 𝜌=0.50, Figure 
1.5), the coverage of the intervals that account for correlation (i.e. all intervals except the 
Wald) was quite similar to the coverage at 𝜌=0.10. One trend was that the ED2 interval, 
which had good coverage in many of the scenarios when cluster size was larger (5 or 10) 
and 𝜌 was small, began to have under-coverage at n=25 as correlation increased. For this 
reason, we recommend our method (WCC) instead of the ED2 interval for cases where 
intraclass correlation is high and cluster size is larger. 
ρ π Cluster Size 
  2 5 10 
0.01 0.1, 0.9 ED2, WI (n ≥ 75) ED2, WI (n ≥ 50) ED2, WCC 
 0.3, 0.7 WI (n ≥ 50) ED2, WCC ED2, WCC 
 0.5 ED2 WCC WCC 




 0.3, 0.7 ED0, WI (n ≥ 50) ED2, WCC ED2, WCC 
 0.5 ED2 WCC WCC 
0.10 0.1, 0.9 ED2, WI (n ≥ 75) WCC ED2, WCC (n ≥ 50) 
 0.3, 0.7 ED2 ED0, ED2, WCC ED2, WCC 
 0.5 ED2 (n ≥ 50) WCC WCC 
0.30 0.1, 0.9 ED0, WI (n ≥ 75) WCC (n ≥ 50) WCC (n ≥ 75) 
 0.3, 0.7 WI (n ≥ 50) WCC ED2, WCC 
 0.5 ED2, WI WCC WCC 
0.50 0.1, 0.9 ED0 WCC (n ≥ 50) WCC (n ≥ 75) 
 0.3, 0.7 ED2, WI (n ≥ 50) WCC WCC 
 0.5 ED2, WI WI, WCC WI, WCC 
Table 1.1 Recommended interval(s) for use with various values of ρ, π, and cluster size. 
Intervals are included if they had simulated coverage between [94.5%, 95.5%] for all 
sample sizes examined in a given scenario. If a given scenario had no interval with 
adequate coverage for all sample sizes, intervals with adequate coverage for n ≥ 50 or n ≥ 
75 were listed. 
Table 1 summarizes our recommendations for which intervals to use for various 
combinations of cluster size, 𝜋, 𝜌, and n, based on the results of our simulation study. If 
more than one interval had good coverage at all n for a given scenario, then all such 
intervals were included. In general, we recommend using our proposed WCC interval 
when cluster size is 10, and when cluster size is 5 and ICC is 0.10 or greater. In most 
other scenarios, the WI or ED2 interval provides good coverage. For tables of coverage 
and length values used to generate the recommendations in Table 1.1, as well as 





















Figure 1.5 Simulated coverage probability where 𝝆=0.5 
Variation in length was modest among most of the intervals (Figure 1.6), with the 
exception of the ED1 interval, which had greater expected length than other intervals 
when 𝜌=0.1, and the Wald interval, which had shorter expected length than the other 
intervals in all scenarios. The Wald interval’s shorter expected length can be attributed to 
its underestimate of the standard error of the proportion estimate, which also resulted in 






Figure 1.6 Empirical interval length where 𝝆=0.1 
Sample results from simulations comparing the WCCalt interval to the WI and 
WCC intervals are provided in Figure 1.7. In this case, where 𝜌=0.3, and in nearly all 
other cases we examined, the WCCalt interval had overly conservative coverage. As a 
result, we did not include these results in the Figures; they are instead available in the 
Tables 1.3-1.12. The continuity correction based on the effective sample size results in a 
larger, more conservative adjustment than the continuity correction based on the total 
number of measurements (WCC). Considering that the WCC interval is already 




would result in a worse-performing interval. While it is appealing theoretically, the 
WCCalt interval delivers worse performance than the WCC interval and we do not 
recommend its use. 
 
 
Figure 1.7 Simulated coverage probability for WI, WCC, and WCCalt intervals where 𝝆=0.3 
Often in situations with clustered data, the size of the cluster is not fixed. Tables 
1.8-1.12 show the results from simulations identical to the ones described above, but with 




1-10 measurements per cluster, chosen from a discrete uniform distribution in each case. 
The results are similar to those for cluster sizes of 2, 5, and 10, respectively. Finally, 
since we recommend the WCC interval for a cluster size of 5, but not for a cluster size of 
2, it is useful to see how the WCC interval performs at cluster sizes of 3 and 4. Figures 
1.8-1.11 present these results, and show that the WCC interval is generally too 
conservative at a cluster size of 3 or 4. 
1.4 Application to Example Data Set 
Liang et al. (1992) published data from a sample of 100 families in a case-control 
study of chronic obstructive pulmonary disease (COPD). The 100 sibling clusters were 
comprised of the siblings of COPD cases in the study (not including the cases 
themselves), and contained 203 people in sibling clusters of size 1 to 6. The binary 
outcome for each sibling was impaired pulmonary function (IPF) at the time of 
assessment. We used the seven confidence interval methods examined in this study to 
estimate the precision of the prevalence of IPF among siblings of COPD patients, 








Wald 0.233 0.358 0.126 
ED0 0.232 0.378 0.146 
ED1 0.231 0.381 0.150 
ED2 0.224 0.370 0.146 




WI 0.228 0.373 0.144 
WCC 0.226 0.375 0.149 
Table 1.2 95% Confidence intervals calculated for the prevalence of impaired pulmonary 
function (IPF) among siblings of cases in the chronic obstructive pulmonary disease 
(COPD) example data set. 
The point estimate for the proportion of IPF in this sample was ?̂?=0.2956. The 
ICC among sibling clusters was estimated to be ?̂?=0.1855. The bounds and lengths of the 
seven calculated 95% confidence intervals are presented in Table 1.2. The Wald interval 
had the shortest length, and was the only interval that did not account for clustering in the 
data. Of the intervals that took clustering into account (i.e. all except the Wald interval), 
WI was the shortest and KW was the longest.  
This real-world scenario is similar to our simulations where n=100, 𝜋=0.3, 𝜌=0.1 
or 0.3, and cluster size is 2 (the mean sibship size is 2.03), or 1-5 (the maximum sibship 
size is 6). The intervals we recommend for this scenario are the WI interval when 𝜌=0.30, 
and ED2 when 𝜌=0.10 (Table 1.1). From our simulations where n=100, when cluster size 
was fixed at 2, the WI interval had an average length 0.132 or 0.143, and coverage of 
0.948 or 0.948, when 𝜌=0.1 or 0.3, respectively (Tables 1.5-1.6). When cluster size was 
random (1-5), WI had an average length of 0.115 and 0.137, and coverage of 0.948 and 
0.948, for 𝜌=0.1 and 0.3, respectively (Tables 1.10-1.11). In those same four scenarios, 
we see that coverage for ED2 was 0.947, 0.947, 0.947, and 0.946, respectively, and the 
average lengths of the ED2 intervals were 0.133, 0.144, 0.116, and 0.138, respectively 
(Tables 1.5, 1.6, 1.10, 1.11). The WI interval estimates the proportion of siblings of 




interval estimates the proportion to be 22.4%-37.0% with 95% confidence. The simulated 
lengths were close to the true calculated WI and ED2 lengths for the real data (0.144 and 
0.146, respectively), and coverage of the recommended intervals were good for the 
simulations that are similar to the COPD study scenario.  
1.5 Discussion and Conclusions 
This study developed a novel interval, WCC, which is a continuity-corrected 
version of the Wilson score interval for clustered data. We compared the coverage 
probability and empirical length of this novel interval (and a variation, WCCalt) to that of 
six existing intervals designed for binary outcome data, five of which were designed for 
clustered data, as arises in studies with multiple individuals sampled in groups such as 
classrooms or hospitals, as well as in studies with multiple measurements per individual. 
We found that the WCC interval had superior coverage to the other intervals examined in 
most cases where the cluster size was large (5 or 10). 
Our simulation study showed that many of the existing asymptotic intervals 
proposed for use with clustered binary data had under- or over- coverage when sample 
size was less than approximately 75 patients, regardless of intraclass correlation or cluster 
size. Under-coverage in small sample sizes was especially pronounced when the true 
proportion was close to 0 or 1 (𝜋 =0.1 in our simulations), which is similar to what is 
seen with asymptotic intervals when 𝜋 is close to 0 or 1 in the binomial distribution for 
independent observations. In the clustered case, the small-sample detrimental effect on 




The Wald interval had low coverage in nearly all scenarios we examined, which 
was to be expected considering that the Wald interval assumes independent observations. 
The under-coverage of the Wald interval in simulation scenarios where 𝜌=0.01 suggests 
that interval methods accounting for correlation are warranted even when correlation 
within clusters is weak. The ED0 interval had adequate coverage in most cases when 𝜋 
=0.3 or 0.5 and sample size was 75 or greater, but had severe under-coverage when 𝜋 
=0.1. ED1 had good coverage in some scenarios, but was overly conservative when 
cluster size was 2, as well as when  𝜋 =0.5 and sample size was small. ED1 was also anti-
conservative when n was small but cluster size was larger (5 or 10). This agrees with 
Kang and Lee (2010), who measured coverage at 0.701 for n=10 and 1-10 measurements 
per cluster for this interval. Finally, when 𝜋=0.1 at larger cluster size (5, 10), ED1 was 
anti-conservative at low ICC (0.01, 0.05, 0.1) and conservative at higher ICC (0.3, 0.5). 
Of the intervals we compared, the ED2, WI, and the newly-developed WCC 
interval appeared to best control coverage at the 0.95 level for the variety of scenarios we 
examined. While other intervals exhibited good coverage in some scenarios, all except 
for ED2, WI, and WCC had some combination of cluster size and true 𝜋 for which there 
was severe under-coverage. While ED2 could be overly conservative when n was small 
and 𝜋 =0.1, this high coverage probability did not result in a lack of precision—the 
lengths of the ED2 intervals in these scenarios were not noticeably longer than the 
lengths of the other, less conservative intervals. This appeared to be due to a large 
number of “missing” intervals resulting when the interior portion of the logarithm in the 




is small. These intervals were not included in the calculation of coverage, and so the 
overly high coverage may have been due to artificial inflation among the non-missing 
intervals. The missing intervals also create a practical problem, since ED2 may be 
undefined for some real-world scenarios. 
For a smaller cluster size (2), the continuity-corrected Wilson interval (WCC) was 
conservative regardless of sample size, while the WI and ED2 intervals generally had 
good coverage regardless of sample size. For a cluster size of 5, WCC was conservative 
when correlation and the true proportion were low, but otherwise seemed to outperform 
the other intervals. For a larger cluster size (10), WCC performed the best across all 
sample sizes with regard to coverage, and improved upon the coverage of existing 
intervals for small n. The Wilson interval with a continuity correction based on effective 
sample size (WCCalt) proved to be overly conservative in most cases. As a result, we 
suggest using the WI or ED2 interval when cluster size is small (approximately 2), and 
the WCC interval when cluster size is larger (Table 1.1). Caution should be used with any 
of these asymptotic confidence interval methods when the true proportion is close to 0 or 






2. ONE- AND TWO-SIDED HYPOTHESIS TESTS FOR A SINGLE 
PROPORTION FOR CLUSTERED BINARY DATA: DERIVATION AND TYPE I 
ERROR 
2.1 Introduction  
One-sided hypothesis tests for a single proportion are used frequently in clinical 
trials. For instance, investigators may want to show that the proportion of adverse events 
falls below a pre-specified value, or that the sensitivity, specificity, or positive or 
negative predictive value of a diagnostic exceeds a performance goal. These hypothesis 
tests may also be needed when the experimental design results in clustered binary 
outcome data. In a motivating clinical trial, a melanoma diagnostic is being tested for 
effectiveness, and participants in the trial may contribute more than one potentially 
cancerous lesion to be assessed by the diagnostic. Investigators wish to show that the 
proportion of non-cancerous lesions correctly identified by the diagnostic (i.e. specificity) 
is greater than a performance goal. In other words, the following hypothesis test is 
performed: 
𝐻0: 𝜋 = 𝜋0           𝐻1: 𝜋 > 𝜋0 
where 𝜋 is the true proportion of correctly identified non-cancerous lesions, and 𝜋0 is the 
performance goal, a pre-specified constant value. While confidence interval methods 
exist to estimate the precision of a proportion estimate when binary outcome data are 
clustered (e.g. Saha et al., 2016; Kang and Lee, 2010; Kwak, 2015), these have not been 
explicitly converted into hypothesis testing methods. This chapter addresses the 




clustered binary data into one-sample hypothesis tests, including the novel confidence 
interval developed in Chapter 1 of this dissertation, and (2) assessing the validity (ability 
to maintain the Type I error rate at the chosen level) of these one- and two-sided 
hypothesis tests with a Monte Carlo simulation study which estimates the Type I error 
rates. 
Confidence intervals and hypothesis tests are paired concepts, in that a two-sided, 
α-level hypothesis test rejects the null hypothesis if and only if the corresponding (1-
α)*100% confidence interval excludes the null value. Often in clinical trials, confidence 
intervals are used to conduct hypothesis tests (e.g. Rosenberg et al. 2016). While this is a 
valid approach, a closed form solution for hypothesis test statistics is useful in that it 
allows for convenient calculation of p-values, whereas confidence intervals do not. Thus, 
the interval methods discussed in Chapter 1 will be converted into closed form 
expressions for test statistics, which can be used to conduct hypothesis tests using normal 
approximations and continuity corrections when necessary. 
Newcombe (1998, 2011) describes a phenomenon with regard to confidence 
intervals for a single proportion, in which non-coverage of certain confidence intervals 
tends to occur in one direction more frequently than the other (either with the lower 
bound of the interval exceeding the true parameter value, or with the upper bound of the 
interval less than the true value). In the context of hypothesis testing for a single 
proportion, this means that a two-sided level α hypothesis is not guaranteed to have one-
sided tail probabilities that each equal α/2. This is a problem if one wishes to conduct a 




a two-sided test result will produce the desired nominal coverage. Since all confidence 
intervals described in Chapter 1 are constructed using asymptotically normal pivots, the 
upper- and lower-side probabilities of non-coverage will each converge to α/2 as sample 
size increases. However, at smaller sample sizes this assumption may not hold.   
The definitions of “distal” and “mesial” to describe the directionality of non-
coverage of confidence intervals from Newcombe (2011) are used throughout this 
dissertation. Additionally, the definition of distal and mesial non-coverage of confidence 
intervals is extended to the hypothesis testing setting here, defining distal and mesial 
rejection of hypothesis tests for a single proportion as follows. First, we define the 
following null and alternative hypotheses: 
H0:π=π0 H1: π<π0 H2: π>π0 
If the null value of the parameter (performance goal), π0, is less than 0.5, then distal 
rejection of the null hypothesis H0 is defined as rejecting H0 for the alternate hypothesis 
H1, and mesial rejection of H0 is defined as rejecting H0 for H2. If π0>0.5, then distal 
rejection of the null hypothesis is defined as rejecting H0 for H2, and mesial rejection is 
defined as rejecting H0 for H1. If π0=0.5, then distal and mesial rejection are undefined. 
However, in this case, P(reject H0 for H1|H0 true) = P(reject H0 for H2|H0 true), due to the 
symmetry of confidence intervals and hypothesis tests for a single proportion within the 
parameter space [0,1], and so non-coverage is necessarily symmetrical when the 
performance goal is 0.5. An illustration of distal and mesial non-coverage and its relation 





Illustration 2.1. Definitions of distal and mesial rejection of one-sided level α/2 hypothesis 
tests, with diagram of equivalent distal and mesial non-coverage of (1-α)*100% confidence 
intervals. 
The property of unequal distal and mesial rejection is a result of the discreteness 
of binary data and the boundedness of its parameter space. When data are normally 
distributed, the probabilities of incorrectly rejecting a true null hypothesis H0: µ=µ0 for 
the lower (H1: µ<µ0) and the upper (H2: µ>µ0) alternative hypotheses are each equal to 
α/2. This assumes that the parameter space is (-∞,∞), which is not usually the case in 
real-world situations, but often the values of the variable are far enough from any 
theoretical or practical bound that the distribution of the test statistic is not affected 




parameter space mean that the normal approximation to the binomial distribution does 
not hold at small sample sizes or when the null value of the parameter is close to 0 or 1. 
For binomial data, a common ‘rule of thumb’ states that, in order for a normal 
approximation to be used, np and n(1-p) (i.e. the product of the sample size and the 
distance from the parameter to the bounds of the parameter space) should be greater than 
5 (Schader and Schmid 1989). Deviations of the sample distribution from the normal 
approximation can result in inflated Type I error rates. Additionally, even if the two-sided 
Type I error is at the nominal level in such a case, the assumption that P(reject H0 for 
H1|H0 true)=P(reject H0 for H2|H0 true)=α/2 may not necessarily hold, as described above.  
One-sided hypothesis testing around a null value that is close to 0 or 1 is not an 
uncommon problem. For instance, one may want to show that the proportion of people 
with adverse events in response to an intervention is low (close to 0), or that the 
sensitivity or specificity of a diagnostic is high (close to 1); both cases are examples of 
distal rejections of a null hypothesis. In other cases, a historical control response rate may 
be low, and investigators want to show that a treatment exceeds this rate, such as in a 
study published by Rosenberg et al. (2016), which tests whether the objective response 
rate in patients given a study drug for metastatic urothelial carcinoma is greater than a 
historical control response rate of 10% (an example of mesial rejection). 
Pradhan et al (2016) addresses the question of one-sided hypothesis testing for 
independent binary data using one-sided confidence intervals for a single proportion. The 
authors compare eight one-sided intervals with regard to coverage and length, noting that 




nominal level for the corresponding one-sided intervals, even for exact two-sided 
intervals. Pradhan et al. (2016) assesses these confidence intervals where the motivating 
example is a clinical trial where the investigators wish to test the following hypothesis for 
non-inferiority of a treatment: 
𝐻0: 𝜋 − 𝜋0 ≤ −𝛿 versus  𝐻1: 𝜋 − 𝜋0 > −𝛿 
where 𝜋 is the parameter to be estimated, 𝜋0 is a pre-specified constant (usually an 
established effectiveness of an existing treatment), and 𝛿 > 0 is the non-inferiority 
margin. The motivating example in Pradhan et al. (2016) is a study of a device for 
treating stress urinary incontinence in older women, which investigators wanted to show 
was non-inferior with regard to efficacy, compared to a historical efficacy rate of 85% 
among existing devices. The non-inferiority margin was 10%, meaning that an efficacy 
rate greater than 75% for the new device was considered to be non-inferior to the rate for 
existing alternatives. This motivating example can be generalized to any one-sided 
hypothesis test for a single proportion.  
In this chapter, a similar simulation study for methods related to clustered binary 
data will be carried out to assess the operational characteristic control of Type I error. 
The confidence intervals are converted into hypothesis tests, and then compared with 
respect to their control of Type I error using Monte Carlo simulations. As discussed 
above, having a closed form expression for a test statistic allows for p-value calculation 
using the normal approximation, and such hypothesis tests have not yet been derived 





2.2 Hypothesis Tests for Single Proportions with Clustered Binary Outcome 
Data 
This section describes the derivation of the test statistics corresponding to the 
ED0, ED1, ED2, KW, WI, and WCC confidence intervals defined in Chapter 1. The 
ED0, ED1, and ED2 intervals were developed by Kang and Lee (2010), KW was 
introduced by Kwak (2015) and WI was introduced by Saha et al. (2016). Finally, WCC 
is a new interval introduced in Chapter 1 of this dissertation.  
 
2.2.1 Edgeworth Expansion-based Hypothesis Tests (ED0, ED1, ED2) 
The expression for the ED0 interval given in Kang and Lee (2010)
2
 is: 





−1(?̂? + ?̂?𝑧1−𝛼 2⁄
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−1(?̂? + ?̂?𝑧1−𝛼 2⁄
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(see section 1.2.3 for detail). To reject 𝐻0: 𝜋 = 𝜋0 for the alternate hypothesis 𝐻1: 𝜋 > 𝜋0 
at level α/2, the lower bound of the confidence interval must be greater than or equal to 
𝜋0. If the lower bound of the 100*(1-α)% confidence interval for 𝜋 is set equal to 𝜋0, that 
represents the situation where a test statistic for this hypothesis should equal the upper 
tail critical value 𝑧𝛼 2⁄ , assuming that Pr(reject 𝐻0 for 𝐻1|𝐻0 true) = Pr(reject 𝐻0 for 
𝐻2|𝐻0 true), with 𝐻1and 𝐻2 defined as in Section 2.1. The assumption of equal tail 
                                                        
2
 The ED0 interval is referred to as CL6 in Kang and Lee (2010). The formula given here for ED0 












probabilities is reasonable at large sample sizes, since the interval is constructed using a 
pivot assumed to have an asymptotically normal distribution, and the normal distribution 
is symmetrical. Therefore, in the equation below, solving for the critical value 𝑧𝛼 2⁄  yields 
an asymptotically normal test statistic for this hypothesis test. 
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2 , the above is a quadratic equation in 𝑧𝛼 2⁄ , which is solved using 
the quadratic formula as follows: 
















Of the two solutions given by the quadratic formula, the correct solution was identified as 
the one where substituting in the lower confidence bound of an example interval for 𝜋0 
yields the correct critical value 𝑧𝛼 2⁄ : 
















Since this expression holds regardless of the value of α, it is possible to generalize and 




hypothesis test described above, defined here as ZED0. For a one-sided level α/2 test, 
𝐻0: 𝜋 = 𝜋0 is rejected in favor of 𝐻1: 𝜋 > 𝜋0 if ZED0 > 𝑧𝛼 2⁄  . 
A similar procedure identifies the test statistics for the one-sided level α/2 
hypothesis test  𝐻0: 𝜋 = 𝜋0 versus 𝐻2: 𝜋 < 𝜋0, using the upper bound of the 100*(1-α)% 
confidence interval rather than the lower. 
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In this case, to obtain the upper tail critical value 𝑧𝛼 2⁄ , the following solution is used:  
















The above expression is equal to the negative of ZED0, and so the one-sided level α/2 test 
of 𝐻0: 𝜋 = 𝜋0 versus 𝐻2: 𝜋 < 𝜋0 will reject the null hypothesis when ZED0 < −𝑧𝛼 2⁄  . For 
a two-sided level α test, reject 𝐻0: 𝜋 = 𝜋0 in favor of 𝐻3: 𝜋 ≠ 𝜋0 if ZED0 > 𝑧𝛼 2⁄  or ZED0 
< −𝑧𝛼 2⁄  . 
Test statistics for ED1 and ED2 were derived in a similar way (derivations not shown) 
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Note that the expressions for ED0, ED1, and ED2 test statistics are undefined 
when ?̂? = 0.5 due to zero-value denominators. A similar problem was observed in 
Chapter 1 for the ED1 and ED2 confidence intervals. To account for these undefined test 
statistics, each test statistic was treated as a function of ?̂? and the limit of each test 
statistic was taken as ?̂? → 0.5. The derivation of the test statistic formulas for ?̂? = 0.5 
can be found in Appendix D, and the formula is as follows: 
When ?̂? = 0.5,  
𝑍𝐸𝐷0 = 𝑍𝐸𝐷1 = 𝑍𝐸𝐷2 =
𝑀1(1 − 2𝜋0)






2.2.2 Hypothesis Test Derived from Kwak et al. (2015) (KW) 
Kwak et al. (2015) posit that in the presence of clustered binary data, √𝑛(?̂? − 𝜋) 
is asymptotically normally distributed with mean 0 and a variance, which can be 












where 𝑥𝑖𝑗 is the binary response at site j within subject i. It is straightforward, then, to 











To reject 𝐻0: 𝜋 = 𝜋0 for 𝐻1: 𝜋 > 𝜋0 at level α/2, 𝑍𝐾𝑊 must be greater than 𝑧𝛼 2⁄ . To 
reject 𝐻0: 𝜋 = 𝜋0 for 𝐻2: 𝜋 < 𝜋0 at level α/2, 𝑍𝐾𝑊 must be less than −𝑧𝛼 2⁄  . For a two-
sided level α test, reject 𝐻0: 𝜋 = 𝜋0 for 𝐻3: 𝜋 ≠ 𝜋0 if 𝑍𝐾𝑊 < −𝑧𝛼 2⁄  or 𝑍𝐾𝑊 > 𝑧𝛼 2⁄  . 
2.2.3 Wilson Score Test (WI) 
Saha et al (2016) gives the following as an asymptotically normal random 








It is adapted for a hypothesis testing by replacing 𝜋 with the null value 𝜋0, such that it 












≤ 𝑧𝛼 2⁄  , 
a test statistic 𝑍𝑊𝐼 which takes values less than −𝑧𝛼 2⁄  or greater than 𝑧𝛼 2⁄  is equivalent 
to 𝜋0 falling outside of the bounds of a 100*(1-α)% confidence interval for 𝜋, and is 
therefore equivalent to rejecting the null hypothesis 𝐻0: 𝜋 = 𝜋0 at level α in favor of a 
two-sided alternative hypothesis 𝐻3: 𝜋 ≠ 𝜋0. For a one-sided level α/2 test, 𝐻0: 𝜋 = 𝜋0 is 
rejected in favor of 𝐻1: 𝜋 > 𝜋0 at level α/2 if 𝑍𝑊𝐼 > 𝑧𝛼 2⁄  , and 𝐻0: 𝜋 = 𝜋0 is rejected in 
favor of 𝐻2: 𝜋 < 𝜋0 at level α/2 if 𝑍𝑊𝐼 < −𝑧𝛼 2⁄ , again assuming symmetry with regard 
to the direction of rejection. 
2.2.4 Wilson Score Continuity-Corrected Test for Clustered Binary Data (WCC) 
In Chapter 1, the two-sided WCC 100*(1-α)% confidence interval was defined as 









≤ 𝑧𝛼 2⁄  
As with the WI interval, replacing 𝜋 with 𝜋0 on the left side of the inequality results in a 
test statistic that is asymptotically normally distributed under the null hypothesis 𝐻0: 𝜋 =
𝜋0 . The test statistic is always positive (when the correction is larger than |?̂? − 𝜋0|, 
which would result in a negative value for the test statistic, the correction is not used—
see below), and therefore has a distribution that is essentially the absolute value of a 
normal distribution (also referred to as a folded normal distribution). We therefore square 
















To perform a one-sided level α/2 test of 𝐻0: 𝜋 = 𝜋0 versus 𝐻1: 𝜋 > 𝜋0 , reject 𝐻0  
when  𝜒𝑊𝐶𝐶
2 > 𝜒𝛼,1𝑑𝑓
2  and ?̂? > 𝜋0. Similarly, to perform a one-sided level α/2 test of 
𝐻0: 𝜋 = 𝜋0 versus 𝐻2: 𝜋 < 𝜋0 , reject 𝐻0  when  𝜒𝑊𝐶𝐶
2 > 𝜒𝛼,1𝑑𝑓
2  and ?̂? < 𝜋0. Finally, to 
perform a two-sided level α test of 𝐻0: 𝜋 = 𝜋0 versus 𝐻3: 𝜋 ≠ 𝜋0, reject 𝐻0 when 
𝜒𝑊𝐶𝐶
2 > 𝜒𝛼,1𝑑𝑓
2  regardless of the relative values of 𝜋0 and ?̂?. 
In Fleiss’ (2003) derivation of the continuity-corrected Wilson score interval for a 
single binomial proportion (independent data), it is advised not to employ the continuity 




guidance here, if |?̂? − 𝜋0| −
1
2𝑀1
< 0 then the numerator of 𝜒𝑊𝐶𝐶
2  becomes |?̂? − 𝜋0|, and 
the test statistic becomes equivalent to 𝑍𝑊𝐼
2. 
2.3 Monte Carlo Simulation Study: Methods 
Monte Carlo simulations were performed to assess the validity of the hypothesis 
tests introduced in the above section (i.e., to assess their ability to control the Type I error 
at the nominal level). As mentioned above, the two-sided Type I error rate for a 
hypothesis test should theoretically equal one minus the coverage probability of the 
corresponding two-sided confidence interval. While the coverage probabilities for each of 
the intervals corresponding to the hypothesis tests above where shown in Chapter 1, the 
two-sided Type I error rates from the simulations are presented here for the sake of 
completeness. However, as discussed above, one-sided “distal” and “mesial” Type I error 
rates are of particular interest, e.g. for the motivating clinical trial of a melanoma 
diagnostic.   
Simulated Type I error is calculated for each test in a given scenario as the 
proportion of 100,000 randomly generated data sets under the null hypothesis for which a 
test rejects the null hypothesis. The Type I error rate depends on the directionality of the 
test (i.e. distal or mesial), the value of the performance goal (𝜋0), the sample size 
(number of clusters), the cluster size, and the intraclass correlation. To maintain 
consistency with the confidence interval simulation study in Chapter 1, the same 
scenarios are used for simulations in this chapter:  
(1) Null hypotheses of 𝜋0=(0.1, 0.3, 0.5),  




(3) Fixed cluster sizes of 𝑚𝑖 =(2, 5, 10) and random (uniformly distributed) 
cluster sizes of 𝑚𝑖 =(1-2, 1-5, 1-10), and  
(4) True ICCs of 𝜌=(0.01, 0.05, 0.10, 0.30, 0.50).  
Due to the symmetry of the parameter space, the Type I error rate in a given 
scenario for, say, 𝐻0: 𝜋 = 0.1 versus 𝐻1: 𝜋 < 0.1 is equivalent to that for  𝐻0: 𝜋 = 0.9 
versus 𝐻1: 𝜋 > 0.9. In other words, a distal rejection of the null hypothesis 𝐻0: 𝜋 = 𝜋0 is 
mathematically equivalent to a distal rejection of the null hypothesis 𝐻0: 𝜋 = (1 − 𝜋0). 
Likewise, a mesial rejection of the null hypothesis 𝐻0: 𝜋 = 𝜋0 is equivalent to a mesial 
rejection of the null hypothesis 𝐻0: 𝜋 = (1 − 𝜋0). Thus, by examining null values 
𝜋0=(0.1, 0.3, 0.5) in our simulations, results for 𝜋0=(0.7, 0.9) are obtained by extension. 
All simulations used an alpha level of 0.05 for a two-sided test and 0.025 for a one-sided 
test. Assuming that good Type I error control at α=0.05 is indicative of the test statistic 
having a normal distribution under the null hypothesis, we would expect that a test 
performing well at α=0.05 would also perform well at other alpha levels. 
Summary tables of recommended hypothesis tests based on the Type I error rates 
from the simulation study are represented. A one-sided hypothesis test was included in 
the table of recommended tests for a given scenario if the simulated Type I error rate was 
between 2.25% and 2.75% for all sample sizes considered. This criterion was designed to 
coincide with the one used in Chapter 1 for a two-sided coverage probability, which gave 
a margin of 0.5 percentage points on either side of the 95% nominal coverage. Since one-
sided tests are being considered here, tests with Type I error rates within 0.25 percentage 




test that met the criterion for Type I error for all n (25, 50, 75, 100, 200) for a given 
scenario was included in the table. In some scenarios, there was no hypothesis test that 
met the criterion for Type I error rate for all n. In such cases, all tests that met the 
criterion for n ≥ 50 were included in the table. If no tests had good Type I error rates for 
all n ≥ 50, then all tests with good Type I error rates for n ≥ 75 were included, and so on.  
ρ π0 Cluster Size 
  2 5 10 
  Distal Mesial Distal Mesial Distal Mesial 
0.01 0.1, 0.9 none 
WCC   
(n≥ 50) 
WI       
(n≥ 200) 
WCC WI 
WCC     
(n≥ 50) 
 0.3, 0.7 WI 
WI       
(n≥ 100) 
ED2 KW, WCC WCC WCC 
 0.5 ED2 ED2 WCC WCC WCC WCC 
0.05 0.1, 0.9 none 
WCC   
(n≥ 50) 
WI  











WCC WCC WCC WCC 
0.10 0.1, 0.9 none 





WCC   
(n≥ 75) 
WCC 
















WCC WCC WCC WCC 
0.30 0.1, 0.9 none 








 0.3, 0.7 
WI  
(n≥ 50) 









WCC WCC WCC WCC 




WCC   
(n≥ 75) 
WCC     
(n≥ 50) 
 0.3, 0.7 










 0.5 WI WI WCC WCC WCC WCC 
Table 2.1. Recommended one-sided test(s) to use for various values of ρ, π, and fixed 
cluster size. 
In the cases where 𝜋0=0.5, there is no distinction between mesial and distal 




parameter space, Type I error rates on the upper and lower side of 𝜋0=0.5 should 
theoretically be equal. However, due to random variation in the simulated samples, this 
may not always be the case in the simulation results. In cases with 𝜋0=0.5 where a test is 
found to have adequate Type I error for one one-sided test but not the other, the test was 
not included in the table of recommendations for that scenario, as it likely represents a 
case where Type I error is borderline.  
Type I error rates were plotted for two-sided, distal, and mesial tests for all 
simulation scenarios. The range of Type I error rates of these plots was restricted to be 
able to differentiate performance of the hypothesis tests near the desired alpha level, and 
therefore some tests with very inflated Type I error rates are not pictured on the plots, as 
they fall outside the plotted range. Type I error rates for these tests are found in the tables 








Figure 2.1. Type I error as a function of sample size for 𝝆=0.1, 𝝅𝟎=0.1, and fixed cluster 
size. Reference lines denote 5%±0.5% (nominal Type I error rate for two-sided tests) and 
2.5%±0.25% (nominal Type I error rate for one-sided tests). 
2.4 Monte Carlo Simulation Study: Results 
2.4.1 Moderate Intraclass Correlation: 𝜌=0.1 
Because of the large number of simulation scenarios considered in this chapter, 
this first section will focus on the results from the scenarios where 𝜌=0.1, the median 
correlation value considered in the simulation study. First, the scenarios where 𝜋0=0.1 
will be examined, where the behaviors of the distal and mesial one-sided hypothesis tests 
are most distinct. These results are presented in Figure 2.1. First, since committing a 
Type I error for a two-sided hypothesis test is equivalent to non-coverage in the 
corresponding confidence interval, it is expected that the Type I error rate for a given 
two-sided hypothesis test will be equivalent to the non-coverage probability for the 
corresponding confidence interval. This is borne out in the simulated two-sided Type I 
error rates. For example, in Chapter 1, it was found that the WCC interval was 
conservative when 𝜋0=0.1, 𝜌=0.1, and cluster size=2. When n=25 in this scenario, the 
coverage probability was 98%. In Figure 2.1, the two-sided Type I error for the same 
scenario is 2%, or (100 – 98)%, as expected. This conservatism of the WCC hypothesis 
test in this scenario, however, is not shared equally between the distal and mesial 
rejection rates. In fact, the mesial Type I error rate is close to the nominal 2.5% level for 
n ≥ 75; the conservatism of the two-sided WCC test appears to be driven by conservatism 
in the distal one-sided hypothesis test. The WI test, which has the two-sided Type I error 




and an inflated Type I error for the mesial one-sided test, and is therefore not well-suited 
for either one-sided test. None of the intervals examined had adequate Type I error rate 





Figure 2.2. Type I error as a function of sample size for 𝝆=0.1, 𝝅𝟎=0.3, and fixed cluster 
size. Reference lines denote 5%±0.5% (nominal Type I error rate for two-sided tests) and 
2.5%±0.25% (nominal Type I error rate for one-sided tests). 
When cluster size is 5, again with 𝜌=0.1 and 𝜋0=0.1, WCC is the only test with 
simulated Type I error rate close to the nominal level for the two-sided and one-sided 
tests for all sample sizes.  Unlike the above scenario with cluster size=2, the one-sided 
tests perform similarly to one another with regard to Type I error rate. Note that only five 
hypothesis tests have Type I errors pictured in the two-sided plots for this scenario, 
because the ED0 hypothesis test has a very inflated Type I error rate here (>0.07) and 
falls outside the plot range. Finally, when cluster size is 10, with 𝜌=0.1 and 𝜋0=0.1, WCC 
outperforms the other tests with regard to one- and two-sided Type I error. 
As 𝜋 approaches the center of the parameter space (𝜋0=0.3 and 𝜋0=0.5), 
hypothesis tests trend toward better control of the desired Type I error rates in general. 
For 𝜌=0.1, 𝜋0=0.3, and cluster size=2, ED2 and WI each have two-sided Type I error 
close to the nominal level when n ≥ 50 (Figure 2.2). With regard to one-sided Type I 
error, WI has good distal performance and ED2 does not. In the mesial case, WI and ED2 
both have Type I error close to the nominal level, with ED2 behaving more 
conservatively than WI.  The distal WCC test is conservative in this case, and the mesial 
WCC is borderline conservative. When cluster size is 5, WCC, ED2, and ED0 all have 
good control of two-sided Type I errors. However, ED0 has poor symmetry of rejection 
under the null, with an overly conservative distal Type I error rate and a markedly 
inflated Type I error rate on the mesial side. The WCC distal test is slightly conservative, 




on the distal side, with good performance on the mesial side. The best performing test 
with regard to controlling distal one-sided error appears to be WI, except in the case 
where n=25, where it has an inflated Type I error for both directions of rejection. When 
cluster size is 10, WCC and ED2 are the best performing two-sided tests. Of those, WCC 
outperforms ED2 in the mesial test as well as the distal test (except when n=25). WI also 
has good Type I error for n ≥ 50 in the distal case. 
When 𝜋0=0.5 (Figure 2.3), the distal and mesial Type I error rates should 
theoretically be equal. Approximately equal Type I error rates on the lower and upper 
sides are seen in Figure 2.3, as expected. Slight differences in the results arise due to 
random chance in the simulations. Because lower and upper Type I error are equivalent 
here, tests will have good one-sided Type I error properties if and only if they have good 
two-sided Type I error properties. The results here match what was found for the 
corresponding confidence interval simulations in Chapter 1, with ED2 performing best at 
a cluster size of 2 and WCC performing best when cluster size is 5 or 10. The simulated 





Figure 2.3. Type I error as a function of sample size for 𝝆=0.1, 𝝅𝟎=0.5, and fixed cluster 
size. Reference lines denote 5%±0.5% (nominal Type I error rate for two-sided tests) and 




2.4.2 Effect of Intraclass Correlation 
Results for 𝜌=0.01 and 𝜌=0.05 simulations can be found in Figures 2.4-2.6 and 
2.7-2.9, respectively, and results for 𝜌=0.30 and 𝜌=0.50 simulations can be found in 
Figures 2.10-12 and 2.13-15, respectively. The performance of the hypothesis tests as 
ICC decreases or increases is largely similar to when 𝜌=0.10; the main differences are 
highlighted here.  
First, when 𝜋0=0.1 and cluster size is 10, the best-performing distal one-sided 
hypothesis test shifts from WCC (𝜌=0.10), to WI and WCC (𝜌=0.05), to WI alone 
(𝜌=0.01) as ICC decreases. The WI test has inflated Type I error when ICC is higher, 
which decreases to be closer to the nominal range as ICC decreases. The Type I error for 
WCC also decreases as ICC decreases, such that it is adequate when 𝜌=0.10 but too 
conservative when 𝜌=0.01. In general, low sample sizes tended to produce increasingly 
inflated Type I error for distal tests as ICC increased from 0.01 to 0.5, such that no test 
controlled Type I error for a distal test at n<200 for 𝜌=0.3 or for n<75 for 𝜌=0.5. Inflated 
Type I errors for distal one-sided tests at low n and high ICC also drove the two-sided 
tests in those scenarios to have inflated Type I error rates. 
Secondly, when 𝜋0=0.5 and cluster size=2, WI performs well (controls Type I 
error at nominal level) at higher ICC (0.05, 0.10, 0.30, 0.50), and ED2 performs well at 
lower ICC (0.01, 0.05, 0.10) (Table 2.1), for the one- and two-sided tests. Looking at the 
Figures, both tests have borderline inflated Type I error rates. WI has too high of a Type I 
error rate at n=25 when correlation is low, and ED2 has inflated Type I error in the 




generate Figures 2.4-2.9 can be found in tables 2.3-2.4, and the Type I error values used 
to generate Figures 2.10-2.15 are in tables 2.6-2.7. 
2.4.3 Effect of Cluster Size 
As expected given the confidence interval performance in Chapter 1, the two-
sided WCC test performs better (controls two-sided Type I error at nominal level) at 
larger cluster sizes (5 and 10), and the two-sided WI and ED2 tests perform better at 
smaller cluster sizes, regardless of ICC. However, this trend is more complex when one-
sided tests are considered. When cluster size is 2, WCC has good one-sided Type I error 
control in many cases for mesial tests. WCC is a conservative two-sided test when cluster 
size is 2, but this conservatism is generally driven by conservatism on the distal side. 
Because there are many scenarios where the WCC hypothesis test has good Type 
I error for a cluster size of 5 and overly conservative Type I error at a cluster size of 2, it 
is useful to consider cases where cluster size is 3 or 4. Simulations with the same 
combinations of ICC and null proportion were performed, with cluster sizes of 3 and 4, 
respectively. The full results from these simulations for all examined hypothesis tests can 
be found in tables 2.8-2.12. Highlighted here is the performance at cluster sizes of 3 and 
4 from five example scenarios where WCC is recommended for a cluster size of 5 but not 
2: (1) When 𝜌=0.01 and 𝜋0=0.5, WCC performs well at a cluster size of 4 and is 
conservative when cluster size is 3, for distal, mesial, and two-sided tests (Figure 2.16). 
(2) When 𝜌=0.1 and 𝜋0=0.5, WCC performs well at a cluster size of 4 and n≥50, and is 
too conservative when cluster size is 3, for distal, mesial, and two-sided tests (Figure 




3, and when cluster size is 4 (except for when n=200) (Figure 2.18). (4) When 𝜌=0.5 and 
𝜋0=0.3, a distal test is borderline conservative when cluster size is 3 or 4 (Figure 2.19). 
(5) Finally, when 𝜌=0.3 and 𝜋0=0.1, a distal test is too conservative when cluster size is 
3, and has inflated Type I error for a cluster size of 4 (n=25, 50) and adequate or slightly 
conservative Type I error when n ≥75 (Figure 2.20). From these examples, it is found that 
generally, cases where WCC was found to be too conservative at a cluster size of 2 will 
also have WCC be conservative at a cluster size of 3, while in some of those cases WCC 
will have good Type I error properties at a cluster size of 4.  
Since the cluster size in many real-world cases is not fixed, simulations were 
performed with random cluster sizes of 1-2, 1-5, and 1-10. The results from these 
simulations are shown in Figures 2.21-2.35 and tables 2.13-2.17, and the recommended 
intervals based on the simulation results are in table 2.2. In most cases the results from 
these scenarios are similar to those from the corresponding fixed cluster size simulations.  
2.5 Application to Data Set 
This section applies the WCC hypothesis test to the example data set from Liang 
et al (1992), originally collected by Cohen (1980), and described in Chapter 1 of this 
dissertation. In Chapter 1, a 95% confidence interval was constructed around an estimate 
for the prevalence of impaired pulmonary function (IPF) among siblings of patients with 
Chronic Obstructive Pulmonary Disease (COPD). The estimated prevalence was 
?̂?=0.296, and the WCC 95% confidence interval was calculated to be (0.226, 0.375). A 
possible hypothesis test of interest could be to determine whether the prevalence of IPF 




A Center for Disease Control report based on data from the NHANES I survey of 
the United States population in 1971-1975 (a similar time period as the collection of data 
in the Cohen [1980] study) found the national prevalence of obstructive lung function 
impairment to be 15% (Mannino et al. 2002). Impairment was measured using spirometry 
and was defined as FEV1/FVC<0.70 (FEV1: forced expiratory volume in 1 second, FVC: 
forced vital capacity), which is similar to the definition in the Cohen (1980) study, which 
defined IPF as FEV1/FVC<0.68. The null hypothesis for this test is 𝐻0: 𝜋=0.15, and the 
one-sided alternative hypothesis is 𝐻1: 𝜋 >0.15. This constitutes a mesial hypothesis test. 
With a null value close to 0.1, and a sample size of 100 clusters with 1-6 participants per 
cluster, Table 2.1 suggests that the WCC hypothesis test is the best-performing option for 
any ICC between 0.01 and 0.5. The estimated ICC from the data set is ?̂? =0.18, making it 
likely that the true ICC is within the desired range.  
From the data set, the WCC test statistic is calculated to be 𝜒𝑊𝐶𝐶
2  =24.17, which 
corresponds to a p-value of 8.8*10
-7
. At a level of 0.05/2=0.025, the null hypothesis is 
rejected, and it is concluded that there is a greater proportion of IPF among siblings of 
COPD than among the general population. While there are epidemiological limitations to 
this analysis (the definitions of IPF differed slightly between studies, and the 
demographic characteristics of siblings of COPD patients are likely different than those 





2.6 Discussion and Conclusions 
In this study, six confidence interval methods of estimating the precision of a 
single proportion when outcome data is binary and clustered were extended to a 
hypothesis testing setting. One of those methods was the WCC confidence interval we 
developed in Chapter 1, which had promising coverage probabilities in a Monte Carlo 
simulation study. For all hypothesis testing methods derived here, the one- and two-sided 
Type I error rates were compared using Monte Carlo simulations.  
The results of the simulation study support the idea that examining one-sided 
Type I error rates is crucial when assessing the validity of hypothesis tests in 
circumstances where the parameter space is bounded. This corroborates the assertion by 
Newcombe (1998) that confidence interval location properties are of great importance. If 
it is erroneously assumed that one-sided hypothesis tests will control Type I error at α/2 if 
and only if the corresponding two-sided hypothesis test controls Type I error at α, one 
may rely on one-sided hypothesis tests with inflated Type I error, or avoid well-
performing one-sided hypothesis tests because they are based on two-sided hypothesis 
tests with conservative or inflated Type I error.  
The novel WCC hypothesis test introduced in this chapter has good performance 
in a range of scenarios. When cluster size is 10, WCC has among the best coverage for all 
mesial intervals examined, and all but one distal interval examined (𝜌=0.01, 𝜋0=0.1, 
Table 2.1). Similarly positive results are seen for WCC when cluster size is 5, with the 




hypothesis test was generally too conservative when cluster size was 2, the mesial one-
sided WCC was found to have good Type I error rates in many of these instances. 
Finally, this study reveals that there are some cases for which none of the 
examined one-sided hypothesis tests were valid; namely, distal tests when 𝜋0=0.1 and 
cluster size was 2 or 1-2. In practice, this kind of test would be needed in a situation 
where, for instance, an investigator wanted to show that an intervention had greater than a 
90% success rate in a one-armed trial involving paired organs such as eyes or ears. The 
poor performance of the hypothesis tests in this case is likely due to the proximity of the 
null value to the bound of the parameter space, as well as the small number of 
measurements per cluster resulting in a smaller effective sample size for a given n. The 
normal approximation in the binomial case with independent data, for instance, performs 
best when the sample size is large and the proportion being estimated is not close to 0 or 
1. The poor performance of one-sided distal hypothesis tests for these scenarios suggests 
that the normal approximation in the beta-binomial case for clustered data encounters 





3. ONE- AND TWO-SIDED HYPOTHESIS TESTS FOR A SINGLE 
PROPORTION FOR CLUSTERED BINARY DATA: POWER AND SAMPLE 
SIZE  
3.1 Introduction 
In the previous chapter, the WCC hypothesis test was introduced for a single 
proportion when binary outcome data are clustered. The validity of the test with regard to 
type I error was examined under a range of scenarios using Monte Carlo simulations. 
Once the validity of the test is established for a given scenario, it is desirable to be able to 
calculate the theoretical power of the test given a pre-established sample size, or 
inversely, to calculate the sample size needed to achieve a desired power. In this chapter, 
we derive closed-form expressions for statistical power and sample size calculation for 
the WCC interval. The validity of these expressions was assessed using a Monte Carlo 
simulation study.  
Additionally, in sample size calculation for clustered data in other settings, it is 
often assumed that all clusters contain the same number of measurements (e.g. Hayes and 
Bennett 1999, Campbell et al. 2004), in order to simplify calculations. However, real 
world situations may not always result in a fixed cluster size. For instance, in the COPD 
study described in Section 2.5, the number of siblings of COPD patients ranged from 1 to 
6. This chapter explores the robustness of the theoretical power formula developed here 
for fixed cluster sizes to variation in cluster size. Finally, a sample size calculation is 





3.2.1 Closed Form Expression for Statistical Power of the WCC Test 
We first calculate power for rejecting the null hypothesis 𝐻0: 𝜋 = 𝜋0 in favor of a 
true one-sided alternative hypothesis 𝐻1: 𝜋 > 𝜋0. From Chapter 2, the test will reject 𝐻0 
in favor of 𝐻1if ?̂? > 𝜋0 and 





≥ 𝑧𝛼 2⁄  . 
To calculate power, we calculate the probability of rejecting the null hypothesis in favor 
of an alternative hypothesis, given that the alternative hypothesis is true. We assume in 
this case that 𝜋 = 𝜋1 where 𝜋1 > 𝜋0. Therefore, 
𝑃𝑜𝑤𝑒𝑟 = 1 − 𝛽 = Pr 
(
 











Since the alternative hypothesis is 𝐻1: 𝜋 > 𝜋0, we can only reject 𝐻0 for 𝐻1 when ?̂? >



















= Pr (?̂? − 𝜋0 −
1
2𝑀1
≥ 𝑧𝛼 2⁄ √
𝜉𝜋0(1 − 𝜋0)
𝑀1
 | 𝜋 =  𝜋1) 






 | 𝜋 =  𝜋1) 
= Pr (?̂? − 𝜋1 ≥ 𝑧𝛼 2⁄ √
𝜉𝜋0(1 − 𝜋0)
𝑀1
+ 𝜋0 − 𝜋1 +
1
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 | 𝜋 =  𝜋1
)
  
The left side of the inequality within the probability converges to a standard normal 
distribution under 𝜋 =  𝜋1 (Saha 2016). So, the probability evaluates to: 
1 − Φ
(














Since ?̂? is a consistent estimator for 𝜌 (Fleiss and Cuzick, 1979), if follows that  𝜉 is a 
consistent estimator for 𝜉, and therefore √
?̂?
𝜉
 converges in probability to 1 as 𝑀1 → ∞. The 
above expression is simplified to  
1 − Φ
(














which is the power of the hypothesis test to reject 𝐻0 for 𝐻1. Note that this expression for 
power relies on an assumed value of  𝜉 = 1 + 𝜌
𝑀2−𝑀1
𝑀1
. , which depends on the ICC, n, 
and number of measurements per cluster. 
Now we consider the alternative hypothesis 𝐻2: 𝜋 < 𝜋0, or equivalently, 𝜋 =  𝜋1 
where 𝜋1 < 𝜋0. In this case 𝐻0 can only be rejected if ?̂? < 𝜋0, and power is calculated as 
follows: 
𝑃𝑜𝑤𝑒𝑟 = 1 − 𝛽 = Pr 
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Again, the large-sample approximation is used to simplify: 
= Φ
(











Note that if a two-sided alternative hypothesis is desired, the power of the hypothesis test 
is the sum of the upper- and lower-tail probabilities of rejection, since rejecting 𝐻0 for 𝐻1 
and 𝐻2 are mutually exclusive events. Therefore, the power for rejecting 𝐻0: 𝜋 = 𝜋0 in 
favor of 𝐻3: 𝜋 ≠ 𝜋0 is: 
1 − 𝛽 = 1 − Φ
(
























3.2.2 Sample Size Calculation for the WCC Test 
To calculate the sample size needed to obtain a desired level of power, the 




clusters). To begin, we assume a fixed cluster size 𝑚𝑖 = 𝑚 for all 𝑖 = 1, 2, … 𝑛. For a test 
of 𝐻0: 𝜋 = 𝜋0, against 𝐻1: 𝜋 > 𝜋0,  the equation for power is: 
1 − 𝛽 = 1 − Φ
(











To be consistent with the notation of 𝑧𝛼 2⁄ , 𝑧1−𝛽 denotes the z-score for which the upper 
tail probability of a standard normal distribution is equal to 1 − 𝛽. 






























This quadratic equation in √𝑀1 can be solved for 𝑀1using the quadratic formula. 
√𝑀1 =
𝑧1−𝛽√𝜉𝜋1(1 − 𝜋1) − 𝑧𝛼 2⁄ √𝜉𝜋0(1 − 𝜋0)
2(𝜋0 − 𝜋1)
±
√(𝑧1−𝛽√𝜉𝜋1(1 − 𝜋1) − 𝑧𝛼 2⁄ √𝜉𝜋0(1 − 𝜋0))
2






Of these roots, it can be shown that there is always one positive and one negative
3
; the 
square of the positive root is the desired value of 𝑀1. 
Now, consider the alternative hypothesis 𝐻2: 𝜋 < 𝜋0, which has the following equation 
for power:  
1 − β = Φ
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This quadratic equation in √𝑀1 can be solved for 𝑀1using the quadratic formula. 
√𝑀1 =
𝑧𝛽√𝜉𝜋1(1 − 𝜋1) + 𝑧𝛼 2⁄ √𝜉𝜋0(1 − 𝜋0)
2(𝜋0 − 𝜋1)
±
√(𝑧𝛽√𝜉𝜋1(1 − 𝜋1) + 𝑧𝛼 2⁄ √𝜉𝜋0(1 − 𝜋0))
2
+ 2(𝜋0 − 𝜋1)
2(𝜋0 − 𝜋1)
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 For the quadratic equation y=ax
2
+bx+c, if a and c are of opposite signs, there will always be two 
real roots, of which one is positive and one is negative. In our case, a is always negative here 




Again, there will always be one positive root and one negative
4
; squaring the positive 
root gives the desired sample size 𝑀1. Since 𝑀1 is the number of measurements across all 
patients, we can divide by the cluster size to obtain the desired n.  
Note that the variance inflation factor 𝜉 is used in the calculation of 𝑀1, even though its 
formula contains 𝑀1. However, given that 𝑀1 = ∑ 𝑚𝑖
𝑛
𝑖=1  and 𝑀2 = ∑ 𝑚𝑖
2𝑛
𝑖=1 , it is 
possible to rearrange the expression for 𝜉 as follows: 
𝜉 = 1 + 𝜌
𝑀2 −𝑀1
𝑀1
= 1 + 𝜌
∑ 𝑚𝑖
2𝑛




















Since it is assumed that the cluster size is fixed, such that 𝑚𝑖 = 𝑚 for all 𝑖 = 1, 2, … 𝑛, 
the above expression condenses to  
𝜉 = 1 + 𝜌
𝑚2 −𝑚
𝑚
= 1 + 𝜌(𝑚 − 1) 
which is independent of n, and therefore can be used to calculate the sample size required 
to achieve a desired power.  
If cluster size is not fixed, the power calculation becomes more complex. Suppose 
X is a random discrete random variable representing the number of measurements in a 
cluster, and that X follows some known probability distribution. As described above, for 
a WCC test of 𝐻0: 𝜋 = 𝜋0, against 𝐻1: 𝜋 > 𝜋0,  the equation for power is: 
1 − 𝛽 = 1 − Φ
(











                                                        
4
 Again, for the quadratic equation y=ax
2
+bx+c, a and c are of opposite signs, since a= π0- π1 and 
π0>π1, meaning a must be positive, and c=-0.5, a negative constant. This guarantees one positive 




where 𝜉 = 1 + 𝜌
𝑀2−𝑀1
𝑀1
. As defined previously, 𝑀1 = ∑ 𝑚𝑖
𝑛
𝑖=1  and 𝑀2 = ∑ 𝑚𝑖
2𝑛
𝑖=1 , where 
mi is the number of measurements in the ith cluster; the mi’s are sampled values of X. 
Therefore, the expected value of theoretical power under the assumed distribution of X 














































This expectation would be difficult to evaluate into a closed form expression for 
power allowing for varying cluster size. A possible future area of work would be to 
develop an appropriate approximation for this power formula. In this dissertation, 
however, when cluster size varies we use the formula for fixed cluster size, and plug in 
the expected value of the cluster size distribution for the fixed cluster size 𝑚. Using mean 
cluster size is a common strategy when powering a study, even when variable cluster 
sizes are expected (e.g. when powering cluster randomized trials). 
3.2.3 Monte Carlo Simulation Study 
In order to assess the validity of the power and sample size formulas introduced 
above, we performed a Monte Carlo simulation study. For consistency with the previous 
chapters, the same cluster sizes (2, 5, and 10), null proportions (0.1, 0.3, 0.5), intraclass 
correlations (0.01, 0.05, 0.10, 0.30, 0.50), and sample sizes (25, 50, 75, 100, 200) were 
used as in the previous chapters. Since theoretical power depends on an assumed 




where the difference between the null proportion (𝜋0) and true proportion (𝜋) was 0.05, 
0.10, 0.15, and 0.20, in both the distal and mesial directions where possible. As in the 
previous simulation studies, the data were generated using a beta-binomial distribution 
parameterized by a mean of 𝜋 and an intraclass correlation of 𝜌, and 100,000 simulations 
were run for each scenario. Power was estimated as the proportion of simulations for a 
given scenario in which the null hypothesis was rejected for the true alternative 
hypothesis. To assess the performance of the power formula in a given scenario, the 
absolute difference between theoretical power and the simulated power was calculated, as 
well as the ratio of simulated to theoretical power.  
The precision of the simulated power values was examined as follows: assume 
that a random variable Y equals 1 if the null hypothesis in a single simulation is rejected, 
and 0 if it is not rejected. Therefore, Y follows a Bernoulli distribution with probability of 
success equal to the true value of power (which we refer to here as p). Our estimate for 





 , which can be approximated with a normal 
distribution since the sample size is large (in this case, 100,000 simulations). ?̅? is 
approximately normally distributed with mean=p and variance =
𝑝(1−𝑝)
100000
.  Since the 
maximum variance occurs when p=0.5, a maximum margin of error for the power values 







= 0.0031 = 0.31%. Therefore, estimates for power from this simulation 




In a clinical trial, there may be variation across patients with regard to the number 
of measurements. In Section 3.2.2 it is shown that assuming a fixed cluster size greatly 
simplifies sample size calculation. It would be useful to know if assuming a fixed cluster 
size equal to the expected average cluster size results in an adequate calculation of 
theoretical power. Calculating power based on a fixed cluster size when the true cluster 
size varies is frequently done, and could lead to incorrectly estimating the statistical 
power in a trial. To test the robustness of the power formula to variation in cluster size, 
the above simulations were repeated with a random cluster size varying uniformly (1) 
from 3 to 7, and (2) from 1 to 9, each having a mean cluster size of 5. The resulting 
simulated power was compared to that of theoretical power under a fixed cluster size of 
5. 
3.3 Results 
Statistical power is only a concern in situations where Type I error is controlled. 
Therefore, this analysis focuses on the performance of the WCC power formula in 
scenarios where the WCC hypothesis test was found to perform well with regard to Type 
I error control, i.e. where WCC was listed as a recommended interval in Chapter 2 of this 
dissertation (Table 2.1). There were 849 such scenarios out of 1275 total simulation 
scenarios examined. 
Full results from the simulations in this Chapter are found in Tables 3.1-3.15.  
Among all scenarios where Type I error was controlled, the absolute difference between 
simulated and theoretical power (simulated – theoretical) ranged from -8.9 to 3.2 




simulated to theoretical power ranged from 0.84 to 1.18 with a median of 1.00 and a 
mean of 0.99. Box plots of the absolute differences and ratios between theoretical and 
simulated power are presented in Figure 3.1. Most differences and ratios were close to 0 
and 1, respectively. While the power formula tended to overestimate and underestimate 
simulated power with equal frequency (the median difference is 0.0), the under-
estimations tended to have a larger absolute magnitude than the over-estimations. With 
regard to ratios of simulated to theoretical power, the spread seemed to be symmetrical 
about 1.  
 
Figure 3.1. (A) Absolute difference (in percentage points) between simulated and 
theoretical power across all simulation scenarios where Type I error is controlled, by 
cluster size. (B) Ratio of simulated to theoretical power across all simulation scenarios 
where Type I error is controlled, by cluster size. 
One limitation of the above plots and summary statistics is that they depend on 
the simulation scenarios chosen. Though we aimed to choose a broad and representative 
range of scenarios, due to the range of sample sizes examined there were many scenarios 
where sample size was large enough that theoretical and simulated power were both very 
close to 100%. More specifically, of the 849 simulation scenarios with good Type I error 




generally had very small differences between theoretical and simulated power, which 
may have “inflated” the number of well-performing scenarios and made the theoretical 
power formula seem more precise than it is overall. To see how the formula predicts 
power for more commonly encountered values of theoretical power, we also calculated 
summary statistics for scenarios with theoretical power less than 95% only. The range in 
absolute difference between theoretical and simulated power among those scenarios was 
again -8.9 to 3.2 percentage points, showing that the most extreme differences among all 
849 simulations were among the scenarios where theoretical power was less than 95%. 
The median difference was -0.7 percentage points, and the mean difference was -1.5 
percentage points. The ratio of simulated to theoretical power ranged from 0.84 to 1.18, 
with a median and mean of 0.98. These differences and ratios are summarized in Figure 
3.2, where we see that the spread of the differences and ratios was greater among 
scenarios with theoretical power < 95% (Figure 3.2) than among all 849 scenarios (Figure 






Figure 3.2. (A) Absolute difference (in percentage points) between simulated and 
theoretical power across simulation scenarios where Type I error is controlled, with 
theoretical power < 95%, by cluster size. (B) Ratio of simulated to theoretical power across 
simulation scenarios where Type I error is controlled, with theoretical power < 95%, by 
cluster size. 
It is useful to know if there are general situations in which the power formula 
performs poorly. There were 37 simulation scenarios where the difference between 
theoretical and simulated power was greater than 5 percentage points (poor performance). 
Among these cases, all of which involved theoretical power over-estimating simulated 
power, a few trends are observable. First, they tended to occur at smaller sample sizes: 
51% of these scenarios had the smallest sample size investigated (n=25). Second, they 
were more likely to have null values of the parameter close to the bound of the parameter 
space: 51% had 𝜋0=0.1, 35% had 𝜋0=0.3, and 14% had 𝜋0=0.5. Both of these 
observations make sense in light of the normal approximations used in the power 
formula, which rely on large n and 𝜋0 not close to 0 or 1. Finally, the poor-performing 
simulations generally had lower ICC values, with 62% having an ICC of 0.01 or 0.05.  
Calculating sample size assuming a fixed cluster size simplifies calculations. To 
assess the robustness of the fixed-sample theoretical power to variation in cluster size, 
situations where cluster size varied from 3-7 and from 1-9 using discrete uniform 
distributions were examined (expected value of cluster size was 5 in both cases), and 
simulated power was compared to theoretical power for a fixed cluster size of 5. 
Complete results from these simulations are presented in Tables 3.6-3.10. Box plots of 
the absolute differences and ratios between simulated and theoretical power under 5, 3-7, 
and 1-9 measurements per patient are shown in Figure 3.3. As cluster size moved from 




showing increased over-estimation of simulated power by theoretical power. 
Additionally, spread of the difference and ratio values increased as cluster size moved 
from being fixed at 5 to being increasingly variable. 
Two example results from these simulations are highlighted here, chosen because 
the values of power cover a large range for the sample sizes considered. First, Figure 3.4 
displays results from a case where 𝜋0 = 0.10, 𝜋1 = 0.15, and 𝜌 = 0.10. This is a mesial 
test, since 𝜋0 < 0.5 and 𝜋1 > 𝜋0. For n=25 and n=200, theoretical power was similar to 
simulated power for both fixed and variable cluster sizes. For sample sizes of n=50, 75, 
and 100, theoretical power was greater than simulated power under a cluster size of 5, 3-7 
and 1-9. As the cluster size variation increased, power decreased, farther from what was 
predicted under a fixed cluster size. A similar pattern was observed in the second 
example result (Figure 3.5), a scenario where 𝜋0 = 0.3, 𝜋1 = 0.2, and 𝜌 = 0.30. This is 
an example of a distal test, since 𝜋0 < 0.5 and 𝜋1 < 𝜋0. 
 
Figure 3.3. (A) Absolute difference (in percentage points) between simulated and 
theoretical power across simulation scenarios where Type I error is controlled, with fixed 
and varied cluster sizes. (B) Ratio of simulated to theoretical power across simulation 












Figure 3.5. Theoretical and simulated power for 𝝅𝟎 = 𝟎. 𝟑, 𝝅𝟏 = 𝟎. 𝟐, and 𝝆 = 𝟎. 𝟑𝟎. 
3.4 Example Sample Size Calculation 
Suppose an investigator wishes to conduct a study similar to the one described in 
Section 2.5, involving the prevalence of IPF among siblings of COPD patients. The 
national prevalence of IPF, as estimated by the NHANES I survey, is 15% (Mannino et 
al., 2002). Suppose that an investigator wants to determine if increased monitoring is 
warranted among siblings of COPD patients, and decides that such an intervention is 
worthwhile to examine if the prevalence of IPF among siblings of COPD patients is more 
than 10 percentage points greater than in the general population at a one-sided alpha level 




0.25 vs 𝐻1: 𝜋 > 0.25. The investigator expects the prevalence of IPF among siblings of 
COPD patients to be near 30% and expects the correlation among siblings to be 
approximately 0.2, and wishes to have 80% power to reject the null hypothesis under 
these conditions. The size of sibships is expected to be approximately 3. Since the 
alternative hypothesis is 𝐻1: 𝜋 > 0.25, the following formula for sample size calculation 
is used:  
√𝑀1 =
𝑧1−𝛽√𝜉𝜋1(1 − 𝜋1) − 𝑧𝛼 2⁄ √𝜉𝜋0(1 − 𝜋0)
2(𝜋0 − 𝜋1)
±
√(𝑧1−𝛽√𝜉𝜋1(1 − 𝜋1) − 𝑧𝛼 2⁄ √𝜉𝜋0(1 − 𝜋0))
2
− 2(𝜋0 − 𝜋1)
2(𝜋0 − 𝜋1)
 
𝜉 can be estimated as follows, assuming a fixed cluster size of m=3: 𝜉 = 1 + 𝜌(𝑚 −
1) = 1 + 0.2 ∗ 2 = 1.4. Since the desired power, 1 − 𝛽, is 80%, 𝑧1−𝛽 = −0.842 and 
𝑧𝛼 2⁄ = 1.960. Therefore, 
√𝑀1
=
−0.842√1.4 ∗ 0.3(1 − 0.3) − 1.96√1.4 ∗ 0.25(1 − 0.25)
2(−0.05)
±





= −0.34, 29.54 
Squaring the positive root (29.54) gives 𝑀1 = 874 measurements across all families, or 




3.5 Discussion and Conclusions 
 In this chapter, formulas for theoretical power and sample size calculation were 
derived for the WCC hypothesis test. The formula for theoretical power was shown to 
give values for power close to simulated values in a range of simulation scenarios. 
Among scenarios where Type I error was controlled, all differences between theoretical 
and simulated power were less than 9 percentage points, and 98% of simulations had 
differences less than 5 percentage points. The formula for theoretical power tended to 
over-estimate rather than underestimate simulated power.  
 The formula for sample size calculation is greatly simplified by having a fixed 
cluster size. However, real-world scenarios often have varying cluster size. The 
robustness of the fixed-cluster sample size formula was tested by calculating power under 
simulations with varying cluster size and comparing it to theoretical power based on an 
average cluster size. The differences between theoretical and simulated power when 
cluster size varied were greater than the differences between theoretical and simulated 
power when cluster size was fixed. Methods for more accurately calculating sample size 







APPENDIX A: Additional Figures and Tables from Chapter 1 
 
























Table 1.3 Coverage probability and empirical length with ρ=0.01 and fixed cluster size. 
 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
2 0.1 25 0.881 0.159 0.852 0.162 0.932 0.309 0.957 0.167 0.880 0.158 0.962 0.167 0.979 0.185 0.979 0.185 
  50 0.932 0.116 0.915 0.116 0.957 0.245 0.930 0.117 0.931 0.116 0.944 0.118 0.969 0.128 0.969 0.128 
  75 0.925 0.095 0.928 0.095 0.960 0.186 0.950 0.096 0.933 0.095 0.953 0.096 0.964 0.103 0.962 0.103 
  100 0.927 0.083 0.942 0.083 0.960 0.135 0.952 0.083 0.938 0.083 0.951 0.084 0.963 0.088 0.963 0.088 
  200 0.949 0.059 0.943 0.059 0.965 0.066 0.948 0.059 0.944 0.059 0.950 0.059 0.958 0.062 0.958 0.062 
 0.3 25 0.934 0.251 0.961 0.251 0.968 0.307 0.945 0.252 0.923 0.248 0.943 0.243 0.965 0.262 0.968 0.262 
  50 0.948 0.179 0.955 0.179 0.968 0.188 0.943 0.179 0.936 0.178 0.947 0.176 0.958 0.186 0.958 0.186 
  75 0.948 0.146 0.950 0.147 0.960 0.151 0.947 0.147 0.944 0.146 0.949 0.145 0.959 0.152 0.959 0.152 
  100 0.943 0.127 0.954 0.127 0.959 0.130 0.948 0.127 0.945 0.127 0.949 0.126 0.959 0.131 0.959 0.131 
  200 0.948 0.090 0.950 0.090 0.952 0.091 0.948 0.090 0.947 0.090 0.948 0.090 0.955 0.092 0.955 0.092 
 0.5 25 0.934 0.274 0.962 0.274 0.978 0.277 0.945 0.274 0.934 0.271 0.935 0.264 0.960 0.283 0.960 0.283 
  50 0.942 0.195 0.956 0.195 0.961 0.196 0.946 0.195 0.941 0.194 0.946 0.192 0.956 0.201 0.955 0.201 
  75 0.939 0.159 0.957 0.160 0.957 0.160 0.947 0.160 0.945 0.159 0.948 0.158 0.957 0.164 0.957 0.165 
  100 0.943 0.138 0.955 0.139 0.955 0.139 0.946 0.139 0.946 0.138 0.950 0.137 0.955 0.142 0.955 0.142 
  200 0.949 0.098 0.953 0.098 0.953 0.098 0.950 0.098 0.949 0.098 0.951 0.098 0.956 0.100 0.956 0.100 
5 0.1 25 0.924 0.104 0.408 0.105 0.886 0.147 0.967 0.115 0.924 0.103 0.944 0.106 0.953 0.114 0.953 0.114 
  50 0.927 0.074 0.724 0.075 0.917 0.129 0.950 0.077 0.939 0.074 0.946 0.076 0.960 0.079 0.960 0.080 
  75 0.943 0.061 0.810 0.061 0.926 0.119 0.950 0.062 0.942 0.061 0.949 0.062 0.958 0.064 0.957 0.064 
  100 0.938 0.052 0.843 0.053 0.932 0.111 0.950 0.054 0.945 0.053 0.949 0.054 0.957 0.056 0.957 0.056 
  200 0.949 0.037 0.901 0.038 0.943 0.086 0.949 0.038 0.947 0.038 0.950 0.038 0.956 0.039 0.955 0.039 
 0.3 25 0.942 0.160 0.930 0.162 0.950 0.290 0.946 0.163 0.933 0.159 0.939 0.160 0.951 0.167 0.951 0.168 
  50 0.943 0.113 0.941 0.115 0.957 0.143 0.947 0.115 0.942 0.114 0.946 0.114 0.953 0.118 0.954 0.118 
  75 0.947 0.093 0.943 0.094 0.958 0.103 0.949 0.094 0.945 0.094 0.947 0.094 0.954 0.096 0.954 0.097 
  100 0.946 0.080 0.946 0.082 0.958 0.087 0.950 0.082 0.947 0.081 0.950 0.081 0.955 0.083 0.955 0.083 
  200 0.946 0.057 0.947 0.058 0.953 0.059 0.949 0.058 0.948 0.058 0.949 0.058 0.953 0.059 0.953 0.059 
 0.5 25 0.947 0.175 0.968 0.177 0.982 0.179 0.944 0.177 0.934 0.174 0.943 0.174 0.951 0.182 0.951 0.182 
  50 0.947 0.124 0.961 0.126 0.963 0.126 0.947 0.126 0.942 0.125 0.947 0.125 0.954 0.129 0.954 0.129 
  75 0.946 0.101 0.957 0.103 0.958 0.103 0.948 0.103 0.945 0.102 0.948 0.102 0.953 0.105 0.953 0.105 






 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
  200 0.940 0.062 0.952 0.063 0.952 0.063 0.948 0.063 0.947 0.063 0.948 0.063 0.952 0.064 0.952 0.064 
10 0.1 25 0.920 0.074 0.059 0.076 0.840 0.084 0.953 0.094 0.928 0.075 0.943 0.077 0.950 0.081 0.950 0.081 
  50 0.931 0.052 0.422 0.054 0.883 0.075 0.952 0.057 0.936 0.054 0.944 0.055 0.952 0.057 0.953 0.057 
  75 0.935 0.043 0.604 0.045 0.898 0.069 0.951 0.045 0.942 0.044 0.947 0.045 0.953 0.046 0.953 0.046 
  100 0.943 0.037 0.695 0.039 0.908 0.066 0.950 0.039 0.945 0.039 0.948 0.039 0.954 0.040 0.954 0.040 
  200 0.935 0.026 0.830 0.027 0.922 0.057 0.949 0.027 0.947 0.027 0.948 0.027 0.952 0.028 0.953 0.028 
 0.3 25 0.936 0.113 0.871 0.117 0.930 0.243 0.947 0.119 0.933 0.115 0.940 0.116 0.948 0.120 0.948 0.121 
  50 0.939 0.080 0.912 0.083 0.941 0.162 0.948 0.084 0.941 0.083 0.946 0.083 0.951 0.085 0.951 0.085 
  75 0.938 0.066 0.924 0.068 0.947 0.095 0.947 0.068 0.944 0.068 0.946 0.068 0.951 0.069 0.951 0.070 
  100 0.940 0.057 0.931 0.059 0.951 0.069 0.948 0.059 0.946 0.059 0.948 0.059 0.952 0.060 0.952 0.060 
  200 0.938 0.040 0.941 0.042 0.952 0.044 0.949 0.042 0.948 0.042 0.949 0.042 0.952 0.042 0.952 0.042 
 0.5 25 0.939 0.124 0.968 0.128 0.982 0.129 0.944 0.128 0.933 0.126 0.939 0.127 0.946 0.131 0.946 0.131 
  50 0.933 0.088 0.959 0.091 0.962 0.091 0.946 0.091 0.941 0.090 0.944 0.091 0.949 0.093 0.949 0.093 
  75 0.936 0.072 0.957 0.074 0.958 0.075 0.947 0.074 0.944 0.074 0.946 0.074 0.950 0.076 0.950 0.076 
  100 0.935 0.062 0.955 0.065 0.956 0.065 0.948 0.065 0.946 0.064 0.947 0.064 0.951 0.065 0.951 0.065 














Table 1.4 Coverage probability and empirical length with ρ=0.05 and fixed cluster size. 
 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
2 0.1 25 0.875 0.159 0.872 0.164 0.933 0.315 0.955 0.170 0.878 0.160 0.965 0.170 0.979 0.188 0.979 0.189 
  50 0.926 0.116 0.920 0.118 0.961 0.244 0.929 0.119 0.928 0.118 0.943 0.120 0.969 0.130 0.969 0.130 
  75 0.919 0.095 0.933 0.097 0.962 0.182 0.948 0.097 0.932 0.097 0.953 0.098 0.962 0.105 0.961 0.105 
  100 0.920 0.083 0.941 0.084 0.962 0.132 0.949 0.085 0.938 0.084 0.949 0.085 0.961 0.090 0.961 0.090 
  200 0.944 0.059 0.944 0.060 0.965 0.066 0.946 0.060 0.944 0.060 0.949 0.060 0.958 0.063 0.958 0.063 
 0.3 25 0.928 0.251 0.962 0.255 0.970 0.308 0.944 0.256 0.922 0.253 0.942 0.248 0.963 0.266 0.966 0.267 
  50 0.944 0.178 0.955 0.182 0.969 0.191 0.943 0.183 0.935 0.182 0.947 0.180 0.958 0.189 0.958 0.190 
  75 0.943 0.146 0.949 0.149 0.959 0.153 0.946 0.149 0.944 0.149 0.948 0.148 0.957 0.154 0.957 0.155 
  100 0.938 0.127 0.953 0.130 0.958 0.132 0.947 0.130 0.944 0.129 0.948 0.129 0.958 0.133 0.958 0.134 
  200 0.945 0.090 0.951 0.092 0.953 0.093 0.948 0.092 0.948 0.092 0.949 0.091 0.956 0.094 0.956 0.094 
 0.5 25 0.929 0.274 0.962 0.279 0.977 0.282 0.945 0.280 0.936 0.277 0.938 0.269 0.961 0.287 0.961 0.288 
  50 0.937 0.195 0.956 0.199 0.961 0.200 0.947 0.199 0.940 0.198 0.947 0.195 0.956 0.205 0.956 0.205 
  75 0.933 0.159 0.956 0.163 0.956 0.163 0.946 0.163 0.944 0.163 0.947 0.161 0.956 0.167 0.957 0.168 
  100 0.938 0.138 0.955 0.141 0.955 0.142 0.947 0.141 0.947 0.141 0.950 0.140 0.956 0.145 0.956 0.145 
  200 0.943 0.098 0.951 0.100 0.952 0.100 0.949 0.100 0.947 0.100 0.949 0.100 0.955 0.102 0.955 0.102 
5 0.1 25 0.901 0.104 0.503 0.112 0.894 0.167 0.971 0.122 0.916 0.111 0.939 0.114 0.950 0.122 0.952 0.123 
  50 0.904 0.074 0.777 0.080 0.926 0.146 0.949 0.082 0.933 0.080 0.945 0.081 0.957 0.085 0.958 0.086 
  75 0.923 0.060 0.845 0.066 0.936 0.134 0.947 0.067 0.940 0.066 0.947 0.066 0.956 0.069 0.956 0.069 
  100 0.917 0.052 0.870 0.057 0.940 0.125 0.947 0.058 0.941 0.057 0.947 0.057 0.955 0.059 0.956 0.060 
  200 0.929 0.037 0.913 0.041 0.948 0.081 0.947 0.041 0.945 0.041 0.948 0.041 0.953 0.042 0.954 0.042 
 0.3 25 0.922 0.160 0.939 0.173 0.955 0.288 0.946 0.175 0.931 0.171 0.940 0.171 0.951 0.179 0.951 0.180 
  50 0.922 0.113 0.945 0.124 0.960 0.145 0.946 0.124 0.940 0.123 0.946 0.123 0.953 0.127 0.954 0.127 
  75 0.928 0.093 0.945 0.101 0.961 0.109 0.947 0.101 0.943 0.101 0.945 0.101 0.952 0.103 0.952 0.104 
  100 0.925 0.080 0.947 0.088 0.957 0.092 0.948 0.088 0.945 0.087 0.948 0.087 0.953 0.089 0.954 0.090 
  200 0.926 0.057 0.948 0.062 0.953 0.064 0.949 0.062 0.948 0.062 0.949 0.062 0.952 0.063 0.954 0.063 
 0.5 25 0.929 0.174 0.968 0.190 0.981 0.192 0.943 0.190 0.933 0.187 0.943 0.186 0.951 0.194 0.951 0.195 
  50 0.929 0.124 0.960 0.135 0.963 0.135 0.947 0.135 0.943 0.134 0.947 0.134 0.953 0.138 0.954 0.138 






 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
  100 0.922 0.088 0.957 0.096 0.957 0.096 0.949 0.096 0.947 0.095 0.949 0.095 0.954 0.097 0.955 0.098 
  200 0.923 0.062 0.953 0.068 0.953 0.068 0.950 0.068 0.949 0.068 0.950 0.068 0.953 0.069 0.954 0.069 
10 0.1 25 0.872 0.074 0.161 0.088 0.860 0.108 0.963 0.102 0.922 0.086 0.940 0.088 0.946 0.092 0.948 0.094 
  50 0.887 0.052 0.578 0.063 0.904 0.096 0.953 0.064 0.933 0.062 0.944 0.063 0.950 0.065 0.954 0.066 
  75 0.890 0.043 0.718 0.051 0.916 0.089 0.949 0.052 0.938 0.051 0.945 0.052 0.951 0.053 0.953 0.053 
  100 0.899 0.037 0.781 0.045 0.921 0.084 0.948 0.045 0.941 0.044 0.946 0.045 0.951 0.046 0.953 0.046 
  200 0.889 0.026 0.872 0.032 0.935 0.071 0.947 0.032 0.945 0.032 0.947 0.032 0.951 0.032 0.952 0.032 
 0.3 25 0.892 0.113 0.907 0.135 0.942 0.273 0.948 0.137 0.934 0.133 0.942 0.134 0.948 0.138 0.950 0.140 
  50 0.896 0.080 0.930 0.096 0.950 0.148 0.949 0.096 0.943 0.095 0.947 0.096 0.952 0.098 0.953 0.099 
  75 0.894 0.066 0.936 0.079 0.953 0.093 0.948 0.079 0.944 0.078 0.947 0.078 0.951 0.080 0.952 0.080 
  100 0.898 0.057 0.939 0.068 0.956 0.075 0.949 0.068 0.946 0.068 0.948 0.068 0.952 0.069 0.953 0.070 
  200 0.895 0.040 0.945 0.048 0.954 0.050 0.949 0.048 0.948 0.048 0.949 0.048 0.952 0.049 0.953 0.049 
 0.5 25 0.897 0.124 0.968 0.148 0.981 0.149 0.944 0.148 0.932 0.145 0.939 0.146 0.946 0.150 0.948 0.152 
  50 0.891 0.088 0.960 0.105 0.963 0.105 0.947 0.105 0.942 0.104 0.946 0.104 0.950 0.106 0.951 0.107 
  75 0.891 0.071 0.956 0.086 0.957 0.086 0.947 0.086 0.944 0.085 0.946 0.086 0.950 0.087 0.951 0.087 
  100 0.890 0.062 0.955 0.074 0.956 0.074 0.948 0.074 0.946 0.074 0.948 0.074 0.951 0.075 0.952 0.076 
















Table 1.5 Coverage probability and empirical length with ρ=0.10 and fixed cluster size. 
 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
2 0.1 25 0.869 0.159 0.890 0.168 0.932 0.323 0.953 0.173 0.876 0.163 0.966 0.173 0.979 0.191 0.979 0.193 
  50 0.920 0.116 0.926 0.121 0.964 0.244 0.927 0.122 0.924 0.120 0.942 0.123 0.968 0.132 0.968 0.133 
  75 0.911 0.095 0.937 0.099 0.965 0.177 0.947 0.100 0.932 0.099 0.954 0.100 0.962 0.107 0.962 0.107 
  100 0.912 0.082 0.943 0.086 0.965 0.128 0.945 0.087 0.936 0.086 0.949 0.087 0.960 0.092 0.961 0.092 
  200 0.938 0.059 0.946 0.061 0.967 0.067 0.945 0.061 0.942 0.061 0.949 0.062 0.958 0.064 0.958 0.064 
 0.3 25 0.920 0.251 0.964 0.261 0.973 0.310 0.945 0.262 0.923 0.259 0.941 0.253 0.962 0.271 0.966 0.273 
  50 0.940 0.178 0.957 0.187 0.970 0.194 0.945 0.187 0.937 0.186 0.948 0.184 0.960 0.193 0.960 0.194 
  75 0.939 0.146 0.951 0.153 0.960 0.157 0.947 0.153 0.944 0.152 0.949 0.151 0.958 0.158 0.959 0.158 
  100 0.932 0.127 0.953 0.133 0.958 0.135 0.947 0.133 0.945 0.132 0.948 0.132 0.958 0.136 0.958 0.137 
  200 0.939 0.090 0.951 0.094 0.953 0.095 0.948 0.094 0.947 0.094 0.949 0.094 0.955 0.096 0.956 0.096 
 0.5 25 0.922 0.274 0.961 0.286 0.976 0.289 0.944 0.286 0.937 0.283 0.939 0.275 0.961 0.293 0.961 0.295 
  50 0.930 0.195 0.956 0.204 0.959 0.204 0.947 0.204 0.940 0.203 0.947 0.200 0.956 0.209 0.956 0.210 
  75 0.928 0.159 0.956 0.167 0.956 0.167 0.946 0.167 0.945 0.166 0.948 0.165 0.956 0.171 0.957 0.172 
  100 0.931 0.138 0.955 0.145 0.955 0.145 0.946 0.145 0.946 0.144 0.949 0.143 0.955 0.148 0.955 0.149 
  200 0.937 0.098 0.951 0.103 0.952 0.103 0.949 0.103 0.947 0.102 0.949 0.102 0.955 0.105 0.956 0.105 
5 0.1 25 0.874 0.103 0.609 0.121 0.905 0.192 0.976 0.130 0.908 0.119 0.936 0.123 0.949 0.130 0.952 0.133 
  50 0.879 0.074 0.824 0.087 0.936 0.167 0.948 0.088 0.929 0.086 0.943 0.087 0.954 0.091 0.956 0.093 
  75 0.899 0.060 0.877 0.071 0.945 0.151 0.946 0.072 0.938 0.071 0.946 0.071 0.955 0.074 0.957 0.075 
  100 0.892 0.052 0.896 0.062 0.948 0.138 0.947 0.062 0.940 0.062 0.947 0.062 0.954 0.064 0.957 0.065 
  200 0.908 0.037 0.925 0.044 0.954 0.070 0.948 0.044 0.945 0.044 0.948 0.044 0.953 0.045 0.955 0.045 
 0.3 25 0.897 0.160 0.948 0.187 0.960 0.286 0.946 0.189 0.930 0.185 0.941 0.184 0.950 0.192 0.951 0.195 
  50 0.897 0.113 0.948 0.134 0.962 0.150 0.946 0.134 0.939 0.133 0.945 0.132 0.952 0.136 0.954 0.138 
  75 0.905 0.093 0.949 0.109 0.962 0.116 0.948 0.109 0.944 0.109 0.948 0.109 0.954 0.111 0.955 0.112 
  100 0.903 0.080 0.950 0.095 0.959 0.099 0.948 0.095 0.946 0.094 0.949 0.094 0.954 0.096 0.955 0.097 
  200 0.904 0.057 0.951 0.067 0.955 0.068 0.950 0.067 0.949 0.067 0.950 0.067 0.953 0.068 0.954 0.068 
 0.5 25 0.905 0.174 0.967 0.205 0.979 0.207 0.943 0.205 0.934 0.202 0.943 0.201 0.951 0.208 0.952 0.211 
  50 0.904 0.124 0.960 0.146 0.962 0.146 0.948 0.146 0.943 0.145 0.948 0.144 0.953 0.148 0.955 0.150 






 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
  100 0.897 0.088 0.955 0.103 0.955 0.103 0.948 0.103 0.946 0.103 0.948 0.103 0.953 0.105 0.954 0.106 
  200 0.897 0.062 0.953 0.073 0.953 0.073 0.948 0.073 0.948 0.073 0.949 0.073 0.952 0.074 0.953 0.074 
10 0.1 25 0.816 0.074 0.329 0.100 0.878 0.137 0.972 0.112 0.913 0.098 0.935 0.101 0.941 0.105 0.947 0.108 
  50 0.832 0.052 0.709 0.071 0.919 0.121 0.950 0.073 0.930 0.071 0.941 0.072 0.947 0.074 0.952 0.076 
  75 0.837 0.043 0.805 0.059 0.931 0.112 0.946 0.059 0.935 0.058 0.943 0.059 0.948 0.060 0.952 0.061 
  100 0.848 0.037 0.846 0.051 0.936 0.105 0.946 0.051 0.938 0.051 0.945 0.051 0.949 0.052 0.953 0.053 
  200 0.836 0.026 0.901 0.036 0.945 0.083 0.948 0.036 0.944 0.036 0.948 0.036 0.951 0.037 0.953 0.037 
 0.3 25 0.839 0.113 0.929 0.154 0.950 0.283 0.946 0.156 0.930 0.152 0.939 0.153 0.945 0.157 0.949 0.160 
  50 0.845 0.080 0.941 0.110 0.957 0.140 0.948 0.110 0.942 0.109 0.946 0.109 0.950 0.111 0.953 0.113 
  75 0.842 0.066 0.943 0.090 0.959 0.099 0.948 0.090 0.944 0.090 0.947 0.090 0.950 0.091 0.953 0.092 
  100 0.845 0.057 0.945 0.078 0.959 0.083 0.948 0.078 0.946 0.078 0.948 0.078 0.951 0.079 0.954 0.080 
  200 0.844 0.040 0.948 0.055 0.955 0.057 0.949 0.055 0.948 0.055 0.949 0.055 0.951 0.056 0.953 0.056 
 0.5 25 0.846 0.123 0.968 0.169 0.979 0.171 0.944 0.169 0.933 0.166 0.940 0.166 0.946 0.170 0.951 0.174 
  50 0.837 0.087 0.960 0.120 0.962 0.120 0.946 0.120 0.942 0.119 0.945 0.119 0.949 0.121 0.952 0.123 
  75 0.839 0.071 0.957 0.098 0.958 0.098 0.948 0.098 0.945 0.098 0.947 0.098 0.951 0.099 0.953 0.100 
  100 0.838 0.062 0.955 0.085 0.955 0.085 0.947 0.085 0.945 0.085 0.947 0.085 0.950 0.086 0.952 0.087 
















Table 1.6 Coverage probability and empirical length with ρ=0.30 and fixed cluster size. 
 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
2 0.1 25 0.843 0.158 0.938 0.181 0.926 0.348 0.944 0.185 0.868 0.175 0.969 0.187 0.978 0.205 0.980 0.209 
  50 0.893 0.115 0.940 0.131 0.969 0.237 0.923 0.131 0.908 0.130 0.937 0.133 0.963 0.143 0.964 0.145 
  75 0.885 0.095 0.947 0.108 0.969 0.162 0.941 0.108 0.931 0.107 0.954 0.109 0.960 0.115 0.960 0.117 
  100 0.885 0.082 0.945 0.094 0.971 0.120 0.937 0.094 0.934 0.093 0.946 0.094 0.958 0.099 0.961 0.101 
  200 0.915 0.059 0.950 0.067 0.966 0.071 0.944 0.067 0.941 0.067 0.950 0.067 0.957 0.069 0.959 0.070 
 0.3 25 0.893 0.250 0.964 0.284 0.976 0.320 0.943 0.285 0.929 0.282 0.941 0.273 0.961 0.291 0.964 0.297 
  50 0.914 0.178 0.956 0.203 0.967 0.209 0.943 0.203 0.936 0.202 0.949 0.199 0.959 0.208 0.960 0.211 
  75 0.913 0.146 0.952 0.166 0.958 0.169 0.946 0.166 0.942 0.166 0.948 0.164 0.956 0.170 0.960 0.172 
  100 0.906 0.127 0.953 0.144 0.957 0.146 0.947 0.144 0.944 0.144 0.948 0.143 0.956 0.148 0.959 0.149 
  200 0.914 0.090 0.951 0.102 0.952 0.103 0.948 0.102 0.947 0.102 0.949 0.102 0.954 0.104 0.957 0.105 
 0.5 25 0.894 0.274 0.961 0.311 0.971 0.313 0.946 0.311 0.937 0.309 0.945 0.297 0.961 0.315 0.965 0.320 
  50 0.906 0.195 0.959 0.222 0.959 0.222 0.950 0.222 0.942 0.221 0.950 0.216 0.959 0.226 0.959 0.229 
  75 0.901 0.159 0.954 0.181 0.954 0.182 0.945 0.181 0.945 0.181 0.949 0.179 0.954 0.185 0.958 0.187 
  100 0.905 0.138 0.953 0.157 0.953 0.157 0.947 0.157 0.947 0.157 0.949 0.155 0.956 0.160 0.957 0.162 
  200 0.913 0.098 0.952 0.112 0.952 0.112 0.950 0.112 0.948 0.111 0.950 0.111 0.955 0.113 0.957 0.114 
5 0.1 25 0.781 0.102 0.861 0.149 0.923 0.278 0.982 0.157 0.887 0.146 0.919 0.152 0.936 0.159 0.950 0.167 
  50 0.783 0.073 0.920 0.108 0.956 0.224 0.938 0.109 0.918 0.107 0.937 0.109 0.947 0.113 0.952 0.117 
  75 0.809 0.060 0.932 0.089 0.963 0.176 0.940 0.089 0.928 0.088 0.944 0.089 0.951 0.092 0.957 0.095 
  100 0.800 0.052 0.936 0.077 0.964 0.133 0.941 0.077 0.934 0.077 0.945 0.078 0.951 0.080 0.957 0.082 
  200 0.820 0.037 0.945 0.055 0.967 0.063 0.946 0.055 0.943 0.055 0.948 0.055 0.953 0.056 0.957 0.057 
 0.3 25 0.805 0.159 0.957 0.234 0.970 0.291 0.942 0.235 0.927 0.232 0.940 0.228 0.949 0.236 0.954 0.244 
  50 0.804 0.113 0.954 0.167 0.970 0.176 0.945 0.167 0.939 0.166 0.946 0.165 0.951 0.169 0.956 0.173 
  75 0.814 0.092 0.953 0.137 0.960 0.141 0.945 0.137 0.942 0.136 0.947 0.136 0.951 0.138 0.956 0.141 
  100 0.810 0.080 0.952 0.119 0.957 0.121 0.945 0.119 0.943 0.118 0.947 0.118 0.951 0.120 0.955 0.122 
  200 0.812 0.057 0.950 0.084 0.953 0.085 0.947 0.084 0.946 0.084 0.948 0.084 0.951 0.085 0.954 0.086 






 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
  50 0.813 0.123 0.956 0.183 0.958 0.183 0.945 0.183 0.941 0.182 0.946 0.180 0.951 0.184 0.955 0.188 
  75 0.813 0.101 0.955 0.149 0.955 0.150 0.947 0.149 0.944 0.149 0.947 0.148 0.952 0.150 0.956 0.154 
  100 0.804 0.087 0.954 0.130 0.954 0.130 0.948 0.130 0.946 0.129 0.949 0.128 0.952 0.130 0.955 0.133 
  200 0.805 0.062 0.951 0.092 0.952 0.092 0.948 0.092 0.947 0.092 0.949 0.091 0.951 0.092 0.954 0.094 
10 0.1 25 0.655 0.073 0.798 0.136 0.909 0.245 0.984 0.146 0.889 0.135 0.921 0.139 0.929 0.143 0.940 0.152 
  50 0.676 0.052 0.899 0.099 0.950 0.206 0.940 0.100 0.918 0.098 0.936 0.100 0.942 0.102 0.951 0.107 
  75 0.682 0.043 0.919 0.081 0.959 0.173 0.941 0.082 0.930 0.081 0.942 0.082 0.946 0.083 0.954 0.087 
  100 0.696 0.037 0.928 0.071 0.960 0.139 0.942 0.071 0.934 0.071 0.944 0.071 0.947 0.072 0.955 0.075 
  200 0.685 0.026 0.940 0.050 0.964 0.061 0.947 0.050 0.943 0.050 0.949 0.050 0.951 0.051 0.956 0.052 
 0.3 25 0.683 0.113 0.956 0.215 0.968 0.283 0.945 0.216 0.928 0.212 0.940 0.210 0.945 0.214 0.954 0.224 
  50 0.688 0.080 0.953 0.153 0.969 0.164 0.945 0.153 0.939 0.152 0.944 0.152 0.947 0.153 0.954 0.159 
  75 0.687 0.065 0.952 0.126 0.962 0.130 0.946 0.126 0.942 0.125 0.947 0.125 0.949 0.126 0.955 0.129 
  100 0.691 0.057 0.952 0.109 0.959 0.112 0.947 0.109 0.944 0.108 0.947 0.108 0.950 0.109 0.955 0.112 
  200 0.690 0.040 0.950 0.077 0.953 0.078 0.947 0.077 0.946 0.077 0.948 0.077 0.949 0.077 0.953 0.079 
 0.5 25 0.691 0.123 0.966 0.235 0.975 0.238 0.944 0.236 0.934 0.232 0.943 0.229 0.947 0.233 0.955 0.243 
  50 0.684 0.087 0.958 0.168 0.960 0.168 0.946 0.168 0.942 0.167 0.947 0.165 0.949 0.167 0.956 0.172 
  75 0.685 0.071 0.954 0.137 0.955 0.137 0.946 0.137 0.943 0.137 0.947 0.136 0.949 0.137 0.954 0.141 
  100 0.683 0.062 0.954 0.119 0.954 0.119 0.947 0.119 0.946 0.118 0.948 0.118 0.950 0.119 0.954 0.122 















Table 1.7 Coverage probability and empirical length with ρ=0.50 and fixed cluster size. 
 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
2 0.1 25 0.819 0.158 0.954 0.195 0.925 0.367 0.939 0.197 0.873 0.186 0.968 0.201 0.974 0.218 0.980 0.226 
  50 0.872 0.115 0.952 0.140 0.971 0.229 0.927 0.141 0.900 0.139 0.941 0.143 0.958 0.153 0.962 0.157 
  75 0.862 0.095 0.950 0.116 0.972 0.155 0.940 0.116 0.929 0.115 0.952 0.117 0.959 0.124 0.961 0.127 
  100 0.860 0.082 0.948 0.101 0.973 0.119 0.937 0.101 0.929 0.100 0.947 0.102 0.959 0.107 0.962 0.109 
  200 0.891 0.059 0.950 0.072 0.964 0.075 0.944 0.072 0.941 0.072 0.950 0.072 0.957 0.074 0.960 0.076 
 0.3 25 0.866 0.249 0.962 0.304 0.977 0.333 0.938 0.305 0.929 0.303 0.944 0.292 0.962 0.310 0.965 0.318 
  50 0.891 0.178 0.958 0.218 0.967 0.223 0.947 0.218 0.938 0.217 0.950 0.213 0.960 0.222 0.963 0.227 
  75 0.890 0.146 0.953 0.178 0.958 0.181 0.945 0.178 0.942 0.178 0.949 0.176 0.956 0.182 0.962 0.185 
  100 0.882 0.126 0.952 0.155 0.956 0.156 0.947 0.155 0.944 0.155 0.950 0.153 0.956 0.158 0.960 0.160 
  200 0.891 0.090 0.951 0.110 0.952 0.110 0.948 0.110 0.947 0.110 0.949 0.109 0.955 0.112 0.957 0.113 
 0.5 25 0.868 0.273 0.958 0.334 0.967 0.336 0.947 0.334 0.935 0.332 0.947 0.316 0.958 0.334 0.966 0.343 
  50 0.879 0.195 0.957 0.238 0.957 0.238 0.946 0.238 0.940 0.237 0.947 0.231 0.957 0.241 0.959 0.246 
  75 0.874 0.159 0.956 0.195 0.956 0.195 0.947 0.195 0.945 0.195 0.948 0.191 0.956 0.198 0.960 0.201 
  100 0.881 0.138 0.953 0.169 0.953 0.169 0.946 0.169 0.946 0.169 0.950 0.167 0.956 0.172 0.960 0.174 
  200 0.888 0.098 0.951 0.120 0.952 0.120 0.949 0.120 0.947 0.120 0.949 0.119 0.954 0.121 0.956 0.123 
5 0.1 25 0.705 0.101 0.934 0.172 0.921 0.334 0.973 0.181 0.879 0.168 0.908 0.177 0.921 0.184 0.940 0.197 
  50 0.710 0.073 0.943 0.125 0.963 0.233 0.932 0.126 0.913 0.125 0.938 0.127 0.946 0.131 0.954 0.139 
  75 0.740 0.060 0.945 0.103 0.970 0.163 0.937 0.104 0.927 0.103 0.944 0.105 0.950 0.107 0.959 0.112 
  100 0.729 0.052 0.945 0.090 0.970 0.119 0.939 0.090 0.932 0.090 0.945 0.091 0.950 0.093 0.958 0.097 
  200 0.750 0.037 0.948 0.064 0.968 0.069 0.944 0.064 0.941 0.064 0.947 0.064 0.951 0.065 0.958 0.067 
 0.3 25 0.732 0.158 0.960 0.273 0.974 0.310 0.940 0.274 0.926 0.271 0.943 0.264 0.949 0.271 0.959 0.285 
  50 0.735 0.113 0.956 0.195 0.968 0.201 0.945 0.195 0.939 0.194 0.947 0.191 0.952 0.195 0.960 0.203 
  75 0.744 0.092 0.954 0.160 0.959 0.163 0.945 0.160 0.942 0.159 0.948 0.158 0.952 0.160 0.958 0.165 
  100 0.740 0.080 0.953 0.139 0.957 0.141 0.947 0.139 0.945 0.138 0.949 0.137 0.952 0.139 0.958 0.143 
  200 0.744 0.057 0.951 0.098 0.953 0.099 0.948 0.098 0.947 0.098 0.948 0.098 0.951 0.099 0.955 0.101 






 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
  50 0.739 0.123 0.957 0.213 0.958 0.213 0.945 0.213 0.941 0.212 0.948 0.208 0.952 0.212 0.959 0.220 
  75 0.741 0.101 0.954 0.174 0.955 0.175 0.946 0.174 0.944 0.174 0.948 0.172 0.951 0.174 0.958 0.180 
  100 0.731 0.087 0.953 0.151 0.954 0.151 0.948 0.151 0.946 0.151 0.949 0.150 0.952 0.152 0.958 0.155 
  200 0.734 0.062 0.951 0.107 0.951 0.107 0.949 0.107 0.948 0.107 0.949 0.107 0.951 0.108 0.955 0.109 
10 0.1 25 0.563 0.072 0.922 0.165 0.913 0.320 0.982 0.174 0.877 0.161 0.911 0.169 0.917 0.173 0.932 0.188 
  50 0.583 0.052 0.939 0.120 0.961 0.233 0.932 0.121 0.913 0.120 0.936 0.122 0.940 0.124 0.953 0.132 
  75 0.588 0.043 0.943 0.099 0.969 0.166 0.938 0.099 0.926 0.099 0.943 0.100 0.947 0.101 0.958 0.107 
  100 0.602 0.037 0.944 0.086 0.969 0.121 0.940 0.086 0.932 0.086 0.944 0.087 0.947 0.088 0.957 0.092 
  200 0.589 0.026 0.948 0.061 0.970 0.067 0.945 0.061 0.941 0.061 0.948 0.062 0.950 0.062 0.958 0.064 
 0.3 25 0.585 0.112 0.959 0.262 0.974 0.303 0.941 0.262 0.926 0.259 0.942 0.253 0.945 0.257 0.958 0.273 
  50 0.594 0.080 0.956 0.187 0.970 0.194 0.945 0.187 0.939 0.186 0.947 0.184 0.950 0.186 0.958 0.194 
  75 0.594 0.065 0.954 0.153 0.959 0.156 0.946 0.153 0.942 0.152 0.948 0.151 0.950 0.153 0.958 0.158 
  100 0.595 0.057 0.953 0.133 0.956 0.135 0.947 0.133 0.944 0.132 0.948 0.132 0.950 0.133 0.957 0.137 
  200 0.594 0.040 0.950 0.094 0.952 0.095 0.948 0.094 0.947 0.094 0.949 0.094 0.950 0.094 0.955 0.096 
 0.5 25 0.594 0.123 0.963 0.287 0.971 0.289 0.944 0.287 0.933 0.284 0.945 0.275 0.948 0.279 0.959 0.295 
  50 0.585 0.087 0.957 0.204 0.959 0.204 0.947 0.204 0.943 0.203 0.948 0.200 0.950 0.202 0.959 0.210 
  75 0.590 0.071 0.955 0.167 0.956 0.167 0.948 0.167 0.945 0.167 0.949 0.165 0.951 0.166 0.958 0.172 
  100 0.587 0.062 0.954 0.145 0.954 0.145 0.948 0.145 0.946 0.145 0.949 0.143 0.950 0.144 0.956 0.149 















Table 1.8 Coverage probability and empirical length with ρ=0.01 and random cluster size. 
 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
1-2 0.1 25 0.908 0.180 0.868 0.185 0.903 0.353 0.983 0.189 0.906 0.179 0.958 0.192 0.976 0.216 0.971 0.214 
  50 0.930 0.133 0.922 0.133 0.955 0.261 0.932 0.134 0.924 0.132 0.946 0.136 0.967 0.148 0.958 0.148 
  75 0.930 0.110 0.934 0.109 0.962 0.190 0.938 0.110 0.930 0.109 0.948 0.111 0.963 0.120 0.960 0.120 
  100 0.935 0.095 0.938 0.095 0.965 0.141 0.940 0.095 0.934 0.095 0.949 0.096 0.963 0.103 0.963 0.103 
  200 0.941 0.068 0.943 0.068 0.965 0.075 0.943 0.068 0.941 0.068 0.948 0.068 0.958 0.071 0.958 0.071 
 0.3 25 0.931 0.289 0.959 0.288 0.971 0.346 0.939 0.289 0.927 0.286 0.945 0.277 0.963 0.301 0.961 0.301 
  50 0.941 0.206 0.956 0.206 0.970 0.215 0.944 0.206 0.939 0.205 0.948 0.202 0.961 0.215 0.961 0.215 
  75 0.946 0.169 0.954 0.169 0.961 0.173 0.946 0.169 0.942 0.168 0.949 0.167 0.960 0.175 0.959 0.175 
  100 0.945 0.146 0.953 0.146 0.957 0.149 0.947 0.146 0.945 0.146 0.949 0.145 0.958 0.151 0.958 0.151 
  200 0.945 0.104 0.950 0.104 0.952 0.105 0.947 0.104 0.946 0.104 0.948 0.103 0.955 0.107 0.955 0.107 
 0.5 25 0.938 0.316 0.964 0.316 0.981 0.320 0.939 0.316 0.929 0.313 0.943 0.301 0.962 0.325 0.959 0.324 
  50 0.943 0.225 0.958 0.225 0.960 0.226 0.945 0.225 0.939 0.224 0.946 0.220 0.960 0.232 0.959 0.232 
  75 0.946 0.184 0.955 0.184 0.956 0.185 0.946 0.184 0.944 0.184 0.948 0.181 0.958 0.190 0.958 0.190 
  100 0.946 0.160 0.954 0.160 0.955 0.160 0.947 0.160 0.945 0.160 0.948 0.158 0.958 0.164 0.958 0.164 
  200 0.948 0.113 0.952 0.113 0.952 0.113 0.948 0.113 0.948 0.113 0.949 0.113 0.956 0.116 0.956 0.116 
1-5 0.1 25 0.921 0.133 0.460 0.132 0.868 0.199 0.967 0.147 0.910 0.131 0.926 0.135 0.950 0.148 0.943 0.148 
  50 0.933 0.095 0.761 0.096 0.920 0.173 0.944 0.097 0.929 0.095 0.940 0.097 0.956 0.103 0.954 0.103 
  75 0.937 0.078 0.838 0.079 0.933 0.158 0.944 0.079 0.935 0.078 0.945 0.079 0.957 0.083 0.956 0.084 
  100 0.940 0.068 0.869 0.068 0.938 0.147 0.945 0.069 0.940 0.068 0.945 0.069 0.956 0.072 0.955 0.072 
  200 0.943 0.048 0.910 0.048 0.947 0.097 0.946 0.049 0.944 0.048 0.947 0.049 0.955 0.050 0.955 0.050 
 0.3 25 0.939 0.206 0.939 0.207 0.953 0.341 0.944 0.208 0.927 0.203 0.938 0.202 0.953 0.215 0.950 0.215 
  50 0.942 0.146 0.945 0.147 0.960 0.179 0.945 0.148 0.939 0.146 0.945 0.146 0.955 0.152 0.954 0.153 
  75 0.943 0.120 0.947 0.121 0.962 0.131 0.946 0.121 0.943 0.120 0.946 0.120 0.955 0.124 0.955 0.124 
  100 0.945 0.104 0.948 0.105 0.960 0.110 0.947 0.105 0.945 0.104 0.947 0.104 0.954 0.107 0.954 0.107 
  200 0.946 0.073 0.948 0.074 0.954 0.076 0.948 0.074 0.947 0.074 0.949 0.074 0.954 0.076 0.954 0.076 






 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
  50 0.944 0.160 0.961 0.161 0.965 0.162 0.944 0.161 0.939 0.160 0.943 0.159 0.953 0.165 0.953 0.166 
  75 0.944 0.130 0.957 0.132 0.958 0.132 0.946 0.132 0.943 0.131 0.946 0.131 0.953 0.135 0.953 0.135 
  100 0.945 0.113 0.955 0.114 0.956 0.114 0.947 0.114 0.945 0.114 0.947 0.114 0.953 0.117 0.953 0.117 
  200 0.947 0.080 0.953 0.081 0.953 0.081 0.949 0.081 0.947 0.081 0.949 0.081 0.953 0.082 0.953 0.082 
1-
10 0.1 25 0.928 0.100 0.099 0.100 0.825 0.117 0.950 0.124 0.917 0.099 0.925 0.102 0.944 0.109 0.939 0.109 
  50 0.935 0.071 0.474 0.072 0.886 0.103 0.949 0.075 0.933 0.072 0.940 0.072 0.952 0.076 0.950 0.076 
  75 0.937 0.058 0.645 0.059 0.903 0.096 0.946 0.060 0.937 0.059 0.942 0.059 0.951 0.062 0.951 0.062 
  100 0.939 0.050 0.731 0.051 0.912 0.091 0.946 0.052 0.941 0.051 0.944 0.051 0.952 0.053 0.952 0.053 
  200 0.940 0.035 0.848 0.036 0.929 0.078 0.946 0.036 0.945 0.036 0.946 0.036 0.952 0.037 0.952 0.037 
 0.3 25 0.938 0.153 0.885 0.155 0.932 0.308 0.943 0.158 0.928 0.152 0.933 0.153 0.945 0.160 0.943 0.161 
  50 0.941 0.108 0.920 0.111 0.944 0.195 0.945 0.111 0.939 0.110 0.943 0.110 0.951 0.114 0.950 0.114 
  75 0.941 0.088 0.931 0.091 0.950 0.121 0.945 0.091 0.942 0.090 0.945 0.090 0.950 0.093 0.950 0.093 
  100 0.942 0.077 0.934 0.079 0.952 0.091 0.947 0.079 0.945 0.078 0.947 0.078 0.951 0.080 0.952 0.080 
  200 0.944 0.054 0.943 0.056 0.954 0.059 0.949 0.056 0.948 0.056 0.949 0.056 0.953 0.056 0.953 0.057 
 0.5 25 0.939 0.167 0.971 0.170 1.000 0.174 0.940 0.170 0.926 0.166 0.934 0.167 0.944 0.174 0.943 0.175 
  50 0.942 0.118 0.962 0.121 0.966 0.121 0.946 0.121 0.940 0.120 0.944 0.120 0.951 0.124 0.950 0.124 
  75 0.941 0.096 0.957 0.099 0.959 0.099 0.945 0.099 0.942 0.098 0.945 0.098 0.950 0.101 0.950 0.101 
  100 0.942 0.084 0.956 0.086 0.957 0.086 0.947 0.086 0.945 0.085 0.946 0.085 0.951 0.087 0.951 0.087 














Table 1.9 Coverage probability and empirical length with ρ=0.05 and random cluster size. 
 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
1-2 0.1 25 0.905 0.180 0.881 0.188 0.906 0.356 0.984 0.191 0.905 0.180 0.960 0.194 0.977 0.218 0.972 0.217 
  50 0.928 0.133 0.928 0.134 0.958 0.259 0.933 0.135 0.924 0.134 0.948 0.137 0.968 0.150 0.961 0.150 
  75 0.927 0.109 0.938 0.111 0.964 0.187 0.938 0.111 0.929 0.111 0.948 0.112 0.963 0.121 0.960 0.121 
  100 0.933 0.095 0.940 0.096 0.967 0.139 0.941 0.097 0.935 0.096 0.949 0.097 0.962 0.104 0.962 0.104 
  200 0.939 0.068 0.946 0.069 0.967 0.075 0.944 0.069 0.941 0.069 0.949 0.069 0.959 0.072 0.959 0.072 
 0.3 25 0.928 0.289 0.960 0.292 0.972 0.347 0.940 0.293 0.927 0.289 0.945 0.280 0.964 0.304 0.962 0.305 
  50 0.938 0.206 0.956 0.209 0.971 0.217 0.944 0.209 0.939 0.208 0.949 0.204 0.962 0.217 0.961 0.217 
  75 0.943 0.169 0.954 0.171 0.961 0.175 0.945 0.171 0.942 0.171 0.949 0.169 0.959 0.177 0.959 0.177 
  100 0.941 0.146 0.953 0.148 0.958 0.151 0.947 0.148 0.945 0.148 0.949 0.147 0.959 0.153 0.959 0.153 
  200 0.944 0.104 0.951 0.105 0.953 0.106 0.949 0.105 0.948 0.105 0.949 0.105 0.956 0.108 0.957 0.108 
 0.5 25 0.936 0.316 0.965 0.320 0.980 0.323 0.942 0.320 0.931 0.317 0.946 0.304 0.963 0.328 0.961 0.329 
  50 0.940 0.225 0.958 0.228 0.960 0.229 0.946 0.228 0.940 0.227 0.947 0.222 0.960 0.235 0.960 0.235 
  75 0.943 0.184 0.955 0.187 0.956 0.187 0.947 0.187 0.943 0.186 0.948 0.184 0.958 0.192 0.958 0.192 
  100 0.942 0.160 0.953 0.162 0.953 0.162 0.946 0.162 0.944 0.162 0.948 0.160 0.957 0.166 0.957 0.167 
  200 0.944 0.113 0.951 0.115 0.952 0.115 0.948 0.115 0.947 0.115 0.949 0.114 0.955 0.117 0.956 0.117 
1-5 0.1 25 0.907 0.133 0.530 0.139 0.874 0.218 0.971 0.153 0.903 0.137 0.926 0.142 0.950 0.155 0.944 0.155 
  50 0.920 0.095 0.801 0.100 0.928 0.189 0.943 0.102 0.925 0.100 0.940 0.101 0.955 0.108 0.954 0.109 
  75 0.925 0.078 0.861 0.082 0.940 0.171 0.944 0.083 0.934 0.082 0.945 0.083 0.957 0.087 0.957 0.088 
  100 0.927 0.068 0.887 0.072 0.944 0.157 0.945 0.072 0.938 0.071 0.945 0.072 0.956 0.075 0.956 0.076 
  200 0.929 0.048 0.920 0.051 0.951 0.090 0.946 0.051 0.943 0.051 0.948 0.051 0.955 0.053 0.955 0.053 
 0.3 25 0.924 0.206 0.944 0.217 0.957 0.341 0.943 0.218 0.925 0.213 0.938 0.212 0.952 0.224 0.951 0.226 
  50 0.929 0.146 0.948 0.155 0.962 0.182 0.945 0.155 0.938 0.154 0.944 0.153 0.954 0.160 0.954 0.160 
  75 0.930 0.120 0.948 0.127 0.963 0.136 0.944 0.127 0.941 0.126 0.945 0.126 0.953 0.130 0.953 0.131 






 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
  200 0.932 0.073 0.948 0.078 0.953 0.080 0.947 0.078 0.946 0.078 0.947 0.078 0.952 0.079 0.953 0.080 
 0.5 25 0.927 0.225 0.970 0.237 0.997 0.241 0.943 0.237 0.928 0.233 0.939 0.231 0.953 0.243 0.952 0.245 
  50 0.932 0.160 0.961 0.169 0.964 0.170 0.946 0.169 0.940 0.168 0.945 0.167 0.954 0.173 0.954 0.174 
  75 0.933 0.130 0.958 0.138 0.960 0.139 0.948 0.138 0.944 0.138 0.948 0.137 0.955 0.142 0.955 0.142 
  100 0.932 0.113 0.956 0.120 0.957 0.120 0.947 0.120 0.944 0.120 0.947 0.119 0.954 0.122 0.954 0.123 
  200 0.933 0.080 0.953 0.085 0.953 0.085 0.948 0.085 0.947 0.085 0.948 0.085 0.953 0.086 0.953 0.087 
1-
10 0.1 25 0.897 0.099 0.176 0.111 0.844 0.141 0.960 0.131 0.909 0.109 0.927 0.112 0.944 0.119 0.942 0.121 
  50 0.906 0.071 0.590 0.080 0.901 0.124 0.950 0.082 0.928 0.079 0.939 0.080 0.950 0.084 0.951 0.085 
  75 0.909 0.058 0.729 0.065 0.917 0.115 0.946 0.066 0.936 0.065 0.943 0.066 0.952 0.068 0.953 0.069 
  100 0.911 0.050 0.795 0.057 0.924 0.108 0.947 0.057 0.940 0.056 0.945 0.057 0.952 0.059 0.953 0.059 
  200 0.913 0.035 0.880 0.040 0.938 0.091 0.948 0.040 0.946 0.040 0.948 0.040 0.953 0.041 0.955 0.042 
 0.3 25 0.908 0.153 0.912 0.172 0.941 0.328 0.944 0.174 0.925 0.168 0.934 0.169 0.945 0.176 0.945 0.178 
  50 0.911 0.108 0.932 0.122 0.951 0.187 0.943 0.123 0.935 0.121 0.941 0.122 0.948 0.125 0.949 0.126 
  75 0.913 0.088 0.938 0.100 0.955 0.120 0.946 0.100 0.942 0.100 0.946 0.100 0.951 0.102 0.952 0.103 
  100 0.913 0.077 0.942 0.087 0.957 0.096 0.946 0.087 0.944 0.087 0.946 0.087 0.951 0.088 0.952 0.089 
  200 0.915 0.054 0.947 0.062 0.955 0.064 0.949 0.062 0.948 0.061 0.949 0.062 0.953 0.062 0.953 0.063 
 0.5 25 0.909 0.167 0.971 0.188 0.999 0.192 0.942 0.188 0.926 0.184 0.936 0.184 0.946 0.192 0.946 0.193 
  50 0.913 0.118 0.962 0.134 0.966 0.134 0.945 0.134 0.939 0.132 0.944 0.133 0.950 0.136 0.951 0.137 
  75 0.912 0.096 0.958 0.110 0.960 0.110 0.946 0.110 0.943 0.109 0.945 0.109 0.951 0.111 0.952 0.112 
  100 0.915 0.084 0.957 0.095 0.958 0.095 0.948 0.095 0.946 0.094 0.948 0.095 0.952 0.096 0.953 0.097 















Table 1.10 Coverage probability and empirical length with ρ=0.10 and random cluster size. 
 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
1-2 0.1 25 0.902 0.180 0.892 0.191 0.909 0.362 0.985 0.194 0.903 0.183 0.961 0.197 0.977 0.221 0.973 0.221 
  50 0.922 0.133 0.932 0.137 0.959 0.258 0.930 0.137 0.920 0.136 0.946 0.140 0.966 0.152 0.958 0.153 
  75 0.922 0.109 0.940 0.113 0.966 0.184 0.937 0.113 0.928 0.112 0.949 0.114 0.963 0.123 0.961 0.123 
  100 0.927 0.095 0.940 0.098 0.967 0.137 0.939 0.098 0.932 0.098 0.948 0.099 0.962 0.105 0.962 0.106 
  200 0.936 0.068 0.947 0.070 0.967 0.076 0.944 0.070 0.942 0.070 0.949 0.070 0.959 0.073 0.960 0.074 
 0.3 25 0.924 0.289 0.962 0.296 0.973 0.348 0.941 0.297 0.927 0.294 0.948 0.285 0.965 0.309 0.964 0.309 
  50 0.933 0.206 0.956 0.212 0.970 0.220 0.943 0.212 0.937 0.211 0.947 0.207 0.960 0.220 0.961 0.221 
  75 0.938 0.168 0.952 0.174 0.960 0.178 0.944 0.174 0.941 0.173 0.948 0.171 0.958 0.180 0.958 0.180 
  100 0.937 0.146 0.952 0.151 0.957 0.153 0.946 0.151 0.944 0.150 0.948 0.149 0.958 0.156 0.959 0.156 
  200 0.940 0.104 0.952 0.107 0.953 0.108 0.948 0.107 0.947 0.107 0.950 0.106 0.956 0.110 0.956 0.110 
 0.5 25 0.931 0.316 0.964 0.325 0.978 0.328 0.941 0.325 0.931 0.322 0.945 0.309 0.963 0.333 0.961 0.334 
  50 0.937 0.225 0.958 0.232 0.960 0.232 0.946 0.232 0.941 0.231 0.948 0.226 0.960 0.238 0.960 0.239 
  75 0.939 0.184 0.955 0.190 0.957 0.190 0.947 0.190 0.944 0.189 0.949 0.186 0.959 0.195 0.959 0.196 
  100 0.940 0.160 0.954 0.165 0.955 0.165 0.947 0.165 0.946 0.164 0.950 0.162 0.958 0.169 0.959 0.169 
  200 0.940 0.113 0.952 0.117 0.952 0.117 0.948 0.117 0.947 0.117 0.949 0.116 0.956 0.119 0.956 0.119 
1-5 0.1 25 0.890 0.132 0.608 0.146 0.883 0.240 0.975 0.159 0.897 0.143 0.926 0.150 0.948 0.162 0.945 0.164 
  50 0.902 0.095 0.838 0.106 0.934 0.207 0.943 0.107 0.920 0.105 0.940 0.107 0.954 0.113 0.954 0.115 
  75 0.910 0.078 0.884 0.087 0.946 0.185 0.944 0.088 0.932 0.086 0.945 0.088 0.956 0.092 0.957 0.093 
  100 0.910 0.068 0.903 0.076 0.949 0.164 0.943 0.076 0.935 0.075 0.945 0.076 0.955 0.079 0.957 0.080 
  200 0.916 0.048 0.928 0.054 0.956 0.083 0.946 0.054 0.943 0.054 0.948 0.054 0.955 0.056 0.956 0.056 
 0.3 25 0.909 0.206 0.951 0.229 0.961 0.342 0.944 0.230 0.925 0.225 0.940 0.223 0.953 0.236 0.954 0.239 
  50 0.913 0.146 0.951 0.164 0.964 0.185 0.945 0.164 0.938 0.162 0.945 0.161 0.954 0.168 0.955 0.170 






 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
  100 0.916 0.104 0.950 0.116 0.959 0.121 0.947 0.116 0.944 0.116 0.948 0.115 0.954 0.119 0.955 0.120 
  200 0.918 0.073 0.950 0.082 0.954 0.084 0.949 0.082 0.948 0.082 0.949 0.082 0.954 0.084 0.955 0.084 
 0.5 25 0.911 0.225 0.969 0.251 0.995 0.255 0.942 0.251 0.928 0.246 0.940 0.243 0.952 0.255 0.953 0.258 
  50 0.914 0.160 0.960 0.179 0.964 0.179 0.945 0.179 0.939 0.177 0.945 0.176 0.954 0.182 0.955 0.184 
  75 0.915 0.130 0.957 0.146 0.959 0.147 0.947 0.146 0.943 0.146 0.947 0.145 0.954 0.149 0.955 0.150 
  100 0.915 0.113 0.954 0.127 0.955 0.127 0.946 0.127 0.944 0.126 0.947 0.126 0.953 0.129 0.954 0.130 
  200 0.917 0.080 0.953 0.090 0.953 0.090 0.948 0.090 0.947 0.090 0.949 0.090 0.953 0.091 0.954 0.092 
1-
10 0.1 25 0.861 0.099 0.297 0.122 0.860 0.170 0.968 0.141 0.902 0.119 0.925 0.124 0.940 0.131 0.942 0.135 
  50 0.870 0.070 0.697 0.088 0.914 0.149 0.949 0.090 0.924 0.087 0.939 0.089 0.949 0.092 0.952 0.094 
  75 0.874 0.058 0.801 0.072 0.931 0.137 0.947 0.073 0.933 0.072 0.944 0.073 0.952 0.075 0.955 0.076 
  100 0.874 0.050 0.845 0.063 0.935 0.129 0.946 0.063 0.936 0.062 0.945 0.063 0.952 0.065 0.955 0.066 
  200 0.876 0.035 0.903 0.045 0.945 0.100 0.947 0.045 0.944 0.045 0.948 0.045 0.952 0.046 0.955 0.046 
 0.3 25 0.873 0.153 0.932 0.190 0.950 0.339 0.946 0.192 0.925 0.186 0.938 0.187 0.948 0.194 0.950 0.198 
  50 0.876 0.108 0.942 0.136 0.957 0.181 0.947 0.136 0.938 0.134 0.945 0.135 0.951 0.138 0.954 0.140 
  75 0.876 0.088 0.944 0.111 0.959 0.125 0.946 0.111 0.940 0.110 0.946 0.111 0.951 0.113 0.953 0.114 
  100 0.875 0.077 0.945 0.096 0.959 0.104 0.946 0.097 0.943 0.096 0.946 0.096 0.950 0.098 0.952 0.099 
  200 0.878 0.054 0.948 0.068 0.955 0.071 0.949 0.068 0.947 0.068 0.949 0.068 0.952 0.069 0.954 0.070 
 0.5 25 0.873 0.167 0.971 0.208 0.999 0.213 0.942 0.208 0.925 0.204 0.937 0.204 0.946 0.211 0.948 0.214 
  50 0.875 0.118 0.961 0.148 0.965 0.149 0.945 0.148 0.938 0.147 0.944 0.147 0.950 0.150 0.952 0.152 
  75 0.876 0.096 0.958 0.122 0.959 0.122 0.946 0.122 0.942 0.121 0.946 0.121 0.951 0.123 0.953 0.124 
  100 0.876 0.084 0.955 0.105 0.956 0.105 0.946 0.105 0.943 0.105 0.946 0.105 0.950 0.107 0.952 0.108 















Table 1.11 Coverage probability and empirical length with ρ=0.30 and random cluster size. 
 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
1-2 0.1 25 0.888 0.180 0.929 0.202 0.916 0.377 0.987 0.204 0.894 0.191 0.961 0.208 0.975 0.232 0.974 0.234 
  50 0.906 0.132 0.941 0.144 0.963 0.251 0.928 0.145 0.914 0.143 0.945 0.148 0.965 0.160 0.961 0.162 
  75 0.905 0.109 0.944 0.119 0.969 0.175 0.934 0.120 0.922 0.119 0.948 0.121 0.962 0.130 0.962 0.131 
  100 0.909 0.095 0.946 0.104 0.971 0.132 0.937 0.104 0.929 0.103 0.948 0.105 0.961 0.111 0.963 0.112 
  200 0.918 0.068 0.948 0.074 0.967 0.079 0.943 0.074 0.940 0.074 0.949 0.074 0.958 0.078 0.960 0.078 
 0.3 25 0.903 0.288 0.960 0.314 0.975 0.356 0.937 0.315 0.921 0.311 0.946 0.300 0.963 0.323 0.964 0.327 
  50 0.917 0.206 0.957 0.225 0.969 0.232 0.944 0.225 0.937 0.224 0.949 0.219 0.962 0.232 0.963 0.234 
  75 0.923 0.168 0.954 0.184 0.960 0.187 0.946 0.184 0.942 0.184 0.949 0.181 0.960 0.190 0.961 0.191 
  100 0.920 0.146 0.952 0.160 0.956 0.162 0.946 0.160 0.944 0.159 0.949 0.158 0.958 0.164 0.960 0.165 
  200 0.923 0.103 0.951 0.113 0.952 0.114 0.947 0.113 0.946 0.113 0.949 0.113 0.955 0.116 0.956 0.116 
 0.5 25 0.913 0.315 0.963 0.344 0.974 0.347 0.941 0.344 0.930 0.341 0.946 0.325 0.963 0.349 0.964 0.353 
  50 0.920 0.225 0.958 0.246 0.960 0.246 0.946 0.246 0.941 0.245 0.949 0.239 0.961 0.251 0.962 0.253 
  75 0.923 0.184 0.955 0.201 0.956 0.201 0.946 0.201 0.943 0.201 0.949 0.197 0.959 0.206 0.960 0.207 
  100 0.923 0.159 0.954 0.175 0.955 0.175 0.947 0.175 0.945 0.174 0.950 0.172 0.958 0.178 0.960 0.180 
  200 0.924 0.113 0.951 0.124 0.951 0.124 0.947 0.124 0.947 0.124 0.949 0.123 0.955 0.126 0.956 0.127 
1-5 0.1 25 0.825 0.131 0.828 0.172 0.904 0.316 0.984 0.184 0.872 0.165 0.924 0.177 0.944 0.189 0.946 0.196 
  50 0.839 0.095 0.917 0.125 0.951 0.254 0.937 0.127 0.909 0.124 0.939 0.127 0.952 0.134 0.956 0.138 
  75 0.845 0.078 0.931 0.103 0.961 0.202 0.938 0.104 0.922 0.102 0.944 0.104 0.953 0.109 0.958 0.112 
  100 0.846 0.067 0.936 0.090 0.963 0.158 0.941 0.090 0.929 0.089 0.945 0.091 0.954 0.094 0.958 0.096 
  200 0.851 0.048 0.945 0.064 0.967 0.075 0.945 0.064 0.939 0.064 0.948 0.064 0.954 0.066 0.958 0.067 
 0.3 25 0.842 0.205 0.959 0.272 0.970 0.349 0.940 0.273 0.919 0.267 0.940 0.263 0.951 0.275 0.956 0.283 
  50 0.850 0.146 0.957 0.195 0.972 0.207 0.945 0.195 0.936 0.193 0.947 0.191 0.954 0.198 0.959 0.202 






 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
  100 0.852 0.103 0.953 0.138 0.959 0.142 0.946 0.138 0.942 0.138 0.948 0.137 0.953 0.140 0.957 0.143 
  200 0.853 0.073 0.951 0.098 0.954 0.099 0.947 0.098 0.946 0.098 0.948 0.098 0.952 0.099 0.954 0.100 
 0.5 25 0.845 0.224 0.966 0.298 0.986 0.302 0.941 0.298 0.924 0.293 0.941 0.285 0.952 0.298 0.957 0.306 
  50 0.850 0.159 0.959 0.213 0.962 0.213 0.945 0.213 0.938 0.211 0.947 0.208 0.954 0.215 0.958 0.219 
  75 0.852 0.130 0.956 0.174 0.957 0.175 0.947 0.174 0.943 0.173 0.948 0.172 0.954 0.176 0.957 0.179 
  100 0.854 0.113 0.955 0.151 0.955 0.151 0.947 0.151 0.944 0.151 0.948 0.149 0.953 0.153 0.956 0.155 
  200 0.853 0.080 0.951 0.107 0.951 0.107 0.947 0.107 0.946 0.107 0.948 0.107 0.951 0.108 0.954 0.109 
1-
10 0.1 25 0.734 0.098 0.720 0.158 0.893 0.276 0.984 0.173 0.869 0.153 0.919 0.162 0.933 0.169 0.941 0.178 
  50 0.747 0.070 0.891 0.115 0.945 0.233 0.940 0.117 0.906 0.114 0.936 0.117 0.944 0.121 0.952 0.126 
  75 0.748 0.057 0.915 0.095 0.955 0.199 0.941 0.096 0.920 0.094 0.941 0.096 0.947 0.098 0.955 0.102 
  100 0.750 0.050 0.925 0.083 0.959 0.167 0.941 0.083 0.927 0.082 0.944 0.083 0.949 0.085 0.955 0.088 
  200 0.754 0.035 0.939 0.059 0.963 0.078 0.944 0.059 0.938 0.059 0.947 0.059 0.951 0.060 0.956 0.061 
 0.3 25 0.747 0.152 0.960 0.251 0.968 0.350 0.943 0.252 0.917 0.245 0.939 0.243 0.947 0.250 0.954 0.260 
  50 0.757 0.108 0.956 0.179 0.970 0.197 0.946 0.180 0.936 0.177 0.946 0.177 0.951 0.180 0.957 0.185 
  75 0.757 0.088 0.955 0.147 0.968 0.154 0.946 0.147 0.940 0.146 0.948 0.145 0.952 0.148 0.957 0.151 
  100 0.759 0.076 0.953 0.127 0.961 0.132 0.948 0.128 0.943 0.127 0.949 0.126 0.952 0.128 0.956 0.131 
  200 0.758 0.054 0.952 0.090 0.956 0.092 0.949 0.090 0.946 0.090 0.950 0.090 0.952 0.091 0.955 0.092 
 0.5 25 0.751 0.166 0.968 0.275 0.992 0.280 0.941 0.275 0.922 0.269 0.940 0.265 0.946 0.272 0.954 0.282 
  50 0.754 0.118 0.960 0.196 0.963 0.197 0.945 0.196 0.937 0.194 0.946 0.192 0.950 0.196 0.956 0.201 
  75 0.755 0.096 0.956 0.161 0.958 0.161 0.945 0.161 0.940 0.159 0.946 0.159 0.950 0.161 0.955 0.165 
  100 0.757 0.083 0.955 0.139 0.956 0.139 0.947 0.139 0.944 0.139 0.948 0.138 0.951 0.140 0.955 0.142 














Table 1.12 Coverage probability and empirical length with ρ=0.50 and random cluster size. 
 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
1-2 0.1 25 0.874 0.180 0.954 0.213 0.925 0.391 0.988 0.213 0.886 0.199 0.962 0.220 0.976 0.243 0.976 0.247 
  50 0.890 0.132 0.947 0.152 0.967 0.244 0.928 0.152 0.908 0.150 0.946 0.156 0.964 0.168 0.963 0.172 
  75 0.888 0.109 0.947 0.125 0.972 0.169 0.933 0.126 0.919 0.125 0.948 0.128 0.961 0.136 0.963 0.138 
  100 0.893 0.095 0.948 0.109 0.974 0.130 0.937 0.109 0.927 0.109 0.948 0.111 0.960 0.117 0.963 0.119 
  200 0.902 0.068 0.949 0.078 0.964 0.082 0.943 0.078 0.939 0.078 0.949 0.078 0.958 0.082 0.960 0.083 
 0.3 25 0.887 0.287 0.960 0.330 0.977 0.364 0.937 0.331 0.921 0.327 0.948 0.314 0.964 0.338 0.967 0.344 
  50 0.899 0.205 0.956 0.236 0.967 0.242 0.943 0.237 0.935 0.236 0.949 0.230 0.961 0.243 0.963 0.246 
  75 0.906 0.168 0.954 0.194 0.958 0.197 0.944 0.194 0.940 0.193 0.949 0.190 0.959 0.199 0.961 0.201 
  100 0.903 0.146 0.954 0.168 0.957 0.170 0.946 0.168 0.943 0.168 0.950 0.166 0.958 0.172 0.961 0.174 
  200 0.908 0.103 0.952 0.119 0.953 0.120 0.948 0.119 0.947 0.119 0.950 0.119 0.956 0.122 0.958 0.123 
 0.5 25 0.896 0.315 0.962 0.362 0.971 0.365 0.941 0.362 0.929 0.359 0.947 0.340 0.964 0.364 0.966 0.370 
  50 0.902 0.224 0.955 0.259 0.957 0.259 0.944 0.259 0.939 0.258 0.948 0.250 0.959 0.263 0.962 0.266 
  75 0.905 0.184 0.953 0.212 0.954 0.212 0.946 0.212 0.942 0.211 0.949 0.207 0.958 0.216 0.960 0.218 
  100 0.905 0.159 0.952 0.184 0.952 0.184 0.946 0.184 0.943 0.184 0.948 0.181 0.956 0.187 0.959 0.189 
  200 0.909 0.113 0.951 0.130 0.951 0.130 0.948 0.130 0.947 0.130 0.949 0.129 0.955 0.133 0.957 0.133 
1-5 0.1 25 0.769 0.130 0.925 0.195 0.914 0.367 0.985 0.205 0.858 0.184 0.922 0.202 0.939 0.214 0.945 0.225 
  50 0.778 0.094 0.940 0.142 0.957 0.264 0.929 0.143 0.897 0.140 0.937 0.145 0.948 0.151 0.956 0.158 
  75 0.785 0.077 0.945 0.117 0.968 0.191 0.933 0.118 0.915 0.116 0.944 0.119 0.952 0.123 0.959 0.128 
  100 0.790 0.067 0.947 0.102 0.970 0.143 0.938 0.102 0.924 0.102 0.946 0.103 0.954 0.107 0.960 0.110 
  200 0.796 0.048 0.948 0.073 0.970 0.079 0.942 0.073 0.936 0.073 0.948 0.073 0.953 0.075 0.958 0.077 
 0.3 25 0.783 0.204 0.962 0.309 0.975 0.364 0.939 0.310 0.915 0.304 0.943 0.295 0.952 0.307 0.960 0.320 
  50 0.790 0.145 0.956 0.221 0.973 0.230 0.942 0.221 0.932 0.220 0.946 0.216 0.953 0.222 0.959 0.229 







 Wald ED0 ED1 ED2 KW WI WCC WCCalt 
mi π n Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len Cov Len 
  100 0.796 0.103 0.954 0.157 0.958 0.160 0.946 0.157 0.942 0.157 0.949 0.156 0.954 0.159 0.959 0.162 
  200 0.800 0.073 0.952 0.112 0.954 0.113 0.948 0.112 0.946 0.111 0.950 0.111 0.953 0.113 0.957 0.114 
 0.5 25 0.787 0.223 0.964 0.339 0.978 0.343 0.941 0.339 0.924 0.334 0.945 0.321 0.953 0.333 0.960 0.345 
  50 0.793 0.159 0.958 0.242 0.960 0.243 0.945 0.242 0.938 0.240 0.948 0.235 0.954 0.242 0.960 0.248 
  75 0.797 0.130 0.955 0.198 0.956 0.199 0.947 0.198 0.943 0.197 0.949 0.195 0.954 0.199 0.959 0.204 
  100 0.797 0.113 0.954 0.172 0.955 0.172 0.947 0.172 0.944 0.171 0.949 0.170 0.953 0.173 0.958 0.176 
  200 0.799 0.080 0.951 0.122 0.952 0.122 0.948 0.122 0.946 0.122 0.949 0.121 0.952 0.123 0.955 0.124 
1-
10 0.1 25 0.642 0.096 0.905 0.187 0.900 0.351 0.988 0.201 0.845 0.177 0.912 0.193 0.923 0.200 0.935 0.214 
  50 0.660 0.070 0.939 0.137 0.956 0.267 0.930 0.139 0.894 0.135 0.935 0.140 0.942 0.143 0.953 0.151 
  75 0.663 0.057 0.943 0.113 0.966 0.201 0.934 0.114 0.912 0.112 0.941 0.115 0.946 0.117 0.955 0.123 
  100 0.667 0.050 0.945 0.099 0.969 0.152 0.938 0.099 0.922 0.098 0.944 0.100 0.948 0.102 0.957 0.106 
  200 0.670 0.035 0.946 0.070 0.970 0.079 0.944 0.070 0.938 0.070 0.947 0.071 0.950 0.072 0.956 0.074 
 0.3 25 0.658 0.151 0.962 0.299 0.973 0.365 0.939 0.300 0.913 0.293 0.941 0.286 0.946 0.293 0.957 0.309 
  50 0.669 0.108 0.956 0.214 0.973 0.225 0.943 0.214 0.931 0.212 0.946 0.209 0.950 0.213 0.958 0.221 
  75 0.670 0.088 0.954 0.175 0.963 0.180 0.945 0.176 0.938 0.174 0.948 0.173 0.951 0.175 0.957 0.181 
  100 0.669 0.076 0.953 0.152 0.959 0.155 0.947 0.152 0.942 0.152 0.949 0.151 0.951 0.152 0.957 0.157 
  200 0.672 0.054 0.952 0.108 0.954 0.109 0.947 0.108 0.945 0.108 0.949 0.107 0.951 0.108 0.955 0.110 
 0.5 25 0.664 0.165 0.965 0.328 0.984 0.332 0.942 0.328 0.923 0.322 0.944 0.311 0.949 0.318 0.959 0.334 
  50 0.667 0.118 0.958 0.234 0.960 0.235 0.944 0.234 0.936 0.232 0.946 0.228 0.950 0.231 0.958 0.240 
  75 0.671 0.096 0.956 0.192 0.957 0.192 0.946 0.192 0.942 0.191 0.948 0.188 0.951 0.191 0.957 0.196 
  100 0.672 0.083 0.954 0.166 0.955 0.166 0.947 0.166 0.944 0.166 0.949 0.164 0.951 0.166 0.957 0.170 





APPENDIX B: Derivation of ED1 and ED2 Confidence Intervals for ?̂?=0.5  
From Kang and Lee (2010) we have the confidence limits of ED1 and ED2 (intervals 7 
and 8 from the original paper) as 
𝐶𝐼𝐸𝐷1 = (?̂? − √𝑛ℎ11𝜂, ?̂? − √𝑛ℎ12𝜂)  
𝐶𝐼𝐸𝐷2 = (?̂? − √𝑛ℎ21𝜂, ?̂? − √𝑛ℎ22𝜂)  
where 
ℎ11 = ?̂?𝑛?̂?

















































?̂?(1 − ?̂?)[(1 − ?̂?)𝑀1 + ?̂?𝑀2] 
𝜂 = 𝑀1
−1√?̂?(1 − ?̂?)𝑀2 + 𝛾(𝑀1 −𝑀2) ,     𝛾 = (1 − ?̂?)?̂?(1 − ?̂?). 
We see that when ?̂? = 0.5, ?̂? and ?̂? are equal to 0. This means that the expressions for 
ℎ11, ℎ12, ℎ21, and ℎ22 are undefined, and therefore the intervals ED1 and ED2 are 
undefined, whenever the point estimate ?̂? = 0.5. This is a problem for the design of this 
interval, since values of ?̂? = 0.5 are possible in real-world situations. To address this, we 




constant. First, we take the limit of the quantities used to calculate the confidence limits 





(1 − 2?̂?)[(1 − ?̂?)2𝑀1 + ?̂?(1 − ?̂?)3𝑀2 + 2?̂?
2𝑀3]
6(1 + ?̂?)[(1 − ?̂?)𝑀1 + ?̂?𝑀2]
 
=
[(1 − ?̂?)2𝑀1 + ?̂?(1 − ?̂?)3𝑀2 + 2?̂?
2𝑀3]
6(1 + ?̂?)[(1 − ?̂?)𝑀1 + ?̂?𝑀2]
lim
?̂?→0.5
(1 − 2?̂?) 
=
[(1 − ?̂?)2𝑀1 + ?̂?(1 − ?̂?)3𝑀2 + 2?̂?
2𝑀3]





































[(1 − ?̂?)𝑀1 + ?̂?𝑀2] ∗ lim
?̂?→0.5





















































Since lim?̂?→0.5 ?̂? = 0 and lim?̂?→0.5 ?̂? = 0 and lim
?̂?→0.5
?̂?𝑛is a constant, we can simplify the 
above to  
= 1 + 3 ∗ 0 
= 1 








































− 1)     (1) 
From above, we know that lim
?̂?→0.5
































                    (2) 
is indeterminate. We can use l’Hôpital’s rule to find this limit by taking the limit of the 
derivative of the numerator with respect to ?̂? and dividing by the limit of the derivative of 
the denominator with respect to ?̂?. First, we take the derivatives of ?̂?, ?̂?,and ?̂?𝑛 for use in 






(1 − 2?̂?)[(1 − ?̂?)2𝑀1 + ?̂?(1 − ?̂?)3𝑀2 + 2?̂?
2𝑀3]
6(1 + ?̂?)[(1 − ?̂?)𝑀1 + ?̂?𝑀2]
 
=
[(1 − ?̂?)2𝑀1 + ?̂?(1 − ?̂?)3𝑀2 + 2?̂?
2𝑀3]
6(1 + ?̂?)[(1 − ?̂?)𝑀1 + ?̂?𝑀2]
𝑑
𝑑?̂?
(1 − 2?̂?) 
=
[(1 − ?̂?)2𝑀1 + ?̂?(1 − ?̂?)3𝑀2 + 2?̂?
2𝑀3]
6(1 + ?̂?)[(1 − ?̂?)𝑀1 + ?̂?𝑀2]
∗ (−2) 
=
−[(1 − ?̂?)2𝑀1 + ?̂?(1 − ?̂?)3𝑀2 + 2?̂?
2𝑀3]
























−[(1 − ?̂?)2𝑀1 + ?̂?(1 − ?̂?)3𝑀2 + 2?̂?
2𝑀3]






[(1 − ?̂?)2𝑀1 + ?̂?(1 − ?̂?)3𝑀2 + 2?̂?
2𝑀3]




















√?̂?(1 − ?̂?) 
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?̂?(1 − ?̂?) 
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(1 − 2?̂?) 
= √
















































































































?̂?) (𝑧𝛼/2?̂?𝑛√𝑛 − ?̂?) + ?̂?
𝑑
𝑑?̂?




























































?̂?) (𝑧𝛼/2?̂?𝑛√𝑛 − ?̂?) + ?̂? (√𝑛𝑧𝛼/2 (√
























?̂?(𝑧𝛼/2?̂?𝑛√𝑛 − ?̂?)𝑛 ∗ 2?̂?𝑛 (√




















?̂? are constants with respect to ?̂? whose expressions are lengthy (given 


















?̂? ∗ (√𝑛𝑧𝛼/2 (√























?̂?) 𝑛 ∗ 2 lim
?̂?→0.5
?̂?𝑛 ∗ (√





















?̂?𝑛√𝑛 − 0) + 0 ∗ (√𝑛𝑧𝛼/2 (√
[(1 − ?̂?)𝑀1 + ?̂?𝑀2]








0 ∗ (𝑧𝛼/2 lim
?̂?→0.5
?̂?𝑛√𝑛 − 0) 𝑛 ∗ 2 lim
?̂?→0.5
?̂?𝑛 (√






Since the limit lim
?̂?→0.5
?̂?𝑛  exists and is non-zero, the second term equals zero and we can 














































√(1 − ?̂?)𝑀1 + ?̂?𝑀2
 




which we divide the above by and combine with (1), leading us to the equation: 
lim
?̂?→0.5















Therefore, the limit of the lower bound of ED1 as ?̂? → 0.5 is 
lim
?̂?→0.5
(?̂? − √𝑛ℎ11𝜂) 










−1√?̂?(1 − ?̂?)𝑀2 + (1 − ?̂?)?̂?(1 − ?̂?)(𝑀1 −𝑀2) 
= 0.5 − 𝑧𝛼/2 ∗ 𝑀1










−1√𝑀2 + (1 − ?̂?)𝑀1 − (1 − ?̂?)𝑀2 
= 0.5 −
𝑧𝛼/2√(1 − ?̂?)𝑀1 + ?̂?𝑀2
2𝑀1
 







and therefore the limit of the upper bound of ED1 as ?̂? → 0.5 is 
lim
?̂?→0.5
(?̂? − √𝑛ℎ21𝜂) 






𝑧𝛼/2√(1 − ?̂?)𝑀1 + ?̂?𝑀2
2𝑀1
 




𝐶𝐼𝐸𝐷1 = 0.5 ±
𝑧𝛼/2√(1 − ?̂?)𝑀1 + ?̂?𝑀2
2𝑀1
 
When ?̂? = 0.5, we also have  





−1(?̂? + ?̂?𝑧𝛼 2⁄
2 )) 
= 0.5 ± √𝑛𝑀1
−1?̂?𝑛𝑧𝛼/2 




0.25[(1 − ?̂?)𝑀1 + ?̂?𝑀2] 
= 0.5 ±
𝑧𝛼/2√(1 − ?̂?)𝑀1 + ?̂?𝑀2
2𝑀1
 
Therefore, the limits of the lower and upper bounds of ED1 as ?̂? approaches 0.5 are equal 
to the lower and upper bounds, respectively, of ED0 when ?̂? = 0.5. 


















?̂? = 0 and lim
?̂?→0.5











−1] + 1} =0 
and therefore  
lim
?̂?→0.5


















































              (3) 
is indeterminate. Again, we use l’Hôpital’s rule, and differentiate the numerator and 


























































































































√(1 − ?̂?)𝑀1 + ?̂?𝑀2
 
Recall that this is the derivative of the numerator of the expression within the limit in (3). 
The derivative of the denominator is 
𝑑
𝑑?̂?
?̂?, which we divide the above by and combine 




















It follows that  
lim
?̂?→0.5
(?̂? − √𝑛ℎ21𝜂) = 0.5 −




meaning that the lower bound of ED2 is identical to the lower bounds of ED1 and ED0 at 







and therefore  
lim
?̂?→0.5
(?̂? − √𝑛ℎ22𝜂) = 0.5 +
𝑧𝛼/2√(1 − ?̂?)𝑀1 + ?̂?𝑀2
2𝑀1
,  
meaning that the upper bound of ED2 is identical to the upper bounds of ED1 and ED0 at 





APPENDIX C: Additional Figures and Tables from Chapter 2 




























































































































































Figure 2.24. Type I error as a function of sample size for 𝝆=0.01, 𝝅𝟎=0.1, and random 





Figure 2.25. Type I error as a function of sample size for 𝝆=0.01, 𝝅𝟎=0.3, and random 





Figure 2.26. Type I error as a function of sample size for 𝝆=0.01, 𝝅𝟎=0.5, and random 





Figure 2.27. Type I error as a function of sample size for 𝝆=0.05, 𝝅𝟎=0.1, and random 





Figure 2.28. Type I error as a function of sample size for 𝝆=0.05, 𝝅𝟎=0.3, and random 





Figure 2.29. Type I error as a function of sample size for 𝝆=0.05, 𝝅𝟎=0.5, and random 





Figure 2.30. Type I error as a function of sample size for 𝝆=0.30, 𝝅𝟎=0.1, and random 





Figure 2.31. Type I error as a function of sample size for 𝝆=0.30, 𝝅𝟎=0.3, and random 





Figure 2.32. Type I error as a function of sample size for 𝝆=0.30, 𝝅𝟎=0.5, and random 





Figure 2.33. Type I error as a function of sample size for 𝝆=0.50, 𝝅𝟎=0.1, and random 





Figure 2.34. Type I error as a function of sample size for 𝝆=0.50, 𝝅𝟎=0.3, and random 





Figure 2.35. Type I error as a function of sample size for 𝝆=0.50, 𝝅𝟎=0.5, and random 





Table 2.2. Recommended one-sided test(s) to use for various values of ρ, π, and random 
cluster size.  
ρ π0 Cluster Size 
  1-2 1-5 1-10 
  Distal Mesial Distal Mesial Distal Mesial 
0.01 0.1, 0.9 none WCC 
WI  
(n≥ 50) 




WCC   
(n≥ 50) 
 0.3, 0.7 WI 
WCC   
(n≥ 75) 
















WCC    
(n≥ 50)  











 0.3, 0.7 WI 
WI 
(n≥ 100) 






WCC    
(n≥ 50)  






0.10 0.1, 0.9 none WCC 
WI       
(n≥ 75) 
WCC 
WI       
(n≥ 100) 
WCC    
(n≥ 50) 
 0.3, 0.7 
WI       
(n≥ 50) 
WCC   
(n≥ 75) 











(n≥ 50)  
WCC WCC 




0.30 0.1, 0.9 none WCC 
WI       
(n≥ 75) 
WCC 
WCC   
(n≥ 75) 
WCC   
(n≥ 50) 
 0.3, 0.7 WI ED0, ED1 
WI       
(n≥ 50) 
WCC WCC WCC 
 0.5 WI WI WCC WCC WCC WCC 





WCC   
(n≥ 75) 
WCC    
(n≥ 75) 
WCC    
(n≥ 200) 












 0.5 WI WI 
WI       
(n≥ 50) 











Table 2.3: Type I error percentages with ρ=0.01 and fixed cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
2 0.1 25 15.2 0.52 14.7 7.27 3.48 3.79 4.82 3.48 1.34 12.4 11.2 1.20 3.79 0.00 3.79 2.11 0.00 2.11 
  50 8.53 0.78 7.75 4.26 0.21 4.05 6.98 5.42 1.55 6.88 5.81 1.07 5.56 2.31 3.26 3.11 0.78 2.33 
  75 7.19 0.57 6.62 4.01 0.06 3.95 4.97 3.11 1.86 6.68 5.36 1.32 4.71 1.31 3.40 3.59 1.31 2.29 
  100 5.85 0.80 5.05 4.02 0.00 4.02 4.84 3.24 1.60 6.21 4.80 1.41 4.86 1.65 3.22 3.70 1.41 2.30 
  200 5.66 1.32 4.34 3.50 0.06 3.45 5.24 3.39 1.85 5.59 3.94 1.65 5.01 2.04 2.96 4.16 1.69 2.47 
 0.3 25 3.90 0.74 3.16 3.17 0.02 3.16 5.51 2.74 2.77 7.75 4.98 2.77 5.70 2.64 3.06 3.54 1.25 2.30 
  50 4.53 1.48 3.05 3.17 0.12 3.05 5.65 3.28 2.37 6.44 4.07 2.37 5.35 2.53 2.81 4.23 1.86 2.37 
  75 5.01 1.73 3.28 3.96 1.06 2.90 5.25 3.01 2.24 5.57 3.46 2.11 5.09 2.30 2.79 4.13 1.88 2.25 
  100 4.62 1.62 3.00 4.15 1.28 2.87 5.21 2.98 2.23 5.51 3.35 2.16 5.06 2.36 2.70 4.07 1.84 2.23 
  200 4.95 1.98 2.98 4.75 1.78 2.97 5.24 2.79 2.45 5.29 2.95 2.34 5.18 2.44 2.74 4.49 2.04 2.45 
 0.5 25 3.83 1.93 1.90 2.18 1.09 1.08 5.47 2.72 2.74 6.58 3.27 3.31 6.47 3.22 3.25 4.02 2.01 2.01 
  50 4.44 2.20 2.24 3.89 1.92 1.97 5.35 2.64 2.71 5.86 2.91 2.95 5.35 2.64 2.71 4.44 2.20 2.24 
  75 4.33 2.17 2.16 4.33 2.17 2.16 5.31 2.67 2.64 5.54 2.78 2.75 5.23 2.63 2.60 4.33 2.17 2.16 
  100 4.48 2.24 2.24 4.48 2.24 2.24 5.42 2.70 2.72 5.42 2.70 2.72 5.01 2.50 2.51 4.48 2.24 2.24 
  200 4.73 2.37 2.36 4.69 2.35 2.34 5.01 2.51 2.50 5.11 2.55 2.55 4.92 2.46 2.45 4.36 2.18 2.18 
5 0.1 25 29.5 0.01 29.5 11.4 1.99 9.46 3.31 0.01 3.30 7.55 5.87 1.69 5.64 2.21 3.42 4.69 1.99 2.70 
  50 23.6 0.04 23.5 8.32 0.25 8.07 4.97 2.30 2.68 6.13 4.57 1.55 5.39 2.27 3.12 4.00 1.48 2.53 
  75 18.2 0.11 18.1 7.38 0.03 7.35 5.05 2.69 2.36 5.78 4.07 1.72 5.06 2.07 2.98 4.22 1.71 2.51 
  100 15.2 0.16 15.1 6.77 0.01 6.76 5.03 2.69 2.34 5.54 3.74 1.80 5.12 2.16 2.97 4.34 1.77 2.57 
  200 9.88 0.47 9.40 5.66 0.00 5.66 5.06 2.89 2.18 5.33 3.39 1.95 5.01 2.25 2.75 4.45 2.02 2.43 
 0.3 25 7.03 0.25 6.78 4.99 0.03 4.96 5.37 2.26 3.11 6.72 4.10 2.62 6.06 2.91 3.14 4.89 2.30 2.58 
  50 5.92 0.62 5.30 4.35 0.00 4.35 5.27 2.62 2.65 5.83 3.39 2.44 5.36 2.52 2.84 4.66 2.18 2.48 
  75 5.72 0.83 4.89 4.22 0.02 4.21 5.12 2.56 2.56 5.49 3.11 2.39 5.26 2.47 2.79 4.61 2.17 2.44 
  100 5.39 1.06 4.34 4.17 0.31 3.86 5.01 2.57 2.45 5.31 3.00 2.31 4.98 2.35 2.63 4.48 2.12 2.36 
  200 5.30 1.43 3.87 4.71 1.09 3.62 5.10 2.61 2.49 5.23 2.83 2.40 5.10 2.41 2.69 4.69 2.24 2.46 
 0.5 25 3.16 1.61 1.55 1.84 0.94 0.91 5.65 2.89 2.76 6.57 3.34 3.23 5.75 2.93 2.82 4.91 2.50 2.40 
  50 3.91 1.98 1.93 3.67 1.86 1.81 5.33 2.72 2.61 5.80 2.95 2.84 5.33 2.72 2.61 4.60 2.35 2.26 
  75 4.28 2.15 2.13 4.18 2.11 2.07 5.21 2.62 2.58 5.47 2.75 2.72 5.21 2.62 2.58 4.72 2.36 2.36 
  100 4.51 2.29 2.22 4.51 2.29 2.22 5.18 2.64 2.53 5.37 2.73 2.64 5.18 2.64 2.53 4.76 2.41 2.35 
  200 4.83 2.40 2.43 4.83 2.40 2.43 5.23 2.60 2.63 5.33 2.65 2.68 5.23 2.60 2.63 4.85 2.41 2.44 
                     
                     







 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
10 0.1 25 36.2 0.00 36.2 16.0 2.64 13.4 4.65 0.00 4.65 7.16 5.17 1.99 5.73 2.37 3.37 5.00 2.25 2.76 
  50 31.6 0.00 31.6 11.7 0.38 11.3 4.83 1.44 3.39 6.36 4.34 2.02 5.59 2.49 3.09 4.76 2.12 2.63 
  75 27.8 0.01 27.8 10.2 0.08 10.1 4.92 2.00 2.92 5.77 3.83 1.94 5.28 2.44 2.84 4.66 2.12 2.54 
  100 25.0 0.03 24.9 9.25 0.02 9.23 4.99 2.24 2.76 5.54 3.53 2.01 5.18 2.41 2.78 4.62 2.13 2.50 
  200 16.9 0.17 16.7 7.76 0.00 7.76 5.07 2.57 2.50 5.34 3.23 2.10 5.16 2.43 2.73 4.76 2.24 2.52 
 0.3 25 12.9 0.09 12.8 7.04 0.03 7.01 5.27 1.72 3.55 6.66 3.81 2.85 5.99 2.86 3.13 5.15 2.40 2.75 
  50 8.76 0.30 8.46 5.86 0.00 5.86 5.23 2.26 2.97 5.85 3.24 2.62 5.45 2.55 2.90 4.89 2.30 2.60 
  75 7.64 0.52 7.12 5.32 0.00 5.32 5.26 2.41 2.85 5.59 3.01 2.58 5.38 2.55 2.83 4.94 2.33 2.61 
  100 6.87 0.68 6.19 4.89 0.00 4.89 5.17 2.51 2.65 5.42 2.97 2.45 5.22 2.54 2.68 4.83 2.34 2.49 
  200 5.95 1.09 4.86 4.76 0.54 4.22 5.10 2.55 2.55 5.18 2.76 2.42 5.13 2.50 2.63 4.84 2.35 2.49 
 0.5 25 3.25 1.66 1.59 1.81 0.91 0.90 5.58 2.83 2.75 6.75 3.40 3.35 6.09 3.09 3.00 5.36 2.72 2.64 
  50 4.06 2.03 2.03 3.83 1.92 1.92 5.43 2.76 2.67 5.91 2.99 2.93 5.57 2.82 2.75 5.10 2.58 2.52 
  75 4.29 2.19 2.10 4.21 2.14 2.06 5.29 2.68 2.61 5.61 2.84 2.77 5.40 2.73 2.67 4.96 2.51 2.45 
  100 4.51 2.33 2.18 4.44 2.29 2.15 5.23 2.70 2.54 5.43 2.79 2.63 5.26 2.71 2.55 4.89 2.52 2.38 









Table 2.4: Type I error percentages with ρ=0.05 and fixed cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
2 0.1 25 13.3 0.58 12.7 7.27 3.76 3.51 5.05 3.76 1.29 12.7 11.7 1.06 3.52 0.00 3.52 2.11 0.00 2.11 
  50 8.01 0.88 7.12 3.92 0.23 3.69 7.14 5.60 1.54 7.22 6.15 1.07 5.70 2.44 3.26 3.14 0.88 2.27 
  75 6.75 0.67 6.08 3.75 0.06 3.70 5.17 3.35 1.82 6.78 5.45 1.33 4.70 1.41 3.29 3.79 1.41 2.38 
  100 5.87 0.92 4.95 3.85 0.01 3.84 5.13 3.52 1.61 6.24 4.90 1.35 5.10 1.85 3.25 3.91 1.52 2.39 
  200 5.61 1.42 4.19 3.47 0.09 3.38 5.44 3.61 1.83 5.65 4.05 1.60 5.10 2.12 2.97 4.23 1.74 2.49 
 0.3 25 3.84 0.82 3.02 3.04 0.03 3.02 5.62 2.86 2.76 7.76 4.99 2.76 5.84 2.73 3.12 3.74 1.37 2.37 
  50 4.49 1.52 2.96 3.14 0.18 2.96 5.66 3.28 2.37 6.47 4.10 2.37 5.33 2.52 2.81 4.18 1.81 2.37 
  75 5.11 1.84 3.27 4.08 1.15 2.93 5.38 3.05 2.33 5.65 3.48 2.17 5.22 2.33 2.89 4.30 1.94 2.36 
  100 4.73 1.72 3.01 4.25 1.38 2.87 5.31 3.01 2.30 5.57 3.39 2.18 5.19 2.43 2.77 4.23 1.92 2.30 
  200 4.90 2.01 2.88 4.72 1.84 2.88 5.20 2.84 2.36 5.24 2.98 2.27 5.12 2.44 2.68 4.42 2.05 2.37 
 0.5 25 3.80 1.85 1.95 2.27 1.09 1.19 5.49 2.67 2.82 6.40 3.15 3.25 6.24 3.09 3.16 3.94 1.91 2.03 
  50 4.39 2.25 2.14 3.95 2.03 1.93 5.35 2.72 2.63 5.96 3.02 2.93 5.35 2.72 2.63 4.39 2.25 2.14 
  75 4.37 2.21 2.16 4.37 2.21 2.16 5.43 2.74 2.69 5.57 2.82 2.76 5.26 2.65 2.61 4.37 2.21 2.16 
  100 4.45 2.23 2.22 4.45 2.23 2.22 5.35 2.69 2.66 5.35 2.69 2.66 5.00 2.52 2.48 4.44 2.22 2.22 
  200 4.85 2.40 2.45 4.79 2.36 2.42 5.13 2.52 2.60 5.29 2.61 2.69 5.06 2.49 2.56 4.46 2.22 2.25 
5 0.1 25 26.8 0.01 26.8 10.6 2.35 8.27 2.87 0.03 2.84 8.36 6.99 1.38 6.09 2.76 3.33 4.96 2.35 2.61 
  50 20.4 0.07 20.3 7.37 0.30 7.07 5.07 2.75 2.32 6.68 5.25 1.43 5.51 2.51 3.00 4.29 1.80 2.49 
  75 15.3 0.19 15.1 6.45 0.06 6.39 5.31 3.17 2.14 6.01 4.44 1.57 5.29 2.36 2.92 4.42 1.95 2.47 
  100 12.9 0.28 12.6 6.04 0.01 6.02 5.26 3.13 2.13 5.88 4.21 1.67 5.34 2.42 2.92 4.51 2.03 2.48 
  200 8.74 0.62 8.12 5.24 0.00 5.24 5.26 3.08 2.18 5.47 3.56 1.91 5.21 2.40 2.81 4.69 2.15 2.54 
 0.3 25 6.09 0.37 5.73 4.52 0.03 4.50 5.43 2.57 2.86 6.89 4.37 2.52 6.03 3.05 2.98 4.95 2.42 2.52 
  50 5.50 0.79 4.71 4.01 0.00 4.01 5.36 2.84 2.52 5.98 3.64 2.34 5.44 2.70 2.74 4.75 2.32 2.43 
  75 5.50 1.09 4.40 3.95 0.08 3.86 5.35 2.79 2.56 5.74 3.31 2.43 5.46 2.62 2.84 4.83 2.30 2.53 
  100 5.30 1.18 4.13 4.28 0.53 3.75 5.25 2.78 2.47 5.47 3.13 2.34 5.21 2.51 2.70 4.73 2.27 2.46 
  200 5.19 1.52 3.67 4.69 1.20 3.48 5.13 2.70 2.42 5.24 2.91 2.33 5.14 2.49 2.66 4.76 2.29 2.47 
 0.5 25 3.17 1.58 1.60 1.95 0.97 0.98 5.68 2.84 2.85 6.66 3.32 3.34 5.74 2.87 2.88 4.89 2.45 2.44 
  50 4.00 2.02 1.98 3.74 1.88 1.86 5.32 2.66 2.66 5.75 2.87 2.88 5.32 2.66 2.66 4.67 2.35 2.32 
  75 4.32 2.17 2.15 4.24 2.13 2.11 5.25 2.61 2.64 5.54 2.76 2.79 5.25 2.61 2.64 4.73 2.35 2.38 
  100 4.35 2.16 2.19 4.33 2.15 2.18 5.08 2.54 2.55 5.25 2.62 2.63 5.08 2.54 2.55 4.60 2.28 2.32 
  200 4.68 2.34 2.34 4.68 2.34 2.34 5.03 2.50 2.53 5.11 2.54 2.57 5.03 2.50 2.53 4.70 2.35 2.34 
                     
                     







 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
10 0.1 25 33.5 0.00 33.5 14.0 2.94 11.0 3.63 0.00 3.63 7.83 6.27 1.56 6.03 2.89 3.14 5.44 2.79 2.65 
  50 27.7 0.01 27.7 9.63 0.40 9.23 4.74 2.04 2.70 6.68 5.01 1.67 5.61 2.73 2.88 4.95 2.45 2.50 
  75 23.5 0.04 23.5 8.42 0.09 8.34 5.10 2.59 2.51 6.19 4.45 1.73 5.48 2.72 2.77 4.86 2.37 2.49 
  100 20.3 0.09 20.2 7.89 0.02 7.87 5.18 2.71 2.47 5.87 4.05 1.82 5.39 2.61 2.77 4.90 2.37 2.53 
  200 12.8 0.27 12.5 6.49 0.00 6.49 5.27 2.95 2.32 5.49 3.56 1.93 5.31 2.63 2.68 4.94 2.42 2.51 
 0.3 25 9.33 0.14 9.19 5.81 0.04 5.77 5.20 2.01 3.19 6.64 4.04 2.59 5.85 2.88 2.97 5.18 2.53 2.65 
  50 7.03 0.46 6.57 5.01 0.00 5.01 5.07 2.42 2.65 5.68 3.31 2.37 5.29 2.57 2.73 4.81 2.34 2.47 
  75 6.41 0.68 5.72 4.67 0.00 4.67 5.21 2.58 2.63 5.59 3.17 2.42 5.31 2.60 2.71 4.93 2.40 2.53 
  100 6.10 0.86 5.24 4.44 0.04 4.41 5.11 2.58 2.53 5.39 3.00 2.38 5.17 2.52 2.65 4.85 2.36 2.49 
  200 5.48 1.18 4.30 4.64 0.75 3.89 5.06 2.60 2.46 5.18 2.80 2.37 5.06 2.48 2.58 4.83 2.36 2.47 
 0.5 25 3.18 1.58 1.61 1.87 0.93 0.94 5.61 2.78 2.83 6.77 3.36 3.42 6.11 3.04 3.07 5.40 2.68 2.72 
  50 3.98 1.98 2.00 3.73 1.85 1.88 5.33 2.68 2.65 5.80 2.92 2.88 5.45 2.74 2.71 5.02 2.52 2.51 
  75 4.36 2.21 2.15 4.26 2.16 2.10 5.29 2.68 2.61 5.57 2.83 2.75 5.35 2.71 2.64 4.98 2.52 2.47 
  100 4.47 2.19 2.28 4.41 2.15 2.26 5.16 2.53 2.63 5.37 2.64 2.74 5.20 2.55 2.65 4.89 2.39 2.50 









Table 2.5: Type I error percentages with ρ=0.10 and fixed cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
2 0.1 25 11.6 0.68 10.9 7.45 4.05 3.41 5.32 4.05 1.27 13.0 12.0 0.97 3.44 0.00 3.44 2.12 0.00 2.12 
  50 7.39 1.00 6.39 3.63 0.28 3.35 7.34 5.86 1.48 7.57 6.59 0.98 5.79 2.58 3.21 3.21 0.99 2.22 
  75 6.26 0.77 5.49 3.53 0.08 3.44 5.31 3.69 1.62 6.80 5.62 1.18 4.56 1.51 3.05 3.78 1.51 2.28 
  100 5.67 1.10 4.57 3.52 0.01 3.52 5.55 3.90 1.65 6.41 5.03 1.38 5.11 2.00 3.11 3.95 1.62 2.34 
  200 5.44 1.50 3.94 3.32 0.14 3.18 5.51 3.83 1.69 5.79 4.29 1.50 5.07 2.21 2.86 4.20 1.80 2.41 
 0.3 25 3.64 0.92 2.72 2.75 0.03 2.72 5.55 2.96 2.59 7.65 5.07 2.59 5.87 2.78 3.09 3.80 1.43 2.37 
  50 4.33 1.61 2.72 2.97 0.25 2.72 5.53 3.34 2.19 6.32 4.13 2.19 5.16 2.53 2.64 4.04 1.84 2.19 
  75 4.91 1.85 3.06 4.02 1.20 2.82 5.28 3.08 2.21 5.55 3.52 2.04 5.08 2.27 2.80 4.17 1.91 2.26 
  100 4.72 1.79 2.92 4.24 1.46 2.77 5.27 3.03 2.24 5.47 3.36 2.11 5.21 2.48 2.73 4.25 1.99 2.26 
  200 4.92 2.08 2.84 4.74 1.91 2.83 5.18 2.90 2.28 5.25 3.03 2.23 5.14 2.48 2.66 4.46 2.12 2.34 
 0.5 25 3.86 1.90 1.96 2.44 1.22 1.22 5.62 2.80 2.82 6.31 3.15 3.16 6.08 3.03 3.05 3.95 1.94 2.00 
  50 4.44 2.24 2.20 4.14 2.07 2.07 5.31 2.69 2.62 6.05 3.03 3.02 5.31 2.69 2.62 4.44 2.24 2.20 
  75 4.36 2.20 2.17 4.36 2.20 2.17 5.40 2.71 2.69 5.46 2.74 2.72 5.17 2.60 2.57 4.36 2.20 2.17 
  100 4.52 2.25 2.27 4.52 2.25 2.27 5.39 2.69 2.71 5.39 2.69 2.71 5.12 2.54 2.58 4.48 2.23 2.26 
  200 4.88 2.35 2.53 4.78 2.30 2.49 5.11 2.48 2.63 5.31 2.59 2.72 5.10 2.47 2.63 4.50 2.17 2.33 
5 0.1 25 23.4 0.02 23.3 9.48 2.64 6.84 2.36 0.06 2.31 9.18 7.98 1.21 6.43 3.27 3.16 5.12 2.64 2.48 
  50 16.8 0.14 16.7 6.38 0.41 5.98 5.18 3.24 1.95 7.09 5.85 1.23 5.68 2.79 2.89 4.57 2.16 2.41 
  75 12.3 0.30 12.0 5.47 0.06 5.41 5.40 3.59 1.81 6.24 4.91 1.33 5.35 2.64 2.72 4.54 2.26 2.28 
  100 10.4 0.46 9.96 5.16 0.01 5.16 5.28 3.48 1.80 6.01 4.55 1.46 5.35 2.64 2.71 4.60 2.25 2.35 
  200 7.48 0.80 6.68 4.57 0.00 4.57 5.21 3.27 1.94 5.51 3.83 1.68 5.16 2.52 2.64 4.70 2.30 2.40 
 0.3 25 5.22 0.49 4.74 4.01 0.03 3.98 5.36 2.73 2.63 6.97 4.51 2.46 5.94 2.99 2.95 4.96 2.45 2.51 
  50 5.21 0.94 4.27 3.79 0.00 3.79 5.44 2.91 2.53 6.06 3.71 2.35 5.54 2.70 2.84 4.85 2.33 2.51 
  75 5.14 1.21 3.93 3.78 0.24 3.54 5.20 2.83 2.37 5.56 3.34 2.21 5.21 2.55 2.66 4.64 2.26 2.38 
  100 4.96 1.25 3.72 4.12 0.65 3.46 5.17 2.75 2.42 5.36 3.06 2.30 5.06 2.39 2.67 4.63 2.16 2.47 
  200 4.91 1.65 3.27 4.47 1.36 3.11 5.04 2.77 2.28 5.15 2.95 2.20 5.04 2.53 2.51 4.70 2.36 2.34 
 0.5 25 3.27 1.64 1.64 2.13 1.06 1.07 5.66 2.79 2.86 6.61 3.26 3.35 5.73 2.82 2.90 4.92 2.44 2.48 
  50 4.02 2.02 2.00 3.79 1.90 1.89 5.24 2.64 2.61 5.73 2.88 2.85 5.24 2.64 2.60 4.70 2.36 2.34 
  75 4.29 2.19 2.10 4.21 2.15 2.06 5.17 2.64 2.54 5.40 2.76 2.64 5.17 2.64 2.54 4.67 2.38 2.29 
  100 4.53 2.27 2.25 4.47 2.25 2.23 5.19 2.60 2.60 5.36 2.67 2.69 5.19 2.60 2.60 4.74 2.38 2.36 
  200 4.75 2.41 2.33 4.75 2.41 2.33 5.15 2.62 2.53 5.21 2.64 2.57 5.12 2.60 2.52 4.77 2.43 2.35 
                     
                     







 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
10 0.1 25 29.7 0.00 29.7 12.2 3.36 8.83 2.74 0.00 2.74 8.70 7.41 1.28 6.52 3.51 3.01 5.88 3.32 2.56 
  50 23.0 0.04 23.0 8.10 0.56 7.54 5.05 2.77 2.28 7.04 5.63 1.42 5.89 3.07 2.82 5.31 2.83 2.48 
  75 18.4 0.12 18.3 6.91 0.10 6.81 5.37 3.18 2.19 6.50 4.96 1.54 5.73 2.98 2.74 5.16 2.67 2.49 
  100 15.2 0.20 15.0 6.45 0.02 6.43 5.43 3.34 2.10 6.18 4.62 1.57 5.55 2.93 2.62 5.11 2.68 2.42 
  200 9.88 0.49 9.38 5.53 0.00 5.52 5.24 3.18 2.06 5.56 3.79 1.77 5.24 2.72 2.52 4.91 2.52 2.39 
 0.3 25 7.06 0.32 6.74 4.99 0.04 4.95 5.38 2.53 2.85 7.00 4.50 2.51 6.11 3.19 2.91 5.51 2.86 2.65 
  50 5.90 0.70 5.20 4.34 0.00 4.34 5.24 2.64 2.60 5.80 3.43 2.37 5.40 2.65 2.75 5.01 2.45 2.56 
  75 5.70 0.94 4.76 4.10 0.00 4.09 5.22 2.73 2.49 5.58 3.27 2.31 5.29 2.63 2.66 4.96 2.47 2.49 
  100 5.49 1.10 4.39 4.13 0.28 3.85 5.18 2.79 2.39 5.37 3.14 2.22 5.18 2.63 2.55 4.89 2.47 2.42 
  200 5.21 1.41 3.80 4.55 1.03 3.53 5.09 2.73 2.37 5.21 2.94 2.28 5.09 2.56 2.53 4.85 2.43 2.42 
 0.5 25 3.20 1.59 1.61 2.06 1.01 1.04 5.55 2.78 2.77 6.65 3.34 3.32 5.98 2.99 2.99 5.36 2.68 2.68 
  50 4.04 1.99 2.05 3.80 1.87 1.93 5.39 2.65 2.74 5.82 2.87 2.96 5.47 2.69 2.77 5.13 2.51 2.62 
  75 4.32 2.19 2.13 4.22 2.15 2.08 5.23 2.63 2.59 5.51 2.77 2.74 5.26 2.65 2.61 4.94 2.50 2.44 
  100 4.53 2.25 2.27 4.47 2.23 2.24 5.26 2.60 2.66 5.46 2.69 2.76 5.28 2.61 2.67 5.02 2.48 2.54 









Table 2.6: Type I error percentages with ρ=0.30 and fixed cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
2 0.1 25 7.32 1.23 6.09 8.54 5.67 2.87 6.74 5.67 1.07 14.3 13.5 0.76 3.15 0.00 3.15 2.22 0.00 2.22 
  50 5.99 1.44 4.54 3.16 0.53 2.64 7.69 6.38 1.31 9.23 8.28 0.95 6.33 3.02 3.31 3.71 1.41 2.30 
  75 5.28 1.24 4.03 3.14 0.14 3.00 5.94 4.56 1.37 6.92 5.83 1.10 4.65 1.78 2.87 4.02 1.77 2.25 
  100 5.48 1.67 3.81 2.93 0.01 2.91 6.35 4.91 1.44 6.64 5.48 1.16 5.38 2.47 2.91 4.17 1.72 2.45 
  200 5.03 1.85 3.19 3.41 0.61 2.80 5.63 4.02 1.61 5.92 4.46 1.47 5.01 2.22 2.78 4.33 1.87 2.46 
 0.3 25 3.61 1.30 2.31 2.36 0.05 2.31 5.72 3.42 2.30 7.07 4.77 2.30 5.91 2.79 3.12 3.85 1.57 2.28 
  50 4.40 1.84 2.56 3.28 0.72 2.56 5.65 3.48 2.17 6.39 4.21 2.17 5.12 2.42 2.70 4.06 1.87 2.19 
  75 4.80 2.14 2.65 4.20 1.56 2.64 5.44 3.37 2.07 5.81 3.76 2.06 5.20 2.41 2.79 4.40 2.14 2.26 
  100 4.67 2.05 2.62 4.33 1.72 2.61 5.33 3.14 2.19 5.61 3.52 2.08 5.24 2.52 2.72 4.44 2.09 2.35 
  200 4.90 2.17 2.73 4.76 2.08 2.68 5.20 2.94 2.26 5.28 3.10 2.18 5.14 2.47 2.67 4.55 2.20 2.36 
 0.5 25 3.89 1.93 1.96 2.90 1.42 1.48 5.41 2.68 2.73 6.33 3.12 3.21 5.47 2.71 2.76 3.90 1.93 1.97 
  50 4.12 2.10 2.02 4.10 2.09 2.01 5.02 2.57 2.45 5.82 2.95 2.87 5.02 2.57 2.45 4.12 2.10 2.02 
  75 4.60 2.31 2.29 4.60 2.31 2.29 5.54 2.80 2.74 5.55 2.80 2.75 5.07 2.56 2.51 4.60 2.31 2.29 
  100 4.67 2.31 2.36 4.67 2.31 2.36 5.31 2.63 2.68 5.31 2.63 2.68 5.09 2.52 2.57 4.40 2.18 2.22 
  200 4.81 2.36 2.44 4.80 2.36 2.44 5.05 2.48 2.56 5.21 2.56 2.65 5.00 2.46 2.54 4.48 2.21 2.27 
5 0.1 25 11.9 0.21 11.7 7.77 3.97 3.80 1.79 0.54 1.25 11.3 10.6 0.72 8.14 5.17 2.96 6.41 3.94 2.47 
  50 8.03 0.60 7.43 4.39 0.72 3.68 6.20 4.83 1.37 8.25 7.27 0.98 6.33 3.50 2.83 5.34 2.85 2.49 
  75 6.79 0.84 5.95 3.66 0.12 3.54 6.04 4.61 1.43 7.22 6.14 1.08 5.60 2.90 2.69 4.93 2.52 2.41 
  100 6.37 1.01 5.36 3.59 0.03 3.56 5.86 4.34 1.51 6.59 5.39 1.20 5.51 2.83 2.67 4.88 2.46 2.42 
  200 5.50 1.31 4.20 3.30 0.00 3.30 5.36 3.74 1.62 5.73 4.31 1.42 5.16 2.58 2.58 4.71 2.34 2.37 
 0.3 25 4.26 1.07 3.19 3.03 0.05 2.98 5.80 3.47 2.33 7.32 5.10 2.23 5.99 3.08 2.91 5.14 2.61 2.53 
  50 4.61 1.50 3.11 2.99 0.04 2.95 5.48 3.32 2.15 6.14 4.07 2.07 5.44 2.74 2.70 4.87 2.44 2.43 
  75 4.71 1.69 3.02 3.96 1.04 2.92 5.47 3.28 2.20 5.78 3.69 2.09 5.30 2.67 2.64 4.86 2.45 2.42 
  100 4.84 1.92 2.93 4.27 1.43 2.84 5.48 3.26 2.22 5.71 3.58 2.13 5.30 2.72 2.58 4.92 2.52 2.41 
  200 5.01 2.07 2.93 4.75 1.88 2.87 5.28 3.02 2.27 5.38 3.17 2.21 5.19 2.61 2.58 4.91 2.47 2.44 
 0.5 25 3.70 1.78 1.91 2.68 1.28 1.40 5.72 2.80 2.92 6.79 3.35 3.44 5.78 2.83 2.95 4.95 2.41 2.54 
  50 4.39 2.22 2.17 4.20 2.13 2.07 5.51 2.76 2.75 5.91 2.95 2.96 5.38 2.71 2.67 4.91 2.47 2.44 
  75 4.49 2.21 2.28 4.45 2.20 2.26 5.33 2.63 2.70 5.61 2.79 2.83 5.28 2.60 2.67 4.83 2.38 2.45 
  100 4.63 2.30 2.33 4.57 2.27 2.31 5.22 2.62 2.60 5.38 2.69 2.70 5.13 2.57 2.56 4.80 2.39 2.41 
  200 4.86 2.42 2.44 4.85 2.42 2.43 5.22 2.60 2.62 5.30 2.63 2.66 5.15 2.56 2.59 4.89 2.44 2.46 
                     
                     







 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
10 0.1 25 16.0 0.06 15.9 9.09 4.54 4.55 1.54 0.08 1.46 11.1 10.3 0.83 7.92 5.02 2.90 7.05 4.47 2.59 
  50 10.1 0.46 9.61 5.03 0.79 4.24 5.98 4.55 1.43 8.18 7.16 1.02 6.37 3.66 2.71 5.82 3.33 2.50 
  75 8.08 0.69 7.39 4.13 0.14 3.99 5.85 4.37 1.49 7.00 5.89 1.11 5.80 3.19 2.62 5.42 2.97 2.45 
  100 7.17 0.83 6.34 3.96 0.03 3.93 5.77 4.21 1.56 6.56 5.34 1.23 5.64 3.00 2.64 5.30 2.81 2.50 
  200 5.99 1.17 4.82 3.62 0.00 3.62 5.34 3.60 1.74 5.69 4.17 1.52 5.14 2.63 2.51 4.91 2.52 2.39 
 0.3 25 4.39 0.88 3.51 3.20 0.04 3.16 5.55 3.27 2.27 7.19 5.03 2.16 5.98 3.16 2.83 5.52 2.91 2.61 
  50 4.71 1.40 3.31 3.07 0.00 3.07 5.55 3.35 2.20 6.15 4.08 2.07 5.55 2.92 2.63 5.26 2.77 2.49 
  75 4.81 1.54 3.27 3.80 0.71 3.09 5.40 3.18 2.22 5.80 3.68 2.12 5.34 2.72 2.62 5.09 2.57 2.52 
  100 4.78 1.63 3.15 4.13 1.12 3.01 5.34 3.09 2.25 5.57 3.42 2.14 5.26 2.65 2.61 5.02 2.53 2.50 
  200 4.99 1.95 3.05 4.67 1.71 2.96 5.27 2.95 2.31 5.36 3.11 2.24 5.23 2.63 2.60 5.07 2.55 2.52 
 0.5 25 3.45 1.69 1.75 2.49 1.21 1.28 5.59 2.73 2.86 6.64 3.25 3.39 5.71 2.80 2.91 5.33 2.60 2.72 
  50 4.23 2.08 2.15 4.04 1.99 2.05 5.38 2.66 2.71 5.83 2.89 2.95 5.33 2.64 2.69 5.06 2.49 2.57 
  75 4.56 2.21 2.34 4.49 2.18 2.30 5.38 2.59 2.79 5.66 2.73 2.93 5.35 2.58 2.77 5.12 2.47 2.65 
  100 4.62 2.32 2.30 4.58 2.29 2.28 5.27 2.64 2.63 5.45 2.73 2.72 5.21 2.61 2.59 5.02 2.52 2.50 









Table 2.7: Type I error percentages with ρ=0.50 and fixed cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
2 0.1 25 6.47 2.00 4.47 9.37 7.07 2.30 7.97 7.07 0.90 14.5 13.7 0.76 3.22 0.00 3.22 2.62 0.00 2.62 
  50 4.85 1.81 3.05 2.96 0.80 2.16 7.34 6.17 1.17 10.0 9.06 0.94 5.87 2.79 3.08 4.21 1.70 2.52 
  75 5.03 1.87 3.16 2.76 0.18 2.58 5.99 4.73 1.26 7.08 6.03 1.05 4.80 1.81 2.99 4.11 1.75 2.36 
  100 5.25 2.05 3.20 2.75 0.02 2.72 6.32 5.04 1.29 7.06 6.02 1.04 5.32 2.34 2.98 4.13 1.54 2.60 
  200 5.05 2.14 2.91 3.61 1.11 2.50 5.59 4.03 1.55 5.87 4.45 1.42 4.96 2.15 2.81 4.28 1.80 2.48 
 0.3 25 3.75 1.58 2.17 2.26 0.09 2.17 6.16 3.99 2.17 7.13 4.96 2.17 5.61 2.82 2.79 3.78 1.61 2.17 
  50 4.23 1.91 2.33 3.35 1.02 2.33 5.33 3.34 1.99 6.20 4.22 1.98 5.02 2.30 2.72 4.03 1.87 2.15 
  75 4.70 2.19 2.51 4.22 1.72 2.51 5.45 3.36 2.10 5.79 3.69 2.10 5.10 2.37 2.73 4.35 2.04 2.31 
  100 4.76 2.16 2.60 4.45 1.85 2.60 5.29 3.12 2.16 5.64 3.55 2.09 5.04 2.27 2.77 4.35 2.04 2.32 
  200 4.89 2.31 2.58 4.81 2.23 2.58 5.24 3.00 2.24 5.30 3.15 2.15 5.07 2.42 2.65 4.52 2.14 2.38 
 0.5 25 4.25 2.09 2.16 3.28 1.60 1.69 5.33 2.64 2.69 6.55 3.22 3.33 5.33 2.64 2.69 4.22 2.06 2.15 
  50 4.29 2.17 2.13 4.29 2.17 2.13 5.35 2.68 2.67 5.99 2.99 3.00 5.34 2.68 2.66 4.29 2.17 2.13 
  75 4.45 2.19 2.26 4.45 2.19 2.26 5.34 2.65 2.69 5.50 2.73 2.78 5.15 2.56 2.60 4.42 2.18 2.24 
  100 4.71 2.31 2.40 4.71 2.31 2.40 5.37 2.61 2.77 5.37 2.61 2.77 5.03 2.45 2.58 4.44 2.19 2.25 
  200 4.93 2.36 2.57 4.83 2.31 2.52 5.13 2.46 2.67 5.27 2.53 2.74 5.11 2.45 2.66 4.63 2.22 2.41 
5 0.1 25 6.79 0.92 5.86 8.13 5.42 2.72 2.90 1.85 1.04 12.3 11.7 0.66 9.24 6.05 3.19 7.92 5.16 2.75 
  50 5.72 1.34 4.38 3.65 0.93 2.72 6.81 5.61 1.20 8.74 7.84 0.90 6.19 3.29 2.90 5.40 2.81 2.59 
  75 5.48 1.51 3.97 3.04 0.20 2.84 6.29 5.00 1.30 7.27 6.26 1.01 5.59 2.74 2.85 4.98 2.41 2.57 
  100 5.49 1.66 3.83 2.96 0.05 2.91 6.08 4.69 1.39 6.83 5.67 1.16 5.54 2.68 2.86 5.01 2.43 2.58 
  200 5.22 1.87 3.35 3.22 0.33 2.89 5.64 4.01 1.63 5.95 4.52 1.43 5.26 2.52 2.74 4.87 2.32 2.55 
 0.3 25 4.02 1.53 2.50 2.56 0.08 2.48 5.96 3.84 2.12 7.37 5.32 2.05 5.71 2.84 2.87 5.06 2.51 2.55 
  50 4.44 1.80 2.64 3.18 0.61 2.57 5.50 3.44 2.06 6.09 4.10 1.99 5.28 2.58 2.70 4.83 2.37 2.45 
  75 4.64 1.97 2.68 4.07 1.45 2.61 5.46 3.33 2.14 5.82 3.76 2.06 5.19 2.54 2.65 4.81 2.34 2.47 
  100 4.68 1.97 2.71 4.33 1.68 2.65 5.29 3.11 2.19 5.53 3.42 2.11 5.10 2.45 2.65 4.79 2.28 2.51 
  200 4.93 2.22 2.71 4.75 2.07 2.67 5.22 2.97 2.25 5.32 3.13 2.19 5.17 2.53 2.63 4.92 2.40 2.52 
 0.5 25 3.77 1.91 1.86 2.95 1.47 1.48 5.73 2.87 2.87 6.71 3.34 3.37 5.54 2.77 2.77 4.88 2.45 2.43 
  50 4.34 2.09 2.25 4.20 2.02 2.17 5.46 2.67 2.79 5.87 2.89 2.99 5.20 2.53 2.67 4.82 2.34 2.48 
  75 4.59 2.29 2.31 4.54 2.26 2.28 5.40 2.70 2.70 5.62 2.81 2.81 5.19 2.60 2.59 4.86 2.43 2.43 
  100 4.66 2.24 2.42 4.61 2.22 2.39 5.20 2.49 2.71 5.42 2.60 2.82 5.06 2.43 2.63 4.78 2.30 2.48 
  200 4.86 2.35 2.51 4.85 2.35 2.50 5.15 2.50 2.65 5.22 2.53 2.68 5.06 2.45 2.62 4.87 2.35 2.51 
                     
                     







 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
10 0.1 25 7.64 0.57 7.07 8.70 5.75 2.95 1.79 0.71 1.08 12.3 11.6 0.68 8.95 5.77 3.17 8.29 5.37 2.91 
  50 6.10 1.18 4.92 3.93 0.97 2.96 6.79 5.59 1.20 8.73 7.86 0.88 6.41 3.50 2.91 5.96 3.24 2.72 
  75 5.72 1.32 4.40 3.13 0.17 2.96 6.17 4.88 1.29 7.36 6.34 1.02 5.72 2.94 2.79 5.34 2.73 2.62 
  100 5.55 1.51 4.04 3.06 0.05 3.01 6.01 4.65 1.37 6.80 5.68 1.12 5.57 2.82 2.75 5.30 2.66 2.64 
  200 5.23 1.72 3.51 3.03 0.12 2.91 5.54 3.95 1.58 5.86 4.48 1.38 5.21 2.57 2.64 4.99 2.46 2.53 
 0.3 25 4.06 1.41 2.65 2.64 0.08 2.56 5.92 3.79 2.13 7.39 5.30 2.09 5.84 2.99 2.85 5.47 2.81 2.66 
  50 4.41 1.68 2.73 3.03 0.39 2.64 5.55 3.39 2.16 6.12 4.03 2.09 5.28 2.59 2.69 5.05 2.46 2.59 
  75 4.64 1.88 2.76 4.05 1.36 2.69 5.42 3.29 2.13 5.81 3.76 2.05 5.21 2.57 2.65 5.00 2.46 2.55 
  100 4.73 1.95 2.78 4.36 1.65 2.72 5.34 3.14 2.20 5.57 3.47 2.10 5.17 2.53 2.65 5.01 2.43 2.58 
  200 4.96 2.16 2.80 4.79 2.03 2.76 5.18 2.90 2.28 5.28 3.06 2.21 5.13 2.48 2.65 4.99 2.41 2.58 
 0.5 25 3.75 1.85 1.91 2.87 1.41 1.46 5.64 2.76 2.89 6.75 3.33 3.42 5.51 2.70 2.82 5.19 2.53 2.66 
  50 4.30 2.11 2.19 4.12 2.02 2.10 5.33 2.61 2.72 5.73 2.81 2.92 5.17 2.53 2.64 4.97 2.43 2.54 
  75 4.45 2.18 2.27 4.40 2.15 2.25 5.23 2.58 2.66 5.48 2.70 2.78 5.10 2.51 2.59 4.90 2.39 2.51 
  100 4.65 2.25 2.40 4.61 2.24 2.38 5.25 2.56 2.68 5.42 2.63 2.78 5.12 2.50 2.63 4.96 2.41 2.55 









Table 2.8: Type I error percentages with ρ=0.01 and fixed cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
3 0.1 25 21.4 0.03 21.3 8.43 1.67 6.76 3.60 1.36 2.23 6.47 5.27 1.21 4.74 1.64 3.11 2.39 0.31 2.09 
  50 14.0 0.23 13.8 5.58 0.20 5.37 5.29 3.17 2.12 6.47 4.97 1.50 5.76 2.62 3.14 3.74 1.28 2.46 
  75 10.4 0.46 9.98 5.20 0.03 5.17 5.25 3.29 1.96 6.62 5.03 1.59 5.42 2.25 3.17 3.65 1.31 2.34 
  100 9.45 0.52 8.94 5.03 0.00 5.03 5.19 3.27 1.92 6.00 4.39 1.61 4.91 1.93 2.99 4.10 1.73 2.38 
  200 7.09 0.89 6.20 4.43 0.00 4.43 5.38 3.22 2.16 5.70 3.84 1.85 5.33 2.35 2.98 4.43 1.89 2.54 
 0.3 25 4.84 0.57 4.27 3.91 0.01 3.90 5.56 2.81 2.74 6.95 4.39 2.57 5.93 2.67 3.26 4.23 1.67 2.57 
  50 5.07 1.10 3.96 3.57 0.00 3.57 5.51 2.94 2.58 5.94 3.56 2.38 5.26 2.46 2.80 4.57 2.07 2.50 
  75 5.06 1.25 3.81 3.85 0.40 3.45 5.31 2.88 2.43 5.78 3.45 2.32 5.30 2.48 2.82 4.47 2.07 2.40 
  100 4.90 1.33 3.57 4.21 0.82 3.39 5.25 2.77 2.48 5.38 3.06 2.32 5.08 2.28 2.79 4.35 1.94 2.40 
  200 4.96 1.66 3.30 4.64 1.44 3.20 5.11 2.69 2.43 5.27 2.88 2.40 5.08 2.40 2.68 4.58 2.14 2.44 
 0.5 25 3.31 1.65 1.65 2.12 1.07 1.06 5.32 2.66 2.67 6.81 3.39 3.42 5.82 2.91 2.92 4.17 2.09 2.08 
  50 4.19 2.11 2.09 3.76 1.89 1.87 5.43 2.72 2.72 5.55 2.78 2.78 5.43 2.72 2.72 4.26 2.14 2.12 
  75 4.37 2.16 2.21 4.32 2.13 2.19 5.30 2.64 2.66 5.62 2.80 2.81 5.17 2.57 2.60 4.38 2.16 2.22 
  100 4.44 2.20 2.24 4.36 2.16 2.20 5.07 2.53 2.53 5.32 2.66 2.66 5.07 2.53 2.53 4.44 2.20 2.24 
  200 4.77 2.39 2.38 4.77 2.39 2.38 5.13 2.59 2.54 5.23 2.65 2.58 5.12 2.58 2.54 4.62 2.31 2.32 
4 0.1 25 25.7 0.00 25.7 11.0 2.14 8.91 2.99 0.01 2.98 7.24 5.92 1.32 5.35 2.12 3.23 3.10 0.79 2.31 
  50 18.7 0.12 18.6 6.96 0.24 6.71 5.23 2.96 2.27 6.63 5.04 1.59 5.13 2.11 3.02 3.99 1.61 2.39 
  75 15.3 0.25 15.0 6.21 0.03 6.18 5.24 3.02 2.22 5.86 4.23 1.63 5.31 2.22 3.10 4.16 1.70 2.46 
  100 12.1 0.31 11.8 6.18 0.00 6.18 5.37 3.11 2.26 5.84 4.05 1.79 5.12 2.18 2.94 4.32 1.78 2.53 
  200 8.41 0.60 7.80 5.06 0.00 5.06 5.24 3.08 2.16 5.41 3.52 1.89 5.11 2.27 2.84 4.41 1.93 2.47 
 0.3 25 5.82 0.39 5.44 4.28 0.03 4.26 5.30 2.57 2.72 7.13 4.46 2.67 5.86 2.85 3.01 4.54 2.04 2.50 
  50 5.44 0.79 4.66 4.08 0.00 4.08 5.28 2.70 2.58 5.80 3.40 2.40 5.46 2.58 2.89 4.38 1.99 2.40 
  75 5.25 1.03 4.22 4.01 0.14 3.87 5.27 2.74 2.53 5.60 3.23 2.37 5.14 2.39 2.76 4.48 2.05 2.43 
  100 5.27 1.19 4.09 4.35 0.55 3.80 5.34 2.74 2.60 5.58 3.12 2.46 5.27 2.44 2.83 4.60 2.09 2.51 
  200 5.20 1.58 3.62 4.69 1.23 3.46 5.20 2.72 2.48 5.28 2.89 2.39 5.13 2.44 2.69 4.74 2.24 2.50 
 0.5 25 3.45 1.72 1.74 2.11 1.03 1.08 5.40 2.73 2.67 6.73 3.41 3.32 5.96 3.02 2.95 4.57 2.30 2.28 
  50 3.95 1.95 2.00 3.78 1.87 1.91 5.30 2.65 2.65 5.89 2.95 2.94 5.31 2.66 2.66 4.52 2.26 2.26 
  75 4.45 2.24 2.20 4.25 2.15 2.10 5.31 2.69 2.62 5.66 2.85 2.81 5.31 2.69 2.62 4.70 2.38 2.33 
  100 4.59 2.28 2.31 4.53 2.25 2.27 5.34 2.64 2.70 5.53 2.73 2.80 5.34 2.64 2.70 4.72 2.34 2.38 









Table 2.9: Type I error percentages with ρ=0.05 and fixed cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
3 0.1 25 18.8 0.06 18.7 8.26 1.99 6.27 3.51 1.56 1.95 7.07 5.95 1.12 4.96 1.94 3.03 2.55 0.43 2.12 
  50 12.1 0.29 11.9 5.10 0.23 4.88 5.44 3.53 1.92 6.44 5.10 1.34 5.76 2.74 3.02 3.85 1.42 2.43 
  75 9.26 0.53 8.74 4.84 0.02 4.82 5.43 3.62 1.81 6.74 5.29 1.45 5.40 2.35 3.05 3.78 1.48 2.30 
  100 8.63 0.67 7.96 4.62 0.01 4.61 5.37 3.56 1.81 6.29 4.76 1.53 5.07 2.09 2.98 4.21 1.82 2.39 
  200 6.71 1.00 5.72 4.23 0.00 4.23 5.33 3.35 1.98 5.70 4.00 1.70 5.33 2.40 2.93 4.43 1.95 2.48 
 0.3 25 4.44 0.64 3.80 3.46 0.02 3.45 5.45 2.89 2.56 6.99 4.54 2.46 5.76 2.64 3.12 4.15 1.69 2.46 
  50 4.73 1.14 3.59 3.33 0.00 3.32 5.32 2.94 2.39 5.77 3.59 2.18 5.14 2.43 2.71 4.41 2.06 2.35 
  75 5.02 1.34 3.69 3.94 0.58 3.35 5.25 2.88 2.37 5.71 3.46 2.26 5.22 2.44 2.79 4.39 2.03 2.36 
  100 4.82 1.44 3.38 4.19 0.92 3.27 5.16 2.76 2.40 5.31 3.07 2.24 5.05 2.32 2.73 4.41 2.07 2.34 
  200 4.93 1.76 3.17 4.62 1.53 3.09 5.13 2.75 2.38 5.26 2.91 2.34 5.08 2.43 2.65 4.58 2.16 2.42 
 0.5 25 3.47 1.77 1.70 2.30 1.18 1.12 5.44 2.75 2.69 6.79 3.42 3.37 5.97 3.01 2.97 4.30 2.18 2.12 
  50 4.27 2.16 2.11 3.85 1.94 1.91 5.51 2.78 2.73 5.69 2.87 2.82 5.51 2.78 2.73 4.37 2.21 2.16 
  75 4.42 2.20 2.22 4.41 2.20 2.21 5.20 2.59 2.61 5.47 2.74 2.73 5.10 2.54 2.56 4.44 2.21 2.23 
  100 4.58 2.33 2.25 4.48 2.28 2.20 5.18 2.63 2.55 5.46 2.77 2.69 5.18 2.63 2.55 4.58 2.33 2.25 
  200 4.79 2.46 2.33 4.79 2.46 2.33 5.14 2.64 2.50 5.19 2.67 2.52 5.10 2.62 2.48 4.67 2.40 2.27 
4 0.1 25 23.3 0.01 23.3 10.3 2.58 7.72 2.58 0.02 2.56 8.17 6.96 1.21 5.69 2.56 3.12 3.35 1.03 2.32 
  50 16.3 0.16 16.1 6.33 0.29 6.04 5.26 3.23 2.02 6.69 5.33 1.37 5.18 2.16 3.02 4.22 1.82 2.39 
  75 12.8 0.30 12.5 5.55 0.05 5.51 5.23 3.24 1.99 5.86 4.44 1.43 5.28 2.31 2.97 4.21 1.80 2.40 
  100 10.3 0.39 9.90 5.43 0.01 5.42 5.26 3.34 1.92 5.81 4.29 1.51 5.17 2.35 2.82 4.33 1.95 2.38 
  200 7.54 0.71 6.83 4.57 0.00 4.57 5.26 3.25 2.01 5.50 3.71 1.79 5.10 2.32 2.78 4.50 2.08 2.43 
 0.3 25 5.31 0.49 4.82 4.05 0.02 4.03 5.39 2.77 2.62 7.08 4.54 2.54 5.77 2.79 2.97 4.61 2.08 2.53 
  50 5.13 0.90 4.23 3.83 0.00 3.83 5.39 2.91 2.48 6.05 3.66 2.40 5.53 2.68 2.85 4.51 2.10 2.41 
  75 5.11 1.17 3.94 3.91 0.27 3.64 5.38 2.91 2.47 5.68 3.37 2.31 5.24 2.47 2.77 4.60 2.15 2.46 
  100 5.12 1.31 3.81 4.32 0.70 3.62 5.39 2.85 2.54 5.68 3.25 2.43 5.41 2.57 2.85 4.72 2.23 2.49 
  200 5.13 1.67 3.47 4.72 1.39 3.33 5.19 2.75 2.44 5.29 2.92 2.37 5.15 2.46 2.70 4.76 2.27 2.49 
 0.5 25 3.44 1.75 1.69 2.24 1.15 1.09 5.43 2.78 2.64 6.68 3.43 3.25 5.89 3.03 2.87 4.63 2.37 2.26 
  50 4.08 2.00 2.07 3.96 1.95 2.01 5.32 2.62 2.70 5.89 2.91 2.98 5.32 2.62 2.70 4.69 2.30 2.39 
  75 4.52 2.23 2.29 4.34 2.15 2.19 5.35 2.64 2.72 5.69 2.80 2.89 5.35 2.64 2.72 4.80 2.36 2.44 
  100 4.64 2.28 2.36 4.60 2.26 2.35 5.40 2.65 2.75 5.60 2.76 2.84 5.40 2.65 2.75 4.78 2.36 2.43 









Table 2.10: Type I error percentages with ρ=0.10 and fixed cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
3 0.1 25 16.1 0.09 16.0 8.08 2.39 5.70 3.63 1.83 1.80 7.93 6.81 1.13 5.41 2.30 3.11 2.78 0.56 2.23 
  50 10.2 0.39 9.78 4.70 0.29 4.41 5.77 4.04 1.73 6.75 5.53 1.23 5.97 2.96 3.01 4.01 1.58 2.43 
  75 8.21 0.63 7.58 4.37 0.06 4.31 5.76 4.07 1.69 6.75 5.44 1.31 5.24 2.37 2.87 3.86 1.61 2.26 
  100 7.73 0.84 6.89 4.08 0.01 4.07 5.47 3.82 1.65 6.35 5.00 1.36 5.04 2.26 2.77 4.19 1.89 2.29 
  200 6.22 1.20 5.02 3.92 0.00 3.92 5.36 3.47 1.90 5.73 4.07 1.66 5.30 2.46 2.84 4.55 2.12 2.43 
 0.3 25 4.35 0.80 3.55 3.29 0.02 3.27 5.72 3.19 2.53 7.32 4.83 2.49 5.92 2.80 3.12 4.41 1.89 2.52 
  50 4.67 1.26 3.41 3.17 0.01 3.16 5.55 3.14 2.41 6.00 3.82 2.18 5.29 2.54 2.76 4.56 2.15 2.41 
  75 4.97 1.47 3.51 3.95 0.71 3.25 5.32 2.98 2.34 5.78 3.55 2.23 5.22 2.49 2.73 4.45 2.11 2.34 
  100 4.95 1.64 3.31 4.36 1.11 3.25 5.37 2.94 2.42 5.57 3.28 2.29 5.23 2.46 2.78 4.60 2.19 2.42 
  200 4.96 1.81 3.16 4.63 1.59 3.04 5.13 2.76 2.37 5.23 2.90 2.33 5.09 2.42 2.67 4.59 2.17 2.42 
 0.5 25 3.51 1.79 1.73 2.41 1.20 1.20 5.41 2.74 2.68 6.62 3.34 3.28 5.90 2.99 2.91 4.32 2.17 2.15 
  50 4.24 2.14 2.10 3.94 1.99 1.95 5.43 2.73 2.70 5.73 2.89 2.84 5.42 2.73 2.69 4.37 2.20 2.17 
  75 4.47 2.19 2.27 4.47 2.19 2.27 5.35 2.63 2.72 5.62 2.77 2.85 5.23 2.57 2.66 4.54 2.23 2.31 
  100 4.43 2.17 2.26 4.36 2.14 2.22 5.07 2.51 2.56 5.33 2.64 2.69 5.07 2.51 2.56 4.43 2.17 2.26 
  200 4.71 2.36 2.35 4.71 2.36 2.35 5.05 2.53 2.53 5.06 2.53 2.53 4.96 2.48 2.48 4.59 2.30 2.29 
4 0.1 25 20.2 0.02 20.2 9.73 3.05 6.68 2.24 0.05 2.19 9.14 8.06 1.08 6.28 3.01 3.28 3.81 1.39 2.42 
  50 13.6 0.26 13.4 5.79 0.38 5.42 5.62 3.84 1.77 7.11 5.88 1.23 5.51 2.49 3.02 4.64 2.28 2.36 
  75 10.6 0.46 10.2 5.03 0.06 4.96 5.68 3.84 1.85 6.37 4.99 1.38 5.61 2.64 2.96 4.50 2.06 2.44 
  100 8.99 0.57 8.42 5.00 0.02 4.98 5.41 3.55 1.87 6.13 4.64 1.49 5.32 2.51 2.80 4.56 2.13 2.43 
  200 7.02 0.95 6.06 4.34 0.00 4.34 5.44 3.47 1.97 5.71 3.97 1.74 5.20 2.44 2.76 4.60 2.17 2.43 
 0.3 25 4.90 0.62 4.29 3.83 0.03 3.81 5.70 3.11 2.60 7.27 4.77 2.50 5.92 2.87 3.05 4.79 2.21 2.58 
  50 4.97 1.03 3.94 3.63 0.00 3.62 5.39 3.00 2.39 6.07 3.72 2.35 5.53 2.70 2.83 4.62 2.22 2.40 
  75 5.02 1.30 3.72 3.91 0.45 3.46 5.36 2.97 2.40 5.67 3.43 2.24 5.35 2.57 2.78 4.76 2.27 2.49 
  100 5.00 1.42 3.58 4.26 0.88 3.38 5.27 2.82 2.45 5.56 3.23 2.33 5.25 2.49 2.76 4.65 2.19 2.46 
  200 5.06 1.72 3.34 4.66 1.46 3.21 5.13 2.76 2.37 5.24 2.93 2.30 5.08 2.42 2.67 4.71 2.25 2.46 
 0.5 25 3.30 1.60 1.70 2.22 1.08 1.14 5.30 2.56 2.74 6.60 3.24 3.36 5.70 2.77 2.93 4.56 2.19 2.37 
  50 3.94 1.94 2.00 3.79 1.87 1.91 5.21 2.58 2.63 5.77 2.87 2.91 5.21 2.58 2.63 4.60 2.27 2.33 
  75 4.42 2.18 2.24 4.27 2.11 2.16 5.24 2.59 2.66 5.50 2.71 2.79 5.24 2.59 2.66 4.65 2.28 2.36 
  100 4.44 2.14 2.30 4.42 2.13 2.30 5.17 2.52 2.65 5.34 2.61 2.73 5.17 2.52 2.65 4.62 2.24 2.38 









Table 2.11: Type I error percentages with ρ=0.30 and fixed cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
3 0.1 25 9.13 0.29 8.83 7.72 4.09 3.63 3.98 2.85 1.13 10.9 10.1 0.76 6.97 3.80 3.18 3.57 1.24 2.33 
  50 6.55 1.00 5.55 3.96 0.61 3.35 6.80 5.43 1.37 8.00 7.06 0.94 6.38 3.41 2.97 4.57 2.23 2.34 
  75 5.95 1.13 4.82 3.27 0.11 3.16 6.27 4.90 1.37 7.00 5.93 1.06 5.30 2.41 2.90 4.47 2.07 2.40 
  100 5.81 1.32 4.49 3.31 0.04 3.27 6.04 4.57 1.47 6.88 5.72 1.16 5.30 2.46 2.84 4.41 2.00 2.42 
  200 5.32 1.56 3.76 3.19 0.08 3.11 5.44 3.80 1.64 5.79 4.32 1.46 5.11 2.36 2.75 4.61 2.16 2.45 
 0.3 25 3.94 1.29 2.66 2.68 0.04 2.64 5.81 3.65 2.16 7.44 5.28 2.16 5.52 2.69 2.83 4.53 2.11 2.42 
  50 4.50 1.65 2.85 3.07 0.31 2.75 5.57 3.42 2.15 6.20 4.13 2.07 5.31 2.54 2.77 4.54 2.22 2.33 
  75 4.70 1.80 2.90 4.10 1.22 2.88 5.53 3.28 2.25 5.79 3.70 2.10 5.38 2.59 2.79 4.58 2.20 2.38 
  100 4.80 1.99 2.81 4.31 1.58 2.73 5.42 3.21 2.21 5.62 3.51 2.11 5.17 2.53 2.64 4.60 2.25 2.35 
  200 5.02 2.20 2.82 4.81 2.05 2.75 5.32 3.02 2.30 5.43 3.18 2.25 5.21 2.60 2.61 4.85 2.40 2.45 
 0.5 25 3.80 1.89 1.91 2.79 1.37 1.42 5.87 2.92 2.95 6.76 3.34 3.41 5.77 2.86 2.92 4.51 2.23 2.28 
  50 4.39 2.20 2.20 4.10 2.05 2.06 5.48 2.74 2.74 5.91 2.94 2.98 5.24 2.63 2.61 4.45 2.23 2.23 
  75 4.58 2.30 2.28 4.49 2.26 2.23 5.34 2.67 2.67 5.58 2.79 2.79 5.17 2.59 2.58 4.62 2.33 2.29 
  100 4.63 2.30 2.33 4.58 2.28 2.30 5.20 2.57 2.63 5.39 2.66 2.74 5.11 2.52 2.60 4.63 2.30 2.33 
  200 4.87 2.38 2.49 4.87 2.38 2.49 5.17 2.53 2.65 5.28 2.58 2.70 5.09 2.49 2.61 4.72 2.31 2.41 
4 0.1 25 10.2 0.10 10.1 8.31 4.52 3.79 1.63 0.30 1.33 12.2 11.4 0.84 7.32 4.22 3.10 5.30 2.79 2.51 
  50 7.49 0.80 6.69 4.16 0.66 3.50 6.39 5.07 1.32 8.12 7.12 1.00 5.89 3.04 2.85 5.43 2.95 2.48 
  75 6.48 1.03 5.46 3.57 0.12 3.46 5.97 4.59 1.37 7.09 6.01 1.08 5.60 2.81 2.79 4.69 2.30 2.39 
  100 6.08 1.17 4.92 3.41 0.03 3.38 5.97 4.46 1.51 6.65 5.46 1.19 5.42 2.68 2.74 4.78 2.37 2.41 
  200 5.55 1.45 4.10 3.33 0.02 3.32 5.38 3.73 1.65 5.67 4.23 1.44 5.16 2.49 2.67 4.63 2.23 2.40 
 0.3 25 4.08 1.14 2.94 2.79 0.05 2.74 5.86 3.68 2.19 7.33 5.17 2.16 5.66 2.87 2.79 4.76 2.38 2.38 
  50 4.52 1.59 2.93 2.94 0.14 2.80 5.53 3.44 2.09 6.29 4.24 2.04 5.34 2.72 2.63 4.74 2.40 2.35 
  75 4.70 1.79 2.91 3.91 1.12 2.79 5.44 3.32 2.12 5.80 3.76 2.04 5.32 2.72 2.60 4.78 2.45 2.33 
  100 4.86 1.89 2.97 4.32 1.48 2.84 5.35 3.18 2.17 5.62 3.52 2.10 5.28 2.63 2.65 4.82 2.40 2.42 
  200 4.95 2.09 2.87 4.77 1.94 2.83 5.24 2.97 2.27 5.34 3.13 2.21 5.19 2.58 2.61 4.84 2.41 2.42 
 0.5 25 3.59 1.79 1.79 2.68 1.35 1.34 5.55 2.76 2.79 6.64 3.31 3.33 5.58 2.77 2.81 4.85 2.41 2.44 
  50 4.21 2.09 2.12 4.06 2.02 2.05 5.37 2.66 2.71 5.87 2.92 2.95 5.22 2.59 2.63 4.71 2.33 2.38 
  75 4.55 2.23 2.32 4.48 2.19 2.29 5.36 2.60 2.76 5.58 2.70 2.87 5.24 2.55 2.69 4.79 2.34 2.45 
  100 4.65 2.30 2.35 4.62 2.29 2.33 5.30 2.62 2.68 5.46 2.70 2.76 5.19 2.56 2.63 4.75 2.35 2.40 









Table 2.12: Type I error percentages with ρ=0.50 and fixed cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
3 0.1 25 5.73 0.81 4.92 8.19 5.63 2.56 4.42 3.43 0.98 12.9 12.2 0.64 8.06 4.82 3.24 4.81 2.20 2.62 
  50 5.34 1.58 3.76 3.45 0.76 2.70 7.15 5.98 1.17 9.06 8.19 0.87 6.00 2.96 3.04 4.79 2.25 2.54 
  75 5.33 1.73 3.59 2.85 0.17 2.68 6.49 5.18 1.31 7.37 6.35 1.02 5.57 2.57 2.99 4.67 2.14 2.53 
  100 5.34 1.79 3.55 2.85 0.05 2.80 6.25 4.87 1.38 6.95 5.84 1.10 5.34 2.41 2.93 4.65 2.06 2.59 
  200 5.09 1.94 3.15 3.45 0.72 2.73 5.65 4.08 1.57 5.91 4.53 1.39 5.10 2.34 2.76 4.63 2.15 2.48 
 0.3 25 4.10 1.72 2.39 2.44 0.06 2.39 5.95 3.86 2.10 7.41 5.31 2.10 5.47 2.58 2.89 4.71 2.27 2.44 
  50 4.49 1.91 2.57 3.48 0.90 2.57 5.70 3.61 2.10 6.32 4.22 2.10 5.28 2.52 2.76 4.53 2.09 2.44 
  75 4.63 2.01 2.62 4.12 1.55 2.58 5.52 3.38 2.13 5.79 3.75 2.04 5.16 2.48 2.68 4.56 2.17 2.39 
  100 4.71 2.12 2.58 4.34 1.80 2.54 5.34 3.21 2.13 5.52 3.46 2.06 5.05 2.42 2.63 4.60 2.20 2.39 
  200 4.93 2.25 2.68 4.76 2.13 2.63 5.23 2.98 2.25 5.27 3.09 2.18 5.07 2.43 2.64 4.73 2.28 2.45 
 0.5 25 3.90 1.94 1.96 2.96 1.47 1.48 5.90 2.92 2.99 6.75 3.34 3.41 5.32 2.63 2.69 4.51 2.23 2.28 
  50 4.30 2.14 2.16 4.17 2.07 2.10 5.49 2.74 2.75 5.86 2.91 2.95 5.18 2.58 2.61 4.57 2.26 2.31 
  75 4.60 2.29 2.31 4.58 2.28 2.30 5.35 2.64 2.72 5.58 2.75 2.83 5.15 2.54 2.61 4.60 2.29 2.31 
  100 4.67 2.29 2.38 4.67 2.29 2.38 5.32 2.59 2.73 5.41 2.63 2.77 5.15 2.51 2.64 4.66 2.29 2.38 
  200 4.84 2.35 2.49 4.84 2.35 2.49 5.16 2.50 2.66 5.23 2.53 2.70 5.07 2.46 2.61 4.71 2.29 2.43 
4 0.1 25 5.74 0.46 5.28 8.12 5.36 2.76 2.21 1.12 1.09 13.5 12.7 0.75 7.55 4.24 3.31 6.38 3.61 2.78 
  50 5.84 1.52 4.32 3.76 0.93 2.83 6.96 5.76 1.19 8.87 8.00 0.87 6.01 2.97 3.03 5.38 2.73 2.66 
  75 5.45 1.61 3.84 2.95 0.16 2.79 6.29 4.99 1.29 7.28 6.26 1.03 5.57 2.68 2.89 4.85 2.30 2.55 
  100 5.34 1.65 3.69 2.93 0.05 2.88 6.17 4.79 1.38 6.78 5.63 1.15 5.39 2.49 2.90 4.83 2.27 2.56 
  200 5.22 1.92 3.30 3.25 0.45 2.80 5.59 4.02 1.57 5.93 4.56 1.37 5.23 2.47 2.77 4.79 2.26 2.53 
 0.3 25 4.10 1.57 2.53 2.56 0.06 2.50 6.03 3.89 2.15 7.53 5.38 2.15 5.67 2.71 2.95 4.85 2.34 2.50 
  50 4.44 1.77 2.66 3.29 0.72 2.57 5.59 3.43 2.15 6.15 4.05 2.09 5.29 2.53 2.76 4.74 2.24 2.50 
  75 4.66 1.97 2.69 4.11 1.47 2.65 5.48 3.30 2.18 5.77 3.70 2.07 5.20 2.49 2.71 4.76 2.28 2.48 
  100 4.69 1.98 2.71 4.34 1.69 2.64 5.27 3.10 2.17 5.52 3.43 2.09 5.11 2.43 2.68 4.69 2.20 2.49 
  200 4.91 2.22 2.70 4.74 2.09 2.66 5.22 2.96 2.27 5.30 3.10 2.21 5.10 2.47 2.63 4.83 2.33 2.50 
 0.5 25 3.81 1.87 1.94 2.97 1.49 1.49 5.76 2.85 2.91 6.84 3.41 3.43 5.50 2.71 2.79 4.73 2.33 2.40 
  50 4.30 2.13 2.17 4.14 2.05 2.09 5.45 2.69 2.76 5.87 2.90 2.97 5.22 2.57 2.65 4.65 2.30 2.36 
  75 4.56 2.23 2.33 4.50 2.20 2.30 5.38 2.63 2.76 5.65 2.77 2.88 5.22 2.54 2.68 4.77 2.33 2.45 
  100 4.66 2.28 2.39 4.63 2.26 2.37 5.27 2.59 2.68 5.48 2.68 2.80 5.12 2.50 2.62 4.77 2.33 2.44 









Table 2.13: Type I error percentages with ρ=0.01 and random cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
1-2 0.1 25 12.4 1.95 10.5 11.5 7.25 4.25 3.63 2.07 1.56 11.2 10.3 0.91 4.20 0.12 4.08 2.38 0.00 2.38 
  50 7.80 1.15 6.65 4.52 0.83 3.69 6.87 5.37 1.51 7.65 6.57 1.08 5.41 1.99 3.43 3.32 0.98 2.34 
  75 6.56 1.15 5.41 3.79 0.25 3.54 6.22 4.69 1.53 6.96 5.79 1.17 5.18 1.92 3.26 3.73 1.34 2.39 
  100 6.20 1.34 4.87 3.47 0.07 3.40 5.98 4.46 1.52 6.57 5.32 1.26 5.08 2.03 3.04 3.67 1.41 2.26 
  200 5.70 1.62 4.09 3.54 0.16 3.38 5.66 3.83 1.83 5.86 4.28 1.58 5.23 2.16 3.06 4.21 1.70 2.51 
 0.3 25 4.06 1.14 2.93 2.90 0.08 2.82 6.14 3.79 2.35 7.33 5.01 2.32 5.51 2.36 3.15 3.70 1.56 2.14 
  50 4.43 1.52 2.91 2.98 0.19 2.79 5.60 3.37 2.24 6.14 3.98 2.16 5.24 2.37 2.87 3.87 1.67 2.20 
  75 4.59 1.71 2.89 3.90 1.13 2.77 5.42 3.18 2.24 5.78 3.61 2.17 5.07 2.29 2.78 4.02 1.77 2.25 
  100 4.75 1.88 2.87 4.30 1.50 2.80 5.29 3.05 2.24 5.52 3.37 2.15 5.11 2.37 2.74 4.18 1.93 2.25 
  200 4.99 2.08 2.92 4.79 1.92 2.87 5.34 2.93 2.41 5.43 3.08 2.36 5.17 2.37 2.80 4.49 2.04 2.45 
 0.5 25 3.60 1.80 1.80 1.94 0.96 0.98 6.07 3.08 2.99 7.12 3.59 3.53 5.69 2.87 2.82 3.84 1.93 1.92 
  50 4.23 2.05 2.17 3.98 1.94 2.05 5.55 2.71 2.84 6.05 2.95 3.10 5.40 2.64 2.76 4.01 1.95 2.06 
  75 4.52 2.21 2.30 4.39 2.14 2.25 5.38 2.65 2.73 5.65 2.76 2.89 5.20 2.56 2.64 4.20 2.05 2.15 
  100 4.62 2.31 2.31 4.54 2.27 2.27 5.34 2.66 2.69 5.50 2.74 2.77 5.17 2.56 2.60 4.23 2.11 2.12 
  200 4.79 2.37 2.43 4.78 2.36 2.42 5.16 2.56 2.60 5.25 2.62 2.63 5.06 2.51 2.55 4.39 2.16 2.23 
1-5 0.1 25 27.0 0.08 26.9 13.3 4.47 8.79 3.26 0.09 3.17 9.09 7.69 1.40 7.38 3.40 3.98 4.97 2.19 2.78 
  50 20.1 0.10 20.0 8.04 0.80 7.24 5.56 3.17 2.38 7.07 5.60 1.46 5.98 2.58 3.40 4.39 1.82 2.58 
  75 15.7 0.20 15.5 6.69 0.18 6.51 5.59 3.41 2.18 6.46 4.92 1.55 5.54 2.41 3.14 4.34 1.82 2.51 
  100 13.1 0.31 12.8 6.19 0.04 6.15 5.54 3.35 2.19 6.01 4.39 1.63 5.51 2.37 3.14 4.44 1.88 2.57 
  200 8.99 0.66 8.34 5.32 0.00 5.32 5.40 3.27 2.13 5.55 3.74 1.82 5.27 2.33 2.94 4.51 1.97 2.54 
 0.3 25 6.12 0.37 5.75 4.67 0.10 4.57 5.64 2.72 2.92 7.28 4.64 2.63 6.23 2.96 3.28 4.70 2.19 2.51 
  50 5.49 0.76 4.73 4.05 0.00 4.05 5.49 2.90 2.59 6.11 3.73 2.37 5.53 2.60 2.94 4.51 2.08 2.44 
  75 5.26 1.00 4.27 3.82 0.02 3.80 5.40 2.97 2.44 5.72 3.44 2.28 5.42 2.61 2.80 4.52 2.17 2.35 
  100 5.24 1.21 4.03 4.02 0.37 3.66 5.28 2.85 2.43 5.50 3.20 2.30 5.28 2.52 2.76 4.57 2.19 2.38 
  200 5.18 1.51 3.67 4.61 1.18 3.44 5.18 2.74 2.44 5.26 2.90 2.36 5.14 2.44 2.70 4.65 2.20 2.44 
 0.5 25 3.05 1.52 1.53 0.24 0.13 0.12 5.92 2.97 2.94 7.18 3.67 3.51 6.31 3.19 3.12 4.88 2.45 2.43 
  50 3.94 2.01 1.92 3.55 1.82 1.72 5.61 2.88 2.73 6.14 3.15 2.99 5.66 2.91 2.75 4.66 2.38 2.29 
  75 4.32 2.22 2.10 4.18 2.14 2.04 5.43 2.79 2.65 5.74 2.94 2.80 5.42 2.78 2.64 4.67 2.40 2.27 
  100 4.51 2.23 2.28 4.42 2.19 2.24 5.31 2.63 2.67 5.53 2.77 2.77 5.28 2.63 2.65 4.68 2.32 2.36 
  200 4.72 2.36 2.36 4.69 2.34 2.35 5.15 2.58 2.56 5.27 2.64 2.63 5.12 2.58 2.55 4.68 2.34 2.34 
                     







 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
1-
10 0.1 25 35.1 0.03 35.0 17.5 4.66 12.8 4.82 0.03 4.79 8.28 6.45 1.83 7.48 3.48 4.00 5.62 2.50 3.11 
  50 29.6 0.00 29.6 11.4 1.00 10.4 5.07 1.81 3.26 6.67 4.88 1.79 6.05 2.72 3.33 4.83 2.11 2.72 
  75 26.0 0.02 26.0 9.68 0.26 9.43 5.41 2.55 2.85 6.28 4.45 1.82 5.79 2.63 3.16 4.87 2.17 2.70 
  100 23.0 0.07 22.9 8.78 0.09 8.69 5.41 2.70 2.72 5.93 4.03 1.90 5.64 2.52 3.12 4.80 2.13 2.67 
  200 15.1 0.23 14.9 7.06 0.00 7.06 5.36 2.90 2.46 5.55 3.53 2.02 5.40 2.50 2.90 4.80 2.20 2.60 
 0.3 25 11.3 0.09 11.2 6.85 0.18 6.67 5.66 2.07 3.59 7.24 4.39 2.85 6.66 3.23 3.44 5.48 2.62 2.85 
  50 7.96 0.36 7.60 5.56 0.00 5.56 5.47 2.51 2.97 6.09 3.51 2.58 5.71 2.69 3.03 4.92 2.29 2.63 
  75 6.94 0.57 6.37 4.97 0.00 4.97 5.45 2.68 2.78 5.80 3.29 2.51 5.55 2.66 2.89 4.95 2.38 2.57 
  100 6.59 0.80 5.80 4.78 0.00 4.78 5.28 2.62 2.65 5.54 3.08 2.47 5.34 2.55 2.79 4.86 2.32 2.54 
  200 5.67 1.10 4.57 4.61 0.54 4.06 5.10 2.59 2.51 5.21 2.81 2.40 5.10 2.45 2.65 4.73 2.28 2.45 
 0.5 25 2.89 1.44 1.45 0.04 0.02 0.02 5.98 3.00 2.99 7.37 3.71 3.67 6.64 3.33 3.31 5.59 2.80 2.79 
  50 3.79 1.95 1.84 3.37 1.74 1.63 5.44 2.78 2.66 6.01 3.07 2.94 5.63 2.88 2.75 4.95 2.53 2.42 
  75 4.31 2.20 2.11 4.15 2.11 2.04 5.47 2.76 2.71 5.76 2.91 2.84 5.54 2.80 2.74 5.02 2.54 2.48 
  100 4.38 2.19 2.19 4.30 2.15 2.15 5.34 2.68 2.66 5.55 2.79 2.76 5.38 2.70 2.68 4.89 2.46 2.43 









Table 2.14: Type I error percentages with ρ=0.05 and random cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
1-2 0.1 25 11.6 2.14 9.50 11.3 7.43 3.89 3.72 2.25 1.47 11.5 10.6 0.86 3.97 0.09 3.88 2.35 0.00 2.35 
  50 7.26 1.19 6.07 4.20 0.82 3.39 6.79 5.44 1.35 7.68 6.75 0.93 5.21 1.95 3.27 3.18 0.95 2.23 
  75 6.18 1.23 4.96 3.64 0.27 3.37 6.22 4.75 1.47 7.06 5.93 1.13 5.16 1.99 3.18 3.72 1.36 2.36 
  100 5.97 1.39 4.59 3.34 0.05 3.29 5.90 4.39 1.51 6.48 5.26 1.22 5.13 2.04 3.09 3.76 1.42 2.34 
  200 5.41 1.64 3.77 3.33 0.20 3.13 5.63 3.91 1.72 5.86 4.34 1.51 5.05 2.15 2.90 4.06 1.67 2.39 
 0.3 25 4.05 1.26 2.79 2.80 0.11 2.70 6.04 3.76 2.27 7.27 5.04 2.23 5.45 2.36 3.10 3.65 1.56 2.09 
  50 4.40 1.60 2.80 2.91 0.21 2.70 5.55 3.39 2.17 6.10 4.03 2.08 5.15 2.36 2.79 3.85 1.71 2.14 
  75 4.65 1.82 2.82 3.92 1.19 2.73 5.47 3.27 2.20 5.81 3.69 2.12 5.13 2.35 2.77 4.08 1.85 2.23 
  100 4.66 1.91 2.76 4.21 1.53 2.68 5.33 3.18 2.15 5.55 3.49 2.06 5.08 2.42 2.66 4.12 1.94 2.18 
  200 4.88 2.07 2.82 4.68 1.91 2.76 5.14 2.87 2.27 5.24 3.04 2.21 5.07 2.37 2.70 4.37 2.02 2.34 
 0.5 25 3.48 1.75 1.73 2.03 1.02 1.01 5.83 2.93 2.90 6.92 3.49 3.43 5.44 2.74 2.70 3.69 1.86 1.82 
  50 4.20 2.07 2.13 3.98 1.97 2.01 5.45 2.70 2.75 6.00 2.99 3.02 5.27 2.61 2.66 3.96 1.95 2.01 
  75 4.49 2.27 2.21 4.36 2.21 2.15 5.34 2.69 2.65 5.66 2.85 2.81 5.15 2.60 2.55 4.16 2.09 2.07 
  100 4.72 2.42 2.30 4.67 2.39 2.28 5.43 2.75 2.68 5.58 2.82 2.76 5.20 2.63 2.57 4.31 2.21 2.11 
  200 4.85 2.42 2.43 4.84 2.41 2.43 5.23 2.62 2.60 5.30 2.66 2.64 5.11 2.55 2.56 4.45 2.21 2.25 
1-5 0.1 25 24.9 0.11 24.8 12.7 4.67 7.98 2.90 0.12 2.78 9.77 8.43 1.33 7.38 3.49 3.89 5.05 2.28 2.77 
  50 17.6 0.14 17.5 7.23 0.85 6.38 5.66 3.50 2.16 7.47 6.14 1.33 5.99 2.74 3.25 4.52 1.97 2.55 
  75 13.6 0.26 13.4 5.96 0.19 5.77 5.62 3.66 1.97 6.57 5.22 1.35 5.52 2.49 3.03 4.35 1.91 2.44 
  100 11.3 0.36 10.9 5.62 0.04 5.58 5.51 3.49 2.02 6.21 4.71 1.50 5.49 2.40 3.09 4.38 1.86 2.52 
  200 8.01 0.73 7.27 4.87 0.00 4.87 5.40 3.34 2.06 5.65 3.91 1.74 5.24 2.33 2.91 4.52 1.97 2.54 
 0.3 25 5.56 0.45 5.12 4.34 0.10 4.25 5.70 2.89 2.81 7.51 4.91 2.60 6.21 2.99 3.22 4.82 2.28 2.54 
  50 5.25 0.88 4.37 3.84 0.00 3.84 5.53 2.99 2.54 6.21 3.83 2.37 5.60 2.63 2.97 4.59 2.14 2.45 
  75 5.18 1.12 4.06 3.75 0.07 3.68 5.58 3.05 2.53 5.94 3.57 2.37 5.53 2.63 2.91 4.72 2.22 2.50 
  100 5.10 1.26 3.84 4.07 0.50 3.57 5.28 2.86 2.42 5.52 3.26 2.27 5.25 2.48 2.77 4.56 2.15 2.41 
  200 5.21 1.63 3.59 4.73 1.30 3.42 5.26 2.80 2.47 5.39 3.01 2.38 5.25 2.51 2.75 4.80 2.29 2.51 
 0.5 25 3.01 1.50 1.51 0.35 0.17 0.18 5.74 2.85 2.90 7.21 3.60 3.61 6.08 3.00 3.08 4.74 2.37 2.37 
  50 3.92 1.99 1.93 3.60 1.83 1.78 5.45 2.73 2.72 5.99 3.02 2.98 5.45 2.74 2.71 4.59 2.32 2.28 
  75 4.16 2.11 2.05 4.04 2.04 2.00 5.24 2.65 2.59 5.58 2.84 2.74 5.22 2.64 2.58 4.51 2.28 2.23 
  100 4.42 2.18 2.25 4.34 2.14 2.21 5.30 2.61 2.70 5.55 2.74 2.82 5.27 2.59 2.68 4.61 2.27 2.34 
  200 4.75 2.33 2.41 4.73 2.33 2.40 5.19 2.53 2.66 5.28 2.59 2.69 5.15 2.52 2.64 4.71 2.32 2.39 
                     







 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
1-
10 0.1 25 32.6 0.01 32.6 15.6 4.68 10.9 3.86 0.02 3.84 9.09 7.54 1.55 7.35 3.61 3.74 5.65 2.72 2.93 
  50 26.6 0.01 26.6 9.86 0.97 8.89 5.05 2.30 2.75 7.17 5.61 1.56 6.10 2.91 3.20 4.98 2.33 2.65 
  75 22.5 0.07 22.4 8.31 0.26 8.05 5.35 2.83 2.52 6.44 4.80 1.64 5.70 2.64 3.06 4.83 2.21 2.62 
  100 19.1 0.10 19.0 7.64 0.05 7.59 5.35 2.95 2.40 6.03 4.33 1.70 5.55 2.56 2.99 4.83 2.22 2.61 
  200 12.0 0.27 11.8 6.20 0.00 6.20 5.18 2.92 2.26 5.44 3.63 1.81 5.15 2.40 2.76 4.66 2.15 2.51 
 0.3 25 8.74 0.17 8.57 5.88 0.14 5.74 5.59 2.30 3.30 7.54 4.71 2.83 6.56 3.20 3.36 5.49 2.66 2.83 
  50 6.78 0.49 6.29 4.93 0.00 4.93 5.70 2.87 2.84 6.46 3.88 2.57 5.89 2.89 3.01 5.19 2.54 2.64 
  75 6.15 0.72 5.43 4.49 0.00 4.49 5.36 2.73 2.63 5.77 3.37 2.40 5.45 2.62 2.83 4.86 2.31 2.54 
  100 5.85 0.86 4.98 4.31 0.02 4.29 5.35 2.76 2.59 5.63 3.23 2.40 5.39 2.61 2.78 4.91 2.37 2.54 
  200 5.33 1.22 4.10 4.50 0.74 3.76 5.08 2.66 2.42 5.16 2.86 2.30 5.05 2.47 2.58 4.74 2.31 2.43 
 0.5 25 2.89 1.47 1.42 0.06 0.04 0.02 5.80 2.90 2.90 7.39 3.70 3.68 6.42 3.20 3.22 5.41 2.70 2.71 
  50 3.79 1.94 1.85 3.36 1.74 1.63 5.49 2.79 2.70 6.13 3.06 3.07 5.63 2.86 2.78 4.96 2.52 2.44 
  75 4.18 2.09 2.09 4.05 2.03 2.02 5.39 2.67 2.73 5.72 2.84 2.88 5.46 2.70 2.76 4.90 2.44 2.46 
  100 4.25 2.13 2.12 4.18 2.09 2.09 5.17 2.58 2.59 5.45 2.72 2.72 5.20 2.60 2.60 4.78 2.40 2.38 









Table 2.15: Type I error percentages with ρ=0.10 and random cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
1-2 0.1 25 10.9 2.26 8.68 11.2 7.59 3.61 3.75 2.39 1.35 11.7 10.9 0.81 3.90 0.12 3.78 2.33 0.00 2.33 
  50 6.88 1.31 5.56 4.16 0.91 3.26 7.04 5.61 1.43 8.04 7.02 1.02 5.40 2.05 3.35 3.41 1.06 2.35 
  75 6.02 1.32 4.70 3.44 0.27 3.17 6.27 4.84 1.43 7.21 6.15 1.07 5.07 1.94 3.13 3.70 1.40 2.30 
  100 5.96 1.44 4.52 3.33 0.06 3.26 6.08 4.58 1.50 6.76 5.57 1.18 5.23 2.08 3.16 3.83 1.46 2.37 
  200 5.32 1.66 3.66 3.34 0.23 3.11 5.57 3.89 1.68 5.83 4.36 1.47 5.07 2.11 2.95 4.05 1.64 2.41 
 0.3 25 3.83 1.19 2.64 2.68 0.11 2.57 5.95 3.74 2.21 7.25 5.05 2.20 5.24 2.22 3.02 3.52 1.46 2.06 
  50 4.45 1.70 2.75 3.00 0.32 2.68 5.69 3.47 2.22 6.26 4.14 2.13 5.27 2.44 2.83 3.97 1.77 2.20 
  75 4.77 1.88 2.89 4.05 1.28 2.77 5.59 3.32 2.27 5.95 3.75 2.20 5.24 2.38 2.86 4.18 1.87 2.31 
  100 4.76 1.95 2.80 4.32 1.58 2.74 5.36 3.14 2.22 5.58 3.45 2.14 5.17 2.39 2.78 4.21 1.94 2.27 
  200 4.84 2.13 2.71 4.66 1.99 2.66 5.21 2.96 2.25 5.30 3.11 2.19 5.04 2.40 2.64 4.38 2.06 2.32 
 0.5 25 3.57 1.82 1.75 2.17 1.11 1.06 5.91 2.93 2.97 6.94 3.46 3.48 5.49 2.73 2.76 3.75 1.91 1.84 
  50 4.20 2.07 2.13 3.99 1.96 2.03 5.43 2.69 2.74 5.94 2.94 3.00 5.25 2.60 2.65 3.96 1.94 2.02 
  75 4.46 2.24 2.22 4.34 2.17 2.16 5.30 2.67 2.64 5.63 2.83 2.80 5.06 2.55 2.51 4.11 2.06 2.06 
  100 4.57 2.20 2.38 4.50 2.16 2.35 5.27 2.56 2.71 5.44 2.63 2.80 5.02 2.43 2.59 4.18 1.99 2.19 
  200 4.81 2.36 2.45 4.79 2.35 2.44 5.19 2.55 2.64 5.27 2.59 2.69 5.06 2.49 2.57 4.42 2.17 2.26 
1-5 0.1 25 22.4 0.15 22.2 11.8 4.92 6.93 2.56 0.16 2.39 10.4 9.24 1.13 7.42 3.63 3.79 5.19 2.45 2.74 
  50 15.1 0.18 14.9 6.63 0.91 5.72 5.74 3.79 1.95 7.97 6.75 1.22 6.03 2.80 3.24 4.59 2.05 2.54 
  75 11.5 0.39 11.1 5.43 0.21 5.22 5.62 3.79 1.83 6.77 5.53 1.25 5.54 2.52 3.02 4.41 1.96 2.45 
  100 9.74 0.50 9.24 5.06 0.05 5.01 5.70 3.83 1.87 6.50 5.16 1.34 5.45 2.51 2.95 4.46 2.01 2.45 
  200 7.18 0.90 6.27 4.35 0.00 4.35 5.38 3.50 1.88 5.70 4.12 1.58 5.20 2.45 2.75 4.55 2.10 2.44 
 0.3 25 4.91 0.51 4.40 3.91 0.11 3.81 5.56 2.99 2.57 7.49 5.08 2.41 6.04 2.94 3.10 4.67 2.24 2.43 
  50 4.94 0.96 3.98 3.60 0.00 3.60 5.53 3.08 2.45 6.18 3.92 2.26 5.51 2.62 2.88 4.62 2.19 2.43 
  75 4.96 1.19 3.77 3.62 0.13 3.49 5.35 2.96 2.39 5.81 3.58 2.23 5.29 2.48 2.81 4.53 2.11 2.42 
  100 5.02 1.40 3.62 4.08 0.68 3.39 5.30 2.88 2.42 5.60 3.31 2.29 5.24 2.46 2.79 4.60 2.14 2.45 
  200 5.00 1.67 3.34 4.57 1.37 3.20 5.14 2.79 2.35 5.23 2.98 2.25 5.12 2.44 2.68 4.64 2.21 2.43 
 0.5 25 3.09 1.58 1.50 0.55 0.28 0.27 5.79 2.98 2.80 7.21 3.69 3.52 6.00 3.08 2.92 4.76 2.45 2.32 
  50 3.96 2.01 1.95 3.64 1.85 1.79 5.51 2.78 2.73 6.12 3.11 3.02 5.49 2.77 2.72 4.63 2.35 2.29 
  75 4.27 2.15 2.11 4.13 2.08 2.05 5.35 2.70 2.65 5.69 2.87 2.82 5.30 2.67 2.63 4.62 2.33 2.28 
  100 4.56 2.27 2.28 4.49 2.25 2.24 5.36 2.70 2.66 5.63 2.83 2.80 5.31 2.68 2.63 4.74 2.37 2.37 
  200 4.74 2.38 2.37 4.72 2.37 2.36 5.18 2.59 2.58 5.30 2.66 2.64 5.13 2.58 2.56 4.71 2.36 2.35 
                     







 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
1-
10 0.1 25 29.5 0.01 29.5 14.0 4.81 9.14 3.12 0.01 3.11 9.83 8.51 1.32 7.52 3.83 3.70 5.99 2.99 3.00 
  50 22.8 0.03 22.7 8.56 0.98 7.59 5.14 2.76 2.38 7.63 6.24 1.39 6.13 2.96 3.17 5.10 2.39 2.72 
  75 18.3 0.09 18.2 6.94 0.22 6.72 5.28 3.23 2.05 6.67 5.32 1.35 5.64 2.77 2.86 4.83 2.35 2.47 
  100 15.2 0.18 15.1 6.46 0.06 6.40 5.44 3.34 2.10 6.40 4.93 1.47 5.53 2.69 2.85 4.84 2.32 2.52 
  200 9.75 0.42 9.33 5.50 0.00 5.50 5.28 3.20 2.07 5.63 3.96 1.68 5.24 2.47 2.77 4.76 2.23 2.54 
 0.3 25 6.76 0.24 6.52 4.99 0.13 4.85 5.38 2.48 2.90 7.49 4.91 2.58 6.21 3.09 3.12 5.22 2.56 2.66 
  50 5.84 0.62 5.22 4.31 0.00 4.30 5.34 2.76 2.59 6.17 3.86 2.31 5.54 2.67 2.87 4.89 2.35 2.54 
  75 5.57 0.86 4.72 4.09 0.00 4.09 5.39 2.84 2.56 5.96 3.57 2.40 5.43 2.61 2.82 4.95 2.37 2.58 
  100 5.49 1.02 4.47 4.10 0.12 3.98 5.36 2.82 2.53 5.74 3.38 2.35 5.39 2.58 2.81 4.97 2.39 2.58 
  200 5.15 1.40 3.76 4.47 0.97 3.49 5.13 2.75 2.38 5.29 3.01 2.28 5.09 2.51 2.59 4.78 2.34 2.44 
 0.5 25 2.95 1.49 1.46 0.15 0.08 0.07 5.76 2.92 2.85 7.50 3.77 3.73 6.31 3.16 3.14 5.43 2.76 2.68 
  50 3.90 1.97 1.94 3.52 1.77 1.75 5.52 2.79 2.73 6.23 3.17 3.06 5.63 2.85 2.79 5.03 2.54 2.48 
  75 4.24 2.11 2.13 4.07 2.03 2.04 5.37 2.69 2.69 5.81 2.89 2.92 5.41 2.71 2.70 4.93 2.47 2.46 
  100 4.50 2.25 2.25 4.40 2.21 2.19 5.36 2.70 2.66 5.67 2.85 2.82 5.37 2.71 2.67 5.01 2.52 2.49 









Table 2.16: Type I error percentages with ρ=0.30 and random cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
1-2 0.1 25 8.86 2.89 5.96 11.1 8.21 2.88 4.19 3.02 1.17 13.2 12.5 0.71 3.86 0.09 3.77 2.48 0.00 2.48 
  50 5.91 1.64 4.27 3.78 0.99 2.78 7.26 6.02 1.24 8.64 7.79 0.85 5.47 2.07 3.40 3.50 1.11 2.39 
  75 5.59 1.67 3.93 3.11 0.25 2.86 6.56 5.18 1.38 7.76 6.73 1.03 5.24 1.97 3.27 3.84 1.37 2.47 
  100 5.40 1.76 3.64 2.92 0.08 2.84 6.31 4.83 1.47 7.06 5.93 1.13 5.15 2.04 3.12 3.91 1.45 2.46 
  200 5.20 2.02 3.18 3.34 0.59 2.75 5.68 4.10 1.58 6.05 4.72 1.33 5.11 2.22 2.89 4.16 1.76 2.40 
 0.3 25 3.96 1.56 2.41 2.47 0.10 2.38 6.32 4.14 2.18 7.86 5.69 2.17 5.41 2.37 3.03 3.73 1.59 2.14 
  50 4.29 1.82 2.47 3.05 0.60 2.46 5.62 3.56 2.06 6.26 4.29 1.97 5.05 2.31 2.74 3.83 1.71 2.12 
  75 4.55 2.00 2.55 3.99 1.49 2.50 5.42 3.33 2.10 5.80 3.81 1.99 5.06 2.35 2.71 4.01 1.82 2.20 
  100 4.76 2.16 2.60 4.38 1.82 2.56 5.36 3.25 2.11 5.64 3.62 2.02 5.12 2.43 2.69 4.24 2.01 2.23 
  200 4.92 2.26 2.66 4.77 2.14 2.63 5.28 3.01 2.27 5.41 3.23 2.18 5.08 2.40 2.68 4.48 2.11 2.37 
 0.5 25 3.68 1.88 1.80 2.58 1.32 1.26 5.93 3.00 2.93 7.03 3.55 3.48 5.37 2.71 2.66 3.71 1.89 1.82 
  50 4.20 2.12 2.07 4.04 2.05 1.99 5.38 2.72 2.65 5.92 3.01 2.91 5.10 2.58 2.51 3.90 1.99 1.92 
  75 4.53 2.29 2.23 4.44 2.25 2.18 5.38 2.73 2.65 5.69 2.89 2.81 5.10 2.57 2.52 4.13 2.11 2.02 
  100 4.59 2.31 2.28 4.55 2.29 2.26 5.28 2.63 2.65 5.47 2.73 2.75 5.01 2.51 2.50 4.18 2.11 2.07 
  200 4.91 2.48 2.44 4.89 2.46 2.43 5.26 2.65 2.61 5.34 2.69 2.65 5.13 2.58 2.55 4.52 2.26 2.26 
1-5 0.1 25 12.8 0.42 12.4 10.0 5.94 4.07 1.95 0.52 1.43 13.2 12.4 0.78 7.57 4.15 3.42 5.63 2.99 2.64 
  50 8.23 0.60 7.63 4.89 1.13 3.76 6.34 4.94 1.40 9.12 8.24 0.87 6.06 2.98 3.08 4.84 2.29 2.55 
  75 6.94 0.83 6.11 3.89 0.28 3.62 6.18 4.64 1.55 7.77 6.74 1.04 5.58 2.60 2.99 4.69 2.09 2.60 
  100 6.42 1.01 5.41 3.70 0.07 3.63 5.93 4.38 1.55 7.12 6.01 1.11 5.46 2.49 2.98 4.62 2.05 2.57 
  200 5.50 1.34 4.16 3.30 0.00 3.30 5.53 3.87 1.66 6.07 4.69 1.38 5.16 2.44 2.73 4.56 2.12 2.44 
 0.3 25 4.06 1.05 3.01 3.00 0.12 2.88 5.97 3.62 2.35 8.14 5.82 2.32 6.03 2.97 3.06 4.90 2.37 2.53 
  50 4.29 1.38 2.91 2.80 0.00 2.79 5.51 3.36 2.15 6.44 4.41 2.03 5.28 2.56 2.72 4.55 2.19 2.37 
  75 4.58 1.67 2.91 3.61 0.79 2.82 5.51 3.31 2.20 6.08 4.00 2.09 5.27 2.61 2.67 4.70 2.29 2.41 
  100 4.67 1.74 2.94 4.07 1.22 2.85 5.38 3.14 2.24 5.80 3.67 2.13 5.20 2.52 2.68 4.65 2.21 2.44 
  200 4.90 2.01 2.89 4.63 1.81 2.82 5.27 2.98 2.29 5.44 3.27 2.17 5.16 2.51 2.65 4.80 2.33 2.48 
 0.5 25 3.41 1.73 1.68 1.42 0.72 0.71 5.92 2.96 2.96 7.60 3.77 3.82 5.86 2.94 2.93 4.80 2.44 2.36 
  50 4.11 2.05 2.06 3.84 1.92 1.92 5.50 2.76 2.75 6.17 3.09 3.09 5.35 2.67 2.68 4.62 2.31 2.32 
  75 4.38 2.18 2.20 4.26 2.12 2.14 5.32 2.63 2.69 5.74 2.85 2.89 5.19 2.58 2.61 4.65 2.29 2.36 
  100 4.54 2.28 2.26 4.48 2.25 2.23 5.30 2.67 2.63 5.60 2.81 2.80 5.17 2.60 2.57 4.67 2.35 2.32 
  200 4.88 2.46 2.42 4.87 2.46 2.41 5.27 2.64 2.63 5.42 2.71 2.71 5.20 2.61 2.59 4.85 2.45 2.41 
                     







 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
1-
10 0.1 25 17.1 0.06 17.1 10.8 5.97 4.80 1.63 0.06 1.57 13.2 12.4 0.75 8.05 4.69 3.37 6.74 3.87 2.88 
  50 10.7 0.31 10.4 5.54 1.21 4.33 6.02 4.49 1.53 9.35 8.45 0.90 6.42 3.35 3.07 5.58 2.87 2.71 
  75 8.46 0.53 7.93 4.48 0.28 4.20 5.92 4.37 1.55 8.01 6.96 1.05 5.85 2.91 2.94 5.26 2.56 2.70 
  100 7.47 0.71 6.75 4.11 0.08 4.04 5.87 4.28 1.59 7.29 6.17 1.12 5.63 2.81 2.82 5.09 2.53 2.57 
  200 6.11 1.10 5.01 3.69 0.00 3.69 5.56 3.83 1.72 6.24 4.85 1.39 5.26 2.59 2.67 4.90 2.40 2.50 
 0.3 25 4.05 0.70 3.35 3.22 0.12 3.10 5.67 3.37 2.30 8.33 6.04 2.29 6.05 3.10 2.95 5.31 2.70 2.61 
  50 4.38 1.17 3.21 2.96 0.00 2.96 5.45 3.29 2.16 6.43 4.40 2.04 5.39 2.75 2.64 4.92 2.50 2.42 
  75 4.51 1.42 3.09 3.21 0.30 2.91 5.35 3.23 2.13 5.99 3.97 2.02 5.18 2.62 2.56 4.82 2.42 2.39 
  100 4.69 1.57 3.12 3.90 0.93 2.97 5.25 3.08 2.17 5.71 3.67 2.04 5.13 2.54 2.59 4.81 2.39 2.42 
  200 4.82 1.91 2.91 4.43 1.63 2.80 5.15 2.99 2.15 5.38 3.34 2.04 5.05 2.59 2.46 4.83 2.47 2.36 
 0.5 25 3.25 1.62 1.63 0.83 0.41 0.41 5.88 2.95 2.92 7.79 3.98 3.82 6.05 3.04 3.00 5.37 2.70 2.67 
  50 3.99 2.01 1.98 3.72 1.88 1.84 5.50 2.80 2.70 6.29 3.18 3.11 5.44 2.77 2.67 4.99 2.54 2.45 
  75 4.37 2.19 2.19 4.23 2.12 2.12 5.46 2.72 2.74 5.97 2.98 3.00 5.37 2.68 2.69 5.00 2.51 2.49 
  100 4.49 2.22 2.27 4.42 2.18 2.24 5.27 2.61 2.67 5.62 2.80 2.82 5.19 2.58 2.62 4.90 2.42 2.48 










Table 2.17: Type I error percentages with ρ=0.50 and random cluster size. 
 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
1-2 0.1 25 7.83 3.76 4.08 10.9 8.66 2.28 4.94 3.90 1.05 14.7 14.1 0.67 3.84 0.08 3.77 2.44 0.00 2.44 
  50 5.43 2.01 3.42 3.48 1.05 2.42 7.38 6.24 1.14 9.30 8.54 0.76 5.42 1.95 3.48 3.60 1.13 2.47 
  75 5.30 2.09 3.21 2.79 0.27 2.52 6.73 5.50 1.23 8.08 7.18 0.90 5.17 1.96 3.21 3.88 1.40 2.48 
  100 5.19 2.09 3.10 2.64 0.07 2.57 6.31 4.93 1.38 7.27 6.21 1.06 5.15 2.02 3.13 4.01 1.48 2.52 
  200 5.13 2.15 2.98 3.61 0.98 2.64 5.70 4.09 1.61 6.11 4.76 1.35 5.12 2.11 3.01 4.21 1.68 2.53 
 0.3 25 3.97 1.78 2.18 2.29 0.12 2.17 6.30 4.20 2.10 7.94 5.80 2.14 5.20 2.17 3.03 3.62 1.47 2.15 
  50 4.42 2.07 2.35 3.33 0.99 2.34 5.75 3.73 2.02 6.46 4.52 1.95 5.06 2.32 2.74 3.89 1.75 2.14 
  75 4.64 2.15 2.49 4.16 1.70 2.46 5.56 3.44 2.12 5.98 3.97 2.01 5.08 2.32 2.76 4.10 1.84 2.26 
  100 4.64 2.19 2.46 4.34 1.92 2.42 5.37 3.28 2.09 5.73 3.72 2.01 4.97 2.30 2.68 4.16 1.92 2.24 
  200 4.83 2.32 2.50 4.69 2.21 2.49 5.18 3.03 2.16 5.30 3.23 2.07 4.97 2.37 2.60 4.36 2.04 2.32 
 0.5 25 3.84 1.87 1.98 2.88 1.40 1.48 5.90 2.87 3.03 7.11 3.48 3.63 5.28 2.58 2.70 3.64 1.77 1.88 
  50 4.48 2.22 2.26 4.32 2.15 2.17 5.57 2.78 2.79 6.13 3.07 3.06 5.21 2.60 2.61 4.10 2.04 2.06 
  75 4.67 2.32 2.35 4.57 2.27 2.30 5.45 2.70 2.75 5.81 2.87 2.95 5.14 2.54 2.60 4.23 2.12 2.12 
  100 4.80 2.43 2.37 4.76 2.41 2.36 5.43 2.74 2.69 5.66 2.87 2.79 5.17 2.62 2.56 4.37 2.20 2.17 
  200 4.89 2.43 2.46 4.89 2.43 2.46 5.23 2.61 2.63 5.33 2.65 2.67 5.09 2.53 2.56 4.47 2.23 2.24 
1-5 0.1 25 7.71 1.18 6.53 9.64 6.74 2.89 2.59 1.45 1.14 15.2 14.6 0.65 7.76 4.04 3.71 6.12 3.13 2.99 
  50 5.98 1.26 4.72 4.27 1.35 2.92 7.12 5.93 1.19 10.3 9.56 0.72 6.27 2.94 3.33 5.16 2.34 2.82 
  75 5.52 1.45 4.07 3.16 0.31 2.85 6.65 5.39 1.26 8.54 7.67 0.87 5.65 2.56 3.08 4.77 2.11 2.67 
  100 5.34 1.52 3.82 2.96 0.09 2.87 6.24 4.86 1.39 7.60 6.58 1.02 5.43 2.40 3.04 4.63 1.99 2.64 
  200 5.17 1.77 3.40 2.97 0.07 2.90 5.78 4.13 1.65 6.41 5.07 1.33 5.18 2.30 2.88 4.68 2.01 2.67 
 0.3 25 3.81 1.38 2.43 2.53 0.13 2.40 6.15 3.99 2.16 8.54 6.35 2.19 5.71 2.73 2.98 4.76 2.22 2.54 
  50 4.42 1.81 2.61 2.72 0.15 2.57 5.82 3.67 2.16 6.81 4.76 2.05 5.40 2.59 2.81 4.72 2.23 2.49 
  75 4.66 1.96 2.70 3.95 1.31 2.64 5.57 3.42 2.16 6.19 4.16 2.03 5.29 2.53 2.76 4.75 2.24 2.51 
  100 4.61 2.01 2.60 4.15 1.59 2.56 5.37 3.27 2.10 5.81 3.82 1.99 5.11 2.48 2.64 4.63 2.21 2.41 
  200 4.80 2.15 2.65 4.61 2.00 2.61 5.19 3.01 2.18 5.43 3.33 2.09 5.03 2.41 2.62 4.69 2.24 2.45 
 0.5 25 3.65 1.82 1.83 2.17 1.10 1.07 5.93 2.93 3.00 7.58 3.75 3.83 5.55 2.76 2.79 4.67 2.32 2.36 
  50 4.22 2.09 2.13 3.98 1.97 2.01 5.48 2.71 2.77 6.24 3.09 3.15 5.16 2.56 2.60 4.58 2.27 2.31 
  75 4.45 2.19 2.26 4.36 2.15 2.21 5.28 2.57 2.71 5.75 2.82 2.93 5.07 2.47 2.60 4.58 2.24 2.34 
  100 4.59 2.36 2.24 4.55 2.33 2.21 5.29 2.71 2.58 5.59 2.84 2.75 5.09 2.61 2.48 4.66 2.39 2.28 
  200 4.86 2.40 2.46 4.85 2.39 2.45 5.20 2.57 2.63 5.37 2.64 2.72 5.10 2.52 2.59 4.82 2.38 2.43 
                     
                     







 ED0 ED1 ED2 KW WI WCC 
mi π n Both Low High Both Low High Both Low High Both Low High Both Low High Both Low High 
1-
10 0.1 25 8.15 0.34 7.81 10.3 7.30 3.04 1.51 0.38 1.12 15.7 15.1 0.64 8.79 5.26 3.53 7.70 4.59 3.11 
  50 6.15 0.91 5.23 4.44 1.44 3.00 6.96 5.75 1.21 10.6 9.88 0.74 6.49 3.33 3.16 5.81 2.95 2.86 
  75 5.74 1.24 4.51 3.36 0.34 3.02 6.59 5.28 1.31 8.82 7.93 0.89 5.91 2.87 3.04 5.41 2.60 2.81 
  100 5.51 1.36 4.16 3.12 0.07 3.05 6.17 4.74 1.43 7.83 6.81 1.02 5.57 2.60 2.98 5.16 2.38 2.78 
  200 5.39 1.67 3.72 3.03 0.00 3.03 5.59 4.00 1.60 6.24 4.99 1.25 5.28 2.45 2.83 5.01 2.30 2.71 
 0.3 25 3.78 1.24 2.54 2.66 0.16 2.50 6.08 3.88 2.20 8.70 6.49 2.22 5.93 2.93 3.00 5.36 2.63 2.73 
  50 4.35 1.64 2.72 2.66 0.02 2.64 5.74 3.61 2.12 6.90 4.88 2.02 5.43 2.66 2.77 5.03 2.45 2.58 
  75 4.60 1.84 2.76 3.75 1.06 2.69 5.50 3.33 2.16 6.22 4.19 2.04 5.25 2.52 2.73 4.93 2.36 2.57 
  100 4.66 1.91 2.74 4.11 1.44 2.67 5.31 3.17 2.14 5.84 3.81 2.03 5.13 2.47 2.66 4.86 2.33 2.53 
  200 4.83 2.15 2.68 4.61 1.97 2.64 5.27 3.07 2.20 5.48 3.40 2.08 5.12 2.52 2.59 4.92 2.42 2.51 
 0.5 25 3.47 1.70 1.77 1.65 0.83 0.82 5.81 2.85 2.96 7.74 3.86 3.88 5.59 2.74 2.85 5.07 2.49 2.58 
  50 4.22 2.09 2.13 3.95 1.97 1.99 5.61 2.76 2.85 6.42 3.17 3.25 5.35 2.63 2.72 4.97 2.43 2.54 
  75 4.43 2.21 2.22 4.33 2.17 2.16 5.38 2.69 2.70 5.85 2.93 2.92 5.17 2.58 2.59 4.89 2.43 2.46 
  100 4.57 2.33 2.24 4.51 2.30 2.21 5.28 2.69 2.59 5.63 2.86 2.77 5.13 2.63 2.50 4.91 2.50 2.41 






APPENDIX D: Limit of ED0, ED1, ED2 Test Statistics as ?̂? → 𝟎. 𝟓 
ED0 

















The ED0 test statistic is undefined when ?̂? = 0.5, since ?̂? = 0. To find the appropriate 
value for the test statistic when ?̂? = 0.5, take the limit of 𝑍𝐸𝐷0 as ?̂? approaches 0.5. 
In Appendix B it was demonstrated that: 
lim
?̂?→0.5
?̂? = 0 
lim
?̂?→0.5
?̂? = 0 
lim
?̂?→0.5




If the ED0 test statistic is rearranged as follows, the limits of its numerator and 
















   (1) 
Use L’Hôpital’s rule to evaluate the indeterminate limit, by taking the quotient of the 
limits of the derivatives of the numerator and denominator. First, take the limit of the 








































































































































































































































































































?̂? are constants with respect to ?̂?, and because ?̂? and ?̂? evaluate to 0 





































































2√(1 − ?̂?)𝑀1 + ?̂?𝑀2
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?̂?   (3) 

















√(1 − ?̂?)𝑀1 + ?̂?𝑀2
  
ED1 



























Because ?̂? = 0 and ?̂?𝑛 is defined and nonzero when ?̂? = 0.5 , the limit of the second term 












√𝑛?̂?𝑛 exists and is nonzero, and so the numerator and denominator of the 
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?̂?𝑛 exists and is non-zero (shown in Appendix B), the 
expression can be simplified to:  


























































































































√(1 − ?̂?)𝑀1 + ?̂?𝑀2
 
Note that this matches the value of the ED0 test statistic derived in the previous section. 
ED2 
𝑍𝐸𝐷2 = √𝑛([exp (
2(?̂? − 𝜋0)?̂?
√𝑛𝜂?̂?𝑛

















Again, this test statistic is undefined when ?̂? = 0.5, and so the limit is taken as ?̂? → 0.5, 




















) − 1 ]
2?̂?
 
This limit is indefinite, since the numerator and denominator each approach 0 as ?̂? → 0.5. 
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) − 1 ] + [exp (
2(?̂? − 𝜋0)?̂?
√𝑛𝜂?̂?𝑛














 ] + [exp (
2(?̂? − 𝜋0)?̂?
√𝑛𝜂?̂?𝑛



















































































































√(1 − ?̂?)𝑀1 + ?̂?𝑀2
 




APPENDIX E: Tables from Chapter 3 
Table 3.1: Theoretical and simulated power with ρ=0.01 and fixed cluster size=2. “Low” 
denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of 
rejection of H0:π=π0 for H1: π> π0. Type I error is considered to be controlled if the 
simulated one-sided Type I error from the Chapter 2 simulation study was found to be 
within 0.25 percentage points of the nominal level, 2.5%. Ratio=Simulated/Theoretical and 
Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection.  
 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
0.1 0.2 25 Mesial no 0.0 54.5 0.0 41.7 0.77 -12.8 
  50 Mesial yes 0.0 81.4 0.0 81.1 1.00 -0.3 
  75 Mesial yes 0.0 93.0 0.0 93.2 1.00 0.2 
  100 Mesial yes 0.0 97.5 0.0 97.8 1.00 0.3 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.3 25 Mesial no 0.0 94.9 0.0 95.1 1.00 0.2 
  50 Mesial yes 0.0 99.8 0.0 99.9 1.00 0.1 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.05 25 Distal no 8.0 0.0 0.0 0.0 0.00 -8.0 
  50 Distal no 26.0 0.0 25.6 0.0 0.99 -0.4 
  75 Distal no 46.5 0.0 50.0 0.0 1.08 3.5 
  100 Distal no 64.4 0.0 53.8 0.0 0.84 -10.6 
  200 Distal no 96.0 0.0 95.5 0.0 0.99 -0.6 
 0.15 25 Mesial no 0.2 19.5 0.0 18.9 0.97 -0.6 
  50 Mesial yes 0.1 34.7 0.0 33.7 0.97 -1.0 
  75 Mesial yes 0.0 47.8 0.0 40.1 0.84 -7.7 
  100 Mesial yes 0.0 58.9 0.0 50.0 0.85 -8.9 
  200 Mesial yes 0.0 85.8 0.0 86.1 1.00 0.3 
 0.25 25 Mesial no 0.0 82.0 0.0 81.3 0.99 -0.7 
  50 Mesial yes 0.0 97.6 0.0 97.8 1.00 0.3 
  75 Mesial yes 0.0 99.7 0.0 99.8 1.00 0.1 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.3 0.1 25 Distal no 92.8 0.0 90.2 0.0 0.97 -2.6 
  50 Distal no 100.0 0.0 99.9 0.0 1.00 -0.1 
  75 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.2 25 Distal no 25.4 0.0 24.6 0.0 0.97 -0.7 
  50 Distal no 54.7 0.0 48.6 0.0 0.89 -6.1 
  75 Distal no 75.8 0.0 67.5 0.0 0.89 -8.3 
  100 Distal no 88.2 0.0 87.8 0.0 1.00 -0.4 
  200 Distal no 99.6 0.0 99.5 0.0 1.00 -0.1 
 0.4 25 Mesial no 0.0 29.4 0.0 30.9 1.05 1.5 
  50 Mesial no 0.0 53.8 0.0 47.6 0.88 -6.3 
  75 Mesial no 0.0 71.6 0.0 64.9 0.91 -6.7 
  100 Mesial no 0.0 83.3 0.0 83.2 1.00 -0.1 




 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
 0.5 25 Mesial no 0.0 81.0 0.0 81.6 1.01 0.6 
  50 Mesial no 0.0 98.1 0.0 98.2 1.00 0.0 
  75 Mesial no 0.0 99.9 0.0 99.8 1.00 -0.0 
  100 Mesial no 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial no 0.0 100.0 0.0 100.0 1.00 0.0 
 0.15 25 Distal no 59.6 0.0 43.7 0.0 0.73 -15.9 
  50 Distal no 93.6 0.0 92.8 0.0 0.99 -0.8 
  75 Distal no 99.4 0.0 99.0 0.0 1.00 -0.3 
  100 Distal no 100.0 0.0 99.9 0.0 1.00 -0.1 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.25 25 Distal no 7.7 0.1 6.7 0.2 0.87 -1.0 
  50 Distal no 14.9 0.0 15.4 0.1 1.03 0.5 
  75 Distal no 22.3 0.0 22.4 0.0 1.00 0.1 
  100 Distal no 29.8 0.0 30.0 0.0 1.01 0.2 
  200 Distal no 56.6 0.0 51.9 0.0 0.92 -4.7 
 0.35 25 Mesial no 0.3 9.8 0.2 11.0 1.13 1.2 
  50 Mesial no 0.1 17.3 0.1 18.0 1.04 0.8 
  75 Mesial no 0.1 24.5 0.0 24.6 1.00 0.1 
  100 Mesial no 0.0 31.5 0.0 31.6 1.00 0.1 
  200 Mesial no 0.0 56.0 0.0 52.0 0.93 -4.0 
 0.45 25 Mesial no 0.0 56.9 0.0 58.3 1.02 1.4 
  50 Mesial no 0.0 86.3 0.0 86.5 1.00 0.2 
  75 Mesial no 0.0 96.3 0.0 96.3 1.00 0.0 
  100 Mesial no 0.0 99.1 0.0 99.1 1.00 0.0 
  200 Mesial no 0.0 100.0 0.0 100.0 1.00 -0.0 
0.5 0.3 25 Distal no 78.2 0.0 77.8 0.0 0.99 -0.4 
  50 Distal no 98.2 0.0 98.0 0.0 1.00 -0.2 
  75 Distal no 99.9 0.0 99.9 0.0 1.00 -0.0 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.4 25 Distal no 24.0 0.0 24.9 0.0 1.04 0.9 
  50 Distal no 47.2 0.0 45.7 0.0 0.97 -1.4 
  75 Distal no 65.7 0.0 59.5 0.0 0.91 -6.2 
  100 Distal no 78.8 0.0 79.0 0.0 1.00 0.2 
  200 Distal no 97.8 0.0 97.6 0.0 1.00 -0.2 
 0.35 25 Distal no 50.4 0.0 42.4 0.0 0.84 -8.0 
  50 Distal no 83.4 0.0 83.9 0.0 1.01 0.5 
  75 Distal no 95.5 0.0 95.3 0.0 1.00 -0.2 
  100 Distal no 98.9 0.0 98.8 0.0 1.00 -0.1 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.45 25 Distal no 8.0 0.2 8.5 0.3 1.07 0.5 
  50 Distal no 14.2 0.1 15.1 0.1 1.06 0.8 
  75 Distal no 20.4 0.1 20.7 0.1 1.02 0.3 
  100 Distal no 26.6 0.0 27.1 0.0 1.02 0.5 







Table 3.2: Theoretical and simulated power with ρ=0.05 and fixed cluster size=2. “Low” 
denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of 
rejection of H0:π=π0 for H1: π> π0. Type I error is considered to be controlled if the 
simulated one-sided Type I error from the Chapter 2 simulation study was found to be 
within 0.25 percentage points of the nominal level, 2.5%. Ratio=Simulated/Theoretical and 
Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
0.1 0.2 25 Mesial no 0.0 53.3 0.0 41.7 0.78 -11.6 
  50 Mesial yes 0.0 80.2 0.0 79.7 0.99 -0.4 
  75 Mesial yes 0.0 92.2 0.0 92.5 1.00 0.3 
  100 Mesial yes 0.0 97.1 0.0 97.5 1.00 0.4 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.3 25 Mesial no 0.0 94.3 0.0 94.5 1.00 0.2 
  50 Mesial yes 0.0 99.8 0.0 99.8 1.00 0.1 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.05 25 Distal no 7.6 0.0 0.0 0.0 0.00 -7.6 
  50 Distal no 24.7 0.0 25.5 0.0 1.03 0.8 
  75 Distal no 44.5 0.0 48.5 0.0 1.09 4.0 
  100 Distal no 62.2 0.0 52.2 0.0 0.84 -10.0 
  200 Distal no 95.2 0.0 94.4 0.0 0.99 -0.8 
 0.15 25 Mesial no 0.3 19.1 0.0 18.5 0.97 -0.7 
  50 Mesial yes 0.1 33.8 0.0 32.6 0.96 -1.3 
  75 Mesial yes 0.0 46.6 0.0 40.1 0.86 -6.5 
  100 Mesial yes 0.0 57.5 0.0 48.8 0.85 -8.7 
  200 Mesial yes 0.0 84.6 0.0 84.8 1.00 0.2 
 0.25 25 Mesial no 0.0 80.9 0.0 80.2 0.99 -0.6 
  50 Mesial yes 0.0 97.2 0.0 97.4 1.00 0.2 
  75 Mesial yes 0.0 99.6 0.0 99.8 1.00 0.1 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.3 0.1 25 Distal no 91.6 0.0 88.8 0.0 0.97 -2.8 
  50 Distal no 100.0 0.0 99.8 0.0 1.00 -0.2 
  75 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.2 25 Distal no 24.4 0.0 24.0 0.0 0.98 -0.4 
  50 Distal no 52.9 0.0 47.8 0.0 0.90 -5.1 
  75 Distal no 74.0 0.0 65.9 0.0 0.89 -8.1 
  100 Distal no 86.8 0.0 86.4 0.0 0.99 -0.5 
  200 Distal no 99.5 0.0 99.3 0.0 1.00 -0.2 
 0.4 25 Mesial yes 0.0 28.6 0.0 30.1 1.05 1.5 
  50 Mesial yes 0.0 52.4 0.0 46.9 0.90 -5.4 
  75 Mesial yes 0.0 70.0 0.0 63.3 0.90 -6.7 
  100 Mesial yes 0.0 81.9 0.0 81.9 1.00 -0.0 
  200 Mesial yes 0.0 98.2 0.0 98.3 1.00 0.1 
 0.5 25 Mesial yes 0.0 79.6 0.0 80.3 1.01 0.7 
  50 Mesial yes 0.0 97.8 0.0 97.8 1.00 0.0 




 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 -0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.15 25 Distal no 57.5 0.0 42.5 0.0 0.74 -15.1 
  50 Distal no 92.6 0.0 91.5 0.0 0.99 -1.1 
  75 Distal no 99.2 0.0 98.8 0.0 1.00 -0.4 
  100 Distal no 99.9 0.0 99.8 0.0 1.00 -0.1 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.25 25 Distal no 7.5 0.1 6.9 0.2 0.91 -0.7 
  50 Distal no 14.5 0.0 14.9 0.1 1.03 0.4 
  75 Distal no 21.6 0.0 21.9 0.0 1.01 0.3 
  100 Distal no 28.8 0.0 29.0 0.0 1.01 0.3 
  200 Distal no 54.9 0.0 50.4 0.0 0.92 -4.5 
 0.35 25 Mesial yes 0.3 9.6 0.2 10.7 1.12 1.1 
  50 Mesial yes 0.1 16.8 0.1 17.4 1.03 0.6 
  75 Mesial yes 0.1 23.8 0.1 23.9 1.00 0.1 
  100 Mesial yes 0.0 30.6 0.0 30.6 1.00 0.1 
  200 Mesial yes 0.0 54.5 0.0 50.5 0.93 -3.9 
 0.45 25 Mesial yes 0.0 55.4 0.0 56.6 1.02 1.1 
  50 Mesial yes 0.0 85.1 0.0 85.2 1.00 0.2 
  75 Mesial yes 0.0 95.7 0.0 95.7 1.00 0.0 
  100 Mesial yes 0.0 98.9 0.0 98.9 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.5 0.3 25 Distal no 76.5 0.0 76.2 0.0 1.00 -0.3 
  50 Distal no 97.8 0.0 97.5 0.0 1.00 -0.3 
  75 Distal no 99.9 0.0 99.8 0.0 1.00 -0.0 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.4 25 Distal no 23.2 0.0 23.9 0.0 1.03 0.7 
  50 Distal no 45.7 0.0 44.9 0.0 0.98 -0.8 
  75 Distal no 64.0 0.0 58.2 0.0 0.91 -5.8 
  100 Distal no 77.2 0.0 77.5 0.0 1.00 0.3 
  200 Distal no 97.3 0.0 97.2 0.0 1.00 -0.1 
 0.35 25 Distal no 48.8 0.0 41.7 0.0 0.85 -7.1 
  50 Distal no 81.9 0.0 82.4 0.0 1.01 0.5 
  75 Distal no 94.7 0.0 94.5 0.0 1.00 -0.2 
  100 Distal no 98.7 0.0 98.5 0.0 1.00 -0.2 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 
 0.45 25 Distal no 7.9 0.3 8.3 0.3 1.06 0.5 
  50 Distal no 13.8 0.1 14.8 0.2 1.07 0.9 
  75 Distal no 19.8 0.1 20.2 0.1 1.02 0.4 
  100 Distal no 25.7 0.0 26.1 0.0 1.02 0.4 







Table 3.3: Theoretical and simulated power with ρ=0.10 and fixed cluster size=2. “Low” 
denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of 
rejection of H0:π=π0 for H1: π> π0. Type I error is considered to be controlled if the 
simulated one-sided Type I error from the Chapter 2 simulation study was found to be 
within 0.25 percentage points of the nominal level, 2.5%. Ratio=Simulated/Theoretical and 
Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
0.1 0.2 25 Mesial no 0.0 51.9 0.0 41.7 0.80 -10.2 
  50 Mesial no 0.0 78.7 0.0 77.8 0.99 -0.9 
  75 Mesial yes 0.0 91.2 0.0 91.6 1.00 0.4 
  100 Mesial yes 0.0 96.5 0.0 97.0 1.01 0.5 
  200 Mesial yes 0.0 99.9 0.0 100.0 1.00 0.0 
 0.3 25 Mesial no 0.0 93.5 0.0 93.8 1.00 0.3 
  50 Mesial no 0.0 99.7 0.0 99.8 1.00 0.1 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.05 25 Distal no 7.2 0.0 0.0 0.0 0.00 -7.2 
  50 Distal no 23.3 0.0 25.6 0.0 1.10 2.3 
  75 Distal no 42.2 0.0 46.7 0.0 1.11 4.6 
  100 Distal no 59.5 0.0 50.0 0.0 0.84 -9.5 
  200 Distal no 94.2 0.0 93.0 0.0 0.99 -1.1 
 0.15 25 Mesial no 0.3 18.6 0.0 18.0 0.97 -0.6 
  50 Mesial no 0.1 32.8 0.0 31.0 0.95 -1.8 
  75 Mesial yes 0.0 45.2 0.0 40.3 0.89 -4.9 
  100 Mesial yes 0.0 55.8 0.0 47.5 0.85 -8.3 
  200 Mesial yes 0.0 83.1 0.0 83.3 1.00 0.2 
 0.25 25 Mesial no 0.0 79.4 0.0 78.7 0.99 -0.7 
  50 Mesial no 0.0 96.7 0.0 97.0 1.00 0.3 
  75 Mesial yes 0.0 99.5 0.0 99.7 1.00 0.2 
  100 Mesial yes 0.0 99.9 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.3 0.1 25 Distal no 89.9 0.0 86.9 0.0 0.97 -3.0 
  50 Distal no 99.9 0.0 99.7 0.0 1.00 -0.2 
  75 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.2 25 Distal no 23.3 0.0 23.5 0.0 1.01 0.2 
  50 Distal no 50.8 0.0 47.3 0.0 0.93 -3.4 
  75 Distal no 71.8 0.0 64.1 0.0 0.89 -7.7 
  100 Distal no 85.1 0.0 84.7 0.0 0.99 -0.5 
  200 Distal no 99.3 0.0 99.1 0.0 1.00 -0.2 
 0.4 25 Mesial no 0.0 27.6 0.0 29.2 1.06 1.6 
  50 Mesial no 0.0 50.6 0.0 46.4 0.92 -4.2 
  75 Mesial yes 0.0 68.1 0.0 61.7 0.91 -6.4 
  100 Mesial yes 0.0 80.2 0.0 80.2 1.00 -0.1 
  200 Mesial yes 0.0 97.8 0.0 97.9 1.00 0.1 
 0.5 25 Mesial no 0.0 77.8 0.0 78.9 1.01 1.0 
  50 Mesial no 0.0 97.3 0.0 97.3 1.00 -0.0 




 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.15 25 Distal no 55.1 0.0 41.6 0.0 0.75 -13.5 
  50 Distal no 91.3 0.0 89.8 0.0 0.98 -1.4 
  75 Distal no 98.9 0.0 98.4 0.0 0.99 -0.5 
  100 Distal no 99.9 0.0 99.8 0.0 1.00 -0.1 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.25 25 Distal no 7.3 0.1 6.8 0.3 0.93 -0.5 
  50 Distal no 13.9 0.1 14.1 0.1 1.01 0.2 
  75 Distal no 20.7 0.0 21.2 0.0 1.02 0.5 
  100 Distal no 27.6 0.0 28.0 0.0 1.02 0.4 
  200 Distal no 52.9 0.0 49.3 0.0 0.93 -3.6 
 0.35 25 Mesial no 0.3 9.4 0.2 10.6 1.13 1.2 
  50 Mesial no 0.1 16.3 0.1 16.7 1.03 0.5 
  75 Mesial yes 0.1 22.9 0.1 23.1 1.01 0.2 
  100 Mesial yes 0.0 29.5 0.0 29.4 1.00 -0.1 
  200 Mesial yes 0.0 52.6 0.0 49.3 0.94 -3.4 
 0.45 25 Mesial no 0.0 53.7 0.0 55.0 1.02 1.3 
  50 Mesial no 0.0 83.5 0.0 83.8 1.00 0.3 
  75 Mesial yes 0.0 94.9 0.0 95.0 1.00 0.1 
  100 Mesial yes 0.0 98.6 0.0 98.6 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 -0.0 
0.5 0.3 25 Distal no 74.4 0.0 73.9 0.0 0.99 -0.6 
  50 Distal no 97.2 0.0 97.1 0.0 1.00 -0.2 
  75 Distal no 99.8 0.0 99.8 0.0 1.00 -0.0 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.4 25 Distal no 22.3 0.0 23.0 0.0 1.03 0.7 
  50 Distal no 44.0 0.0 43.9 0.0 1.00 -0.1 
  75 Distal no 61.9 0.0 56.0 0.0 0.90 -5.9 
  100 Distal no 75.3 0.0 75.5 0.0 1.00 0.2 
  200 Distal no 96.7 0.0 96.7 0.0 1.00 -0.1 
 0.35 25 Distal no 47.0 0.0 41.2 0.0 0.88 -5.8 
  50 Distal no 80.1 0.0 80.5 0.0 1.01 0.4 
  75 Distal no 93.8 0.0 93.5 0.0 1.00 -0.3 
  100 Distal no 98.3 0.0 98.1 0.0 1.00 -0.1 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.45 25 Distal no 7.7 0.3 8.1 0.3 1.05 0.4 
  50 Distal no 13.4 0.1 14.1 0.2 1.05 0.7 
  75 Distal no 19.1 0.1 19.6 0.1 1.03 0.5 
  100 Distal no 24.7 0.0 25.0 0.0 1.01 0.2 







Table 3.4: Theoretical and simulated power with ρ=0.30 and fixed cluster size=2. “Low” 
denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of 
rejection of H0:π=π0 for H1: π> π0. Type I error is considered to be controlled if the 
simulated one-sided Type I error from the Chapter 2 simulation study was found to be 
within 0.25 percentage points of the nominal level, 2.5%. Ratio=Simulated/Theoretical and 
Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
0.1 0.2 25 Mesial no 0.1 47.0 0.0 42.0 0.89 -5.0 
  50 Mesial yes 0.0 73.0 0.0 71.5 0.98 -1.5 
  75 Mesial yes 0.0 87.0 0.0 87.0 1.00 0.0 
  100 Mesial yes 0.0 94.0 0.0 94.6 1.01 0.6 
  200 Mesial yes 0.0 99.8 0.0 99.9 1.00 0.1 
 0.3 25 Mesial no 0.0 90.1 0.0 90.5 1.00 0.4 
  50 Mesial yes 0.0 99.3 0.0 99.4 1.00 0.2 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.05 25 Distal no 5.9 0.0 0.0 0.0 0.00 -5.9 
  50 Distal no 18.8 0.0 24.2 0.0 1.29 5.4 
  75 Distal no 34.5 0.0 40.2 0.0 1.16 5.7 
  100 Distal no 50.2 0.0 46.5 0.0 0.93 -3.7 
  200 Distal no 89.0 0.0 87.4 0.0 0.98 -1.6 
 0.15 25 Mesial no 0.4 17.1 0.0 16.3 0.96 -0.8 
  50 Mesial yes 0.1 29.4 0.0 27.2 0.93 -2.2 
  75 Mesial yes 0.1 40.4 0.0 38.0 0.94 -2.4 
  100 Mesial yes 0.0 50.1 0.0 45.2 0.90 -4.9 
  200 Mesial yes 0.0 77.3 0.0 77.6 1.00 0.4 
 0.25 25 Mesial no 0.0 74.1 0.0 73.1 0.99 -1.0 
  50 Mesial yes 0.0 94.3 0.0 94.6 1.00 0.3 
  75 Mesial yes 0.0 98.9 0.0 99.1 1.00 0.2 
  100 Mesial yes 0.0 99.8 0.0 99.9 1.00 0.1 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.3 0.1 25 Distal no 82.5 0.0 80.1 0.0 0.97 -2.3 
  50 Distal no 99.7 0.0 99.0 0.0 0.99 -0.6 
  75 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.2 25 Distal no 19.8 0.0 20.8 0.0 1.05 1.1 
  50 Distal no 43.5 0.0 44.2 0.0 1.02 0.7 
  75 Distal no 63.7 0.0 58.2 0.0 0.91 -5.5 
  100 Distal no 78.2 0.0 78.1 0.0 1.00 -0.1 
  200 Distal no 98.1 0.0 97.7 0.0 1.00 -0.4 
 0.4 25 Mesial no 0.1 24.4 0.0 24.6 1.01 0.2 
  50 Mesial no 0.0 44.7 0.0 43.4 0.97 -1.4 
  75 Mesial no 0.0 61.3 0.0 55.3 0.90 -5.9 
  100 Mesial no 0.0 73.7 0.0 73.7 1.00 -0.1 
  200 Mesial no 0.0 95.6 0.0 95.6 1.00 0.0 
 0.5 25 Mesial no 0.0 71.2 0.0 71.5 1.00 0.2 
  50 Mesial no 0.0 94.8 0.0 94.7 1.00 -0.1 




 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
  100 Mesial no 0.0 99.9 0.0 99.9 1.00 0.0 
  200 Mesial no 0.0 100.0 0.0 100.0 1.00 0.0 
 0.15 25 Distal no 46.7 0.0 39.6 0.0 0.85 -7.0 
  50 Distal no 85.2 0.0 84.3 0.0 0.99 -1.0 
  75 Distal no 97.1 0.0 96.4 0.0 0.99 -0.7 
  100 Distal no 99.5 0.0 99.2 0.0 1.00 -0.3 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.25 25 Distal no 6.7 0.2 6.8 0.3 1.02 0.1 
  50 Distal no 12.2 0.1 12.8 0.1 1.04 0.5 
  75 Distal no 18.0 0.0 19.4 0.1 1.08 1.5 
  100 Distal no 23.8 0.0 24.9 0.0 1.05 1.1 
  200 Distal no 46.0 0.0 46.4 0.0 1.01 0.4 
 0.35 25 Mesial no 0.4 8.6 0.3 9.3 1.07 0.6 
  50 Mesial no 0.2 14.6 0.2 14.5 0.99 -0.1 
  75 Mesial no 0.1 20.3 0.1 20.2 1.00 -0.0 
  100 Mesial no 0.1 25.9 0.1 25.8 1.00 -0.0 
  200 Mesial no 0.0 46.4 0.0 45.7 0.99 -0.7 
 0.45 25 Mesial no 0.0 47.6 0.0 47.7 1.00 0.1 
  50 Mesial no 0.0 77.4 0.0 76.9 0.99 -0.5 
  75 Mesial no 0.0 91.3 0.0 91.4 1.00 0.0 
  100 Mesial no 0.0 96.9 0.0 96.9 1.00 0.0 
  200 Mesial no 0.0 100.0 0.0 100.0 1.00 0.0 
0.5 0.3 25 Distal no 66.7 0.0 67.1 0.0 1.01 0.4 
  50 Distal no 94.4 0.0 93.9 0.0 0.99 -0.6 
  75 Distal no 99.3 0.0 99.2 0.0 1.00 -0.1 
  100 Distal no 99.9 0.0 99.9 0.0 1.00 -0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.4 25 Distal no 19.5 0.0 20.0 0.1 1.03 0.6 
  50 Distal no 38.2 0.0 39.0 0.0 1.02 0.7 
  75 Distal no 54.7 0.0 50.2 0.0 0.92 -4.6 
  100 Distal no 68.0 0.0 68.3 0.0 1.00 0.3 
  200 Distal no 93.8 0.0 93.7 0.0 1.00 -0.1 
 0.35 25 Distal no 40.7 0.0 39.7 0.0 0.97 -1.0 
  50 Distal no 73.0 0.0 73.2 0.0 1.00 0.2 
  75 Distal no 89.4 0.0 89.4 0.0 1.00 -0.0 
  100 Distal no 96.3 0.0 96.0 0.0 1.00 -0.3 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 
 0.45 25 Distal no 7.1 0.3 7.4 0.4 1.05 0.3 
  50 Distal no 12.0 0.2 12.4 0.2 1.04 0.5 
  75 Distal no 16.8 0.1 17.4 0.1 1.04 0.6 
  100 Distal no 21.6 0.1 21.8 0.1 1.01 0.2 







Table 3.5: Theoretical and simulated power with ρ=0.50 and fixed cluster size=2. “Low” 
denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of 
rejection of H0:π=π0 for H1: π> π0. Type I error is considered to be controlled if the 
simulated one-sided Type I error from the Chapter 2 simulation study was found to be 
within 0.25 percentage points of the nominal level, 2.5%. Ratio=Simulated/Theoretical and 
Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
0.1 0.2 25 Mesial yes 0.1 43.2 0.0 41.5 0.96 -1.7 
  50 Mesial yes 0.0 68.1 0.0 67.7 1.00 -0.3 
  75 Mesial yes 0.0 82.8 0.0 82.8 1.00 -0.0 
  100 Mesial yes 0.0 91.1 0.0 92.0 1.01 1.0 
  200 Mesial yes 0.0 99.5 0.0 99.7 1.00 0.2 
 0.3 25 Mesial yes 0.0 86.7 0.0 87.4 1.01 0.7 
  50 Mesial yes 0.0 98.6 0.0 99.0 1.00 0.4 
  75 Mesial yes 0.0 99.9 0.0 99.9 1.00 0.1 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.05 25 Distal no 5.1 0.0 0.0 0.0 0.00 -5.1 
  50 Distal no 15.6 0.0 20.4 0.0 1.31 4.8 
  75 Distal no 28.9 0.0 33.2 0.0 1.15 4.3 
  100 Distal no 42.8 0.0 43.2 0.0 1.01 0.4 
  200 Distal no 83.0 0.0 81.8 0.0 0.98 -1.3 
 0.15 25 Mesial yes 0.4 15.9 0.0 16.0 1.01 0.1 
  50 Mesial yes 0.2 26.8 0.1 26.3 0.98 -0.5 
  75 Mesial yes 0.1 36.7 0.0 34.9 0.95 -1.8 
  100 Mesial yes 0.0 45.6 0.0 44.9 0.98 -0.7 
  200 Mesial yes 0.0 72.0 0.0 72.4 1.01 0.4 
 0.25 25 Mesial yes 0.0 69.5 0.0 69.0 0.99 -0.4 
  50 Mesial yes 0.0 91.6 0.0 92.4 1.01 0.9 
  75 Mesial yes 0.0 97.9 0.0 98.3 1.00 0.4 
  100 Mesial yes 0.0 99.5 0.0 99.7 1.00 0.2 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.3 0.1 25 Distal no 74.6 0.0 74.4 0.0 1.00 -0.2 
  50 Distal no 99.0 0.0 98.1 0.0 0.99 -0.9 
  75 Distal no 100.0 0.0 99.9 0.0 1.00 -0.1 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.2 25 Distal no 17.2 0.0 18.4 0.0 1.07 1.2 
  50 Distal no 38.0 0.0 39.8 0.0 1.05 1.9 
  75 Distal no 56.8 0.0 51.7 0.0 0.91 -5.1 
  100 Distal no 71.5 0.0 72.1 0.0 1.01 0.6 
  200 Distal no 96.3 0.0 95.8 0.0 0.99 -0.5 
 0.4 25 Mesial no 0.1 22.0 0.1 21.7 0.99 -0.3 
  50 Mesial no 0.0 40.1 0.0 39.8 0.99 -0.3 
  75 Mesial no 0.0 55.6 0.0 49.9 0.90 -5.7 
  100 Mesial no 0.0 67.9 0.0 67.6 1.00 -0.3 
  200 Mesial no 0.0 92.8 0.0 92.8 1.00 0.1 
 0.5 25 Mesial no 0.0 65.5 0.0 65.0 0.99 -0.4 
  50 Mesial no 0.0 91.7 0.0 91.7 1.00 -0.0 




 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
  100 Mesial no 0.0 99.7 0.0 99.7 1.00 0.0 
  200 Mesial no 0.0 100.0 0.0 100.0 1.00 0.0 
 0.15 25 Distal no 40.1 0.0 39.0 0.0 0.97 -1.1 
  50 Distal no 78.8 0.0 78.8 0.0 1.00 0.0 
  75 Distal no 94.4 0.0 93.4 0.0 0.99 -1.1 
  100 Distal no 98.8 0.0 98.2 0.0 0.99 -0.6 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 
 0.25 25 Distal no 6.2 0.2 6.3 0.4 1.02 0.1 
  50 Distal no 11.0 0.1 11.5 0.2 1.04 0.5 
  75 Distal no 16.0 0.0 16.7 0.1 1.05 0.8 
  100 Distal no 21.0 0.0 22.0 0.0 1.05 1.1 
  200 Distal no 40.7 0.0 40.8 0.0 1.00 0.2 
 0.35 25 Mesial no 0.5 8.1 0.3 8.2 1.01 0.1 
  50 Mesial no 0.2 13.3 0.2 13.2 0.99 -0.1 
  75 Mesial no 0.1 18.3 0.1 18.3 1.00 0.0 
  100 Mesial no 0.1 23.2 0.1 22.9 0.99 -0.3 
  200 Mesial no 0.0 41.5 0.0 41.2 0.99 -0.4 
 0.45 25 Mesial no 0.0 42.8 0.0 42.2 0.99 -0.6 
  50 Mesial no 0.0 71.7 0.0 71.7 1.00 -0.0 
  75 Mesial no 0.0 87.3 0.0 87.4 1.00 0.0 
  100 Mesial no 0.0 94.7 0.0 94.8 1.00 0.0 
  200 Mesial no 0.0 99.9 0.0 99.9 1.00 0.0 
0.5 0.3 25 Distal no 60.1 0.0 61.9 0.0 1.03 1.8 
  50 Distal no 90.9 0.0 90.6 0.0 1.00 -0.3 
  75 Distal no 98.4 0.0 98.1 0.0 1.00 -0.3 
  100 Distal no 99.8 0.0 99.7 0.0 1.00 -0.1 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.4 25 Distal no 17.4 0.0 18.5 0.1 1.06 1.1 
  50 Distal no 33.8 0.0 34.6 0.0 1.02 0.8 
  75 Distal no 48.9 0.0 47.1 0.0 0.96 -1.8 
  100 Distal no 61.7 0.0 61.8 0.0 1.00 0.1 
  200 Distal no 90.2 0.0 90.0 0.0 1.00 -0.2 
 0.35 25 Distal no 35.9 0.0 37.6 0.0 1.05 1.7 
  50 Distal no 66.6 0.0 67.1 0.0 1.01 0.5 
  75 Distal no 84.6 0.0 84.5 0.0 1.00 -0.1 
  100 Distal no 93.5 0.0 93.3 0.0 1.00 -0.3 
  200 Distal no 99.9 0.0 99.8 0.0 1.00 -0.0 
 0.45 25 Distal no 6.6 0.4 7.1 0.5 1.07 0.5 
  50 Distal no 10.9 0.2 11.2 0.2 1.03 0.3 
  75 Distal no 15.1 0.1 15.5 0.1 1.02 0.4 
  100 Distal no 19.3 0.1 19.7 0.1 1.02 0.4 











Table 3.6: Theoretical and simulated power with ρ=0.01 and cluster size=5, cluster size ranging from 3-7, and cluster size 
ranging from 1-9. “Low” denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of rejection of H0:π=π0 
for H1: π> π0. Type I error is considered to be controlled if the simulated one-sided Type I error from the Chapter 2 simulation 
study was found to be within 0.25 percentage points of the nominal level, 2.5%. Sim=”Simulated”. Ratio=Simulated/Theoretical 
and Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 
 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
0.1 0.2 25 Mesial yes 0.0 87.7 0.0 79.5 0.91 -8.3 0.0 78.7 0.0 78.2 
  50 Mesial yes 0.0 99.0 0.0 99.2 1.00 0.2 0.0 99.2 0.0 99.0 
  75 Mesial yes 0.0 99.9 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.3 25 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.05 25 Distal no 35.1 0.0 35.1 0.0 1.00 0.1 36.7 0.0 36.1 0.0 
  50 Distal no 76.3 0.0 64.3 0.0 0.84 -12.0 65.1 0.0 64.5 0.0 
  75 Distal no 93.8 0.0 83.6 0.0 0.89 -10.2 83.8 0.0 82.8 0.0 
  100 Distal no 98.7 0.0 90.1 0.0 0.91 -8.7 90.2 0.0 89.8 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 100.0 0.0 
 0.15 25 Mesial yes 0.0 40.7 0.0 38.4 0.94 -2.3 0.0 38.8 0.1 38.6 
  50 Mesial yes 0.0 66.9 0.0 66.8 1.00 -0.1 0.0 60.0 0.0 59.8 
  75 Mesial yes 0.0 82.7 0.0 77.1 0.93 -5.6 0.0 76.9 0.0 76.6 
  100 Mesial yes 0.0 91.3 0.0 86.7 0.95 -4.6 0.0 86.7 0.0 86.3 
  200 Mesial yes 0.0 99.6 0.0 99.7 1.00 0.1 0.0 99.6 0.0 99.6 
 0.25 25 Mesial yes 0.0 99.0 0.0 99.2 1.00 0.2 0.0 99.2 0.0 98.9 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 







 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
  50 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  75 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.2 25 Distal no 65.0 0.0 58.2 0.0 0.90 -6.8 57.6 0.0 57.7 0.0 
  50 Distal no 94.0 0.0 87.3 0.0 0.93 -6.6 87.0 0.0 86.5 0.0 
  75 Distal no 99.3 0.0 94.1 0.0 0.95 -5.1 93.9 0.0 93.8 0.0 
  100 Distal no 99.9 0.0 99.9 0.0 1.00 -0.0 99.9 0.0 99.9 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.4 25 Mesial yes 0.0 62.4 0.0 56.1 0.90 -6.3 0.0 55.8 0.0 56.0 
  50 Mesial yes 0.0 89.8 0.0 84.8 0.94 -4.9 0.0 84.4 0.0 84.1 
  75 Mesial yes 0.0 97.7 0.0 93.6 0.96 -4.1 0.0 93.3 0.0 93.2 
  100 Mesial yes 0.0 99.5 0.0 99.5 1.00 0.0 0.0 99.5 0.0 99.5 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.5 25 Mesial yes 0.0 99.4 0.0 99.3 1.00 -0.1 0.0 99.2 0.0 99.1 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.15 25 Distal no 97.5 0.0 86.9 0.0 0.89 -10.6 86.6 0.0 86.0 0.0 
  50 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 100.0 0.0 
  75 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.25 25 Distal no 18.2 0.0 20.2 0.1 1.11 2.0 19.7 0.1 20.3 0.1 
  50 Distal no 36.1 0.0 37.1 0.0 1.03 1.0 36.7 0.0 36.5 0.0 
  75 Distal no 52.4 0.0 50.4 0.0 0.96 -2.0 50.0 0.0 49.6 0.0 
  100 Distal no 65.8 0.0 62.1 0.0 0.94 -3.7 61.4 0.0 61.0 0.0 
  200 Distal no 92.9 0.0 89.7 0.0 0.97 -3.2 89.9 0.0 89.5 0.0 
 0.35 25 Mesial yes 0.1 20.4 0.1 21.9 1.07 1.4 0.1 21.5 0.1 21.9 
  50 Mesial yes 0.0 37.3 0.0 38.0 1.02 0.6 0.0 37.4 0.0 37.2 
  75 Mesial yes 0.0 52.2 0.0 49.6 0.95 -2.5 0.0 49.3 0.0 49.2 







 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
  200 Mesial yes 0.0 90.9 0.0 88.5 0.97 -2.5 0.0 88.5 0.0 88.1 
 0.45 25 Mesial yes 0.0 92.1 0.0 85.0 0.92 -7.1 0.0 84.2 0.0 83.8 
  50 Mesial yes 0.0 99.7 0.0 99.7 1.00 -0.0 0.0 99.7 0.0 99.7 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
0.5 0.3 25 Undefined yes 99.5 0.0 99.2 0.0 1.00 -0.2 99.1 0.0 98.9 0.0 
  50 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  75 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.4 25 Undefined yes 55.9 0.0 51.2 0.0 0.92 -4.7 51.2 0.0 51.5 0.0 
  50 Undefined yes 86.5 0.0 81.2 0.0 0.94 -5.3 80.8 0.0 80.4 0.0 
  75 Undefined yes 96.6 0.0 92.3 0.0 0.96 -4.3 92.0 0.0 91.8 0.0 
  100 Undefined yes 99.2 0.0 99.2 0.0 1.00 -0.0 99.1 0.0 99.1 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 100.0 0.0 
 0.35 25 Undefined yes 90.3 0.0 82.4 0.0 0.91 -7.9 82.0 0.0 81.4 0.0 
  50 Undefined yes 99.7 0.0 99.6 0.0 1.00 -0.1 99.6 0.0 99.5 0.0 
  75 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 100.0 0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.45 25 Undefined yes 17.0 0.1 18.4 0.1 1.08 1.4 18.4 0.1 18.8 0.2 
  50 Undefined yes 31.8 0.0 32.1 0.0 1.01 0.3 32.4 0.0 32.2 0.0 
  75 Undefined yes 45.5 0.0 45.0 0.0 0.99 -0.5 44.7 0.0 44.3 0.0 
  100 Undefined yes 57.5 0.0 54.0 0.0 0.94 -3.5 54.2 0.0 54.0 0.0 










Table 3.7: Theoretical and simulated power with ρ=0.05 and cluster size=5, cluster size ranging from 3-7, and cluster size 
ranging from 1-9. “Low” denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of rejection of H0:π=π0 
for H1: π> π0. Type I error is considered to be controlled if the simulated one-sided Type I error from the Chapter 2 simulation 
study was found to be within 0.25 percentage points of the nominal level, 2.5%. Sim=”Simulated”. Ratio=Simulated/Theoretical 
and Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 
 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
0.1 0.2 25 Mesial yes 0.0 83.6 0.0 76.1 0.91 -7.5 0.0 75.4 0.0 74.1 
  50 Mesial yes 0.0 98.1 0.0 98.5 1.00 0.4 0.0 98.3 0.0 97.8 
  75 Mesial yes 0.0 99.8 0.0 99.9 1.00 0.1 0.0 99.9 0.0 99.8 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.3 25 Mesial yes 0.0 99.9 0.0 99.9 1.00 0.0 0.0 99.9 0.0 99.9 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.05 25 Distal no 29.3 0.0 33.6 0.0 1.15 4.3 34.1 0.0 33.3 0.0 
  50 Distal no 68.5 0.0 59.5 0.0 0.87 -9.0 58.8 0.0 57.9 0.0 
  75 Distal no 89.4 0.0 79.6 0.0 0.89 -9.8 78.9 0.0 77.3 0.0 
  100 Distal no 97.1 0.0 88.3 0.0 0.91 -8.7 88.1 0.0 86.9 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 100.0 0.0 
 0.15 25 Mesial yes 0.1 37.0 0.0 35.6 0.96 -1.4 0.0 35.5 0.1 34.9 
  50 Mesial yes 0.0 61.5 0.0 61.2 0.99 -0.4 0.0 54.7 0.0 53.9 
  75 Mesial yes 0.0 77.7 0.0 72.9 0.94 -4.8 0.0 71.7 0.0 70.5 
  100 Mesial yes 0.0 87.6 0.0 83.6 0.95 -4.0 0.0 82.8 0.0 81.9 
  200 Mesial yes 0.0 99.1 0.0 99.3 1.00 0.3 0.0 99.2 0.0 99.0 
 0.25 25 Mesial yes 0.0 98.1 0.0 98.6 1.00 0.4 0.0 98.3 0.0 97.9 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 







 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
  50 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  75 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.2 25 Distal no 58.1 0.0 53.1 0.0 0.91 -4.9 52.7 0.0 51.6 0.0 
  50 Distal no 90.2 0.0 83.4 0.0 0.93 -6.7 82.9 0.0 81.7 0.0 
  75 Distal no 98.3 0.0 92.9 0.0 0.95 -5.3 92.9 0.0 92.4 0.0 
  100 Distal no 99.7 0.0 99.6 0.0 1.00 -0.1 99.5 0.0 99.4 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 100.0 0.0 
 0.4 25 Mesial yes 0.0 56.6 0.0 51.4 0.91 -5.2 0.0 51.1 0.0 50.6 
  50 Mesial yes 0.0 85.4 0.0 80.5 0.94 -4.9 0.0 80.2 0.0 78.7 
  75 Mesial yes 0.0 95.8 0.0 92.1 0.96 -3.7 0.0 91.8 0.0 90.9 
  100 Mesial yes 0.0 98.9 0.0 98.9 1.00 0.0 0.0 98.8 0.0 98.6 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 -0.0 0.0 100.0 0.0 100.0 
 0.5 25 Mesial yes 0.0 98.6 0.0 98.6 1.00 -0.1 0.0 98.3 0.0 97.9 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.15 25 Distal no 95.1 0.0 84.3 0.0 0.89 -10.8 83.9 0.0 83.0 0.0 
  50 Distal no 100.0 0.0 99.9 0.0 1.00 -0.1 99.9 0.0 99.8 0.0 
  75 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 100.0 0.0 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.25 25 Distal no 16.1 0.0 18.2 0.1 1.13 2.1 17.8 0.1 17.8 0.1 
  50 Distal no 31.8 0.0 32.8 0.0 1.03 1.0 32.3 0.0 31.7 0.0 
  75 Distal no 46.5 0.0 46.2 0.0 0.99 -0.3 45.3 0.0 44.3 0.0 
  100 Distal no 59.3 0.0 56.1 0.0 0.95 -3.2 55.1 0.0 54.0 0.0 
  200 Distal no 89.0 0.0 86.0 0.0 0.97 -3.0 85.5 0.0 84.3 0.0 
 0.35 25 Mesial yes 0.1 18.4 0.1 19.4 1.05 0.9 0.1 19.2 0.2 19.1 
  50 Mesial yes 0.0 33.3 0.0 33.8 1.01 0.5 0.0 33.1 0.0 32.3 
  75 Mesial yes 0.0 46.8 0.0 46.1 0.98 -0.8 0.0 45.3 0.0 44.1 







 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
  200 Mesial yes 0.0 86.7 0.0 84.4 0.97 -2.3 0.0 84.0 0.0 82.8 
 0.45 25 Mesial yes 0.0 88.3 0.0 81.3 0.92 -7.0 0.0 80.7 0.0 79.6 
  50 Mesial yes 0.0 99.4 0.0 99.4 1.00 0.0 0.0 99.2 0.0 99.1 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
0.5 0.3 25 Undefined yes 98.7 0.0 98.2 0.0 1.00 -0.5 98.0 0.0 97.4 0.0 
  50 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 100.0 0.0 
  75 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.4 25 Undefined yes 50.0 0.0 47.3 0.0 0.95 -2.7 47.1 0.0 46.1 0.0 
  50 Undefined yes 81.2 0.0 76.3 0.0 0.94 -5.0 75.8 0.0 73.9 0.0 
  75 Undefined yes 94.1 0.0 90.0 0.0 0.96 -4.1 89.7 0.0 88.5 0.0 
  100 Undefined yes 98.3 0.0 98.2 0.0 1.00 -0.1 98.0 0.0 97.6 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 100.0 0.0 
 0.35 25 Undefined yes 85.8 0.0 78.2 0.0 0.91 -7.6 77.7 0.0 76.1 0.0 
  50 Undefined yes 99.2 0.0 99.0 0.0 1.00 -0.2 98.9 0.0 98.6 0.0 
  75 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 99.9 0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 100.0 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.45 25 Undefined yes 15.2 0.1 16.5 0.2 1.09 1.3 16.3 0.2 16.3 0.2 
  50 Undefined yes 28.2 0.0 28.9 0.0 1.02 0.7 28.7 0.0 27.7 0.0 
  75 Undefined yes 40.5 0.0 40.8 0.0 1.01 0.3 40.2 0.0 38.9 0.0 
  100 Undefined yes 51.6 0.0 49.7 0.0 0.96 -1.9 49.4 0.0 48.0 0.0 










Table 3.8: Theoretical and simulated power with ρ=0.10 and cluster size=5, cluster size ranging from 3-7, and cluster size 
ranging from 1-9. “Low” denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of rejection of H0:π=π0 
for H1: π> π0. Type I error is considered to be controlled if the simulated one-sided Type I error from the Chapter 2 simulation 
study was found to be within 0.25 percentage points of the nominal level, 2.5%. Sim=”Simulated”. Ratio=Simulated/Theoretical 
and Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 
 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
0.1 0.2 25 Mesial yes 0.0 78.8 0.0 71.7 0.91 -7.0 0.0 70.7 0.0 68.8 
  50 Mesial yes 0.0 96.4 0.0 97.1 1.01 0.7 0.0 96.8 0.0 95.8 
  75 Mesial yes 0.0 99.5 0.0 99.7 1.00 0.2 0.0 99.6 0.0 99.4 
  100 Mesial yes 0.0 99.9 0.0 100.0 1.00 0.0 0.0 100.0 0.0 99.9 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.3 25 Mesial yes 0.0 99.7 0.0 99.8 1.00 0.1 0.0 99.8 0.0 99.7 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.05 25 Distal no 24.1 0.0 32.9 0.0 1.37 8.8 32.1 0.0 30.2 0.0 
  50 Distal no 59.7 0.0 55.3 0.0 0.93 -4.4 52.9 0.0 51.5 0.0 
  75 Distal yes 83.1 0.0 74.3 0.0 0.89 -8.8 72.5 0.0 70.1 0.0 
  100 Distal yes 94.0 0.0 85.2 0.0 0.91 -8.8 84.3 0.0 82.5 0.0 
  200 Distal yes 100.0 0.0 99.9 0.0 1.00 -0.1 99.8 0.0 99.7 0.0 
 0.15 25 Mesial yes 0.1 33.4 0.1 32.4 0.97 -1.0 0.0 32.0 0.1 31.0 
  50 Mesial yes 0.0 55.9 0.0 55.4 0.99 -0.6 0.0 49.9 0.0 48.5 
  75 Mesial yes 0.0 72.0 0.0 67.3 0.93 -4.7 0.0 66.1 0.0 63.9 
  100 Mesial yes 0.0 82.8 0.0 79.1 0.95 -3.8 0.0 78.1 0.0 76.1 
  200 Mesial yes 0.0 98.0 0.0 98.3 1.00 0.3 0.0 98.1 0.0 97.6 
 0.25 25 Mesial yes 0.0 96.6 0.0 97.4 1.01 0.8 0.0 96.9 0.0 96.0 
  50 Mesial yes 0.0 99.9 0.0 100.0 1.00 0.0 0.0 100.0 0.0 99.9 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 







 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
  50 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  75 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.2 25 Distal no 50.9 0.0 48.5 0.0 0.95 -2.3 47.9 0.0 46.4 0.0 
  50 Distal no 84.8 0.0 78.3 0.0 0.92 -6.5 77.6 0.0 75.2 0.0 
  75 Distal no 96.3 0.0 91.2 0.0 0.95 -5.1 90.8 0.0 89.6 0.0 
  100 Distal no 99.2 0.0 98.9 0.0 1.00 -0.4 98.7 0.0 98.2 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.4 25 Mesial yes 0.0 50.7 0.0 47.4 0.93 -3.3 0.0 46.9 0.0 45.2 
  50 Mesial yes 0.0 79.9 0.0 75.7 0.95 -4.3 0.0 74.5 0.0 72.0 
  75 Mesial yes 0.0 92.8 0.0 89.5 0.96 -3.3 0.0 88.9 0.0 87.1 
  100 Mesial yes 0.0 97.6 0.0 97.7 1.00 0.1 0.0 97.5 0.0 96.6 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.5 25 Mesial yes 0.0 97.2 0.0 97.1 1.00 -0.1 0.0 96.6 0.0 95.5 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 -0.0 0.0 100.0 0.0 99.9 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.15 25 Distal no 91.1 0.0 80.6 0.0 0.88 -10.5 80.0 0.0 77.7 0.0 
  50 Distal no 99.9 0.0 99.6 0.0 1.00 -0.3 99.6 0.0 99.3 0.0 
  75 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 100.0 0.0 
  100 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.25 25 Distal no 14.2 0.1 16.2 0.1 1.14 2.0 16.1 0.1 15.7 0.2 
  50 Distal no 27.7 0.0 29.0 0.0 1.05 1.4 28.4 0.0 27.1 0.0 
  75 Distal no 40.7 0.0 41.5 0.0 1.02 0.7 40.5 0.0 38.7 0.0 
  100 Distal no 52.6 0.0 50.6 0.0 0.96 -2.0 49.6 0.0 48.2 0.0 
  200 Distal no 83.7 0.0 80.7 0.0 0.96 -3.0 80.1 0.0 77.4 0.0 
 0.35 25 Mesial yes 0.2 16.6 0.2 17.1 1.03 0.6 0.2 16.9 0.2 16.5 
  50 Mesial yes 0.0 29.5 0.0 29.8 1.01 0.3 0.0 29.2 0.0 27.7 
  75 Mesial yes 0.0 41.6 0.0 41.6 1.00 -0.0 0.0 40.5 0.0 38.6 







 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
  200 Mesial yes 0.0 81.3 0.0 79.3 0.98 -2.0 0.0 78.3 0.0 75.8 
 0.45 25 Mesial yes 0.0 83.3 0.0 77.1 0.93 -6.2 0.0 76.0 0.0 73.8 
  50 Mesial yes 0.0 98.5 0.0 98.5 1.00 0.0 0.0 98.3 0.0 97.6 
  75 Mesial yes 0.0 99.9 0.0 99.9 1.00 -0.0 0.0 99.9 0.0 99.8 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
0.5 0.3 25 Undefined yes 97.1 0.0 96.3 0.0 0.99 -0.9 95.8 0.0 94.4 0.0 
  50 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 99.9 0.0 
  75 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.4 25 Undefined yes 44.1 0.0 43.3 0.0 0.98 -0.8 42.8 0.0 41.2 0.0 
  50 Undefined yes 74.9 0.0 70.5 0.0 0.94 -4.5 69.0 0.0 66.7 0.0 
  75 Undefined yes 90.2 0.0 86.6 0.0 0.96 -3.6 85.6 0.0 83.6 0.0 
  100 Undefined yes 96.6 0.0 96.3 0.0 1.00 -0.2 95.9 0.0 94.7 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 99.9 0.0 
 0.35 25 Undefined yes 79.9 0.0 72.7 0.0 0.91 -7.2 71.8 0.0 69.6 0.0 
  50 Undefined yes 98.2 0.0 97.9 0.0 1.00 -0.3 97.5 0.0 96.7 0.0 
  75 Undefined yes 99.9 0.0 99.8 0.0 1.00 -0.1 99.8 0.0 99.7 0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 100.0 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.45 25 Undefined yes 13.7 0.1 14.8 0.2 1.08 1.1 14.6 0.2 14.4 0.3 
  50 Undefined yes 24.8 0.0 25.3 0.1 1.02 0.5 24.9 0.1 23.9 0.1 
  75 Undefined yes 35.6 0.0 35.9 0.0 1.01 0.3 35.1 0.0 33.5 0.0 
  100 Undefined yes 45.7 0.0 45.1 0.0 0.99 -0.6 44.5 0.0 42.5 0.0 










Table 3.9: Theoretical and simulated power with ρ=0.30 and cluster size=5, cluster size ranging from 3-7, and cluster size 
ranging from 1-9. “Low” denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of rejection of H0:π=π0 
for H1: π> π0. Type I error is considered to be controlled if the simulated one-sided Type I error from the Chapter 2 simulation 
study was found to be within 0.25 percentage points of the nominal level, 2.5%. Sim=”Simulated”. Ratio=Simulated/Theoretical 
and Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 
 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
0.1 0.2 25 Mesial yes 0.0 63.3 0.0 57.1 0.90 -6.2 0.0 55.5 0.0 52.3 
  50 Mesial yes 0.0 87.3 0.0 88.5 1.01 1.2 0.0 86.9 0.0 83.3 
  75 Mesial yes 0.0 96.0 0.0 96.9 1.01 0.9 0.0 96.2 0.0 94.3 
  100 Mesial yes 0.0 98.8 0.0 99.3 1.00 0.4 0.0 99.0 0.0 98.3 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.3 25 Mesial yes 0.0 97.4 0.0 98.2 1.01 0.8 0.0 97.7 0.0 96.4 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 99.9 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.05 25 Distal no 13.4 0.0 29.3 0.0 2.18 15.9 25.8 0.0 23.2 0.0 
  50 Distal no 36.3 0.0 42.2 0.0 1.16 5.8 40.2 0.0 37.7 0.0 
  75 Distal yes 58.6 0.0 55.6 0.0 0.95 -3.0 54.0 0.0 50.9 0.0 
  100 Distal yes 75.5 0.0 69.1 0.0 0.92 -6.4 66.8 0.0 62.4 0.0 
  200 Distal yes 98.4 0.0 97.1 0.0 0.99 -1.3 96.3 0.0 94.1 0.0 
 0.15 25 Mesial yes 0.3 25.0 0.3 24.0 0.96 -1.0 0.3 23.3 0.4 22.0 
  50 Mesial yes 0.1 41.5 0.0 40.2 0.97 -1.4 0.1 38.7 0.1 35.6 
  75 Mesial yes 0.0 55.3 0.0 50.8 0.92 -4.5 0.0 49.5 0.0 46.8 
  100 Mesial yes 0.0 66.4 0.0 62.6 0.94 -3.8 0.0 60.7 0.0 56.6 
  200 Mesial yes 0.0 90.5 0.0 91.2 1.01 0.8 0.0 89.9 0.0 86.6 
 0.25 25 Mesial yes 0.0 88.2 0.0 89.5 1.01 1.3 0.0 88.0 0.0 84.5 
  50 Mesial yes 0.0 98.9 0.0 99.3 1.00 0.4 0.0 99.2 0.0 98.4 
  75 Mesial yes 0.0 99.9 0.0 100.0 1.00 0.1 0.0 99.9 0.0 99.9 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 







 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
  50 Distal yes 100.0 0.0 100.0 0.0 1.00 -0.0 99.9 0.0 99.7 0.0 
  75 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.2 25 Distal yes 33.1 0.0 36.2 0.0 1.09 3.1 34.7 0.0 32.0 0.0 
  50 Distal yes 64.3 0.0 60.5 0.0 0.94 -3.8 58.2 0.0 54.5 0.0 
  75 Distal yes 83.5 0.0 79.2 0.0 0.95 -4.3 77.1 0.0 72.5 0.0 
  100 Distal yes 93.1 0.0 92.0 0.0 0.99 -1.1 90.7 0.0 87.1 0.0 
  200 Distal yes 99.9 0.0 99.8 0.0 1.00 -0.1 99.7 0.0 99.4 0.0 
 0.4 25 Mesial yes 0.0 36.1 0.0 35.5 0.98 -0.6 0.0 34.6 0.0 32.0 
  50 Mesial yes 0.0 61.8 0.0 57.8 0.94 -4.0 0.0 56.1 0.0 52.3 
  75 Mesial yes 0.0 78.7 0.0 75.9 0.96 -2.8 0.0 73.9 0.0 69.4 
  100 Mesial yes 0.0 88.7 0.0 88.8 1.00 0.1 0.0 87.2 0.0 83.2 
  200 Mesial yes 0.0 99.4 0.0 99.4 1.00 0.1 0.0 99.2 0.0 98.5 
 0.5 25 Mesial yes 0.0 87.7 0.0 87.5 1.00 -0.2 0.0 85.8 0.0 81.8 
  50 Mesial yes 0.0 99.2 0.0 99.2 1.00 -0.1 0.0 99.0 0.0 98.1 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 99.9 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 -0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.15 25 Distal yes 71.5 0.0 64.8 0.0 0.91 -6.6 62.4 0.0 58.9 0.0 
  50 Distal yes 97.1 0.0 95.7 0.0 0.98 -1.5 94.5 0.0 91.6 0.0 
  75 Distal yes 99.8 0.0 99.5 0.0 1.00 -0.3 99.4 0.0 98.6 0.0 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 -0.0 99.9 0.0 99.8 0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.25 25 Distal yes 10.1 0.1 12.0 0.2 1.18 1.8 11.7 0.2 11.3 0.3 
  50 Distal yes 18.6 0.0 19.9 0.1 1.07 1.3 19.5 0.1 17.8 0.1 
  75 Distal yes 27.2 0.0 28.7 0.0 1.05 1.5 27.3 0.0 25.2 0.0 
  100 Distal yes 35.6 0.0 36.7 0.0 1.03 1.0 35.1 0.0 32.1 0.0 
  200 Distal yes 64.2 0.0 62.2 0.0 0.97 -1.9 60.1 0.0 55.5 0.0 
 0.35 25 Mesial yes 0.3 12.4 0.4 12.5 1.01 0.1 0.4 12.2 0.5 11.7 
  50 Mesial yes 0.1 20.9 0.1 20.8 1.00 -0.1 0.1 20.1 0.2 18.5 
  75 Mesial yes 0.1 29.1 0.1 28.6 0.98 -0.4 0.1 27.6 0.1 25.4 







 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
  200 Mesial yes 0.0 62.9 0.0 60.8 0.97 -2.1 0.0 58.7 0.0 54.0 
 0.45 25 Mesial yes 0.0 65.8 0.0 60.8 0.92 -5.0 0.0 58.7 0.0 54.9 
  50 Mesial yes 0.0 91.4 0.0 91.5 1.00 0.1 0.0 90.0 0.0 86.6 
  75 Mesial yes 0.0 98.2 0.0 98.3 1.00 0.1 0.0 97.8 0.0 96.4 
  100 Mesial yes 0.0 99.7 0.0 99.7 1.00 0.0 0.0 99.6 0.0 99.2 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
0.5 0.3 25 Undefined yes 86.1 0.0 84.8 0.0 0.98 -1.4 83.1 0.0 78.5 0.0 
  50 Undefined yes 99.3 0.0 99.0 0.0 1.00 -0.3 98.7 0.0 97.7 0.0 
  75 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 99.9 0.0 99.8 0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 100.0 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.4 25 Undefined yes 30.0 0.0 31.1 0.0 1.03 1.1 29.7 0.0 27.4 0.1 
  50 Undefined yes 55.3 0.0 52.6 0.0 0.95 -2.7 50.9 0.0 47.8 0.0 
  75 Undefined yes 73.5 0.0 70.7 0.0 0.96 -2.9 68.4 0.0 63.7 0.0 
  100 Undefined yes 85.2 0.0 85.2 0.0 1.00 -0.0 83.0 0.0 78.8 0.0 
  200 Undefined yes 99.0 0.0 98.9 0.0 1.00 -0.1 98.6 0.0 97.5 0.0 
 0.35 25 Undefined yes 60.0 0.0 55.6 0.0 0.93 -4.3 54.0 0.0 50.8 0.0 
  50 Undefined yes 89.5 0.0 88.8 0.0 0.99 -0.7 87.1 0.0 83.1 0.0 
  75 Undefined yes 97.8 0.0 97.4 0.0 1.00 -0.4 96.7 0.0 94.9 0.0 
  100 Undefined yes 99.6 0.0 99.5 0.0 1.00 -0.1 99.3 0.0 98.6 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.45 25 Undefined yes 10.2 0.3 10.9 0.4 1.07 0.7 10.8 0.4 10.0 0.4 
  50 Undefined yes 17.3 0.1 17.7 0.1 1.02 0.4 17.3 0.1 16.1 0.2 
  75 Undefined yes 24.4 0.0 24.7 0.1 1.01 0.3 23.8 0.1 21.8 0.1 
  100 Undefined yes 31.4 0.0 31.6 0.0 1.01 0.2 30.3 0.0 27.7 0.0 










Table 3.10: Theoretical and simulated power with ρ=0.50 and cluster size=5, cluster size ranging from 3-7, and cluster size 
ranging from 1-9. “Low” denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of rejection of H0:π=π0 
for H1: π> π0. Type I error is considered to be controlled if the simulated one-sided Type I error from the Chapter 2 simulation 
study was found to be within 0.25 percentage points of the nominal level, 2.5%. Sim=”Simulated”. Ratio=Simulated/Theoretical 
and Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 
 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
0.1 0.2 25 Mesial yes 0.1 53.2 0.1 48.1 0.90 -5.1 0.1 46.7 0.1 44.0 
  50 Mesial yes 0.0 77.8 0.0 78.3 1.01 0.4 0.0 76.0 0.0 70.7 
  75 Mesial yes 0.0 90.1 0.0 91.1 1.01 1.0 0.0 89.6 0.0 85.6 
  100 Mesial yes 0.0 95.8 0.0 96.6 1.01 0.9 0.0 95.7 0.0 93.3 
  200 Mesial yes 0.0 99.9 0.0 100.0 1.00 0.1 0.0 99.9 0.0 99.8 
 0.3 25 Mesial yes 0.0 93.0 0.0 94.1 1.01 1.1 0.0 92.9 0.0 89.6 
  50 Mesial yes 0.0 99.6 0.0 99.8 1.00 0.2 0.0 99.7 0.0 99.4 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 -0.0 0.0 100.0 0.0 100.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.05 25 Distal no 9.1 0.0 24.2 0.0 2.66 15.1 20.4 0.0 17.8 0.1 
  50 Distal no 24.6 0.0 30.5 0.0 1.24 5.9 30.3 0.0 28.1 0.0 
  75 Distal yes 42.0 0.0 44.8 0.0 1.07 2.8 42.5 0.0 38.6 0.0 
  100 Distal yes 58.1 0.0 55.7 0.0 0.96 -2.4 53.5 0.0 49.1 0.0 
  200 Distal yes 92.6 0.0 90.8 0.0 0.98 -1.8 88.8 0.0 83.7 0.0 
 0.15 25 Mesial yes 0.4 20.7 0.7 19.6 0.94 -1.1 0.7 19.2 0.7 17.9 
  50 Mesial yes 0.1 33.7 0.1 32.2 0.95 -1.5 0.1 30.7 0.1 28.0 
  75 Mesial yes 0.1 45.1 0.0 43.4 0.96 -1.7 0.0 41.7 0.0 37.8 
  100 Mesial yes 0.0 55.0 0.0 51.4 0.93 -3.6 0.0 49.7 0.0 46.2 
  200 Mesial yes 0.0 81.2 0.0 81.6 1.01 0.4 0.0 79.5 0.0 74.4 
 0.25 25 Mesial yes 0.0 79.3 0.0 79.9 1.01 0.5 0.0 77.9 0.0 73.1 
  50 Mesial yes 0.0 96.1 0.0 97.0 1.01 0.9 0.0 96.1 0.0 94.1 
  75 Mesial yes 0.0 99.3 0.0 99.7 1.00 0.3 0.0 99.5 0.0 98.9 
  100 Mesial yes 0.0 99.9 0.0 100.0 1.00 0.1 0.0 99.9 0.0 99.8 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 







 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
  50 Distal yes 99.9 0.0 99.4 0.0 1.00 -0.4 99.2 0.0 97.9 0.0 
  75 Distal yes 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 99.9 0.0 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.2 25 Distal yes 24.3 0.0 27.5 0.0 1.13 3.2 26.2 0.0 23.4 0.0 
  50 Distal yes 49.6 0.0 49.5 0.0 1.00 -0.2 47.4 0.0 43.1 0.0 
  75 Distal yes 69.6 0.0 66.6 0.0 0.96 -3.0 63.7 0.0 57.9 0.0 
  100 Distal yes 82.9 0.0 81.9 0.0 0.99 -1.0 79.7 0.0 73.8 0.0 
  200 Distal yes 98.9 0.0 98.6 0.0 1.00 -0.4 98.0 0.0 96.2 0.0 
 0.4 25 Mesial yes 0.1 28.5 0.1 28.2 0.99 -0.3 0.1 27.1 0.1 24.6 
  50 Mesial yes 0.0 49.7 0.0 48.2 0.97 -1.5 0.0 46.3 0.0 42.4 
  75 Mesial yes 0.0 66.2 0.0 64.0 0.97 -2.3 0.0 60.9 0.0 55.7 
  100 Mesial yes 0.0 78.1 0.0 78.2 1.00 0.1 0.0 75.6 0.0 70.0 
  200 Mesial yes 0.0 97.0 0.0 97.1 1.00 0.1 0.0 96.3 0.0 93.9 
 0.5 25 Mesial yes 0.0 76.9 0.0 76.6 1.00 -0.2 0.0 74.3 0.0 68.8 
  50 Mesial yes 0.0 96.6 0.0 96.6 1.00 0.0 0.0 95.7 0.0 92.9 
  75 Mesial yes 0.0 99.6 0.0 99.6 1.00 0.1 0.0 99.5 0.0 98.7 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 -0.0 0.0 99.9 0.0 99.8 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 100.0 
 0.15 25 Distal yes 54.9 0.0 53.2 0.0 0.97 -1.7 51.0 0.0 47.1 0.0 
  50 Distal yes 89.8 0.0 88.1 0.0 0.98 -1.6 86.0 0.0 80.7 0.0 
  75 Distal yes 98.4 0.0 97.5 0.0 0.99 -0.9 96.6 0.0 94.0 0.0 
  100 Distal yes 99.8 0.0 99.5 0.0 1.00 -0.3 99.3 0.0 98.4 0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.25 25 Distal yes 8.2 0.2 9.7 0.3 1.18 1.5 9.2 0.4 8.7 0.5 
  50 Distal yes 14.4 0.1 15.5 0.1 1.07 1.1 14.6 0.1 13.3 0.2 
  75 Distal yes 20.7 0.0 21.6 0.0 1.04 0.9 20.5 0.0 18.5 0.1 
  100 Distal yes 27.0 0.0 28.0 0.0 1.04 1.1 26.4 0.0 23.6 0.1 
  200 Distal yes 50.5 0.0 49.8 0.0 0.99 -0.7 48.0 0.0 43.1 0.0 
 0.35 25 Mesial yes 0.4 10.4 0.5 10.5 1.02 0.2 0.5 10.4 0.5 9.9 
  50 Mesial yes 0.2 16.7 0.2 16.7 1.00 -0.0 0.2 15.9 0.2 14.8 
  75 Mesial yes 0.1 22.9 0.1 22.8 1.00 -0.1 0.1 21.5 0.1 19.7 







 Theoretical Sim: mi = 5 






π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference Low High Low High 
  200 Mesial yes 0.0 50.5 0.0 49.6 0.98 -0.9 0.0 47.9 0.0 43.3 
 0.45 25 Mesial yes 0.0 53.5 0.0 50.5 0.94 -3.1 0.0 48.6 0.0 45.1 
  50 Mesial yes 0.0 81.9 0.0 82.0 1.00 0.1 0.0 79.5 0.0 74.0 
  75 Mesial yes 0.0 93.8 0.0 93.9 1.00 0.2 0.0 92.6 0.0 88.9 
  100 Mesial yes 0.0 98.0 0.0 98.1 1.00 0.1 0.0 97.6 0.0 95.6 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 0.0 100.0 0.0 99.9 
0.5 0.3 25 Undefined yes 73.3 0.0 73.1 0.0 1.00 -0.2 70.1 0.0 64.5 0.0 
  50 Undefined yes 96.5 0.0 95.8 0.0 0.99 -0.7 94.7 0.0 91.5 0.0 
  75 Undefined yes 99.7 0.0 99.5 0.0 1.00 -0.2 99.3 0.0 98.4 0.0 
  100 Undefined yes 100.0 0.0 99.9 0.0 1.00 -0.0 99.9 0.0 99.7 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 100.0 0.0 100.0 0.0 
 0.4 25 Undefined yes 23.1 0.0 24.0 0.1 1.04 0.9 23.0 0.1 21.0 0.1 
  50 Undefined yes 43.1 0.0 43.0 0.0 1.00 -0.1 41.3 0.0 37.0 0.0 
  75 Undefined yes 59.9 0.0 57.4 0.0 0.96 -2.6 55.0 0.0 50.4 0.0 
  100 Undefined yes 72.9 0.0 72.4 0.0 0.99 -0.4 70.0 0.0 63.9 0.0 
  200 Undefined yes 95.6 0.0 95.4 0.0 1.00 -0.2 94.2 0.0 90.8 0.0 
 0.35 25 Undefined yes 46.9 0.0 46.7 0.0 1.00 -0.1 44.5 0.0 40.4 0.0 
  50 Undefined yes 78.2 0.0 77.6 0.0 0.99 -0.6 75.3 0.0 69.1 0.0 
  75 Undefined yes 92.4 0.0 91.9 0.0 1.00 -0.5 90.3 0.0 85.9 0.0 
  100 Undefined yes 97.6 0.0 97.3 0.0 1.00 -0.3 96.5 0.0 94.0 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 100.0 0.0 99.9 0.0 
 0.45 25 Undefined yes 8.5 0.4 9.1 0.5 1.07 0.6 8.7 0.5 8.3 0.6 
  50 Undefined yes 13.8 0.2 14.0 0.2 1.01 0.2 13.5 0.2 12.5 0.3 
  75 Undefined yes 19.0 0.1 19.3 0.1 1.01 0.2 18.3 0.1 16.6 0.1 
  100 Undefined yes 24.2 0.0 24.3 0.1 1.00 0.0 23.2 0.1 20.8 0.1 









Table 3.11: Theoretical and simulated power with ρ=0.01 and fixed cluster size=10. “Low” 
denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of 
rejection of H0:π=π0 for H1: π> π0. Type I error is considered to be controlled if the 
simulated one-sided Type I error from the Chapter 2 simulation study was found to be 
within 0.25 percentage points of the nominal level, 2.5%. Ratio=Simulated/Theoretical and 
Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 
 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
0.1 0.2 25 Mesial no 0.0 98.7 0.0 92.8 0.94 -5.9 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.3 25 Mesial no 0.0 100.0 0.0 100.0 1.00 0.0 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.05 25 Distal no 73.8 0.0 65.8 0.0 0.89 -8.0 
  50 Distal no 98.3 0.0 89.8 0.0 0.91 -8.5 
  75 Distal no 99.9 0.0 93.6 0.0 0.94 -6.4 
  100 Distal no 100.0 0.0 94.4 0.0 0.94 -5.6 
  200 Distal no 100.0 0.0 100.0 0.0 1.00 0.0 
 0.15 25 Mesial no 0.0 65.1 0.0 64.9 1.00 -0.3 
  50 Mesial yes 0.0 90.2 0.0 85.6 0.95 -4.6 
  75 Mesial yes 0.0 97.6 0.0 94.0 0.96 -3.6 
  100 Mesial yes 0.0 99.5 0.0 96.2 0.97 -3.3 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 -0.0 
 0.25 25 Mesial no 0.0 100.0 0.0 100.0 1.00 0.0 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.3 0.1 25 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  50 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  75 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.2 25 Distal yes 92.9 0.0 85.7 0.0 0.92 -7.2 
  50 Distal yes 99.9 0.0 95.5 0.0 0.96 -4.3 
  75 Distal yes 100.0 0.0 96.5 0.0 0.96 -3.5 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.4 25 Mesial yes 0.0 88.4 0.0 83.3 0.94 -5.2 
  50 Mesial yes 0.0 99.4 0.0 96.0 0.97 -3.4 
  75 Mesial yes 0.0 100.0 0.0 97.1 0.97 -2.9 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.5 25 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 




 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.15 25 Distal yes 100.0 0.0 100.0 0.0 1.00 -0.0 
  50 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  75 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.25 25 Distal yes 34.6 0.0 36.1 0.0 1.04 1.5 
  50 Distal yes 63.7 0.0 60.2 0.0 0.95 -3.4 
  75 Distal yes 82.0 0.0 78.5 0.0 0.96 -3.4 
  100 Distal yes 91.7 0.0 88.4 0.0 0.96 -3.3 
  200 Distal yes 99.8 0.0 97.8 0.0 0.98 -2.0 
 0.35 25 Mesial yes 0.0 36.0 0.0 36.8 1.02 0.8 
  50 Mesial yes 0.0 62.4 0.0 59.2 0.95 -3.3 
  75 Mesial yes 0.0 79.7 0.0 76.7 0.96 -3.0 
  100 Mesial yes 0.0 89.6 0.0 87.2 0.97 -2.4 
  200 Mesial yes 0.0 99.5 0.0 97.7 0.98 -1.8 
 0.45 25 Mesial yes 0.0 99.7 0.0 99.6 1.00 -0.0 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.5 0.3 25 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 
  50 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  75 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.4 25 Undefined yes 84.8 0.0 79.3 0.0 0.93 -5.6 
  50 Undefined yes 99.0 0.0 95.5 0.0 0.96 -3.5 
  75 Undefined yes 100.0 0.0 97.1 0.0 0.97 -2.9 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.35 25 Undefined yes 99.6 0.0 99.4 0.0 1.00 -0.2 
  50 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  75 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.45 25 Undefined yes 30.6 0.0 31.5 0.0 1.03 0.9 
  50 Undefined yes 55.6 0.0 52.9 0.0 0.95 -2.6 
  75 Undefined yes 73.6 0.0 70.4 0.0 0.96 -3.2 
  100 Undefined yes 85.2 0.0 82.5 0.0 0.97 -2.7 







Table 3.12: Theoretical and simulated power with ρ=0.05 and fixed cluster size=10. “Low” 
denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of 
rejection of H0:π=π0 for H1: π> π0. Type I error is considered to be controlled if the 
simulated one-sided Type I error from the Chapter 2 simulation study was found to be 
within 0.25 percentage points of the nominal level, 2.5%. Ratio=Simulated/Theoretical and 
Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 
 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
0.1 0.2 25 Mesial yes 0.0 96.0 0.0 91.3 0.95 -4.7 
  50 Mesial yes 0.0 99.9 0.0 100.0 1.00 0.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.3 25 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.05 25 Distal no 57.7 0.0 55.7 0.0 0.97 -2.0 
  50 Distal yes 93.0 0.0 84.1 0.0 0.90 -8.9 
  75 Distal yes 99.3 0.0 92.9 0.0 0.94 -6.4 
  100 Distal yes 99.9 0.0 94.9 0.0 0.95 -5.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.15 25 Mesial yes 0.0 54.7 0.0 54.6 1.00 -0.1 
  50 Mesial yes 0.0 81.6 0.0 78.1 0.96 -3.6 
  75 Mesial yes 0.0 93.3 0.0 90.4 0.97 -2.9 
  100 Mesial yes 0.0 97.7 0.0 95.1 0.97 -2.5 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.25 25 Mesial yes 0.0 99.9 0.0 100.0 1.00 0.1 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.3 0.1 25 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  50 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  75 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.2 25 Distal yes 83.4 0.0 77.0 0.0 0.92 -6.5 
  50 Distal yes 99.1 0.0 94.9 0.0 0.96 -4.1 
  75 Distal yes 100.0 0.0 96.9 0.0 0.97 -3.1 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 -0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.4 25 Mesial yes 0.0 78.6 0.0 74.5 0.95 -4.2 
  50 Mesial yes 0.0 97.3 0.0 94.3 0.97 -2.9 
  75 Mesial yes 0.0 99.7 0.0 97.3 0.98 -2.5 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.5 25 Mesial yes 0.0 100.0 0.0 100.0 1.00 -0.0 




 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.15 25 Distal yes 99.8 0.0 99.5 0.0 1.00 -0.3 
  50 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  75 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.25 25 Distal yes 26.8 0.0 28.9 0.0 1.08 2.1 
  50 Distal yes 51.1 0.0 49.8 0.0 0.98 -1.2 
  75 Distal yes 69.7 0.0 66.9 0.0 0.96 -2.8 
  100 Distal yes 82.3 0.0 79.2 0.0 0.96 -3.1 
  200 Distal yes 98.6 0.0 96.6 0.0 0.98 -2.0 
 0.35 25 Mesial yes 0.0 28.7 0.1 29.4 1.02 0.6 
  50 Mesial yes 0.0 51.0 0.0 49.3 0.97 -1.7 
  75 Mesial yes 0.0 68.1 0.0 65.8 0.97 -2.3 
  100 Mesial yes 0.0 80.0 0.0 78.3 0.98 -1.7 
  200 Mesial yes 0.0 97.7 0.0 96.3 0.99 -1.4 
 0.45 25 Mesial yes 0.0 98.2 0.0 98.2 1.00 -0.0 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.5 0.3 25 Undefined yes 100.0 0.0 99.9 0.0 1.00 -0.0 
  50 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  75 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.4 25 Undefined yes 73.4 0.0 68.8 0.0 0.94 -4.7 
  50 Undefined yes 96.0 0.0 92.5 0.0 0.96 -3.5 
  75 Undefined yes 99.5 0.0 96.9 0.0 0.97 -2.6 
  100 Undefined yes 100.0 0.0 99.9 0.0 1.00 -0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.35 25 Undefined yes 97.8 0.0 97.3 0.0 0.99 -0.6 
  50 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 
  75 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.45 25 Undefined yes 24.1 0.0 25.5 0.1 1.06 1.4 
  50 Undefined yes 44.4 0.0 44.4 0.0 1.00 -0.0 
  75 Undefined yes 61.2 0.0 58.8 0.0 0.96 -2.5 
  100 Undefined yes 74.0 0.0 71.8 0.0 0.97 -2.2 







Table 3.13: Theoretical and simulated power with ρ=0.10 and fixed cluster size=10. “Low” 
denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of 
rejection of H0:π=π0 for H1: π> π0. Type I error is considered to be controlled if the 
simulated one-sided Type I error from the Chapter 2 simulation study was found to be 
within 0.25 percentage points of the nominal level, 2.5%. Ratio=Simulated/Theoretical and 
Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 
 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
0.1 0.2 25 Mesial yes 0.0 91.0 0.0 87.8 0.96 -3.2 
  50 Mesial yes 0.0 99.5 0.0 99.7 1.00 0.3 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.3 25 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.05 25 Distal no 43.2 0.0 48.2 0.0 1.12 5.1 
  50 Distal no 82.9 0.0 74.8 0.0 0.90 -8.0 
  75 Distal yes 96.4 0.0 89.2 0.0 0.93 -7.2 
  100 Distal yes 99.4 0.0 94.2 0.0 0.95 -5.2 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 -0.0 
 0.15 25 Mesial yes 0.0 45.8 0.0 45.2 0.99 -0.6 
  50 Mesial yes 0.0 71.9 0.0 68.7 0.96 -3.2 
  75 Mesial yes 0.0 86.4 0.0 84.4 0.98 -2.0 
  100 Mesial yes 0.0 93.7 0.0 92.0 0.98 -1.7 
  200 Mesial yes 0.0 99.8 0.0 99.9 1.00 0.1 
 0.25 25 Mesial yes 0.0 99.5 0.0 99.8 1.00 0.3 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.3 0.1 25 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 
  50 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  75 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.2 25 Distal yes 71.4 0.0 66.8 0.0 0.94 -4.5 
  50 Distal yes 96.2 0.0 91.8 0.0 0.95 -4.4 
  75 Distal yes 99.6 0.0 96.8 0.0 0.97 -2.9 
  100 Distal yes 100.0 0.0 99.9 0.0 1.00 -0.1 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.4 25 Mesial yes 0.0 67.8 0.0 64.1 0.95 -3.7 
  50 Mesial yes 0.0 92.6 0.0 90.1 0.97 -2.4 
  75 Mesial yes 0.0 98.6 0.0 96.5 0.98 -2.1 
  100 Mesial yes 0.0 99.8 0.0 99.8 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 -0.0 
 0.5 25 Mesial yes 0.0 99.7 0.0 99.7 1.00 -0.0 




 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.15 25 Distal no 98.7 0.0 97.3 0.0 0.99 -1.4 
  50 Distal yes 100.0 0.0 100.0 0.0 1.00 -0.0 
  75 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.25 25 Distal no 21.1 0.0 23.9 0.1 1.13 2.8 
  50 Distal yes 40.6 0.0 41.3 0.0 1.02 0.7 
  75 Distal yes 57.5 0.0 55.8 0.0 0.97 -1.7 
  100 Distal yes 70.8 0.0 68.3 0.0 0.96 -2.6 
  200 Distal yes 95.1 0.0 93.0 0.0 0.98 -2.1 
 0.35 25 Mesial yes 0.1 23.3 0.1 23.8 1.02 0.5 
  50 Mesial yes 0.0 41.4 0.0 41.2 0.99 -0.2 
  75 Mesial yes 0.0 56.8 0.0 54.9 0.97 -1.9 
  100 Mesial yes 0.0 69.1 0.0 67.4 0.98 -1.7 
  200 Mesial yes 0.0 93.3 0.0 92.2 0.99 -1.2 
 0.45 25 Mesial yes 0.0 94.6 0.0 94.5 1.00 -0.1 
  50 Mesial yes 0.0 99.9 0.0 99.9 1.00 0.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.5 0.3 25 Undefined yes 99.8 0.0 99.5 0.0 1.00 -0.3 
  50 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  75 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.4 25 Undefined yes 61.6 0.0 58.6 0.0 0.95 -2.9 
  50 Undefined yes 89.9 0.0 86.9 0.0 0.97 -3.0 
  75 Undefined yes 97.9 0.0 95.5 0.0 0.98 -2.4 
  100 Undefined yes 99.6 0.0 99.5 0.0 1.00 -0.1 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.35 25 Undefined yes 93.4 0.0 92.5 0.0 0.99 -0.9 
  50 Undefined yes 99.9 0.0 99.8 0.0 1.00 -0.1 
  75 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.45 25 Undefined yes 19.4 0.1 20.5 0.1 1.06 1.1 
  50 Undefined yes 35.5 0.0 36.0 0.0 1.02 0.6 
  75 Undefined yes 50.0 0.0 49.0 0.0 0.98 -1.0 
  100 Undefined yes 62.3 0.0 60.4 0.0 0.97 -1.9 







Table 3.14: Theoretical and simulated power with ρ=0.30 and fixed cluster size=10. “Low” 
denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of 
rejection of H0:π=π0 for H1: π> π0. Type I error is considered to be controlled if the 
simulated one-sided Type I error from the Chapter 2 simulation study was found to be 
within 0.25 percentage points of the nominal level, 2.5%. Ratio=Simulated/Theoretical and 
Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 
 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
0.1 0.2 25 Mesial yes 0.0 70.7 0.0 67.6 0.96 -3.1 
  50 Mesial yes 0.0 92.0 0.0 93.5 1.02 1.5 
  75 Mesial yes 0.0 98.1 0.0 98.7 1.01 0.7 
  100 Mesial yes 0.0 99.6 0.0 99.8 1.00 0.2 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.3 25 Mesial yes 0.0 98.8 0.0 99.4 1.01 0.6 
  50 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.05 25 Distal no 18.7 0.0 33.4 0.0 1.78 14.6 
  50 Distal no 46.6 0.0 49.9 0.0 1.07 3.3 
  75 Distal no 70.0 0.0 66.5 0.0 0.95 -3.6 
  100 Distal no 85.0 0.0 79.4 0.0 0.93 -5.6 
  200 Distal yes 99.5 0.0 98.8 0.0 0.99 -0.8 
 0.15 25 Mesial yes 0.2 29.4 0.3 27.7 0.94 -1.7 
  50 Mesial yes 0.0 47.9 0.0 45.7 0.95 -2.3 
  75 Mesial yes 0.0 62.6 0.0 60.1 0.96 -2.5 
  100 Mesial yes 0.0 73.6 0.0 72.2 0.98 -1.5 
  200 Mesial yes 0.0 94.4 0.0 95.3 1.01 0.8 
 0.25 25 Mesial yes 0.0 92.7 0.0 94.2 1.02 1.5 
  50 Mesial yes 0.0 99.6 0.0 99.8 1.00 0.3 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.3 0.1 25 Distal no 99.2 0.0 97.3 0.0 0.98 -2.0 
  50 Distal no 100.0 0.0 100.0 0.0 1.00 -0.0 
  75 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.2 25 Distal no 40.8 0.0 43.2 0.0 1.06 2.3 
  50 Distal no 73.6 0.0 70.8 0.0 0.96 -2.9 
  75 Distal yes 90.2 0.0 86.9 0.0 0.96 -3.3 
  100 Distal yes 96.7 0.0 95.7 0.0 0.99 -1.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 -0.0 
 0.4 25 Mesial yes 0.0 42.5 0.0 41.8 0.98 -0.7 
  50 Mesial yes 0.0 69.7 0.0 67.6 0.97 -2.1 
  75 Mesial yes 0.0 85.4 0.0 84.0 0.98 -1.4 
  100 Mesial yes 0.0 93.4 0.0 93.6 1.00 0.2 
  200 Mesial yes 0.0 99.8 0.0 99.8 1.00 0.0 
 0.5 25 Mesial yes 0.0 92.8 0.0 92.8 1.00 0.0 




 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.15 25 Distal no 81.4 0.0 79.3 0.0 0.97 -2.1 
  50 Distal no 99.0 0.0 98.0 0.0 0.99 -1.1 
  75 Distal yes 100.0 0.0 99.9 0.0 1.00 -0.1 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 -0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.25 25 Distal no 12.2 0.1 14.7 0.2 1.20 2.5 
  50 Distal no 22.4 0.0 24.2 0.0 1.08 1.8 
  75 Distal yes 32.6 0.0 33.9 0.0 1.04 1.3 
  100 Distal yes 42.3 0.0 43.2 0.0 1.02 0.9 
  200 Distal yes 72.5 0.0 71.2 0.0 0.98 -1.2 
 0.35 25 Mesial yes 0.3 14.6 0.3 14.5 0.99 -0.1 
  50 Mesial yes 0.1 24.5 0.1 24.1 0.98 -0.5 
  75 Mesial yes 0.0 34.1 0.0 33.6 0.99 -0.4 
  100 Mesial yes 0.0 43.0 0.0 42.4 0.99 -0.6 
  200 Mesial yes 0.0 70.6 0.0 69.5 0.98 -1.1 
 0.45 25 Mesial yes 0.0 73.9 0.0 73.8 1.00 -0.1 
  50 Mesial yes 0.0 95.3 0.0 95.5 1.00 0.1 
  75 Mesial yes 0.0 99.3 0.0 99.4 1.00 0.0 
  100 Mesial yes 0.0 99.9 0.0 99.9 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.5 0.3 25 Undefined yes 92.1 0.0 90.7 0.0 0.98 -1.5 
  50 Undefined yes 99.8 0.0 99.7 0.0 1.00 -0.2 
  75 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.4 25 Undefined yes 36.1 0.0 36.9 0.0 1.02 0.8 
  50 Undefined yes 63.6 0.0 61.8 0.0 0.97 -1.8 
  75 Undefined yes 81.2 0.0 79.5 0.0 0.98 -1.7 
  100 Undefined yes 91.0 0.0 90.7 0.0 1.00 -0.3 
  200 Undefined yes 99.7 0.0 99.6 0.0 1.00 -0.1 
 0.35 25 Undefined yes 69.0 0.0 68.7 0.0 0.99 -0.4 
  50 Undefined yes 94.3 0.0 93.7 0.0 0.99 -0.6 
  75 Undefined yes 99.2 0.0 99.0 0.0 1.00 -0.2 
  100 Undefined yes 99.9 0.0 99.9 0.0 1.00 -0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.45 25 Undefined yes 12.0 0.2 12.7 0.3 1.07 0.8 
  50 Undefined yes 20.5 0.1 21.0 0.1 1.03 0.5 
  75 Undefined yes 28.8 0.0 29.0 0.0 1.01 0.2 
  100 Undefined yes 36.9 0.0 36.9 0.0 1.00 -0.0 







Table 3.15: Theoretical and simulated power with ρ=0.50 and fixed cluster size=10. “Low” 
denotes the rate of rejection of H0:π=π0 for H2: π< π0, and “High” denotes the rate of 
rejection of H0:π=π0 for H1: π> π0. Type I error is considered to be controlled if the 
simulated one-sided Type I error from the Chapter 2 simulation study was found to be 
within 0.25 percentage points of the nominal level, 2.5%. Ratio=Simulated/Theoretical and 
Difference=Simulated-Theoretical for the appropriate one-sided rates of rejection. 
 
 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
0.1 0.2 25 Mesial no 0.1 57.2 0.1 53.4 0.93 -3.8 
  50 Mesial yes 0.0 81.3 0.0 82.2 1.01 0.9 
  75 Mesial yes 0.0 92.4 0.0 93.5 1.01 1.2 
  100 Mesial yes 0.0 97.0 0.0 97.8 1.01 0.8 
  200 Mesial yes 0.0 99.9 0.0 100.0 1.00 0.0 
 0.3 25 Mesial no 0.0 94.8 0.0 96.0 1.01 1.1 
  50 Mesial yes 0.0 99.8 0.0 99.9 1.00 0.1 
  75 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.05 25 Distal no 11.3 0.0 26.7 0.0 2.37 15.4 
  50 Distal no 29.0 0.0 35.6 0.0 1.23 6.6 
  75 Distal yes 47.8 0.0 50.2 0.0 1.05 2.4 
  100 Distal yes 64.2 0.0 62.5 0.0 0.97 -1.7 
  200 Distal yes 95.1 0.0 93.3 0.0 0.98 -1.8 
 0.15 25 Mesial no 0.4 23.0 0.8 21.5 0.94 -1.4 
  50 Mesial yes 0.1 36.8 0.1 35.2 0.96 -1.5 
  75 Mesial yes 0.0 48.7 0.0 46.8 0.96 -1.9 
  100 Mesial yes 0.0 58.8 0.0 56.7 0.96 -2.1 
  200 Mesial yes 0.0 84.4 0.0 85.2 1.01 0.8 
 0.25 25 Mesial no 0.0 82.8 0.0 83.8 1.01 1.0 
  50 Mesial yes 0.0 97.3 0.0 98.1 1.01 0.9 
  75 Mesial yes 0.0 99.6 0.0 99.9 1.00 0.2 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
0.3 0.1 25 Distal no 92.7 0.0 89.2 0.0 0.96 -3.5 
  50 Distal yes 100.0 0.0 99.7 0.0 1.00 -0.3 
  75 Distal yes 100.0 0.0 100.0 0.0 1.00 -0.0 
  100 Distal yes 100.0 0.0 100.0 0.0 1.00 -0.0 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.2 25 Distal no 27.6 0.0 31.1 0.0 1.12 3.4 
  50 Distal yes 54.6 0.0 54.5 0.0 1.00 -0.1 
  75 Distal yes 74.4 0.0 72.5 0.0 0.98 -1.8 
  100 Distal yes 86.6 0.0 85.6 0.0 0.99 -1.0 
  200 Distal yes 99.4 0.0 99.1 0.0 1.00 -0.3 
 0.4 25 Mesial yes 0.1 31.4 0.1 31.0 0.99 -0.4 
  50 Mesial yes 0.0 53.7 0.0 52.2 0.97 -1.5 
  75 Mesial yes 0.0 70.3 0.0 69.1 0.98 -1.2 
  100 Mesial yes 0.0 81.7 0.0 82.1 1.00 0.3 
  200 Mesial yes 0.0 98.0 0.0 98.1 1.00 0.2 
 0.5 25 Mesial yes 0.0 80.9 0.0 80.7 1.00 -0.2 




 Theoretical Simulated  
π0 π1 n Direction 
T1 Error 
Control? Low High Low High Ratio Difference 
  75 Mesial yes 0.0 99.8 0.0 99.8 1.00 0.0 
  100 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 0.0 
 0.15 25 Distal no 61.0 0.0 62.1 0.0 1.02 1.1 
  50 Distal yes 92.8 0.0 91.1 0.0 0.98 -1.7 
  75 Distal yes 99.1 0.0 98.4 0.0 0.99 -0.8 
  100 Distal yes 99.9 0.0 99.7 0.0 1.00 -0.2 
  200 Distal yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.25 25 Distal no 9.2 0.2 10.9 0.4 1.18 1.7 
  50 Distal yes 16.0 0.1 17.2 0.1 1.08 1.2 
  75 Distal yes 22.8 0.0 23.8 0.0 1.04 0.9 
  100 Distal yes 29.7 0.0 30.8 0.0 1.04 1.1 
  200 Distal yes 54.6 0.0 53.9 0.0 0.99 -0.7 
 0.35 25 Mesial yes 0.4 11.4 0.5 11.5 1.01 0.1 
  50 Mesial yes 0.2 18.3 0.2 18.1 0.99 -0.2 
  75 Mesial yes 0.1 25.0 0.1 24.9 1.00 -0.1 
  100 Mesial yes 0.0 31.4 0.1 31.2 0.99 -0.2 
  200 Mesial yes 0.0 54.2 0.0 53.4 0.98 -0.8 
 0.45 25 Mesial yes 0.0 57.9 0.0 57.6 0.99 -0.3 
  50 Mesial yes 0.0 85.3 0.0 85.4 1.00 0.0 
  75 Mesial yes 0.0 95.5 0.0 95.7 1.00 0.1 
  100 Mesial yes 0.0 98.8 0.0 98.9 1.00 0.2 
  200 Mesial yes 0.0 100.0 0.0 100.0 1.00 -0.0 
0.5 0.3 25 Undefined yes 78.1 0.0 77.2 0.0 0.99 -0.9 
  50 Undefined yes 97.7 0.0 97.1 0.0 0.99 -0.6 
  75 Undefined yes 99.8 0.0 99.7 0.0 1.00 -0.1 
  100 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 0.0 
 0.4 25 Undefined yes 25.7 0.0 26.6 0.1 1.03 0.9 
  50 Undefined yes 47.1 0.0 47.1 0.0 1.00 -0.0 
  75 Undefined yes 64.3 0.0 62.8 0.0 0.98 -1.5 
  100 Undefined yes 77.0 0.0 76.6 0.0 1.00 -0.4 
  200 Undefined yes 97.0 0.0 96.8 0.0 1.00 -0.2 
 0.35 25 Undefined yes 51.5 0.0 52.2 0.0 1.01 0.7 
  50 Undefined yes 82.2 0.0 81.7 0.0 0.99 -0.5 
  75 Undefined yes 94.5 0.0 94.0 0.0 0.99 -0.6 
  100 Undefined yes 98.5 0.0 98.3 0.0 1.00 -0.3 
  200 Undefined yes 100.0 0.0 100.0 0.0 1.00 -0.0 
 0.45 25 Undefined yes 9.4 0.4 10.0 0.5 1.07 0.6 
  50 Undefined yes 15.1 0.2 15.4 0.2 1.02 0.2 
  75 Undefined yes 20.8 0.1 20.9 0.1 1.00 0.1 
  100 Undefined yes 26.5 0.0 26.6 0.1 1.00 0.1 
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