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1. Introduction
With the depletion of fossil fuels and climate change looming, scientists, engineers, and
world leaders are looking for alternative green energy sources. One of the most promising
sources is nuclear energy. Nuclear energy has the capability to power the world with ease while
also remaining reliable. While nuclear waste is still an issue, finding alternative fuel to reduce
waste is of the utmost importance if nuclear energy is to power the world in the future.
As compared to other forms of green energy, nuclear energy provides a very reliable
supply of power at little expense. According to World-Nuclear.org, Nuclear power plants, like
fossil-fueled power plants, are very reliable, and can run for many months without interruption…
Nuclear fuel can be used in a reactor for several years, thanks to the immense amount of energy
contained in uranium. The power from one kilogram of uranium is about the same as 1 tonne of
coal (World Nuclear Association 2021). Clearly, the power-to-waste ratio of nuclear energy is
very low compared to traditional fossil fuels. However, the waste produced from nuclear energy
and potential nuclear accidents are concerns for all parties involved with nuclear energy.
According to the U.S Energy Information Administration on the radioactive waste
produced by nuclear energy, these materials can remain radioactive and dangerous to human
health for thousands of years (U.S Energy Information Administration 2020). Not only can the
waste from nuclear materials cause different mutations and cancers for humans, but can have a
devastating effect on the environment. Mutations in plants and animals have been seen especially
in uncontained nuclear disasters such as Chernobyl and Fukushima. It is from these events that
nuclear reactors are being built safer and better fuel is being used. From here, this paper aims to
study Thorium Dioxide as a potential new nuclear fuel.
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Thorium is a radioactive element found more abundant than Uranium. Thorium is not itself
fissile and so is not directly usable in a thermal neutron reactor. However, it is ‘fertile’ and upon
absorption a neutron will transmute to uranium-233, which is an excellent fissile fuel material
(World Nuclear Association 2020). It has been proven to be used in different types of reactors
and has the ability to be used in a Molten Salt Reactor. Thorium based fuel also has the ability to
produce less toxic fuel waste than conventional nuclear fuel. Efforts across different countries
have been made to utilize thorium as a fuel source. A summary from the International Atomic
Energy Agency puts it best, the consideration of possible advantages, especially for constraining
plutonium production and reducing long term fission waste levels, has led to renewed
international interest in the thorium-based fuel cycle (IAEA 1990).
When paired with two oxygen, Thorium becomes Thorium Dioxide or Thoria. Thoria
itself has great potential in its material properties. According to an article published by the
OECD-NEA, thoria has material properties (low-thermal expansion coefficient, high-thermal
conductivity and high-melting temperature) that make it well-suited for use as a fertile fuel
matrix in present reactors and for consuming plutonium or transmuting transuranic nuclides,
especially as compared with the uranium dioxide currently used in MOX fuels (OECD-NEA
2019). However, there are issues with using Thoria as a nuclear fuel source. For one, Uranium
and Plutonium were investigated before Thoria was. Thoria produces less byproducts that could
be used for nuclear weapons, and at the height of the cold war, the USA and the USSR were
more apt to use nuclear fuel whose byproduct could also be used to arm nuclear bombs. Because
of this, thoria is still years away from being used commercially. Research had started to look into
thoria as a fuel source, but is still lacking.
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For this project, molecular dynamics is being used over molecular statics. Molecular
statics uses a different approach than molecular dynamics that costs less computational time.
However, molecular dynamics is better at computing thermodynamic properties of simulation
cells. This is done over a small time period because all the atoms can move. This costs much
computational time. The original goal of this project was to include thermodynamic properties of
the simulations, which due to time constraints was not achievable at this time. However, this type
of analysis can be done by the addition of a new script. The program LAMMPS was used to run
the molecular dynamic simulations. The program Atomsk was used to build the boundaries for
the study, and the program OVITO was used to post-process the results. These programs are
discussed in more detail in the methods section.
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2. Background Information - Grain Boundaries
A grain is defined as a portion of the material within which the arranging of the atoms is
nearly identical; however, the orientation of the atom arrangement, or crystal structure, is
different for each adjoining grain (Askeland 2018). A grain boundary, the surface that separates
the individual grains, is a narrow zone in which the atoms are not properly spaced (Askeland
2018). Essentially, a grain is a collection of atoms with the same orientation. They can be
described as perfect, having the same orientation. However, because of entropy, there is disorder
in materials with grains. Some grains lean one direction, and others lean another direction.
Because the grains do not mesh well together, atoms become “missing” resulting in the grain
boundary. Using computer simulations, grains can be visualized. In the real world, polishing and
etching techniques are used to see grain boundaries. An example computational grain boundary
is shown below in figure 1. A real grain boundary taken from a piece of steel is shown in figure
two. The steel in figure 2 was polished and etched at the Georgia Southern material science lab.
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Figure 1: An example of a grain boundary is shown. The two sides split by the red line are the
grains. The red line is the grain boundary. The white atoms are Thorium and the red atoms are
oxygen. There are atoms missing from the middle part of the grains, showing where the grain
boundary is.

Figure 2: A real picture of grain boundaries on a piece of steel. The different discolored lines
show the grain boundary of the different grains. There are atoms missing at those boundaries.

There are different types of grain boundaries. There is twist, tilt, and combined. A twist grain
boundary is where the two grains are twisted (one moves right, one moves left) on a similar axis
at different points. The grains are parallel to each other for this type of grain boundary. A tilt
grain boundary is when the two grains move about a similar axis in opposite directions in the
same location. The grains are perpendicular to each other. A combined grain boundary combines
a twist and a tilt together. Figure 3 shows an example of these types of grain boundaries:
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Figure 3: Different types of Grain Boundaries. Figure taken from Hansen et Al, 2022. The grains
in each part of this figure are shown as the blue cubes. Part A visualizes a pure twist boundary.
Part B visualizes a pure tilt boundary. Part C shows a combination of A and B. The rotation axis
for these grains is M, and the magnitude and direction of the misalignment are also shown.

The grain boundaries on material can reveal different material properties important for
nuclear fuels. They reveal how heat transfers across the material, how fusion gas travels across a
material, and other important properties to be a nuclear fuel. A big part as to why grain
boundaries are so important to these material properties is because of the excess energy
associated with the grain boundaries. According to Emily Togaga’e from BYU, in atomistic
simulations, GB energy can be calculated as the excess energy of a bi-crystal with a certain GB
compared to a single crystal with the same number of atoms. GB energy is the extra energy
present because it is a defect and not a perfect crystal (Togaga’e 2018). The excess energy of the
grain boundary can hinder heat transfer and fusion gas transport, a very important property in
nuclear fuels. Finding the grain boundary energy for different grain orientations is important to
understand how the fuel would react under certain situations.
Calculating the grain boundary energy starts with a simple equation. Essentially, the grain
boundary energy is the total energy of the simulation cell minus the average bulk energy of the
atoms if they were in a perfect crystal. This is all divided by the area of the grain boundary. The
equation was provided by personal communication with Dr. MD Rahman (2022) for this is
shown below:
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While this equation seems simple, there is no easy way to calculate the total energy of the
system. Each atom has forces attached to it that depend on temperature, simulation size, and
other material properties of the material being studied. Computing all these equations by hand to
get a close answer is very difficult. Therefore, computer simulations are used to calculate the
total energy of the system.
In practice, grain boundaries can be manipulated through different material processes.
These processes include annealing, heat treating, quenching, etc. However, in order to know
what process to accomplish, a calculated energy is needed to be obtained. Overall, the grain
boundary energy of this material is very important. Due to the expensive cost of working with
nuclear fuel, calculating an optimal grain boundary helps cut costs and helps the scientific
community find certain orientations to explore.
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3. Methodology
The methodology behind this study is completely computational. Working directly with
nuclear fuels is expensive, costly, and requires extensive safety measures. Utilizing computer
simulations will help narrow down to a few grain boundary orientations that can be used for
future study (potentially in a lab). The overall simulation procedure first involves building the
grain boundaries using the program Atomsk. In total, 3 types of grain boundaries are built. All of
these grain boundaries are tilt boundaries (reference figure 3), at different planes. These planes
are the (100), (110), and (111) planes. The simulation cells stay the same size for repeatability
purposes, but have noticeable differences. The differences are seen below in section 3.1. After
this, the grain boundary is uploaded to the Georgia Southern computer cluster and a
minimization is run on the boundary using LAMMPS. LAMMPS is a molecular dynamics
simulation. Once this is done, the grain boundary energy is calculated and viewed in OVITO.
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3.1 Building the Grain Boundaries
The program Atomsk will be used to build the grain boundaries for study. According to
the Atomsk website, Atomsk is a free, Open-Source command-line program dedicated to the
creation, manipulation, and conversion of data files for atomic-scale simulations (Hirel 2021).
Atomsk uses command line coding in order to build simulation cells. For this project, Windows
PowerShell was used as the command line. A folder with all important information regarding the
construction of the grain boundary would be found using the command “cd” and then followed
by the file path to the folder. An example of a file path used to build a 40° symmetric tilt
boundary on the (100) plane is shown. In this command prompt, Windows PowerShell is
directing itself to that folder to then perform other actions.

Figure 4: Windows PowerShell guide. An example of how to direct to the folder used to build the
grain boundary. The yellow letter indicates the command. The white letters indicate the file path.

Once the folder is found, two files are needed to build the grain boundary. One is the unit
cell of thoria. The second is the instructions for building the grain boundary as a polycrystal. The
unit cell for thoria can be built in Atomsk. However, it is much easier to import a unit cell of the
material. The unit cell for thoria was imported from the materials project. The Materials Project
harnesses the power of supercomputing and state-of-the-art methods, the Materials Project
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provides open web-based access to computed information on known and predicted materials as
well as powerful analysis tools to inspire and design novel materials (Anubhav et al 2021). Every
parameter needed for the unit cell was found from this database. The unit cell is then uploaded to
the file path as a “.cfg” file and then transferred to a “.xsf” file. The file for the unit cell is shown
in figure 5. A visual of the unit cell viewed in OVITO is seen in figure 6.

Figure 5: The script for the unit cell of thoria.
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Figure 6: A visual of a unit cell of Thoria. The white cells are thorium and the red cells are
oxygen. The reason the other atoms in this FCC structure are not present is because when
placed together to build a grain boundary, the other atoms from other unit cells fill in the
missing atoms. Using a full unit cell would result in overlapping atoms.
Next, the instructions for building the grain boundary are needed. Atomsk uses a text file
to instruct how large the whole simulation cell is, how big the grains are, and how the grains are
orientated. The grains are orientated by their position within the “box”. The box dimensions are
given before the grain locations. After the grain locations with respect to the box are given, an
angle is given to instruct how much to turn the grain. In order to have a 40° grain boundary,
each grain is rotated 20°. An example text file of the grain boundary instructions is shown in
figure 7.
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Figure 7: The text file for the instructions on how to build the grain boundary.

Once this file is complete, the initial grain boundary is ready to be built. Using an input in
Windows PowerShell, the grain boundary is constructed. The command “--polycrystal” is used.
The unit cell, text file with the grain boundary information, and a name for the new files for the
grain boundary are needed after the command. New files like the “.xsf” file to view the grain
boundary, files to look at the simulation cell size, and other information files are developed.
After the grain boundary is developed, the overlapping atoms in the cell must be deleted. This
can be done in a LAMMPS script or in Atomsk. The command “-remove-doubles” along with
the distance the overlapping atoms need to meet to be deleted, the file name of the original grain
boundary, and the file name of the new grain boundary with the deleted doubles is needed. Then,
after the overlapping atoms are deleted, the final “.xsf” is converted into a “.lmp” file with a
simple “lmp” command and the file name of the grain boundary. All the information from the
18

“.xsf” file is saved, but now the file is readable for LAMMPS. An example of these commands
are shown in figure 8. These commands can be typed out at once and processed all together. A
more detailed view of the command running can be found in Appendix A. A picture of the now
constructed grain boundary is seen in figure 9.

Figure 8: The commands to build a grain boundary.

Figure 9: A picture of the completed (100) grain boundary viewed in Ovitio. The top left picture
shows the top of the grain boundary. The purple atoms are Thorium and the red atoms are
Oxygen.
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In total, 3 types of symmetrical grain boundaries are built. Figure 9 shows a grain
boundary on the (100) plane. For the (110) and (111) planes, a slight change in the text file is
needed. Instead of splitting the two grains only along the X axis, the boundary is split on the X
and Y for the (110), and split between all 3 for the (111) plane. After the grain boundary is
created for those specific orientations, a wrap command is used to keep all the atoms within the
simulation cell. The text files and example pictures of the 40° grain boundaries for those
orientations are found in figures 10, 11, 12, and 13.

Figure 10: The text file for the 40° grain boundary on the (110) plane.
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Figure 11: The visual of the 40° (110) grain boundary. While other grains do form once the
wrap command is given, the only area of study is the middle region of the grain boundary where
the atoms line up on the (110) plane. The white atoms are Thorium and the red atoms are
oxygen.

Figure 12: The text file for the 40° grain boundary on the (111) plane.
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Figure 13: The visual of the 40° (111) grain boundary. While other grains do form once the
wrap command is given, the only area of study is the middle region of the grain boundary where
the atoms line up on the (111) plane. The white atoms are Thorium and the red atoms are
oxygen.
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3.2 The Georgia Southern Supercomputer
In order to run these atomic simulations, a normal computer can be used. However, only
using one computer can take time, allowing for very long simulations. To combat the long
simulation times, the Georgia Southern computer cluster was utilized to run the simulations. Like
other computer clusters, “Talon” is a group of computers on the Georgia Southern Campus that
are linked together. They cannot connect to the internet, nor have a monitor to look at. Instead,
they are linked together to run complex and hardware intensive programs. The Talon cluster can
run a job in 3 hours as opposed to a normal computer that could only run it in 3 days. For
example, it would take a normal person a long time to chop down a forest. However, a team of
people can chop down a forest in a shorter amount of time. Each person in the team is working as
hard as the single person was, but are able to share the load of the job and produce results faster.
This is essentially how the computer cluster works.
In order to use the computer cluster to run jobs, a Slurm script is needed to tell the cluster
to run the jobs. According to the Slurm website, Slurm is an open source, fault-tolerant, and
highly scalable cluster management and job scheduling system for large and small Linux clusters
(SchedMD 2021). Slurm is used to schedule the jobs on the cluster. For example, if the job
submitted is large, Slurm will wait until the cluster is not busy to run the job. The Slurm script (a
text file with a ‘.sh’ at the end) tells the cluster what program to open, how many nodes to use,
and to email the user once the job is completed. This file sits with all other files needed for the
program. A picture of the Slurm script is shown in figure 14. A picture of the location of the
Slurm script in relation to the other input files is shown in figure 15.
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Figure 14: A picture of the Slurm scripted used to start jobs on the computer cluster.

Figure 15: A picture of the location of the Slurm script in relation to all other files needed for the
simulation.
Once the Slurm script and all other files are in the correct location, the files path is input
into the cluster interface. Then with the command ‘sbatch slurm.sh’, the job is run on the cluster.
After the job is completed, all output files are found in the same file directory used to run the job,
unless otherwise specified.
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3.3 Calculating grain Boundary Energy
LAMMPS is a molecular dynamics program that can be used to study the energy of grain
boundaries. According to the LAMMPS website, LAMMPS is a classical molecular dynamics
code with a focus on materials modeling. It's an acronym for Large-scale Atomic/Molecular
Massively Parallel Simulator. LAMMPS has potentials for solid-state materials (metals,
semiconductors) and soft matter (biomolecules, polymers) and coarse-grained or mesoscopic
systems. It can be used to model atoms or, more generically, as a parallel particle simulator at the
atomic, meso, or continuum scale (Thompson 2021). LAMMPS is used to calculate the total
energy of the simulation cell after it undergoes minimizations. The original script for this process
was written by Mark Tschopp from Georgia Tech. His tutorial simulation for calculating grain
boundary energy of aluminum (Tschopp 2018) was used as a shell for the script used to calculate
grain boundary energy on thoria. The full script and the output file can be found in appendix B.
The output file is from a simulation of the same 40° boundary that was mentioned under the
Building Grain Boundaries section.
The first part of the script initializes the simulation. Under this section, which can be seen
in figure 16, LAMMPS sets the simulation to simulate a metal, make the simulation 3D, establish
the boundary conditions as periodic for all three directions, and makes the style of the atoms
atomic. Thoria is considered a metal. Therefore, the units needed are metal. Because the unit cell
developed in Atomsk is 3D, the simulation needs to run in 3D. For the project, periodic boundary
conditions were recommended. The atomic style was also recommended. Other styles simulate
more fluent simulations which isn’t required for this project.
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Figure 16: The initial part of the script to start the simulation.
The next part of the simulation imports the structure made in Atomsk and assigns the
atomic potential. As long as the ‘lmp’ file of the grain boundary is in the same file directory as
the LAMMPS script, the file will open and be used. The command ‘read_data’ opens up the
grain boundary. All basic atomic properties like mass and radius, are found in the grain boundary
file. After this is done, the interatomic potential is assigned to the simulation cell.
In order to calculate the total energy of the system, an atomic potential file is used. The
forces between the different atoms are not modeled in the grain boundary file due to the
complexity of the potential. Therefore, the atomic potential file is used to give reference as to
what type of energies the atoms give off in the simulation. According to M.W.D Cooper and
M.J.D. Rushton, we have developed a new potential model describing a range of actinide oxides
which includes many-body effects to improve the description of their thermophysical properties.
The model has been developed to describe the following oxides and as of v1.1 of the model, their
solid solutions: CeO2, ThO2, UO2, NpO2, PuO2, AmO2 and CmO2 (Rushton, Cooper 2019). In
short, this file is used to calculate the energy of the system for thoria. This atomic potential was
recommended to be used as it is one of the newest potentials for the material.
There are different lines of code in the atomic potential section of the script that help
assign the forces to the atoms. The ‘pair_style’ line lets LAMMPS know it is simulating an alloy.
The next line of code, ‘pair_coeff’ reads the atomic potential and signifies the atoms being
26

simulated (Thorium and Oxygen). The ‘neighbor’ line lets LAMMPS know how far to let
neighbor interactions happen. In an atomic simulation, neighbors are the amount of atoms that
have relative forces on each other. If no neighbor radius was given, an atom far away from
another could have an effect on the energy; this disrupts the simulation. The neighbor radius is
based off the sizes of the particles. After the radius is given, the command ‘multi’ is given to
signify there are multiple types of atoms in the simulation. The last command in this section,
‘neigh_modify’, builds the neighbor lists for the simulation. It does this for a number of times to
ensure the proper lists are build. This part of the script can be viewed in figure 17.

Figure 17: This part of the script opens the grain boundary file and sets the interatomic
potential.
Once this is done, LAMMPS must be instructed on what parameters to compute during
the simulation. The three lines of code tell LAMMPS to compute the energy of the atoms during
the simulation. This energy can be viewed in OVITO. The displacement is also needed, but the
displacement can be modeled in OVITO and is not needed in the script. Figure 18 shows the
compute settings of the script.
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Figure 18: The settings to compute the energy of the simulation.
The next part of the script is the minimization. This is where the simulation of the grain
boundary actually begins. In order to calculate the energy of the system, the atoms need to find
their lowest energy state to make the simulation cell stable. Once this is done, the energy
calculations can take place and the grain boundary energy can be calculated. The first step in this
process is the ‘reset_timestep’ line. This line is used more when different simulations are
performed in the same script, but is always useful to put at the front of any minimization to
ensure the minimization isn't recording data from a previous action. Next, the ‘thermo’ line sets
the temperature of the unit cell. The default temperature given was 10 K. There are other ways to
specify the temperature per atom in LAMMPS, but those styles were not used in the simulation.
The ‘thermo_style’ line then sets the parameters on what will be calculated during each step of
the minimization. The direction of the atoms and the energies are computed. The ‘dump’ line
takes all the information from the line above and puts it into a readable ‘.cfg’ file. Multiple dump
files are generated during the minimization and are used to view what the simulation does. The
‘dump_modify’ command then sets the elements that are in the dump files. The ‘min_style’
command sets the type of minimization to be done on the simulation cell. There are multiple
styles to choose from.
For this simulation, the ‘cg’ style is used. According to the LAMMPS directory, style cg
is the Polak-Ribiere version of the conjugate gradient (CG) algorithm. At each iteration the force
gradient is combined with the previous iteration information to compute a new search direction
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perpendicular (conjugate) to the previous search direction. The PR variant affects how the
direction is chosen and how the CG method is restarted when it ceases to make progress. The PR
variant is thought to be the most effective CG choice for most problems (Thompson 2021).
Because the simulation is simple, the cg style is used during the minimization.
The next line in this part of the script states “minimize 1e-15 1e-15 5000 5000”. The
command minimize sets the parameters for the minimization, and the numbers after are the
parameters. The first number is the stopping tolerance for the energy. The second number is the
stopping tolerance of the force. The third number is the max iterations of the minimization. The
final number is the max number of force/energy evaluations. The smaller the first two numbers
are and the higher the second two numbers are, the more refined and precise the simulation is.
Finally, the last command “undump” closes the dump files off. The minimization is shown in
figure 19.

Figure 19: The code to minimize the grain boundary structure.
Once the minimization is completed, the total energy of the system can be computed. The
first set of commands calculate the amount of atoms in the structure, the potential energy, and the
length of the structure, with units in Angstroms. The next set of commands prints the total energy
of the system, and number of atoms in the system, the size of the structure, and the cohesive
energy of each atom. This information is shown in the script in figure 20.
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Figure 20: This part of the script outputs the total energy of the system.

The final part of the script dumps all of the info from the minimizations into the dump
files. The commands are the same as above, but the purpose is to dump the information in order
to view the simulations in programs like OVITO. The final part of the script is shown in figure
21.

Figure 21: The final part of the script.
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3.4 Updated Script
The results from the above script can be viewed in the results. Once this was complete,
updates to the script were made in order to achieve better results. The updates to the script were
to add charges to the atoms as they have a charged interaction between each other. This utilized
the same atomic potential and yielded much better simulation results. The start of the simulation
is the same as the previous script. However, more variables are added in order to make the
structure behave correctly as the structure has charged interactions. Variables are assigned to the
Oxygen and Thorium atoms respectively. Next, the charge type is set. Charge types are preknown values based on the properties of the atoms. Once this is completed, the same information
such as the total energy is computed. This part of the script is shown in figure 22.

Figure 22: The addition to the old script. The charge types help the simulation run smoother.

Once this is done, the atomic potential part of the script is also corrected. The
“kspace_style pppm” is a line used to help solve for charged interactions. Because the atoms in
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the simulation have a charge, this line is required. The “variable SR_CUTOFF” is similar to the
neighbor command but for charged interactions. The cutoff value of 11 was found from Rushton
and Cooper and is also considered a pre-known value for the material. The new “pair_style”
command is “hybrid/overlay coul/long”. These styles are specifically for charged interactions
and take into account neighbor interactions and charged interactions. Finally, the “fix boxrelax”
line helps keep the structure steady during the minimization. According to the Lammps
documentation, “Apply an external pressure or stress tensor to the simulation box during an
energy minimization. This allows the box size and shape to vary during the iterations of the
minimizer so that the final configuration will be both an energy minimum for the potential
energy of the atoms, and the system pressure tensor will be close to the specified external tensor.
Conceptually, specifying a positive pressure is like squeezing on the simulation box; a negative
pressure typically allows the box to expand” (Thompson 2021). This part of the script can be
seen in figure 23.

Figure 23: The new charged interatomic potential. This addition to the other script run the
simulation correctly.
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After these additions to the script the simulations ran a lot better. No other additions were
made. The atomic potential file remained the same, and the grain boundaries themselves
remained the same. The results from these simulations can be viewed in the results section of this
paper.
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3.5 Viewing Results on OVITO
For this project, the program OVITO was used to view the simulations after they ran to
see the energy distribution of the atoms and the displacement of the atoms. According to the
OVITO website, OVITO is a visualization and analysis software for output data generated in
molecular dynamics, atomistic Monte-Carlo and other particle-based simulations (OVITO 2010).
OVITO can be used to visualize the minimization of the grain boundary and see the energy of
the particles as the minimization happens. The first part of uploading the simulation to visualize
in OVITO is to download all files from the simulation. Once all the files are downloaded, they
can be imported into OVITO. Using the click and drag function, all of the dump files from the
simulations can be interpreted and visualized. When the dump files are loaded in OVITO, it will
look like what is in figure 24.

Figure 24: The beginning of the OVITO interface. From here, the energy and displacement of
the atoms can be seen visually.
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Next, adding modifications to the interface can make it so energy and displacement can
be visualized. First, energy information is needed. Under the “Add modifications” section, the
“compute property” modification is selected. The expression and neighbor expression both have
the line “c_csym + c_eng” written. This expression is to visualize the energy per each atom. This
is shown in figure 25.

Figure 25: The functions to type in the compute property section of OVITO.
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Once this is done, the “Color Coding” modification is selected. For the input property,
the total energy done in the last part should already have been selected. From here, each particle
is colored according to their energy. The units for the energies are Kcal/mol, the standard unit
Lammps uses. The visualization should look like the visualization in figure 26:

Figure 26: Visualization in OVITO. This is the initial energy contour of the 40° tilt boundary on
the (100) plane. The blue color represents an initial low energy on the outside atoms of the
simulation cell. These colors change during the simulation.
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Results
For the first script that was run, three data sets were collected. Each data set stayed below
0.3 J/m2. However, issues had arisen with the simulation cells. Above each graph is an example
of the simulation structure before minimization and the structure after minimization. The
structure after minimization has the energy contours applied to it. The structure after the
minimization is discussed after all of the graphs. These are all shown in figures 27 – 35.

Figure 27: The (100) structure at 55°. This is the structure made by Atomsk and is how it looks
like before minimization. The light-red atoms are Thorium and the dark red atoms are oxygen.
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Figure 28: The (100) structure at 55°. After the minimization, the grain boundary did not retain
its shape not keep energy on the grain boundary. The material looked to be melted. However, the
temperature of the system was kept very low.
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Figure 29: The initial results of the (100) boundary. The results pointed to an average grain
boundary energy of 0.2 J/m2. The equation to find the grain boundary energy is the total energy
of the system subtracted by the bulk energy per atom multiplied by the number of atoms in the
system. This is divided by double the grain boundary area due to the periodic boundary
conditions.
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Figure 30: The (110) structure at 55°. This structure is made by Atomsk and then the atoms are
wrapped around each other to keep them all within the simulation cell. The purple atoms are
Thorium and the red atoms are oxygen.
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Figure 31: The (110) structure at 55°. After the minimization, the grain boundary did not retain
its shape not keep energy on the grain boundary. The material looked to be melted. However, the
temperature of the system was kept very low.
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Figure 32: The initial results of the (110) boundary. There seams to be peaks of energy at the 20
and 40 degree marks. Overall, the energy on this boundary is lower than the (100) boundary.
The equation to find the grain boundary energy is the total energy of the system subtracted by
the bulk energy per atom multiplied by the number of atoms in the system. This is divided by
double the grain boundary area due to the periodic boundary conditions.
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Figure 33: The (111) structure at 55°. This structure is made by Atomsk and then the atoms are
wrapped around each other to keep them all within the simulation cell. The red atoms are
Thorium and the red atoms are oxygen.
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Figure 34: The (111) structure at 55°. After the minimization, the grain boundary did not retain
its shape not keep energy on the grain boundary. The material looked to be melted. However, the
temperature of the system was kept very low.
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Figure 35: The initial results of the (111) boundary. The overall energy is higher than the other
two simulations. The equation to find the grain boundary energy is the total energy of the system
subtracted by the bulk energy per atom multiplied by the number of atoms in the system. This is
divided by double the grain boundary area due to the periodic boundary conditions.

Comparing the results with Zheng et al showed promise for the results. The Uranium
Dioxide results showed around 1 to 2 J/m^2. The thorium results were smaller than the uranium
results, but not by an absurdly large margin. Thorium dioxide has different material properties
than uranium. For one, it is less volatile, is found naturally occurring in the Earth, and harnesses
a lot of calm properties as compared to Uranium. Therefore, a lower result than Uranium was not
concerning. Overall, the results seemed promising.
Despite the results gathered, the visualization of the minimizations seemed to be
incorrect. As the structure would minimize, the atoms had large movements as if it was melting.
No structure was retained at the grain boundary and the energy concentration around the grain
boundary would dissipate into the entire model.
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The results above are not the result of too high of a temperature but instead a lack of
input parameters. The script that was used to model this simulation off of was for Al, a relatively
simple metal compared to thoria. After this was discovered, coulombic interactions were
introduced into the script and better results in terms of grain boundary energy were seen. In order
to account for the large cutoff size and neighbor size, the structure was made considerably larger
(2 to 3 times larger). This also helps account for the periodic boundary conditions. After running
the new structure on the new script, the structure had energy concentrations on the grain
boundary. There were some uneven energy concentrations on the edges of the structure. While
this looked troubling, the energy location looked much better than before. The energy of the
structure can be seen in figures 36 - 41. This structure was a 40° tilt on the (100) plane. All
figures are from after the minimization was completed. For the figures, the atoms with yellow
and red color have the highest energy, green is in the middle, and blue is the lowest.
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Figure 36: The final energy structure of the new 40° tilt on the (100) plane. The energy is
concentrated along the grain boundary. This is reflected on the outside of the structure as well.
The energy is mirrored along the outside because of the periodic boundary conditions.
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Figure 37: The outside right side of the structure. The energy concentrations are similar to the
inside grain boundary, but hold a little more energy as evidenced by the lighter green color on
the outside edges of the boundary.
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Figure 38: Inside of the structure on the grain boundary. The color is more solid along the grain
boundary, indicating an excess of energy on the grain boundary. This is also similar to the
outside edge of the structure due to periodic conditions.
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Figure 39: A look from the top of the grain boundary. The energy concentration on the grain
boundary is mirrored on the right and left sides. However, there is still excess energy on the
front of the structure. There is high energy on the top edges which is incorrect. This comes down
to an error in the structure.
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Figure 40: The front of the structure. From this view, the energy concentrations are not equal
across this face. The right side of the front has slightly less energy than the left side. This is
evidence by more dark blue color on the right side than the left side.
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Figure 41: The inside front face of the structure. The energy distribution is equal in this view
meaning internally the energy structure is correct. However, the outside of the structure does not
mirror this structure.

Overall, the energy distribution in the new structure looked much better than the previous
structures. However, the grain boundary energy calculation was very high. After calculating the
grain boundary energy, a value of 141.77 J/m^2 was calculated. This value is extremely high and
is concerning for the simulation. No excess energy should be present at the front of the structure,
but there is excess energy present. The energy distribution at the front of the structure should be
the same as in the middle of the structure, and this is not the case. The reason for this has been
found to be the structure of the grain boundary itself. A small cut needs to be made between the
edge of the boundary and where the rest of the atoms are structured. Essentially, the missing
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atoms at the edge of the structure cause excess energy to form. This excess energy, coupled with
the periodic boundary conditions, renders the simulation incorrect. Small cuts to the structure
before the minimization start might prove to be useful in achieving better results. This would
mean the atom distribution on the sides would be equal, making the energy distribution equal.
Further steps will need to be taken to lower the energy to a more realistic number.
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Discussion and Conclusion
After the results were processed, there is still much to be researched on this topic. While
the initial energy values looked promising, the structure after the minimization was not correct
and yielded unusable results. After introducing coulombic interactions, the energy gradient
looked much better, but there are still problems on the outside part of the structure. Even with a
better-looking energy curve, the calculated grain boundary energy remained very high. Overall,
there is much room to grow the simulation.
A few ideas can be implemented to help find more realistic results. For one, utilizing the
ability for LAMMPS to generate the grain boundary would need to be explored instead of using
Atomsk. After investigating the unit cell, no issues were found with it, but possibly reading the
data from Atomsk incorrectly had an effect on the high energy value. It is possible that
inappropriate cuts were made by the Atomsk software which caused missing atoms at the
boundary of the structure. This resulted in excess energy on the outside of the structure dissimilar
to that of the grain boundary. In the future, a cut would be made slightly into the structure to
eliminate the area of missing atoms Another fix could be making the simulation cell even larger
to account for the periodic boundary conditions. This might yield better results.
Despite the trouble with the results, this paper also serves as a user manual for utilizing
LAMMPS for grain boundary experiments. The scripts are copied in the appendix and can be
modified to fit any type of grain boundary or other molecular dynamics experiment. The
variables in the scripts are explained in the methods, and all commands are findable using the
LAMMPS website. The learning curve in using this software is large; this paper hopefully makes
it a little easier.
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Appendix
A: Commands used to build Grain Boundary:
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B: Initial LAMMPS Script
# ---------- Initialize Simulation --------------------clear
units metal
dimension 3
boundary p p p
atom_style atomic

# ---------- Create Atomistic Structure --------------------# import ThO2 grain boundary
read_data symtilt40.lmp

# ---------- Define Interatomic Potential --------------------pair_style eam/alloy
pair_coeff * * CeThUNpPuAmCmO.eam.alloy Th O
neighbor 2.61 multi
neigh_modify delay 10 check yes

# ---------- Displace atoms and delete overlapping atoms ---------------------

# ---------- Define Settings --------------------compute csym all centro/atom fcc
compute eng all pe/atom
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compute eatoms all reduce sum c_eng

# ---------- Run Minimization --------------------reset_timestep 0
thermo 10
thermo_style custom step pe lx ly lz press pxx pyy pzz c_eatoms
dump
fy fz
dump_modify

2 all cfg 25 dump.sig5_minimization_*.cfg mass type xs ys zs c_csym c_eng fx
2 element Th O

min_style cg
minimize 1e-15 1e-15 5000 5000
neigh_modify every 1 delay 0 check yes
undump 2

# ---------- Calculate GB Energy --------------------variable natoms equal "count(all)"
variable teng equal "c_eatoms"
variable length equal "lx"
variable ecoh equal "v_teng/v_natoms"

print "Total energy (eV = ${teng};"
print "Number of atoms = ${natoms};"
print "Lattice constant (Angstoms) = ${length};"
print "Cohesive energy (eV) = ${ecoh};"
# ---------- Dump data into Data file ------------60

reset_timestep 0
dump

2 all cfg 10000 dump.al_sig5_310_*.cfg mass type xs ys zs c_csym c_eng fx fy fz

dump_modify

2 element Th O

minimize 1e-4 1e-4 2500 2500
undump 2

write_restart restart.al_sig5_310_stgb

print "All done"
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C: Upgraded LAMMPS Script

# ---------- Initialize Simulation --------------------boundary p p p
atom_style full
units metal

# ---------- Create Atomistic Structure --------------------# import ThO2 grain boundary
read_data symtilt40.lmp

variable O equal 1
variable Th equal 2

set type $O charge -1.1104
set type ${Th} charge 2.2208

compute csym all centro/atom fcc
compute eng all pe/atom
compute eatoms all reduce sum c_eng

# ---------- Define Interatomic Potential --------------------kspace_style pppm 1.0e-5
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variable SR_CUTOFF equal 11.0

pair_style hybrid/overlay coul/long 11 eam/alloy
pair_coeff *

*

coul/long

pair_coeff *

*

eam/alloy CeThUNpPuAmCmO.eam.alloy O Th

fix boxrelax_fix all box/relax aniso 0.0 vmax 0.001
thermo 1

thermo_style custom step pe lx ly lz press pxx pyy pzz c_eatoms temp
dump
fy fz
dump_modify

2 all cfg 25 dump.sig5_minimization_*.cfg mass type xs ys zs c_csym c_eng fx
2 element Th O

min_style cg

#Perform minimization
minimize 1.0e-25 1.0e-25 1000 10000
undump 2

# ---------- Calculate GB Energy --------------------variable natoms equal "count(all)"
variable teng equal "c_eatoms"
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variable length equal "lx"
variable ecoh equal "v_teng/v_natoms"

print "Total energy (eV = ${teng};"
print "Number of atoms = ${natoms};"
print "Lattice constant (Angstoms) = ${length};"
print "Cohesive energy (eV) = ${ecoh};"
# ---------- Dump data into Data file ------------reset_timestep 0
dump

2 all cfg 10000 dump.al_sig5_310_*.cfg mass type xs ys zs c_csym c_eng fx fy fz

dump_modify

2 element Th O

minimize 1.0e-25 1.0e-25 1000 10000
undump 2

write_restart restart.al_sig5_310_stgb

print "All done"
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