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Models for unsupervised monocular depth estimation (MDE) have gained
much attention due to recent breakthroughs and the ability to train with un-
labeled data. Despite the state-of-the-art methods performing well on depth
prediction benchmarks, certain artifacts and their performance compared to
their supervised counterparts make them less favorable in certain domains.
This thesis analyzes these models and presents a set of methods for improve-
ment which can be applied in the training process.
Recent papers in unsupervised MDE focus on increasing performance met-
rics on the KITTI benchmark. We show that the results from these methods
can be further improved by (i) providing synthetic training data via the game
engine Grand Theft Auto V (GTAV) and (ii) applying data augmentation
techniques that are consistent with the camera intrinsic parameters of the
model.
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Monocular depth estimation (MDE) is the prediction of depth for every pixel
in a single RGB image. This can be challenging, especially since traditional
computer vision algorithms require a second image taken from another per-
spective to calculate depth. However, humans can intuitively estimate 3D
structure from only one picture due to their past experiences interacting with
the world. Recent state-of-the-art MDE models are coming closer to emulate
this.
In a supervised setting, MDE models are trained using ground-truth depth
data. However, this can be difficult to acquire due to expensive depth sen-
sors, some of which supply only sparse data. Unsupervised MDE circumvents
the issue by using structure from motion (SfM) techniques: giving the ability
to learn structure without depth data. This convenience in data collection,
along with recent breakthroughs [1], has given unsupervised MDE a lot of
attention in the research community. As these methods matured, their per-
formance metrics have become more comparable to their supervised counter-
parts. The ease of data collection also allows wider use in applications such
as self-driving vehicles, augmented reality, and robotic depth perception.
Despite getting astounding results on depth prediction benchmarks such as
KITTI, unsupervised MDE methods face their own set of challenges. Certain
objects are unable to be predicted with reliable structure, and in some cases
the model may completely ignore the depth of an object on the road. These
are the kind of problems that keep unsupervised MDE from being deployed
in certain domains. The content of this thesis is separated into three contri-
butions: (1) an analysis on unsupervised MDE methods and their generaliz-
ability, (2) a photo-realistic synthetic dataset used to increase performance
in the self-driving domain, and (3) a data augmentation training procedure
that is consistent with the loss function of these models. We show through
our experiments how these techniques can help increase the performance and
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2.1 Unsupervised MDE Methods
Unsupervised or self-supervised depth estimation is learned by using 2D im-
age sequences that consist of camera motion. Once learned, the model can
predict depth using only an RGB image. This is typically done using a se-
quence of stereo image pairs or monocular video, the latter being the focus of
this thesis. Training with monocular sequences has added ambiguity in struc-
ture and scaling, but data is easier to obtain. Both methods have generally
the same procedure starting with [1]: two networks for pose and depth are
used. The Pose CNN learns the ego-motion between frames of the sequence
which is used to constrain the learning of Depth CNN, effectively decreasing
the ambiguity of 2D inputs.
Since these methods are based on SfM, assumptions on the training data
are expected for proper 3D-reconstruction, e.g. camera motion, static scenes,
and no occlusions or reflective surface. Different approaches apply their own
novelties to help mitigate assumption-breaking data from contaminating the
learning process. For instance, per-pixel masks are used to distinguish be-
tween valid and assumption-breaking pixels. Zhou et al. [1] do this using
weighted “explainability” values for the mask whereas later methods ([2], [3],
[4]) use binary masks. Some approaches add further constraints to enforce
consistency with other signals such as optical flow, edges, and surface nor-
mals ([3], [5]). The method in [4] addresses occlusions and disocclusions by
reformulating the projection loss function. All these novel additions have in-
creased the performance of unsupervised MDE, but the state-of-the-art still
faces failure cases from assumption-breaking data, resulting in artifacts such
as infinite-depth holes for certain objects and poorly estimated structure of
complicated shapes or highly reflective surfaces [4].
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2.2 Synthetic Data
In cases where it is difficult to acquire, generating data synthetically may be
a viable option for increasing model performance by means of supplementa-
tion. For MDE, this may be more useful in some domains than others e.g.
autonomous driving ([6], [7], [8]). Models can benefit from simulation frame-
works that are highly interactable and have photo-realistic environments so
the generated data is as close to the target data’s distribution as possible.
Simulated data may also come with additional insight unavailable in the
authentic data. The authors of [9] take advantage of the ground-truth dense
depth of synthetic data to increase performance on KITTI, a dataset with
only sparse ground-truth depth data. This approach was done in combination
with image style transfer in order to adapt to the domain of KITTI. Note that
this approach was not attempted on unsupervised MDE methods, and may
likely give poorer results due to the inconsistency between adjacent frames
when style transfer is applied.
2.3 Data Augmentation for MDE
To increase the generalization performance of a model, transforming the in-
put training data is a common practice. However, data augmentation policies
in MDE are very simple compared to other deep learning tasks. Since affine
transformations artificially alter the camera intrinsic parameters, unsuper-
vised approaches stay away from them to avoid affecting the reprojection
loss. In the case of supervised MDE, affine transformations such as rotations
cause invalid pixel data for the corresponding ground-truth depth [10]. The
authors of [11] introduce augmenting data via style randomization resulting
in performance increases when trained on synthetic data. However, this pol-
icy was not assessed when using authentic training data. In the end, most




ANALYSIS ON UNSUPERVISED MDE
We begin by assessing the qualitative results of an unsupervised MDE net-
work for generalization performance. This is done using the model in [4]
trained on KITTI 2015 Eigen split. We then use it to analyze the depth net-
work’s output when feeding in scenes with injected objects. We vary these
objects in size, location, and object-type in handpicked scenes that represent
the KITTI data. Objects chosen are either cropped from KITTI validation
images or from external sources. We measure depth of objects by averaging
over estimated depth values that overlap with the object segmentation mask.
3.1 Object Size
We expect certain objects such as stop signs, cars, and soccer balls to each
have a general size given our past experiences with them. So when we see
these familiar objects in images, we instinctively estimate depth by using
them for scale: an image of a scene with a stop sign that takes up few pixels
Figure 3.1: Typical plots of object depth vs. pixel size. We expect an
inverse relationship between the two variables (left). However, sometimes
the relationship breaks down with large object pixel sizes (right).
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Figure 3.2: Depth maps of injected objects at different pixel sizes. For pixel
size 64 (top), the depth edges are closer to actual object structure than size
128 (bottom).
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is a cue that the sign is probably very far. There are obviously exceptions to
this. The sign may be a miniature or there may be conflicting depth cues from
other objects. However, we expect a relationship between depth and object
size in pixels, assuming the object size in world-coordinates is fixed. Based
on the pinhole camera projection model from [12], the projection equation
(3.1) shows a point (x, y, z) in world-coordinates is inversely related by depth
z and scaled by focal length f , mapping to pixel-coordinate (u, v).






This experiment assesses if this relationship holds under the model’s es-
timated depth outputs. Object pixel size is varied from 16 to 128 pixels in
side length. Besides a few exception cases which we describe in Section 3.2,
the model is able to roughly estimate the inverse mapping for certain object
pixel size ranges. Figure 3.1 contains the typical graphs across scenes and
object types. The first behavior is an expected relationship between the two
variables. However, the second behavior shows a trend of divergence as ob-
ject pixel size becomes too large. Figure 3.2 shows an example of this, and
it is shown that the estimated depth structure breaks down.
We reason that this behavior is due to the global limitations of the CNN
that the model’s depth network is based on. Because the receptive field of
these networks only cover a segment of the input features at a time, depth
of an object can be harder to estimate if it spans the entire field. When also
considering the average pixel size of objects in the training data, these models
may degrade in performance when objects get too close to the camera.
3.2 Object Location
Following the argument of object size in Section 3.1, we expect that an object
of fixed pixel location and pixel size will have roughly the same estimated
depth in different scenes. Similarly, small shifts in pixel location should
not drastically affect depth. However, experiments show this is not the case.
Depth of the object is heavily dependent on the neighborhood that surrounds
it.
Experiments were ran by scanning objects with fixed pixel size across dif-
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Figure 3.3: Examples of estimated object depth of Unsupervised MDE.
Depth of injected objects are heavily influenced by the ground plane they
perceivably rest on.
ferent scenes and recording their depth. Results of the model show three
different general behaviors. The first behavior is present when the object
overlaps with the ground of the scene. Figure 3.3 shows that the depth is
heavily dependent on the plane that it perceivably rests on. This suggests
that the model learns depth of objects based on consistency with surround-
ings rather than scale of the object type.
Figure 3.4 shows the behavior in the case where the injected object overlaps
other objects in the scene. The model now estimates the depth of the object
as an extension of the object it overlaps. This is not expected behavior,
since we expect the object’s depth to be estimated as in front of the object it
overlaps. This could suggest that the model infers structure based on edges
between background and foreground patterns.
The last behavior is presented in Figure 3.5. It is most common in scenes
where the car is driving down a straight road. Objects that are overlap the
road at the bottom of the image are not recognized by the model. Instead, the
depth of the object is estimated as the rest of the road. Figure 3.6 shows the
object depth matches the background depth until we shift the object off the
road, and the structure is estimated again. We also notice similar behavior
whent trained on our synthetic data discussed in Chapter 4. This depth
“blindspot” may be a result of overfitting on the training data. Objects on
the road at this location are rare to see in KITTI and are usually dynamic,
meaning they will have little contribution to the loss function. Artifacts such
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Figure 3.4: Examples of estimated object depth of Unsupervised MDE.
Depth of injected objects are estimated as extensions of structure to scene
objects.
as this affect the practicality of these models. They may also not be properly
assessed by error metrics since the ground-truth pixels are concentrated in
the middle rows of each image.
3.3 Object Type
We experimented with different object types to inject into the scene. This
includes vehicles that were cropped from KITTI images as well as basic
shapes like circles. We noticed the model was able to generalize some depth
of injected foreign objects. Instances such as solid-colored circles and soccer
balls had crisp depth edges.
When injecting vehicle objects into the scene, similar behavior was ob-
served. However, the structures of the vehicles were more three-dimensional
than foreign objects like the soccer ball, which was estimated as more flat.
The model behaved worse on objects with more complicated shapes. Injected
objects such as signs resulted in depth edges that were simplified or were not
recognized. Estimating depth of these kinds of shapes is a known problem
for these models [4].
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Figure 3.5: Examples of estimated object depth of Unsupervised MDE.
Depth of injected objects are estimated as the depth of the road, ignoring
most structure of the object.
Figure 3.6: Estimated depth of object scanned horizontally over a depth
blindspot. The object is scanned across the bottom of input image.
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CHAPTER 4
SYNTHETIC DATA FOR UNSUPERVISED
MDE
Although data collection is easier for unsupervised MDE methods, applica-
tions such as self-driving may still be difficult. This is because the nature
of the data breaks many assumptions: highly dynamic scenes with many oc-
clusions and reflective surfaces. Self-driving models also need data in a wide
variety of environments in order to generalize well. Using synthetic data can
help in these situations.
We use the GTAV simulator by [6] and refined by [7] to develop a syn-
thetic dataset that is supplemented to KITTI training data with the goal
of increasing performance in unsupervised MDE. This simulator was cho-
sen for its similarities to KITTI data and high configurability. Our dataset
contains frames captured at 20 Hz for higher temporal granularity. Frames
were processed to have the same resolution (1242x375) and camera intrinsic
parameters. The camera orientation and vehicle were chosen to resemble the
target configuration as close as possible. The dataset is composed of over
88,000 frames taken in environments that are similar to the target domain.
Samples are shown in Fig. 4.1. Data from the residential areas and over
half of the open road areas are static scenes. Inspired by [13], we force all
vehicles and other objects to be frozen in place, resulting in the training data
containing more valid pixels that obey the model assumptions. Lastly, we
include extra data that is not found in the target data, including dense depth
maps, camera extrinsic parameters, and vehicle segmentations.
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Figure 4.1: Comparison samples between synthetic GTAV data (left) and





Augmentation policies for unsupervised MDE are relatively simple, consisting
of only horizontal flipping and photometric transformations (hue, saturation,
channel-flipping, etc.). Other affine transformations are avoided due to the
nature of calculating the loss function. For [4] and other unsupervised MDE
methods like it, the photometric reprojection error Lp is minimized for each
image frame It and its adjacent frames It′ where t
′ ∈ {t − 1, t + 1}. The
projective transform is then taken for frames It′ using the predicted depth
map Dt, ego-motion Tt→t′ , and intrinsics K, resulting in an aligned image












where pe is the photometric error function justified in [14], [15]. The following
projective transform maps homogeneous pixel coordinates p in It′ to p
′ in It′→t






In order for an affine transform A to be consistent with Lp, it should be
applied to It and its adjacent frames It′ . We define the transformed It as
Ît = AIt and similarly for Ît′ . This results in pe to take Ît and Ît′ as input as




We assess the quality of our contributions through different studies. Specif-
ically, we experiment with the synthetic GTAV dataset and data augmen-
tation policies to see how they can increase results of unsupervised MDE
methods and their performance on the KITTI 2015 dataset. These experi-
ments are tested using the Monodepth2 model by [4].
6.1 Synthetic Data Pretraining
Unsupervised MDE models have seen improvement in performance when
pretrained on certain datasets [4]. This experiment takes the idea further by
utilizing synthetic data similar to the target domain. More specifically, we
use a model pretrained on our synthetic data to substitute the requirement
of additional training data from the target domain. This allows us to get
similar performance using less target domain data by taking advantage of
synthetic data pretraining. Table 6.1 shows the results of our method. With
only half the data, we are able to achieve similar metrics to the baseline. At
ten percent, the model is still able to give comparable performance.
Table 6.1: Results of synthetic data pretraining tested on KITTI 2015
Eigen split. Different percentages of training data are kept in the training
set with samples selected at random. The baseline uses no pretraining and
is trained on the original Eigen split.
Train Abs Rel Sq Rel RMSE RMSE log δ < 1.25 δ < 1.252 δ < 1.253
baseline 0.125 0.983 5.035 0.205 0.859 0.954 0.979
100% data 0.129 1.098 5.268 0.210 0.855 0.951 0.977
50% data 0.131 1.071 5.166 0.211 0.849 0.950 0.978
25% data 0.138 1.199 5.293 0.218 0.841 0.946 0.976
10% data 0.140 1.165 5.322 0.219 0.833 0.945 0.976
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Table 6.2: Results of unsupervised MDE model with different affine
transform data augmentation policies: (S) - Scale, (R) - Rotation, (C) -
Crop.
Train Abs Rel Sq Rel RMSE RMSE log δ < 1.25 δ < 1.252 δ < 1.253
baseline 0.125 0.983 5.035 0.205 0.859 0.954 0.979
S 0.126 1.056 5.116 0.207 0.860 0.953 0.978
R 0.128 1.064 5.146 0.209 0.856 0.951 0.978
S + C 0.131 1.108 5.265 0.213 0.852 0.949 0.977
S + C + R 0.132 1.138 5.217 0.212 0.854 0.950 0.977
We have tried other configurations with synthetic data such as joint train-
ing with target domain data. This however did not lead to improvement as
we believe the distribution of each domain is still too different.
6.2 Data Augmentation Policy Study
In this experiment, we add different affine transforms into the data augmen-
tation policy of an unsupervised MDE model in attempt to increase per-
formance metrics. We train a model using the following affine transforms:
rotation, resizing, and cropping. Each affine transform is performed inde-
pendently with 0.5 probability. Table 6.2 shows the results of different data
augmentation policies.
The results show little to no improvement when adding affine transforms.
However, we have noticed smoother loss curves, and more stable training.





This thesis has illustrated ways for unsupervised MDE models to learn how
to generalize better in order to close the performance gap between super-
vised counterparts. Our work has given insight on how unsupervised MDE
models estimate the depth of objects in a scene, and shows areas where these
models can improve. Our other two contributions are methods that can
be applied to these models in order to increase generalization performance.
This includes utilizing synthetic data that better follows model assumptions
and that closely resembles the target data. We also show how adding a loss-
consistent data augmentation policy can maintain the integrity of data during
training. Together, these contributions are able to improve the performance
of unsupervised MDE models both qualitatively and quantitatively.
The methods of this thesis also leave room for future work. For instance,
the global limitations of MDE models shown in Section 3.1 give direction to
more spatial-aware approaches such as [16]. We can also experiment with
the use of image/video style transfer from methods like [17], [9] in order
to adapt synthetic data to align more closely with the distribution of the
target data. Other forms of transformations (projective) and policies for
data augmentation can be further explored to find a policy that is more
effective for learning MDE. Also, by having access to the camera extrinsic
parameters of the synthetic data, we can better evaluate the pose network
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