Introduction
Extensive research has been conducted on the stress-strength model. This model involves two independent random variables X and Y , and the parameter of interest is the probability R ≡ P (X ≥ Y ). This function has attracted a great deal of attention in the literature because of its wide applications. Naturally, from the engineering point of view X and Y can represent the strength of a structure and the stress imposed on it. With this interpretation the probablility R is often called the reliability parameter which will be used in this article. In addition to its applications in engineering, stress-strength model is also applied in many other fields. For example, in a medical application let X represent the response for a control group and Y represent the response for a treatment group (Simonoff, Hochberg, and Reiser (1986) ; Hauck, Hyslop, and Anderson (2000) ). In this case the probability P (X ≥ Y ) measures the effect of the treatment. The probability R ≡ P (X ≥ Y ) can also be used for bioequivalence assessment (Wellek (1993) ). It is frequently used to assess the effectiveness of diagnostic markers in distinguishing between diseased and healthy individuals (Reiser (2000) ). In biology, this probability is useful in estimating heritability of a generic trait (Schwarz and Wearen (1959) ).
An extensive review of this model is presented in Kotz, Lumelsdii, and Pensky (2003) . The most recent work on the topic was published by Saracoglu and Kaya (2007) , Krishnamoorthy, Mukherjee, and Guo (2007) , Baklizi (2008a , b), Eryilmaz (2008a 2010) , Kundu and Raqab (2009), Rezaei, Tahmasbi, and Mahmoodi (2010) and the references therein.
In the literature, various distributions of X and Y are considered which include exponential, normal, Weibull, etc. Krishnamoorthy et al. (2007) gave the test and interval estimation procedures derived from the generalized variable approach for two-parameter exponential case when both the location and scale parameters are unknown. Baklizi (2008a, b) derived estimators and confidence intervals by considering both one and two-parameter exponential cases with record values and lower record values. Constantine, Karson, and Tse (1986) considered the case when both X and Y have gamma distributions. It was assumed there that the two scale parameters are unknown but the two shape parameters are known integers. Under these assumptions they derived UMVUE and MLE of R and obtained exact interval estimation of R.
In this article we will study the same model while X has exponential distribution and Y has gamma distribution. It is assumed that the shape parameter of the gamma distribution is known, however it can be any positive real number and is not restricted to be an integer. The thesis is organized as follows. The MLE and UMVUE of R are derived in Section 2. A pivotal quantity is presented in Section 3. Some inference about R derived from this pivot will also be shown in Section 3. It has been discovered that the pivot can be used for testing hypothesis, and the rejection region are obtained accordingly. A procedure of constructing the confidence intervals for R is derived. In section 4, I present results of numerical studies based on Monte Carlo simulations. It is observed numerically that even though the MLE of R is biased, it is superior to the UMVUE for its MSE is about the same as that of the UMVUE, and is actually smaller most the time, and furthermore its computation is much easier.
Point Estimation of Reliability Parameter
Let the random strength X have exponential distribution with probability density function f X (x) = λe −λx , x > 0 and the random stress Y have gamma distribution with probability density function
where the shape parameter γ is known but the scale parameters λ and τ are unknown.
Our quantity of interest is the reliability parameter R defined as
Suppose that X = {X 1 , ..., X m } is a simple random sample from the strength population and Y = {Y 1 , ..., Y n } is a simple random sample from the stress population, where m and n do not have to be the same.
In this section we will first derive the uniformly minimum variance unbiased estimator (UMVUE) of R. Then we will derive the maximum likelihood estimator
Proof. Obviously the indicator function
is an unbiased estimator of R. Moreover, (U, V ) is the sufficient and complete statis-
Hence, according to the Blackwell-Rao and
In order to find P (X 1 > Y 1 U, V ) we need to derive the conditional distribution of X 1 given U = u and the conditional distribution of Y 1 given V = v. By using the routine way of multivariate change of variables it can be shown that the conditional
Here B(a, b) is the beta function, i.e.,
.
Thus, the desired UMVUER is given bỹ
In the following let us consider two cases:
In this case x ≤ u implies x ≤ u ≤ v and min(x, v) = x. Let t = y/v and s = x/u, then from (1)
We express the integral in (1) as the sum of two other integrals as follows
Note that on the interval (0, v) we have x ≤ v and so min{x, v} = x, and on the interval (v, u) it holds that x ≥ v and consequently min{x, v} = v. From these observations we see that
Finally, from (2) and (3) we obtain the desired result.
The expression ofR given in Theorem 1 is complicated because the known shape parameter γ can be any positive real number. However, in the case when γ is an integer, then simple expression forR can be obtained as follows.
Theorem 2. Suppose that the shape parameter γ is a known integer. Then it follows
Y j = v, according to Theorem 1 the UMVUẼ R is given as
Therefore, the desired result follows.
To derive the MLER of R we need to derive the closed-form formula of R.
Theorem 3. The reliability parameter R is given as
Proof. The reliability parameter R is given by R = P (X > Y ). By conditioning on
So, the result follows.
With the help of Theorem 3 the MLE of R is readily available.
Theorem 4. The MLER of R is given aŝ
Proof. It is easy to see that the MLEs of λ and τ arê
Because of the invariance property of MLE we immediately obtain
Thus, the desired result follows.
Inference about R Based on Pivot
We will keep the same notation used in the previous section. For example, the MLE of λ isλ = 1/X and the MLE of τ isτ = γ/Ȳ . First let us search for a pivot.
Theorem 5. Define
where ρ = τ /λ. Then Q is a pivotal quantity and has F-distribution with numerator degrees of freedom 2m and denominator degrees of freedom 2nγ, i.e., Q ∼ F (2m, 2nγ).
Proof. Note that 2λX i ∼ χ 2 (2), where χ 2 (ν) denote Chi-Square distribution with ν degrees of freedom, since X i follows exponential ditribution with mean 1/λ. Thus
Similarly, we see that
Therefore,
because of the independence ofX andȲ .
On the basis of Theorem 5 the reliability parameter R can be expressed in terms of F-distribution.
Theorem 6. The reliability parameter R is given by R = R(ρ) = 1 − F (γ/ρ; 2, 2γ) and strictly increase in ρ.
Proof. By the definition of the reliability parameter R it follows that
where random variable ξ ∼ F (2, 2γ) and F ( · ; 2, 2γ) is its cumulative distribution function (CDF).
From Eq.(5) it is clear that R strictly increases in ρ > 0.
For any R 0 ∈ (0, 1) it is easy to see that there exists a unique ρ 0 > 0 such that R(ρ 0 ) = R 0 . Actually ρ 0 is determined by the equation
according to Theorem 6. 
Then statistic Q 0 = γX/ρ 0Ȳ can be used as test statistic with rejection region
Proof. Note that the null hypothesis R = R 0 is equivalent to H 0 : ρ = ρ 0 . From Theorem 5, it follows that Q 0 ∼ F (2m, 2nγ) . Therefore, the size of this test is α.
Following the similar argument, we can obtain the two results below.
Theorem 8. The pivot Q 0 can be used for testing hypothesis
The associated rejection region is
Proof. It is sufficient to show that the size of this test is α, i.e.,
Then null hypothesis R ≤ R 0 is equivalent to H 0 : ρ ≤ ρ 0 by Theorem 6, where ρ 0 is determined by Eq.(6). Hence, it suffices to show that
We have
This ends the proof.
Theorem 9. Consider testing hypothesis
The test that uses test statistic Q 0 along with rejection region
Proof. It is the same as Theorem 8.
At the end of this section we derive a procedure for constructing confidence interval of R can be obtained as
Proof. According to Eq.(5) the reliability parameter R is given as
It then follows from Theorem 5 that 2nγ) ; 2, 2γ .
and consequently the desired result.
Numerical study
In this section we will conduct simulation studies in which the shape parameter of the gamma distribution is γ = 1.25 and γ = 4.5 in Example 1 and Example 2 respectively. Three cases of R = 0.3, 0.6 and 0.9 are considered. Using N = 10000
replications, in Tables 1-3 we Because of the unbiasedness property ofR, the average ofR is almost a straight line from (0, 0) to (1, 1). The average ofR has only very slight deviation from the true R.
For the case of m = n = 5 the solid line curve in Figure 2 shows the behavior of the difference between the average of the observed N = 10000 values ofR and the true value of R ∈ (0, 1). The difference is of the order of 10 −3 . The dotted curve in Figure 2 shows the similar picture for the MLER with error of order of 10 −2 . And it is notable that the MLER overestimates when R is small and underestimates when R is large.
For the case of γ = 1.25 Figure 3 shows the behavior of the Mean Squared
Error ofR for sample sizes m = n = 5, 10, 20, 30, 40. It is obvious that the MSE ofR decrease while the sample sizes increase. And the decreasing speed is also decelerated with the increasing sample sizes. The behavior of the MSE ofR follow the same pattern as shown in Figure 4 .
Example 2.
In this second example, similar computation is done but with shape parameter of gamma distribution γ = 4.5 and the scale parameter λ = 2 and τ = 6. 520, 16.638, 84.425 according to R = 0.3, 0.6, 0.9 following Theorem 6. The estimates of R and MSE in the cases R = 0.3, 0.6 and 0.9 are listed in the Table 4 -6. For m = n = 5 the average of the observed N = 10000 values ofR and the average of the observed N = 10000 values ofR versus the true value of R ∈ (0, 1) is given in Figure 5 . The difference of R and the average of N = 10000 simulated values are plotted in Figure 6 . Figure 7 and Figure 8 show the behavior of the MSE ofR andR respectively.
From the above two examples, it is noticed that even thoughR is a biased estimator of R its MSE is about the same as that ofR and actually is smaller than the MSE ofR. Considering this and the fact that the computation ofR based on Theorem 1, is more complicated than that ofR based on Theorem 4, the MLER is recommended for estimating the reliability parameter R. 
