Abstract. We introduce a variational principle suitable for the computational modeling of crystalline materials. We consider a class of materials that are described by non-quasiconvex variational integrals. We are further focused on equlibria of such materials that have non-attainment structure, i.e., Dirichlet boundary conditions prohibit these variational integrals from attaining their infima. Consequently, the equilibrium is described by probablity distributions. The new variational principle provides the possibility to use standard optimization tools to achieve stochastic equilibrium states starting from given initial deterministic states.
it to the Martensitic phase and deforms the body, the material will resume to the original "remembered" reference shape when the temperature is raised.
At the root of this transformation is the structure Helmholtz free energy for these materials. At high temperatures, this energy has a quadratic structure with respect to the lattice deformation gradient. Thus at the thermodynamically stable minimum, the material will exhibit one stable, undeformed state. At low temperatures, however, the Helmholtz free energy has many minima corresponding to each of the stable Martensitic states (24 in the case of Nickel-Titanium).
Furthermore, various engineering constants such as the specific heat and elastic modulus change depending on which state the material is in. Thus if some of a Shape Memory Alloy is in the Martensitic phase, while the rest is in the Austenitic phase, these constants can vary throughout the body. Hence models using Shape Memory Alloys must encompass the macroscopic scale of the overall system, while also retaining information about the microscopic scale of the crystal lattice.
2E Q UILIBRIUM CONFIGURATIONS OF CRYSTALLINE MATERIALS
Shape memory materials are a notorious example of Crystalline Materials. These alloys develop a striated microcrystalline structure: a mosaic of lamella of coherent compound twins, formed by alternation of phases with symmetry related atomic lattices. Mathematically, the deformation gradients are constrained to attain values from a certain finite set of matrices while subjected to Dirichlet boundary conditions. Their equilibrium properties can thus be described by differential inclusions. Given a set of matrices A ⊂ Ê m×n , and given a boundary function g ∈ W
where Ω ⊂ Ê n , n =1 ,2 ,3 ,i sa nopen set, u : Ω → Ê m ,andDu is a matrix of the first derivatives in Ê m×n . The existence of solution(s) to (1) is far from being understood, especially for m>2 .W er efer to [1] for extensive treatment of this problem. It seems that if Dg ∈ Interior co-A then the problem has a dense set of solutions (in the sense of Baire category) while if Dg ∈ ∂ co-A then the solution can be characterized only in the stochastic sense. If dist (Dg, co-A) > 0 then there is no solution. The symbol "co-" stands for various convex hulls of A: quasi-convex, polyconvex, and rank-1 convex hull.
The differential inclusion (1) can be posed as a constrained minimization problem
where W is a smooth positive density that vanishes on SO(n)A, SO(n) denotes the set of Simple Orthogonal rotations in Ê n . We address the following problem. Let us assume that Dg ∈ ∂ co-A,a n dl e ta s assume that this condition guarantees existence of a minimizing sequence {v n } n∈AE of the problem (2) which converges weakly- * to a macroscopic state. The assumption Dg ∈ ∂ co-A is compatible with lack of lower semicontinuity, i.e. the infimum in (2) is not expected to be attainable. We wish to construct a stochastic variational principle which guarantees that standard optmization tools can be used to relax the constrained minimization problem (2).
LATTICE SYMMETRY PHASE CHANGE
Alloys such as Nickel-Titanium or Indium-Thallium are typical examples of Shape Memory Materials. These alloys exhibit multiscale domain patterns described by gradients of weakly differentiable maps u : Ê n → Ê n that can come close to the solution of the following differential inclusion:
The matrices F i are assumed to be positive definite and linearly independent. Typical examples of these matrices are associated with crystallographic theories, [3] . We note that there does not exist any functional representation for the solution of (3). This is because it is necessary to create oscillations in the gradients with unlimited frequency to meet the boundary condition between the Austenite and Martensite states.
3R EPRESENTATION OF NON-ATTAINABLE STATES
Typical minimizing sequence of (2) will converge weakly, likely weakly- * , to its expected value, i.e., an average, in an appropriate Sobolev space. Since we do not expect the variational integral in (2) to be weakly lower semicontinous, we assume that
Here, {u n } n∈AE ⊂ W 1,∞ (Ω) is a minimizing sequence and u ∈ W 1,∞ (Ω) is its weak- * limit. Translation of (4) into the framework of material science would imply that the function u representing, e.g., the averaged deformation of a composite or Shape Memory Alloy, does not carry any pointwise information. Yet, a precise description of the spatial composition of deformation gradients is needed to access the elastic properties of these materials, and is also necessary as an input for thermodynamical models [5] .
In order to overcome this difficulty we may suppose that for any density W ∈ C 0 (Ω) which has at least a quadratic growth at infinity there exists a function W ∈
for any ω which is a compact subset of Ω. The function W does not remember anything about the equilibrium structure of the material. This is encoded into the density W . Though more importantly, the function W does tell us about the pointwise distribution of the elastic energy density W . We can obtain the spatial microstructure of the gradients Du n for large n by comparing at a given point x the value W (x) with W (s)
for some s ∈ Ê m×n belonging to an equlibrium set of W . The function W can be obtained by integral representation using a Radon probablity measure µ x . Namely,
The representation (6) can be derived by a standard Riezs argument [6] . We note that if the minimizing sequence {u n } n∈AE would converge strongly to its weak limit then 
The key observation is that the Radon measure µ x can be approximated. Indeed, we can construct a measure applicable to any Borel subset of the domain Ω by, for almost all x,
It is quite direct to show that [3] lim
First since
and realizing that
and defining the averaged measure
we obtain from (11)-(13), and in view of the weak- * convergence
that
It follows from the Lebesque differentiation theorem that
which verifies (10). The Radon measure µ x has a very natural structure in the case of various alloys undergoing symmetry phase change described in Section 2.1. The structure can be seen quite directly from its approximation (9). It is possible to show that
in the case (3), [4] . The corresponding smooth and positive energy density W must then vanish on the set
The function λ = λ(x) represents the probablity that at a point x the material is deformed with the deformation gradient F 1 . Usually, this ratio is called volume fraction.
It follows directly from the definition (9) that
For (19) to be valid, the minimizing sequence must become stochastic in its derivative. This represents a major challenge for the optimization, numerical and computational approaches. Desirable methods are those which can generate a stochastic state from the initial deterministic one. It is easy to construct such sequences using self-similar periodic construction. It is however impossible to reconstruct such sequences computationally using "off-the-shelf" tools. We address this issue briefly in the next Section 4. We strive to compute the volume fraction using a stochastic variational principle that will guarantee that any minimizing sequence becomes asymptotically a weak white noise, c.f., Section 5. This seems to be the key selection principle. Such sequences can be obtained computationally despite all the limitations implied by any kind of finite dimensional approximation, which prohibit the convergence otherwise.
4W EAK WHITE NOISE
We have shown in [2] that the Steepest Descent applied to (2) with A corresponding to the double-well problem, i. e. A = F 1 ∪ F 2 , rank(F 1 − F 2 )=1 ,n=2 ,3 ,does not generate relaxing sequences. In other words, there exists a deterministic limiting state corresponding to a deterministic initial guess and not a limiting stochastic state describing the infimum of the energy. This means in terms of any minimizing sequence {u n } n∈AE that it converges strongly to a function in the norm of some Sobolev space. In this case, the reconstruction procedure (19) for computing the volume fraction cannot provide a reliable approximation. The structure of the argument used in [2] indicates that the Steepest Descent itself is not at fault. Rather, it is the construction of the minimization problem. The reason is that an energy density that is absolutely stable on SO(n)A ought to include coupling between the micro-and meso-scales in order to provide a pathway on the microscale local lattice distortion level to connect the absolutely stable states.
In the computational practice, the initial iteration for the Steepest Descent is obtained by a superposition of the averaged state (the weak limit) with superimposed numeric noise. Typically this leads almost immediately to a convergence of the minimizing sequence to the nearest local minimum. The evalution of the volume fraction based on such sequences using (19) yields results with almost 50% error. We demonstrate this phenomenon in Section 6.
The variational principle we introduce imposes a forcing mechanism prohibiting the minimizing sequences to adhere to any state where possible spatial correlation can occur. This mechanism prohibits the minimizing sequence to converge to any of the many (possibly countably many) local minima of the variational integral (2) .
The following Definition establishes how we interpret the notion of weak white noise in the discussed framework. 
Definition 41 We say that a sequence {u
The first condition is
The second and the third conditions are that for almost all τ ∈ Ê the covariance operator E has the following two properties 
We assume that the functions Du n are extended periodically onto Ê m×n for u n (x + τ ) to be defined where x + τ / ∈ Ω. We note that E is non-negative.
5O NE DIMENSIONAL STOCHASTIC VARIATIONAL PRINCIPLE
We define the Principle in one spatial dimension in order to remove unnecessary technical issues. We assume that the density W = W (u ) in (2) should be written as
The contribution W meso encodes the information about the equlibrium state of a given material and the W micro contribution guarantees that any minimizing sequence becomes weak white noise in the sense of Definition 41. In addition to the coercitivity of the variational integral in (2), we also assume that
This is enough to guarantee that any minimizing sequence will convenverge macroscopically to a function g, i.e., u n g weakly in e.g. W 1,2 ((0, 1)) .
In order to obtain a computationally feasible problem, we insist that among all (uncountably many) possible minimizing sequences having the propoerty (25), the ones which become asymptotically weak white noise are computationally desirable. Our approach consists in the introduction of a W micro (x, s) term which can be relaxed only by such sequences. We demonstrate a possible construction on a one dimensional problem in the framework of finite element approximation. Let us assume that u h is an element of some finite element space defined on a regular mesh with size h. Then we define
Here g h represents the projection of the weak limit g in the given finite element space. We evaluate the coefficients z k h using the fast Fourier Tranform. Let as set h =1/n.We havethe following Theorem.
Theorem 51
There exists asymptotically weak white noises sequences u 1/n .
We give a sketch of the proof. We construct independent random variables Y 1n ,
where φ A (x) denotes the characteristic function of the set A,i.e.φ A (x)=1if x ∈ A and φ A (x)=0if x/ ∈A .S tandard probabilistic arguments are used to show that this is an asymptotically weak white noise with probability one, hence that there exist sequences satisfying the definition. From this discussion we see immediately the following Theorem 52 Any asymptotically weak white noise sequence u 1/n satisfies
We conjecture that the converse is also true -i.e. that if W micro (u 1/n ) → 0 then u 1/n is an asymptotically weak white noise sequence in the sense of Definition 41.
6O NE DIMENSIONAL COMPUTATIONAL EXAMPLE
We present in this section a computational example in which we approximate a solution of the following differential inclusion
for all x ∈ (0, 1).
We construct the approximate solutions as minimizing sequences {u n } n∈AE ⊂ W 1,4 (0, 1) generated by the Steepest Descent minimization of the functional
where the density W micro is defined by (26). We note that the differential inclusion (29) is the one dimensional analog of (1) with A = {−1, 1}. The calculations described in the caption to Figure 1 show clear advantage in using the stochastic term in getting the appropriate relaxing sequences. 
