New asymptotic bounds for self-dual codes and lattices by Rains, Eric M.
IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 49, NO. 5, MAY 2003 1261
New Asymptotic Bounds for Self-Dual Codes and
Lattices
Eric M. Rains
Abstract—We give an independent proof of the Krasikov–Litsyn
bound (1 5 1 4) 2 on doubly-even self-dual binary codes.
The technique used (a refinement of the Mallows–Odlyzko–Sloane
approach) extends easily to other families of self-dual codes, mod-
ular lattices, and quantum codes; in particular, we show that the
Krasikov–Litsyn bound applies to singly-even binary codes, and
obtain an analogous bound for unimodular lattices. We also show
that in each case, our bound differs from the true optimum by an
amount growing faster than ( ).
Index Terms—Asymptotic bounds, linear programming, mod-
ular lattices, saddle-point method, self-dual codes.
I. INTRODUCTION
I N [10], [9], Mallows, Odlyzko, and Sloane proved the fol-lowing result
Theorem: Let be a doubly-even binary self-dual code of
length and minimum distance . Then . More-
over, for any constant , one has for sufficiently
large .
as well as analogous results for ternary codes and even uni-
modular lattices. The first claim has since been extended to
singly-even binary self-dual codes [15], and analogous results
have been obtained for even strongly modular lattices [12], [13]
and odd strongly modular lattices [19], including the odd uni-
modular case.
Regarding the asymptotic claim, essentially the only im-
provement is the bound of Krasikov and Litsyn [7].
Theorem: Let be a family of doubly-even binary self-dual
codes of length tending to infinity. Then
(1.1)
However, it is unclear to what extent their argument extends to
the other cases of interest (especially the lattice cases).
In the present paper, we give a new technique for de-
riving bounds on self-dual codes and modular lattices. In the
doubly-even binary case, our bound is precisely the Krasikov–
Litsyn bound; the difference is that our technique easily
generalizes. The basic idea (following [9]) is to use invariant
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theory to construct linear relations that must be satisfied by
the weight enumerator of a self-dual code. In the doubly-even
binary case, the simplest such relation gives ;
to obtain their asymptotic improvement, Mallows, Odlyzko,
and Sloane also take into account the second-simplest relation.
Somewhat surprisingly, our bounds also only use these two
relations; equivalently, we only consider the coefficients of the
weight enumerator up to weight .
To compute the coefficients of these relations, we use the
Bürmann–Lagrange theorem to express them as coefficients
of certain power series, which we asymptotically analyze via
Cauchy’s integral and the saddle-point method. Under suitable
conditions on the power series, we can then show that their
coefficients in certain ranges are asymptotically uniformly
positive, and thus give a contradiction unless the minimum
distance bound holds. This necessitates a certain amount of
analysis, which we deal with in Section II. Then, in Section
III, we give our main theorem, Theorem 3.6. This is stated in
some generality (regarding the minimum valuations of certain
families of power series with nonnegative coefficients), so as to
include most of our applications as special cases. We state these
special cases in Section IV; see Theorem 4.1 for (most) codes,
Theorem 4.2 for even modular lattices, and Theorems 4.3
and 4.5 for codes over . The remaining applications not
directly dealt with by Theorem 3.6 are considered in Section V;
see Theorem 5.1 for (singly-even) self-dual binary codes,
Theorem 5.2 for odd modular lattices, and Theorems 5.5
and 5.6 for quantum codes.
As we remarked, our improvements on the main Mal-
lows–Odlyzko–Sloane bounds are obtained by considering the
first two relations coming from invariant theory, rather than just
the first. In Section VI, we consider the possibility of improving
the bounds by using the first relations. In fact, it turns out
that, despite the significant improvement between and
, increasing beyond does not give a better bound
on . We do, however, obtain a slight lower order
improvement (Theorem 6.1); increasing gives an
improvement on the bound on . In particular, each of our
bounds differs from the true optimal minimum distance (norm)
by an amount growing faster than .
II. LEMMAS
We will use the notation to refer to the coefficient of
in the (formal) Laurent series . We also use the notation
(2.1)
to say that for all .
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Lemma 2.1: Let be a Laurent series convergent on an
annulus . If , then we have the
bound
(2.2)
valid on the annulus. If and are both nonzero
for some , then equality can hold only when .
Proof: We have:
(2.3)
with equality only when there exists such that for
all with nonzero. Dividing two consecutive such equations,
we obtain as required.
The Hadamard three-circles theorem then immediately im-
plies that is strictly convex, for . In
fact, we have the slightly stronger statement.
Lemma 2.2: Let be a Laurent series convergent on an
annulus , and not proportional to for
any . If , then for
(2.4)
Proof: Setting , we have
(2.5)
Now, is positive on , so we may freely multiply
by ; we thus need to show that
(2.6)
Now, the left-hand side has a Laurent series convergent in the
original annulus, namely,
(2.7)
(2.8)
Since this , and has at least one nonzero coefficient, the de-
sired inequality follows.
Lemma 2.3: Let be real power series both convergent
in the circle . Suppose furthermore that , with
both and positive. Then for any compact subset
on which is positive, and for all sufficiently large
(depending on )
(2.9)
whenever , with .
Proof: It will suffice to show that
(2.10)
with error uniform on any interval with ,
since then on , is bounded away from , while the error
converges uniformly to . We split into two cases:
and .
In the first region, we claim that for all sufficiently large ,
and for
(2.11)
with error uniform in . By Cauchy’s residue theorem
(2.12)
Now, , so we have the uniform estimates
(2.13)
(2.14)
and thus,
(2.15)
Now
(2.16)
so it remains to show that
(2.17)
is bounded. But, setting and rescaling , this is
(2.18)
by the known asymptotics of Bessel functions.
We now consider the case . Here, we claim
(2.19)
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again with uniform error. Again, Cauchy’s integral gives
(2.20)
Since
(2.21)
is continuous and negative for , , there
exists a positive constant such that
(2.22)
in that region.
In particular, when , we find
, and thus
(2.23)
Since is bounded, we find that the contribution of this
region to the integral is negligible.
Now, consider the region . Since
(2.24)
is continuous for , , we find the uniform
estimate
(2.25)
or upon exponentiation
(2.26)
Similarly
(2.27)
and thus,
(2.28)
Since
(2.29)
the claim follows.
Remark: Note that we only used the fact through the
conclusions of the previous two lemmas.
Away from , we can give much stronger estimates (which
will be used in the final section).
Lemma 2.4: Fix radii , and let and
be Laurent series convergent on a neighborhood of the an-
nulus ; suppose further that and has two
consecutive nonzero coefficients. Let ,
and for each , define a power series by
, , and
(2.30)
Then, for all integers and for , we have the
asymptotic estimate
(2.31)
with error uniform in .
Proof: Note that
(2.32)
Since , we conclude that converges for
for some independent of , and satisfies
.
By Laurent’s theorem
(2.33)
Now, as before, we can restrict the integral to any uniform neigh-
borhood of , with exponentially small error. In particular, we
may restrict to a neighborhood affording the change of
variable . The integral thus becomes
(2.34)
Now, we have the uniform estimate
(2.35)
Since
(2.36)
the contribution of the error term is as required. Once we re-
move this term, the integral can be extended to , again giving
uniform exponentially small error. Evaluating the resulting
Gaussian integral gives the desired result.
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For our purposes, we will need a version of this valid in the
neighborhood of a zero of . Define polynomials for
integers via the generating function
(2.37)
In particular, is a monic polynomial of degree , and
(2.38)
(2.39)
(Thus, are just rescaled Hermite polynomials.) In terms
of , the above estimate becomes (replacing by )
(2.40)
Corollary 2.5: With hypotheses as in Lemma 2.4, suppose
has a zero of order at the point . Then we have
the uniform asymptotic estimate
(2.41)
valid for .
Proof: Since the main term of the estimate has order
, we can tolerate a multiplicative error of order
. In particular, we may replace by
its first-order estimate. We thus need to estimate (2.40).
Now
(2.42)
(2.43)
(2.44)
Thus, we obtain
(2.45)
Now, for
(2.46)
and for , we have
(2.47)
In particular, the term gives a contribution of order
. For fixed , the contributions get smaller
as increases. We thus find that the terms with are
dominated by the terms with , of order
(2.48)
It remains to consider the terms with , that is,
(2.49)
If we replace by , by , and
by , the resulting error is again
We thus obtain
(2.50)
as required.
We conclude with one more analytical lemma, used later in
Section V.
Lemma 2.6: Let and be real power series conver-
gent on the circle . Suppose , with ,
both positive. Let be a compact subset of on which is
positive. Then, for all sufficiently large , the holomorphic func-
tions
and
(2.51)
are positive on .
Proof: We first note that if does not contain , then
is bounded below on , while
is bounded; the result follows immediately. If is the single
point , then by assumption, so for suf-
ficiently small positive ; we may thus enlarge while main-
taining the hypotheses. We may thus take of the form
with ; moreover, if the theorem is true for with
, it is true for .
Since and are both positive, we may choose so
that and are positive on . In particular, the first
function is thus positive on for all ; it remains to consider
the second function.
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Now, clearly, is analytic on , while
(2.52)
is real analytic and positive on . In particular, there exist
positive constants and such that
(2.53)
(2.54)
We thus find
(2.55)
(2.56)
(2.57)
which is clearly positive for sufficiently large .
III. THE MAIN THEOREM
Given a power series (or left-finite Laurent series) , we
define the valuation of to be the exponent of the first
nonzero term in .
The general scenario we consider is as follows. We are given
power series , , and , and asked to prove a statement
of the following form. If
(3.1)
is such that , then as . (By this,
we mean that if is the maximum possible value for given ,
then .)
We make the normalizing assumptions , ,
, . (We could also assume , but this
is somewhat unnatural in the cases of interest.)
In this context, we recall the following variant of the Bür-
mann–Lagrange theorem.
Lemma 3.1: Let and be formal power series, where
, . Then
(3.2)
where
(3.3)
The advantage of this formulation for our purposes is that the
dependence on below is encoded in a single power series.
Corollary 3.2: Let the coefficients and be related by
the formal power series identity
(3.4)
with , , as above. Then
(3.5)
where
(3.6)
Proof: We write
(3.7)
and thus,
(3.8)
The formula follows immediately from the lemma.
In particular, we have the following corollary.
Corollary 3.3: Let , , be as above, and suppose
(3.9)
Then, for all
(3.10)
We will thus need an asymptotic analysis of the coefficients
. In fact, until Section VI, we will need only the cases
and .
To make the asymptotic analysis tractable, we need some ad-
ditional assumptions (summarized later in the statement of The-
orem 3.6). First, we assume , ; in all of our applica-
tions, is derived from a weight enumerator or theta series, so
this condition is automatic. Our second condition, that ,
is less automatic, but is easily verified in all cases of interest.
Define a function . By Lemma 2.2 ap-
plied to the Laurent series , we find for positive
within the radius of convergence of . Thus, if the equation
has a positive real root, it must be unique. We assume
the root exists, and denote it by . Note that if has radius
of convergence , and , then is even-
tually increasing, and, thus, is eventually negative; since
, this implies that has a positive real
root.
We finally assume that is within the open disc of conver-
gence of , , and , and that
on .
Lemma 3.4: Let and satisfy the above conditions. Then
has a unique local minimum on .
Proof: Since , we conclude that
is strictly convex on . Now,
, and thus is decreasing in a neighborhood of
. It thus remains only to show that is in-
creasing near .
We compute
(3.11)
At , this becomes .
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Denote this local minimum by .
Lemma 3.5: Let , satisfy the above assumptions. Then
there exists a unique point in such that
(3.12)
moreover, .
Proof: Uniqueness follows from strict convexity, so it suf-
fices to show existence. But is continuous and de-
creasing on , and converges to at , so it attains every
value greater than , in particular .
The basic idea behind the proof of Theorem 3.6 is that, to first
order, the relation corresponding to
(3.13)
is at and is positive for . Moreover, if
we perturb the relation by subtracting a small multiple of ,
the relation becomes positive at , at the cost of slightly
reducing the range of positivity. That is, we can use Lemma 2.3
to obtain a contradiction for all relaxations of the desired bound
when is sufficiently large.
Theorem 3.6: Let , , and be convergent real power series
satisfying the following hypotheses:
i) , ;
ii) , ;
iii) has a positive real zero; let the
smallest such zero be denoted ;
iv) , , , and have radius of convergence ;
v) is positive on .
For each integer , let be the maximum of
where ranges over power series of the form
(3.14)
Then
where is such that .
Proof: Choose ; we will show that for all
sufficiently large , . As this will hold for all
choices of , the theorem will follow from the continuity of .
We also choose .
We consider the linear combination
as a vanishing linear combination of the coefficients of . In
particular, if we let denote the coefficient of in
this linear combination, it will suffice to show that for all suf-
ficiently large , for and .
Indeed, if a choice of existed with , this
would give a positive linear combination of nonnegative quanti-
ties (at least one of which is positive), equal to , a contradiction.
We compute
(3.15)
(3.16)
(3.17)
where . We thus need to show that for all suffi-
ciently large
(3.18)
for and , where
(3.19)
(3.20)
We note the following properties.
i) and are power series with radius of conver-
gence .
ii) .
iii) . Indeed, the first two factors are clearly posi-
tive, while the second factor is positive since
(3.21)
Similarly, the third factor is positive, since .
iv) is positive on . This time, the second and third
factors are negative; we note the limit .
In other words, the hypotheses of Lemma 2.3 apply, taking
for appropriate . It follows that
for all sufficiently large
(3.22)
when . For sufficiently
large , , so we are done.
Example. Let be the weight enumerator of a
doubly-even binary self-dual code of length . Then by
Gleason’s theorem, we have
(3.23)
Defining a power series by , we obtain
(3.24)
(3.25)
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We will apply the main theorem, with
(3.26)
(3.27)
(3.28)
We clearly have , , , and each of , , ,
has radius of convergence at least ; indeed, except for ,
these are polynomials. Since , the hypotheses
of Theorem 3.6 are satisfied.
We easily compute ; we then find that is the
unique solution in of the quartic equation
(3.29)
We thus obtain the bound
(3.30)
or, since and
(3.31)
In fact (as we will explain later), has the simple closed form
(3.32)
When substituted in, this simplifies (again explained later) to
give
(3.33)
IV. APPLICATIONS I
We generalize the previous example as follows (compare the
Gleason–Pierce theorem [20]).
Theorem 4.1: Let and be chosen with , such that
either or . Let
be a sequence of formally self-dual (f.s.d.) codes over an
alphabet of size with all Hamming weights divisible by ;
suppose furthermore that as , . Then
(4.1)
Proof: Given such a code , of length , let
be its weight enumerator, and define a power series
. Then from the various Gleason theorems [18,
Sec. 7], we conclude
(4.2)
(4.3)
(4.4)
(4.5)
(4.6)
for appropriate coefficients . In particular, we are in the sce-
nario of Theorem 3.6, with . In each case, ,
, and are all clearly polynomials; since , has
radius of convergence , and , the hypotheses of the
theorem are satisfied; it remains to compute .
Since
(4.7)
we find . To compute from , we proceed as
follows.
Define new series and . From
the MacWilliams identity and the fact that and are linear
combinations of power series coming from weight enumerators,
we find that there exists an integer such that
(4.8)
(4.9)
Dividing these equations, we find
(4.10)
In terms of and , this becomes
(4.11)
We, thus, conclude that
(4.12)
since we readily verify .
Similarly, to compute , we differentiate the functional
equation for at , obtaining
(4.13)
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since, by definition, . Since and
, we multiply this by to obtain the
desired bound.
Remark: In particular:
i) for doubly-even self-dual binary codes,
;
ii) for self-dual ternary codes,
;
iii) for even self-dual additive codes over ,
;
iv) for singly-even, f.s.d. binary codes,
;
v) for f.s.d. codes over , .
Strictly speaking, only the case is new; the case
was shown (via a rather different proof) in [7],
while in the remaining cases, the bound obtained is worse than
the JPL [11] or Aaltonen [1], [2] bound, as appropriate. But for
singly-even self-dual binary codes, see Theorem 5.1 later.
For even modular lattices (see [12], [13], [19]; note that a uni-
modular lattice is -modular), we proceed similarly. We recall
Dedekind’s function
(4.14)
and the Eisenstein series
(4.15)
(4.16)
Theorem 4.2: Let be one of the integers
, and define
(4.17)
Then, for any sequence of even, strongly -modular lattices
of dimension tending to
(4.18)
where is the unique zero of on the positive imaginary
axis.
Proof: Let be an even, strongly -modular lattice, with
theta series . Then [12], [13] can be written as a
weighted-homogeneous polynomial in and
where is the lowest dimensional even -modular lattice.
Clearly, ; using the product formula for , we
also conclude that . Thus, Theorem 3.6 applies, and
it remains only to compute .
We first compute, with
(4.19)
(4.20)
and, thus, .
We have the transformation laws
(4.21)
(4.22)
where
(4.23)
We, thus, conclude that , and that
(4.24)
Multiplying by (since the lattices are even) and dividing by
(since ) gives the required bound.
Remark: Numerically, we have
Again, aside from , , , the obtained bound is
worse than that implied by the Kabatiansky–Levenshtein bound
on sphere packings [6].
We finally consider self-dual codes over . As in [14],
bounding the Hamming or Lee distance reduces to a consid-
eration of the dual distance of doubly-even binary codes. At
length a multiple of , the bound on self-dual doubly-even
codes applies; for other lengths, we shorten the code up to
seven times, without affecting the asymptotic bound. We thus
obtain the following.
Theorem 4.3: Let be a sequence of self-dual codes over
, with length tending to . Then
(4.25)
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(4.26)
where and are the minimum Hamming and Lee
weights of , respectively.
For the Euclidean distance, the situation is more complicated.
We use the following lemma.
Lemma 4.4: Let be a Type II self-dual code over (all
Euclidean norms divisible by ), and let be its sym-
metrized weight enumerator. Define a power series
(4.27)
Then , and
(4.28)
Moreover, for appropriate coefficients
(4.29)
Proof: Consider a monomial of ; note
that must be a multiple of , and in particular is a multiple
of . Under the specified substitution, this yields
(4.30)
a polynomial with nonnegative coefficients and with valuation
; the first two claims are immediate.
Now, the Gleason theorem for Type II codes over states
that is a (weighted homogeneous) polynomial in
(4.31)
(4.32)
(4.33)
(4.34)
Under the substitution, we have
(4.35)
(4.36)
(4.37)
(4.38)
The remaining claim follows.
Remark: The above substitution is inspired by the proofs
used in [4] and [19], which involve lifting the code to a lattice
and analyzing the resulting theta series. The resulting substitu-
tion takes the polynomial
(4.39)
to ; solving gives the above substitution.
We apply Theorem 3.6 with
to obtain the following.
Theorem 4.5: Let be a sequence of Type II self-dual codes
over with length tending to . Then
(4.40)
where is the positive real root of the polynomial
(4.41)
Remark 1: The field is that generated by
and (4.42)
where .
Remark 2: The Type II hypothesis is removed in Theorem
5.3 in the next section.
V. APPLICATIONS II
We now consider applications to which Theorem 3.6 does not
directly apply, but for which the same basic idea can be used.
We first extend the bound for doubly-even self-dual binary
codes to general self-dual binary codes. The main idea is that,
using Lemma 2.6, we can reduce positivity of coefficients of the
form
(5.1)
to positivity of , for all sufficiently large and all suffi-
ciently large ; this because
(5.2)
(5.3)
Theorem 5.1: Let be a sequence of self-dual binary codes
of length tending to . Then
(5.4)
Proof: We recall that a self-dual binary code has asso-
ciated to it two enumerators: its weight enumerator and
its “shadow” enumerator [5], [18].1 For appropriate co-
efficients , we have
(5.5)
(5.6)
1Note that this includes the doubly-even case, for whichS(x; y) = A(x; y).
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Here, can be characterized (up to a multiplicative constant)
as the unique linear combination of the first nontrivial
coefficients of that is also a linear combination of the
first nontrivial coefficients of .
We define power series and by
(5.7)
(5.8)
(5.9)
(5.10)
If we let denote the coefficient of in , and let
denote the coefficient of in , Bürmann–Lagrange tells
us
(5.11)
(5.12)
(5.13)
Set
and let be an even integer of the form . Now,
consider the coefficient
(5.14)
This is manifestly a negative linear combination of for
(so the same will be true for small pertur-
bations). It thus suffices to consider the coefficients of .
By the remark above and Lemma 2.6, this reduces to showing
that
(5.15)
is positive for , and can be perturbed to be positive
at as well; this is clearly the case.
Similarly, the bound for even self-dual additive codes over
GF extends to the general case; the resulting bound is still
weaker than the Aaltonen bound, however. A similar remark ap-
plies to f.s.d. binary codes, with shadow defined by
; there the bound for singly-even f.s.d. binary codes ex-
tends. In that case, , instead of the obvious analog ;
also we must apply Lemma 2.6 to the coefficients of as well
as to the coefficients of .
For lattices, we have the following theorem.
Theorem 5.2: Let be one of the integers
, and define
(5.16)
Then, for any sequence of strongly -modular lattices of
dimension tending to
(5.17)
where is the unique zero of on the positive imaginary
axis.
Proof: As above; the case odd is analogous to the
self-dual binary code case, while the case even is analogous
to the f.s.d. binary code case. The only respect in which
the proof is not straightforward (using the formulas of [19])
is in dealing with the “other” genera (not covered by [19,
Theorem 2]). In each case, direct summing by a suitable
-modular lattice places us into the “good” genera, and we
can proceed from there; the only effect is to multiply the power
series in question by a theta series, which clearly has no effect
on positivity.
Our last shadow application is to codes over .
Theorem 5.3: Let be a sequence of self-dual codes over
with length tending to . Then
(5.18)
where is the positive real root of the polynomial
(5.19)
Proof: We define
(5.20)
(5.21)
and observe that and are polynomials with nonnegative
coefficients. Since
(5.22)
(5.23)
we can proceed as in the case of self-dual binary codes.
Our final application is to quantum codes. Formally, a -ary
quantum code corresponds to a self-orthogonal codes over
an alphabet of size ; the objective is to bound the minimum
weight of the nonlinear code . We recall the following
(the nonbinary extension of [16, Theorem 6]).
Lemma 5.4: Let be a -ary quantum code of length
and dimension . Then there exist polynomials and
, homogeneous of degree , such that
(5.24)
(5.25)
(5.26)
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and satisfying
(5.27)
(5.28)
(5.29)
In particular, if and satisfy the constraints for a given
value , they satisfy them for all smaller , including for
. Thus, if we replace (5.28) by the condition
(5.30)
the resulting bound will apply to all quantum codes.
Theorem 5.5: Let be a sequence of -ary quantum codes
of length tending to . Then
(5.31)
Proof: We consider the case of odd length ;
the case of even length is analogous. Setting ,
, we observe that
(5.32)
(5.33)
for suitable coefficients and . Let be the coefficient of
in (extending as usual to ), and let be the
coefficient of in . We find
(5.34)
(5.35)
(5.36)
(5.37)
If we instead expand and in terms of and
, we obtain coefficients
coeff. of in (5.38)
coeff. of in (5.39)
coeff. of in (5.40)
coeff. of in (5.41)
We need a relation that is a nonnegative linear combination of
the coefficients , positive at , as well as a nonneg-
ative linear combination of the coefficients for
larger than the bound.
Now, consider the relation
(5.42)
On , this has coefficient
(5.43)
which to first order is positive for . Similarly, on
, this has coefficient
(5.44)
which is positive for except in a neighborhood
of and . The construction of a positive
perturbation is straightforward.
Similarly, taking the shadow constraints [17] into account, we
obtain the following.
Theorem 5.6: Let be a sequence of binary quantum codes
of length tending to . Then
(5.45)
Note that although as we have remarked, this is slightly
worse than the Aaltonen bound, this is still a new result; in the
quantum case, the Aaltonen bound is only known for a set of
rates bounded above [3].
VI. EXTENSIONS
As we have remarked, many of our bounds are weaker than
the appropriate “universal” bounds (JPL [11]; Aaltonen [1], [2];
Kabatjansk˘i–Levenshtein [6]; see [8] for a survey) that hold
even for non-self-dual codes of rate and nonlattice packings
of appropriate density. Since others of our bounds are quite a bit
stronger than the corresponding universal bounds, this strongly
suggests that in no case is either bound tight for self-dual codes.
The question then becomes that of how to improve the above
bounds.
We restrict our attention to the situation of Section III; we will
comment on the shadow and quantum cases at the end.
Thus, let , , satisfy the hypotheses of Theorem 3.6. As the
above bounds resulted from considering the two relations ,
in place of the single relation , the obvious thing to
try is a linear combination of for . Somewhat
surprisingly, this does not give rise to any improvement in terms
of . We can see this as follows. The coefficient of
in such a linear combination will have the form
(6.1)
for some polynomial . The point, then, is that since
(6.2)
has opposite signs at and at , while
and (6.3)
both have the same sign at the two points (the same value in the
latter case), the corresponding coefficients will, to first order,
also have opposite sign. In particular, we will never obtain
a bound on better than . (This tends to explain
why Krasikov and Litsyn obtained the same bound in the
doubly-even binary case, despite a rather different argument,
and the unlikelihood that the bound is optimal.)
On the other hand, we do obtain a slight lower order improve-
ment.
1272 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 49, NO. 5, MAY 2003
Theorem 6.1: Let , , , , , be as in the hypotheses
of Theorem 3.6, and suppose further that
(6.4)
is smaller at than at . Then
(6.5)
Proof: For each , let be the relation corre-
sponding to the polynomial above;
that is,
(6.6)
Thus, the coefficient of in is
(6.7)
Also, define coefficients by
(6.8)
We will consider relations of the form
(6.9)
with . We first claim that for any such relation, the coeffi-
cients of are nonnegative when
and is sufficiently large. Indeed, in a neighborhood of
, this follows from the estimate of Lemma 2.3; the terms for
are , while the term for is and
positive. In the other region, we use the estimate of
Lemma 2.4, in which the main term is positive and of order
.
In the remaining neighborhood of , we use Corollary 2.5.
We thus have
(6.10)
where
(6.11)
(6.12)
(6.13)
In particular, if is bounded above the largest zero of
(6.14)
then we have positivity for ; when
, the error term is uniformly of smaller
order than the main term.
Similarly
(6.15)
with
(6.16)
(6.17)
(6.18)
Thus, given any choice of such that
(6.19)
if is the largest zero of
(6.20)
we have the asymptotic bound
(6.21)
To construct a good relation, we will need some further prop-
erties of the Hermite polynomials, all classical results.
Lemma 6.2: The polynomials are the unique monic
polynomials such that
(6.22)
Furthermore, we have the three-variable generating function
(6.23)
convergent for . Finally (Christoffel–Darboux)
(6.24)
Now, given , we can compute using orthogonality; we
find
(6.25)
Using the same formula to define for gives .
But then can be computed as
(6.26)
where
(6.27)
Using the three-variable generating function, we find
(6.28)
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where
(6.29)
and we must satisfy the additional requirement
(6.30)
precisely the additional hypothesis above. But then
(6.31)
Since
(6.32)
the problem reduces to the following. For an integer ,
how small can we make the largest zero of a polynomial
of degree subject to the condition
(6.33)
Let be the smallest zero of , and consider the poly-
nomials
(6.34)
(6.35)
By Christoffel–Darboux, we compute
(6.36)
We thus have the following integrals:
(6.37)
(6.38)
Now, consider the polynomial
(6.39)
for small. This certainly satisfies the negative integral
condition; on the other hand, its only zero is that near .
Thus, when , we obtain a bound of the form
(6.40)
Since
(6.41)
we are done.
Remark 1: The additional assumption is satisfied in all of
the applications above; this is a trivial calculation for all but the
lattice cases, in which it follows from the transformation law.
Remark 2: The fact that taking coefficients gives an im-
provement proportional to suggests that to obtain a first-
order improvement, we will need to let grow linearly with .
Remark 3: The involvement of the polynomial
is somewhat reminiscent of the approach of Levenshtein
[8] to the universal bounds, in which different orthogonal poly-
nomials occur. There the polynomial giving the bound is
(6.42)
which reduces to our polynomial when and .
While in those bounds, one lets grow linearly with , one can
also consider finite ; in that case, the improvement is ,
as in our case.
For the shadow cases, roughly the same argument applies;
for instance, in the self-dual binary code case, we take relations
starting with . Positivity near is
immediate (since multiplying by a positive power series leaves
positive initial coefficients positive); in the remaining region,
we find that restricting the integral to an interval
and replacing by gives negligible
relative error. The argument then proceeds as before.
For the quantum cases, the difficulty is in choosing the rela-
tion. Basically, one defines and as above, and considers
a linear combination of
and
(6.43)
The first set of relations has no effect on the coefficients of
, so as above, we essentially obtain an arbitrary
polynomial here. Similarly, they have a lower order effect on
the coefficient of ; we thus end up with the same con-
straints on this polynomial as above. On the other hand, near
, the relations have the same order behavior; in
this neighborhood, we may thus choose an arbitrary polynomial
of degree , so have no additional constraints.
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