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Let A = (aij) be an n × n complexmatrix. For any realμ, deﬁne the
polynomial
Pμ(A) =
∑
σ∈Sn
a1σ(1) · · · anσ(n)μ(σ),
where (σ ) is the number of inversions of the permutationσ in the
symmetric group Sn. We analyze and establish a conjecture on the
location of the zeros of Pμ(A), when A is a non-diagonal positive
deﬁnite matrix. We prove the conjecture for the particular case
when A is a Jacobi matrix. Our proof is independent from known
results, and uses a connection with orthogonal polynomials and
chain sequences.
© 2009 Elsevier Inc. All rights reserved.
1. Preliminaries
For a given n × n complex matrix A = (aij), the μ-permanent of A, Pμ(A), is the polynomial of a
real variable μ deﬁned as
Pμ(A) =
∑
σ∈Sn
⎛
⎝ n∏
i=1
aiσ(i)
⎞
⎠μ(σ),

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where
(σ ) = #{(i, j) ∈ {1, . . . , n}2|i < j and σ(i) > σ(j)},
the number of inversions in the permutation σ of the symmetric group Sn of degree n, i.e., the number
of interchanges of consecutive elements of σ ∈ Sn necessary to arrange them in their natural order
[15, p. 1].
The μ-permanent was introduced in a research note [1], in 1992, by Ravindra Bapat, and it can be
seen as a natural generalization both of the determinant (μ = −1) and of the permanent (μ = 1),
respectively. Note also that P0(A) = a11 · · · ann. In [2,11], Bapat and Lal renamed this polynomial as
the q-permanent. Here, we keep the original notation used in [1].
There are other attractive matrix functions which are generalizations of these numbers associated
to matrices such as the α-permanent or the immanant among others [4,13,14,17].
The μ-permanent has many interesting and rich general properties [1,2,11], but nevertheless the
task of computing this polynomial for a given matrix is tricky and, in general, there is no easy way to
compute it. Thus, theμ-permanent is in this regard a more intractable object than the determinant or
the permanent.
Using the positive deﬁniteness of the function f deﬁned on Sn by f (σ ) = μ(σ), proved by Boz˙ejko
and Speicher in [3], Bapat showed in [1] that for any Hermitian positive semideﬁnite matrix A,
Pμ(A) 0, if μ ∈ [−1, 1],
and conjectured (and proved for n 3) that Pμ(A) is a strictly increasing function of μ ∈ [−1, 1],
assuming additionally that A is non-diagonal. The veracity of the conjecture implies that
det A Pμ(A) per A,
which provides a generalization of both the classical Hadamard inequality and the permanental
analogue proved by Marcus [12].
The stated conjecture has been proved for an irreducible tridiagonal positive deﬁnitematrix in [10],
and independently by the author in [7] as an immediate consequence of the following theorem.
Theorem 1.1 [7]. For a given positive deﬁnite matrix A,whose graph is a tree, Pμ(A) is a strictly increasing
function of μ ∈ [−1, 1].
The main thrust of this note is of a different nature. We extend Bapat’s conjecture to the real line
and prove it for the tridiagonal case, applying an important notion commonly used in the theory of
orthogonal polynomials: chain sequences. In the end, a particular case will be considered.
For the sake of simplicity, we deal with real symmetric matrices. We ﬁx the notation A > 0 for a
real symmetric positive deﬁnite matrix A.
2. A conjecture
Since we already have some results and conjectures for Pμ(A), for μ ∈ [−1, 1], we may wonder
what happens when μ runs over all the real line. After some numerical computations and taking into
account known results, we were led to the following conjecture.
Conjecture 1. For a givenmatrix A > 0, there exists  −1 such that Pμ(A) is a strictly increasing function
of μ ∈ (,+∞).
Let us consider the symmetric positive deﬁnite matrix
A =
⎛
⎜⎜⎝
3 −1 0 −2
−1 1 −1 1
0 −1 3 −1
−2 1 −1 2
⎞
⎟⎟⎠ .
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Then
Pμ(A) = 4μ6 + 12μ5 + 12μ4 + 13μ3 + 7μ2 + 15μ + 18.
The real zeros of Pμ(A) are −2.21893 and −1.03484 and the graph of Pμ(A) is
If this conjecture is true, then all real zeros of Pμ(A) are located in a interval (a, b), with −∞ < a <
b < −1, since P−1(A) = det A > 0. Naturally, if the degree of Pμ(A) is odd, there exists always at least
one real zero.
Considering the matrix
B =
⎛
⎜⎜⎝
3 −1 0 −2
−1 1 −1 1
0 −1 3 −1
−2 1 −1 1
⎞
⎟⎟⎠ ,
we have
Pμ(B) = 4μ6 + 12μ5 + 12μ4 + 13μ3 + 7μ2 + 9μ + 9
with real zeros −2.19512 and −0.900334. Observe that B is not positive deﬁnite.
Beforewe turn our attention to the tridiagonal case, we recall a little-known but important concept
connected with orthogonal polynomials.
3. Orthogonal polynomials and chain sequences
The theory of orthogonal polynomials has extensive applications to various branches of physics,
probability and statistics, and mathematics. Recall that a sequence of real polynomials {Pn(x)}n 0 is
orthogonalwith respect to a distribution functionψ , i.e., a nondecreasing function deﬁned on the real
lineRwhose moments of all orders exist, if each Pn(x) is of precise degree n, and
0 <
∫
R
P2n(x) dψ(x) < ∞ and
∫
R
Pn(x)Pm(x) dψ(x) = 0,
for every n,m 0, with n /= m [16, Chapter II]. A real monic orthogonal polynomial sequence will be
abbreviate to MOPS.
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The celebrated Favard Theorem [6] (also known as the Spectral Theorem for orthogonal polynomials),
asserts a signiﬁcant characterization of a MOPS {Pn(x)}n 0. In fact, {Pn(x)}n 0 is a MOPS if and only
if it satisﬁes the classical three-term recurrence formula
xPn(x) = Pn+1(x) + cnPn(x) + γnPn−1(x), n = 0, 1, 2, . . . (3.1)
with initial conditions P−1(x) = 0 and P0(x) = 1, andwhere cn is real and γn is positive, for all positive
integers n.
The smallest interval containing in its interior all zerosof allPn(x), say [ξ , η], is called the true interval
of orthogonality, it being known that at least one admissible dψ(x) has its support restricted to this
interval. Allowing ξ = −∞ and η = +∞, the limits of the smallest and largest zeros of {Pn(x)}n 0
are ξ and η, respectively.
Perhaps themost familiar exampleofOPS is theChebyshevpolynomials of secondkind, {Un(x)}n 0,
satisfying the three-term recurrence relations
2xUn(x) = Un+1(x) + Un−1(x),
for all n = 1, 2, . . ., with initial conditions U0(x) = 1 and U1(x) = 2x. Each Un(x) also satisﬁes
Un(x) = sin(n + 1)θ
sin θ
, x = cos θ (0 θ < π)
for all n = 0, 1, 2 . . ., from which one deduces the orthogonality relations∫ 1
−1
Un(x)Um(x)
√
1 − x2 dx = π
2
δn,m.
The zeros of Un(x) are cos
(
π
n+1
)
, for  = 1, 2, . . . , n [8], and the true interval of orthogonality of
{Un(x)}n 0 is [−1, 1].
Deﬁnition 3.1. A sequence {an}n 0 is a (positive) chain sequence if there is a parameter sequence{gn}n 0 such that
an = gn(1 − gn−1), with 0 g0 < 1 and 0 < gn < 1, for n > 0.
This concept was introduced by Hubert Wall in connection with continued fractions [18, p. 79].
Chain sequences also provide a very useful tool to ﬁnd bounds on the spectrum of a special stationary
Markov processes whose state space is the nonnegative integers, known as birth and death processes
[9].
Setting
αn(x) = γn
(x − cn−1)(x − cn) , for n > 0,
Chihara proved in [5] the following theorem (also [9, Theorem 5.3]).
Theorem 3.1. Let {Pn(x)}n 0 be a real MOPS generated by (3.1). Then an interval [a, b] contains the true
interval of orthogonality of {Pn(x)}n 0 if and only if
a < cn < b
for n > 0, and if
{αn(a)}n 0 and {αn(b)}n 0
are chain sequences.
Among other results and conjectures, Chihara showed that Pn(x) are the orthogonal polynomials
with the support ofdψ(x) restricted to thenon-negative real line if andonly if these sameconditionson
theλn and cn holdwith the additional restriction that the chain sequence does not uniquely determine
its parameters.
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The following consequence of Theorem 3.1 plays a fundamental role in this work.
Corollary 3.2. Let {Pn(x)}n 0 be a real MOPS generated by (3.1), with cn = 0. Then the interval [−1, 1]
contains the true interval of orthogonality of {Pn(x)}n 0 if and only if
{αn(−1)}n 0 and {αn(1)}n 0
are chain sequences.
4. The μ-permanent of a tridiagonal matrix
We will now conﬁne our attention on (irreducible) real, symmetric tridiagonal matrices
An =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a1 b1
b1 a2 b2
b2
. . .
. . .
. . .
. . . bn−1
bn−1 an
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (4.1)
where ai > 0, for i = 1, . . . , n. In this section we prove Conjecture 1 when An > 0 is of the form (4.1).
In general, from [7], we have the three-term recurrence relation
Pμ(An) = anPμ(An−1) + b2n−1Pμ(An−2)μ (4.2)
with initial conditions Pμ(A0) = 1 and Pμ(A1) = a1. We point out that the sign of the off-diagonal
entries is irrelevant. The degree of Pμ(An) is (τ ), where τ = (1 2) · · · (n − 1 n), if n is even, and
τ = (2 3) · · · (n − 1 n), otherwise.
Lemma 4.1. The degree of Pμ(An) is⌊
n
2
⌋
,
where x denotes the integer part of x.
When n is even, the leading coefﬁcient of Pμ(An) is
b21b
2
3 · · · b2n−1,
and, when n = 2k + 1 is odd, is
k∑
i=0
b21b
2
3 · · · b22i−1a2i+1b22i+2b22i+4 · · · b2n−1.
Still for n odd, if ai = 0, for i = 1, . . . , n, then Pμ(An) = 0.
Remark 4.1. The sequence of polynomials satisfying (4.2) is not an OPS.
Making
Qn(μ) = 1
μn
P−μ2(An), (4.3)
from (4.2), we get
Qn(x) = an
x
Qn−1(x) − b2n−1Qn−2(x), (4.4)
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with initial conditions Q0(x) = 1 and Q1(x) = a1.
Assuming that all diagonal entries are positive, (4.4) is equivalent to
1
x
Qn−1(x) = 1
an
Qn(x) + b
2
n−1
an
Qn−2(x). (4.5)
Remark 4.2. Each Qn(x) is symmetric, i.e., (−1)nQn(x) = Qn(−x).
We can convert (4.5) into the matricial recurrence relation⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
a1
b21
a2
0 1
a2
b22
a3
. . .
. . .
. . .
. . . 1
an−1
b2n−1
an
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
Q0(x)
Q1(x)
...
Qn−1(x)
⎞
⎟⎟⎟⎠+ 1an
⎛
⎜⎜⎜⎝
0
...
0
Qn(x)
⎞
⎟⎟⎟⎠ = 1x
⎛
⎜⎜⎜⎝
Q0(x)
Q1(x)
...
Qn−1(x)
⎞
⎟⎟⎟⎠ . (4.6)
Therefore, the zeros of Qn(x) are the reciprocals of the (nonzero) eigenvalues of the main matrix in
(4.6), or, equivalently, of the Jacobi matrix
Jn =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
b1√
a1a2
b1√
a1a2
0
b2√
a2a3
b2√
a2a3
. . .
. . .
. . .
. . . bn−1√
an−1an
bn−1√
an−1an 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (4.7)
and are all real.
The analysis of whether a symmetric tridiagonal matrix is positive deﬁnite was reduced by Wall
and Wetzel [18,19] to the question of whether a certain related sequence is a chain sequence.
Theorem 4.2 [19]. The matrix An deﬁned in (4.1) is positive deﬁnite if and only if ai > 0, for i = 1, . . . , n,
and if {
b21
a1a2
,
b22
a2a3
, . . . ,
b2n−1
an−1an
}
is a chain sequence.
Hence, if we assume An > 0 in (4.1), then using Wall–Wetzel Theorem and Corollary 3.2, the
eigenvalues of matrix Jn deﬁned in (4.7) lie in the interval [−1, 1], since
αn(−1) = αn(1) = b
2
n−1
an−1an
.
From (4.6), the zeros of Qn(x) are inR \ [−1, 1]. Taking into account the transformation (4.3) we may
state the following theorem.
Theorem 4.3. Given a tridiagonal matrix A > 0, all real zeros of Pμ(A) are located in a interval (a, b),with−∞ < a < b < −1.
Due to the monotonicity of Qn(x) in the interval [−1, 1] and from (4.3), it follows that Conjecture
1 is true for positive deﬁnite tridiagonal matrices.
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We end this section with the following tridiagonal matrix
A =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 1
1 2 1/2
1/2 1 1/2
1/2 1 1/2
1/2 2 1
1 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
This matrix is positive deﬁnite and
Pμ(A) = 1
4
μ3 + 41
16
μ2 + 6μ + 4.
The eigenvalues of the Jacobi matrix
J =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1/
√
2
1/
√
2 0 1/2
√
2
1/2
√
2 0 1/2
1/2 0 1/2
√
2
1/2
√
2 0 1/
√
2
1/
√
2 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
are
±0.886877, ±0.75851, ±0.371634,
with reciprocals, respectively,
±1.127553, ±1.318373, ±2.690821,
which are the zeros of the polynomial deﬁned in (4.4), whose negative squares are the zeros of Pμ(A):
−1.271375, −1.738108, −7.240517.
5. A particular case
In this ﬁnal section we deal with the particular case where (4.1) is a Toeplitz matrix, i.e.,
Bn =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a b
b a b
b
. . .
. . .
. . .
. . . b
b a
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
n×n
.
From (4.2), we have
Pμ(Bn) = aPμ(Bn−1) + b2Pμ(Bn−2)μ.
The eigenvalues of
Jn =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 b
a
b
a
0
. . .
. . .
. . . b
a
b
a
0
⎞
⎟⎟⎟⎟⎟⎟⎠
are zeros of its characteristic polynomial
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bn
an
Un
(
ax
2b
)
,
which are
2b
a
cos
(
kπ
n + 1
)
,
for k = 1, 2 . . . , n. Therefore, the zeros of the polynomial Pμ(Bn) are
− a
2
4b2
(
cos
(
kπ
n + 1
))−2
,
for k = 1, . . . ,  n
2
.
Example 5.1. For n = 7, a = 2b = 2, the zeros of the μ-polynomial
Pμ(Bn) = 8μ3 + 80μ2 + 192μ + 128
are
−2(2 + √2), −2, −2(2 − √2),
and the graph of is Pμ(Bn) is
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