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Présentation générale des travaux
Ce mémoire est la synthèse des travaux de recherche que j’ai menés ces vingt dernières
années, essentiellement dans le cadre de l’analyse des données censurées à droite. La liste
de mes publications numérotées se trouve à l’annexe B et j’utiliserai leur numéro pour
y faire référence.
La plupart de mes travaux gravitent autour de trois axes de recherche, à savoir :
1. l’estimation non paramétrique de fonctions de répartition et de leurs fonctionnelles,
2. l’analyse de données censurées multivariées : événements répétés et/ou risques
concurrents,
3. la sélection de variables dans les modèles de survie en grande dimension.
Outre l’analyse des données censurées, qui est le fil rouge commun à la quasi-totalité
de mes travaux, les développements que je vais décrire ont fait appel à des techniques
et des résultats provenant d’autres domaines de la statistique : estimation non para-
métrique, théorie des sondages, sélection de modèles. . . Ils ont été rendus possibles
grâce à des collaborations avec des spécialistes de ces domaines qui ont fait appel à
moi pour mes compétences dans le domaine des données censurées et m’ont associée à
l’encadrement et aux travaux de leurs étudiants en thèse : Christine Thomas-Agnan,
enseignant-chercheur à ut1 Capitole, pour la thèse de Sandrine Casanova, Philippe
Besse, enseignant-chercheur à l’insa de Toulouse, pour la thèse de Marie Walschaerts,
Thomas Filleron, méthodologiste-biostatisticien à l’Institut Claudius Regaud, pour la
thèse de Serge Somda.
Le contenu des trois axes thématiques de recherche est résumé ci-dessous.
1. Estimation non paramétrique de fonctions de répartition (fdr) et de
leurs fonctionnelles
Estimation de la fdr et de ses quantiles
Avec Sandrine Casanova, alors prag et étudiante en thèse sous la direction de Chris-
tine Thomas-Agnan, nous avons proposé dans [3] des estimateurs non paramétriques
doublement lisses de la fdr conditionnelle et des quantiles d’une variable censurée à
droite, c’est-à-dire lisses par rapport à la variable d’intérêt et par rapport à la cova-
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riable. Nous montrons que ce double lissage permet d’améliorer les performances des
estimateurs.
Estimation d’ordres-expectiles
Dans [6], nous proposons des estimateurs non paramétriques des ordres-expectiles
conditionnels et montrons leur intérêt pour obtenir un classement des individus ajusté
sur leurs caractéristiques. Nous appliquons ces estimateurs au classement des médecins
de Midi-Pyrénées sur la base de leur montant de prescriptions pharmaceutiques. Cet
article est le seul à ne pas contenir de données de durées.
Estimation de la fdr dans le cadre des sondages
Avec ma collègue Sandrine Casanova, enseignant-chercheur à ut1 Capitole, nous nous
intéressons depuis plusieurs années à l’estimation de la fdr dans le cadre particulier des
sondages lorsque la variable d’intérêt est censurée à droite. Dans [10], nous avons proposé
un estimateur non paramétrique de la fdr en population finie avec une approche basée
sur un modèle. Dans la prépublication [22], nous nous consacrons au même problème
mais dans le cadre de l’estimation sur petits domaines.
2. Analyse de données censurées multivariées
Les données censurées multivariées, qui constituaient déjà le sujet de ma thèse de
doctorat, se rencontrent très fréquemment, en particulier dans le domaine médical. On
distingue le cas des événements répétés et celui des risques concurrents, où un seul
événement, le premier, est observé.
Risques concurrents avec censure à droite
Avec Gérard Derzko, biostatisticien chez Sanofi-Synthélabo, nous avons montré dans
[4] que dans le contexte des risques concurrents, les données observées pouvaient relever
de deux mécanismes de création très différents, le mécanisme de sélection par minimum
et le mécanisme de mélange censuré. Nous avons développé des algorithmes permettant
d’estimer non paramétriquement les fonctions d’incidence cumulée d’intérêt dans ces
deux cas distincts.
Événements répétés avec censure et événement terminal
Dans [5], toujours dans le cadre d’une collaboration avec Gérard Derzko, nous avons
proposé un estimateur convergent non paramétrique de l’incidence cumulée d’événements
répétés, rang par rang ou globale, en présence de censure à droite et de troncature des
événements d’intérêt par un événement absorbant. L’estimation de la prévalence associée
à un événement de rang donné s’en déduit simplement.
Suivi post-thérapeutique en oncologie
Un des domaines d’application des risques concurrents est l’oncologie, où le patient
en rémission de son cancer est à risque de plusieurs types de rechutes : récidive du cancer
sur le même site, récidive sur un autre site, métastases et décès.
Avec Thomas Filleron, méthodologiste-biostatisticien à l’Institut Claudius Regaud,
centre anti-cancéreux situé à l’Oncopole de Toulouse, nous collaborons depuis plusieurs
années sur divers sujets liés aux données censurées en lien avec l’oncologie. Avec notre
étudiant de m2 puis de doctorat Serge Somda, qui a soutenu sa thèse en septembre
2015, nous nous sommes intéressés à la surveillance post-thérapeutique des patients en
11
oncologie, ce qui a donné lieu à plusieurs articles. Nous avons proposé dans [9] une
méthode pour aider à la détermination de la durée optimale du suivi post-thérapeutique
de patients en rémission de leur cancer en prenant en compte les risques concurrents
associés aux différents types de rechute possibles. Une application à la détermination de
la durée optimale du suivi dans le cas de tumeurs des cellules germinales, sans prendre en
compte les risques concurrents, a fait l’objet de [13]. Dans [12], nous expliquons pourquoi
notre approche de détermination de la durée de surveillance, basée sur les probabilités
de rechute, doit être préférée à une approche basée sur les risques. Nous nous sommes
ensuite penchés dans [11] sur le problème de la planification optimale des visites de
contrôle lorsque la durée de surveillance et le nombre des visites sont fixés, en tenant
toujours compte des risques concurrents et des facteurs pronostiques propres à chaque
patient. Enfin, dans la prépublication [23], nous proposons un algorithme d’évaluation
des différentes stratégies de surveillance.
3. Sélection de variables dans les modèles de survie en grande dimen-
sion
Comparaison de méthodes de sélection de modèles de survie
Avec Marie Walschaerts, alors étudiante en thèse sous la direction de Philippe Besse
et Patrick Thonneau, nous nous sommes intéressées à la sélection de covariables dans
des modèles où la variable réponse est censurée à droite. Nous avons recensé et com-
paré la stabilité de méthodes de sélection de variables basées sur le bootstrap pour deux
méthodologies différentes communément utilisées dans les analyses de survie : le mo-
dèle des risques proportionnels de Cox et les arbres de survie. Cela a donné lieu à la
prépublication [19].
Établissement d’une signature génomique en oncologie
A l’ère de la médecine personnalisée et avec les progrès du séquençage haut débit,
une application récente en oncologie de la sélection de covariables est l’établissement
de signatures génomiques, scores pronostiques basés sur l’expression des gènes et qui
permettent de scinder les patients en deux groupes de bon et mauvais pronostic. Avec
Marie Walschaerts et en collaboration avec des oncologues, nous avons établi dans [8]
une signature génomique dans le cadre du cancer du poumon.
Sélection de modèles de survie en présence de risques concurrents
Enfin, un cas encore plus complexe est celui de la sélection de variables dans le cas
des risques concurrents. Je me suis intéressée à ce problème dans le cadre d’un projet
en collaboration avec divers centres anti-cancéreux et l’encadrement du stage de m2
de Soufiane Ajana. Nous avons comparé dans [14], sur des jeux de données réels et
simulés, les performances de l’approche par boosting appliquée à un modèle à risques
proportionnels et celle des forêts aléatoires de survie adaptées aux risques concurrents.
4. Autres travaux
Certains de mes travaux de recherche ne peuvent pas être classés dans les trois axes
mentionnés ci-dessus. Je me contenterai de les décrire ici brièvement.
Écrit en collaboration avec des économistes, l’article [2] tente d’expliquer les varia-
tions des taux de chômage à un niveau sous-régional. Nous montrons sur des données
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de la région Midi-Pyrénées que le meilleur modèle inclut une correction pour les erreurs
spatialement auto-corrélées.
Dans [7] et [15], travaux menés en collaboration avec Jean-François Dupuy, alors en-
seignant-chercheur à l’Université Toulouse 3, nous avons considéré le cas encore jamais
étudié d’un modèle de Cox stratifié où la variable de stratification est manquante pour
certains sujets et avons étudié les propriétés asymptotiques de l’estimateur de calibration
des données manquantes par régression dans ce contexte : bien que non convergent, il
est asymptotiquement normal. Une étude de simulation a montré un biais modéré et une
variance plus faible que celle de l’estimateur qui n’utilise que les cas complets.
Dans [17], qui fait suite aux travaux de thèse de Farah Salameh en Génie Electrique,
nous comparons différents modèles de durées de vie d’isolants électriques, afin d’iden-
tifier les variables explicatives les plus influentes. En particulier, nous considérons une
approche paramétrique avec des modèles de durées de vie accélérés que nous comparons
à une approche non paramétrique basée sur des arbres et des forêts aléatoires de survie.
Le mémoire est organisé de la façon suivante. Après un bref rappel sur les méthodes
de base de l’analyse des données censurées à droite dans le chapitre 1, les travaux des
trois axes thématiques de recherche mentionnés ci-dessus seront décrits dans les trois
chapitres suivants. Une conclusion générale sur mes perspectives de recherche clôt ce
mémoire.
Contexte
Notations et fonctions d’intérêt
Estimation non paramétrique des fonctions
d’intérêt
Comparaison de la survie de deux ou plu-
sieurs groupes
Le modèle à risques proportionnels de Cox
Références
1 — Contexte et méthodes de base
Ce chapitre introduit le contexte des données censurées à droite et expose brièvement
les techniques d’analyse statistique de base des données de survie, en particulier non
paramétriques, auxquelles il sera fait référence dans la suite du mémoire. Pour un exposé
plus complet sur l’analyse des données censurées, on peut par exemple consulter le livre
de Klein et Moeschberger 1998 ou le livre de Com-Nougué et al. 1999 écrit en
français par des enseignants-chercheurs de l’inserm.
1.1 Contexte
Dans le domaine de l’analyse des données censurées, appelées aussi données de sur-
vie, on s’intéresse au délai d’apparition d’un événement au cours du temps. Le premier
événement qui a été enregistré est le décès par les démographes, ce qui explique que
le terme de survie soit toujours employé de façon générale, bien que beaucoup d’autres
événements que le décès soient maintenant objets d’étude. En effet, les données de sur-
vie ne sont pas l’apanage des biostatisticiens et sont aussi présentes dans des domaines
comme la fiabilité, l’économie, l’assurance, la psychologie, la sociologie. . . En fiabilité
industrielle, les événements d’intérêt sont par exemple les durées de vies des compo-
sants d’un système ; les économistes s’intéressent à des durées d’épisodes de chômage,
les assureurs au temps d’arrivée d’un sinistre tandis que les psychologues mesurent le
temps qu’il faut à un sujet pour accomplir une tâche donnée. En sociologie, le choix est
vaste avec les successions des événements de vie : mariage, naissance du premier enfant,
divorce. . .
Dans le domaine biomédical, les données de survie se rencontrent principalement en
recherche clinique dans le cadre des essais thérapeutiques et dans les études de cohorte
en épidémiologie. Dans le premier cas, on est souvent amené à comparer l’efficacité de
deux traitements avec comme critère le délai jusqu’à un événement d’intérêt (rechute,
décès. . .) ; dans le second cas, on suit au cours du temps une cohorte de sujets pour
lesquels la maladie peut ou non apparaître pendant la période de suivi et l’on cherche à
évaluer l’importance de facteurs de risque sur cette maladie.
La spécificité des durées de survie est de correspondre à des variables aléatoires posi-
tives et de comporter des observations incomplètes. En effet, dans la plupart des études
prospectives, les individus sont suivis pendant une durée d’observation fixée à l’avance.
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Pour les sujets pour lesquels l’événement d’intérêt a lieu pendant la période d’observa-
tion, on dispose du délai exact d’apparition de cet événement d’intérêt, mesuré depuis
une date initiale qu’il faut spécifier sans ambiguïté (date de randomisation dans les es-
sais cliniques, par exemple). Cependant, à la fin de la période d’observation, certains
sujets n’auront pas eu l’événement. On n’aura alors pour ces sujets qu’une information
incomplète, à savoir que le délai d’apparition de l’événement est plus grand que la durée
d’observation. De telles données sont dites censurées à droite et la durée d’observation
constitue le délai de censure. Comme les sujets rentrent dans l’étude à des dates diffé-
rentes, chaque sujet a un délai d’apparition et un délai de censure qui lui sont propres.
Le délai observé est donc le minimum du délai d’apparition de l’événement et du délai
de censure. Ce mécanisme de censure constitue la censure aléatoire à droite, qui est le
cas le plus courant dans les études prospectives et qui est le cas que nous considérons
dans toute la suite. Les sujets qui n’ont pas eu l’événement d’intérêt pendant la période
d’observation sont dits « exclus vivants » à la fin de l’étude 1. Une autre cause de censure
à droite, qu’on essaie de limiter au maximum dans les études, correspond aux sujets dits
« perdus de vue », qui sont les individus qui ont quitté l’étude avant l’apparition de
l’événement d’intérêt et dont on n’a plus de nouvelles à la date de fin d’étude.
D’autres types de censure peuvent être rencontrés : des données sont dites censurées
à gauche si on ne connaît qu’une limite supérieure du délai d’apparition de l’événement ;
elles sont censurées par intervalle si l’on sait seulement que l’événement a eu lieu entre
deux dates connues (par exemple, passage du seuil critique d’un paramètre biologique
entre deux visites du patient).
L’analyse des données censurées nécessite une méthodologie adaptée permettant de
prendre en compte l’information contenue dans le délai de censure. Les procédures
usuelles qui tiennent compte de la censure supposent presque toujours l’indépendan-
ce des variables durées de survie et délais de censure. La censure est de plus supposée
la plupart du temps non informative, dans le sens où sa distribution ne dépend pas des
paramètres qui interviennent dans la distribution de la variable durée de survie. Dans
toute la suite, ces hypothèses sont conservées. Ces hypothèses sont raisonnables si les
données censurées sont dues à des sujets qui n’ont pas expérimenté l’événement à la fin
de l’étude (sujets « exclus vivants »). Elles sont moins évidemment vérifiées quand les
données censurées correspondent à des sujets qui ont quitté l’étude avant la fin (« perdus
de vue »).
1.2 Notations et fonctions d’intérêt
Nous choisissons d’utiliser les notations introduites par Cox 1972, plus intuitives et
d’un formalisme plus léger que celles de l’approche par les processus ponctuels, que le
lecteur intéressé pourra trouver dans Gill 1980 et Andersen, Borgan et al. 1993.
Nous notons T le délai jusqu’à l’événement d’intérêt. T est une variable aléatoire
positive continue. Pour simplifier l’exposé de ces notions de base, on supposera que la
variable T représente la durée de survie et donc que l’événement observé est le décès.
Les fonctions d’intérêt
Les fonctions les plus utilisées en analyse de la survie et qui caractérisent le mieux
la distribution de T sont la fonction de survie S, la fonction de risque instantané h et la
fonction de risque cumulé H.
1. Cette cause de censure à droite est parfois aussi appelée censure administrative.
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La densité de probabilité de T est notée f , sa fonction de répartition est F (t) =
P (T ≤ t) et sa fonction de survie est S(t) = P (T > t) = 1− F (t).
On définit le risque instantané de décès par
h(t) = lim
dt→0
P (t < T ≤ t+ dt | T > t)
dt
·
h(t)dt représente la probabilité de décéder entre t et t+ dt pour un sujet, conditionnel-
lement au fait que ce sujet était encore vivant juste avant t.
La fonction h vérifie les relations suivantes :
h(t) =
f(t)
S(t)
= −S
′(t)
S(t)
= − d
dt
lnS(t).
La fonction de risque cumulé H est définie par
H(t) =
∫ t
0
h(s)ds
et elle est reliée à la fonction de survie par H(t) = − ln (S(t)).
La censure à droite
La variable durée de survie T peut être censurée à droite par la variable Z, délai
de censure, positive et continue. Il s’ensuit que le délai observé est le minimum de ces
deux délais. Avec les notations d’Efron 1967, nous observons donc le couple (Y,∆) où
Y = min(T,Z) est le délai observé et ∆ = 1(T ≤ Z) est l’indicatrice d’événement. Le
n-échantillon (Yi,∆i)i=1,...,n constitue donc les données observées. Dans certains travaux,
nous aurons aussi un p-vecteur de covariables que nous notons Xi.
Nous notons t(1) < t(2) < · · · < t(k) les k temps de décès distincts non censurés
observés ordonnés et m(i) le nombre de temps de décès égaux à t(i) (m(i) = 1 s’il n’y a
pas d’ex æquo). R(t(i)) désigne l’ensemble des sujets à risque de décès juste avant t(i),
c’est-à-dire les sujets dont le délai observé Yi est supérieur ou égal à t(i). r(i), cardinal
de R(t(i)), est donc le nombre de sujets à risque de décès juste avant t(i).
1.3 Estimation non paramétrique des fonctions d’intérêt
L’estimateur le plus utilisé de la fonction de survie S, qui généralise l’estimateur
empirique de la survie 1 − Fn au cas censuré, est l’estimateur proposé par Kaplan et
Meier 1958 et défini par :
ŜKM (t) =

1 si t < t(1),
∏
i:t(i)≤t
(
1− m(i)
r(i)
)
si t ≥ t(1).
(1.1)
Cet estimateur est une fonction en escalier décroissante avec des sauts en chaque
valeur des temps de décès t(i). Il n’atteint 0 que si la plus grande observation Y(n)
correspond à une observation non censurée.
L’estimateur de Kaplan-Meier converge presque sûrement et uniformément vers S
(Földes et al. 1980). Sous certaines conditions de régularité, il converge en loi vers un
processus gaussien (voir Breslow et Crowley 1974). Les propriétés mathématiques de
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l’estimateur de Kaplan-Meier peuvent également être trouvées au chapitre 7 de Shorack
et Wellner 1986.
De la relation H(t) = − ln (S(t)), on peut dériver de l’estimateur de Kaplan-Meier
un estimateur du risque cumulé H : cet estimateur HˆBr(t) = − ln
(
SˆKM(t)
)
est connu
sous le nom d’estimateur de Breslow du risque cumulé.
Un estimateur plus connu du risque cumulé est celui de Nelson-Aalen (Nelson 1972 ;
Aalen 1978), défini par :
ĤNA (t) =

0 si t < t(1),
∑
i:t(i)≤t
m(i)
r(i)
si t ≥ t(1).
(1.2)
On peut à partir de ĤNA obtenir un autre estimateur de la fonction de survie S
d’après la relation S(t) = exp (−H(t)), connu sous le nom d’estimateur de Harrington
et Fleming.
1.4 Comparaison de la survie de deux ou plusieurs groupes
Les tests les plus utilisés pour comparer les fonctions de survie de deux ou plusieurs
groupes sont les tests du logrank pondérés, qui sont des tests de rang.
L’hypothèse nulle H0 correspond à l’égalité des fonctions de survie dans tous les
groupes. Dans le cas de deux groupes A et B, les statistiques des tests du logrank
pondérés s’écrivent
LR =
k∑
i=1
wi
(
mB(i) −m(i)
rB(i)
r(i)
)
√√√√ k∑
i=1
w2im(i)
r(i) −m(i)
r(i) − 1
rA(i)rB(i)
r2(i)
, (1.3)
où mA(i) et mB(i) sont les nombres de décès observés au temps t(i) dans chacun des
groupes A et B et rA(i) et rB(i) les nombres de sujets exposés au risque de décès juste
avant t(i). Les statistiques des tests du logrank pondérés suivent asymptotiquement sous
H0 une loi normale centrée réduite.
Les poids wi permettent de donner plus d’importance à certains décès. Si tous les
poids sont égaux à 1, on a la pondération de Mantel-Haenszel correspondant au test
appelé plus simplement test du logrank. Des poids décroissants avec t(i) donnent plus
de poids aux décès précoces. De façon générale, il a été montré (voir Gill 1980) que
les poids asymptotiquement optimaux pour une alternative donnée sont proportionnels
à ln
(
hB(t)
hA(t)
)
, où hA et hB sont les risques instantanés de décès dans les groupes A
et B respectivement. Ainsi le test du logrank (avec des poids constants égaux à 1) est
optimal pour les alternatives à risques proportionnels, qui correspondent à l’hypothèse
fondamentale du modèle de Cox.
1.5 Le modèle à risques proportionnels de Cox
Cox 1972 a proposé de modéliser le risque instantané de décès sachant les variables
explicatives par un modèle semi-paramétrique qui présente l’avantage de ne faire aucune
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hypothèse sur la distribution de la variable durée de survie T . Ce modèle est vite devenu
le modèle de régression pour données de survie le plus utilisé, en particulier dans le
domaine médical. Dans le modèle de régression de Cox sous sa forme la plus simple,
la fonction de risque instantané de décès sachant les covariables est modélisée par le
produit suivant :
h(t|X) = h0(t) exp(β′X), (1.4)
où X est un p-vecteur de covariables, β est le p-vecteur des paramètres de régression et
h0 est une fonction de risque de base inconnue.
Le modèle de Cox est un modèle log-linéaire, basé sur l’hypothèse des risques pro-
portionnels, qui stipule que le rapport des risques instantanés de deux individus est
constant au cours du temps et ne dépend donc que de leurs covariables. En effet, d’après
le modèle 1.4, le rapport des risques instantanés pour deux sujets de covariables X1 et
X2 ne dépend que des covariables et non du temps. On a :
h(t,X1)
h(t,X2)
=
exp(β′X1)
exp(β′X2)
= exp
(
β′(X1 −X2)
)
.
Cox 1972 a proposé de façon heuristique d’estimer le vecteur des paramètres β et
d’effectuer des tests de significativité en maximisant ce qu’il a appelé la vraisemblance
partielle, en considérant la fonction de risque de base h0 comme un paramètre de nui-
sance. Ultérieurement, Gill 1980 en a démontré rigoureusement les propriétés asymp-
totiques dans le cadre de la théorie des processus ponctuels, ce qui permet d’utiliser la
vraisemblance partielle de Cox comme une fonction de vraisemblance usuelle (tests de
Wald, du score ou du rapport de vraisemblance sur les paramètres du modèle).
La vraisemblance partielle de Cox s’écrit comme un produit de vraisemblances condi-
tionnelles calculées en chaque temps t(i), les t(i) étant supposés fixés. La contribution Vi
à la vraisemblance du sujet i (de vecteur de covariable Xi) dont le décès a été observé
en t(i) est égale à la probabilité, conditionnelle à R(t(i)), que ce soit précisément ce sujet
qui décède en t(i) parmi l’ensemble R(t(i)) des sujets à risque en t(i). On a donc
Vi =
h(t(i),Xi)∑
j∈R(t(i))
h(t(i),Xj)
·
Sous le modèle de Cox, on vérifie que le terme de nuisance h0(t(i)) s’élimine dans cette
expression et il reste
Vi =
exp(b′Xi)∑
j∈R(t(i))
exp(b′Xj)
·
La vraisemblance partielle de Cox se calcule alors comme le produit sur i de toutes les
contributions des sujets décédés et en l’absence de durées de vie ex æquo, la fonction de
log-vraisemblance partielle vaut alors
L(β) =
k∑
i=1
β′Xi − ln
 ∑
j∈R(t(i))
eβ
′Xj
 . (1.5)
Différents moyens pour prendre en compte les durées de vie ex æquo dans la log-
vraisemblance partielle ont été proposées dans la littérature (voir en particulier Bres-
low 1974 et Efron 1977).
Le modèle de Cox a donné lieu à de nombreuses extensions, dont on pourra trouver
un bon aperçu dans l’ouvrage de Therneau et Grambsch 2000.
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2 — Estimation de la fonction de répartition
Il est fréquent d’avoir à estimer la fonction de répartition (fdr) d’une variable aléa-
toire T , éventuellement censurée à droite, afin de pouvoir en déduire des fonctionnelles
d’intérêt comme les quantiles. Des fonctionnelles d’intérêt moins connues sont les ex-
pectiles, qui permettent de tenir compte des valeurs observées et pas seulement de leur
rang. Dans certains cas, on cherche à avoir des estimateurs de la fdr conditionnellement
à la valeur prise par une covariable X, afin d’en déduire par exemple les quantiles condi-
tionnels de T sachant X. L’utilisation de tels modèles permet de construire des courbes
de référence ou de comparer des groupes. Ces problèmes sont fréquemment rencontrés
en médecine (G. Li et al. 1996), en psychologie, en économie et en fiabilité, où l’on peut
par exemple vouloir estimer la médiane de vie d’un appareil soumis à un stress fixé.
Comme il est souvent difficile d’avoir une idée de la loi de T , nous avons privilé-
gié l’approche non paramétrique pour tous les estimateurs proposés. L’estimateur non
paramétrique le plus utilisé de la fdr d’une variable T censurée à droite est obtenu à
partir de l’estimateur de Kaplan-Meier de la fonction de survie (Kaplan et Meier 1958,
voir formule 1.1). Dans le cas où l’on s’intéresse à l’estimation de la fdr conditionnelle-
ment à une covariable X, plusieurs généralisations de l’estimateur de Kaplan-Meier ont
été proposées (voir Beran 1981 ; Gonzalez-Manteiga et Cadarso-Suarez 1994)
mais, à l’instar de l’estimateur de Kaplan-Meier, elles ne sont lisses que par rapport à
la covariable X.
Dans la section 2.1, nous présentons l’article [3] et montrons comment le fait de
lisser par rapport au temps des estimateurs de la fdr conditionnelle permet d’améliorer
les performances des estimateurs, à la fois pour la fdr mais aussi pour les estimateurs
des fonctions quantiles qui en découlent. Dans la section 2.2, nous nous intéressons à
l’estimation d’ordres-expectiles proposée dans l’article [6]. A noter que cette section
est la seule à ne pas comporter de données de survie. Enfin, dans la section 2.3, nous
considérons le cas de l’estimation de la fdr dans le cadre particulier des sondages, d’abord
pour une population finie globale (article [10]) puis dans le cadre des petits domaines
(article [22]).
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2.1 Estimation de la fdr conditionnelle et de ses quantiles
2.1.1 Motivation
Nous considérons un modèle de régression non paramétrique dans lequel le couple
aléatoire (T,X) est tel que la variable T correspond à une durée de survie qui peut être
censurée à droite par une variable aléatoire Z indépendante de T conditionnellement à
la covariable X supposée continue. On observe donc ici Y = min(T,Z) et l’indicatrice
d’événement ∆ = 1(T ≤ Z). Notre but est d’estimer les quantiles de la fdr conditionnelle
de T sachant X dans une optique non paramétrique.
Dans le cas non censuré, une grande variété d’estimateurs non paramétriques des
fonctions quantiles ont été proposés dans la littérature (voir Poiraud-Casanova et
Thomas-Agnan 1998). Dans le cas où la variable réponse est censurée, une famille
d’estimateurs qui généralisent l’estimateur de Kaplan-Meier de la fonction de survie
(Kaplan et Meier 1958) a été proposée pour estimer la fdr conditionnelle dans les mo-
dèles avec covariable (voir Beran 1981 ; Gonzalez-Manteiga et Cadarso-Suarez
1994). Ces estimateurs font intervenir des poids : Dabrowska 1992 utilise des poids
de type Nadaraya-Watson alors que Van Keilegom et Veraverbeke 1996 utilisent
des poids de type Gasser-Müller. Ces derniers auteurs en déduisent un estimateur de la
fonction quantile par inversion de l’estimateur de la fdr conditionnelle. Ces estimateurs
sont lisses par rapport à la covariable mais ne le sont pas par rapport à l’ordre α du
quantile alors que la fonction quantile théorique est une fonction continue de α. D’autre
part, dans les modèles sans covariable, des estimateurs de la fonction quantile lisses par
rapport à α ont été proposés (Padgett 1986 ; Padget et Thombs 1988).
En collaboration avec Sandrine Casanova et Christine Thomas-Agnan, j’ai donc pro-
posé dans [3] des estimateurs de la fdr conditionnelle doublement lisses, c’est-à-dire lisses
par rapport au temps et par rapport à la covariable X. Les estimateurs de la fonction
quantile conditionnelle qui en découlent sont donc doublement lisses par rapport à α et
la covariable. Ils seront présentés dans la section 2.1.2. Le bénéfice attendu de ce double
lissage est une diminution de l’erreur quadratique moyenne (Falk 1983 ; Falk 1984),
que nous vérifions par simulation dans la section 2.1.3. Une application sur des données
médicales est présentée à la section 2.1.4 puis quelques extensions sont envisagées en
section 2.1.5.
2.1.2 Les estimateurs doublement lisses
Nous avons proposé deux classes d’estimateurs, que nous allons détailler après avoir
défini les notations.
Notations
L’échantillon observé est (Yi,∆i,Xi)
n
i=1 où Yi = min(Ti,Zi) et ∆i = 1 (Ti ≤ Zi). I
désigne l’ensemble des indices des observations non censurées : I = {i : ∆i = 1} et pour
i ∈ I, nous notons Y †i = Yi. Nous utilisons de plus les conventions suivantes : Y †(0) = 0
et Y †(#I+1) = Y(n) où les parenthèses indiquent les statistiques d’ordre. Pour un noyau
de densité K, nous notons H le noyau intégré associé défini par H (t) =
∫ t
−∞K (u) du.
La première classe d’estimateurs
La première classe d’estimateurs est obtenue en lissant par rapport au temps les
estimateurs de Kaplan-Meier généralisés de la fdr conditionnelle proposés par Beran
1981 et Gonzalez-Manteiga et Cadarso-Suarez 1994.
Les estimateurs de Kaplan-Meier généralisés de la fdr conditionnelle s’écrivent :
F̂GKM (t | x) = 1− ŜGKM (t | x), où ŜGKM (t | x) est un estimateur de Kaplan-Meier géné-
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ralisé de la fonction de survie, défini par
ŜGKM (t | x) =

n∏
i=1
1−
Bi (x)
n∑
r=1
1(Yr ≥ Yi)Br (x)

1(Yi≤t,∆i=1)
si t < Y(n)
0 sinon,
(2.1)
où les Bi(x) (i = 1, . . . ,n) sont des poids positifs et de somme 1. Nous avons utilisé les
poids de type Nadaraya-Watson proposés par Dabrowska 1992 et définis par
Bi (x) =
K
(
x−Xi
hX
)
n∑
i=1
K
(
x−Xi
hX
) , (2.2)
où hX est une fenêtre adaptée.
Il est facile de vérifier que F̂GKM est une fdr. Sa convergence uniforme presque sûre a
été montrée par Dabrowska 1989. Par la suite, Gonzalez-Manteiga et Cadarso-
Suarez 1994 ont établi pour cet estimateur un résultat de normalité asymptotique avec
un facteur de normalisation égal à
√
nhX .
Nous proposons d’obtenir une version lisse par rapport à t de ces estimateurs à l’aide
d’un noyau intégré H :
F̂SGKM (t | x) =
#I+1∑
i=1
(
F̂GKM
(
Y †(i) | x
)
− F̂GKM
(
Y †(i−1) | x
))
H
 t− Y †(i)
hT
 (2.3)
où hT désigne une fenêtre appropriée. On peut noter que ce lissage est similaire au lissage
classique par noyau de la fdr empirique (voir Prakasa Rao 1983) où les sauts en 1
n
de
la fdr empirique sont remplacés par les sauts de l’estimateur de Kaplan-Meier généralisé.
On peut facilement vérifier que F̂SGKM est une fdr.
L’estimation de la fonction quantile conditionnelle q̂SGKM (α,x), où α (0 ≤ α ≤ 1)
désigne l’ordre du quantile, s’obtient ensuite simplement par inversion numérique de
F̂SGKM(· | x). Comme attendu, cette fonction est lisse par rapport à α et x.
La deuxième classe d’estimateurs
Une seconde approche consiste à lisser conjointement par rapport à t et à la covariable
x. Nous estimons d’abord la fdr jointe du couple (T,X). Comme seule T est censurée,
nous pouvons tirer partie de cette asymétrie en écrivant :
FT,X (t,x) = P (T ≤ t,X ≤ x) = P (T ≤ t | X ≤ x)P (X ≤ x) . (2.4)
Le premier facteur du produit est estimé par l’estimateur de Kaplan-Meier appliqué
au sous-échantillon de données pour lesquelles les valeurs de la covariable sont inférieures
ou égales à x. Le second facteur est estimé par la fdr empirique de X, notée F̂X . Par
construction, l’estimateur obtenu, noté F̂ (t,x), est une fonction en escalier par rapport
à t et à x que nous pouvons écrire ainsi :
F̂ (t,x) =
#I+1∑
i=1
n∑
j=1
ωij1
(
Y †(i) ≤ t,X(j) ≤ x
)
, (2.5)
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avec les poids ωij qui correspondent à des sauts bivariés (cf. [3] pour le calcul de ces
poids). Ces sauts peuvent être négatifs, si bien que F̂ n’est pas une fonction de réparti-
tion.
La seconde étape est celle du lissage conjoint. Nous nous inspirons de Samanta 1989
et de Berlinet et al. 1998 qui, dans le cas non censuré, ont défini un estimateur de la
fdr conditionnelle de T sachant X = x par
F̂ (t | x) =
∫ t
−∞
f̂T,X (u,x)
f̂X (x)
du =
1
f̂X (x)
∫ t
−∞
f̂T,X (u,x) du, (2.6)
où f̂X et f̂T,X sont respectivement les estimateurs à noyau de Parzen-Rosenblatt de la
fonction de densité marginale de X et de la fonction de densité jointe de T et de X.
Dans notre cas où T est censuré, nous ne pouvons pas utiliser l’estimateur usuel
bivarié de Parzen-Rosenblatt et nous utilisons l’estimateur F̂ obtenu à la première étape
pour proposer l’estimateur de la densité jointe suivant :
f̂T,X (u,x) =
#I+1∑
i=1
n∑
j=1
ωij (hThX)
−1K
u− Y †(i)
hT
K (x−X(j)
hX
)
,
où hT et hX sont deux fenêtres appropriées.
En adaptant (2.6), nous obtenons finalement l’expression ci-dessous pour l’estimateur
de la fdr conditionnelle avec lissage conjoint :
F̂JS (t | x) =
n
#I+1∑
i=1
n∑
j=1
ωijK
(
x−X(j)
hX
)
H
 t− Y †(i)
hT

n∑
j=1
K
(
x−Xj
hX
) · (2.7)
Une version monotone croissante (notée F̂IJS) peut être obtenue et il peut être montré
très simplement que nous obtenons alors une fdr. Les fonctions quantiles s’obtiennent
par inversion numérique comme pour la première classe d’estimateurs.
Lien entre les deux classes d’estimateurs
Les deux classes d’estimateurs sont construites de façon très différente et dans le
cas général il est difficile de les comparer sur un plan théorique. Cependant, dans le cas
où T n’est pas censurée, nous avons la propriété suivante, dont la démonstration est en
annexe de l’article [3].
Proposition 2.1.1 Si T n’est pas censuré et si les poids de F̂SGKM (· | x) sont les poids de
type Nadaraya-Watson Bi (x) =
K
(
x−Xi
hX
)
n∑
i=1
K
(
x−Xi
hX
) , alors F̂SGKM (· | x) = F̂JS (· | x) et les
deux estimateurs sont égaux à l’estimateur de la fdr conditionnelle défini par Samanta
1989 et Berlinet et al. 1998.
Un corollaire immédiat de cette proposition est que si T n’est pas censurée, alors F̂JS
est monotone et on a alors F̂IJS = F̂JS.
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Figure 2.1 – Estimateurs de la fonction de survie conditionnelle pour x = 65 ans.
2.1.3 Simulations
Des simulations ont été effectuées pour comparer les performances des nouveaux es-
timateurs de la fdr conditionnelle à celles des estimateurs de Kaplan-Meier généralisés,
pour différentes tailles d’échantillons et différents taux de censure. Sur la base du cri-
tère mase (Mean Averaged Squared Error), comme attendu, l’estimation est nettement
améliorée lorsqu’on lisse par rapport aux deux variables. Les deux nouvelles classes d’es-
timateurs montrent des performances quasi similaires, avec un léger avantage pour la
deuxième classe. Les mêmes résultats sont obtenus en ce qui concerne les estimateurs
correspondants des quantiles conditionnels.
2.1.4 Application
A titre d’illustration, nous avons appliqué nos méthodes aux données de Kardaun
1983, qui concernent 90 patients pour lesquels un cancer du larynx a été diagnostiqué
entre 1970 et 1978. L’événement étudié est le décès du patient. Le taux de censure est
de 45 %. Nous nous intéressons au délai de survie en fonction de l’âge au diagnostic.
La figure 2.1 montre les courbes des trois estimateurs ŜGKM, ŜSGKM et ŜIJS de la fonc-
tion de survie conditionnelle évaluée à l’âge médian (65 ans). L’estimateur de Kaplan-
Meier de la fonction de survie globale a été tracé pour référence. On peut voir sur la
figure 2.2 les trois estimateurs des quantiles conditionnels q̂GKM, q̂SGKM et q̂IJS en fonction
de α. On peut noter la proximité des estimateurs ŜSGKM and ŜIJS ainsi que celle des
estimateurs correspondants des quantiles q̂SGKM et q̂IJS.
La figure 2.3 présente l’estimateur ŜIJS calculé pour les trois quartiles de l’âge, ce qui
permet aux médecins d’étudier le rôle de l’âge au diagnostic sur la survie du patient.
Enfin, la figure 2.4 montre les courbes de l’estimateur q̂IJS du quantile conditionnel en
fonction de l’âge pour différentes valeurs de α.
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Figure 2.2 – Estimateurs de la fonction quantile conditionnelle pour x = 65 ans.
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Figure 2.3 – Estimateurs ŜIJS de la fonction de survie conditionnelle pour les quartiles
de l’âge au diagnostic.
2.1 Estimation de la fdr conditionnelle et de ses quantiles 25
40 45 50 55 60 65 70 75 80 85 90
0
2
4
6
8
10
12
14
Age (years)
Es
tim
at
ed
 c
on
di
tio
na
l q
ua
nt
ile
 fu
nc
tio
ns
 (y
ea
rs)
dead       
censored   
alpha=0.5  
alpha=0.25 
alpha=0.75 
alpha=0.9  
Figure 2.4 – Estimateurs q̂IJS de la fonction quantile conditionnelle en fonction de l’âge
au diagnostic pour différentes valeurs de α.
2.1.5 Extensions et perspectives
Cas d’une covariable censurée
Nos méthodes peuvent facilement s’étendre au cas d’une covariable censurée. En
effet, pour la deuxième classe d’estimateurs, l’estimateur F̂ de la fdr bivariée peut se
généraliser au cas où X est censurée à droite en utilisant les résultats de Campbell et
Földes 1982. Le terme P (X ≤ x) peut être estimé par l’estimateur de Kaplan-Meier
de la fonction de survie marginale. De plus, si nous notons C le délai de censure aléatoire
associé à la covariable X, V le minimum de X et de C et si nous supposons que (T,X)
et (Z,C) sont mutuellement indépendants, alors le terme P (T ≤ t | X ≤ x) est égal à[
P (T ≤ t)− P (X > x){1− P (T > t | V > x)}]/P (X ≤ x) .
Ainsi, P (T ≤ t) peut être estimé par l’estimateur de Kaplan-Meier de la fonction
de survie marginale et le terme P (T > t | V > x) peut être estimé par l’estimateur de
Kaplan-Meier calculé sur le sous-échantillon des données pour lesquelles la valeur obser-
vée de V est plus grande que x.
Perspectives
D’autres types de lissages pourraient être envisagés. Le lissage de la première étape
pourrait être effectué en utilisant des polynômes locaux ou des splines de lissage. Quand
à la deuxième étape, qui consiste à lisser une fdr discrète par rapport à la variable ré-
ponse, cela pourrait également être réalisé à l’aide de splines de lissage. Pour ce qui est
de la seconde classe d’estimateurs, on peut penser à obtenir un estimateur de la fdr bi-
variée à partir d’un estimateur de la fonction de risque cumulé bivariée (voir Campbell
1981). Cela devrait permettre un meilleur contrôle des effets de bord. Une autre piste
d’amélioration consisterait à étudier des techniques de choix de fenêtres basées sur les
données adaptées à nos estimateurs. Enfin, on pourrait penser à obtenir un estimateur
lisse de la fonction quantile par une méthode directe, c’est-à-dire sans inverser un es-
timateur de la fdr conditionnelle. Dans le cas non censuré, des méthodes utilisant des
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splines de régression, des splines de lissage ou des polynômes locaux se sont révélées
efficaces (voir par exemple Poiraud-Casanova et Thomas-Agnan 1998). Il faudrait
étudier la possibilité de les adapter au cas censuré.
2.2 Estimation d’ordres-expectiles
2.2.1 Motivation
Si le plus souvent les méthodes statistiques visent à étudier des comportements
moyens d’individus, dans certains cas, il est plus pertinent de s’intéresser à des com-
portements extrêmes, caractérisés par les valeurs extrêmes d’une certaine mesure de
performance. On peut penser par exemple à l’efficacité d’agences bancaires ou aux per-
formances commerciales d’un réseau de revendeurs. Il est naturel de tenter d’identifier
ces individus extrêmes à partir d’un classement de ces individus.
Considérons le cas où le résultat d’un individu est mesuré par une variable Y et où
les variables explicatives correspondantes sont mesurées par un vecteur de covariables X.
La recherche de comportements extrêmes se décompose habituellement en deux étapes :
d’abord la recherche d’un comportement moyen par une technique de régression, suivie
d’une mesure de l’écart (ou performance) de chaque observation à ce comportement
moyen, basée par exemple sur l’écart-type de l’erreur d’ajustement. Cette méthode peut
se révéler assez lourde. Elle suppose de plus assez souvent une hypothèse de normalité
des erreurs qui peut ne pas être réaliste. Un autre problème majeur en construisant un tel
classement réside dans l’hétéroscédasticité des erreurs de la régression. En particulier,
il se peut que les valeurs observées pour les individus qui s’éloignent de la moyenne
reflètent simplement l’hétéroscédasticité induite par les variables explicatives et non le
comportement intrinsèque de ces individus. Cette hétéroscédasticité est le plus souvent
prise en compte en mettant en œuvre une régression pondérée. Cependant, une telle
approche nécessite, en plus des hypothèses paramétriques sur la fonction de régression,
de faire des spécifications pour modéliser l’hétéroscédasticité. Enfin, les erreurs sont
souvent supposées distribuées de façon symétrique, ce qui peut ne pas être le cas.
Des approches non paramétriques ont été proposées pour ajuster des modèles hété-
roscédastiques (voir par exemple Welsh 1996) mais elles peuvent s’avérer complexes.
Une autre solution est de traiter le problème par une approche directe qui modélise les
quantiles conditionnels de la réponse sachant les covariables. Rappelons que les quan-
tiles font partie de la classe plus générale des fonctionnelles de position des distributions
que Breckling et Chambers 1988 ont dénommées les M-quantiles. Une classe moins
connue que les quantiles est la classe des expectiles, qui généralisent l’espérance de la
même façon que les quantiles généralisent la médiane (Newey et Powell 1987).
Notre motivation pour ce problème est issue de données de l’Union Régionale des
Caisses d’Assurance Maladie (urcam) relatives aux médecins de la région Midi-Pyrénées
en 1999. L’urcam souhaitait ordonner ces médecins sur la base de leur comportement de
prescription de médicaments en tenant compte des caractéristiques de leur pratique mé-
dicale ainsi que d’autres variables pertinentes. Ce classement peut permettre d’identifier
des médecins ayant un comportement de prescription particulier mais aussi de repérer
s’il y a des groupements des ces rangs extrêmes associés à une sous-région donnée, ce
qui pourrait indiquer des inégalités locales en termes de dépenses de santé.
Si on suppose qu’un médecin ayant un montant de prescription moyen sur une période
donnée qui dépasse un certain seuil, noté y0, génère une « perte » pour la Sécurité Sociale,
alors la perte moyenne par médecin vaut :
E((Y − y0)1(Y > y0)) (2.8)
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tandis que la probabilité qu’un médecin dépasse le seuil critique vaut
E(1(Y > y0)). (2.9)
D’un point de vue économique, la Sécurité Sociale est plus intéressée par (2.8) que par
(2.9). De plus, il est clair que le montant de prescription d’un médecin dépend de ses
caractéristiques personnelles et de son environnement, si bien que le seuil y0 va aussi en
dépendre. Ce seuil y0 n’est pas connu mais il possible d’utiliser l’argument ci-dessus pour
classer les praticiens. Considérons un médecin avec un montant de prescription Y = yi
et un vecteur de covariables X = xi. La perte additionnelle attendue par la Sécurité
Sociale causée par une augmentation de la prescription moyenne de ce médecin vaut
E ((Y − yi)1(Y > yi) | X = xi) . (2.10)
Pour obtenir un coefficient normalisé, il suffit de le diviser par l’écart absolu moyen :
E ((|Y − yi| | X = xi). On obtient alors :
E(|Y − yi|1(Y > yi) | X = xi)
E(|Y − yi| | X = xi) · (2.11)
Plus ce rapport est grand, moins le médecin a un comportement de prescription
risqué pour la Sécurité Sociale (voir Newey et Powell 1987). En effet, étant donné ses
caractéristiques, on attend de lui un montant de prescription additionnel plus élevé. Nous
allons donc, pour pouvoir associer un classement élevé avec un risque élevé, considérer
le rapport complémentaire suivant
qi =
E(|Y − yi|1(Y ≤ yi) | X = xi)
E(|Y − yi| | X = xi) (2.12)
que nous appelons « ordre-expectile » du comportement de prescription du médecin 1.
Cette définition de l’ordre-expectile fait pendant à celle de l’ordre-quantile, défini
par
E(1(Y ≤ yi) |X = xi)
E(1 | X = xi) (2.13)
qui correspond à la probabilité qu’un médecin de caractéristiques xi ait un montant
de prescription inférieur ou égal à yi. L’utilisation d’un classement basé sur les ordres-
expectiles se justifie donc ici parce que le montant des dépassements importe plus que
leur rang pour le budget de la Sécurité Sociale.
La méthode de classement que nous avons proposée dans [6] est donc basée sur la
régression expectile, dont nous rappelons le principe dans la section 2.2.2.
Nous proposons d’estimer les expectiles conditionnels par les méthodes de la
constante locale et des polynômes locaux de degré 1 pour une grille de valeurs d’ordres
et nous en déduisons l’ordre-expectile par interpolation linéaire. L’estimation par poly-
nômes locaux ne donnant pas nécessairement un estimateur monotone par rapport à q,
nous avons envisagé différentes techniques de monotonisation (Mukarjee et Stern
1994). Alternativement, nous avons proposé une technique d’estimation directe de
l’ordre-expectile en utilisant des estimateurs à noyau de type Nadaraya-Watson calibrés
(Hall et al. 1999). Ces méthodes seront détaillées dans la section 2.2.3. Les propriétés à
distance finie de nos méthodes ont été comparées par simulation (voir section 2.2.4) puis
appliquées sur les données de prescription des médecins de Midi-Pyrénées, présentées à
la section 2.2.5. La section 2.2.6 envisagera quelques perspectives.
1. Pour ne pas perdre le lecteur, nous précisons que dans cette section et la suivante, q désigne un
ordre (expectile ou quantile) et non plus la fonction quantile comme dans la section précédente (où
l’ordre était noté α).
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2.2.2 Rappels sur la régression expectile
Soit F (· | X = x) la fdr conditionnelle de Y sachant X = x et considérons le problème
de minimisation suivant :
min
θ
∫
ρq(y − θ)dF (y | X = x) (2.14)
où ρq est une fonction de perte avec q fixé, 0 < q < 1. En dérivant par rapport à θ la
fonction objectif dans l’équation (2.14), on obtient l’équation d’estimation suivante :∫
ψq(y − θ)dF (y | X = x) = 0 (2.15)
où ψq(u) = ∆ρq(u)/∆u est appelée la fonction d’influence. Si on définit ψq(·) égale à q
pour les valeurs positives de son argument et à −(1 − q) pour les valeurs négatives, on
obtient le quantile d’ordre q de la distribution conditionnelle F (· | X = x) comme solu-
tion de (2.14) et (2.15). De manière similaire, l’expectile d’ordre q de cette distribution
conditionnelle s’obtient comme solution des équations précédentes en posant :
ψq(u) =
{
qu si u ≥ 0
(1− q)u si u < 0 (2.16)
dans (2.15). On peut remarquer que cela correspond à la fonction de perte des moindres
carrés asymétriques
ρq(u) =
{
qu2 si u ≥ 0
(1− q)u2 si u < 0. (2.17)
L’expectile conditionnel d’ordre q est unique (voir Newey et Powell 1987). Nous le
noterons m(q,x). L’expectile conditionnel d’ordre 0,5 est l’espérance de la distribution
conditionnelle F (· | X = x). Si l’on utilise dans (2.15) la fonction d’influence définie dans
(2.16), on obtient alors une définition formelle de m(q,x) comme solution de l’équation :
q =
E(|Y −m(q,x)|1(Y ≤ m(q,x))|X = x)
E(|Y −m(q,x)| | X = x) · (2.18)
Newey et Powell 1987 ont montré quem(q,x) est strictement croissante en q, ce qui
permet d’utiliser les ordres-expectiles pour ordonner les observations (voir par exemple
Kokic et al. 1997). Les propriétés théoriques des expectiles paramétriques peuvent être
trouvées dans Newey et Powell 1987 et Efron 1991. Breckling et Chambers
1988 ont étendu le concept de la régression quantile et expectile aux M -quantiles et ont
également défini un M -quantile dans le cas multivarié. Yao et Tong 1996 ont proposé
un estimateur non paramétrique des expectiles conditionnels basé sur les polynômes
locaux linéaires dans le cas d’une covariable unidimensionnelle et ont établi la normalité
asymptotique et la convergence uniforme de leur estimateur.
2.2.3 Estimation des ordres-expectiles
Nous avons proposé cinq estimateurs différents de l’ordre-expectile d’une variable
réponse Y univariée pour une covariable X dans Rp. Les quatre premiers nécessitent
l’estimation non paramétrique des expectiles conditionnels et comprennent donc deux
étapes alors que le cinquième est obtenu par une approche directe.
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Estimation des ordres-expectiles en deux étapes
La première étape consiste en l’estimation des expectiles conditionnels m(q,x) sur une
grille de valeurs de q. Ensuite, pour une valeur observée (y,x) quelconque, nous obtenons
son ordre-expectile q par interpolation linéaire ou par une régression logistique.
Les quatre estimateurs se distinguent par la façon d’estimer les expectiles. Nous
proposons pour la première étape :
1. un estimateur de Nadaraya-Watson localement constant,
2. un estimateur à noyaux localement linéaire.
L’estimation par polynômes locaux ne donnant pas nécessairement un estimateur
monotone par rapport à q, nous avons envisagé différentes techniques de monoto-
nisation (voir Mukarjee et Stern 1994), qui conduisent aux deux estimateurs
suivants :
3. un estimateur à noyaux localement linéaire monotone qui conserve la moyenne,
4. un estimateur à noyaux localement linéaire par régression isotonique.
Ces quatre techniques sont détaillées ci-dessous.
1. Régression expectile par la méthode de la constante locale
L’estimateur à noyaux m̂LC(q,x) de m(q,x) qui correspond à estimer cette fonction
par une constante locale s’obtient comme la solution du problème de minimisation
min
θ∈R
∫
ρq(y − θ)dF̂n(y | X = x) (2.19)
où
F̂n(y | X = x) =
n∑
i=1
K
(
x−Xi
h
)
1(Yi ≤ y)
n∑
i=1
K
(
x−Xi
h
)
est l’estimateur de Nadaraya-Watson de la fdr conditionnelle F (· | X = x). K est un
noyau multivarié et h est un vecteur de fenêtres adaptées. La fonction de perte ρq est celle
définie par (2.17). En dérivant (2.19) par rapport à θ, on obtient l’équation d’estimation
n∑
i=1
ψq(Yi − θ)K
(
x−Xi
h
)
= 0 (2.20)
où ψq est définie dans (2.16). En posant Vq,i(x) = (Ii − 2qIi + q)K
(
x−Xi
h
)
où Ii =
1(Yi ≤ θ) et en résolvant (2.20), on obtient l’estimateur m̂LC(q,x) qui peut s’écrire comme
une moyenne pondérée des observations de Y :
m̂LC(q,x) =
n∑
i=1
Vq,i(x)Yi
n∑
i=1
Vq,i(x)
· (2.21)
Pour un q quelconque, m̂LC(q,x) s’obtient uniquement de manière itérative car Vq,i(x)
dépend de θ. On peut noter que cet estimateur est strictement croissant en q ce qui
permet d’obtenir facilement l’estimateur q̂LC(y,x) de l’ordre-expectile d’une observation
y par interpolation linéaire sur une grille de valeurs de q définie pour chaque valeur de
x.
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2., 3. et 4. Ordres-expectiles basés sur des estimateurs localement linéaires
Une alternative à l’estimateur précédent est d’estimer la fonction expectile non pa-
ramétriquement en se basant sur un estimateur à noyaux localement linéaire (Yao et
Tong 1996). Pour un vecteur u donné p× 1, soit u∗′ = [1 u′]. Un estimateur localement
linéaire de m(q,x) est donné par
m̂LL(q,x) = x
∗′ β̂q(x) (2.22)
où β̂q(x) est la solution du problème de minimisation
min
b∈Rp+1
∫
ρq(y − x∗′b)dF̂n(y | x). (2.23)
En dérivant (2.23) par rapport à b, on obtient l’équation d’estimation
n∑
i=1
ψq(Yi −X∗′i b)K
(
x−Xi
h
)
X∗
′
i = 0. (2.24)
Soit Y le vecteur n× 1 des observations de la variable réponse, X∗′ = [X∗′1 · · ·X∗
′
n ] avec
les X∗
′
i définis de manière identique à u
∗′ et soient Vq(x) les matrices diagonales n × n
des poids Vq,i(x), où les Vq,i(x) sont ceux de l’équation (2.21). La solution de (2.24) est
alors
β̂q(x) =
(
X∗
′
Vq(x)X
∗
)−1
X∗
′
Vq(x)Y.
Là encore β̂q(x) doit être calculé de façon itérative car la matrice Vq(x) dépend de b.
Comme cet estimateur n’est pas nécessairement une fonction croissante de q, nous
avons proposé deux méthodes de monotonisation. La première méthode consiste à
contraindre l’estimateur m̂LL(q,x) à être monotone pour les valeurs q d’une grille Q
définie pour chaque valeur x de l’échantillon. Nous adaptons en fait une technique pro-
posée par Mukarjee et Stern 1994 : pour tout q de la grille Q, l’estimateur m̂LL(q,x)
est remplacé par l’estimateur monotone m̂MPM(q,x) qui conserve la moyenne :
m̂MPM(q,x) =
{
minq′∈Q, q≤q′≤0,5mLL(q
′,x) si q ∈]0 , 0,5],
maxq′∈Q, 0,5≤q′≤qmLL(q
′,x) si q ∈]0,5 , 1[.
Une seconde approche pour construire un estimateur monotone de m(q,x) est d’uti-
liser la régression isotonique (Robertson et al. 1988). Cela conduit à l’estimateur
m̂IRM(q,x) qui est l’estimateur monotone le plus proche de m(q,x) au sens de la norme
L2. Soit Q = {q1, . . . ,qs} une grille de valeurs de q avec q1 ≤ · · · ≤ qs. Alors, pour qi
dans Q, mIRM(qi,x) est défini par
m̂IRM(qi,x) = min
{i≤t}
max
{r≤i}
Av{m̂LL(qk,x), r ≤ k ≤ t},
où Av(X1, . . . ,Xm) est la moyenne empirique de X1, . . . ,Xm.
Quelle que soit la méthode de monotonisation employée, l’ordre-expectile de chaque
observation (y,x) est ensuite obtenu par interpolation linéaire comme cela a été fait
pour l’estimateur (2.21). Nous notons q̂MPM(y,x) et q̂IRM(y,x) les deux estimateurs de q
obtenus.
Enfin, une alternative à la monotonisation est d’ajuster un modèle linéaire reliant les
logits des valeurs de la grille Q aux valeurs estimées des expectiles conditionnels m̂LL(q,x)
calculées sur cette grille pour une valeur fixe des caractéristiques x. Nous obtenons alors
l’ordre-expectile estimé q̂LL(y,x) d’une observation (y,x) comme la valeur prédite par ce
modèle pour la valeur y.
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Estimation directe de l’ordre-expectile
D’après (2.18), la valeur y d’une observation (y,x) est l’expectile m(q,x) où
q =
E(|Y − y|1(Y ≤ y) | X = x)
E(|Y − y| | X = x) · (2.25)
Pour chaque (y,x), nous estimons le numérateur et le dénominateur de (2.25) à l’aide
d’estimateurs à noyaux de Nadaraya-Watson pondérés (Hall et al. 1999). Nous obtenons
alors l’ordre-expectile par la formule suivante :
q̂ALNW(y,x) =
n∑
i=1
|Yi − y|1(Yi ≤ y)K
(
x−Xi
h
)
wi(x)
n∑
i=1
|Yi − y|K
(
x−Xi
h
)
wi(x)
, (2.26)
où les wi(x) sont un ensemble de poids calibrés vérifiant wi ≥ 0,
∑
i
wi = 1 et
∑
i
(Xi − x)K
(
Xi − x
h
)
wi(x) = 0. (2.27)
La condition (2.27) assure que x est la moyenne pondérée des Xi avec les poids
K
(
Xi − x
h
)
wi(x)∑
i
K
(
Xi − x
h
)
wi(x)
. Ces contraintes ne suffisent pas à définir ces poids de façon
unique. Nous les avons donc calculés en minimisant la somme de leurs carrés. L’estima-
teur ainsi obtenu est une fonction croissante de y. De plus, comme le calcul de (2.26)
est très rapide, on peut dériver par interpolation linéaire un estimateur m̂ALNW(q,x) de
m(q,x) à partir de q̂ALNW(y,x) calculé sur une grille très fine de valeurs de y, pour des
valeurs fixées de q et de la covariable x.
2.2.4 Simulations
Les performances des cinq estimateurs des expectiles conditionnels ainsi que celles
des estimateurs correspondants des ordres-expectiles ont été comparées à distance finie
par simulation.
La comparaison des mase montre que quel que soit q, l’estimateur localement linéaire
m̂LL a une meilleure performance que l’estimateur localement constant m̂LC et que la
monotonisation améliore le mase, les estimateurs monotonisés m̂MPM et m̂IRM ayant des
performances très proches. Quant à m̂ALNW, il se comporte mieux que les deux précédents
pour des valeurs extrêmes de q mais est moins efficace pour les valeurs intermédiaires.
Pour les estimateurs des ordres-expectiles, ce sont les made (mean absolute deviations
errors) qui ont été calculées pour chacun des 500 échantillons générés. D’après la figure
2.5, on peut constater que les estimateurs qui se comportent le mieux sont les estimateurs
q̂MPM and q̂IRM basés sur la monotonisation des estimateurs localement linéaires des
expectiles conditionnels.
2.2.5 Application
Les données fournies par l’urcam concernent 2801 médecins généralistes de la ré-
gion Midi-Pyrénées en 1999. La variable d’intérêt Y , qui mesure l’activité de prescription
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Figure 2.5 – Boîtes à moustaches des valeurs des made des estimateurs des ordres-
expectiles pour les cinq méthodes proposées calculées sur les 500 échantillons générés.
Les moyennes correspondantes valent respectivement 0,0545, 0,0544, 0,0575, 0,0708 et
0,0624.
pharmaceutique du médecin, est définie comme le logarithme du rapport du montant
total des prescriptions pharmaceutiques de l’année sur le nombre total d’actes (consul-
tations ou visites) du praticien pendant l’année. Nous disposons aussi de 15 variables
décrivant l’activité et la clientèle du médecin ainsi que de son sexe et de son âge. Nous
connaissons aussi le canton dans lequel le médecin exerce et avons des variables carac-
téristiques de ces cantons, ce qui nous donne deux niveaux de variables explicatives (au
niveau du médecin et au niveau du canton).
Notre but est d’estimer pour chaque médecin son ordre-expectile conditionnellement
à ses caractéristiques propres et de voir si la distribution de ces ordres diffère selon les
cantons. Étant donné le nombre important de covariables qui peut rendre la régression
expectile instable, nous avons dans une première étape réduit la dimension à l’aide de
la régression inverse par tranches (méthode sir, voir K.-C. Li 1991). Deux indices sir
ont été retenus pour résumer nos 15 covariables. Nous avons ensuite estimé les ordres-
expectiles conditionnels à l’aide de l’estimateur q̂MPM. L’histogramme des ordres obtenus
est montré à la figure 2.6. Les médecins dans les queues de la distribution montrent
des comportements extrêmes en terme de prescription (en positif comme en négatif) par
rapport aux autres médecins de Midi-Pyrénées qui partagent les mêmes caractéristiques.
On peut remarquer que les médecins à « coût élevé » sont plus nombreux que ceux à « bas
coût ». Cela n’aurait pas pu être montré avec des ordres-quantiles dont la distribution
est nécessairement uniforme.
Pour voir si un effet canton peut expliquer les différences observées parmi les méde-
cins, nous avons tracé les boîtes à moustaches des ordres-expectiles pour les 12 plus
grands cantons de Midi-Pyrénées (voir figure 2.7). On constate des médianes assez
contrastées : 0,8 pour le riche canton rural de Rodez contre 0,4 pour le canton de Auch,
avec une médiane autour de 0,6 pour le canton de Toulouse. Une analyse de la variance
du logit des ordres-expectiles en fonction du canton montre que les moyennes diffèrent
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Figure 2.6 – Histogramme des ordres-expectiles estimés pour les 2801 médecins géné-
ralistes de Midi-Pyrénées.
significativement (p = 0,03).
Nous avons également estimé les ordres-expectiles en utilisant l’estimateur direct
q̂ALNW, dont le grand avantage est la rapidité de calcul (environ 1000 fois plus rapide
que q̂MPM). Le nuage de points de q̂ALNW en fonction de q̂MPM à la figure 2.8 permet de
constater que ces deux estimateurs coïncident pour la plupart des médecins de notre
échantillon, le coefficient de corrélation linéaire valant 0,99.
2.2.6 Conclusion et perspectives
L’approche que nous avons proposée permet de calculer non paramétriquement des
ordres-expectiles et de les utiliser pour classer des individus. On peut ensuite étudier la
liaison de ces mesures avec des variables géographiques ou contextuelles. Cette approche
peut être vue comme une alternative non paramétrique intéressante aux méthodes pa-
ramétriques standard qui effectuent une modélisation à plusieurs niveaux. D’autre part,
toutes les techniques utilisées peuvent se transposer en remplaçant les expectiles par
des quantiles ou plus généralement des M-quantiles (Breckling et Chambers 1988).
L’intérêt de telles généralisations réside dans la robustesse aux valeurs extrêmes des es-
timateurs obtenus du fait que les M-quantiles sont basés sur des fonctions d’influence
bornées.
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Figure 2.7 – Boîtes à moustaches des ordres-expectiles conditionnels estimés pour les
12 plus grands cantons de Midi-Pyrénées.
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Figure 2.8 – Nuage de point de q̂ALNW en fonction de q̂MPM.
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2.3 Estimation de la fdr en sondages
2.3.1 Motivation : le cadre particulier des sondages
Les sondages constituent un cadre particulier : en effet, dans l’approche basée sur
le plan de sondage, la population est considérée comme finie et on s’intéresse à une
caractéristique des individus qui n’est pas considérée comme aléatoire. L’aléa vient uni-
quement de l’échantillon tiré. Une approche alternative est celle dite « basée sur un
modèle », où on considère un modèle de superpopulation d’où est issue la population,
la caractéristique d’intérêt étant alors considérée comme aléatoire. La littérature clas-
sique du domaine des sondages s’intéresse essentiellement à l’estimation de totaux ou de
moyennes d’une caractéristique d’une population mais dans beaucoup d’applications, les
paramètres d’intérêt peuvent être plus complexes : ce peut être des quantiles (voir par
exemple Rueda et al. 2004) ou bien d’autres paramètres non linéaires dérivés de la fdr
de la variable réponse. Avec ma collègue Sandrine Casanova, avec une approche basée
sur un modèle, nous nous sommes intéressées à l’estimation de la fdr d’une population
finie dans le cas où la variable réponse est censurée. Cela se produit quand la variable
réponse correspond à une durée qui est observée pendant une période de temps limitée.
Par exemple, si nous considérons des épisodes de chômage, les individus qui n’ont pas
retrouvé d’emploi à la fin de leur période de suivi ont leur durée de chômage censurée à
droite. Il faut bien distinguer le cas de la censure à droite de celui de la non-réponse :
la censure donne accès à une information partielle alors qu’en cas de non réponse nous
n’avons aucune information. A notre connaissance, il n’y a eu aucun article avant le
nôtre traitant de l’estimation de la fdr d’une population finie en cas de censure à droite,
sans doute parce que la méthodologie des données censurées s’est surtout développée
dans le domaine médical où les sondages sont peu fréquents.
La section 2.3.2 présente l’article [10] qui propose un estimateur non paramétrique de
la fdr d’une variable censurée en population finie avec une approche fondée sur un modèle.
Le cas de l’estimation de la fdr sur petits domaines, qui correspond à la prépublication
[22], est traité dans la section 2.3.3.
2.3.2 Estimation en population finie
L’estimation de la fdr dans le cadre des sondages a été abondamment étudiée en
l’absence de censure. Pour une revue de ce qui a été proposé, on peut consulter le
chapitre 6 de Mukhopadhyay 2001 ou le chapitre 36 de Pfefferman et C. R. Rao
2009. Une façon naïve d’estimer la fdr est de calculer la fdr empirique à partir des
individus de l’échantillon. Dans l’approche basée sur le plan de sondage, l’estimateur
habituel de la fdr est défini de la même façon que la fdr empirique mais prend en compte
les probabilités d’inclusion du plan de sondage comme le fait l’estimateur de Horwitz-
Thomson d’un total (Kuk 1988). Avec une approche intermédiaire, dite « assistée par
un modèle », J. N. K. Rao et al. 1990 ont proposé un estimateur paramétrique de la
fdr et une version non paramétrique de cet estimateur a été définie par Johnson et
al. 2008. Dans toute la suite, nous allons nous restreindre à l’approche basée sur un
modèle. Chambers et Dunstan 1986 montrent qu’on améliore l’estimation de la fdr en
prédisant les valeurs de la variable réponse pour les individus non échantillonnés à l’aide
d’une régression paramétrique qui utilise une information auxiliaire. Cet estimateur sera
noté dans la suite avec l’indice cd. S. Wang et Dorfman 1996 ont proposé d’utiliser
une moyenne pondérée de l’estimateur cd et de celui de J. N. K. Rao et al. 1990, ce qui
permet d’améliorer l’erreur quadratique moyenne. Plusieurs variantes de l’estimateur cd
et de l’estimateur de J. N. K. Rao et al. 1990 ont été proposées (voir le chapitre 36 de
Pfefferman et C. R. Rao 2009). Dorfman et Hall 1993 ont défini une version non
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paramétrique de l’estimateur cd et en ont étudié les propriétés asymptotiques.
Dans [10], nous avons proposé un estimateur non paramétrique de la fdr pour une
variable réponse censurée à droite avec l’approche basée sur un modèle. L’estimateur
utilise de l’information auxiliaire fournie par une covariable continue et se base sur la
régression médiane non paramétrique adaptée au cas censuré. Après avoir défini les
notations et rappelé l’estimation naïve que nous pouvons faire de la fdr, nous détaillons
ci-dessous le principe de cet estimateur et proposons une estimation bootstrap du biais
et de la variance de l’erreur de prédiction. Un exemple d’application et des simulations
sont ensuite présentés.
Notations
Nous considérons une population finie P de taille N dans laquelle est tiré un échan-
tillon s de taille n. tj est la valeur de la variable d’intérêt pour l’individu j de P. Nous
supposons que tj est positif et peut être censuré à droite par un délai de censure zj . Ainsi,
pour j ∈ s, nous observons yj = min(tj ,zj) et δj = 1(tj ≤ zj). En outre, nous supposons
que nous disposons d’une information auxiliaire, connue pour toute la population, sous
la forme d’une variable X continue dont la valeur sera notée xj pour l’individu j.
En population finie, la fdr de la variable réponse T que nous cherchons à estimer est
F (t) =
1
N
∑
j∈P
1(tj ≤ t).
Un estimateur naïf de la fdr
Il est bien connu que la fonction de répartition empirique ne fournit pas un estima-
teur convergent de la fdr en présence de censure. Par contre, le complémentaire à 1 de
l’estimateur de Kaplan-Meier (Kaplan et Meier 1958) de la fonction de survie calculé
sur l’échantillon s constitue un estimateur naïf convergent de F .
Comme l’estimateur original de Kaplan-Meier 1.1 n’est pas défini après le dernier
délai observé y(n) si celui-ci correspond à une censure, afin d’obtenir une fonction de
répartition, nous allons lui substituer la version d’Efron 1967 définie par :
F̂KM (t) =

1−
∏
j∈s
1−
1∑
r∈s
1 (yr ≥ yj)

1 (yj ≤ t,δj = 1)
si t < y(n),
1 sinon.
(2.28)
Le nouvel estimateur
L’estimateur que nous proposons utilise l’approche basée sur un modèle. Nous n’uti-
liserons donc pas les poids de sondage et n’avons donc pas besoin de nous placer dans
un contexte de plan de sondage particulier. Cependant, pour obtenir un estimateur
convergent et efficace, nous devons supposer que le plan de sondage est non informatif,
ce qui signifie que le modèle sur lequel nous nous basons est valide à la fois pour l’échan-
tillon et la population (voir l’introduction de la partie 4 de Pfefferman et C. R. Rao
2009). Cela justifie aussi le choix d’un estimateur non paramétrique pour lequel le risque
de mauvaise spécification est réduit.
La fdr F peut se décomposer en deux termes :
F (t) =
1
N
∑
j∈s
1(tj ≤ t) + 1
N
∑
j∈P\s
1(tj ≤ t). (2.29)
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Le premier terme n’est pas connu à cause de la censure à droite et doit donc être
estimé. Comme il peut s’écrire :
1
N
∑
j∈s
1(tj ≤ t) = n
N
 1
n
∑
j∈s
1(tj ≤ t)
 , (2.30)
nous reconnaissons la fdr basée sur l’échantillon s entre les parenthèses, qui peut donc
être estimée par l’estimateur de Kaplan-Meier calculé sur les individus de l’échantillon
s.
Pour pouvoir estimer non paramétriquement le second terme de (2.29), nous postu-
lons le modèle de superpopulation suivant :
ξ : tj = m(xj) + εj (j ∈ P) (2.31)
où les εj sont des variables i.i.d. de fdr G et où m(xj) est la médiane conditionnelle
de T sachant X = xj . Le choix de modéliser la relation entre T et X par la médiane
conditionnelle plutôt que par la moyenne conditionnelle est dû au fait qu’en présence de
données censurées, la médiane est un paramètre de position plus utilisé et plus robuste
que la moyenne.
Comme E(1 (tj ≤ t)) = P (tj ≤ t) = G(t−m(xj)), une prédiction de 1(tj ≤ t) peut
être obtenue en estimant G(t−m(xj)). Nous devons dans un premier temps estimer la
médiane conditionnelle m(xj). Dans ce but, nous estimons la fdr conditionnelle de T
sachant X = x à l’aide de l’estimateur généralisé de Kaplan-Meier (voir formule 2.1),
calculé sur l’échantillon s. L’estimateur est donc F̂GKM (t | x) = 1− ŜGKM (t | x), où nous
choisissons pour les Bj(x) des poids de type Nadaraya-Watson (voir 2.2).
Pour pouvoir estimer la médiane conditionnelle par inversion, nous utilisons la ver-
sion lissée (2.3) de l’estimateur F̂GKM que nous avons proposée dans l’article [3] et que
nous notons F̂SGKM. Nous définissons donc l’estimateur de la médiane conditionnelle par
m̂(xj) = F̂
−1
SGKM(0,5 | xj).
Revenons à l’estimation de G(t−m(xj)). Comme les résidus ε̂j = yj − m̂(xj), j ∈ s,
sont censurés à droite si les yj le sont, un estimateur convergent de la fdr G des erreurs
est l’estimateur de Kaplan-Meier calculé à partir des résidus ε̂j , noté ĜKM. Nous en
déduisons alors un estimateur de F :
F̂M(t) =
1
N
nF̂KM (t) + ∑
j∈P\s
ĜKM(t− m̂(xj))
 . (2.32)
F̂M est une fonction croissante qui converge vers 1 quand t tend vers l’infini. Nous
obtenons donc bien une fdr.
Nous montrons dans [3] comment cet estimateur peut être adapté très simplement
au cas d’un plan de sondage stratifié ainsi qu’à la prise en compte de la non-réponse
complète ou partielle.
Comportement asymptotique
A cause de la censure qui vient compliquer le calcul de l’estimateur, nous n’avons
pas pu obtenir de résultats asymptotiques concernant le biais sous le modèle de l’es-
timateur F̂M. Nous pouvons cependant noter que cet estimateur est très proche de la
version non paramétrique de l’estimateur cd proposée par Dorfman et Hall 1993,
qui ont montré que cet estimateur était asymptotiquement sans biais sous le modèle
sous certaines conditions concernant les fenêtres. Ils ont également établi un développe-
ment asymptotique pour la variance de leur estimateur, ce qui permet d’en montrer la
convergence.
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Estimation bootstrap du biais et de la variance de l’erreur de prédiction
Dans le cadre des sondages, on définit l’erreur de prédiction d’un estimateur F̂ de
la fdr F par F̂ (t) − F (t) et l’on cherche à estimer le biais et la variance de l’erreur de
prédiction. En raison de la complexité de nos estimateurs, nous n’avons pas pu obtenir de
formules explicites pour estimer ces quantités. Cependant, Lombardia et al. 2004 ont
proposé d’utiliser des techniques bootstrap pour estimer le biais et la variance de l’erreur
de prédiction de l’estimateur non paramétrique cd. Nous avons adapté leur méthodologie
au cas censuré et obtenu des estimations bootstrap du biais et de la variance de l’erreur
de prédiction de F̂M. L’idée clé vient d’un argument proposé par Booth et al. 1994 :
pour estimer une caractéristique d’une population finie, on peut utiliser la moyenne des
valeurs de cette caractéristique calculée sur des populations échantillonnées à partir de
l’échantillon initial. Cette technique nous a en outre permis d’obtenir un intervalle de
confiance bootstrap pour F .
Exemple d’application
Nous avons considéré des données de panels du sipp (Survey of Income and Program
Participation) de Hu et Ridder 2012. Nous nous sommes limitées aux panels de 1992
et 1993 et à l’échantillon des familles monoparentales qui ont bénéficié du programme
d’aide sociale pour les familles avec enfants à charge. La variable d’intérêt est la durée du
premier épisode d’aide financière pour la famille. Chaque famille étant suivie pendant 36
mois, cette durée est censurée si la famille quitte le panel avant la fin de son allocation.
Nous avons dans ce sous-échantillon 520 épisodes d’aide dont 269 sont censurés ce qui
conduit à un taux de censure de 51,7 %. La variable auxiliaire que nous avons choisie est le
montant de l’aide, variable qui est significativement et négativement liée à la probabilité
de quitter le programme d’aide sociale (voir Fitzgerald 1991). Comme cette variable
doit être connue sur toute la population, nous avons considéré comme population fixée P
notre ensemble de 520 épisodes d’aide. Nous présentons ici les résultats pour un plan de
sondage aléatoire simple : 40 individus sont tirés aléatoirement sans remise dans P. Nous
avons calculé les estimateurs F̂KM et F̂M en choisissant les fenêtres par validation croisée.
Comme nous ne connaissons pas la vraie fdr F étant donné que les valeurs de T dans
notre population sont censurées à droite, nous utilisons l’estimateur de Kaplan-Meier F̂N
de la fdr calculé sur tout P comme fdr cible. La figure 2.9 présente les graphes des deux
estimateurs de la fdr ainsi que les intervalles de confiance (IC) bootstrap à 95 % de F
basés sur ces deux estimateurs. On peut constater que l’IC basé sur F̂M est toujours plus
étroit que celui basé sur F̂KM. On peut par inversion des estimateurs des fdr obtenir des
estimations des durées médianes des épisodes d’aide. La médiane basée sur F̂KM vaut
6,68 mois contre 10,88 mois pour celle basée sur F̂M. Cette dernière estimation est très
proche de la médiane basée sur notre cible F̂N qui vaut 10,79 mois.
Simulations
Dans le cadre des sondages, on peut effectuer des simulations basées sur le modèle,
où la population est générée à chaque itération, ou bien des simulations basées sur le
plan de sondage, où tous les échantillons sont tirés d’une unique population. Nous avons
considéré les deux approches.
Les simulations basées sur le modèle ont permis de faire varier différents paramètres
comme le taux de censure, la taille de la population et la force de la relation entre
la variable réponse et la variable auxiliaire. Nous avons comparé les performances de
l’estimateur F̂M et de l’estimateur naïf de Kaplan-Meier calculé à partir des points
échantillonnés. Le nouvel estimateur est biaisé mais il présente une plus faible erreur
quadratique moyenne que l’estimateur de Kaplan-Meier, l’écart augmentant avec la force
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Figure 2.9 – Estimateurs de la fdr de la durée de l’épisode d’aide financière et les IC
bootstrap correspondants à 95 % basés sur un échantillon de taille n = 40 pour un plan
de sondage aléatoire simple. La fdr cible est représentée par l’estimateur de Kaplan-Meier
F̂N calculé sur les 520 individus de l’échantillon sipp.
de la relation entre la variable réponse et la variable auxiliaire.
Les simulations basées sur le plan de sondage ont utilisé l’échantillon des 520 épisodes
d’aide du SIPP présenté dans l’exemple ci-dessus, considéré comme notre population,
dans laquelle nous tirons 500 échantillons selon deux plans de sondage : un plan de
sondage aléatoire simple et un plan de sondage stratifié avec deux strates dépendant
du montant de l’aide et allocation proportionnelle. Le rapport des mase de l’estimateur
F̂KM et de l’estimateur F̂M vaut 1,87 pour le plan simple et 1,63 pour le plan stratifié,
montrant le gain obtenu avec l’estimateur F̂M.
2.3.3 Estimation sur petits domaines
Un axe de recherche important en sondages est l’estimation sur petits domaines,
qui correspond à l’estimation des quantités d’intérêt sur des sous-populations de petite
taille. Si un domaine est de taille suffisante, l’estimation des paramètres d’intérêt peut se
restreindre aux données relatives aux individus du domaine et les estimateurs produits
sont de précision acceptable. Cependant, dans la plupart des applications, les tailles
d’échantillons correspondant à des petits domaines ne sont pas suffisantes. L’estimation
se fonde alors sur une information auxiliaire fournie par une covariable et de l’informa-
tion est « empruntée » aux autres domaines. L’ensemble de ces techniques est appelé
« estimation sur petits domaines ».
Le modèle classique qui permet de capturer l’effet domaine est le modèle linéaire
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mixte (voir J. N. K.Rao 2003). L’estimation des coefficients de régression et la prédiction
des effets aléatoires s’obtiennent par maximum de vraisemblance sous l’hypothèse de
normalité des erreurs, conduisant au meilleur prédicteur empirique linéaire sans biais
(eblup) de la variable d’intérêt. Cependant, ces modèles reposent sur des hypothèses
fortes comme la normalité et l’homoscédasticité des erreurs. Pour prendre en compte
une relation non-linéaire entre la variable d’intérêt et la variable auxiliaire, Salvati,
Chandra, Ranalli et al. 2010 ont proposé une version non paramétrique de l’eblup
pour la moyenne sur un petit domaine en utilisant des splines pénalisés. Dans un cadre
non paramétrique, Salvati, Ranalli et al. 2010 estiment la moyenne sur un petit
domaine par des M-quantiles conditionnels basés sur des splines pénalisés. En ce qui
concerne l’estimation de la fdr, Chambers et Tzavidis 2006 prédisent la fdr d’un petit
domaine à l’aide de M-quantiles conditionnels paramétriques. Casanova 2012 a étendu
la technique de Chambers et Tzavidis 2006 au cas non paramétrique en utilisant
des estimateurs à noyaux des M-quantiles conditionnels. Enfin, Salvati, Chandra et
Chambers 2010 proposent d’estimer la fdr sur un petit domaine par la moyenne des
données de l’échantillon du petit domaine pondérée par des poids d’échantillonnage
calibrés.
Nous proposons dans [22] un estimateur non paramétrique de la fdr sur petits do-
maines dans le cas où la variable d’intérêt est censurée à droite, cas qui, à notre connais-
sance, n’a jamais été considéré dans la littérature. Après avoir défini les notations dans
ce nouveau cadre, nous détaillons la construction de l’estimateur, qui est une adaptation
au cas censuré de la technique de Casanova 2012. Un exemple d’application à des don-
nées sur les temps d’accès au premier emploi de jeunes diplômées illustre la méthode.
Enfin, des simulations basées sur le modèle comparent cet estimateur avec l’estimateur
naïf de Kaplan-Meier calculé sur les points échantillonnés du domaine et l’estimateur de
la section précédente F̂M calculé sur le domaine. Nous finissons la section par quelques
perspectives.
Notations
La population P de la section précédente est maintenant partitionnée en m sous-
populations — appelées domaines — Ui de taille Ni, i = 1, . . . ,m. Soient s un échantillon
de P de taille n et si = s∩Ui un échantillon du domaine Ui de taille ni. tij est la variable
d’intérêt mesurée pour le j-ème individu du domaine Ui. On suppose que tij est seulement
connu sur si et éventuellement censuré à droite par zij . Avec les notations d’Efron, nous
observons, sur l’échantillon si, yij = min(tij ,zij) et δij = 1(tij < zij). Nous disposons en
outre d’une information auxiliaire xij , valeur d’une variable continue X pour l’individu
j du domaine i, connue sur toute la population.
Dans le cadre des sondages, la fdr de la variable d’intérêt T sur le domaine Ui
s’écrit F i(t) =
1
Ni
∑
j∈Ui
1(tij ≤ t) que l’on peut décomposer en
F i(t) =
1
Ni
∑
j∈si
1(tij ≤ t) +
∑
j∈Ui\si
1(tij ≤ t)
 . (2.33)
Le nouvel estimateur
Comme dans la section précédente, nous pouvons estimer F i par l’estimateur de
Kaplan-Meier F̂ iKM calculé à partir des points de l’échantillon si du domaine Ui. On peut
sans doute améliorer l’estimation de la fdr F i en construisant des estimateurs basés sur
un modèle, qui utilisent de l’information auxiliaire, en se basant sur la formule (2.33).
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Un estimateur naturel de F i peut être obtenu en remplaçant s par si dans toutes les
formules de la section 2.3.2. L’estimateur qui en résulte sera noté F̂ iM. Les fenêtres hT
et hX doivent être remplacées par des fenêtres adaptées à chaque domaine, notées hiT et
hiX . Cette approche nécessite de postuler le modèle de superpopulation ξ
′ suivant :
tij = m(xij) + eij , i = 1, . . . ,m, j = 1, . . . ,Ni,
où les eij sont des variables i.i.d. de fdr G′i et oùm(xij) désigne la médiane conditionnelle
de T sachant X = xij .
Cependant, quand la taille du domaine est petite, ces estimateurs peuvent avoir
une grande variance et des méthodes qui utilisent l’information apportée par les autres
domaines doivent être préférées pour améliorer la précision de l’estimation. Pour ce faire,
nous proposons la procédure suivante. D’après l’équation (2.30) appliquée au domaine
Ui, le premier terme de (2.33) peut toujours être estimé par l’estimateur de Kaplan-Meier
calculé sur l’échantillon si. En ce qui concerne le second terme de (2.33), nous utilisons
l’information de l’échantillon total s pour prédire la valeur de la variable réponse pour
les individus non échantillonnés du domaine Ui. Dans ce cadre, nous devons supposer le
modèle de superpopulation ζ :
tij = m(qi,xij) + εij , i = 1, . . . ,m, j = 1, . . . ,Ni,
où les εij sont des variables i.i.d. de fdr Gi ; qi est un coefficient de [0,1] caractérisant la
position du domaine Ui et m(qi,xij) est le quantile conditionnel d’ordre qi de T sachant
X = xij .
Chaque valeur tij peut en effet être considérée comme le quantile conditionnel de T
sachant X = xij pour un certain ordre noté q(tij ,xij). De ce fait, en imitant Chambers
et Tzavidis 2006, le coefficient qi du domaine Ui peut être défini comme la moyenne ou la
médiane des ordres-quantiles conditionnels q(tij ,xij) des individus j du domaine Ui. On
peut noter que les ordres-quantiles conditionnels sont définis au niveau de la population
et que nous nous attendons à ce que des individus du même domaine aient des valeurs de
leurs ordres-quantiles assez proches si une part de la variabilité des données est expliquée
par le domaine.
Les ordres-quantiles conditionnels sont estimés à l’aide de la version lissée de l’es-
timateur de Kaplan-Meier généralisé calculé sur l’échantillon total s selon la formule
(2.3) :
̂q(tij ,xij) = F̂SGKM(yij | xij).
Comme les valeurs yij peuvent être censurées à droite, les ordres ̂q(tij ,xij) le sont
aussi. Ainsi, pour estimer l’ordre global qi du domaine Ui par la moyenne ou la médiane
des ordres ̂q(tij ,xij), nous devons d’abord estimer leur fdr en tenant compte des observa-
tions censurées. Cela peut être facilement réalisé en utilisant une fois encore l’estimateur
de Kaplan-Meier. Comme la médiane est plus facile à estimer que la moyenne en présence
de censure, nous choisissons donc d’estimer qi par la médiane q̂i des ordres-quantiles,
obtenue en inversant l’estimateur de Kaplan-Meier.
Comme Eζ (1(tij ≤ t)) = P (tij ≤ t) = Gi(t−m(qi,xij)), 1(tij ≤ t) peut être prédite
en estimant Gi(t−m(qi,xij)). Un estimateur naturel m̂(q̂i,xij) dem(qi,xij) est le quantile
conditionnel d’ordre q̂i sachant xij , qui est la solution en θ de F̂SGKM (θ | xij) = q̂i et
est donc obtenue en inversant F̂SGKM. On peut remarquer que, là encore, comme pour
l’estimation de l’ordre-quantile qi, l’échantillon tout entier est utilisé pour calculer cet
estimateur, ce qui permet d’emprunter de la force aux autres domaines. Comme dans la
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section 2.3.2, Gi(t−m(qi,xij)) peut être estimé par l’estimateur de Kaplan-Meier calculé
à partir des résidus censurés ε̂ij = yij − m̂(q̂i,xij), j ∈ si. Nous notons cet estimateur
ĜiKM et en déduisons l’estimateur suivant de la fdr de T dans le domaine Ui :
F̂ iQ(t) =
1
Ni
niF̂ iKM(t) + ∑
j∈Ui\si
ĜiKM (t− m̂(q̂i,xij))
 . (2.34)
Cet estimateur est une fdr de façon évidente.
Application
Nous avons analysé par nos méthodes des données du Centre d’études et de recherches
sur les qualifications (Céreq), en collaboration avec Hélène Couprie, enseignant-chercheur
en économie. Le Céreq interroge par sondage les jeunes diplômés sur leur devenir profes-
sionnel trois ans après l’obtention de leur diplôme (étude rétrospective sur la situation
mensuelle des trois années précédentes). Nous nous sommes restreintes aux 10135 jeunes
filles des régions Midi-Pyrénées et Languedoc-Roussillon qui sont sorties de l’enseigne-
ment secondaire en 2010. La variable d’intérêt T est le temps d’accès au premier emploi
depuis l’obtention du diplôme, censuré à droite pour les jeunes filles qui n’ont pas trouvé
d’emploi à la fin de l’enquête (12,5 % dans nos données). Le Céreq est intéressé par
avoir des statistiques selon le niveau et le type de formation suivi, variable qui nous a
partitionné la population en 34 domaines (de taille variant de 7 à 1480 jeunes filles).
L’échantillon, d’un effectif total de 306, se partitionne par domaine en sous-échantillons
de taille 1 à 37. La variable auxiliaire choisie est le taux de chômage local de la zone
d’emploi de l’établissement de fin d’études, qui est significativement et négativement lié
à la probabilité de trouver un emploi (p=0,014). La figure 2.10 présente les fonctions de
survie correspondant aux trois estimateurs F̂ iKM, F̂
i
M et F̂
i
Q pour 6 domaines de tailles
très différentes.
Simulations
Des simulations basées sur le modèle sont en cours, en simulant un modèle log-
linéaire de régression avec un effet aléatoire du domaine. Les paramètres qui varient
sont le taux de censure, la taille des échantillons des domaines, la force de la relation
entre la variable d’intérêt et la variable auxiliaire mais aussi la part de la variabilité
due aux domaines. Les premiers résultats montrent que l’estimateur F̂ iM est toujours
meilleur que l’estimateur naïf de Kaplan-Meier sur le domaine. Le nouvel estimateur F̂ iQ
qui emprunte de la force aux voisins est plus performant que F̂ iM quand l’échantillon du
domaine est de très petite taille (inférieure à 6 individus) et que la variabilité due aux
domaines est faible ou modérée. Quand les domaines diffèrent plus fortement, les deux
estimateurs sont équivalents.
2.3.4 Conclusion et perspectives
Comme nous l’avons fait dans [10] en population globale, des techniques de type
bootstrap pourraient être adaptées au cas des petits domaines pour obtenir des inter-
valles de confiance de la fdr du domaine, ainsi que des estimations du biais et de la
variance de l’erreur de prédiction.
Une approche intermédiaire qui utilise les poids de sondage tout en se basant sur un
modèle est l’approche dite « assistée par un modèle ». Il serait intéressant d’adapter les
estimateurs proposés dans ce contexte au cas censuré et de les comparer aux estimateurs
basés sur un modèle proposés dans [10] et [22].
2.4 Références 43
Figure 2.10 – Probabilité de ne pas avoir trouvé de premier emploi, estimée par les trois
estimateurs pour six domaines différents correspondant à un niveau et type de formation.
La médiane indiquée (Me) est obtenue en inversant l’estimateur naïf de Kaplan-Meier.
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Risques concurrents avec censure à droite
Événements répétés avec censure et évé-
nement terminal
Suivi post-thérapeutique en oncologie
Références
3 — Données censurées multivariées
Nous nous plaçons dans ce chapitre dans le cadre des données censurées multivariées,
qui correspond au cas où l’on considère plusieurs événements d’intérêt. Ce cadre était
celui de mon doctorat. Une revue des problèmes rencontrés et modèles utilisés dans ce
contexte peut être trouvée dans Hougaard 2000.
L’appellation données censurées multivariées regroupe différents cas. On peut avoir
avoir affaire à des événements répétés pour un même sujet, comme c’est le cas lorsqu’un
observe plusieurs épisodes d’une maladie chronique pour un patient. Ce peut être aussi
l’apparition d’événements de types différents pour un individu, ces types étant non exclu-
sifs au sens où ces événements peuvent tous être observés si la durée de surveillance est
suffisante. En cancérologie, on peut citer comme événements non exclusifs la récidive du
cancer sur le même site, une récidive sur un site différent et l’apparition de métastases.
Ce terme regroupe aussi le cas où l’on s’intéresse aux délais d’apparition d’un même type
d’événement pour des sujets apparentés (fratrie, couple, cage. . .). Par exemple, Clay-
ton et Cuzick 1985 considèrent les âges de décès par accident cardiaque du père et du
fils. Dans ce dernier cas, c’est plutôt l’étude de l’association entre les deux événements
qui présente de l’intérêt. Enfin, un dernier cas qui a connu un fort développement ces
dernières années est celui des risques concurrents : un et seul événement parmi plusieurs
événements concurrents potentiels est observé pour chaque individu : celui qui survient
le premier.
Au cours de mon dea et de mon doctorat, je me suis intéressée à la comparaison de
deux groupes dans le cas d’événements répétés ou multiples non exclusifs et ai proposé
une nouvelle famille de tests de rangs non paramétriques pour comparer deux distribu-
tions multivariées en présence de censure à droite [1]. Les modèles de régression associés à
deux de ces tests ont ensuite été décrits puis généralisés à la prise en compte de plusieurs
facteurs de risque. Ils permettent l’estimation de risques relatifs via une vraisemblance
partielle analogue à celle de Cox 1972.
En collaboration avec Gérard Derzko, biostatisticien chez Sanofi-Synthélabo, nous
avons tenté dans [4] d’apporter un peu de clarté dans la terminologie plutôt confuse qui
est utilisée dans les articles traitant des risques concurrents. En particulier, nous avons
montré que les données observées peuvent relever de deux modèles de sélection de base et
avons développé pour ces deux modèles des algorithmes simples permettant l’estimation
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non paramétrique des (sous-)distributions décrivant l’apparition des événements au cours
du temps. Ces modèles peuvent être combinés en modèles complexes et les algorithmes
proposés se généralisent sans difficulté à ces cas. Ce sera l’objet de la section 3.1.
D’autre part, dans le domaine médical, il est fréquent d’observer des événements ré-
pétés, qui peuvent être interrompus aléatoirement par un événement terminal ou par une
censure. Avec Gérard Derzko, nous avons proposé dans [5] une procédure d’estimation
non paramétrique de l’incidence cumulée de ces événements, à un rang donné puis totale,
tout d’abord uniquement en présence de censure à droite, puis en présence de censure
à droite et de troncature, c’est-à-dire en présence d’un événement terminal qui vient
interrompre la séquence des événements répétés. La méthode, présentée dans la section
3.2, utilise les algorithmes développés dans [4]. Elle fournit également des estimateurs
non paramétriques des prévalences associées à des événements de rang donné.
Dans le cadre de l’encadrement de la thèse de Serge Somda, en codirection avec
Thomas Filleron, méthodologiste-biostatisticien à l’Institut Claudius Regaud, nous nous
sommes intéressés à la méthodologie de la surveillance post-thérapeutique en oncologie :
détermination de la durée optimale de surveillance en tenant compte des types concur-
rents de récidives auquel le patient est à risque et programmation optimale des visites
de contrôle en utilisant un modèle de Markov homogène multi-états. Ce sera l’objet de
la section 3.3, qui présente les articles [9], [11], [12], [13] et la prépublication [23].
3.1 Risques concurrents avec censure à droite
Cette section reprend les principaux développements de l’article [4].
3.1.1 Motivation
Le problème des risques concurrents est apparu à l’origine dans le domaine de la
santé publique et des statistiques de mortalité : il s’agissait principalement d’estimer
les courbes d’incidence de décès correspondant à chaque cause de décès et de prédire
comment elles se modifieraient dans le cas où l’une des causes serait éradiquée. Le terme
de risques concurrents désignait au départ l’étude d’événements fatals de différents types,
mais ce terme a été étendu à tout problème où l’on peut distinguer différents types
de défaillances, fatals ou non. Par exemple, en cardiologie, une population à risque
d’accidents cardio-vasculaires peut manifester plusieurs types d’accidents : infarctus du
myocarde, accident vasculaire cérébral. . . En cancérologie, on peut être intéressé par
le temps écoulé jusqu’à la survenue du premier événement parmi plusieurs événements
non mortels (récidive du cancer, apparition de métastases. . .). Ces événements peuvent
être étudiés indistinctement en les considérant comme des réalisations d’une seule et
même variable délai, mais il est encore plus intéressant d’appréhender leur comportement
spécifique. Bien entendu, la censure à droite, due aux exclus-vivants ou aux perdus de
vue, vient encore compliquer le phénomène en masquant l’observation des événements
d’intérêt.
Dans la situation de base où l’étude porte sur les délais d’apparition d’un événement
d’un type donné en présence d’une censure à droite indépendante de l’événement, Ka-
plan et Meier 1958 (voir 1.1) fournit un estimateur non paramétrique du maximum
de vraisemblance de la fonction de survie de cet événement. Cette méthode est la plus
connue des praticiens et est incluse dans la plupart des logiciels du commerce ; aussi
est-elle utilisée parfois sans discernement dans toutes sortes de conditions expérimen-
tales complexes, incluant plusieurs types d’événements et de censure. Les utilisateurs
considèrent alors que tous les événements en compétition avec l’événement d’intérêt se
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comportent comme une censure vis-à-vis de cet événement, en plus de la vraie cen-
sure : cette approche n’est valide qu’en supposant l’indépendance des événements entre
eux, condition qui paraît d’évidence trop forte dans de nombreuses situations. L’emploi
abusif de la procédure de Kaplan-Meier a été discutée par plusieurs auteurs (voir par
exemple Gooley et al. 1999) et plusieurs méthodes ont été comparées (voir par exemple
Arriagada et al. 1992).
Bien qu’il y ait beaucoup de confusion dans la terminologie, l’approche consistant
à utiliser la méthode de Kaplan-Meier en cas de risques concurrents en considérant
les autres événements comme de la censure est connue sous le nom de méthode des
variables latentes. Une autre méthode d’estimation pour traiter des situations où la
censure est indépendante des différents types d’événements d’intérêt, qui ne sont pas
supposés indépendants entre eux, a été proposée par Kalbfleisch et Prentice 1980.
Cette méthode est peu connue, peu utilisée en pratique, et absente de la plupart des
logiciels 1.
Le contexte général de l’article [4] est celui où n unités statistiques sont présentes
et où l’unité i (1 ≤ i ≤ n) fournit un résultat constitué d’un couple (Yi,∆i) ; ∆i est
la réalisation d’une v.a. discrète ∆ qui catégorise les événements et Yi est la réalisation
d’une v.a. continue positive Y (en pratique le temps écoulé depuis une origine fixe jusqu’à
la survenue d’un événement quelle que soit sa nature ∆).
L’article [4] a pour objet de montrer que, dans le contexte général fixé, les données
observées peuvent relever de deux modèles différents de sélection de base. L’estima-
tion de Kaplan-Meier est pertinente pour un modèle de sélection par valeur minimale
avec indépendance des délais. L’estimateur de Kalbfleisch et Prentice 1980 est
toujours valide et correspond à un modèle de mélange censuré. Curieusement, l’idée
d’un tel modèle apparaît rarement et seulement récemment dans la littérature (voir
Betensky et Schoenfeld 2001) et la relation de ce modèle avec l’estimateur de Kalb-
fleisch et Prentice paraît ignorée. Nous développons pour ces deux modèles de base des
algorithmes simples permettant l’estimation non paramétrique des (sous-)distributions
décrivant l’apparition des événements au cours du temps. Ces modèles peuvent être com-
binés en modèles complexes et les algorithmes proposés se généralisent sans difficulté à
ces cas.
Naturellement, les estimations obtenues par différentes méthodes sont différentes et
induisent des conclusions et des interprétations différentes des données expérimentales.
Le problème essentiel consiste alors à choisir le modèle sous-jacent de production des
données. Malheureusement, ces modèles ne peuvent être distingués au moyen de tests
d’hypothèses, comme cela a été remarqué très tôt par Tsiatis 1975. Cependant, bien
qu’il n’y ait pas de méthode universelle pour ce choix, les conditions de l’expérimentation
et la nature des événements étudiés permettent souvent de l’effectuer a priori.
La section 3.1.2 présente les deux modèles de sélection de base dans le cas le plus
simple de deux événements en compétition sans censure. Dans la section 3.1.3, nous
généralisons ces modèles au cas d’un nombre quelconque d’événements en compétition
avec censure à droite. Nous montrons que ces modèles conduisent à deux estimateurs
différents de l’incidence cumulée : l’estimateur de Kaplan-Meier et l’estimateur de Kalb-
fleisch et Prentice, et les algorithmes permettant d’obtenir ces estimateurs sont présen-
tés. Si ces algorithmes n’ont pas grand intérêt dans les cas simples (car les estimateurs
correspondants peuvent être obtenus autrement), leur utilité apparaît dans le cas de
dispositifs complexes, tels ceux présentés à fin de la section 3.1.3 page 57. Nous expli-
1. En tout cas à la date de publication de l’article [4]. A noter que depuis 2011, cette estimation est
disponible dans le logiciel R grâce à la fonction cuminc du paquet cmprsk (voir Gray 2011).
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quons ensuite en section 3.1.4 comment générer des échantillons correspondant aux deux
mécanismes de base dans les études de simulation et deux échantillons simulés selon les
deux mécanismes sont analysés par les deux méthodes, pour illustrer l’erreur commise
dans l’estimation en supposant un modèle inapproprié. Enfin, la section 3.1.5 s’intéresse
au choix pratique du mécanisme de sélection.
3.1.2 Deux événements en compétition sans censure
Les mécanismes de sélection
Notations
Nous avons modifié les notations de l’article [4] pour les rendre cohérentes avec le
reste du document. Considérons deux types d’événements en compétition. Les données
observées constituent un n-échantillon marqué : (Yi,∆i)ni=1, où Y désigne le délai d’appa-
rition d’un événement, variable continue de fonction de répartition U(t) = P (Y < t) et
où ∆, le type de l’événement, ou encore la marque, est une variable qualitative prenant
ses valeurs dans {0,1}.
Notons U0(t) = P (Y < t,∆ = 0) et U1(t) = P (Y < t,∆ = 1) les incidences cumu-
lées observées pour chaque type d’événement. Ces fonctions sont des sous-distributions.
On a de façon évidente U(t) = U0(t) + U1(t). Notons les distributions conditionnelles
correspondantes F0(t) = P (Y < t | ∆ = 0) et F1(t) = P (Y < t | ∆ = 1).
Ce n-échantillon marqué peut être vu comme le résultat d’une sélection pouvant
provenir de deux mécanismes différents, que nous allons détailler ci-après.
Le mécanisme de sélection par minimum (msm)
La variable Y observée peut être considérée comme le minimum de deux variables
T0 et T1, dénommées parfois dans la littérature « variables latentes » car non complète-
ment observables. Cela correspond aux notations d’Efron (utilisées classiquement pour
modéliser le phénomène de censure à droite d’un événement) :
Y = min(T0,T1),
∆ = j si Y = Tj .
En ajoutant l’hypothèse d’indépendance des variables T0 et T1 (hypothèse non testable),
on obtient la relation suivante :
P (Y ≥ t) = P (min(T0,T1) ≥ t) = P (T0 ≥ t)P (T1 ≥ t),
qui peut s’écrire 1− U(t) = (1− F0(t))(1− F1(t)), (3.1)
qui est la condition caractérisant ce mécanisme de sélection.
Une image simple pour décrire ce mécanisme est celle de deux athlètes que l’on fait
courir et l’on retient le temps du gagnant, ainsi que son identité. Ce mécanisme est le seul
possible si l’une des marques désigne la censure aléatoire à droite, classiquement supposée
indépendante de l’événement d’intérêt. Il correspond dans le cas de deux événements en
compétition à des événements pouvant se réaliser pour chaque individu de façon certaine,
mais qui ne sont éventuellement pas observés, par manque de temps. Des cas pratiques
de deux événements certains et indépendants pouvant affecter des individus sont difficiles
à trouver, ce qui explique que ce modèle a été souvent critiqué car correspondant à une
situation irréaliste.
Si l’on ne fait pas l’hypothèse d’indépendance de T0 et T1, supposer que la variable
observée Y s’obtient par minimum n’est plus exploitable pour une estimation non para-
métrique et on peut alors considérer que l’échantillon relève d’un mécanisme de mélange.
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Le mécanisme de mélange (mm)
Une autre approche possible est de considérer que la variable Y provient d’un mélange
de distribution : deux types de délais coexistent dans l’échantillon en proportion po =
P (∆ = 0) et p1 = 1−p0, fixées au départ et donc indépendantes du temps. Ce mécanisme
ne peut donc pas être supposé si une des marques désigne la censure car la censure est
un processus dynamique. L’approche en termes de mélange a été proposée par d’autres
auteurs (voir par exemple Betensky et Schoenfeld 2001).
La relation U(t) = U0(t) + U1(t) s’écrit pour ce mécanisme, les proportions p0 et p1
des deux types étant fixées :
U(t) = F0(t)P (∆ = 0) + F1(t)P (∆ = 1)
= F0(t)p0 + F1(t)(1− p0).
Ce n’est pas le cas dans le msm, où p0 et p1, si on voulait les écrire, seraient des
fonctions de t. En effet, dans le mm, la différenciation de la formule ci-dessus donne :
dU(t) = P (∆ = 0)dF0(t) + P (∆ = 1)dF1(t),
alors que pour le msm, la différenciation de la condition caractéristique (3.1) conduit à :
dU(t) = (1− F1(t))dF0(t) + (1− F0(t))dF1(t),
qui met clairement en évidence le caractère soit constant, soit fonction du temps de la
décomposition linéaire de dU(t) en fonction de dF0(t) et dF1(t) dans les deux modèles.
De ce fait, une même paire (F0,F1) ne peut jamais être solution à la fois de l’une et
l’autre équation.
Dans le mm, on peut toujours, comme dans le cas du msm, associer deux variables
aléatoires T0 et T1 aux fonctions F0 et F1 respectivement. Mais contrairement au cas
du msm, ces deux variables ne sont plus indépendantes, en tant que composantes d’un
mélange, et elles n’ont plus d’interprétation en termes de variables latentes. La notation
suivante pour la variable Y issue du mélange peut alors être utile : Y = T0∪p0 T1, ce qui
signifie, en posant τ(t) = [t,t+dt[, que P (T0∪p0T1 ∈ τ(t)) = P (T0 ∈ τ(t))+P (T1 ∈ τ(t)).
L’image à retenir pour ce mécanisme est le suivant : on tire d’abord au sort l’athlète
(selon une loi de Bernoulli de probabilité p0) puis on le fait courir et on note son temps
et son identité. Ce mécanisme correspond à des causes de mortalité exclusives. Il est
parfois dénommé dans la littérature mécanisme des « causes spécifiques ». Il est dans la
plupart des cas plus réaliste que le mécanisme de la sélection par minimum qui suppose
l’indépendance des événements. Un exemple typique de ce mécanisme est le cas de l’étude
de la mortalité humaine, les différents types correspondant à des causes exclusives de
décès.
Estimation non paramétrique dans le cas du mécanisme de sélection par minimum
Les fonctions que l’on souhaite estimer dans ce cas sont les incidences cumulées cor-
respondant à chaque événement, c’est-à-dire les fonctions de répartition conditionnelles
F0 et F1. En effet, les événements étant supposés indépendants, cela a du sens de s’in-
téresser à la fonction de répartition d’un événement d’un type donné. Ces fonctions ne
sont pas complètement observables. Par contre, les sous-distributions U0(t), U1(t) et
leur somme U(t) sont observables. Ces dernières peuvent donc être estimées de façon
empirique sur l’échantillon.
T0 et T1 étant supposées indépendantes, on a la condition (3.1) :
1− U(t) = (1− F0(t))(1− F1(t)).
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En imposant de plus la condition de non-informativité suivante :(
∂U0
∂F1
)
(t) =
(
∂U1
∂F0
)
(t) ≡ 0, (3.2)
c’est-à-dire qu’une variation de U0 implique une variation de F0 seulement et qu’une
variation de U1 implique une variation de F1 seulement, on obtient (voir démonstration
en annexe de [4]) le système d’équations différentielles suivant en F0(t) et F1(t) :
dF0(t) =
dU0(t)
1− F1(t)
dF1(t) =
dU1(t)
1− F0(t)
(3.3)
soit 
dF0(t) = (1− F0(t)) dU0(t)
1− U(t)
dF1(t) = (1− F1(t)) dU1(t)
1− U(t)
(3.4)
Remarquons que la condition de non-informativité 3.2 est analogue à la condition qui
justifie l’usage d’une vraisemblance partielle — excluant les contributions de la censure
— dans le cadre traditionnel de l’estimation par maximisation de vraisemblance. Cette
condition n’est autre qu’une condition d’exhaustivité de U0 pour F0 et de U1 pour F1
au sens de Halmos et Savage 1949.
Le système obtenu peut s’écrire sous la forme :
dF0(t)
1− F0(t) =
dU0(t)
1− U(t)
dF1(t)
1− F1(t) =
dU1(t)
1− U(t)
(3.5)
qui correspond à l’égalité de deux risques, obtenue du fait de l’indépendance des deux
délais d’événement : les membres de gauche sont parfois appelés dans la littérature
« risques nets », alors que les membres de droite sont appelés « risques bruts » ou « risques
apparents », et l’on voit qu’une résolution formelle est possible et que de plus la partie
droite des équations est observable, donc estimable empiriquement. La solution de ce
système est : 
F0(t) = 1− exp
(
−
∫ t
0
dU0(x)
1− U(x)
)
F1(t) = 1− exp
(
−
∫ t
0
dU1(x)
1− U(x)
)
Le remplacement de U , U0 et U1 dans ces solutions par leurs estimateurs empiriques
conduit aux estimateurs de Harrington et Fleming (voir page 16) des fonctions F0 et F1.
Nous choisissons plutôt d’obtenir des estimations de F0 et de F1 à l’aide d’un algo-
rithme. L’échantillon total est ordonné par valeurs croissantes des temps observés. On
note cet échantillon ordonné (yi,δi)ni=1. L’ensemble {y1,y2, . . . ,yn}×{0,1} est probabilisé
en donnant la probabilité 1
n
à chacun des n points observés. On cherche des estimateurs
F̂0 et F̂1 de F0 et F1 qui vérifient le système (3.4) à chaque temps t. Bien entendu, ces
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estimateurs dépendent de n, taille de l’échantillon, mais l’indice n sera omis pour ne pas
alourdir les notations.
Cela conduit à :
F̂j(yi)− F̂j(yi−1) =
(
1− F̂j(yi−1)
)
λ̂ji, j = 0,1, (3.6)
avec λ̂ji =
Ûj(yi)− Ûj(yi−1)
1− Û(yi−1)
,
avec comme conditions initiales F̂j(0) = 0, j = 0,1.
En prenant comme estimateurs de U et des Uj , j = 0,1, les estimateurs empiriques
correspondants, on obtient
λ̂ji =
1
n
1(δi = j)
1−
i−1∑
1
1
n
=
1(δi = j)
n− i+ 1 ·
En posant Ŝj(yi) = 1 − F̂j(yi), j = 0,1, on obtient immédiatement à partir de
l’équation (3.6) :
Ŝj(yi) = Ŝj(yi−1)(1− λ̂ji),
avec comme conditions initiales Ŝj(0) = 1, j = 0,1. Par récurrence sur i et en étendant
le résultat à une fonction en escalier sur R, on obtient alors
ŜKMj (t) =
∏
i:yi≤t
(
1− 1(δi = j)
n− i+ 1
)
, j = 0,1, (3.7)
qui sont les estimateurs de Kaplan-Meier des fonctions de survie 1− F0(t) et 1− F1(t),
obtenus en considérant que les deux événements se censurent mutuellement. Ces estima-
teurs ont la propriété de vérifier l’équation (3.1), qui correspond à la condition d’indé-
pendance, à chaque temps, alors que les estimateurs de Harrington-Fleming ne la vérifie
qu’asymptotiquement. Ces mêmes estimations peuvent être obtenues par l’algorithme 1,
obtenu à partir du système (3.3) et dont l’intérêt apparaîtra plus loin.
Algorithme 1 msm : cas de deux événements en compétition
L’échantillon total est ordonné par valeurs croissantes des temps : on le note (yi,δi)ni=1.
Initialisation : F̂j(0) = 0, j = 0,1.
Pour i = 1 à n, j = 0,1,
F̂j(yi) = F̂j(yi−1) +
1
n
1(δi = j)
1− F̂(1−j)(yi−1)
·
La convergence de cet algorithme est assurée car il conduit aux estimations de
Kaplan-Meier. L’intérêt de cet algorithme est qu’il s’étend à des modèles beaucoup
plus complexes qui seront vus plus loin. Les estimations des risques instantanés et des
densités sont également possibles.
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Estimation non paramétrique dans le cas du modèle de mélange
Dans le cas très simple du mélange de deux distributions non censurées, les propor-
tions p0 et p1 peuvent être estimées par les proportions correspondantes observées dans
l’échantillon. Dans le cas du mélange, les fonctions d’intérêt sont les incidences cumulées
U0 et U1, qui correspondent aux incidences de chaque type d’événement, en présence
du risque associé à l’autre type d’événement. On ne s’intéresse pas dans ce cas à F0 et
F1, qui correspondraient à des incidences d’un événement d’un type donné, considéré
comme le seul possible. Les fonctions U0 et U1 sont observables et peuvent être estimées
de façon empirique par :
ÛEmpk (t) =
1
n
∑
i:yi≤t
1(δi = k), k = 0,1. (3.8)
3.1.3 Plusieurs événements en compétition avec censure
La situation va maintenant se compliquer de la façon suivante : on est en présence de
plusieurs événements concurrents et d’un mécanisme de censure à droite. Un seul délai
est observé pour chaque individu : le délai d’un des événements d’intérêt ou le délai de
censure.
On est toujours en présence d’un échantillon marqué : (Yi,∆i)ni=1, avec ∆ qui prend
ses valeurs dans {0,1, . . . ,p}. La marque 0 désigne la censure.
Comme précédemment, cet échantillon peut être vu comme le résultat d’un des deux
mécanismes de sélection suivants :
• Mécanisme de sélection par minimum (msm) : c’est la généralisation du mécanisme
vu dans le cas de deux événements. On considère que le temps Y observé est obtenu
comme minimum de p+ 1 variables latentes que l’on supposera indépendantes, et
dont l’une, T0, est le délai de censure.
• Mécanisme de mélange censuré (mmc) : le temps observé est le minimum d’un
délai de censure et d’une variable aléatoire dont la distribution est un mélange à
p composantes.
Ces deux mécanismes de sélection conduisent à des estimateurs différents des fonction-
nelles d’intérêt. Les deux algorithmes correspondants vont être présentés.
Mécanisme de sélection par minimum : cas général
Le couple (Y,∆) est obtenu de la façon suivante :
Y = min(T0,T1,T2, . . . ,Tp)
∆ = j si Y = Tj
et les variables Tj sont supposées indépendantes deux à deux. Cette hypothèse forte
n’est malheureusement pas testable à cause d’un problème d’identifiabilité (voir Tsiatis
1975).
La condition caractérisant le mécanisme de sélection s’écrit :
1− U(t) =
p∏
j=0
(1− Fj(t)) .
Le système d’équations (3.3) obtenu dans le cas de deux événements sans censure,
qui découle de l’hypothèse de non-informativité, se généralise aisément au cas de p + 1
variables :
dFj(t) =
dUj(t)∏
k 6=j
(1− Fk(t))
= (1− Fj(t)) dUj(t)
1− U(t) , j = 1, . . . ,p.
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En cherchant des estimateurs qui vérifient ce système à chaque temps, on aboutit comme
précédemment aux estimateurs de Kaplan-Meier pour les Fj(t), j = 0,1, . . . ,p, en consi-
dérant les autres variables comme des censures, en plus de la vraie censure T0.
L’algorithme 1 se généralise très facilement et on obtient l’algorithme 2.
Algorithme 2 msm : cas général
L’échantillon total est ordonné par valeurs croissantes des temps : on le note (yi,δi)ni=1.
Initialisation : F̂j(0) = 0 , j = 0, . . . ,p.
Pour i = 1 à n, j = 0, . . . ,p,
F̂j(yi) = F̂j(yi−1) +
1(δi = j)
n
∏
k 6=j
(1− F̂k(yi−1))
·
Bien entendu, les autres fonctionnelles d’intérêt (risques instantanés, densités)
peuvent également être obtenues.
Mécanisme de mélange censuré
La symétrie des p+1 variables latentes du mécanisme précédent ne s’applique plus ici.
Nous notons donc T0 le délai de censure et T1,k, k = 1, . . . ,p, les p délais des événements
(théoriques et sans interprétation propre).
Ces délais T1,k ne sont pas indépendants entre eux conditionnellement à ∆ 6= 0 (en
tant que composantes d’un mélange) ; par contre, on fait l’hypothèse classique d’indé-
pendance du délai de censure T0 avec chaque T1,k.
Le mécanisme de sélection est le suivant :
Y = min(T0,
⋃
ω
T1,k)
∆ = 0 si Y = T0 (3.9)
∆ = k si Y = T1,k,
où T1 =
⋃
ω T1,k est le résultat d’un mélange, w désignant une loi de probabilité définis-
sant la composition de ce mélange. L’image est la suivante : on tire au sort un athlète,
on le fait courir, mais il est alors en compétition avec un autre athlète (la censure) qui
peut arriver avant lui : on note le temps du gagnant et son identité.
Notons ωk = P (∆ = k | ∆ 6= 0), F1(t) la fonction de répartition de la variable T1
et F1,k(t), k = 1, . . . ,p, les distributions conditionnelles correspondant aux composantes
du mélange. On a :
F1(t) =
p∑
k=1
F1,k(t) ωk =
p∑
k=1
I1,k(t). (3.10)
Il n’est pas nécessaire d’estimer explicitement les wk car les quantités qui nous inté-
ressent ici sont les I1,k(t), incidences cumulées des événements de type k en présence
des autres types, et non pas les composantes du mélange F1,k(t), qui correspondraient
aux incidences des événements de type k, le type k étant le seul possible. Contrairement
au cas de deux événements vu précédemment, ces sous-distributions I1,k(t) ne sont plus
entièrement observables à cause de la censure.
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La condition caractérisant le mécanisme de sélection s’écrit :
1− U(t) = 1−
p∑
k=1
U1,k(t)− U0(t)
=
(
1−
p∑
k=1
I1,k(t)
)
(1− F0(t)) , (3.11)
où U0(t) = P (Y < t,∆ = 0) et U1,k(t) = P (Y < t,∆ = k), k = 1, . . . ,p. Ces dernières
quantités sont toujours observables, donc estimables empiriquement.
En ajoutant la condition d’exhaustivité des U1,k pour les I1,k et de U0 pour F0, on
obtient, comme précédemment :
dI1,k(t) =
dU1,k(t)
(1− F0(t)) , k = 1, . . . ,p,
dF0(t) =
dU0(t)(
1−
p∑
k=1
I1,k(t)
) · (3.12)
Ce système peut se réécrire :
dI1,k(t) = (1− F1(t))
dU1,k(t)
(1− U(t)) , k = 1, . . . ,p,
dF0(t) = (1− F0(t)) dU0(t)
(1− U(t)) ,
(3.13)
et sa solution est :
I1,k(t) =
∫ t
0
dU1,k(x)
1− U(x) exp
(
−
∫ x
0
dU1(z)
1− U(z)
)
.
Le remplacement de U , U1 et U1,k dans la formule ci-dessus par leurs estimateurs
empiriques produit pour I1,k l’estimateur d’Aalen-Johansen dont les propriétés mathé-
matiques peuvent être trouvées dans le chapitre iv.4. de Andersen, Borgan et al.
1993.
Estimation
L’ensemble {y1,y2, . . . ,yn} × {0,1,2, . . . ,p} est probabilisé par :
P (Y = t,∆ = k) =
1
n
si ∃i : (t,k) = (yi,δi),
= 0 sinon,
c’est-à-dire qu’à chaque point observé est affectée une probabilité 1
n
.
En utilisant (3.13), la discrétisation donne, pour k = 1, . . . ,p :
Î1,k(yi)− Î1,k(yi−1) =
(
1− F̂1(yi−1)
)
λ̂1,ki (3.14)
avec λ̂1,ki =
Û1,k(yi)− Û1,k(yi−1)
1− Û(yi−1)
=
1(δi = k)
n− i+ 1 ·
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L’estimation F̂1(t) de F1(t) =
p∑
k=1
I1,k(t) s’obtient en sommant sur k les premières
équations de (3.12) et on a aboutit alors au système suivant :
dF1(t) =
dU1(t)
1− F0(t)
dF0(t) =
dU0(t)
1− F1(t)
qui est exactement le système (3.3). L’estimation qui en découle est donc l’estimation de
Kaplan-Meier de la fonction de survie S1 = 1− F1 (obtenue en pratique en regroupant
tous les événements d’intérêt en un seul type). On aboutit alors, par récurrence sur i de
la formule (3.14), à l’estimateur de l’incidence cumulée pour la cause k (k = 1, . . . ,p)
proposé de façon heuristique par Kalbfleisch et Prentice 1980 :
ÎPr1,k(t) =
∑
i:yi≤t
1(δi = k)
n− i+ 1 Ŝ
KM
1 (yi). (3.15)
L’estimation de la fonction de survie S0 = 1−F0 de la censure s’obtient comme celle
de S1 par Kaplan-Meier, en considérant tous les autres événements comme censurant la
censure.
L’algorithme 3 permet d’obtenir les fonctions d’incidence cumulée et la fonction de
répartition du délai de censure.
Algorithme 3 mmc
Initialisation : Î1,k(0) = 0 , k = 1, . . . ,p, F̂0(0) = 0.
Pour i = 1 à n, k = 1, . . . ,p,
Î1,k(yi) = Î1,k(yi−1) +
1(δi = k)
n (1− F̂0(yi−1))
,
F̂0(yi) = F̂0(yi−1) +
1(δi = 0)
n
(
1−
p∑
k=1
Î1,k(yi−1)
) ·
Généralisation des mécanismes msm et mmc
Dans le mécanisme de mélange censuré, la censure peut également être le résultat
d’un mélange (plusieurs causes exclusives de censure). Par exemple, en recherche clinique,
on se trouve parfois amené à comparer, dans plusieurs groupes thérapeutiques où les
survies sont similaires, les différentes causes de censure à droite (mauvaise tolérance,
événement intercurrent, perte de vue. . .) : une répartition différente de ces causes de
censure entre les groupes suggérerait un biais dans la comparaison des mortalités.
Un cas encore plus général est celui où la variable délai observée est le résultat d’une
sélection par minimum de plusieurs variables latentes, chacune d’entre elles pouvant
être le résultat d’un mélange. C’est le cas lorsque plusieurs types de censure (mélange
de censure) sont en compétition avec plusieurs types d’événements (eux-mêmes mélange
d’événements). Le cas du mécanisme de mélange censuré avec la censure résultat d’un
58 Données censurées multivariées
mélange envisagé au début de cette section correspond en fait au cas de deux variables
latentes seulement. Supposons de façon générale qu’on ait affaire à J variables latentes,
chacune résultat d’un mélange de nj composantes. Le couple (Y,∆) est alors obtenu
ainsi :
Y = min(
⋃
ω1
T1,k, . . . ,
⋃
ωJ
TJ,k)
∆ = (j,k) si Y = Tj,k. (3.16)
L’algorithme 4 permet d’estimer les fonctions d’incidence cumulées Ij,k, j = 1, . . . ,J ,
k = 1, . . . ,nj .
Algorithme 4 Généralisation des msm et mmc
L’échantillon total, ordonné par valeurs croissantes des temps, est noté (yi,δi)ni=1
(notons qu’ici δi désigne le couple (j,k)i)).
Initialisation : Îj,k(0) = 0, j = 1, . . . ,J, k = 1, . . . ,nj .
Pour i = 1 à n, j = 1, . . . ,J , k = 1, . . . ,nj ,
Îj,k(yi) = Îj,k(ti−1) +
1(δi = (j,k))
n
∏
j′ 6=j
(
1−
nj′∑
l=1
Îj′,l(yi−1)
) ·
Les estimations des incidences cumulées des variables latentes T1, . . . ,TJ (variables
résultant des J mélanges) s’obtiennent par la procédure de Kaplan-Meier, en groupant
tous les événements du même mélange j et en considérant les autres événements comme
des censures. L’estimateur obtenu vérifie :
F̂KMj (t) =
∑
k
ÎPrj,k (t),
où les ÎPrj,k sont les estimateurs des incidences cumulées des nj composantes du mélange
j, obtenus par l’algorithme précédent, et généralisant l’estimateur (3.15).
D’autre part, on peut facilement vérifier que dans le cas général les estimateurs
obtenus vérifient à chaque temps t la propriété vérifiée par les quantités théoriques, à
savoir :
1−
∑
j,k
ÛEmpj,k (t) =
∏
j
(
1−
∑
k
ÎPrj,k (t)
)
,
où les ÛEmpj,k sont les généralisations des estimateurs définis en (3.8).
3.1.4 Simulation d’un échantillon marqué
Principe
Sélection par minimum
Pour générer un n-échantillon marqué provenant d’une sélection par minimum, il
faut générer p + 1 variables aléatoires indépendantes (les variables latentes) selon des
lois Fj , j = 0, . . . ,p : est retenu pour l’individu i le minimum des p+ 1 réalisations et le
numéro du type correspondant.
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Sélection par minimum et mélange
On se donne une loi de probabilité ω pour les types k, k = 1, . . . ,p, du mélange et des
lois F1,k associées à chacun de ces types. On se donne également F0, la loi de la censure.
Pour chaque individu i, on tire aléatoirement son type δi = k suivant la loi ω, puis
on tire son temps T1,k selon la loi F1,k et son délai de censure T0 suivant la loi F0.
Est retenu le minimum de T1,k et T0 avec l’indicateur de type correspondant (0 ou
k).
Illustration
Nous avons généré un échantillon de taille 500 provenant d’un mécanisme de sélection
par minimum : les deux durées d’événement suivent des lois exponentielles de paramètres
respectifs 1 et 2 et elles sont censurées par un délai de censure de loi exponentielle de
paramètre 1. Cet échantillon a été analysé par les deux méthodes : la méthode pertinente
dans ce cas (algomsm) et la méthode erronée (algommc).
De même, un échantillon de données de 500 individus provenant d’un mécanisme
de mélange censuré a été généré : le mélange se compose de deux lois exponentielles de
paramètres respectifs 1 et 2 en proportions égales, censurées par un délai de censure de
loi exponentielle de paramètre 1. Cet échantillon a également été analysé par les deux
méthodes.
La figure 3.1 montre les courbes d’incidences cumulées estimées dans les 4 cas. Pour
visualiser l’erreur faite en postulant un mécanisme qui n’est pas le bon, nous avons
tracé en traits pleins les courbes théoriques correspondant aux fonctions d’intérêt pour
chaque mécanisme généré. Dans le cas des données provenant d’un msm, il s’agit des
fonctions de répartition marginales F1 et F2 des événements de chaque type. Pour les
données provenant d’un mmc, il s’agit des incidences cumulées correspondant à chaque
type d’événement I1,1 et I1,2, qui correspondent à des probabilités d’occurrence des
événements de chaque type en présence des autres types et dont la somme donne la
fonction de répartition de la variable issue du mélange.
On constate tout d’abord que dans le cas où on applique l’algorithme pertinent, les
estimations s’ajustent tout à fait aux courbes théoriques. Par contre, l’utilisation de la
« mauvaise méthode » conduit à des courbes très différentes, ce qui s’explique par le fait
que l’on n’estime pas les mêmes fonctions. Sur cet exemple, l’analyse de l’échantillon
msm par l’algorithme mmc (en bas à gauche) ne conduit pas à des conclusions fonda-
mentalement différentes (les deux courbes estimées sont simplement plus basses, mais
les événements de type 2 ont, pour tous les temps, une incidence cumulée plus forte que
celle des événements de type 1, comme les courbes théoriques). Par contre, l’analyse de
l’échantillon mmc par l’algorithme msm (en haut à droite) est plus trompeuse : en effet,
les estimations de Kaplan-Meier des fonctions de répartition des deux événements se
croisent, si bien qu’on serait amené à conclure que la survie pour l’événement de type
1 est meilleure que pour le type 2 au début, mais que cette tendance s’inverse après le
point d’intersection, alors qu’en réalité l’incidence cumulée de l’événement de type 2 est
toujours au dessus de celle de l’événement de type 1. Il est difficile de dire dans le cas
général quelle erreur est la plus grave, mais il semble malgré tout plus prudent de ne
pas considérer comme indépendants des événements qui ne le sont pas et donc d’utiliser
l’algorithme mmc en cas de doute sur l’indépendance.
3.1.5 Choix du mécanisme de sélection
Comme nous l’avons montré sur les exemples précédents, le choix du mécanisme
de sélection conduit à des estimations différentes. La question pratique principale reste
donc de spécifier correctement le modèle de sélection, sachant que sa validité ne peut être
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Figure 3.1 – Estimations des incidences cumulées pour deux échantillons msm et mmc
analysés par les deux algorithmes. Les courbes en traits pleins correspondent aux inci-
dences cumulées théoriques.
testée. Il n’y a pas de réponse universelle à cette question, bien que les arguments pour
ce choix existent souvent, spécialement en faveur du modèle de mélange censuré, qui ne
suppose pas l’indépendance des événements. C’est typiquement le cas lorsque la liaison
entre les variables d’intérêt est un phénomène « de nature », comme dans le schéma
dit « à trois états », où un patient à risque peut soit devenir malade puis décéder, soit
décéder directement, lorsqu’on ne s’intéresse qu’à estimer l’incidence du premier évé-
nement : un exemple de ce schéma est celui des accidents cardio-vasculaires (infarctus
du myocarde, accident vasculaire cérébral, hémorragie), qui peuvent apparaître chez des
patients à risque, et devenir éventuellement fatals, ou s’avérer fatals d’emblée. L’indépen-
dance entre les occurrences d’un accident non fatal et du décès chez un patient est une
supposition très peu raisonnable, car elle implique que la maladie et le décès puissent
survenir chez un patient dans un ordre quelconque ! On peut difficilement concevoir
une méthode d’estimation pour l’incidence de l’événement non fatal qui ne prendrait
pas en compte l’existence de l’événement fatal. L’un des problèmes originels des risques
concurrents (rappelé plus haut) équivaut sur cet exemple à vouloir prévoir l’incidence
d’événements non fatals, dans l’hypothèse où une nouvelle technologie médicale viendrait
supprimer le risque d’événement fatal. Cette incidence ne pourrait être estimée qu’en
supposant un modèle à variables latentes avec indépendance des événements, mais ce
modèle est ici a priori invalide ; au contraire, la considération d’un mélange d’événements
cardio-vasculaires non fatals et fatals, qui ne suppose pas l’indépendance, semble refléter
correctement le contexte.
La popularité du modèle des variables latentes vient très probablement de la facilité
d’estimation des fonctions de survie correspondantes par la méthode de Kaplan-Meier,
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présente dans tous les logiciels. D’autre part, ce modèle fournit le résultat le plus complet,
à savoir la distribution multivariée des variables latentes, et l’utilisateur oublie facilement
sous quelles conditions drastiques et irréalistes ce résultat est valide. Parallèlement, c’est
l’absence de logiciel pour l’estimateur de Kalbfleisch et Prentice qui a certainement limité
son utilisation pratique, alors que le mécanisme associé de mélange censuré est toujours
valide, souvent plus réaliste, car prenant en compte les interrelations de nature entre les
variables.
Remarquons enfin que la distinction entre les deux modèles de sélection n’a pas de
conséquence en terme de tests non paramétriques d’hypothèse nulle, lorsqu’on souhaite
comparer différents groupes indépendants. Le test du logrank (voir 1.3) ne dépend en
effet que des risques empiriques apparents, qui sont identiques dans les deux modèles de
sélection. Cette remarque ne fait qu’illustrer l’impossibilité de tester le choix du modèle
de sélection.
3.2 Événements répétés avec censure et événement terminal
Cette section reprend les principaux éléments de l’article [5].
3.2.1 Motivation
Dans le domaine médical, il est fréquent d’observer des événements répétés chez un
même patient On veut décrire comment ces événements apparaissent dans le temps,
au moyen de ce que l’on appellera leur incidence, et aussi comparer ces courbes dans
différents groupes. Le problème se complique du fait que l’observation statistique peut
être interrompue de façon aléatoire : c’est le mécanisme de censure à droite. D’autre part,
un événement terminal tel que le décès peut interrompre complètement le processus des
répétitions, conduisant à une troncature des événements non mortels.
Dans cette situation, la méthode d’estimation non paramétrique usuelle consiste
à ne considérer que la première occurrence du phénomène chez chaque patient et à
utiliser la procédure d’estimation de Kaplan et Meier 1958 basée sur le mécanisme
de censure à droite d’Efron. Cette procédure est bien adaptée au cas du décès, qui
est un événement unique, mais elle implique dans le cas des événements répétés une
perte d’information qui peut être considérable, à savoir tous les temps d’événements
qui surviennent ultérieurement. En pratique, du fait de la non disponibilité de méthodes
d’estimation non paramétriques appropriées, l’expérimentateur arrête l’observation après
la première occurrence, alors même que l’objet de l’étude est l’estimation de la fréquence
globale de survenue en fonction du temps, sans considération particulière pour le premier
événement chez un patient donné.
Ces vingt dernières années 2, des modèles semi-paramétriques généralisant le modèle
de Cox (voir 1.4) au cas des événements répétés ont été développés (voir Andersen et
Gill 1982 ; Prentice et al. 1981 ;Wei et al. 1989). Comme dans le modèle de Cox usuel,
l’accent est surtout mis dans ces modèles sur l’estimation des paramètres associés aux
facteurs de risque plutôt que sur l’estimation de l’incidence cumulée des événements.
D’autre part, les événements terminaux sont rarement pris en compte ; quand ils le
sont (méthode de Wei et al. 1989), ils sont considérés comme des censures vis-à-vis des
événements récurrents, approche qui nous paraît incorrecte du fait de la dépendance entre
les événements récurrents et l’événement terminal. Dans un cadre non paramétrique,
Lawless et Nadeau 1995 ont proposé un estimateur convergent de l’incidence globale
(qu’ils appellent « fonction moyenne cumulative ») des événements récurrents dans le cas
2. Par rapport à la date de l’article, qui date de 2004.
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où il n’y a pas d’événement terminal, mais seulement une censure aléatoire indépendante.
Cook et Lawless 1997 ont étendu cet estimateur non paramétrique au cas où il y a
des événements terminaux, qui peuvent être dépendants des événements récurrents, en
présence de censure aléatoire indépendante des événements récurrents et terminaux ; les
propriétés asymptotiques de cet estimateur ont été étudiées par Ghosh et Lin 2000. Cet
estimateur est convergent mais il ne fournit d’estimation que pour l’incidence globale des
événements répétés. En effet, hormis les modèles de Cox généralisés, aucune des méthodes
de la littérature ne fournit à notre connaissance (au moins à la date de soumission de
[5]) d’estimateur de l’incidence des événements qui se produisent à un rang donné dans
la suite des événements récurrents. Or, l’incidence des événements rang par rang a un
intérêt en soi, en particulier pour vérifier la cohérence des effets d’un traitement sur les
différentes récurrences : en effet, dans certains cas, un phénomène de compensation peut
exister, où un traitement retardera par exemple le premier événement d’un individu, mais
aura l’effet inverse sur les événements ultérieurs. D’autre part, les estimations rang par
rang des incidences cumulées permettent par différence le calcul de la prévalence associée
à un événement de rang donné, qui présente un intérêt clinique certain. Menjoge 2003 a
proposé un estimateur de l’incidence globale construit comme une somme d’estimateurs
des incidences d’événements aux différents rangs ; malheureusement, ces estimateurs ne
sont pas convergents.
Nous montrons dans la section 3.2.2 que ces situations peuvent être modélisées à
l’aide d’un processus de comptage censuré. Nous développons dans la section 3.2.3 une
procédure non paramétrique d’estimation applicable au cas d’un processus censuré, sans
événement terminal ; puis dans la section 3.2.4, nous proposons une procédure qui s’étend
au cas d’une troncature aléatoire à droite des événements récurrents par un événement
terminal. Ces procédures font appel à des algorithmes très simples, qui découlent des
mécanismes de sélection pour les risques concurrents présentés dans [4].
Le lecteur pourra trouver dans [5], pour chacun des cas, avec et sans événement
terminal, un exemple d’école pour illustrer la procédure ainsi que des simulations pour
des modèles simples et solubles analytiquement qui permettent d’apprécier la qualité des
estimateurs présentés. Nous illustrons ici nos méthodes sur deux essais thérapeutiques
dans les sections 3.2.3 et 3.2.4. La section 3.2.5 propose des extensions des procédures
proposées.
3.2.2 Modélisation
Soit (T1p, p ∈ N∗) (l’intérêt de l’indice 1 apparaîtra plus loin) une suite croissante
de variables aléatoires strictement positives, de distributions F1p(t) = P (T1p ≤ t) et
telles que ∀q < p, F1p(t) < F1q(t). Ces variables représentent les délais d’occurrence
d’un événement non terminal pour un individu, depuis une origine commune des temps ;
p indice le rang d’un événement pour l’individu. A chaque T1p peut être associé un
processus de comptage défini par Np(t) = 1(T1p ≤ t), et N(t) =
∑∞
p=1Np(t) définit un
processus global. E (N(t)) représente l’espérance du nombre d’événements, tous rangs
confondus, qui se produisent avant la date t dans une unité statistique. Elle correspond
à une « incidence cumulée » totale au temps t. Notons que cette incidence peut être plus
grande que 1. La propriété suivante est immédiate :
E (N(t)) =
∞∑
p=1
F1p(t). (3.17)
Elle permet d’estimer E (N(t)) dès lors qu’on dispose d’estimateurs pour les distributions
F1p(t) ; cela s’applique en particulier aux estimateurs non paramétriques.
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Un n-échantillon se présente sous la forme d’un ensemble de n séries indépendantes
(individus) des variables (T1p,p ∈ N∗). Chaque série ne comprend qu’un nombre fini de
délais d’événements, variable d’une série à l’autre, du fait de la censure aléatoire à droite,
qui vient masquer l’observation d’événements ultérieurs.
Il peut également arriver que la série des délais d’événements soit tronquée aléa-
toirement par la survenue d’un événement terminal, qui fait perdre définitivement au
processus sa capacité de produire ultérieurement des récurrences. Ainsi, pour l’individu
i, on a la série T11i,T12i, . . . ,T1nii, à laquelle on doit ajouter un dernier délai : le délai de
censure ou le délai jusqu’à l’événement terminal selon les cas, qui prend le rang ni + 1.
Moyennant l’adjonction d’un modèle de censure et de troncature à droite, nous pro-
posons des estimations non paramétriques convergentes des fonctions F1p (ainsi que des
distributions de censure et de troncature) et en conséquence une estimation de E (N(t))
et des prévalences associées à un événement de rang donné.
3.2.3 Processus censuré sans événement terminal
Méthode d’estimation non paramétrique
Dans cette section, la production d’événements récurrents est supposée sans fin,
mais nous considérons que, pour chaque individu, la série de délais se termine nécessai-
rement par un délai de censure, au-delà duquel aucun événement n’est plus observable.
L’individu i fournit donc ni délais d’événements et un délai de censure, de rang ni + 1.
Notre but étant d’obtenir des estimations non paramétriques convergentes des fonc-
tions F1p, fonctions de répartition des variables aléatoires (T1p,p ∈ N∗), nous allons donc
travailler à rang p fixé. La censure est unique pour chaque individu et vient masquer la
série des événements récurrents à un rang donné, variable selon les individus. Son délai
correspond à une variable aléatoire T0. Au rang p, pour chaque individu de l’échantillon,
ou bien la censure a eu lieu à un rang k ≤ p et le délai de l’événement récurrent T1p est
alors censuré par le délai de censure T0, ou bien la censure est associée à un rang supé-
rieur à p et le délai T1p n’est pas censuré. Il paraît donc naturel d’imposer le mécanisme
de censure suivant au rang p (notations classiques d’Efron) :{
Yp = min(T0,T1p)
∆p = 1(T1p ≤ T0)
(3.18)
où Yp désigne le délai observé au rang p, et ∆p est l’indicatrice d’événement (∆p = 1 si on
observe un événement et ∆p = 0 si l’on observe une censure). De plus, nous supposerons
que les délais d’événements et de censure sont indépendants, quel que soit le rang associé
à ces délais.
Les observations utiles pour l’estimation au rang p sont donc de deux sortes : les
délais T1p non censurés et les délais de censure T0 associés à des rangs k ≤ p. Notons
qu’au rang p, chaque individu contribue une fois et une seule, si bien que l’on peut
résumer les observations pertinentes au rang p par les couples {(Yi,∆i), i = 1, . . . ,n}
(pour ne pas alourdir les notations, l’indice p sera omis lorsque l’indice i intervient).
Introduisons les notations suivantes au rang p :
Up(t) = P (Yp ≤ t),
U0p(t) = P (Yp ≤ t,∆p = 0),
U1p(t) = P (Yp ≤ t,∆p = 1).
On a d’autre part :
F1p(t) = P (Yp ≤ t | ∆p = 1),
F0p(t) = P (Yp ≤ t | ∆p = 0).
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Les fonctions Up, U0p et U1p sont facilement estimables empiriquement ; F1p et F0p
sont les fonctions d’intérêt à estimer. L’indépendance des processus d’événements et de
censure ainsi que le mécanisme de censure (3.18) impliquent alors :
P (Yp > t) = P (T0 > t) P (T1p > t), (3.19)
c’est-à-dire
1− Up(t) = (1− F0p(t)) (1− F1p(t)). (3.20)
En notant R la variable aléatoire correspondant au rang associé à un délai de censure,
on obtient la décomposition suivante de la fonction F0p :
F0p(t) =
p∑
k=1
P (Yk ≤ t,R = k | ∆k = 0) =
p∑
k=1
I0k(t). (3.21)
Cette décomposition nous suggère d’utiliser, par commodité d’expression et pour pouvoir
replacer notre problème d’estimation dans un cadre déjà étudié, la notion de mélange :
les délais de censure qui interviennent au rang p peuvent être considérés comme issus
d’un mélange de délais de censure associés à des rangs k ≤ p.
La relation (3.20) peut s’écrire :
1− U0p(t)− U1p(t) = (1−
p∑
k=1
I0k(t)) (1− F1p(t)). (3.22)
Elle correspond à la relation 3.11 de [4], caractéristique du « mécanisme de mélange
censuré », introduite pour des événements concurrents en présence d’une censure aléa-
toire à droite. Les risques concurrents peuvent en effet être modélisés en considérant
un mélange d’événements dont l’observation peut être masquée du fait de la censure à
droite. La situation est simplement inversée dans le présent article puisque le mélange
est un mélange de censures de rang k ≤ p, censuré par un événement, mais une démarche
similaire peut s’appliquer. En conséquence, les estimations des quantités qui nous inté-
ressent, à savoir les fonctions F1p et F0p, découlent d’un algorithme simple présenté dans
[4].
Comme nous l’avons montré dans [4], l’estimateur de F1p ainsi obtenu est l’estimateur
de Kaplan-Meier au rang p, tout individu censuré à un rang inférieur ou égal à p étant
considéré comme censuré pour le rang p :
F̂1p(t) = 1−
∏
i:δi=1
(
1− 1[yi≤t]
n− i+ 1
)
· (3.23)
Les estimations des fonctions F0p(t) =
∑p
k=1 I0k(t), lois de mélanges de délais de censures
de rangs inférieurs ou égaux à p, ne correspondent pas à des distributions d’intérêt. En
revanche, F0r correspond à la fonction de répartition de la censure, que nous noterons
plus simplement F0. En effet, au rang r, rang maximal observé, il n’y a plus que des
délais de censure, si bien que la relation caractéristique (3.20) s’écrit :
1− U0r(t) = 1− F0r(t), (3.24)
et donc l’estimateur empirique de U0r constitue un estimateur non paramétrique de F0,
puisque la censure est entièrement observable : dans le contexte d’événements répétés,
les événements n’empêchent pas la censure de se produire.
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Figure 3.2 – Estimations des incidences cumulées totales et par rang pour l’essai
bladder.
Un estimateur non paramétrique de l’incidence cumulée totale E(N(t)), espérance du
nombre total d’événements répétés qui ont eu lieu avant t tous rangs confondus, s’obtient
par sommation sur p (jusqu’au rang maximal r − 1 où on observe des événements) des
estimateurs non paramétriques des incidences Fp(t) à chaque rang (cf (3.17)) :
̂E(N(t)) =
r−1∑
p=1
F̂1p(t). (3.25)
Comme les estimateurs à chaque rang p sont convergents (en tant qu’estimateurs de
Kaplan-Meier), leur somme l’est également.
Les prévalences dans un état p sont également estimables non paramétriquement à
partir des estimations non paramétriques des fonctions F1p(t).
Application biomédicale : l’essai thérapeutique bladder
Nous avons repris la classique étude des cancers de la vessie de Byar 1980 dont les
données (bladder) sont disponibles en exemple dans le logiciel R, en considérant les deux
bras placebo et thiotepa. Quand ils entrent dans l’essai, les 86 patients présentent des
tumeurs de la vessie superficielles qui leur sont enlevées, puis ils sont randomisés dans les
deux groupes de chimiothérapie (placebo ou thiotepa). Beaucoup de patients présentent
des récurrences multiples de tumeurs au cours de l’étude, qui leur sont enlevées à chaque
visite : 47 patients ont présenté une seule récurrence, 29 deux récurrences, 22 trois
récurrences et 14 patients trois récurrences ou plus. Très peu de patients ont eu plus de
4 récurrences, donc seules les 4 premières récurrences ont été considérées.
Les estimations des incidences cumulées rang par rang et totale sont fournies dans
la figure 3.2. On peut noter que, pour les 4 récurrences, les courbes des patients traités
sont plus basses que celles des patients non traités.
66 Données censurées multivariées
3.2.4 Processus censuré tronqué par un événement terminal
Méthode d’estimation non paramétrique
Nous considérons à présent que les séries des délais des individus se terminent néces-
sairement soit par un délai de perte (la perte désigne l’événement terminal), au-delà
duquel aucun événement ne peut plus se produire, soit par un délai de censure, au-delà
duquel aucun événement ou perte n’est plus observable ; nous attacherons à ces délais,
qu’il s’agisse d’une perte ou d’une censure, un rang, celui du dernier événement d’intérêt
observé augmenté d’une unité. L’individu i fournit donc ni délais d’événements et un
délai de censure ou un délai de perte, de rang ni + 1.
Notre but est d’obtenir des estimations non paramétriques convergentes des inci-
dences cumulées des événements rang par rang, en présence de l’événement terminal.
Nous allons donc travailler à rang p fixé. En plus du délai de censure T0 existe mainte-
nant un délai de perte T2. La censure est unique pour chaque individu et vient masquer
la série des événements récurrents à un rang donné, variable selon les individus, à moins
que ce ne soit le délai de perte qui intervienne, en venant tronquer la série des événe-
ments récurrents à un rang donné, variable lui aussi selon les individus. Au rang p, pour
chaque individu de l’échantillon, ou bien la censure a eu lieu à un rang k ≤ p et le délai
de l’événement récurrent T1p est alors censuré par le délai de censure T0, ou bien la perte
a eu lieu à un rang k ≤ p et le délai de l’événement récurrent T1p est alors tronqué par
le délai de perte T2, ou bien la censure ou la perte, dont l’une seule des deux peut être
observée, est associée à un rang supérieur à p et le délai T1p n’est ni censuré ni tronqué.
Nous allons supposer, parce que cette hypothèse paraît raisonnable dans beaucoup
d’études, que les délais de survenue des événements ainsi que les délais de survenue
des pertes sont indépendants du délai de censure. Par contre, il n’y a pas de raison de
supposer l’indépendance du délai de perte et du délai jusqu’à l’événement d’intérêt. On
peut donc modéliser par commodité d’expression la compétition qui se joue entre la
perte et l’événement de rang p par un mélange (voir article [4]). La variable résultante
sera notée T12p et sa fonction de répartition F12p. Ces remarques conduisent à considérer
le mécanisme suivant de censure et de troncature au rang p :

Yp = min(T0,T12p)
∆p = 0 si T0 < T12p
∆p = 1 si T12p ≤ T0 et T12p = T1p
∆p = 2 si T12p ≤ T0 et T12p = T2
(3.26)
où Yp désigne le délai observé au rang p, et ∆p est le type de ce délai (∆p = 1 si on
observe un événement, ∆p = 2 si on observe une perte et ∆p = 0 si on observe une
censure).
Les observations utiles pour l’estimation au rang p sont donc de trois sortes : les
délais T1p non censurés et non tronqués, les délais de perte T2 associés à des rangs k ≤ p
et les délais de censure T0 associés à des rangs k ≤ p. Notons qu’au rang p, chaque
individu contribue une fois et une seule, si bien que l’on peut résumer les observations
pertinentes au rang p par les couples {(Yi,∆i), i = 1, . . . ,n} (l’indice p sera omis lorsque
l’indice i intervient).
En plus des fonctions Up, U0p, U1p et F0p déjà définies dans le cas sans perte (voir sec-
tion 3.2.3), nous avons besoin des fonctions suivantes, définies pour tout rang p compris
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entre 1 et r, rang maximal observé dans l’échantillon :
U2p(t) = P (Yp ≤ t,∆p = 2),
I1p(t) = P (Yp ≤ t,∆p = 1 | ∆p = 1 ou 2),
I2p(t) = P (Yp ≤ t,∆p = 2 | ∆p = 1 ou 2),
F12p(t) = P (Yp ≤ t | ∆p = 1 ou 2) = I1p(t) + I2p(t).
L’indépendance de T0p et de T12p pour tout p ainsi que le mécanisme de censure et
de troncature (3.26) conduisent, pour les mêmes raisons qu’à la section 3.2.3, à
P (Yp > t) = P (T12p > t) P (T0 > t), (3.27)
c’est-à-dire, pour tout rang p, 1 ≤ p ≤ r :
1− Up(t) = 1− U0p(t)− U1p(t)− U2p(t)
= (1− F0p(t)) (1− F12p(t))
= (1− F0p(t)) (1− I1p(t)− I2p(t)).
En notant R la variable aléatoire correspondant au rang associé aux délais de censure
ou de perte, la décomposition (3.21) de la fonction F0p proposée dans la section sans
perte est toujours valable.
Remarquons qu’une décomposition similaire au rang p s’applique à la fonction I2p :
I2p(t) =
p∑
k=1
P (Yk ≤ t,R = k,∆k = 2 | ∆k = 1 ou 2). (3.28)
Les délais de perte qui interviennent au rang p peuvent donc être considérés comme issus
d’un mélange de délais de perte associés à des rangs k ≤ p.
Nous avons donc au rang p un mécanisme de mélange censuré : un mélange constitué
de l’événement d’intérêt de rang p et de délais de pertes de rangs ≤ p est censuré par
minimum avec un mélange de délais de censures de rangs ≤ p. Nous pouvons alors
appliquer l’algorithme correspondant à ce cas proposé dans [4] et montrer facilement
que l’estimateur obtenu pour F12p est l’estimateur de Kaplan-Meier :
F̂KM12p (t) = 1−
∏
i:δi∈{1,2}
(
1− 1[yi≤t]
n− i+ 1
)
· (3.29)
L’estimateur obtenu pour I1p est l’estimateur de Kalbfleisch et Prentice 1980 :
ÎPr1p (t) =
∑
i:δi=1
1[yi≤t]
n− i+ 1
(
1− F̂KM12p (yi)
)
.
Les estimateurs de F0r et de I2r constituent des estimateurs non paramétriques de F0,
fonction de répartition de la censure et de F2, fonction de répartition de la perte. En
effet, il est aisé de constater qu’au rang r, il ne peut plus y avoir d’événement récurrent,
et donc la relation caractéristique (3.28) s’écrit :
1− U0r(t)− U2r(t) = (1− F0r(t)) (1− I2r(t))
= (1− F0(t)) (1− F2(t)).
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On voit donc que la censure et la perte se censurent mutuellement, et la procédure
d’estimation de F0 et de F2 est donc la procédure habituelle de Kaplan-Meier, appliquée
à l’échantillon de l’ensemble des pertes et des censures :
F̂KM0 (t) = 1−
∏
i:δi=0
(
1− 1[yi≤t]
n− ℓ(i,r) + 1
)
,
F̂KM2 (t) = 1−
∏
i:δi=2
(
1− 1[yi≤t]
n− ℓ(i,r) + 1
)
,
où ℓ(i,r) désigne le rang de l’observation i dans l’échantillon constitué de l’ensemble des
pertes et des censures à tous les rangs.
Un estimateur de l’incidence cumulée totale des événements d’intérêt, tous rangs
confondus, s’obtient en sommant les estimateurs des incidences à chaque rang p :
̂E(N(t)) =
r−1∑
p=1
Î1p(t).
Pour ce qui est de la prévalence associée aux événements de rang p, en présence
d’événements terminaux, les individus qui sont entrés dans l’état p avec une probabilité
I1p(t) peuvent à l’instant t soit produire un (p + 1)-ème événement récurrent, avec
la probabilité I1,p+1(t) qui les fait passer dans l’état suivant p + 1, soit produire un
événement terminal de rang p + 1 avec la probabilité P (Y ≤ t,R = p + 1,∆ = 2 | ∆ =
1 ou 2) = I2,p+1(t)− I2p(t). D’où :
πp(t) = I1p(t)− I1,p+1(t)− (I2,p+1(t)− I2,p(t))
= F12p(t)− F12,p+1(t), 0 < p < r (3.30)
π0(t) = 1− F12,1(t).
Application biomédicale : étude CAPRIE
Nous ré-analysons l’étude CAPRIE (Clopidogrel versus Aspirine in Patients at Risk of
Ischaemic Events) du CAPRIE Steering Committee (Gent et al. 1996), un essai théra-
peutique destiné à montrer la supériorité du clopidogrel sur l’aspirine dans la prévention
des événements ischémiques. Environ 20 000 patients ont été suivis de 1 à 3 ans, et jus-
qu’à 3 récurrences ont été observées. L’analyse selon le protocole a porté sur un critère
composite, à savoir le premier événement ischémique, fatal ou non. Les courbes de survie
par groupe de traitement pour ce critère ont été estimées par la méthode de Kaplan-
Meier et on obtient à l’aide du test du logrank une différence significative, qui atteint
en différence relative 8 % à 3 ans en faveur du clopidogrel.
Nous reprenons cette étude en considérant tous les événements récurrents. Nous
présentons à la figure 3.3 les courbes d’incidence cumulée par groupe des patients de
la strate pad (Peripheral Arterial Disease) ; il s’agit des patients inclus dans l’étude
avec une artériopathie des membres inférieurs, qui les prédispose à produire des évé-
nements cardio-vasculaires (cv) graves, dont des infarctus du myocarde, des infarctus
cérébraux ou encore à devoir être amputés du membre inférieur atteint par la maladie ;
tous ces événements peuvent être éventuellement fatals. Dans cet exemple sont con-
sidérés comme événements récurrents les événements cardio-vasculaires non fatals, les
événements cardio-vasculaires fatals constituant quant à eux des événements terminaux
que nous avons regroupé sous le terme « décès toutes causes ». Il y a environ 3300 pa-
tients dans chaque groupe. On constate que la supériorité du clopidogrel sur l’aspirine
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s’exprime à la fois vis-à-vis des événements terminaux et des événements récurrents,
globalement et rang par rang. Les patients ayant reçu le clopidogrel ont eu au plus deux
récurrences ; quelques patients ayant reçu l’aspirine en ont eu trois. Nous avons appli-
qué aux mêmes données le modèle de Cox généralisé de Wei et al. 1989, que l’on note
wlw. Seules les deux premières récurrences ont pu être considérées, puisque le groupe
ayant reçu le clopidogrel a eu deux récurrences au plus. Le décès a été traité comme une
strate à part, et les événements récurrents tronqués sont considérés comme censurés. Les
risques relatifs estimés sont les suivants : 1,23 (p 3 = 0,03) pour la première récurrence,
2,02 (p = 0,02) pour la deuxième récurrence, et 1,17 (p = 0,14) pour le décès, toujours
en faveur du clopidogrel. Nous constatons sur les courbes de la figure 3.3 (en haut à
droite) que les estimations des incidences rang par rang obtenues sont assez proches
de nos estimations non paramétriques. De même, pour le décès, les courbes sont très
proches. En ce qui concerne l’incidence globale, les estimations tous rangs confondus ont
été calculées comme ce qui est fait classiquement par la méthode wlw en considérant un
modèle de Cox avec paramètre unique pour prendre en compte l’effet du traitement sur
les deux récurrences. Les courbes correspondantes sont les plus basses de la figure 3.3 en
haut à gauche. Elles sont en quelque sorte une moyenne des courbes des rangs 1 et 2. Or,
comme le montre la formule (3.17), la façon correcte d’obtenir une courbe d’incidence
globale est de sommer les courbes des différents rangs, ce que nous avons également fait
en sommant les courbes des rangs 1 et 2 de la méthode wlw. Nous constatons alors sur
les courbes de la figure 3.3 en haut à gauche que les estimations obtenues sont assez
proches de nos estimations non paramétriques. Sur ce même graphe, correspondant à
tous les événements cardio-vasculaires non fatals, nos estimations montrent cependant
une tendance : l’écart entre les deux groupes se resserre après 450 jours. Cette différence
précoce est gommée par le modèle wlw du fait de l’hypothèse de proportionnalité des
risques. Il se peut cependant que la tendance révélée par notre méthode soit réelle et que
l’évolution ultérieure moins différenciée des courbes provienne des arrêts de traitement :
en effet, les patients arrêtant le clopidogrel sont mis sous aspirine, mais l’analyse est faite
en intention de traiter 4. Cela mériterait une analyse plus fine. Nous avons également
appliqué la méthode de Cook et Lawless 1997 de calcul de l’incidence globale aux
données CAPRIE. Comme pour les simulations, les courbes d’incidence globale obtenues
sont extrêmement proches des nôtres, à un point tel que nous ne les avons pas représen-
tées. Rappelons que cette dernière méthode ne comporte pas d’estimation des incidences
rang par rang, et exclut donc le calcul d’estimation des prévalences.
3.2.5 Conclusion et perspectives
Un des intérêts d’avoir une méthode non paramétrique disponible est de permettre la
validation de modèles plus restrictifs. En particulier, l’hypothèse de proportionnalité des
risques des modèles de Cox généralisés peut être graphiquement validée en comparant
les estimations des incidences par groupe de ces modèles à nos estimations non paramé-
triques. Par exemple, les données CAPRIE semblent assez bien se prêter à une analyse
par un modèle de risques proportionnels.
La méthode d’estimation proposée s’étend de façon immédiate à tout mélange d’évé-
nements récurrents de différents types, permettant l’estimation non paramétrique de
3. désigne le degré de signification du test de Wald testant la nullité du paramètre mesurant l’effet
du traitement.
4. On parle d’analyse en intention de traiter lorsque des patients ayant abandonné le traitement que
leur a affecté la randomisation restent considérés pour l’analyse dans leur groupe de traitement d’origine,
quels que soient les traitements réellement administrés par la suite. C’est ce qui est fait habituellement
dans les études cliniques de phase iii.
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l’incidence d’un type particulier d’événement. Si les événements terminaux sont égale-
ment catégorisés, on sait que le modèle de mélange censuré permet d’estimer l’incidence
d’une de leurs catégories. Cela permet par exemple d’estimer l’incidence des infarctus
mortels ou non mortels et récurrents, en présence d’autres événements mortels ou non
mortels et récurrents (par exemple des hospitalisations ou des décès pour une cause non
cardio-vasculaire).
3.3 Suivi post-thérapeutique en oncologie
Dans cette section sont présentés les cinq articles écrits dans le cadre de l’encadrement
de la thèse de Serge Somda, en codirection avec Thomas Filleron de l’Institut Claudius
Regaud, dont le sujet était l’individualisation du suivi post-thérapeutique des patients
traités du cancer en fonction du cancer et du type de rechute. La section 3.3.1 présente
le contexte de la surveillance post-thérapeutique en oncologie. La section 3.3.2 présente
l’état de l’art sur l’estimation de la durée de surveillance optimale post-thérapeutique
avec en particulier l’approche de Mould et al. 2004. La section 3.3.3, qui correspond à
l’article [13], présente une application de la méthodologie de Mould et al. 2004, déve-
loppée initialement dans le cadre du cancer du sein, pour un site différent du cancer :
il s’agit de déterminer la durée optimale de suivi de patients traités d’une tumeur ger-
minale des testicules à un stade avancé, en tenant compte du pronostic et de la réponse
au traitement du patient. Dans l’article [9], présenté à la section 3.3.4, nous générali-
sons l’approche de Mould et al. 2004, qui ne considère qu’un seul type d’événements,
en prenant en compte plusieurs événements concurrents avec différentes probabilités de
guérison associées. La section 3.3.5 résume l’article [12] qui compare la technique de l’ar-
ticle [9] pour déterminer la durée de surveillance avec une approche plus simple basée sur
les risques proposée par Stewart-Merrill, Boorjian et al. 2015. Lorsque la durée de
suivi ainsi que le nombre de visites ont été arrêtés par le médecin, la méthode proposée
dans l’article [11] et décrite dans la section 3.3.6 permet de déterminer les dates opti-
males auxquelles les visites devraient être programmées. Nous proposons pour finir dans
la section 3.3.7 un algorithme pour comparer les différentes stratégies de surveillance
post-thérapeutique, qui correspond à la prépublication [23].
3.3.1 Motivation
Rappelons que le cancer est, d’après l’Organisation Mondiale de la Santé (who
2015), la première cause de décès dans le monde. En effet, 8,8 millions de décès dus
au cancer ont été enregistrés en 2012 (Steward et Wild 2014) dont les principales
localisations étaient, dans l’ordre du nombre de décès, le poumon, le foie, l’estomac, le
cancer colorectal, le sein et l’œsophage.
Les patients en rémission à la suite d’un traitement curatif du cancer entrent dans
la phase de surveillance post-thérapeutique. Cette phase vise à déceler les rechutes à
un stade précoce, afin de proposer des traitements, curatifs ou palliatifs. La surveillance
repose sur des examens cliniques, de l’imagerie, éventuellement des endoscopies et des
études de marqueurs biologiques.
Idéalement, la phase de surveillance devrait durer jusqu’à ce que le patient soit
considéré comme guéri, c’est-à-dire ne présentant plus de risque de rechute. Quant aux
visites, elles devraient être les plus nombreuses possibles. Ceci n’est bien évidemment
pas possible pour des raisons pratiques et de coût. Il est alors nécessaire de déterminer
un calendrier de surveillance. Ce calendrier devra proposer des visites suffisamment
fréquentes mais aussi en nombre suffisamment réduit afin de limiter la charge pour le
patient, le praticien et l’établissement de soins.
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Plusieurs instances spécialisées comme la Société Américaine d’Oncologie Clinique
et la Société Européenne d’Oncologie Médicale ont proposé différentes recommandations
pour le suivi et le calendrier de surveillance selon la pathologie. Par exemple, on trouve
des recommandations pour le cancer du sein (Khatcheressian et al. 2006 ; Aebi et al.
2010 ; Cardoso et al. 2010), le poumon (Sorensen et al. 2010), les sarcomes (Casali
et al. 2010), le cancer colorectal (Desch et al. 2005 ; Balmaña et al. 2010), etc. Ces
différentes planifications, qui peuvent différer selon les pays, sont généralement définies
sur la base d’avis d’experts, sans évaluation reposant sur des essais cliniques randomisés.
En particulier, elles ne prennent pas en compte les caractéristiques propres au patient
comme les facteurs pronostiques de rechute. Tous les patients sont en effet suivis de la
même manière alors même que leurs délais de récidive du cancer peuvent différer en
fonction de plusieurs facteurs individuels.
Étant donné le nombre croissant de patients en phase de suivi, les coûts liés à ce
dernier sont en constante augmentation. Hofmann et al. 2002, après avoir analysé les
données de 661 patients traités pour un mélanome en Allemagne entre 1983 et 1999, ont
estimé que le coût moyen de la surveillance pour détecter une récidive avait augmenté
de 5 806e entre 1983 et 1987 et de 18 558e entre 1987 et 1990, les surveillances les plus
coûteuses étant celles pour lesquelles les risques de rechute sont les moins élevés. Il est
alors évident que l’adaptation du suivi au risque de rechute du patient permettrait un
contrôle plus important de ces coûts. Enfin, comme le patient en rémission est à risque
de plusieurs types de récidives concurrents, la prise en compte de ces différents types
d’événements dans la modélisation s’avère nécessaire.
3.3.2 Durée optimale du suivi post-thérapeutique : état de l’art
Les différentes recommandations sur la surveillance des patients en phase de rémis-
sion de leur cancer proposent généralement des calendriers de visites spécifiques pour
les cinq premières années après le traitement (Hogendoorn et al. 2010 ; Balmaña
et al. 2010 ; Cardoso et al. 2010). Au-delà de cinq ans, les calendriers conseillent le
plus souvent d’organiser une visite par an, mais sans préciser pendant combien de temps
devra durer la surveillance (Weaver et al. 2014). La planification de cette durée est
pourtant cruciale dans la prévision des ressources financières et humaines.
La modélisation du délai d’apparition de la récidive ne peut s’appuyer sur les modèles
classiques de survie qui considèrent que 100 % des individus réaliseront l’événement
d’intérêt. Heureusement, une fraction des patients en rémission ne fera jamais de rechute,
quelle que soit la durée de leur suivi et pourra être considérée comme guérie. Il faut
donc utiliser des modèles de survie qui incluent cette probabilité de guérison (cure rate
models).
Plusieurs auteurs ont proposé des méthodes de détermination du taux de guérison.
Il peut être estimé par des techniques utilisant la survie relative (voir Dickman et
al. 2004 ; Ederer et al. 1961). Tai et al. 2005 déterminent le nombre d’années de
surveillance minimal pour pouvoir estimer le taux de guérison en modélisant la durée de
survie par une distribution log-normale. Ils en concluent que cette durée de surveillance
diffère énormément selon la localisation du cancer. Récemment, Ambrogi et al. 2014
ont utilisé une approche par les risques concurrents pour estimer le taux de guérison en
comparant les mortalités spécifiques. Boag 1949 a proposé un modèle de survie intégrant
directement un taux de guérison. Il s’agit d’un modèle de mélange paramétrique log-
normal qui permet l’estimation à la fois de la distribution du délai jusqu’à la récidive et
du taux de guérison. Mould et al. 2004, en utilisant le modèle de Boag, ont proposé une
formule simple pour aider à la détermination de la durée de surveillance après traitement
3.3 Suivi post-thérapeutique en oncologie 73
pour des patientes ayant eu un cancer du sein détecté au stade précoce. Cette approche
est présentée ci-dessous.
L’approche de Mould
Mould et al. 2004 proposent une règle de décision pour réduire la durée de sur-
veillance post-thérapeutique dans le cadre du cancer du sein sans augmenter de façon
significative la probabilité que des patientes rechutent après la fin du suivi alors qu’elles
auraient pu être prises en charge avec succès. Leur objectif est la détection précoce de
la majorité des récidives locales (c’est-à-dire dans le même sein) qui pourraient bénéfi-
cier avec succès d’un traitement curatif. Leur méthodologie est en deux étapes : le délai
d’apparition de la la récidive locale (lr) est modélisé en utilisant le modèle de guérison
de Boag, puis la durée de surveillance est déterminée en fonction de la distribution de
ce délai.
Le modèle de guérison de Boag
Boag 1949 fait l’hypothèse qu’une proportion π (0 ≤ π ≤ 1) de patients sera guérie
(c’est-à-dire ne fera jamais de récidive) et qu’une proportion (1− π) récidivera. Pour ce
second groupe, le délai d’apparition de la récidive locale est modélisé par une loi log-
normale. La fonction de survie sans récidive locale peut alors s’écrire comme un modèle
de mélange :
SLR(t) = π + (1− π) (1− F ∗LR(t,µ,σ)) (3.31)
où F ∗LR est la fonction de répartition d’une distribution log-normale de moyenne µ et
d’écart-type σ. F ∗LR étant une fonction de répartition, il s’ensuit que lim
t→+∞
F ∗LR(t) = 1
et par conséquent lim
t→+∞
SLR(t) = π. La droite horizontale d’équation y = π est donc
une asymptote horizontale à la courbe de survie. Cette quantité représente le taux de
guérison après le traitement. La figure 3.4 présente un exemple de fonction de survie du
modèle de Boag pour un taux de guérison π = 0,25.
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Figure 3.4 – Fonction de survie du modèle de Boag de paramètres µ = 3, σ = 0,5 et
π = 0,25.
Dans le cas où la distribution log-normale n’ajuste pas correctement les données,
des variantes du modèle de Boag ont été proposées dans la littérature. A la place de la
distribution log-normale, Sposto 2002 propose d’utiliser une distribution de Weibull.
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Gamel et Vogel 1997 reprennent le modèle de mélange en incorporant une distribution
log-logistique ou une distribution de Weibull. Peng, Dear et al. 1998 proposent une
famille généralisée de modèles à laquelle on peut associer des effets aléatoires (voir aussi
Peng et J. Zhang 2008 ; Peng et Taylor 2010). La distribution des événements peut
également dépendre de facteurs pronostiques (Sposto 2002 ; Peng et J. Zhang 2008 ;
Peng et Taylor 2010). Des procédures de type em (Expectation-Maximization) ont été
développées pour l’estimation des paramètres de ces modèles (Peng et J. Zhang 2008 ;
J. J. Zhang et M. Wang 2009 ; Lai et Yau 2009 ; Peng et Taylor 2010) et elles sont
implémentées dans les logiciels statistiques les plus courants (Corbière et Joly 2007 ;
Lambert 2007 ; Cai et al. 2012).
Détermination de la durée de surveillance
La deuxième étape de l’approche de Mould est la détermination de la durée de suivi.
Les auteurs font l’hypothèse que toutes les lr sont détectées et notent ν (0 ≤ ν ≤ 1) la
probabilité d’être traité avec succès en cas de récidive. La population qui entre dans la
phase de surveillance post-thérapeutique peut donc se décomposer en trois sous-groupes
(voir diagramme 3.5) :
1. une proportion π de patients qui ne vont jamais récidiver,
2. une proportion ν(1 − π) de patients qui vont récidiver et dont la lr sera traitée
avec succès,
3. une proportion (1− ν)(1− π) de patients qui vont récidiver mais être traités sans
succès.
Figure 3.5 – Diagramme des différentes issues du traitement (Mould et al. 2004).
Mould et al. 2004 proposent de réduire la durée de la surveillance sans réduire de
façon significative la proportion de patients du deuxième sous-groupe. La durée optimale
du suivi, notée topt, est déterminée sous la contrainte que la proportion de patients dont
la lr aurait été détectée après la fin du suivi et qui auraient été traités avec succès soit
inférieure à une valeur fixée ε. On a donc
ν(1− π) (1− F ∗LR(topt,µ,σ)) ≤ ε, (3.32)
soit
ν (SLR(topt,π,µ,σ)− π) ≤ ε. (3.33)
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Si N patients entrent dans la phase de surveillance post-thérapeutique, le nombre
attendu de récidives qui auraient pu être traitées avec succès après la fin du suivi vaut :
NLR(topt) = Nν (SLR(topt,π,µ,σ)− π) .
Mould et al. 2004 ont appliqué leur méthodologie à une population de femmes trai-
tées pour un cancer du sein entre 1981 et 1990 et suivies pendant la durée recommandée
de 10 ans. Par le modèle de Boag, pour π = 0,85, la fonction de survie sans récidive dans
la population susceptible de rechuter est estimée à 10 % à 4 ans (soit F ∗LR(4) = 0,90).
Avec leur approche, en posant ν = 0,80, si le suivi n’avait duré que 4 ans au lieu de 10
ans, la proportion de patientes qui auraient rechuté après la surveillance et qui auraient
été traitées avec succès est estimée à 0,12 %. En effet :
ν × [SLR(4)− π] = ν × [(π + (1− π)(1− F ∗LR(4))− π]
= 0,80× [(0,85 + (1− 0,85)× 0,10)− 0,85]
= 0,012.
Pour N = 1000 patientes rentrant en phase de surveillance, cela correspond donc à
NLR(4) = 12. La durée de surveillance peut donc être réduite à 4 ans au lieu de 10 ans,
en tolérant la “perte” de 12 patientes parmi 1000, patientes dont la récidive aurait pu
être traitée avec succès si elles avaient été suivies pendant leur vie entière. Pour 8 ans
de suivi, les mêmes calculs donnent NLR(8) = 6.
3.3.3 Application au cancer des testicules
Dans l’article [13], nous avons appliqué l’approche de Mould au cancer des testicules
pour présenter cette méthode aux oncologues spécialistes de ce domaine. Les tumeurs
germinales du testicule représentent environ 1% de tous les cancers nouvellement diag-
nostiqués chez l’homme et ont causé 10 000 décès en 2012 (Ferlay et al. 2013). Le
cancer du testicule est un cancer de bon pronostic, y compris en situation métastatique,
avec une survie relative à 5 ans de 98-99 % pour les formes localisées et supérieure
à 70 % pour les formes métastatiques. Les tumeurs germinales non séminomateuses
(tgns) correspondent à 40% des tumeurs germinales (Biggs et Schwartz 2007). L’ar-
ticle [13] donne des indications sur la détermination optimale de la durée de surveillance
post-thérapeutique pour des patients traités pour des tgns en phase métastatique. Les
données utilisées sont issues de deux essais cliniques du Groupe Génito-Urinaire de la
Fédération Française des Centres de Lutte Contre le Cancer pour les patients de bon
pronostic (Essai getug t93bp, voir Culine, Kerbrat et al. 2007) et pour les patients
de pronostic intermédiaire à mauvais (Essai getug t93mp, voir Culine, Kramar et
al. 2008).
3.3.4 Durée de surveillance optimale en présence de risques concurrents
L’approche de Mould est un outil d’aide à la décision permettant la réduction de la
durée de suivi. Elle a l’avantage d’être facile à comprendre par les praticiens. Cependant,
cette approche ne permet de ne prendre en compte qu’un seul type de récidive. Or, en
pratique, les patients en rémission de leur cancer sont la plupart du temps à risque
de plusieurs types de récidives : récidives locales ou régionales, métastases à distance,
second cancers primaires. De plus, les distributions associées à ces différents types de
récidives ne sont pas identiques et ne sont pas forcément influencées par les mêmes
facteurs pronostiques. Nous proposons dans l’article [9] une approche qui généralise celle
de Mould et al. 2004 pour déterminer la durée optimale de suivi en prenant en compte
plusieurs types concurrents de récidive, qui va être décrite ci-dessous.
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Bien que les différents types de récidives envisagés ne soient pas exclusifs au sens
propre du terme, comme nous nous intéressons uniquement au premier événement, la
détection d’une récidive invalide l’observation des autres 5 et une approche par les risques
concurrents est donc justifiée. Le modèle de guérison de Boag 1949 ne permet pas de
modéliser la survie sans récidive en considérant plusieurs types de récidives concurrents.
C’est donc le modèle paramétrique d’estimation en présence de risques concurrents de
Jeong et Fine 2006 que nous avons utilisé et que nous explicitons ci-dessous après avoir
défini nos notations.
Notations
Nous considérons une population à risque de K événements concurrents. T est le
délai d’apparition de l’événement qui survient en premier depuis la fin du traitement.
∆ est l’indicatrice d’événement : elle prend la valeur k (k = 1, . . . ,K) si l’événement
de type k a été observé en premier pendant la durée de surveillance et la valeur 0 si
aucune récidive n’a été observée pour l’individu pendant sa durée de surveillance (T est
alors censuré à droite). Remarquons que cela correspond au mécanisme de sélection de
mélange censuré 3.9 de [4]. Nous notons νk (0 ≤ νk ≤ 1) pour k = 1, . . . ,K la probabilité
pour un patient d’être traité avec succès en cas de détection précoce d’un événement de
type k.
La figure 3.6 généralise le diagramme de la figure 3.5 en considérant trois types
de récidives pour le cancer du sein (récidive loco-régionale, cancer controlatéral 6 et
métastases à distance). L’objectif de la surveillance est de détecter le maximum de
récidives dans les boîtes les plus foncées.
Figure 3.6 – Diagramme des différentes issues du traitement en considérant trois types
concurrents de récidives et un taux de guérison π. pk (k = 1,2,3) est la probabilité que
l’événement de type k apparaisse en premier.
5. En fait, dès qu’un type de récidive est détecté, le patient retourne en phase de traitement et quitte
la phase de surveillance post-thérapeutique : ainsi, l’apparition d’une récidive d’un autre type ne peut
donc plus être observée en phase de suivi.
6. Il s’agit de l’apparition d’un cancer dans l’autre sein.
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Nous nous intéressons aux fonctions d’incidences cumulées (notées en abrégé cif) Ik,
k = 1, . . . ,K, qui sont les probabilités que l’événement de type k survienne avant t en
présence des autres événements :
Ik(t) = P (T ≤ t,∆ = k). (3.34)
Ces fonctions sont des sous-distributions. Elles correspondent aux fonctions I1,k de la
formule (3.10) de [4] ; l’indice 1 a été omis ici pour alléger les notations. Soit S(t) la
fonction de survie globale sans récidive. On a la relation suivante (identique à 3.10) :
S(t) = P (T > t) = 1−
K∑
k=1
Ik(t).
La modélisation de Jeong et Fine avec taux de guérison
Forme générale du modèle
Jeong et Fine 2006 proposent une approche directe qui consiste à modéliser sé-
parément les cif associées à chaque type d’événement. Comme les cif sont des sous-
distributions, elles sont modélisées par des distributions impropres de Gompertz (Gom-
pertz 1825), ce qui donne pour la cif associée à l’événement de type k :
Ik(t,αk,βk) = 1− exp
{
βk
αk
(1− eαkt)
}
avec αk < 0 et βk > 0. (3.35)
Rappelons que le modèle de Gompertz est traditionnellement utilisé en analyse de
la survie dans la biologie du vieillissement. Le paramètre de forme αk est alors appelé
coefficient du taux de mortalité âge-dépendant tandis que le paramètre d’échelle βk est
appelé coefficient du taux de mortalité âge-indépendant (voir Witten et Satzer 1992).
Ces modèles sont aussi largement utilisés en démographie où ils permettent d’estimer
les durées de vie des populations (Bagnoli et Bergstrom 2005).
On a
lim
t→+∞
Ik(t) = 1− e
βk
αk = pk < 1
et la distribution de Gompertz est donc impropre. pk est la probabilité que l’événement
de type k soit observé en premier. Il s’ensuit que la proportion π d’individus qui ne
feront jamais de récidive, qui correspond au taux de guérison, vaut
π = 1−
K∑
k=1
pk = 1−K +
K∑
k=1
e
βk
αk .
Introduction de covariables dans le modèle
Jeong et Fine 2007 ont proposé l’introduction de covariables dans le modèle précé-
dent pour prendre en compte les facteurs pronostiques. Soit X le vecteur des covariables
et γk le vecteur des paramètres de régression associés à l’événement de type k. Le modèle
pour la cif associée à l’événement de type k s’écrit :
Ik(t,αk,βk,τk,γk,X) = 1−
(
1− τk βk
αk
eγ
′
k
X(1− eαkt)
)− 1
τk
(3.36)
où τk est un paramètre de flexibilité qui permet d’incorporer différents effets des cova-
riables. Lorsque τk = 1, on obtient un modèle à côtes proportionnelles. Lorsque τk → 0,
le modèle 3.36 devient un modèle à risques proportionnels, qui s’écrit plus simplement
IPHk (t,αk,βk,γk,X) = 1− exp
(
βk
αk
eγ
′
k
X(1− eαkt)
)
. (3.37)
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C’est ce modèle que nous retiendrons dans toute la suite. Les paramètres αk, βk et γk
(k = 1, . . . ,K) peuvent être estimés par maximum de vraisemblance.
La fonction de perte
Le modèle précédent permet d’estimer la cif pour chaque type de récidive à un temps
donné. Cela permet de donner au clinicien l’estimation de la probabilité de rechuter après
un délai de surveillance donné et si cette probabilité est en dessous d’un certain seuil,
il peut alors décider de stopper la surveillance. Rappelons que les probabilités νk d’être
traité avec succès en cas de détection d’une récidive varient selon le type de récidive.
Cela justifie d’appliquer l’approche de Mould à chaque type d’événement séparément. On
peut donc estimer une fonction de perte pour chaque type d’événement en pondérant la
probabilité que cet événement se produise après la durée de surveillance par la probabilité
de guérison associée. La fonction de perte globale, pour une durée de surveillance t, peut
alors être définie comme la probabilité d’avoir une récidive après t qui aurait été traitée
avec succès si elle avait été détectée.
La probabilité pour un patient d’avoir un événement de type k comme premier
événement est pk = lim
t→+∞
Ik(t). Donc la probabilité d’avoir un événement de type k
comme premier événement après t vaut pk − Ik(t). En tolérant un niveau de perte fixé
ε comme dans Mould et al. 2004, nous pouvons alors en déduire la durée optimale de
suivi topt. La fonction de perte liée à l’événement de type k vaut εk(t) = νk (pk − Ik(t))
et la fonction de perte globale s’en déduit simplement comme la somme des fonctions de
perte par événement :
ε(t) =
K∑
k=1
εk(t) =
K∑
i=1
νk (pk − Ik(t)) . (3.38)
L’estimation des cif Ik par le modèle de Jeong et Fine, avec ou sans covariables,
permet donc d’estimer ε(t), qui est la proportion de patients dont la récidive aurait pu
être traitée avec succès si leur surveillance s’était prolongée indéfiniment après t. Cette
méthode a été programmée avec le logiciel R par Serge Somda.
Illustration
Nous présentons une application de la méthode sur des données réelles de patients
traités pour des sarcomes des tissus mous, qui désignent un ensemble de cancers localisés
dans les tissus mous du corps (muscles, graisse, tissus fibreux). Les données utilisées
proviennent du Groupe Sarcome de la Fédération Française des Centres de lutte contre le
Cancer. La durée de surveillance des patients est en général de 10 ans mais les médecins
adaptent l’intensité et les méthodes de suivi en fonction des facteurs de risque (voir
Beitler et al. 2000 ; Gerrand et al. 2007). Les patients traités pour un sarcome des
tissus mous qui entrent en phase de surveillance post-thérapeutique sont à risque de
trois types d’événements : une récidive locale, des métastases à distance ou le décès sans
récidive. Comme l’objectif est de détecter le premier événement, nous considérons ces
événements comme concurrents.
Description des données
Les données concernent 1614 patients âgés de 18 à 85 ans à la date du diagnostic de
leur cancer (médiane des âges à 58 ans). 50,2 % étaient des hommes. En ce qui concerne
le premier événement observé, 203 patients ont eu une récidive locale, 174 ont eu des
métastases à distance et 21 sont décédés sans récidive.
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Récidive Métastases Décès Total
locale à distance sans récidive
αk (s) -9,31 (4,72) -9,38 (5,08) -2,08 (13,44)
βk (s) 5,32 (0,58) 4,54 (0,54) 0,42 (0,14)
Ik(5 ans) (s) (en %) 21,69 (1,59) 18,81 (1,51) 2,32 (0,59) 42,82
Ik(∞) (en %) 43,50 38,89 18,11 100
Table 3.1 – Résultats de l’estimation du modèle de Jeong et Fine sur les données des
sarcomes des tissus mous. Les valeurs des paramètres et de leur écart-type estimé s
ont été multipliées par 102. Les écarts-types estimés de αk et βk ont été obtenus par
maximum de vraisemblance. Les écarts-types estimés des cif à 5 ans ont été estimés à
l’aide de la delta-méthode multivariée.
Estimation sans covariables
La première étape dans la détermination de la fonction de perte est l’estimation des
paramètres des modèles de Jeong et Fine pour les trois cif. Les résultats sont donnés
dans le tableau 3.1. A titre de validation de ce modèle paramétrique, pour chacun des
trois événements, nous avons également estimé non paramétriquement la cif par l’esti-
mateur de Kalbfleisch et Prentice 1980 (voir formule 3.15) en utilisant le paquet
cmprsk de R (voir Gray 2011). La figure 3.7 A montre que les courbes obtenues pour les
estimations paramétriques et non paramétriques des trois cif sont très proches, ce qui
valide le modèle de Jeong et Fine. La figure 3.7 B présente les fonctions de perte pour
les trois événements ainsi que la fonction de perte globale, estimées en fixant des valeurs
communément admises pour les probabilités νk de traiter avec succès les différents évé-
nements : ν1 = 0,80 pour la récidive locale, ν2 = 0,05 pour les métastases à distance
et bien évidemment ν3 = 0 pour le décès. Il s’ensuit que la fonction de perte associée
au décès est nulle et celle associée aux métastases à distance est très basse. Comme cet
événement est de très mauvais pronostic, il n’est pas nécessaire de prolonger le suivi afin
de le détecter. La figure 3.7 C présente la fonction de perte assortie d’un intervalle de
confiance à 95 % : si par exemple la surveillance est stoppée au bout de 7 ans, 14,1 %
des patients (IC : [5,1 ; 33,3]) seraient « perdus ». Il apparaît donc difficile de prendre ici
une décision sur la durée optimale de surveillance. Cela sera plus simple en segmentant
la population selon les valeurs des covariables.
Estimation avec covariables
Le facteur pronostique le plus important pour le sarcome des tissus mous est le grade
histologique (Coindre 2006). C’est une mesure à trois niveaux qui résume l’information
pronostique (différentiation de la tumeur, index mitotique et importance de la nécrose).
Nous possédons cette information pour 1407 patients (sur 1614). L’estimation des pa-
ramètres du modèle est donnée dans le tableau 3.2. Le niveau de référence choisi pour
le grade histologique est le grade iii qui est le grade de moins bon pronostic. Ainsi, le
paramètre γ1k (respectivement γ2k) correspond au logarithme du risque relatif du groupe
classé en grade i (respectivement grade ii) par rapport au groupe de grade iii pour l’évé-
nement de type k. Les courbes des cif et les fonctions de perte par grade sont présentées
à la figure 3.8. Ces fonctions de perte ont été calculées en gardant les mêmes valeurs
que précédemment pour les paramètres νk. On constate que la fonction de perte globale
pour les patients de grade i prend des valeurs faibles comparées à celles des patients de
grade ii et iii. Bien qu’il y ait plus d’événements observés pour les patients de grade iii
que pour ceux de grade ii, la fonction de perte pour les grade iii n’est pas plus élevée.
Cela est dû au fait que la plupart des événements observés chez les patients de grade
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Figure 3.7 – A cif estimées par le modèle paramétrique de Jeong et Fine (en noir)
et par l’estimateur non paramétrique de Kalbleish et Prentice (en gris). B Fonctions de
perte associées aux différents événements et globale. C Fonction de perte globale avec
l’intervalle de confiance à 95 %.
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Récidive Métastases Décès
locale à distance sans récidive
αk (×103) -11,73 -14,28 -3,61
βk (×103) 5,41 9,70 0,53
γ1k -0,38 -2,23 -0,31
γ2k 0,26 -0,83 -0,29
Ik(5 ans | Grade I) (en %) 14,75 4,13 3,13
Ik(5 ans | Grade II) (en %) 25,98 15,68 2,13
Ik(5 ans | Grade III) (en %) 20,78 32,35 2,84
Ik(10 ans | Grade I) (en %) 21,22 5,84 8,49
Ik(10 ans | Grade II) (en %) 36,21 21,57 3,81
Ik(10 ans | Grade III) (en %) 29,41 42,69 5,07
Table 3.2 – Résultats de l’estimation du modèle à risques proportionnels de Jeong et
Fine sur les sarcomes des tissus mous avec la covariable Grade histologique (3 niveaux
de gravité croissante ; le grade iii est choisi comme référence).
iii sont des métastases à distance, qui sont de très mauvais pronostic et qui n’ont donc
que très peu d’influence sur la fonction de perte. A titre d’exemple, si le médecin fixe à
15 % le taux de perte acceptable, la surveillance des patients de grade i pourrait être
stoppée à 28 mois (2 ans et 4 mois), alors que celle des patients de grade ii et iii serait
plus longue (62 et 53 mois respectivement).
Discussion
La méthode proposée permet donc d’inclure plusieurs types de récidives dans la
détermination de la durée optimale de suivi mais aussi d’individualiser la durée de suivi
en fonction de groupes de patients définis par des facteurs pronostiques.
La distribution de Gompertz sur laquelle repose ce modèle impose que le risque de
récidive soit décroissant avec le temps. Si ce n’est pas le cas, on peut envisager de la
remplacer par des modèles de mélange paramétriques (voir Lau et al. 2011).
Une des limitations du modèle de Jeong et Fine est le fait de modéliser séparément
les cif des différents types d’événement. La conséquence est que, si le taux de guérison
est nul, rien ne garantit que la somme des cif convergera vers 1 à l’infini. Il faudrait
envisager une estimation conjointe des cif comme cela a été fait dans Hudgens et al.
2011 mais cela serait sans doute plus lourd numériquement.
Enfin, on pourrait imaginer améliorer la fonction de perte en y incorporant des
probabilités de succès du traitement en cas de récidive νk qui seraient alors estimées
alors qu’elles ont été considérées comme connues dans notre méthode. En pratique, ces
probabilités dépendent fortement des facteurs pronostiques et du délai de récidive depuis
la fin du traitement.
3.3.5 Comparaison avec une approche basée sur les risques
Récemment, une approche très simple basée sur les risques a été proposée par
Stewart-Merrill, Boorjian et al. 2015 pour déterminer la durée de surveillance
post-thérapeutique de patients traités pour un carcinome urothélial qui ont eu une cys-
tectomie (ablation de la vessie). Les auteurs estiment, à l’aide de modèles paramétriques
de Weibull, les risques de récidive et de décès d’autres causes pour ces patients et pro-
posent de stopper la surveillance quand le risque de décès d’autres causes dépasse le
risque de récidive après cystectomie. Cette approche avait aussi été proposée pour le
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Figure 3.8 – En haut : cif selon le grade histologique et le type d’événement estimées
par le modèle paramétrique de Jeong et Fine (en noir) et l’estimateur non paramétrique
de Kalbfleish et Prentice (en gris). En bas : fonctions de perte associées aux différents
événements et globale selon le grade histologique.
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suivi des carcinomes des cellules rénales (Stewart-Merrill, R. H. Thompson et al.
2015). Dans la lettre à l’éditeur [12], nous simulons trois scénarios très différents mais
qui aboutissent au même délai de surveillance de 5 ans en se basant sur les estimations
des risques de Stewart-Merrill, Boorjian et al. 2015. Nous appliquons notre mé-
thode [9] de détermination de la durée optimale de suivi avec risques concurrents, basée
sur l’estimation des cif et nous déterminons les nombres de patients qui auraient pu
être traités avec succès s’ils avaient été suivis après la durée de surveillance, pour les
trois scénarios, différentes durées de surveillance et différentes valeurs des probabilités
de guérison de la récidive. Nous montrons alors que nos préconisations en termes de
durées de surveillance optimales sont très différentes selon les différents paramètres si-
mulés alors que l’approche de Stewart-Merrill, Boorjian et al. 2015 basée sur les
risques conseille une durée de surveillance unique de 5 ans dans tous les cas. En effet,
considérer uniquement les risques de récidive et de décès ne donne pas d’information
sur la proportion des patients qui récidivent pendant une période donnée. De plus, un
événement concurrent comme le décès d’autres causes peut se produire avant la récidive,
ce qui n’est pas pris en compte dans les estimations de Stewart-Merrill, Boorjian
et al. 2015. Enfin, la durée de surveillance doit être adaptée en tenant compte du niveau
du risque de récidive et doit tenir compte des probabilités de succès du traitement en
cas de détection précoce.
3.3.6 Planification optimale des visites de contrôle
Une fois la durée optimale de surveillance déterminée se pose le problème de la
planification optimale des visites de contrôle. C’est l’objet de l’article [11]. Beaucoup de
travaux ont été publiés dans le cadre du dépistage du cancer pour proposer des calendriers
optimaux pour une détection précoce du cancer (voir S. J. Lee et Zelen 1998 ; Shen et
Zelen 2001 ; Shen et Parmigiani 2003 ; Shen et Zelen 2005 ; S. Y. Lee et al. 2007 ;
Draisma et Van Rosmalen 2013). En effet, plus le cancer est détecté tôt et meilleures
sont les chances de guérison. Par exemple, dans le cadre du cancer du sein, S. J. Lee et
Zelen 1998 fournit un calendrier de dépistage basé sur la maximisation d’une fonction
d’utilité proposée par Zelen 1993 : la probabilité de détection de la maladie à un stade
préclinique (c’est-à-dire avant l’apparition de symptômes) est maximisée tandis que la
probabilité de détection à un stade clinique plus tardif est minimisée.
Dans le cadre de la surveillance post-thérapeutique, il n’y a pas à notre connaissance
de méthodologie statistique pour déterminer un calendrier optimal de visites et les ca-
lendriers utilisés en pratique reposent généralement sur des recommandations d’experts
de sociétés scientifiques. Faciles à appliquer, ces calendriers ne détectent pas les réci-
dives d’une manière optimale (Ataman et al. 2004). Beaucoup de récidives sont encore
diagnostiquées après l’apparition des symptômes dans l’intervalle entre deux visites :
Francken, Shaw, Neil et al. 2007 ; Francken, Shaw et J. F. Thompson 2008 ont
constaté que dans le cadre des mélanomes, trois quart des récidives sont encore détectées
par les patients ou leur entourage. Ces récidives symptomatiques sont diagnostiquées à
des stades avancés, ce qui réduit considérablement le pronostic de guérison.
Plusieurs méthodologies ont été proposées dans la littérature pour individualiser le
suivi du patient en fonction du risque de rechute. Wheeler et al. 1999 a proposé une
méthode en deux étapes de planification des visites. Ils estiment dans un premier temps
les risques de récidive annuels. Ils définissent ensuite un calendrier s’adaptant à ces es-
timations. Tsodikov et al. 1995 estime les délais avant récidive et les probabilités de
diagnostic de faux positifs par une modélisation stochastique. Des méthodes bayésiennes
ont aussi été proposées, notamment par Inoue et Parmigiani 2002 mais celles-ci sont
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difficiles à mettre en œuvre. Kent et al. 1991 propose de planifier les cystoscopies
pour détecter les récurrences du cancer de la vessie par une approche d’optimisation
non linéaire. Cela aboutit à des intervalles inter-visites plus longs pour les patients à
faible risque et des intervalles plus courts pour les patients avec un risque élevé. Enfin,
Filleron et al. 2009 a proposé une stratégie en deux étapes : les facteurs pronostiques
associés au délai de récidive sont identifiés et la fonction d’incidence cumulée est modé-
lisée en fonction de ces facteurs de risque. La planification des visites se base alors sur
les quantiles de cette fonction d’incidence cumulée.
Les méthodes existantes ne prennent pas en compte les différentes étapes de l’his-
toire naturelle de la maladie. Comme dans le cadre du dépistage, la surveillance post-
thérapeutique est surtout utile quand les récidives sont détectées à des stades précoces
pour lesquels le pronostic est meilleur (Peronne et al. 2004 ; Zola et al. 2007). Ainsi, un
calendrier de surveillance post-thérapeutique optimal devrait maximiser la probabilité
de détecter des récidives en phase préclinique pour les traiter avec succès. Un patient est
dit au stade préclinique quand il n’a pas encore de symptôme de récidive : dans ce cas,
la récidive ne peut être détectée que par des examens spécifiques. Pour la plupart des
types de récidive, les traitements sont plus efficaces lorsque le patient est pris en charge
à ce stade. Un calendrier optimal devrait aussi minimiser les visites inutiles. Enfin, un
autre aspect spécifique de la phase post-thérapeutique est que le patient est à risque de
plusieurs types d’événements (récidive locale, second cancer, métastases à distance. . .),
qui présentent des caractéristiques différentes et doivent être modélisés différemment.
La pertinence de la surveillance dépend également du type de récidive : par exemple,
une détection précoce de l’apparition de métastases a peu d’importance en l’absence
d’options curatives pour ce type de rechute.
Nous proposons dans l’article [11] un outil de prise de décision pour déterminer le
calendrier optimal de visites : pour un nombre total de visites fixé et pour une durée
totale de suivi fixée, notre calendrier permet de détecter les éventuelles récidives aussi
précocement que possible dans la phase préclinique. La méthode distingue les différents
types de récidives afin de donner la priorité aux types d’événements de meilleur pronos-
tic. La méthode adapte la fonction d’utilité de Zelen 1993 proposée dans le cadre du
dépistage des cancers. La section suivante présente le modèle de Zelen pour le dépistage
puis notre adaptation de ce modèle au cas de plusieurs types de récidives est décrite.
Nous avons appliqué la méthode au suivi des patients atteints de cancer du larynx. Enfin,
quelques perspectives seront données.
Le modèle de Zelen pour le dépistage
L’approche de Zelen 1993 a pour objectif principal de maximiser la proportion
de patients dont le cancer est détecté au stade asymptomatique lors des contrôles de
dépistage et de minimiser la proportion de patients dont le cancer est diagnostiqué
cliniquement dans l’intervalle entre deux visites planifiées. Zelen se base sur l’histoire
naturelle du cancer, qui peut être décrite par trois états successifs, comme indiqué sur la
figure 3.9 : à l’état initial, noté S0, le patient n’est pas malade. Cet état inclut aussi les
patients malades qui n’ont aucun symptôme et dont la maladie ne peut pas être détectée
en l’état actuel des techniques médicales. Sp correspond au stade préclinique : le patient
est atteint du cancer à un stade asymptomatique et celui-ci ne peut être détecté que par
des examens spécifiques. Sans traitement, le patient va évoluer de cet état préclinique
vers l’état clinique, noté Sc. A ce stade, le patient présente des symptômes évidents de la
maladie qui peut alors être détectée par un simple examen médical. Le but du dépistage
est donc d’effectuer des examens pour les individus de S0 pour détecter dès que possible
leur transition au stade Sp, avant qu’ils n’aient atteint le stade Sc.
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S0 Sp Sc
Figure 3.9 – Modèle d’histoire naturelle pour le dépistage.
Soit [0,Tmax] l’intervalle dans lequel sont programmées les n+ 1 visites de dépistage
aux dates successives 0 = t0 < t1 < t2 < · · · < tn = Tmax. Soit β la sensibilité
de l’examen effectué pendant les séances de dépistage, c’est-à-dire la probabilité que
l’examen détecte une tumeur présente.
Zelen définit Dr(β) pour r = 1,2, . . . ,n comme étant la probabilité qu’un cancer soit
détecté en phase préclinique chez un patient lors de la séance de dépistage organisée
à la date tr, sachant la sensibilité β. Zelen définit ensuite Ir(β) comme la probabilité,
pour un individu participant à un programme de dépistage avec une sensibilité β et
qui n’a pas été détecté au stade préclinique, de transiter de la phase préclinique à la
phase clinique entre les visites tr−1 et tr. L’objectif du dépistage étant de maximiser
les probabilités Dr(β) et de minimiser les probabilités Ir(β), Zelen propose la fonction
d’utilité suivante, qui est une combinaison linéaire de ces deux types de probabilités pour
un choix judicieux des coefficients A0, A et B :
Un+1(β,T ) = A0D0(β) +A
n∑
r=1
Dr(β)−B
n∑
r=1
Ir(β). (3.39)
L’interprétation de cette fonction dépend du choix des coefficients : par exemple, si
ces coefficients représentent les probabilités de guérison selon le stade auquel est fait le
diagnostic, alors Un+1 correspondra à la différence des taux de guérison entre les patients
diagnostiqués aux visites planifiées et les patients qui ont transité vers le stade clinique.
La maximisation de cette fonction d’utilité permet de déterminer les n dates tr
(r = 1,2, . . . ,n) optimales pour la planification du dépistage.
Application à la surveillance post-thérapeutique
Nous proposons dans cette section une adaptation de la méthode de Zelen qui nous
permet de déterminer un calendrier optimal de surveillance post-thérapeutique en pre-
nant en compte plusieurs types de récidives.
Notations
Durant leur suivi post-thérapeutique, les patients sont à risque de K types d’évé-
nements (récidive locale ou régionale, second cancer, métastases à distance. . .). Pour
chaque type d’événement k (k = 1, . . . ,K), un état préclinique Spk (stade asymptoma-
tique) précède un état clinique Sck (stade symptomatique), comme le montre la figure
3.10. S0 désigne toujours l’état sain. Dans ce modèle multi-états, nous désignons par
ωk(t) l’intensité de transition de S0 vers Spk, où t est le temps écoulé depuis l’entrée du
patient en phase post-thérapeutique. fk(t) est la densité associée. L’intensité de tran-
sition vers un quelconque état préclinique vaut donc ω(t) =
∑K
k=1 ωk(t). L’intensité de
transition de Spk vers Sck est notée λk(z), où z est le temps écoulé depuis l’entrée du pa-
tient dans le stade préclinique associé à une récidive de type k. La densité et la fonction
de survie associées sont notées respectivement qk(z) et Qk(z).
Les patients sont suivis pendant une durée fixée de Tmax mois avec n visites poten-
tielles planifiées à des temps fixes tr (r = 1,2, . . . ,n avec 0 < t1 < · · · < tn = Tmax). Le
rème intervalle est l’intervalle [tr−1,tr[. A chaque visite planifiée, des examens spécifiques
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sont conduits dans le but de détecter les récidives en phase préclinique. Nous notons βk
les sensibilités des examens pour détecter une récidive de type k au stade préclinique.
Drk(βk) désigne la probabilité de détecter une récidive de type k au stade préclinique à
la rème visite et Irk(βk) la probabilité qu’un patient en phase de surveillance transite
de la phase préclinique pour l’événement de type k vers la phase clinique associée dans
le rème intervalle.
S0
Sp1
λ1
Sp2
λ2
SpK
λK
Sc1
Sc2
ScK
ω1
ω2
ω
K
Figure 3.10 – Modèle d’histoire naturelle pour la surveillance post-thérapeutique.
Hypothèses simplificatrices
La figure 3.10 présente les 2K+1 états du modèle ainsi que les intensités de transition
associées. Nous faisons les hypothèses suivantes sur ces intensités de transition :
• les différents types d’événements sont considérés comme mutuellement exclusifs, si
bien qu’un patient ne peut avoir qu’un seul type d’événement. En fait, dès qu’un
type de récidive est détecté, le patient retourne en phase de traitement et quitte la
phase de surveillance post-thérapeutique : ainsi, l’apparition d’une récidive d’un
autre type peut être ignorée dans le modèle ;
• un patient dans un stade préclinique d’un événement de type donné n’est à risque
de transiter que vers le stade clinique associé à ce type d’événement. Cette hypo-
thèse paraît raisonnable étant donné que l’objectif est de détecter suffisamment
tôt les récidives avant qu’elles ne transitent vers le stade clinique.
Notre modèle se base sur une hypothèse de chaînes de Markov homogènes (voir Uhry
et al. 2010) dont les propriétés sont les suivantes :
• les intensités de transition sont invariantes avec le temps : ωk(t) = ωk, λk(z) = λk ;
• les distributions des durées de séjour dans les différents états sont définies par
fk(t) = ωke
−ωt avec ω =
∑K
k=1 ωk et qk(z) = λke
−λkz. Les durées de séjour dans
les états successifs sont indépendantes ;
• les intensités de transition d’un état à un autre sont indépendantes des états passés
et indépendantes du temps passé dans ces états.
La fonction d’utilité
Les probabilités Drk(βk) et Irk(βk) peuvent alors être calculées et il alors possible, à
la manière de Zelen 1993, de construire une fonction d’utilité combinaison linéaire de
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ces probabilités qui maximise la probabilité de détection des récidives à un stade précoce
et minimise la probabilité de transition vers un stade tardif. On pondère ces probabilités
avec les coefficients de pondération Ak et Bk. Le coefficient Ak choisi (respectivement
Bk) est la probabilité, pour un patient donné, d’être traité avec succès de sa récidive de
type k détectée au stade préclinique (respectivement au stade clinique).
Pour un suivi prévoyant n visites sur une durée totale Tmax, avec une sensibilité βk
de détecter une récidive de type k au stade préclinique, la fonction d’utilité est alors
définie par :
Un(β,t1, . . . ,tn−1,Tmax) =
n∑
r=1
A′Dr −
n∑
r=1
B′Ir, (3.40)
où β = (βk), A = (Ak), B = (Bk), Ir = (Irk(βk)) et Dr = (Drk(βk)) sont des vecteurs
à K composantes.
Cette fonction d’utilité peut être maximisée par l’algorithme du simplex proposé
par Nelder et Mead 1964. Les valeurs tr qui maximisent cette fonction sont les dates
optimales auxquelles les visites doivent être programmées. En l’absence de perdus de vue,
la méthode proposée permet aussi d’estimer le nombre de patients encore présents dans la
phase de surveillance après un nombre de visites déjà effectué. On peut donc en déduire
l’estimation du nombre total de visites à effectuer pour un planning de surveillance
donné.
Illustration : le cancer du larynx
Pour le cancer du larynx, la stratégie de surveillance la plus communément appliquée
en Europe est celle de la Société Européenne d’Oncologie Médicale (esmo) (voir Haas
et al. 2001 ; Ritoe, Krabbe et al. 2004 ; Ritoe, De Vegt et al. 2007). La Fédération
Nationale française des Centres de Lutte Contre le Cancer (fnclcc) propose sa propre
variante. Enfin, le calendrier de surveillance le plus utilisé aux États-Unis est celui du
National Comprehensive Cancer Network (nccn). Ces trois stratégies sont présentées
dans le tableau 3.3 pour une durée de surveillance de 10 ans.
Année de surveillance post-thérapeutique
Société 1 2 3 4 5 6–10
esmo 1 visite 1 visite tous 1 visite tous 1 visite tous 1 visite tous 1 visite tous
(31 visites) par mois les 2 mois les 3 mois les 6 mois les 6 mois les 12 mois
fnclcc 1 visite par mois 1 visite tous 1 visite tous 1 visite tous 1 visite tous 1 visite tous
(20 visites) pendant 6 mois les 6 mois les 6 mois les 6 mois les 12 mois les 12 mois
puis tous les
3 mois
nccn 1 visite tous 1 visite tous 1 visite tous 1 visite tous 1 visite tous 1 visite tous
(18 visites) les 3 mois les 4 mois les 6 mois les 6 mois les 6 mois les 12 mois
Table 3.3 – Stratégies de surveillance post-thérapeutique pour le cancer du larynx
proposées par trois sociétés scientifiques.
La méthodologie d’optimisation du calendrier de surveillance a été appliquée à une
population de patients traités d’un cancer du larynx. Après leur traitement, les patients
sont considérés à risque de trois types de récidives : récidives loco-régionales, métastases
à distance et second cancer primaire. Les paramètres que nous avons utilisés pour le
modèle de Markov multi-états et les coefficients de pondération Ak et Bk ont été trouvés
dans la littérature (Ritoe, De Vegt et al. 2007) et sont donnés dans le tableau 3.4.
Les sensibilités βk des examens ont été fixées à 80 % pour les trois types de récidives en
suivant les recommandations d’experts.
Les fonctions d’utilité ont été calculées pour les trois calendriers recommandés par
les sociétés scientifiques et sont données dans le tableau 3.5. En maximisant la fonction
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Récidives Métastases Second cancer
loco-régionales à distance primaire
Intensité S0 → Spk (×10−3) ωk 3,250 1,667 9,500
Intensité Spk → Sck λk 0,350 0,317 0,149
Guérison après Spk Ak 0,737 0,000 0,923
Guérison après Sck Bk 0,803 0,000 0,440
Sensibilité βk 0,800 0,800 0,800
Table 3.4 – Paramètres pour le modèle de Markov multi-états du cancer du larynx.
d’utilité pour une durée de surveillance de 10 ans et en gardant le même nombre de visites
fixé par chaque société, nous avons obtenu les calendriers optimaux de surveillance. A
chaque fois, le calendrier optimal permettrait d’aboutir à une meilleure utilité et à un
moindre nombre de visites. Enfin, nous proposons aussi un calendrier qui vise à réduire le
nombre de visites par patient en conservant une utilité équivalente à celle du calendrier
recommandé. Ainsi, les recommandations de l’esmo pourraient être réarrangées en 25
visites (au lieu de 31) pour une utilité équivalente. Pour la fnclcc, on passerait de 20
à 17 visites. On n’obtient pas de gain en nombre de visites planifiées par patient pour le
nccn mais en réorganisant les dates, on obtiendrait un nombre total de visites réduit.
Nombre de Nombre total Proportion de Proportion de
visites de visites pour guéris avec guéris avec
par patient 1000 patients détection précoce détection tardive Utilité
esmo Recommandé 31 24108 0,40 0,18 0,22
Optimal 31 20804 0,44 0,16 0,28
Réduit 25 16836 0,41 0,18 0,23
fnclcc Recommandé 20 15113 0,33 0,23 0,11
Optimal 20 13649 0,37 0,20 0,17
Réduit 17 11675 0,34 0,22 0,12
nccn Recommandé 18 12685 0,35 0,22 0,13
Optimal 18 12287 0,35 0,22 0,14
Réduit 18 12287 0,35 0,22 0,14
Table 3.5 – Comparaison des caractéristiques des calendriers recommandés par trois
sociétés scientifiques et des calendriers optimaux (même nombre de visites par patient)
et réduits (utilité équivalente) associés.
Perspectives
Nous avons considéré ici un modèle de Markov homogène, ce qui est une hypothèse
forte. Il est bien évident que le risque de récidive peut varier avec le temps. De plus, les
intensités de transition d’un état à un autre dépendent en réalité du temps passé dans
l’état de départ. Les intensités de transition peuvent aussi différer selon les caractéris-
tiques des patients. A l’ère de la médecine personnalisée, il serait pertinent d’adapter le
suivi aux patients ou au moins à des groupes homogènes de patients.
Nous avons également considéré les coefficients de pondération Ak et Bk comme fixés
alors qu’il est fort probable que ces probabilités de guérison dépendent du temps écoulé
depuis la fin du traitement. Ils peuvent bien sûr également dépendre des caractéristiques
des patients.
Enfin, une extension possible de cette approche consiste à considérer un modèle
dynamique, qui permet de considérer l’évolution de la santé du patient pendant sa phase
de surveillance en l’autorisant à passer d’un groupe à un autre. Des techniques dont nous
pourrions nous inspirer pour cela sont le modèle retardé de Markov proposé par Özekici
et Pliska 1991 ou les équations différentielles stochastiques fournies par Veestraeten
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2006.
3.3.7 Algorithme d’évaluation des stratégies de surveillance
Nous venons de voir que plusieurs stratégies peuvent être proposées pour la sur-
veillance d’un cancer donné. L’évaluation des stratégies par un essai clinique, afin de
déterminer la plus efficace, poserait cependant plusieurs difficultés tant éthiques que lo-
gistiques. Nous avons donc proposé dans la prépublication [23] un algorithme permettant
d’effectuer cette évaluation au moyen d’outils de simulation numérique.
Les principes de modélisation dynamique des transitions (Siebert et al. 2012) sont
appliqués pour la génération des histoires de la maladie des patients. La technique de
génération utilisée est la simulation d’événements discrets (Fishman 2001 ; Karnon et
al. 2012). Enfin la stratégie adoptée est orientée patient (H. T. O. Davies et R. Davies
1995).
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4 — Sélection de variables
Les problèmes de sélection de variables connaissent un intérêt croissant avec le trai-
tement de bases de données contenant de plus en plus de variables. Durant les vingt
dernières années, de nombreuses méthodes de sélection de variables ont été proposées
afin de traiter ces problèmes en grande dimension, en particulier quand le nombre p de
variables dépasse le nombre n d’individus. Pour éviter une mauvaise estimation en raison
de problèmes de colinéarité et améliorer l’interprétation, la communauté scientifique a
développé des outils afin de sélectionner les variables les plus pertinentes. La littérature
abonde dans le cas de la régression linéaire. Une méthode classique bien connue est l’al-
gorithme pas-à-pas fondé sur le critère d’information d’Akaike (aic). Récemment, des
méthodes basées sur l’optimisation, telles que la pénalisation L1, ont été proposées. Des
algorithmes basés sur les arbres de régression offrent aussi une alternative intéressante
pour traiter non paramétriquement un grand nombre de covariables.
Dans le cadre de la thèse de Marie Walschaerts, sous la direction de Philippe Besse
et de Patrick Thonneau, nous nous sommes intéressés dans la prépublication [19] au cas
particulier de la sélection de modèles dans le cas où la variable réponse est censurée
à droite. Nous avons recensé et comparé les nouvelles méthodes de sélection stable de
variables basées sur le bootstrap pour deux méthodologies différentes communément
utilisées dans les analyses de survie : le modèle à risques proportionnels de Cox et les
arbres de survie. Ce sera l’objet de la section 4.1. Dans la section 4.2, nous proposons
une signature en oncologie pour le cancer du poumon, basée sur cinq gènes (article [8]).
Enfin, dans la section 4.3, nous considérons le problème de la sélection de modèles de
survie en grande dimension dans le contexte des risques concurrents, qui était le sujet
du stage de m2 de Soufiane Ajana (article [14]).
4.1 Comparaison de méthodes de sélection de modèles de survie
4.1.1 Motivation
Il est de plus en plus fréquent de disposer dans les analyses de survie de données en
grande dimension. On cherche alors à sélectionner les variables les plus pertinentes afin
d’obtenir les meilleurs modèles de prédiction possibles, en visant l’interprétabilité et la
stabilité de ces modèles.
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Le modèle de Cox (voir 1.5) est l’outil statistique le plus couramment utilisé pour
modéliser la relation entre une durée de vie censurée et des facteurs de risque, en parti-
culier dans le domaine médical. Ce modèle a l’avantage de ne pas nécessiter d’hypothèses
sur la distribution des temps de survie. Il est facile d’interprétation pour les cliniciens et
permet de fournir des estimations de l’effet des covariables sur la durée de survie après
ajustement sur les autres covariables. Dans le cas d’un grand nombre de covariables,
plusieurs approches statistiques sont à notre disposition pour réaliser la sélection du
meilleur modèle dans le cadre du modèle de Cox, comme la méthode pas-à-pas basée
sur l’aic ou les méthodes basées sur la pénalisation L1 (méthode Lasso). Mais les mo-
dèles obtenus s’avèrent très souvent instables. L’instabilité des méthodes de sélection se
rencontre également dans les modèles de régression linéaire (voir Harrell, K. L. Lee
et al. 1984 ; Meinshausen et Buehlmann 2010). Afin de pallier ces problèmes, certains
auteurs ont proposé de combiner des techniques de ré-échantillonnage à ces méthodes
de sélection de variables. Afin d’obtenir un modèle de sélection stable, Bach 2009 a
proposé une version bootstrappée du Lasso, appelée Bolasso. D’autre part, Meinshau-
sen et Buehlmann 2010 ont proposé une généralisation de la procédure Lasso, appelée
Lasso randomisé. Ces méthodes Lasso bootstrappées ont uniquement été considérées
dans le cadre de la régression linéaire (à la date de [19]) et nous proposons de les étendre
au cas du modèle de Cox pour stabiliser la sélection des covariables.
D’autre part, des méthodes à base d’arbres de régression adaptées aux données de
survie ont connu un essor important durant ces dernières décennies. Bien que moins
connues que le modèle de Cox, elles offrent une bonne alternative pour identifier les va-
riables qui jouent un rôle sur la survie et pour prédire le risque individuel d’un individu
au vu de ses covariables. En plus d’être faciles à interpréter dans un large cadre d’appli-
cations, les arbres de survie peuvent intégrer des effets non linéaires et aussi prendre en
compte les interactions entre les covariables sans avoir à les spécifier. Mais ces méthodes
ont tendance à sur-ajuster les données et souffrent aussi d’instabilité (voir Breiman
1996 ; Dannegger 2000 ; Ruey-Hsia 2001 ; Gey et Poggi 2006). Une méthode de
stabilisation bien connue pour améliorer la performance de prédiction d’un arbre unique
consiste à agréger une famille d’arbres construits sur des échantillons bootstrap avec
une sélection aléatoire des covariables à chaque nœud. Cette procédure, proposée par
Breiman 1984 et appelée « forêts aléatoires », a été adaptée au domaine de la survie
par Ishwaran, Kogalur et al. 2008. Les « forêts aléatoires de survie » sont considérées
comme la meilleure modélisation en termes de performance prédictive mais sont beau-
coup moins simples d’interprétation qu’un arbre unique pour les cliniciens. Par ailleurs,
Dannegger 2000 a proposé une procédure de stabilisation par bootstrap au niveau de
chaque nœud pour les arbres de survie. Cette méthodologie a l’avantage de conserver
l’interprétation intuitive d’un arbre unique.
Dans ce travail, nous étendons les méthodes Bolasso et Bolasso randomisé au modèle
de Cox, décrivons et comparons ces différentes méthodes de sélection stable de variables
basées sur le modèle de Cox et sur les arbres de survie sur deux jeux de données réels : un
jeu de données classique sur le cancer du sein et un jeu de données original sur l’infertilité
masculine. Nous avons basé notre comparaison sur des critères statistiques tels que la
qualité de la prédiction, mais aussi sur la capacité de la méthode à fournir un modèle
final dont l’interprétation clinique est simple et pertinente.
Dans la section 4.1.2, une présentation succincte des méthodes de sélection de va-
riables basées sur le modèle de Cox est donnée, suivie, dans la section 4.1.3, par la
description des méthodes de sélection basées sur les arbres de survie. La section 4.1.4
compare les différentes approches sur les deux jeux de données, fournissant l’erreur de
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prédiction et les variables retenues dans le modèle final pour chaque approche. Des
conclusions et perspectives sont présentées en section 4.1.5. Les notations seront celles
utilisées dans les précédents chapitres.
4.1.2 Méthodes de sélection de variables basées sur le modèle de Cox
Sélection pas-à-pas avec ré-échantillonnage (bss)
Dans le cas d’un grand nombre de covariables, la sélection des prédicteurs dans un
modèle de Cox est généralement effectuée par un algorithme pas-à-pas basé sur l’aic
(noté stepwise). Cependant, cette sélection de variables peut se révéler instable. En
scindant l’échantillon, Harrell, K. L. Lee et al. 1984 a montré que les prédicteurs
sélectionnés n’étaient pas toujours les mêmes. Ce résultat a été confirmé par Chen et
George 1985 qui ont appliqué la procédure de pas-à-pas sur 100 échantillons boot-
strappés. Seuls 2 % des modèles obtenus coïncident avec le modèle basé sur l’échantillon
initial. Pour remédier à ce problème, Sauerbrei et Schumacher 1992 ont mis au
point une procédure de sélection qui combine la méthode du bootstrap et la sélection
stepwise, que nous nommerons bss (pour Bootstrap Stepwise Selection). Ils ont examiné
les fréquences d’inclusion des variables sélectionnées dans les modèles ajustés sur les
échantillons bootstrap et suggèrent de garder dans le modèle final les variables dont la
fréquence d’inclusion est supérieure à un seuil κ choisi arbitrairement. Ils ont appliqué
leur méthode sur un jeu de données de tumeurs cérébrales contenant 447 patients et 12
covariables. Ils ont montré que le choix de κ = 0,6 aboutissait au même modèle final
quel que soit le nombre d’échantillons bootstrap.
Sélection Lasso bootstrappé et Lasso bootstrappé randomisé
Sélection Lasso
Une alternative à la procédure de sélection stepwise est la méthode de pénalisation
L1 appelée aussi Lasso (Least Absolute Shrinkage and Selection Operator). Adaptée par
Tibshirani 1997 au modèle de Cox, cette méthode permet d’estimer les paramètres β via
la maximisation de la log-vraisemblance partielle (1.5) sous la contrainte
∑p
j=1 |βj | ≤ λ
où λ est un paramètre de régularisation. La contrainte Lasso sélectionne les variables en
enlevant celles qui ont les plus petits coefficients estimés. Cela conduit à des coefficients
exactement égaux à zéro et permet d’obtenir un modèle parcimonieux et interprétable.
Par contre, le choix du paramètre λ n’est pas anodin et Meinshausen et Buehlmann
2010 ont montré dans le cadre de la régression linéaire que le modèle obtenu était sen-
sible à ce choix. Ils ont étudié la stabilité de la sélection de gènes sur un jeu de données
en introduisant du bruit dans les covariables : les 4088 covariables sauf 6 d’entre elles
ont été permutées. Quand la valeur de λ augmente, le modèle final retient les 6 gènes
non permutés mais aussi les variables inadéquates. Meinshausen et Buehlmann 2010
montrent par ailleurs que la validation croisée pour le choix de λ n’est pas une bonne
alternative pour les problèmes en grande dimension : dans leur exemple, 14 variables in-
adéquates sont sélectionnées. En outre, Meinshausen et Buehlmann 2006 ont montré
que quand le nombre de covariables tend vers l’infini, la probabilité de sélectionner une
covariable sans effet tend vers 1.
Sélection Lasso bootstrappé (bls)
Pour obtenir une sélection stable du modèle, Bach 2009 a proposé dans le cadre
du modèle linéaire une version bootstrappée du Lasso, appelée Bolasso. Le modèle final
retenu est composé uniquement des variables qui ont été sélectionnées dans tous les
échantillons bootstrap. Autrement dit, en employant la terminologie du modèle bss, cela
correspond à une valeur seuil κ égale à 1. Cependant, Meinshausen et Buehlmann
2010 ont montré sur la base de leur échantillon permuté que même en utilisant un sous-
100 Sélection de variables
échantillonnage aléatoire (une procédure proche du bootstrap, voir Freedman 1977),
l’algorithme Lasso pouvait sélectionner des covariables non pertinentes si λ était trop
grand.
Sélection Lasso bootstrappé randomisé (brls)
Pour régler ce problème du choix de λ, Meinshausen et Buehlmann 2010 ont
proposé une généralisation de la procédure Lasso, appelée Lasso randomisé, où les co-
variables sont pénalisées par différentes valeurs aléatoirement choisies dans l’intervalle
[λ,λ/α] où α est dans ]0,1[. Le paramètre β est estimé sous la contrainte
p∑
j=1
∣∣∣∣ βjWj
∣∣∣∣ ≤ λ. En
pratique, les covariables {Xj : j = 1, . . . ,p} sont pondérées par les {Wj : j = 1, . . . ,p}
aléatoirement générés avec P (Wj = α) = pw et P (Wj = 1) = 1 − pw où pw ∈]0,1[.
Les auteurs ne donnent pas d’indication sur le choix de pw et dans la suite, nous avons
fixé sa valeur à 0,5. Cette procédure, qui peut aussi être combinée avec des échantillons
bootstrap comme dans le cas du Bolasso, est très simple à implémenter et les auteurs ont
montré que choisir α dans l’intervalle [0,2; 0,8] donne une sélection de variables stable
quel que soit le choix du paramètre λ.
Nous avons appliqué ces deux dernières méthodes initialement développées dans le
cadre de la régression linéaire au cas du modèle de Cox.
4.1.3 Méthodes de sélection de variables basées sur les arbres de survie
Les arbres de survie sont la généralisation aux données censurées des arbres de régres-
sion et de classification, popularisés par l’algorithme cart (Classification and Regression
Tree) de Breiman 1984 qui est basé sur un partitionnement récursif binaire. C’est un
processus itératif qui divise les données en deux sous-groupes (les nœuds fils) selon la
valeur des prédicteurs. La règle de division maximise la différence entre les deux nœuds
fils. Le processus continue jusqu’à ce que chaque nœud atteigne une taille minimale pré-
cisée par l’utilisateur ou soit homogène. On parle alors de nœud terminal. Pour contrôler
la taille de l’arbre et éviter le sur-ajustement, une règle d’arrêt est utilisée pour élaguer
les grands arbres contenant des nœuds terminaux « purs ». La méthode employée par
cart est basée sur une mesure de coût-complexité. La complexité d’un arbre Θ est :
Rcp(Θ) = R(Θ) + cp
∣∣∣Θ˜∣∣∣ , (4.1)
où R(Θ) est l’erreur totale de mesure (somme des erreurs de mesure de tous les nœuds
terminaux),
∣∣∣Θ˜∣∣∣ est le nombre de nœuds terminaux et cp est un paramètre de pénalité
positif appelé paramètre de complexité. Une séquence d’arbres emboîtés est construite.
L’arbre final est le plus petit arbre pour lequel Rcp(Θ) est minimal. Le choix du paramètre
cp est réalisé par des techniques de validation croisée.
Diverses adaptations de la méthode cart aux données de survie ont été proposées
dès les années 1980 (voir Bou-Hamad et al. 2011 pour une revue historique). Elles
différent par le critère de division et par les règles d’élagage. Gordon et Olshen 1985
utilisent la métrique de Wasserstein pour mesurer la distance entre deux estimateurs de
Kaplan-Meier de la fonction de survie. Le critère de division choisit le prédicteur (et
le seuil correspondant) qui maximise cette distance pour les deux nœuds créés. Pour
élaguer l’arbre, ils généralisent la mesure de coût-complexité aux données censurées.
D’autres auteurs utilisent la statistique du test du logrank comme critère de division (voir
Ciampi et al. 1986 ; Segal 1988 ; LeBlanc et Crowley 1993). Comme alternative à
l’élagage standard qui utilise les résidus de martingale du modèle à risques proportionnels
comme erreurs de mesure, LeBlanc et Crowley 1993 ont proposé une mesure de
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complexité basée sur la somme des statistiques de test du logrank (voir 1.3) des nœuds
internes. D’autres auteurs suggèrent d’utiliser un critère de division basé sur la fonction
de vraisemblance : R. Davis et Anderson 1989 supposent un modèle exponentiel à
chaque nœud tandis que LeBlanc et Crowley 1992 font seulement l’hypothèse que
les risques instantanés des deux nœuds fils sont proportionnels. Ces derniers auteurs
utilisent pour l’estimation la vraisemblance complète ou bien la vraisemblance partielle
du modèle de Cox. A noter qu’il n’est pas possible de résumer l’estimation de la variable
réponse d’un nœud terminal par une unique valeur comme dans les arbres de régression
et de classification. A la place, on trouve l’estimateur de Kaplan-Meier de la survie du
nœud — ou un estimateur du risque cumulé — avec éventuellement une estimation du
risque relatif de ce nœud par rapport à la population globale, sous l’hypothèse des risques
proportionnels.
L’instabilité des arbres est bien connue. Elle peut provenir d’un sur-ajustement de
l’arbre aux données, mais aussi du choix arbitraire du seuil pour dichotomiser les prédic-
teurs continus à chaque nœud (voir Dannegger 2000). Nous présentons deux remèdes
possibles à cette instabilité : les forêts aléatoires de survie de Ishwaran, Kogalur
et al. 2008 et la stabilisation bootstrap au niveau des nœuds de Dannegger 2000.
Les forêts aléatoires de survie (rsf)
Pour stabiliser les arbres obtenus par l’algorithme cart, Breiman 1996 a proposé
la méthode du bagging (pour bootstrap aggregating), qui consiste à agréger des arbres
construits sur des échantillons bootstrap pour obtenir un estimateur robuste. La tech-
nique du bagging a été adaptée au contexte de la survie par Efron 1981 et Akritas
1986. Un autre moyen d’améliorer la stabilité des arbres est le boosting, développé par
Freund et Schapire 1999. Comme le bagging, le boosting consiste à agréger une famille
d’arbres. Chaque arbre est construit de façon itérative à partir d’un échantillon pondéré
(un individu mal classé gagne en poids tandis qu’un individu bien classé en perd) et
évalué en fonction de sa capacité à classer les individus. Considéré comme plus efficace
que le bagging, le boosting est cependant limité quand les données sont trop bruitées :
l’algorithme donne un poids élevé aux données bruitées ce qui aboutit à un mauvais
ajustement (voir Dietterich 1999).
Breiman 2001 a proposé une méthode de sélection de variables qui combine la
méthode du bagging avec une sélection aléatoire d’un ensemble de covariables à chaque
nœud de l’arbre. Cette méthodologie, appelée « forêts aléatoires », s’est révélée plus
stable que les deux méthodes précédentes (Breiman 1996 ; Freund et Schapire 1999).
Cette méthode a été adaptée au domaine de la survie par Ishwaran, Kogalur et al.
2008 et est appelée « forêts aléatoires de survie » (random survival forests - rsf). Des
échantillons bootstrap sont tirés de l’échantillon original. On peut noter que chaque
échantillon bootstrap exclut environ 37 % des individus, un ensemble appelé données
out-of-bag (oob). Pour chaque échantillon bootstrap b (b variant de 1 à ntree), un arbre
de survie est construit : à chaque nœud de l’arbre, un sous-ensemble de covariables est
sélectionné aléatoirement parmi l’ensemble des covariables. Le nœud est divisé en deux
nœuds fils à partir des covariables sélectionnées en maximisant le critère de division. Le
processus de division continue jusqu’à ce que chaque nœud terminal contienne un nombre
minimum fixé d’événements non censurés avec des temps distincts. L’algorithme rsf
calcule alors un estimateur global qui est la moyenne des fonctions de risque cumulées
estimées pour chaque arbre par l’estimateur de Nelson-Aalen (voir 1.2). Pour chaque
nœud terminal h, soient t(1,h) < · · · < t(l,h) < · · · < t(nh,h) les temps distincts ordonnés
des événements non censurés des individus du nœud terminal h, et soient m(l,h) et
r(l,h) le nombre d’événements et d’individus à risque au temps t(l,h), pour l = 1, . . . ,nh.
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L’estimateur de Nelson-Aalen du risque cumulé au nœud h est
Ĥh(t) =
∑
(l,h):t(l,h)<t
m(l,h)
r(l,h)
·
Chaque arbre fournit de tels estimateurs du risque cumulé pour chacun de ses nœuds
terminaux. Notons Ĥb(t|x) la fonction de risque cumulée conditionnelle à la covariable x
estimée par l’arbre b. Pour déterminer l’estimation du risque cumulé d’un individu i de
covariable Xi obtenue à partir de l’arbre b, il suffit de faire parcourir l’arbre au vecteur
de covariables Xi. Cela nous amène à un unique nœud terminal h. Ainsi nous obtenons
Ĥb(t|Xi) = Ĥh(t) si i ∈ h. Soit Ii,b = 1 si i est un individu oob pour l’arbre b et 0 sinon.
L’estimateur oob global du risque cumulé de l’individu i est alors :
Ĥ∗e (t|Xi) =
ntree∑
b=1
Ii,bĤb(t|Xi)
ntree∑
b=1
Ii,b
· (4.2)
Cet estimateur est obtenu en faisant la moyenne des estimateurs du risque cumulé ob-
tenus à partir des échantillons bootstrap qui excluent l’individu i.
On peut classer les impacts des variables sélectionnées par la procédure rsf sur l’évé-
nement d’intérêt grâce à la mesure de l’importance (notée vimp) de chaque covariable,
qui est la différence entre l’erreur de prédiction obtenue avec la forêt originale et l’er-
reur de prédiction obtenue en utilisant des affectations aléatoires à chaque nœud où la
covariable considérée est rencontrée (voir Ishwaran, Kogalur et al. 2008).
Arbre de survie avec sélection de la division par bootstrap (bnls)
Dannegger 2000 a proposé une procédure de stabilisation par bootstrap au niveau
de chaque nœud pour les arbres de survie. L’algorithme consiste, au niveau du nœud h,
à bootstrapper des échantillons à partir de l’ensemble des données présentes à ce nœud
et, pour chacun d’eux, la meilleure division est recherchée. La division qui apparaît le
plus de fois est sélectionnée. Pour une variable quantitative, la valeur seuil b choisie dans
l’ensemble des réalisations de la variable de division est la médiane de toutes les valeurs
seuil proposées à chaque échantillon bootstrap. Dannegger 2000 ne propose pas de
méthode de choix de seuil pour les variables qualitatives. Nous avons donc fait le choix
suivant : nous affectons chaque modalité à la branche où elle est le plus souvent allouée
par les échantillons bootstrap.
Dannegger 2000 a comparé cette méthode (pour 100 bootstraps à chaque nœud) à
l’algorithme cart et à la méthode du bagging dans le cas de données simulées. Il a répété
l’expérience 50 fois et a constaté que sa méthode réduit les erreurs de prédiction de 26%
(valeur obtenue avec l’algorithme cart) à 6%. La méthode de bagging l’emporte avec une
erreur de prédiction de 3%. Mais le modèle obtenu à l’issue du bagging n’est pas facile
à utiliser et à interpréter pour les non statisticiens. Dannegger 2000 conseille donc
d’utiliser sa technique couplée à la validation croisée afin de trouver la valeur optimale
du paramètre de complexité cp qui minimise le taux d’erreur de prédiction.
4.1.4 Comparaison des méthodes sur deux jeux de données
Afin de comparer les différentes approches de sélection de variables, nous les avons
appliquées à deux jeux de données réels : le premier est un jeu de données public sur
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le cancer du sein et le deuxième est une base de données originale sur la fertilité. Les
cinq procédures suivantes ont été comparées : la sélection stepwise de Cox bootstrap-
pée (Bootstrap Stepwise Selection - bss), la procédure de Cox avec Lasso bootstrappée
(Bootstrap Lasso Selection - blss), la procédure de Cox avec Lasso randomisé bootstrap-
pée (Bootstrap Randomized Lasso Selection - brls) avec trois différentes valeurs de α
(0,2, 0,4 et 0,6), la procédure de Dannegger 2000 de sélection de la division de l’arbre
à chaque nœud par bootstrap (Bootstrap Node Level Selection - bnls) et la procédure
des forêts aléatoires de survie (Random Survival Forest - rsf).
Logiciel
Les données ont été analysées à partir des méthodes implémentées dans le logiciel R.
Nous avons adapté les techniques de bootstrap à l’algorithme stepwise dans la procédure
step de R et à la pénalisation L1 à partir de la bibliothèque penalized de R. Nous avons
également modifié la bibliothèque rpart de R afin d’introduire la sélection bootstrap de
la division de l’arbre à chaque nœud dans la construction de l’arbre (procédure bnls).
A la place de la méthode exp qui maximise la vraisemblance exponentielle, nous avons
utilisé comme critère de division du nœud la statistique de test du logrank, en suivant
les recommandations faites par Radespiel-Troger et al. 2006. Ils ont montré que
l’erreur de prédiction est liée à l’instabilité de la sélection de la division à chaque nœud.
Comparé à d’autres critères de division sur un jeu de données réel de survie, le test du
logrank fournit la plus faible erreur de prédiction (évaluée par le score de Brier, voir
Graf et al. 1999). La bibliothèque randomSurvivalForests de R propose quatre règles
de division différentes : la statistique de test usuelle du logrank, la règle de conservation
des événements, la statistique du test du score du logrank de Hothorn et Lausen 2003
et une approximation de la statistique de test du logrank, plus rapide à calculer (pour
plus de détails, voir Ishwaran et Kogalur 2007). Nous avons décidé d’utiliser la règle
par défaut, i.e. la statistique de test usuelle du logrank pour mettre les deux procédures
basées sur les arbres dans les mêmes conditions. Pour ce qui est du nombre d’échantillons
bootstrap, nous avons pris N = 100 pour les procédures basées sur le modèle de Cox, la
valeur par défaut de N = 1000 pour rsf et N = 1000 pour bnls.
Critères de comparaison
Nous avons comparé les cinq procédures sur la base de leur performance prédictive
et des gènes qu’elles sélectionnent sur les échantillons bootstrappés.
La performance prédictive est mesurée par le taux d’erreur de prédiction, calculé sur
un échantillon de validation après avoir ajusté le modèle sur un échantillon d’appren-
tissage. Le taux d’erreur de prédiction le plus couramment utilisé pour les modèles de
survie est basé sur l’indice de concordance de Harrell et C. E. Davis 1982, appelé
C-index. Afin de calculer cet indice, les temps de survie observés et les valeurs prédites
sont comparés : on considère uniquement les paires d’observations admissibles, qui sont
toutes les paires possibles d’observations moins les paires où la plus courte durée de
survie est censurée ainsi que les paires qui ont les deux durées de survie et les deux
indicatrices d’événement égales. Pour chaque paire admissible, on compte 1 si les prédic-
tions sont concordantes avec les observations, c’est-à-dire ici si la plus courte durée de
survie correspond à la prédiction la plus pessimiste. On compte 0,5 en cas de prédictions
identiques. Le C-index est la moyenne des valeurs obtenues sur l’ensemble des paires
admissibles. Le taux d’erreur de prédiction est 1 − C-index et appartient donc à [0,1].
On peut noter qu’une valeur de 0,5 indique que la méthode ne prédit pas mieux que le
hasard.
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Pour le modèle de Cox, la prédiction pour un individu i de covariable Xi est le prédic-
teur linéaire βˆ′Xi 1. L’individu i a un plus grand risque d’avoir l’événement d’intérêt que
l’individu j de covariable Xj si βˆ′Xi > βˆ′Xj . Pour les arbres de survie, la prédiction pour
l’individu i est basée sur l’estimateur Hˆ(t|Xi) du risque cumulé. Pour la procédure rsf,
les prédictions sont basées sur l’estimateur global oob Hˆ∗e (t|Xi) du risque cumulé (cf.
4.2). Pour que la prédiction soit indépendante du temps d’évaluation, on somme les es-
timations du risque cumulé sur tous les temps de survie non censurés distincts t∗1, . . . ,t
∗
k.
On considère que l’individu i a un plus grand risque d’avoir l’événement d’intérêt que
l’individu j si
k∑
ℓ=1
Hˆ∗e (t
∗
ℓ |Xi) >
k∑
ℓ=1
Hˆ∗e (t
∗
ℓ |Xj).
Afin d’obtenir un échantillon de taux d’erreur de prédiction pour chaque méthode,
30 échantillons d’apprentissage et de validation ont été construits. Nous avons calculé
les moyennes et écarts-types de ces taux d’erreur et tracé des boîtes à moustaches afin
d’étudier la variabilité des taux d’erreur associés à chaque procédure. Cela nous permet
de mesurer la stabilité de la procédure en termes de taux d’erreur.
Application au jeu de données sur le cancer du sein
Description
Les données sur le cancer du sein proviennent d’une étude de Vijver et al. 2002
sur la durée de survie sans métastases de 295 patientes atteintes d’un cancer du sein
primaire. Le but de l’étude est de valider un classement en deux groupes de bon et
mauvais pronostic basé sur le profil génomique des patientes 2, établi par une étude
antérieure, la fameuse signature des 70 gènes d’Amsterdam de Veer et al. 2002. Nous
avons restreint l’étude aux 144 patientes qui présentaient des ganglions lymphatiques
infectés. Le jeu de données peut être téléchargé à partir de la bibliothèque penalized de
R. Cinq facteurs de risque cliniques ainsi que les mesures d’expression génomique des 70
gènes pronostiques de l’apparition de métastases y sont enregistrés. Le taux de censure
est de 66%. Les covariables cliniques sont plus précisément :
• Diam : le diamètre de la tumeur (deux modalités : ≤ 2cm ou > 2cm),
• N : le nombre de ganglions lymphatiques infectés (deux modalités : 1− 3 ou ≥ 4),
• ER : la présence de récepteurs œstrogéniques,
• Grade : le stade de la tumeur (3 modalités ordonnées),
• Age : l’âge de la patiente à la date du diagnostic.
Résultats
Pour la procédure bss, l’algorithme stepwise appliqué à la régression de Cox n’a pas
convergé, sans doute à cause d’un trop grand nombre de covariables et à un nombre trop
faible d’événements dans la base de données bootstrappée. Le paramètre de complexité
cp de la procédure bnls a été obtenu par une validation croisée où l’échantillon a été
découpé en 10 parties : une valeur de cp = 0,002 semble optimale pour obtenir l’arbre
le plus prédictif. La figure 4.1 présente les boîtes à moustaches des taux d’erreur de
prédiction des différentes approches pour 30 échantillons d’apprentissage et de validation.
Les résultats numériques sont résumés dans le tableau 4.1. Comme attendu, la procédure
rsf donne les plus faibles taux d’erreur de prédiction, avec la plus petite variation et
1. β̂ désigne l’estimateur du p-vecteur des paramètres β du modèle de Cox 1.4, obtenu en maximisant
la log-vraisemblance partielle 1.5.
2. Il s’agit donc d’une signature génomique, voir section 4.2.
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Figure 4.1 – Boîtes à moustaches des taux d’erreur de prédiction sur les données du
cancer du sein pour les procédures bootstrap lasso selection(bls), bootstrap randomized
lasso selection(brls), bootstrap node-level selection(bnls), random survival forest(rsf)
et un arbre de survie (tree).
un simple arbre de survie fournit les plus mauvais taux d’erreur de prédiction, ces taux
n’étant que faiblement améliorés par la procédure bnls. Quelle que soit la valeur de
α, la procédure brls donne des taux d’erreur plus dispersés que ceux obtenus par la
procédure bls pour laquelle l’écart-type est de 0,06, similaire à celui de rsf. Toutefois,
un bon compromis entre dispersion et moyenne du taux d’erreur de prédiction est observé
pour la méthode brls avec α = 0,2 ou α = 0,4.
En ce qui concerne les covariables sélectionnées par les procédures basées sur le
modèle de Cox, seules 23 des 75 covariables sont incluses dans les sélections faites par
les procédures appliquées aux échantillons bootstrappés et aucune covariable clinique
n’est retrouvée. Pour une valeur de κ égale à 0,2, 6 gènes sont sélectionnés par bls et
seulement 4 (inclus dans les 6 précédents) par brls quelle que soit la valeur de α. Pour
les procédures rsf et bnls, le premier gène discriminant est le même et il est parmi
les quatre gènes retenus par brls. La méthode bnls sélectionne également 4 autres
covariables parmi les 6 variables les plus importantes de la procédure rsf, dont deux
covariables cliniques (N et l’âge). Comparé à un simple arbre de survie, nous trouvons
les mêmes premières variables discriminantes. Mais les autres covariables sélectionnées
par l’arbre unique ne sont jamais retrouvées dans les autres procédures. Nous pouvons
également observer qu’aucune variable clinique n’est incluse dans le simple arbre de
survie contrairement aux procédures bnls et rsf.
Application au jeu de données sur la fertilité
Les données sur la fertilité ont été obtenues à partir de 2138 couples ayant consulté
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Moyenne Écart-type Médiane
bls 0,319 0,066 0,310
brls α = 0,2 0,309 0,075 0,292
brls α = 0,4 0,309 0,081 0,287
brls α = 0,6 0,311 0,086 0,302
bnls 0,376 0,073 0,394
rsf 0,279 0,062 0,286
tree 0,389 0,074 0,382
Table 4.1 – Moyenne, écart-type et médiane des taux d’erreur de prédiction sur les
données du cancer du sein pour les procédures bootstrap lasso selection(bls), bootstrap
randomized lasso selection(brls), bootstrap node-level selection(bnls), random survival
forest(rsf) et un arbre de survie (tree).
pour infertilité masculine au cours de la période allant de 2000 à 2004 au Centre de
Stérilité Masculine de Toulouse (csm). Les patients ont été suivis depuis leur admission
lors de la première consultation et durant le traitement par un andrologue spécialiste
jusqu’à l’arrêt du traitement ou jusqu’à la naissance d’un enfant vivant (la durée de suivi
maximale est de 9 ans). L’issue reproductive est représentée par la naissance d’un enfant
vivant à partir d’une grossesse obtenue dans le cadre du suivi au csm (grossesse après
un traitement médical et/ou traitement chirurgical, ou par une technique d’assistance
médicale à la procréation (amp) ainsi qu’après une grossesse spontanée). Ici, l’événement
d’intérêt considéré est donc la naissance d’un enfant vivant et les observations censurées
à droite correspondent aux perdus de vue ou aux couples n’ayant pas eu d’enfant vivant
à la fin du suivi. Nous avons travaillé sur le sous-ensemble des 1773 couples pour les-
quels aucune des covariables incluses dans la base de données ne comportait de valeurs
manquantes. 40% des couples ont réussi à avoir un enfant, ce qui conduit à un taux de
censure de 60 %. Nous avons décidé, en accord avec les cliniciens, de garder 32 cova-
riables, parmi lesquelles l’âge et les antécédents médicaux de l’homme, l’âge et différents
facteurs liés à la reproduction pour la femme ainsi que des variables du couple, comme
la durée d’infertilité, le type d’infécondité (primaire ou secondaire) et les antécédents
d’amp du couple.
Résultats
Les taux d’erreur de prédiction pour chacune des cinq procédures sont présentés dans
la figure 4.2 et le tableau 4.2. Nous pouvons observer que les moyennes et les médianes
obtenues sont plus grandes que celles obtenues pour les données sur le cancer du sein,
reflétant la difficulté de prédire le délai jusqu’à la naissance. Toutefois, la variabilité des
taux d’erreur est plus petite. Comme pour le jeu de données sur le cancer du sein, la
méthode rsf donne le meilleur modèle prédictif. Toutefois, il apparaît que la dispersion
dans les taux d’erreur de rsf est similaire aux autres procédures. De plus, nous pouvons
noter que la procédure bnls n’est pas meilleure qu’un simple arbre de survie et cette
constatation est valable également en comparant la procédure bss avec une simple ré-
gression de Cox par sélection stepwise. Ces résultats peuvent être expliqués par la taille
de l’échantillon qui est suffisamment grande ici pour produire de bons taux d’erreur de
prédiction sans avoir recours à des techniques de ré-échantillonnage. Concernant les pro-
cédures bls et brls, elles montrent moins de variations dans leurs taux d’erreur, mais
leurs moyennes et leurs médianes sont proches de 0,5, suggérant que les modèles obtenus
ne font pas mieux que le hasard.
Si maintenant on compare les covariables sélectionnées par les différentes procédures,
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Figure 4.2 – Taux d’erreur de prédiction sur les données de fertilité pour les procédures
bootstrap stepwise selection(bss), bootstrap lasso selection(bls), bootstrap randomized
lasso selection(brls), bootstrap node-level selection(bnls), random survival forest(rsf),
Cox stepwise selection(step) et un arbre de survie (tree).
Moyenne Écart-type Médiane
bss 0,453 0,017 0,454
bls 0,471 0,017 0,470
brls α = 0,2 0,483 0,013 0,482
brls α = 0,4 0,484 0,013 0,482
brls α = 0,6 0,482 0,015 0,480
bnls 0,447 0,021 0,446
rsf 0,413 0,017 0,414
step 0,451 0,015 0,450
tree 0,445 0,018 0,443
Table 4.2 – Moyenne, écart-type et médiane des taux d’erreur de prédiction sur les
données de fertilité pour les procédures bootstrap stepwise selection(bss), bootstrap lasso
selection(bls), bootstrap randomized lasso selection(brls), bootstrap node-level selec-
tion(bnls), random survival forest(rsf), Cox stepwise selection(step) et un arbre de
survie (tree).
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Figure 4.3 – Importance des variables selon la méthode rsf pour les données sur la
fertilité.
Figure 4.4 – Arbre final obtenu par la méthode bnls sur les données de fertilité. La
condition s’applique au nœud fils de gauche. rr est une estimation du risque relatif
d’événement du nœud terminal par rapport au nœud initial.
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nous pouvons constater que les quatre premières covariables sélectionnées ne diffèrent
pas pour les procédures bls et brls pour une valeur d’inclusion κ = 0,3 : il s’agit de
l’aspect des trompes, le recours à une insémination intra-utérine, le recours à des tech-
niques d’amp avec donneur de sperme et la durée d’infertilité du couple. Nous observons
également que la procédure bss inclut plus de variables que les procédures bls et brls,
conduisant à des taux d’erreur plus faibles. En ce qui concerne les procédures rsf et
bnls, on constate que les covariables sélectionnées sont sensiblement différentes de celles
des autres procédures. Cela peut s’expliquer par le fait que ces procédures prennent en
compte les interactions contrairement au modèle de Cox. Les variables retenues par la
procédure bnls (voir figure 4.4) sont retrouvées dans les variables de plus grande impor-
tance de rsf (voir figure 4.3) et les deux premières divisions de bnls (âge de la femme
avec un seuil à 34,5 ans et durée d’infertilité avec un seuil à 33,5 mois) sont aussi les
deux variables qui ont les plus grandes importances avec rsf. Ces deux variables sont
par ailleurs bien connues dans la littérature comme étant pronostiques de la naissance
d’un enfant (voir Rochebrochard et Thonneau 2002 ; Marquard et al. 2009 ; Ma-
lizia et al. 2009 ; Ducot et al. 1988). Comparé à un simple arbre de survie, l’arbre
construit par bnls reste sensiblement le même ce qui peut là aussi s’expliquer par le
grand nombre d’observations dans ce jeu de données.
4.1.5 Conclusion et perspectives
Pour ce qui est du jeu de données sur le cancer du sein, les taux d’erreur de prédiction
sont plutôt corrects : la méthode basée sur la sélection Lasso randomisé combinée avec
le ré-échantillonnage fournit des taux d’erreur de prédiction très similaires à ceux de
rsf avec l’avantage d’un modèle facilement interprétable par les cliniciens. Par contre,
la prédiction s’avère moins bonne pour le jeu de données sur la fertilité et les techniques
de ré-échantillonnage n’ont pas montré d’amélioration notable.
Notre préconisation est que les procédures basées sur le modèle de Cox et les arbres
de survie ont un rôle complémentaire à jouer afin d’identifier les covariables les plus
pertinentes et fournir aux cliniciens un modèle stable et fiable.
La critique qui nous a été faite lors de la soumission de cet article est que nous
n’avons pas comparé les performances des méthodes sur des données simulées. Nous
comptons donc très prochainement resoumettre cet article en ajoutant la comparaison
des différentes méthodes sur des données simulées comme cela a été fait dans l’article
[14] (voir section 4.3.2), en générant en particulier des covariables qui n’ont aucun effet
sur la survie.
4.2 Établissement d’une signature moléculaire en oncologie
Ces dernières années ont vu fleurir l’apparition de signatures génomiques en onco-
logie (voir par exemple Veer et al. 2002 et Dowsett et al. 2013). A l’aube de la
médecine personnalisée, cela permet d’améliorer la prise en charge des patients en pré-
disant l’issue du traitement (Michiels, Ternès et al. 2016). Une signature moléculaire
(ou génomique) est simplement un score quantitatif ou qualitatif construit à partir de
l’information génomique du patient afin d’apporter un bénéfice cliniquement perceptible
en termes de pronostic ou d’indication thérapeutique.
Nous présentons dans cette section l’article [8], écrit en collaboration avec des clini-
ciens oncologues, qui ont fait appel à Marie Walschaerts et moi-même pour la construc-
tion d’une signature moléculaire pour séparer les patients en rémission d’un cancer du
poumon en deux groupes de bon et mauvais pronostic.
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Le cancer du poumon est le cancer le plus meurtrier au monde, avec environ un million
de décès chaque année. La classification des cancers du poumon basée sur les stades
cliniques s’avère insuffisante pour fournir un pronostic fiable de survie, en particulier pour
les stades précoces. Il a par ailleurs été montré que des altérations dans le programme de
réplication de l’adn contribuent à la formation des tumeurs et que les cellules cancéreuses
sont souvent exposées à un stress de réplication endogène. Des chercheurs en oncologie de
Toulouse se sont intéressés à 77 gènes impliqués dans différents aspects de la réplication
de l’adn chromosomique. Ils ont comparé l’expression de ces gènes dans la tumeur et
dans un tissu sain adjacent de 93 patients souffrant d’un cancer du poumon primaire
à un stade précoce ou intermédiaire. 17 de ces 77 gènes se sont révélés avoir un niveau
d’expression dans la tumeur significativement supérieur à celui dans le tissu sain. Ces
niveaux d’expression ont été discrétisés pour chacun de ces gènes en trois classes sur la
base des terciles. Parmi ces 17 gènes, 5 gènes (plk1, cdc6, ploq, rad51 et claspin)
ont un niveau d’expression significativement associé à la survie globale (l’événement est
le décès toutes causes, le délai de survie étant mesuré depuis l’opération), à la survie
sans maladie (l’événement est le décès toutes causes ou la rechute) et à la survie sans
rechute (l’événement est la rechute). D’autre part, le niveau d’expression de ces gènes
n’est significativement associé ni au traitement ni au stade du cancer. Enfin, excepté
pour le gène rad51, le rôle pronostique sur la survie globale de tous ces gènes persiste
en ajustant sur l’âge, le sexe, le traitement, le stade du cancer et les marqueurs habituels
de prolifération.
Avec Marie Walschaerts, nous avons alors établi une signature basée sur ces cinq
gènes. Pour cela, nous avons ajusté aux données un modèle de Cox avec comme cova-
riables les cinq gènes discrétisés en trois classes (sur la base des terciles de leur niveau
d’expression). Le prédicteur linéaire du modèle de Cox β̂′X (voir page 104), qui cor-
respond donc à la somme des niveaux d’expression des cinq gènes pondérés par les
coefficients correspondants du modèle de Cox, a été utilisé comme score de risque. Nous
avons ensuite déterminé le seuil de ce score permettant d’obtenir deux groupes de bon
et mauvais pronostic dont la différence de survie globale soit la plus significative possible
par le test du logrank 1.3 (paquet maxstat de R). La figure 4.5 présente les estimations
de Kaplan-Meier de la survie globale dans les deux groupes à faible et fort risque défi-
nis par cette signature. Le risque relatif de décès du groupe de mauvais pronostic par
rapport au groupe de bon pronostic, établi à l’aide d’un modèle de Cox avec le groupe
comme unique covariable, vaut 14,3 (p < 0,001). Cette signature devrait permettre de
mieux prévoir l’espérance de vie d’un patient en rémission et d’adapter le traitement
adjuvant prescrit à son groupe de risque.
4.3 Sélection de modèles de survie en présence de risques concurrents
4.3.1 Motivation
Comme rappelé dans la section 4.2, les signatures génomiques sont devenues ces
dernières années un outil incontournable en oncologie pour aider au pronostic ou guider
le choix du traitement. Malheureusement, plusieurs études ont montré que ces signatures
n’étaient pas stables et dépendaient fortement de la méthode de régression utilisée (voir
Michiels, Koscielny et al. 2005 ; Ferté et al. 2013 ; Ein-Dor et al. 2005). D’autre
part, les patients sont à risque de plusieurs événements concurrents et les signatures
ont surtout été développées en considérant des événements composites, comme la survie
sans rechute (voir Kramar et al. 2015). Il semble intéressant de pouvoir développer
des signatures pour chaque type d’événement (voir Drukker et al. 2015 ; Mitra et al.
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Figure 4.5 – Estimation de Kaplan-Meier de la survie globale dans les deux groupes à
faible et fort risque construits à l’aide d’une signature génomique.
2014). A titre d’exemple, dans le cancer du sein, la récidive loco-régionale devient moins
fréquente. Pour savoir quel traitement choisir dans ce cas-là, il est important de disposer
d’une signature propre à ce risque de récidive, qui est en concurrence avec le risque de
métastase à distance et le décès.
Les approches consistant à construire des signatures moléculaires dans le contexte
des risques concurrents sont récentes et peu développées. Dans ce cadre, la modélisa-
tion la plus utilisée avec des données en grande dimension est l’approche suivante : un
modèle de Cox avec pénalisation est ajusté sur l’événement d’intérêt, en considérant
comme censurés les individus qui connaissent des événements concurrents (Tapak et
al. 2015). Outre le fait que cette procédure est discutable étant donné que les événe-
ments en concurrence sont rarement indépendants, une covariable qui réduit le risque
d’un événement concurrent peut indirectement augmenter l’incidence cumulée de l’évé-
nement d’intérêt (voir Dignam et Kocherginsky 2008). Rappelons que la fonction
d’incidence cumulée (cif) représente la probabilité d’observer l’événement en présence
des événements concurrents et correspond à une sous-distribution. Dans le cadre des
données en faible dimension, le modèle de Fine et Gray 1999, qui est une extension
du modèle de Cox, a été proposé pour modéliser le risque associé à la sous-distribution
d’un événement. En cas de données en grande dimension, le modèle de Fine et Gray ne
peut être utilisé pour des raisons techniques et il faut alors utiliser des approches moins
classiques. Les méthodes basées sur les forêts aléatoires ont récemment été adaptées aux
données de survie en présence de risques concurrents par Ishwaran, Gerds et al. 2014.
Une autre méthode proposée par Binder et al. 2009 consiste à proposer une sélection
de gènes basée sur le modèle de Fine et Gray 1999 avec une approche utilisant le boos-
ting. Ces deux méthodes sont maintenant implémentées dans le logiciel R mais à notre
connaissance, elles n’ont jamais été comparées en termes de stabilité et de performance
pronostique.
Dans l’article [14], nous comparons ces deux méthodes de sélection en utilisant un jeu
de données publié concernant le cancer de la vessie ainsi que des données simulées. Une
approche par ré-échantillonnage nous permet de comparer à la fois les gènes sélectionnés
et la précision de la prédiction. Nous nous sommes également intéressés à l’effet de
la taille des échantillons sur la performance de ces méthodes. Dans la section 4.3.2,
nous présentons les jeux de données, les deux méthodes de sélection de variables et la
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méthodologie de comparaison des deux méthodes. Les résultats sont exposés dans la
section 4.3.3. Enfin, des conclusions et perspectives sont proposées dans la section 4.3.4.
4.3.2 Jeux de données et méthodes
Contexte
Nous nous plaçons dans le contexte des risques concurrents avec K événements en
compétition, avec les notations déjà définies dans le chapitre précédent (voir page 76).
Cela correspond au mécanisme de mélange censuré de la section 3.1.3. Nous observons
pour chaque sujet le triplet (Y,∆,X) où Y correspond au délai jusqu’au premier événe-
ment observé (de type k si ∆ = k) ou bien au délai de censure (∆ = 0). X désigne un
p-vecteur de covariables. Les quantités d’intérêt sont les fonctions d’incidence cumulée
Ik pour l’événement de type k (voir leur définition en 3.34).
Pour modéliser la relation entre l’événement de type k et les covariables, nous uti-
lisons le modèle de Fine et Gray 1999. Ce modèle stipule que le risque associé à la
sous-distribution de l’événement d’intérêt (ici l’événement de type 1) vérifie le modèle
suivant conditionnellement à la covariable X :
h1(t | X) = h1,0(t)eβ′X , (4.3)
où h1,0 est une fonction de risque de base (associé à une sous-distribution) non spécifiée
et β le p-vecteur des paramètres.
Les données du cancer de la vessie
Nous nous sommes basés sur le jeu de données public gse5479 — téléchargeable
sur la plateforme geo — correspondant à 1381 biopuces pour des prélèvements de 404
patients atteints d’un cancer de la vessie, qui sont les données utilisées par Dyrskjøt
et al. 2005. Nous avons considéré uniquement les 301 patients pour lesquels on disposait
d’un classifieur de progression et des covariables cliniques (âge, sexe, stade, grade du
cancer et traitement). L’événement d’intérêt de notre étude est la progression du cancer
ou le décès dû au cancer de la vessie : il a été observé pour 84 patients. L’événement
concurrent est le décès dû à une autre cause ou à une cause inconnue, qui a été observé
pour 33 patients. 184 patients ont été censurés à la fin de leur suivi. Les incidences cumu-
lées à 5 ans pour l’événement d’intérêt et l’événement concurrent ont été respectivement
estimées à 26,8 % et 11,2 % par l’estimateur de Kalbfleisch et Prentice 1980.
Les données simulées
Nous avons simulé quatre jeux de données de tailles différentes en utilisant l’algo-
rithme utilisé par Binder et al. 2009 et Tapak et al. 2015. Pour chaque jeu de données,
deux événements concurrents ont été générés selon le modèle exponentiel des causes spé-
cifiques. Les délais de censure suivent une distribution uniforme avec un taux de censure
d’environ 35 %. 1500 covariables normalement distribuées ont été générées. Seulement 16
d’entre elles étaient informatives et provenaient de trois groupes de covariables corrélées
entre elles :
• le groupe 1 (corrélation de 0,5) contient 4 covariables qui augmentent les risques
des deux types d’événement,
• le groupe 2 (corrélation de 0,35) contient 4 covariables qui augmentent le risque
de l’événement de type 1 et diminuent le risque de l’événement de type 2,
• le groupe 3 (corrélation de 0,05) contient 4 covariables qui diminuent seulement
le risque de l’événement de type 1 (pas d’effet sur l’événement de type 2) et 4
autres qui augmentent seulement le risque de l’événement de type 2 (pas d’effet
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Cela correspond donc aux vecteurs de paramètres β1 pour l’événement de type 1 et
β2 pour l’événement de type 2 suivants :
β1 = (0,5; 0,5; 0,5; 0,5; 0,5; 0,5; 0,5; 0,5;−0,5;−0,5;−0,5;−0,5; 0; 0; 0; 0; 0),
β2 = (0,5; 0,5; 0,5; 0,5;−0,5;−0,5;−0,5;−0,5; 0; 0; 0; 0; 0; 0,5; 0,5; 0,5; 0,5).
Les méthodes de sélection
Les forêts aléatoires de survie
Les forêts aléatoires de survie (rsf), qui ont été présentées à la section 4.1.3, ont
été adaptées pour prendre en compte des risques concurrents par Ishwaran, Gerds
et al. 2014. Nous utilisons le paquet randomForestSRC. La règle utilisée pour scinder les
nœuds est une statistique du test du logrank modifiée réalisant une bonne approximation
de la statistique du test de Gray 1988. Pour sélectionner les variables, nous utilisons
la "chasse" aux variables, qui est une méthode particulièrement adaptée aux données
en grande dimension ; il s’agit d’une combinaison de deux techniques : l’importance des
variables (vimp) et la profondeur minimale.
L’approche par boosting
Nous avons appliqué l’approche par boosting pour risques concurrents proposée par
Binder et al. 2009 pour le modèle de Fine et Gray 1999 modélisant le risque associé à
la sous-distribution de notre événement d’intérêt. Cette approche sera notée CoxBoost
dans la suite. L’approche par boosting est un algorithme de sélection pas-à-pas qui débute
par l’ajustement du modèle sans covariables. A chaque pas, on met à jour l’estimation
d’un seul paramètre en maximisant la log-vraisemblance partielle pénalisée du modèle.
Une validation croisée par blocs de 10 a été effectuée pour trouver le nombre optimal
de pas et la pénalité a été choisie grâce à la fonction optimCoxBoostPenalty du paquet
CoxBoost du logiciel R.
Comparaison des performances des méthodes
Nous avons utilisé une stratégie de ré-échantillonnage, en tirant 100 échantillons
d’apprentissage et 100 échantillons de validation à partir de l’échantillon initial. Nous
avons fait varier la taille de l’échantillon d’apprentissage (1/3, 1/2 ou 2/3 de l’échantillon
total). Pour chaque échantillon d’apprentissage, les deux méthodes de sélection ont été
appliquées pour aboutir à un score de prédiction du risque et une classification en deux
groupes de risque. Pour rsf, ce score correspond à l’estimation de la cif à 5 ans calculée
avec les individus out of bag. Pour Coxboost, le score est basé sur le prédicteur linéaire
du modèle de Fine et Gray βˆ′Xi. Nous nous sommes basés sur les courbes roc dépen-
dantes du temps (Heagerty et al. 2000) pour dichotomiser ces scores afin d’obtenir
un classifieur binaire de mauvais ou bon pronostic. Nous avons choisi le seuil de façon
à obtenir à 5 ans une sensibilité d’au moins 90 % et la meilleure spécificité possible, ce
qui correspond à une mauvaise classification pour moins de 10 % des patients qui ont
rechuté pendant les 5 premières années (voir Zemmour et al. 2015).
Nous avons comparé le nombre de gènes sélectionnés par chaque méthode ainsi que
leur fréquence parmi les 100 signatures. Nous avons ensuite appliqué le score de risque et
la classification en deux groupes aux échantillons de validation pour évaluer les capacités
prédictives des deux méthodes. Le risque relatif associé à la sous-distribution (shr) a
été estimé en ajustant un modèle de Fine et Gray avec le score de risque ou le groupe de
risque comme prédicteur. Un indice de concordance qui généralise le C-index usuel (voir
page 103) au cas des risques concurrents (noté C-index dans la suite, voir Wolbers et
al. 2014) et le score de Brier intégré (Graf et al. 1999 ; Gerds et Schumacher 2006)
ont alors été calculés à l’aide du paquet pec de R (Mogensen et al. 2012). L’indice de
concordance fournit une mesure globale du pouvoir discriminatoire du modèle et a été
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Figure 4.6 – Courbes des fonctions d’incidences cumulées obtenues pour les deux si-
gnatures identifiées par les méthodes rsf et CoxBoost.
calculé à la fois pour les scores et les groupes de risque. Les valeurs vont de 0,5 (pas de
discrimination) à 1 (discrimination parfaite). Le score de Brier n’a été calculé que pour
les scores de risque. Plus le score de Brier est bas et meilleure est la capacité prédictive
du modèle. Nous avons également évalué les sensibilités et spécificités à 5 ans des groupes
de risque à l’aide des courbes roc.
4.3.3 Résultats
Illustration des méthodes sur les données du cancer de la vessie
Nous avons tiré un échantillon d’apprentissage de taille 100 du jeu de données du
cancer de la vessie, ce qui correspond à 1/3 de l’échantillon initial. Nous observons 26
événements d’intérêt et 16 événements concurrents. rsf et CoxBoost identifient respec-
tivement 68 et 4 gènes significatifs dont aucun en commun. Nous avons appliqué les
scores de risque et les groupes à l’échantillon de validation. Pour les scores de risque,
nous obtenons des C-index de 0,68 et 0,67 respectivement pour rsf et CoxBoost, et des
scores de Brier de 0,19 et 0,21, donc des valeurs assez proches. La figure 4.6 présente
les courbes des incidences cumulées obtenues pour l’événement d’intérêt pour les deux
groupes de mauvais et bon pronostics identifiés par chacune des méthodes de sélection.
Les incidences cumulées à 5 ans sont estimées par rsf à 11,7 % et 31,4 % dans les
groupes de bon et mauvais pronostic respectivement (test de Gray : p = 0,0003, C-index
= 0,58). En utilisant CoxBoost, les incidences cumulées à 5 ans sont estimées à 13 %
et 33,8 % dans les deux groupes respectivement (test de Gray : p < 0,001, C-index
=0,62). Les sensibilités et spécificités à 5 ans des signatures calculées sur l’échantillon
de validation sont de 89,5 % et 32,8 % pour rsf et de 83,7 % et 39,1 % pour CoxBoost.
En rajoutant les covariables cliniques dans un modèle multivarié, l’effet du groupe reste
significatif pour les deux méthodes (sHR=2,83, IC à 95 % =[1,21 ;6,60], p=0,016 pour
rsf ; sHR=3,41, IC à 95 % =[1,56 ;7,42], p=0,002 pour CoxBoost).
Comparaison sur les données avec ré-échantillonnage
Quelle que soit la taille de l’échantillon d’apprentissage, rsf sélectionne toujours
plus de gènes que CoxBoost : entre 52 et 78 pour rsf et entre 0 et 43 pour CoxBoost.
Pour CoxBoost, le nombre de gènes sélectionnés augmente avec la taille de l’échantillon
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A B
Figure 4.7 – Boîtes à moustaches des C-index (figure A) et des scores de Brier (figure
B) pour les scores de risques selon la méthode et la taille de l’échantillon d’apprentissage
pour les données du cancer de la vessie.
d’apprentissage alors qu’il diminue pour rsf. Entre 2 et 5 gènes sont inclus dans plus de la
moitié des échantillons pour CoxBoost contre aucun pour rsf. La stabilité des méthodes,
mesurée par la fréquence de sélection des gènes parmi les 100 échantillons, augmente avec
la taille de l’échantillon d’apprentissage. Très peu de gènes sélectionnés sont communs
aux deux méthodes (1 en médiane). Quant aux C-index des scores de risque, à taille
d’échantillon d’apprentissage fixée, ils sont assez similaires pour les deux méthodes, alors
que les scores de Brier sont plus faibles pour rsf (voir figure 4.7). Comme attendu, la
dichotomisation des scores de risque en deux groupes diminue la performance prédictive
des méthodes (voir figure 4.8 A). CoxBoost montre des performances légèrement moins
bonnes que rsf, qui a des intervalles inter-quartiles plus réduits.
Résultats sur les données simulées
Les mêmes résultats sont obtenus en ce qui concerne l’effet de la taille de l’échantillon
d’apprentissage : globalement, le nombre de gènes sélectionnés diminue pour rsf lorsque
la taille augmente alors qu’il augmente pour CoxBoost. Cette tendance reste vraie pour ce
qui concerne la sélection des gènes non informatifs. L’approche par boosting sélectionne
plus que rsf les prédicteurs qui ont des effets contraires sur les deux risques ou un
effet uniquement sur l’événement de type 1. On constate aussi que CoxBoost semble
plus stable que rsf avec certaines covariables qui sont sélectionnées dans 100 % des
échantillons. En ce qui concerne la performance prédictive, CoxBoost réussit mieux que
rsf excepté pour la sensibilité. En outre, la taille de l’échantillon d’apprentissage a un
effet plus important pour CoxBoost, en améliorant la prédiction alors que rsf est moins
affecté. Pour rsf, cependant, c’est le nombre d’événements observés qui importe, en
particulier pour les faibles tailles d’échantillons.
4.3.4 Conclusion et perspectives
La conclusion de [14] est que les performances prédictives des méthodes sont à peu
près similaires et correctes lorsque la taille de l’échantillon et la proportion d’événe-
ments observés sont suffisantes mais que les signatures génomiques obtenues restent très
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Figure 4.8 – Boîtes à moustaches des C-index (figure A), des risques relatifs associés
aux sous-distributions (figure B) et des sensibilités (figure C) pour les signatures des
deux méthodes selon la taille de l’échantillon d’apprentissage pour les données du cancer
de la vessie.
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instables. Une explication biologique peut être qu’il existe un grand nombre de gènes
associés au même mécanisme d’action de la maladie étudiée, ce mécanisme étant corrélé
au pronostic.
On peut noter que changer les options des fonctions de R n’a que peu d’incidence sur
les résultats et nous pouvons donc garder les valeurs par défaut pour rsf. Cela concorde
avec les conclusions de Díaz-Uriarte et De Andres 2006.
Comme indiqué dans la littérature (voir Dobbin et Simon 2010), nous avons retrouvé
dans nos résultats le fait que la stabilité et le pouvoir prédictif des méthodes augmentent
avec la taille de l’échantillon d’apprentissage. La proportion optimale recommandée par
Dobbin et Simon 2010 varie entre 40 % et 80 % de la taille de l’échantillon global.
On pourrait par ailleurs envisager une réduction préalable de la dimension par une
analyse en composantes principales ou une régression pls. Une autre piste qui a été
étudiée par Yuan et al. 2014 consiste à réduire le nombre de prédicteurs en ajustant
aux données une forêt préliminaire qui calcule l’importance des variables. De nouvelles
forêts sont ensuite construites avec les p prédicteurs qui ont la plus grande importance,
en faisant varier p (de 10 à 50, par exemple). La forêt avec le taux d’erreur de prédiction
le plus faible est ensuite sélectionnée.
Pour pouvoir comparer nos résultats avec ceux des autres études (voir Tapak et al.
2015 ; Binder et al. 2009), nous n’avons pas pris en compte les covariables cliniques
dans notre sélection de variables. Cependant, l’inclusion des paramètres cliniques dans
la construction du score pourrait sans doute permettre d’obtenir des signatures pronos-
tiques plus précises.
Des méthodes de régression pénalisée comme la méthode Lasso ou Elastic net (voir
Zou et Hastie 2005) ont été développées pour pallier les limitations du modèle de Cox.
Dans le contexte des risques concurrents avec une approche cause-spécifique, Tapak
et al. 2015 a comparé les performances prédictives des méthodes Lasso, Elastic net et
CoxBoost. Elastic net a montré la meilleure performance. Cependant, les auteurs n’ont
pas étudié la stabilité des gènes sélectionnés dans leurs simulations. Il serait intéressant
d’adapter ces méthodes pénalisées au modèle de Fine et Gray de façon à pouvoir les
comparer aux méthodes rsf et CoxBoost présentées ici. Dans le paquet crrp, Fu et al.
2016 propose un modèle de risques de sous-distributions proportionnels avec pénalisa-
tion mais son algorithme n’est pas directement applicable pour des données en grande
dimension.
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Conclusion générale
Plus de 25 ans après ma première rencontre avec les données censurées et les appli-
cations médicales, ce domaine m’intéresse toujours autant et je compte donc poursuivre
mes activités de recherche dans ce même contexte.
Dans le domaine des sondages, très peu d’estimateurs ont été développés dans le cas
où la variable d’intérêt est censurée à droite. Avec ma collègue Sandrine Casanova, nous
avons donc l’intention de continuer à développer des outils méthodologiques adaptés à
la censure à droite dans ce cadre. Plus précisément, nous pensons, après une approche
basée sur un modèle, nous intéresser à l’approche intermédiaire dite « assistée par un
modèle » où les poids de sondage sont également pris en compte.
En ce qui concerne la sélection de covariables dans les modèles de survie en grande
dimension, cet axe de recherche est toujours au centre de mes préoccupations actuelles.
La prépublication [19] va être enrichie de simulations et resoumise. D’autre part, après
les co-encadrements des thèses de doctorat de Serge Somda et de Bastien Cabarrou
(dont la soutenance est prévue pour fin 2018), Thomas Filleron vient de me proposer de
codiriger avec lui le doctorat de Julia Gilhodes, biostatisticienne à l’Institut Claudius
Regaud, sur le thème de la méthodologie biostatistique pour le développement de signa-
tures génomiques en cancérologie. A l’ère de la médecine personnalisée et du séquençage
très haut débit, le graal de l’oncologue moderne est l’individualisation de la prise en
charge thérapeutique des patients. Dans ce but, depuis près de 15 ans, des signatures
génomiques, visant à mieux stratifier les patients selon leur pronostic et leurs bénéfices
potentiels à recevoir un traitement, ont été publiées dans différentes indications en can-
cérologie. Cependant, le nombre de signatures ayant prouvé leur utilité clinique reste
très faible. De plus, l’engouement pour ces signatures génomiques a été tempéré par
différentes publications. En effet, comme nous l’avons vu dans le chapitre précédent, les
signatures manquent de stabilité. D’autre part, il a aussi été montré de façon surprenante
que des signatures génomiques qui n’étaient pas reliées à la cancérologie, par exemple
la résilience vis-à-vis de la défaite sociale chez la souris ou la signature du rire post-
prandial, avaient également un impact pronostique sur le cancer. L’objectif de la thèse
de Julia Gilhodes ne sera pas de remettre en question les signatures génomiques mais,
à partir de données publiées et simulées, d’évaluer différentes approches de sélection et
de combinaison de scores cliniques et génomiques afin de proposer des solutions pour
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pallier leurs limites (nombre de gènes sélectionnés trop important, manque de stabilité
dans la sélection, etc.).
Enfin, j’ai toujours été très intéressée par l’interdisciplinarité et outre les applications
biomédicales, un domaine qui m’intéresse beaucoup est la psychologie. On rencontre dans
ce domaine-là aussi fréquemment des données censurées à droite, en particulier quand on
évalue des temps d’apprentissage. J’espère pouvoir profiter de la proximité physique du
groupe iast (Institute for Advanced Study in Toulouse) qui compte plusieurs chercheurs
en psychologie pour développer des collaborations fructueuses dans ce domaine.
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Depuis septembre 1996 Maître de Conférences à l’Université Toulouse 1 Ca-
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Charlène Gaston (insa filière gmm mms) : « Comparison of confidence
intervals for the survival function : application to cancer data ».
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dius Regaud) du stage de Serge Somda (m2 Sciences, Technologie, Santé
mention Santé Publique, Spécialité Biostatistique, isped, Université Bor-
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tiques et du type de rechute ».
Février–Août 2014 co-encadrement (avec Thomas Filleron, Institut Claudius
Regaud) du stage de Soufiane Ajana (M2 Recherche Épidémiologie Cli-
nique, Université Toulouse 3 Paul Sabatier) : « Prédiction de la survie en
cancérologie : comparaison de différentes approches ».
Mai–Juin 2015 encadrement du mémoire de recherche de Quentin Vialle (m1
Économie et Statistiques, Université Toulouse 1 Capitole) : « Robustness to
non-normality in one-way anova and alternative tests ».
Depuis 2012 encadrement des mémoires de m2 Statistique et Économétrie en
formation à distance pour plusieurs étudiants chaque année.
A.3.2 Activités d’encadrement doctoral
Participation avec Christine Thomas à l’encadrement de la 3ème partie du doc-
torat en Mathématiques Appliquées de Sandrine Casanova, soutenu le 20
janvier 2000 ; titre : « Estimation non paramétrique des quantiles condition-
nels », Université Toulouse 1 Capitole.
Participation avec Philippe Jeannin à l’encadrement de la 3ème partie du docto-
rat en Sciences Économiques de Ibtissem Agueb, soutenu le 1er décembre
2005 ; titre : « Économie du patrimoine immobilier des ménages en France »,
Université Toulouse 1 Capitole.
Participation avec Philippe Besse et Patrick Thonneau à l’encadrement de
la 3ème partie du doctorat en Biostatistique - Epidémiologie de Marie
Walschaerts, soutenu le 30 juin 2011 ; titre : « La santé reproductive de
l’homme : épidémiologie et statistique », Université Toulouse 3 Paul Saba-
tier.
Co-encadrement avec Thomas Filleron (Institut Claudius Regaud) du doctorat en
Mathématiques Appliquées de Serge Somda, soutenu le 15 septembre 2015 ;
titre : « Individualisation du suivi post-thérapeutique des patients traités
du cancer en fonction des facteurs pronostiques et du type de rechute »,
Université Toulouse 1 Capitole.
Co-encadrement avec Thomas Filleron (Institut Claudius Regaud) du doctora-
ten Mathématiques Appliquées de Bastien Cabarrou depuis janvier 2016 ;
titre : « Prise en compte de l’hétérogénéité de la population âgée dans le
schéma des essais cliniques de Phase I et II en oncogériatrie », Université
Toulouse 1 Capitole.
Participation avec Pascal Maussion, Antoine Picot et Anne Ruiz-Gazen à l’en-
cadrement de la 2ème partie du doctorat en Génie Electrique de Farah
Salameh, soutenu le 7 novembre 2016 ; titre : « Méthodes de modélisation
statistique de la durée de vie de composants en génie électrique », enseeiht,
inp de Toulouse.
Co-encadrement avec Thomas Filleron (Institut Claudius Regaud) du docto-
rat en Mathématiques Appliquées de Julia Gilhodes depuis janvier 2018 ;
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titre : « Méthodologie biostatistique pour le développement de signatures
génomiques en cancérologie », Université Toulouse 1 Capitole.
A.4 Participation à des jurys de thèse
Membre du jury de thèse de Sandrine Casanova (20 janvier 2000), Université
Toulouse 1 Capitole, « Estimation non paramétrique des quantiles condition-
nels ».
Membre du jury de thèse de Karine Lhéritier (28 février 2002), Université
Montpellier 1, « Survie et risques compétitifs : Applications aux blessés mé-
dullaires tétraplégiques français ».
Membre du jury de thèse de Ibtissem Agueb (1er décembre 2005), Université
Toulouse 1 Capitole, « Économie du patrimoine immobilier des ménages en
France ».
Membre du jury de thèse de Marie Walschaerts (30 juin 2011), Université
Toulouse 3 Paul Sabatier, « La santé reproductive de l’homme : épidémiologie
et statistique ».
Membre du jury de thèse de Serge Somda (15 septembre 2015), Université
Toulouse 1 Capitole, « Individualisation du suivi post-thérapeutique des pa-
tients traités du cancer en fonction des facteurs pronostiques et du type de
rechute ».
Membre du jury de thèse de Farah Salameh (7 novembre 2016), INP Toulouse,
« Méthodes de modélisation statistique de la durée de vie de composants en
génie électrique ».
A.5 Contrats de recherche
Contrat daer/9408140 pour le Conseil Régional de Midi-Pyrénées
(1996–1998) : « Disparités démographiques et économiques dans la région
Midi-Pyrénées » (en collaboration avec Y. Aragon, C. Diack, D. Haughton,
J. Haughton, M. Johnson, E. Malin, A. Ruiz-Gazen et C. Thomas-Agnan).
Convention avec l’urcam Midi-Pyrénées (1999–2003) : études d’économie
de la santé (en collaboration avec I. Dubec et A. Ruiz-Gazen).
Aide à Projet Nouveau du cnrs (1999–2001) en tant que membre de l’équipe
Économie et Statistique de la Santé du gremaq.
Contrat daer/99008446 pour le Conseil Régional de Midi-Pyrénées
(2000–2002) : « Modélisation, simulation et analyse des dynamiques spa-
tiales de l’économie » (en collaboration avec Y. Aragon, O. Perrin, A.
Ruiz-Gazen, C. Thomas-Agnan).
Appel à projets 2012 Soutien à la recherche mathématique et statistique ap-
pliquée à la cancérologie de l’Institut de Recherche en Santé Publique (2013–
2015), responsable de l’équipe 3 : « Un nouvel algorithme de modélisation
pour données de survie adapté à la recherche de traitements individualisés
des cancers » (coordinateur : Jean-Marie Boher).
Appel à projets 2013 Transversalité de l’idex de l’Université de Toulouse
(2014–2016) : « lifespan : statistical methods for prognosis from accelerated
to nominal regime » (en collaboration avec A. Ruiz-Gazen et des enseignants-
chercheurs de l’enseeiht).
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A.6 Responsabilités collectives et activités d’animation scientifique
Membre de la Commission de spécialistes section 26, de l’Université Tou-
louse 1 Capitole de 1997 à 2008 (membre élu assesseur de 1997 à 2000).
Membre de la Commission de spécialistes section 26, de l’Université Tou-
louse 3 Paul Sabatier de 2002 à 2005.
Membre élu du Conseil de l’Ufr de Sciences Économiques de l’Univer-
sité Toulouse 1 Capitole de 1998 à 2002 et de 2005 à 2008.
Membre élu du Conseil d’Administration de l’Université Toulouse 1 Capi-
tole de 2001 à 2004.
Organisatrice du séminaire de Statistique du gremaq pour l’année 2005–
2006 et l’année 2012–2013 puis de tse-r pour l’année 2016–2017.
Membre du comité d’organisation du 5ème colloque Statistical Methods in
Biopharmacy, sfds et efspi, 26 et 27 septembre 2005, Paris.
Membre du comité d’organisation des xxxvèmes Journées de Statistique,
sfds, mai 2013, Toulouse.
Membre élu du bureau du Département de Mathématiques de l’Univer-
sité Toulouse 1 Capitole depuis 2014.
Rapports d’expertise scientifique pour les revues Computational Statistics
and Data Analysis, Journal de la Société Française de statistique, Journal
of Statistical Planning and Inference.
A.7 Conférences invitées
« Samples comparisons for censored multivariate censored data », 1994, atelier
de formation Inserm sur l’analyse des données corrélées dans la recherche bio-
médicale, organisé par D. Clayton et S. Richardson, Le Vésinet (en collaboration
avec T. Moreau et J. Lellouch).
A.8 Communications à des congrès avec comité de lecture sans publica-
tion des actes
« Une nouvelle famille de tests de rang pour la comparaison de deux distribu-
tions de survie bivariées en présence de censure », 1993, xxvèmes Journées
de Statistique, Vannes (en collaboration avec T. Moreau et J. Lellouch).
« Un modèle de régression semi-paramétrique pour l’analyse de durées censu-
rées multivariées », 1996, xviième Rencontre Franco-Belge de Statisticiens,
Marne-la-Vallée (en collaboration avec T. Moreau et J. Lellouch).
« Quantiles de régression avec variable dépendante censurée », 1998, xxxèmes
Journées de Statistique, Rennes (en collaboration avec S. Poiraud-Casanova
et C. Thomas-Agnan).
« Estimation non paramétrique de quantiles conditionnels avec variable réponse
censurée », 1999, xxxièmes Journées de Statistique, Grenoble (en collabora-
tion avec S. Poiraud-Casanova et C. Thomas-Agnan).
« Estimation non paramétrique de quantiles conditionnels avec variable réponse
censurée », 2000, xxxiièmes Journées de Statistique, Fès (Maroc) (en colla-
boration avec S. Poiraud-Casanova et C. Thomas-Agnan).
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« Estimation des moindres carrés asymétrique et application à une mesure de
performance des médecins », 2001, xxxiiièmes Journées de Statistique, Nantes
(en collaboration avec Y. Aragon, R. Chambers et S. Poiraud-Casanova).
« Mesure d’efficacité d’une activité médicale par régression expectile », 2002,
xxxivèmes Journées de Statistique, Bruxelles (en collaboration avec Y. Ara-
gon et S. Poiraud-Casanova).
« Utilisation d’une régression expectile pour identifier des points non centraux »,
2002, xxxivèmes Journées de Statistique, Bruxelles (en collaboration avec Y.
Aragon, R. Chambers et S. Poiraud-Casanova).
« Estimation non paramétrique pour un processus de renouvellement censuré à
droite – applications biomédicales », 2002, xxxivèmes Journées de Statistique,
Bruxelles (en collaboration avec G. Derzko et P. Deheuvels).
« Determinants of physicians’ fees : a probit model with spatial dependencies »,
2003, 2nd Spatial Econometrics Workshop, Dijon (en collaboration avec I.
Dubec, J. Le Sage et A. Ruiz-Gazen).
« Inférence non paramétrique pour des événements répétés tronqués et censurés
aléatoirement à droite – applications biomédicales », 2003, xxxvèmes Jour-
nées de Statistique, Lyon (en collaboration avec G. Derzko).
« Estimation non paramétrique pour les systèmes multi-états : applications bio-
médicales », 2004, xxxvièmes Journées de Statistique, Montpellier (en colla-
boration avec G. Derzko).
« Estimation dans un modèle de Cox stratifié avec indicateurs de strates man-
quants », 2007, xxxixèmes Journées de Statistique, Angers (en collaboration
avec J.-F. Dupuy).
« Using conditional quantiles to estimate the cumulative distribution function of
a censored variable in a small area », 2008, xxxxèmes Journées de Statistique,
Ottawa (en collaboration avec S. Casanova).
« Estimation sur petits domaines de la fonction de répartition d’une variable
censurée à l’aide de quantiles conditionnels », 2009, xxxxièmes Journées de
Statistique, Bordeaux (en collaboration avec S. Casanova).
« Propriétés asymptotiques d’estimateurs non paramétriques model-based de la
fonction de répartition sur un petit domaine », 2010, xxxxiièmes Journées de
Statistique, Marseille (en collaboration avec S. Casanova).
« Estimateurs model-based non paramétriques model-based de la fonction de
répartition d’une variable censurée à droite sur petits domaines », 2012, 7ème
Colloque Francophone sur les Sondages, Rennes (en collaboration avec S.
Casanova).
« Estimation non paramétrique de la fonction de répartition d’une variable cen-
surée à droite », 2014, 8ème Colloque Francophone sur les Sondages, Dijon
(en collaboration avec S. Casanova).
« Estimation non paramétrique de la fonction de répartition d’une variable cen-
surée à droite sur petits domaines », 2016, xxxxviiièmes Journées de Statis-
tique, Montpellier (en collaboration avec S. Casanova).
A.9 Invitations à des séminaires
« Regression models and tests for the analysis of multivariate censored data »,
1995, séminaire commun de statistique et d’économétrie, Center for Opera-
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tions Research and Econometrics et Institut de Statistique, Université Ca-
tholique de Louvain, Belgique.
« Estimation non paramétrique de la fonction de répartition conditionnelle et de
ses quantiles avec variable réponse censurée », 1999, Séminaire Agropolis,
Montpellier.
« Estimation non paramétrique de la fonction de répartition conditionnelle et de
ses quantiles avec variable réponse censurée », 2002, Séminaire de Biostatis-
tique de l’Institut Fédératif de Recherches en épidémiologie, sciences sociales
et santé publique, Villejuif.
« Estimateurs model-based non paramétriques de la fonction de répartition d’une
variable censurée à droite sur petits domaines », 2012, Séminaire de Statis-
tique de tse, Toulouse.
A.10 Activités d’enseignement
Formation initiale
Enseignement de la statistique du l1 au m2 à ut1 Capitole et en école d’ingé-
nieur (insa de Toulouse) : statistique descriptive et inférentielle, modèle linéaire,
tests d’hypothèses, statistique mathématique, analyse des durées de vie, encadre-
ment de projets et de stages.
Responsable pédagogique du magistère d’Economiste Statisticien depuis sep-
tembre 2017.
Formation continue
Cours bénévoles pour la SFdS sur les méthodes de base et sur les techniques
avancées en analyse des données de survie, pour un public venant en majorité de
l’industrie pharmaceutique.
Publications dans des revues à comité de
lecture
Chapitres dans des ouvrages collectifs
Communications dans des conférences in-
ternationales avec comité de lecture et
publications des actes
Articles soumis ou en révision
Prépublications et travaux en cours
B — Liste des publications
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[1] Leconte, E., Moreau, T et Lellouch, J. (1994), « The two-sample pro-
blem with multivariate censored data : a new rank test family », Com-
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http://www.tandfonline.com/doi/abs/10.1080/03610919408813217.
[2] Aragon, Y., Haughton, D., Haughton, J., Leconte, E., Malin, E., Ruiz-
Gazen, A. et Thomas-Agnan, C. (2002), « Explaining the Pattern of Re-
gional Unemployment : The Case of the Midi-Pyrénées Region », Papers in
Regional Science, 82, 155–174, https://link.springer.com/article/10.
1007/s101100200106.
[3] Leconte, E., Poiraud-Casanova, S. et Thomas-Agnan, C. (2002), « Smooth
Conditional Distribution Function and Quantiles under Random Censor-
ship », Lifetime Data Analysis, 8, 229–246, https://www.ncbi.nlm.nih.
gov/pubmed/12182120.
[4] Derzko, G. et Leconte, E. (2004), « Estimation non paramétrique d’inci-
dences d’événements en compétition avec censure à droite », Journal de la
SFdS, 145(1), 47–69, www.numdam.org/article/JSFS_2004__145_1_47_0.
pdf.
[5] Derzko, G. et Leconte, E. (2004), « Estimation non paramétrique pour des
événements répétés tronqués et censurés aléatoirement à droite – Applica-
tions biomédicales », Journal de la SFdS, 145(2), 77–101, www.numdam.org/
article/JSFS_2004__145_2_79_0.pdf.
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