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1 Introduction
1.1 Clusters
Properties of matter change drastically with the reduction of size, when the con-
finement effects become noticable [1]. A very illustrative example of the property
change with dimensionality reduction is the electronic density of states ρ(E). As
shown in Figure 1.1, ρ(E), a square root function of energy (panel (a)) in bulk,
changes to a ’step-like’ function when the dimension is reduced to 2D (panel (b))
in thin films [2, 3]. For a nanowire (1D, panel (c)) ρ(E) already shows some spikes,
while for the quantum dot (0D, panel (d)) it is represented by delta functions.
In principle, a quantum dot is somewhat similar to a cluster, shown on the
right panel of Figure 1.1, the subject of the investigations in thiswork. Clusters are
often defined as particles containing two to several hundred thousands atoms [4].
The similarity with quantum dots here lies in a 3D potential well for electrons,
that both of these objects represent. A further comparison, however, reveals large
differences. For instance, unlike quantum dots, gas phase clusters have rotational
degrees of freedom, 3N-6 (N - number of atoms) vibrational degrees of freedom
and the possibility for structural reorganization (isomerization).
In the definition of clusters, the top limit: "several hundred thousands atoms",
is not strictly defined, as there is no exact number that would separate clusters
from bulk. However, it is widely accepted that in the cluster regime properties
change drastically with addition of a single atom, which does not happen for
bulk. There are many examples of such properties, like magnetic moment [5–12],
ionization energy [13–17], reactivity [18–22], etc. Apart from the confinement,
this behavior is partly attributed to surface effects, as for clusters the ratio of the
surface to bulk atoms is much larger than for solids. Moreover, the electronic and
geometric structure of clusters varies depending on the size of clusters and the
type of atoms they contain.
Clusters can be classified based on constituents [23] (molecular [24, 25] or
atomic [26–31]) or bonding strength (van der Waals [32–35], hydrogen [24, 25],
valence [36–38] or ionic [39, 40] bond). In turn, the main subject of this thesis,
atomic clusters of transition metals and their compounds can be separated on
pure metal clusters [41–46] and doped clusters: bimetallic [47, 48], metal-water
[49–53], metal-oxygen [54–59], metal-carbon [60–66], etc. Doped clusters provide
an excellent opportunity to reveal how substitution of one atom in such a system
of a countable number of atoms changes the properties of the whole particle.
Investigation of the cluster properties is a fascinating research topic, as it
allows one to gain knowledge on how the fundamental properties of matter
evolve, and eventually, converge to those known in bulk state. On the other
hand, from a practical point of view, understanding of this evolution is also of
1
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Figure 1.1: Left panel: schematic representation of the density of states ρ(E) as a
function of energy for systems with different dimensionality: a) - 3D, bulk; b) -
2D, quantum well; c) - 1D, quantum wire; d) - 0D, quantum dot. Figure adapted
from Ref. [1]. Right panel: clusters.
a great importance. The physical properties favorably different from those in
bulk allow for potential applications of clusters for catalysis [67–69], hydrogen
storage, magnetic data recording, or medical purposes [70–72].
However, for us, clusters are also interesting as objects providing an excel-
lent background for investigation of the fundamental physical phenomena, such
as, for example, the electron-phonon coupling addressed here [73–75]. Clusters
possess a number of advantages compared to, for instance, bulk. Clusters have
well-defined electronic levels and separate vibrational modes. This, in principle,
allows one to ’separate’ experimentally the electronic and vibrational systems.
Experimentally, clusters are studied isolated in the gas phase, thus free from in-
teractions with the outside world. This allows for a direct investigation of the
interplay between electronic and vibrational systems, without inclusion of any
supporting substrate.
Clusters contain awell-defined and countable number of atoms,which allows
the use of ab-initio theoretical approach for calculations. The dramatic changes
of properties provide an opportunity for one to select a cluster with a certain
composition and a number of atoms, that would fulfill requirements of an ex-
periment investigating fundamental physical properties. This is the reason why
a complete characterization of a number of clusters, that reveals their geometric
2
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and electronic structure, magneticmoment, and relaxation dynamics, is required.
1.2 TheGeometric andElectronicStructureofClusters
and Their Interaction
Naively, one would expect that a cluster that contains a countable number of
atoms would be a very easy system in terms of prediction of the geometric
structure, compared to bulk, where the number of atoms stretches to infinity.
In reality, the geometric structure of clusters containing more than 2 atoms is
a priori not known, and requires extensive experimental and theoretical studies.
Moreover, the number of possible geometric structures increaseswith the number
of atoms in a cluster. At the same time, the electronic system of a cluster exhibits
energy discretization due to a high degree of confinement determined by the
nuclear potential. One would expect then, that a transformation of the geometric
structure, or a perturbation of the nuclear system can lead to a reorganization of
the electronic system, resulting in changes of the intrinsic properties of a cluster.
Thus, investigation of the structural and electronic properties, accompanied by
mechanisms of their interplay, is of great importance. In this section we briefly
review techniques used to explore the geometric and electronic structure, as well
as methods for examination of their interweaving.
1.2.1 Geometric Structure
One of themost illustrative examples of the importance of the geometric structure
is the enhanced stability of some clusters. Figure 1.2 shows the mass-distribution
of Xen. The number of detected clusters (peak intensity) for somemasses is clearly
larger than for others, which in Ref. [76] was explained by formation of highly
symmetric geometric shells (Mackay icosahedra), with the optimum number of
bonds that ensures the enhanced electronic stability. These geometric shells can
be expressed by the series [78]
N = 1 +
n∑
p=1
(10p2 + 2), (1.1)
where N is the total number of atoms in the icosahedron and n is the order, or the
number of shells. The examples of the icosahedrawith n=1, 2 and 3, andN=13, 55
and 147, respectively, are shown in Figure 1.2, right panel. The improved stability
for the cluster sizes different from the closed icosahedron can be explained by
partial closing of the shells. The maxima in such series were experimentally
confirmed up to n = 6 [33].
However, the geometric structure based on the abundance in themass-spectra
is a hypothesis, or indirect knowledge at best, as it does not provide any quant-
itative characteristics of the geometric structure. A picture of a cluster obtained
3
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n=1
n=2
n=3
Figure 1.2: Left panel: mass spectrum of Xe clusters. Some of the peaks are more
prominent, which is explained by the enhanced stability of these cluster sizes
due to the icosahedral geometric structure (right panel). Figure adapted from
Ref. [76]. Right panel: Mackay icosahedra of the first, second and third order.
Figure adapted from Ref. [77].
experimentally would be the most convincing evidence of the predicted geomet-
ric structure. Nowadays there are experimental tools providing such ’pictures’
for very large clusters: X-ray [79] and electron diffraction [80, 81] methods. They
allowone to use a diffractionpattern created byX-rays and electrons, respectively,
to assign the geometric structure.
For small clusters (up to ∼20 atoms), a very powerful tool that can be em-
ployed for determination of the geometric structure is vibrational spectroscopy
in combination with ab-initio calculations. The 3N-6 vibrational modes and cor-
responding frequencies that can be measured experimentally, will serve as char-
acteristics of the isomers provided by calculations, allowing for assignment the
right geometric structure to the cluster observed in experiment. Information
about vibrational frequencies can be obtained employing a number of methods:
Zero Electron Kinetic Energy (ZEKE) [82–84] and vibrationally resolved Photo-
Electron Spectroscopy (PES) [85–88] (discussed in the next section), Mass Ana-
lyzed Threshold Ionization (MATI) [89], or infrared (IR) spectroscopy techniques
[38, 53, 90–94].
Figure 1.3 shows an example of such structural assignment of gold clusters
employing one of the IR vibrational techniques. As can be seen, the experimental
vibrational spectra for each cluster size depicted on the bottom panels in black
4
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Figure 1.3: Experimental (left panel: A, right panel: A, B) and calculated (left
panel: B-F, right panel: C, D) vibrational spectra for Au7, Au19 and Au20. The
corresponding geometric structures are shown in yellow. Figure from Ref. [92].
show characteristic peaks that indicate the vibrational frequencies. The theory
provides the structures (yellow) of the isomers lowest in energy for each cluster
size. Every isomer will be characterized by the corresponding vibrational fre-
quencies, and the match between predicted and observed spectra will imply a
successful assignment of the isomer. This example also allows one to see how
the vibrational frequencies change even if the structure is accompanied by an
atomweakly bound through the van der Waals bonding (compare the calculated
spectra for iso1 and iso1-Kr).
In this workwe employ IR vibrational spectroscopy to assign structures to the
clusters studied, and the corresponding experimental method will be discussed
in detail in Chapters 2 and 3.
1.2.2 Electronic Structure
One of the most basic characteristics of the electronic structure of a cluster is the
energy to remove an electron, which for neutral clusters is the ionization energy.
The most straightforward method to measure the ionization energy is to record
the number of ions produced while changing the wavelength of an ionizing
laser. Figure 1.4 (a) shows a typical example of such a photoionization spectrum.
When the photon energy is lower than the threshold energy (around 400 cm−1),
no signal is detected. An increase in ion intensity appears after some threshold,
called Adiabatic Ionization Energy (AIE). After the threshold, there is a steep
increase, followed by a saturation region. Even though there is no theoretical
justification for it, the AIE is often extracted by fitting the initial slope with a
straight line and finding the intersection point with the baseline [4].
5
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AIE
Figure 1.4: Left panel: photoionization spectrum (a) in comparison to the spectra
obtained using PES (b) and PFI-ZEKE (c) techniques for Nb3O (figure adapted
from Ref. [95]). Right panel: time-resolved photoelectron spectra of Pt−3 (white)
recorded at different time delays between pump and probe pulses of 1.5 eV for
both. The double peak located between 0 and 0.5 eV is attributed to excited
electronic levels. Figure adapted from Ref. [96].
The structure lying behind the photoionization curve can be resolved employ-
ing a more precise method - PES. In this case, the photon energy is fixed above
the electron removal threshold, and the kinetic energy of electrons is measured.
Figure 1.4 (b) shows the PES curve for the Nb3O cluster. The spectrum consists
of a band with a full width at the half maximum (FWHM) of around 300 cm−1.
Due to the Franck-Condon principle, transition from one electronic state to an-
other includes an overlap in vibrational wavefunctions. In this case, PES did not
allow one to resolve the discrete transitions, and a reasonably broad peak in the
spectrum was observed. The maximum of the transition probability involving
the vibrational wavefunctions is called Vertical Ionization Potential (VIP).
Transitions to the vibrational states within one electronic transition can be
resolved using ZEKE spectroscopy. In this case, the photon energy is varied, and
the electrons that have zero kinetic energy are detected. The ZEKE signal is ob-
served onlywhen the photon energymatches exactly a transition energy between
the vibrational states. Figure 1.4 (c) shows the spectrum for Nb3O obtained using
this technique. Every peak corresponds to a certain transition from a vibrational
state of the neutral to the one of the ion. The spectrum can be modeled using
vibrational frequencies, for which the geometric structures of both the neutral
and the cation need to be calculated.
In order to obtain information about the excited electronic levels, these levels
6
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need to be populated. One of the most straightforward approach is to use Res-
onance Enhanced Multiphoton Ionization (REMPI) [97] technique: one photon
generates transitions from the ground state to an excited state, while second
from the excited state to the ionization continuum. An enhancement in the ion
yield will be detected when the excitation photon energy is in resonance with an
electronic transition. Even though this technique shows excellent results for mo-
lecules [98, 99], a rapid relaxation of the intermediate excited state can preclude
successful ionization using the second photon. For clusters containing transition
metal atoms, no spectra for systems larger than dimers or trimers have been
observed [41].
However, by employing ultrashort laser pulses it is possible to overcome the
rapid relaxation of excited states. One way to do this is electronic excitation of a
cluster with a first photon, a subsequent ionization using a second photon and
evaluating the resulting PES spectrum. An example of such an investigation is
shown in Figure 1.4, right panel [96]. Here, the photoelectron spectra are recorded
using two pulses of 1.5 eV for various time delays between the two pulses. The
extra structure appearing between 0 and 0.5 eV for 0−300 fs is due to electronic
excitation. This technique also allows one to directly probe the relaxation time
of a certain excited electronic state. As can be seen, the intensity of the electronic
state changes for different time delays and drops significantly after 300 fs. Taking
into account that the pulse width is 275 fs, the lifetime was derived to be on the
order of tens of femtoseconds. This fast relaxation process was attributed to the
electron-electron scattering [100, 101], while in general, the relaxation can also
take place via e.g. a coupling between electronic and nuclei systems [102, 103].
1.2.3 TheCouplingBetweenGeometric and Electronic Structure
In a crystal lattice in case of bulk, or in the ionic system in case of a cluster, nuc-
lei create a potential field for electrons. The field changes if ions are displaced,
and electrons can interact with these displacements. In bulk, this interaction is
known as the electron-phonon coupling [73–75]: displacements of atoms from
their equilibrium positions are described in terms of lattice vibrations (phonons),
that influence the electronic motion. This coupling contributes to optical absorp-
tion in indirect bandgap semiconductors [106–108], and is responsible for the
formation of polarons [109–112] and Cooper pairs [113, 114]. The latter give rise
to superconductivity [115–117] in bulk.
In clusters, the coupling between the vibrational modes and the electronic
system can also take place, which provides a possibility for the energy exchange
between them. Maier et. al. [104] investigated this process in sodium clusters
after a collective plasmon excitation. Clusters were irradiated by two ultrashort
(100 fs) 400 nm pulses and the number of produced electrons was monitored.
Typical experimental time resolved curves are shown in Figure 1.5, left panel,
with black squares. The decrease of the electron intensity that takes place on a
picosecond timescale was attributed to energy flow from the electronic to the
7
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Figure 1.5: Left panel: time-resolved spectra for sodium clusters. Squares - exper-
imental data, thick lines - exponential fit, thin lines - simulations. Figure adapted
fromRef. [104]. Right panel: repopulation of the electronic density of states (gray)
in Co10 after vibrational excitation. Figure adapted from Ref. [105].
ionic system. The results were fitted using a two-temperature model [118] in
conjunction with Monte-Carlo simulations (thin black line), which allowed one
to extract the electron-phonon coupling constants for these clusters. Surprisingly,
even for these relatively small sizes (Nan, n = 16 - 250) no dramatic deviation in
the relaxation behavior from bulk was found, even though the discrete nature of
the electronic density of states in clusters was expected to influence the electron-
phonon coupling. One of the possible explanations is the high excitation tem-
peratures involved, that could mask the discreteness of the electronic density of
states.
Jalink et. al. [105] have proposed a different method for investigation of the
vibronic coupling: if clusters are vibrationally perturbed, excited electronic levels
can be populated via the electron-phonon coupling. This is evidenced by a change
in the photoionization curve. The right panel of Figure 1.5 shows the difference
in the experimental photoionization curves with and without IR excitation (dia-
monds, squares and triangles) for neutral Co10. These datawere fitted usingmod-
els based on repopulation of vibrational states only (dotted line), on a thermal
redistribution of electrons in a metal assuming a continuous electronic density
of states (dashed lines), and on a thermal redistribution over discrete electronic
levels (solid line, the corresponding electronic structure is shown in gray). As it
can be seen, the data can be best explained using the latter model, which reveals
repopulation of the electronic states after vibrational excitation.
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1.3 Scope of This Thesis
The aim of this thesis is to gain a greater understanding of the interplay between
the electronic and vibrational system in clusters. It has been already shown on
the example of Co clusters that it is possible to vibrationally induce population
of electronic states. In this thesis, we investigate other types of clusters where
the existence of the vibronic coupling is expected, and observe the repopulation
process under various experimental conditions. In Ref. [60] it was shown that
vibrational excitation of NbC and TaC clusters leads to emission of electrons,
which is a direct proof of the vibronic coupling. Thus, we investigate clusters
of these compounds in order to demonstrate the possibility of repopulation of
low-lying electronic levels. The first crucial step in investigations of intrinsic
properties of clusters in general and the vibronic coupling in particular is the
determination of their geometric structure. In this thesis these studies have been
performed not only for the potential candidates for observation of the coupling
process (NbnCm and TanCm), but also for puremetal clusters that possess unusual
magnetic behavior (Vn and Fen).
Clusters provide a unique opportunity to detect a direct energy flow from
the electronic to ionic system, as both vibrational and electronic levels are well-
defined and could be probed independently from each other. Performing this
study for countable number of atoms in a cluster, it is possible, for instance, to
identify the role of each nucleus in this coupling. Observation of the dynamics
of this process would contribute to a detailed characterization of the electron-
phonon interplay. In this thesis we want to evaluate a possibility to perform such
an experiment with clusters.
Experimentally, clusters are studiedemployingamolecular beamsetupcoupled
to various sources of excitation and ionization. In Chapter 2 descriptions of these
sources, of the cluster production process, and of the main parts of the molecular
beam instrument are provided. In Chapter 3 we present descriptions of the vibra-
tional and photoionization spectroscopy tools, that in combination with ab-initio
calculations, described in the second part of the chapter, are widely used in this
thesis for exploration of intrinsic properties of clusters.
In Chapter 4 exploration of the repopulation of electronic states is performed
for Nb3C2 and Nb6C5. For that purpose, we determine the geometric structure of
these clusters, calculate electronic levels and construct a model that allows one
to reveal the repopulation of the electronic states for various IR pulse energies,
used in the experiment.
The investigation of the intrinsic properties of NbnCm clusters was continued
in Chapter 5 with determination of the geometric structure for n = 3 - 6, m = 1 -
6. This allows one to track the evolution of the cluster structure as a function of
the number of atoms that it contains. Investigations also reveal how various n/m
ratios change the geometric structure for the same cluster size.
In Chapter 6 we will prove experimentally the existence of an unusually low-
lying electronic state in a metal-carbide cluster predicted theoretically. We record
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both vibrational spectra and the electronic transition for 12C and 13C labeled
Ta5C3 clusters. The isotopic substitution must lead to change of the vibrational
frequencies, while the electronic transition energy would remain unchanged. An
extended theory that accounts for a time-dependent excitationhasbeen employed
as a theoretical support for the experimental observations.
As a next step towards the time-resolved investigation of vibronic coupling
in clusters, in Chapter 7 we studied interaction of TaC clusters with ultrashort
(hundreds of femtoseconds) laser pulses. We used three different wavelengths:
800, 400 and 266 nm, which allowed one to explore the relaxation dynamics of
electronically excited states lying in different energy regions. The studies were
also performed for various cluster sizes and Ta/C ratios, which gives the oppor-
tunity to reveal the size and cluster composition dependence of the excitation
lifetime.
In Chapter 8 we evaluate the possibility to investigate the dynamics of the
electron-phonon coupling in clusters using IR and UV pulses. Employing the
same method as for NbC clusters we explore vibrationally induced electronic
repopulation in Ta5C3. If one wants to observe this process in a time-resolved
manner, shortening of IR pulse is required, which, in turn, requires dumping of
an IR laser cavity. In this chapter we investigate the possibility of cavity dumping
without perturbation of the lasing process.
In Chapter 9 we determine the geometric structure of Vn and Fen, n=12, 13
clusters. These clusters possess unusualmagnetic behavior and structure determ-
ination is the first step towards understanding of these properties. Employing
IR spectroscopy in combination with calculations we will assign isomers with
certain spin magnetic moment and partly explain the total magnetic moment
detected experimentally.
The thesis concludes with a summary of all chapters and an outlook, discuss-
ing open opportunities for future experiments.
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The investigation of atomic clusters in this thesis is performed in the gas phase by
generatingand seeding them inamolecular beamenvironment. In this chapterwe
will discuss the cluster production process, experimental apparatuses and tools
used to examine different intrinsic properties of clusters. First, we will present an
overview of a cluster source based on laser ablation followed by descriptions of
the main parts of the cluster setups.
Cluster intrinsic properties and relaxation processes are studied employing
various types of lasers. The geometric structure and the repopulation of elec-
tronic states are explored using setups that are coupled to two types of Free
Electron Lasers (FELs). Their operational principle and characteristics will also
be provided in this chapter. For investigation of the cluster relaxation dynamics
we employed a third experimental setup that operates in a tandemwith an ultra-
fast laser system. An operational principle of the laser system that creates pulses
as short as 50 fs will also be described.
11
2 Experimental Instruments
excitation
laser
ionization
laser
sample rod
ablation laser
aperture
deﬂection plates
reﬂectron time-of-ﬁght 
mass spectrometer
detector
carrier gas 
extension block
cluster beam
skimmer
expansion
ions
Figure 2.1:A schematic overview of one of the experimental setups employed in
the current work.
2.1 Instruments forGeneration andStudy ofClusters
The clusters of interest in this work are produced and studied in the gas phase,
free from external support. For this, clusters are seeded in a molecular beam
that travels with a speed of 500-1000 m/s. This work was performed using three
different molecular beam setups, for which the constructions and the operational
principles are almost identical. The difference lies in the lasers coupled to the
vacuum setups, which will be discussed in the next section.
The main parts of a typical cluster setup are depicted in Figure 2.1. After
clusters are created in a source, the mixture of the carrier gas and clusters is
expanded into vacuum, and is shaped by a skimmer forming a molecular beam.
Charged species can be deflected out by a pair of electrically biased metal plates,
and thebeamofneutral clusters canbe further shaped, for instancebyanaperture.
The latter is used to increase the overlap between the cluster beam and the
excitation laser beam. Clusters pass through an interaction region where they
are irradiated by one or more laser pulses. In order to detect the effect of this
stimulus on each particular cluster size we use mass selective detection based on
time-of-flight mass spectrometry. Note that the mass spectrometers employed in
this work (R.M. Jordan TOF products, inc. [119]) allow for separation of charged
12
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particles only. Thus, at the center of the extraction region of themass spectrometer
neutral clusters are always ionized by a laser (beam is shown in blue).
Below we will describe each part of the cluster setup separately in detail.
2.1.1 Laser Ablation Cluster Source
ablation laser
valve growth channel
sample rod
Figure 2.2: Schematic cross-section of the laser
vaporization source employed for cluster cre-
ation in this work. A sample rod (dark gray) is
installed in a base block B. An extension part E
and nozzleN provide additional thermalization.
Figure adapted from Ref. [78] .
Clusters are produced in a
laser vaporization source that
is a slight modification of the
source introduced by Smalley
and co-workers [120]. An ex-
ample of the source used in
this work is shown in Fig-
ure 2.2. Clusters are created in
a growth channel that is filled
with a pulse of an inert gas
(light gray) at the first step of
the production process. The
pressure and the duration of
the gas pulse are controlled
by a valve. A few hundreds
of microseconds after the gas
valve is opened, a pulsed laser
focused on the surface of a
sample ablates atoms from a
sample material (dark gray).
We use a second harmonic
(532 nm) of Nd:YAG laser with pulse energies ranging from 6 to 30 mJ for abla-
tion. A hot vapor is released into the growth channel and collides with atoms of
the inert gas. Atoms of the vapor loose kinetic energy, and start to aggregate into
clusters through three-body collisions. The inert gas has two functions. Apart
from the cooling purpose, it serves as a carrier for clusters to deliver them to the
interaction zone. In order to create pure clusters, in this work He is used. To form
metal carbide clusters the gas is seeded with 1% of methane.
The main difference between the sources employed to investigate clusters in
this work and the standard Smalley - type source, is an extension block E that can
have different length (marked by x). Passing through this extension tube clusters
can be additionally cooled, which results in better thermalization. At the end
of the extension part there is a nozzle N that has a diameter smaller than that
of the growth channel. Various ratios between the two diameters can result in
modification of the jet boundaries, thus in a different cluster cooling efficiency.
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Figure 2.3: Upper panel: linear Wiley and McLaren time of flight mass spectro-
meter. The green and red circles are clusterswith differentmasses (green is lighter
than red). Bottom panel: Jordan Reflectron Time-of-Flight (REToF) mass spectro-
meter. In this case, the depicted clusters have the same mass but differ in kinetic
energy (green has lower kinetic energy than red). The trajectories are shownwith
colored dashed lines; black line - common trajectory for both cluster sizes. Black
circle - the flight time for two ions with different kinetic energies match. The
voltage change from the repellerR to extractor E, groundG, reflectronRE plates,
and detector is shown in blue.
2.1.2 Mass Spectrometer
In this work we use two different types of the time-of flight mass spectrometer
[121, 122] shown in Figure 2.3. Both of them contain a source region that is formed
by three electrodes: a repeller plate R, an extractor plate E and a ground plateG.
Initially, ions are formed in between the repeller and extractor plates. The voltage
on the extractor plate is lower than on the repeller (e.g. ER = 5028 V, EE = 3432
V). In general, a charged particle feels a force F that can be expressed as:
F = m · a = e · E, (2.1)
where e - charge and m - mass of a particle, a - acceleration, and E is the electric
field. Particles with different masses will experience a different acceleration. This
process takes place in the regions R-E and E-G in the Acceleration Region AR.
After passing G, particles enter a field-free zone, as the surface of the detector
is also grounded. Since the acceleration a is inversely proportional to the mass
m, lighter particles (top panel, green circle) are accelerated to higher velocities
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than heavy ones (red), and reach the detector earlier. The total arrival time also
depends on the starting position of ions. As in the experiment the cluster beam
has a finite width, this can significantly decrease the mass resolution. In case of
a linear mass spectrometer (top panel), this effect is reduced by optimizing the
ratio between the voltages on the repeller and extractor plate.
The resolution is, however, still limited by the spread of particles in their kin-
etic energies. This problem can be solved by using a reflectronmass spectrometer
[123] (Figure 2.3, bottom) where an ion mirror (reflector RE) is installed. RE is
constructed similar to AR, but the number of plates that form RE is larger. A
phenomenological description of the compensation process using reflectron is
the following: the particles with higher kinetic energies (bottom panel, red) that
arrive to the RE earlier will penetrate deeper inside the RE than the ones with
lower kinetic energies (green). The longer travel distance will increase the flight
time for the high kinetic energy particles, and eventually both high-energy and
low-energy particles will arrive simultaneously to the detector. The quantitative
description of this process can be found in Refs. [124, 125].
2.2 Laser Sources
In this section we will describe the lasers we employ to investigate clusters. For
photoionization of neutral clusters, which is required for mass-separation, we
employ a nanosecond Nd:YAG-pumped dye laser. The purpose of the tunable
ionization source is twofold: UV photoionization spectroscopy and visualization
of the action induced by IR radiation. In the latter case, tunability is required in
order to maximize the visibility of the IR-induced change in the photoionization
spectra and study it as a function of the UV photon energy. For vibrational
excitation of clusters, to investigate the geometric and electronic structure, we
employ two different IR radiation sources: the Free Electron Laser For Infrared
eXperiments (FELIX) and the Free Electron Laser For IntraCavity Experiments
(FELICE). The difference between them lies in the position of the interaction
point of the IR radiation and the cluster beam. In first case, this point is located
outside the laser cavity, while in second case it is inside. This results in enhanced
IR intensity in case of FELICE. For investigation of the relaxation time of the
cluster’s electronic system, we use a laser that produces ultrashort pulses.
2.2.1 Frequency-Doubled ns Dye Laser
In this work we employ a LIOP-TEC LiopStar-E dye laser with LSEH extension
unit [126]. A detailed description of the working principle of a dye laser can
be found in literature, see e.g. Ref. [127]. Briefly: the oscillator cavity of the dye
laser is formed by a window and a grating which selects the light wavelength.
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Figure 2.4: Black rectangles - the net output
power of the frequency-doubled dye laser for
Coumarin 540. Red (right axis) and black (left
axis) solid lines - power after stabilization.
This light further passes
through two amplifier stages
and is subsequently fre-
quency doubled using a BBO
nonlinear crystal.
The average output power
produced by the dye laser
is partly determined by the
dye specifications and var-
ies over the wavelength for
each dye. A typical example
of the second harmonic laser
output power using the Cou-
marin 540 dye is shown in
Figure 2.4 with black rect-
angles. The power has a bell-
shape wavelength depend-
ence and drops to zero for the
wavelengths outside the tun-
ing range 260-284 nm.
Laser Power Stabilization
The strong UV light intensity change with wavelength might influence the shape
of the cluster photoionization curve. In order to avoid this, the dye laser light
available at the interaction zone is stabilized by a combination of a Berek com-
pensator and a polarizer. The compensator orientation is computer controlled
to keep the laser power, measured behind the interaction region, constant. This
way, every time a wavelength change results in a change of light intensity the
compensator orientation is changed to counteract it. The correction time is much
shorter than the typical measurement time for one data point.
The system allows one to control the power with a great precision. Figure 2.4
shows how the total dye laser output power with maximum at around 13 mW
can be transformed into a flat curve that is centered at around 0.15 mW (red).
2.2.2 Free Electron Laser
As a source of IR radiation a Free Electron Laser is used. The operational prin-
ciple of the laser is based on the emission of electromagnetic waves by relativistic
electrons passing through an array of magnets of alternating polarity. The pairs
are placed inside the laser cavity with period λu forming a so-called undulator,
as shown in Figure 2.5 (a). Due to the Lorentz force the electrons oscillate trans-
versely which causes the emission of radiation.
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Figure 2.5: a) - Schematic of a FEL cavity. Electrons produced by the gun after
acceleration enter the undulator that consists of equally spacedmagnets of altern-
ating polarity with period λu. Due to the Lorentz force the electrons change their
trajectory (blue) and emit radiation (red); b) - FELIX and FELICE pulse structures
at the repetition rate of 1 GHz micro- and 5 Hz macropulses.
The light wavelengths emitted at each undulator period will constructively
interfere if they differ by integer number of wavelengths: λn = n · λ1, n = 1, 2, 3...
λn are defined as "resonant". The time an electron bunch moving with average
speed v¯z (along the undulator) takes to travel one undulator period is τbunch =
λu/v¯z. For the wave front this time is τlight = (λu+n·λn)/c, where c is the speed of
light in vacuum. By equating these two times, λn can be expressed as [128]
λn =
λu
2nγ2
(1 + a¯u2), (2.2)
where a¯u2 is a dimensionless parameter proportional to the undulator period
and magnetic field and γ is the Lorentz factor. The wavelength can be tuned by
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varying either the energy of the electron beam or the magnetic field. During the
wavelength scan the latter is performed via variation of the gap between the two
rows of magnets.
The undulators of the FELs used in this work are contained within optical
cavities formed by mirrors at each end of the undulator. The light emitted by a
bunch of electrons after the round trip in the cavity stimulates emission inter-
acting with the electron beam of the next cycle and gets amplified. For this, the
round trip time of the light pulse must coincide with the repetition period of the
electron bunches ta [128]:
2L
c
= rta, (2.3)
where r is a rational number and L is the cavity length. This equation determines
the structure of the IR beam. The light is emitted in a macropulse of 6-12 µs dur-
ation (determined by the time over which the accelerator operates) that consists
of micropulses 1 ns apart at 1 GHz repetition rate, see Figure 2.5 (b).
In the case of FELIX [128], radiation produced in the cavity is outcoupled
though a hole in one of the mirrors and is further guided in vacuum into the
experimental instrument. FELIX produces IR radiation in the range 66−3600
cm−1. The spectral bandwidth is transform-limited and is adjustable between
0.2−5 % RMS of the central frequency by changing the overlap between the
electron bunch and the wavefront.
In the experimental setup coupled to FELICE [129], the cluster beam passes
through the laser cavity and crosses the IR beam axis at 35◦ angle. The pulse
energy is thus 10-30 times higher for FELICE than for FELIX. FELICE produces
IR radiation in the range 100−2000 cm−1.
Pulse Energy for the Experiment
A typical macropulse energy curve for FELIX is shown in Figure 2.6 (a). It is
shown in two parts that correspond to different electron beam energy settings.
The maximum macropulse energy provided by FELIX is 100-120 mJ. The pulse
energy can be varied over four orders of magnitude with fixed-value attenuators
before the light enters the experimental setup.
In case of FELICE, a small fraction of the IR radiation, outcoupled through a
small hole in one of the cavitymirrors, ismeasured for the power andwavelength
calibration. The power curve is reconstructed as follows. The laser beam inside
the FELICE cavity is assumed to be Gaussian and can be fully characterized by
the Rayleigh range z0, the wavelength λ and the intensity at the center of the
beam at the focus position I0. The radial intensity distribution in the laser beam
is given by [130]
I(x, z) = I0 exp
(
− 2x
2
w2(z)
)
. (2.4)
w(z) is the spot radius at distance z along the laser propagation direction. Note
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Figure 2.6: a) - typical output FELIX macropulse energies as a function of the
wavenumber. Different colors correspond to different FELIX electron beam en-
ergy settings. b) - black dots: measured pulse energy that is coupled out the
FELICE cavity. Solid line - polynomial fit curve. Red: reconstructed pulse energy
inside the FELICE cavity using Eq. 2.7.
that for Gaussian beams the diameter 2w(z) is measured at 13.5 % (or 1/e2) of the
peak intensity (industry standard [130, 131]).
As a function of the distance from the focal point, w(z) is defined as
w(z) = w0
√
1 + (z/z0)2, (2.5)
where w0 is the beam radius at focus, or waist
w0 =
√
z0λ/pi. (2.6)
The molecular beam instrument was designed such that z0 = 55 mm, which
simplifies the expression for w0 (expressed in mm) to w0 = 0.13
√
λ for λ given
in µm. In order to relate the power inside Pin the cavity to the power measured
Pout through a hole with radius r, Eq. 2.4 can be integrated from x = 0 to r, which
gives
Pout = Pin
[
1 − exp
( −2r2
w2(z)
)]
(2.7)
Using this equation it is possible to reconstruct the pulse energy inside the laser
cavity by measuring its fraction outcoupled through a hole with radius r. The
measured outcoupled pulse energy and the reconstructed pulse energy inside
the FELICE cavity are shown in Figure 2.6 (b) in black and red, respectively.
2.2.3 Ti:Sapphire fs Laser
For the investigation of rapid relaxation processes in clusters, ultrashort laser
pulses are required. For that, a Spectra Physics Ti:Sapphire laser system [132] is
19
2 Experimental Instruments
used in this work. The system is able to generate pulses that have a duration
ranging from 50 fs to ∼3 ps and a repetition rate of up to 1 kHz. The central
wavelength is 800 nm, and the typical bandwidth is 30-40 nm. The output pulse
energy is 4 mJ.
In brief, the laser system consists of three main parts: a Mai-Tai SP femto-
second seed laser, Empower pump laser and the Spitfire Pro amplifier. Empower
contains aNd:YVO4 diode-pumped solid-state laser that produces radiationwith
wavelenght of 1064 nm that after frequency doubling pumps a Ti:Sapphire crys-
tal, and 50 fs pulses with 780-820 nm wavelength are emitted. These seed pulses
are amplified inside the Spitfire Pro laser cavity, where a Ti:Sapphire crystal is
pumped by Empower, a 1 kHz, 19 W, frequency-doubled Nd:YLF laser [133]. The
amplified pulses are directed into a compressor which determines their time
duration.
Coupling to the Vacuum Instrument
The 800 nm light exiting the Spitfire Pro amplifier passes through a half-wave
plate (λ/2) and a polarizer as shown in Figure 2.7, left panel. The angle of λ/2 can
be changed and is computer controlled, allowing to vary the pulse energy and
perform automated power scans. The laser beam is further split by a 90/10 beam-
splitter into two beams. The 10% part is directed to a computer-controlled delay
stage that introduces a time delay between the two pulses, while the remainder is
either attenuated, or passed through a nonlinear crystal for a frequency change.
After passing a number of mirrors, the two beams are focused by lenses with 500
mm focal length each into an experimental setup. Both beams enter the instru-
ment through a fused silica window.
Spot Radius
The laser intensity can be changed by rotating the λ/2 plate or by shifting the
lens along the laser beam, thus varying the laser spot area at the crossing point
with the cluster beam. The spot can be visualized using a charge-coupled device
(CCD) camera [134]. In this work we employ a WinCam CCD Beam Imaging
camera [135]. Using these images we extract w(z) as a function of the distance
from the focal point, as shown with black circles in Figure 2.7, right panel. As the
power density increases with the decrease of the spot radius, in order to prevent
the damage of the camera the measurements were performed in two steps with
different attenuation of the light intensity. The beamwaistw0 using this technique
was measured to be 62.4 µm.
For diffraction-limited systems, w0 for wavelength λ and focal length f can
be estimated using equation [136]:
w0 ≈ λ fpiR , (2.8)
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Dots - experimental data obtained using CCD beam imaging camera; solid lines
- calculations (see text for details).
where R is the aperture radius. In our case R ≈ 7.5 mm, and λ = 800 nm, which
gives w0 ≈ 17µm. Then, using Eq. 2.6 we find z0 ≈ 1.1 mm. The beam radius as a
function of the distance from the focal point w(z), shown in blue in Figure 2.7, is
further reconstructed for these parameters using Eq. 2.5.
As can be seen, the blue curve is in a good agreement with the experimental
data in the region well outside the focus. However, the calculated waist size
was not confirmed by the measurements with the CCD camera. We also tried to
simulate the experimental data using Eq. 2.5 with fixed w0 ≈ 62.4 µm. However,
in this case, z0 ≈ 15 mm and the resulting curve (shown in red) fails to predict
w(z) far from the focal point. From this comparison we conclude that close to the
focal point saturation effects play a big role for the experimental measurements
with the CCD camera. Due to a high peak intensity, even with a very precise
and controllable attenuation system, apparently we failed to attenuate the laser
intensity well enough when measured close to the focal point. We proceed by
calculating the spot radius using Eqs. 2.5 and 2.8.
2.3 Summary
In this chapter, we have described the details of the experimental apparatuses
employed to study the intrinsic properties of clusters in the gas phase. The mo-
lecular beam instrument used for investigations contains two main parts: a laser
ablation source for production of clusters and a time-of-flight mass-spectrometer
for their detection. Further, the setup can be coupled to a number of laser sources
that produce radiation in a broad wavelength range and pulses of different struc-
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ture, energy and duration. This allows for the exploration of various intrinsic
properties of clusters. For instance, coupling of the setup to a combination of the
free electron laser and the dye laser will further be employed to determine the
geometric structure and reveal the population of excited electronic states. For
the detection of the relaxation dynamics, the pulse duration is crucial, thus the
molecular beam instrument will operate in a conjunction with Ti:Sapphire laser
that produces pulses as short as 50 fs.
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Determination of the geometric structure is the first crucial step towards under-
standing all the intrinsic properties of clusters. We employ infrared (IR) vibra-
tional spectroscopy to obtain an experimental vibrational spectrum that later can
be compared with calculations. The complementary UV spectroscopy presented
here gives information about the electronic structure if, again, supported by cal-
culations. Direct absorption spectroscopy is not applicable to gas phase clusters
due to the low concentrations of particles generated. Thus, instead of looking
at "how matter influences the light" we employ action spectroscopy in order to
see "how the light influences matter". Here, we also present methods used for
interpretation of both IR and UV spectra.
The computational method is based on Density Functional Theory (DFT),
which allows for a full description of the properties of the isomer under con-
sideration. In this chapter, we present key points in the calculation processes for
both geometry optimization and vibrational frequency calculations with DFT.
When the electronic system of a cluster undergoes perturbations, the electronic
excitation can also be described theoretically. The corresponding theory involves
modification of the ground-state DFT by accounting for a time-dependent per-
turbation. The resulting Time-Dependent (TD)−DFT allows one to calculate the
excitation spectra of the structurally optimized isomer, which is necessary for
understanding the experiments that include electronic energy transitions.
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3.1 Experimental Approach
3.1.1 Principles of Action Spectroscopy
As clusters are produced in small quantities, direct spectroscopicmethods cannot
be applied for investigations of these particles. Moreover, it is desirable to obtain
size-selective spectral information from a cluster beam with a broad particle size
distribution. For this, clusters canbe size-selectivelydetected in the formof amass
spectrum (see Chapter 2). Action spectroscopic methods reveal the spectroscopic
properties of clusters by monitoring the variations of the intensity for each mass
induced by excitations. For instance, vibrational excitation of a cluster can lead
to a mass, charge, or quantum state change, with the corresponding alteration of
the mass peak intensity. Although in this work only the technique based on the
change of the quantum state is employed, we believe that a brief overview of the
other twomethods (multiple photon dissociation and ionization) would help the
reader to better understand the principles of action spectroscopy.
3.1.2 IR Multiple Photon Dissociation and Ionization Spectro-
scopy
The energy pumped into one vibrational mode can be redistributed over all
vibrational degrees of freedom via intramolecular vibrational energy redistribu-
tion (IVR) [137]. The resulting "hot" clusters have different channels for relaxation
[31]: photon or electron emission, or dissociation. Mass spectrometry is capable
of detection of both mass and charge change.
If the dissociation energy is lower than the ionization energy, the fragment-
ation cooling pathway for the cluster is preferable. Since the binding energy of
clusters is typically on the order of several eV [138], and the photon energy asso-
ciated to vibration is on the order of 0.1 eV, reaching the dissociation threshold
in this so-called IR-Multiple Photon Dissociation (IR-MPD) spectroscopy can be
extremely difficult. This problem can be circumvented by creating clusters with
low dissociation energy via attachment of an atom (messenger) of inert gas. The
messenger is bound via the weak Van der Waals force. This type of binding has
two advantages: first, it is easy to break the cluster-messenger bond, thus only a
relatively small number of IR photons are required. Second, the loosely bound
atom does not distort significantly the geometric structure of the cluster itself.
Absorption of multiple photons under the resonant vibrational excitation leads
to dissociation of the cluster-messenger bond. Then, the intensity of the peak that
in the mass spectrum corresponds to the cluster+messenger complex decreases,
compared to the intensity without IR excitation, as shown in Figure 3.1 (a). At
the same time the intensity of the peak that corresponds to the mass of the bare
cluster increases. The IR spectrum is thus acquired when the change in intensity
of the cluster +messenger peak is plotted against the frequency of the IR light.
24
3.1 Experimental Approach
 a)
 b)
charge change
IR-REMPI
mass change
IR-MPD
mass
IR off-resonance  IR on-resonance
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cluster+messenger
Figure 3.1: Change in the mass spectra for three different types of action spectro-
scopy techniques: a) - IR−MPD, b) - IR−REMPI, c) - two-color IR−UV methods,
see text for details.
IR-MPD spectroscopy has proven to be a powerful tool for the determination
of the geometric structure of charged clusters [90, 91, 139, 140]. As the standard
TOF mass-spectroscopy allows for mass-separation of charged species only, in-
vestigation of neutral cluster+messenger complexes could become problematic.
Ionization could be performed by irradiation of neutral species with a UV laser
pulse, which can lead to dissociation of such a complex. However, investigations
of some neutral clusters using IR-MPD were successfully performed (see e.g.
Ref. [141]).
The absorbed energy can be redistributed not only over vibrational coordin-
ates of a cluster via IVR, but it can also flow from the vibrational to the electronic
system via the electron-phonon coupling. If the ionization energy of a cluster is
lower than the dissociation energy, and the number of photons absorbed is suf-
ficient, an electron can be emitted. By monitoring this change in the charge state
as a function of excitation energy, a spectrum can be obtained. This technique is
called IR Resonance-Enhanced Multiple Photon Ionization (IR-REMPI) spectro-
scopy. IR-REMPI has been applied to anions [44] and neutrals [60, 129, 142]. Note
that for neutral clusters the process is background-free as shown in Figure 3.1 (b).
For anionic clusters a decrease of the signal is observed at resonant frequencies,
similar to IR−MPD.
A disadvantage of both the IR-REMPI and direct IR-MPD methods is a rel-
atively large number of IR photons that must be absorbed to ionize or fragment
a cluster. To avoid cooling through photon emission, the photons should be ab-
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Figure 3.2: a) - mass spectrum for Ta5Cm (m = 0 - 3) recorded without (black),
and with IR radiation fixed at 750 cm−1 (red). b) - schematic representation of the
IR−UV technique in three different cases: 1) - cluster does not absorb IR photons
and cannot be ionized; 2) - the UV photon energy is sufficient to ionize the cluster,
thus no influence of IR light detected; 3) - absorption of a number of IR photons
increases the ionization probability.
sorbed in a limited time period, which for clusters is usually on the order of
microseconds. This can often require such elevated intensities of the exciting IR
light (such that absorption of the first few photons is facile), that power broad-
ening and redshifting occurs [143]. Also, these processes are naturally biased
against low frequencies [144], as more photons for the direct IR multiphoton
ionization/fragmentation are required. The experimental technique described in
the following section will help to circumvent these problems.
3.1.3 IR-UV Spectroscopy
The experimental technique for determination of the geometric structure de-
scribed in this thesis involves IR excitation and subsequent near-threshold UV
ionization (IR-UV spectroscopy, see Figures 3.1 (c) and 3.2). When a cluster is
vibrationally excited, statistical energy redistribution leads to the occupation of
excited energy states, which results in a change of the ionization probability.
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b)a)
 IVR
Figure 3.3: Schematic representation of two-level (a) and three-level (b) systems.
Then, if the UV photon energy is chosen just below the ionization energy (IE),
an increase of the intensity of the peak that corresponds to this cluster size in the
mass spectrum can be observed. Note that even though there is a certain photon
energy window around the IE where this gain can be detected, there is no strict
rule that would state that the UV photon energy must be necessary lower than
the IE. The reason for that is the shape of the photoionization curve [145–147].
Thus, the photon energy can be even slightly higher than IE, which is one of the
reasons why the ion yield without excitation is nonzero (Ta5C3, Figure 3.2 (a),
black). The second reason is the signal due to multiphoton ionization.
Depending on the experimental conditions, three possibilities (and some of
their combinations) can occur, see Figure 3.2 (b). 1) - there are proper UV photon
energy conditions but no resonance for IR. 2) - the UV photon energy lies outside
the energywindow for observation of the IR induced gain (in this case the photon
energy is too high). Then, no enhancement of the signal can be observed. In this
case one cannot make any statements about existence of vibrational modes at the
given IR frequency. 3) - the UV photon energy is ideal for observation of the gain
signal induced by resonant IR excitation.
Note that IR−UV spectroscopy also enables the investigation of the electronic
structure of clusters by varying the UV photon energy. After the resonant vibra-
tional excitation, the shape of the UV spectra changes, depending on whether
electronic excitation takes place [148]. This technique allows for investigation of
the electronic repopulation process after vibrational excitation thus the corres-
ponding vibronic coupling. For details of this process see Chapters 4 and 6.
3.1.4 Signal Interpretation
For interpretation of the signal detected in the molecular beam experiment, we
consider a two-level system shown in Figure 3.3 (a). Here, populationsN1 of level
1 andN2 of level 2 are coupled by radiation field ρ(ω, t). The change of population
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can be expressed in terms of rate equations as [149]
dN1(ω, t)
dt
= σ(ω) · ρ(ω, t) · (N2(ω, t) −N1(ω, t)),
dN2(ω, t)
dt
= σ(ω) · ρ(ω, t) · (N1(ω, t) −N2(ω, t)),
(3.1)
where the absorption cross-section σ(ω) determines the probability for the photon
absorption. Note that the photon absorption, and thus the IR-induced enhance-
ment of the signal will occur only at resonant energies - energies that are equal
to the energy spacing between two vibrational levels.
If we assume at t = 0 N2(ω, 0) = 0 and N1(ω, 0) = N0 = 1, the populations can
be written as
N1(ω, t) =
N0
2
· [1 + exp(−σ(ω) · ρ(ω, t))],
N2(ω, t) =
N0
2
· [1 − exp(−σ(ω) · ρ(ω, t))].
(3.2)
For IR experiments on the nanosecond and microsecond timescales, we assume
ρ(ω, t) to be constant in time, and substitute it with the time independent photon
flux F(ω). Then, Eq. 3.2 will be transformed into
N1(ω) =
N0
2
· [1 + exp(−σ(ω) · F(ω))],
N2(ω) =
N0
2
· [1 − exp(−σ(ω) · F(ω))].
(3.3)
In reality, the population from level 2 can be transferred to other levels via
IVR. In terms of the used model, it means transition to a third level as shown in
panel (b). For these three-level systems in Ref [149] the following set of equations
was derived:
N1(ω) = N0 · [exp(−σ(ω) · F(ω))],
N2(ω) = 0,
N3(ω) = N0 · [1 − exp(−σ(ω) · F(ω))].
(3.4)
The picture above is valid for both vibrational and electronic energy trans-
itions in the linear regime. Ionization of a cluster occurs also via non-resonant
absorption of a one or multiple photons with the total energy higher than the
ionization threshold. Especially when talking about multiphoton processes, ion-
ization becomes amatter of the probability to absorb a number of photonsm [150].
Then, the cluster signal intensity I(ν) is proportional to the number of detected
ions N+(ν), which is written as
I(ν) ∝ N+(ν) = N0 · σ(ν) · Pm(ν), (3.5)
where P(ν) is the laser power. In the photoionization measurements we use ν for
UV frequency to discern it from ω used for IR frequency.
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Figure 3.4: Ion yield of Nb3C2 and Nb5C3
as a function of the UV laser power recor-
ded with the photon energy fixed at 4.87 eV.
Dots - experimental data. Solid lines - best fit
curves: black - linear, blue - quadratic. Ion-
ization energies for the studied cluster sizes
are shown in the inset.
In order to demonstrate this,
we performedUV power depend-
ent measurements shown in Fig-
ure 3.4. Here, the Nb3C2 and
Nb5C3 ion yield is measured as
a function of the UV light intens-
ity with the photon energy fixed
at 4.87 eV. This is higher than the
ionization energy for Nb5C3 (4.53
eV) and lower than the one for
Nb3C2 (5.03 eV). Thus, for these
clusters m = 1 and 2, respectively,
which is confirmed by the exper-
imental data. The corresponding
linear and quadratic fit curves are
shown with black and blue solid
lines.
In the IR-UV experiment, the
IR-induced gain occurs due to
both the increased number of ion-
ization channels and the probab-
ility of one-photon ionization. For
interpretation of the experimentally observed signal we will introduce an extra
parameter A(ω, ν) that we define as an IR-induced enhancement of ionization by
a UV photon with frequency ν. The number of additionally detected clusters will
then be: N3 · A(ω, ν) · σUV(ν) with N3 the number of excited clusters. Note that
A(ω, ν) does not depend on the IR power, as the power dependence is taken into
account in N3. Then, the ion yield for clusters without IUV and with IIR+UV IR
excitation is:
IUV(ν) ∝ N0 · σUV(ν) · PUV(ν),
IIR+UV(ω, ν) ∝ IUV(ν) +N3 · A(ω, ν) · σUV(ν) · PUV. (3.6)
Since the goal of the IR−UV experiment is to detect both σIR(ω) and A(ω, ν),
the difference between IIR+UV and IUV allows us to maximize the visibility. The
difference is referenced to IUV to account for cluster source fluctuations, and the
IR spectra are presented in a form of gain function defined as
GIR(ω) =
Iir+uv(ω) − Iuv(ω)
Iuv(ω)
, (3.7)
where we have dropped the symbol ν, as the UV frequency is fixed for IR spectra.
As our experiment is performed in a shot-to-shot manner, IUV(ω) is depicted as
a function of ω to indicate that this yield is recorded concurrent with IIR+UV(ω).
Using the Taylor series for the exponent in Eq. 3.4, and combining Eqs. 3.6 and
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Figure 3.5: Transformation of the ion yield recorded for Ta5C3 with (red) and
without (black) IR excitation as a function of the IR frequency (a) to a gain spectra
(b) employing Eq. 3.7. c), d) - the same for UV spectra, employing Eq. 3.9.
3.7 we write:
GIR(ω) ∼ A(ω, ν) · σIR(ω) · FIR(ω). (3.8)
The data treatment is completed by normalization of the gain spectra on the IR
pulse energy. The result of the ion yield to GIR(ω) data conversion for Ta5C3 is
shown in Figure 3.5, panels (a) and (b).
For the UV pulse energy of 100-150 µJ that we use for IR spectra, IUV > 0,
which protectsGIR(ω) from divergence. For UV spectra, the UV pulse energywas
substantially reduced to avoid modification of the ionization threshold by the
multiphoton signal. Thus, IUV can approach zero in the spectral region below the
ionization threshold, and the function defined in Eq. 3.7 would diverge. For this
reason we add the term I0 to the denominator. I0 is taken as the mean value of the
five shortest UV wavelength data points where the detected signal has reached
a near-constant value for the considered spectrum. Thus, UV gain curves are
presented as
GUV(ν) =
Iir+uv(ν) − Iuv(ν)
Iuv(ν) + I0
, (3.9)
where we drop ω as the IR frequency is fixed for UV spectra. This procedure is
also depicted in Figure 3.5, panels (c) and (d).
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3.2 Theoretical Approaches
In this section, we will present the basis of the theoretical methods that we use
for calculations of the geometric structure, vibrational spectra and electronic ex-
citation spectra for clusters. A more detailed overview can be found in literature,
for instance in Ref. [151]. Note that the presented theory is implemented in com-
mercially available software [152–155], which allows the method to be used in a
user-friendly environment.
3.2.1 Density Functional Theory (DFT)
Acluster canbe represented as a systemcontainingpositively chargednucleiwith
electrons moving among them. Thus, describing such a system theoretically, one
has to take into account the kinetic energy of nuclei and electrons, and the energy
of their interactions. In the ab-inito approach, describing a system of N electrons
andMnuclei from thefirst principles of quantummechanics, all these interactions
enter the Hamiltonian in the time-independent Schrödinger equation
Hˆψi(x⃗1, x⃗2, ..., x⃗N, R⃗1, R⃗2, ..., R⃗M) = Etotali ψi(x⃗1, x⃗2, ..., x⃗N, R⃗1, R⃗2, ..., R⃗M). (3.10)
Here, xi = (⃗ri, si). Thus, ψi is the wavefunction that depends on the 3N spatial
coordinates of electrons r⃗i, N spin coordinates si, and 3M spatial coordinates of
nuclei R⃗A. The Hamiltonian of such a system can be written as
Hˆ = −1
2
N∑
i=1
▽2i −
1
2
M∑
A=1
1
MA
▽2A −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
ri j
+
M∑
A=1
M∑
B>A
ZAZB
RAB
, (3.11)
whereMA is themass of nuclei. The first two terms describe the kinetic energies of
electrons and nuclei. The third term is responsible for the attractive electrostatic
interactionbetween thenuclei and electrons, and the last twoare electron-electron
and nuclei-nuclei repulsion. ZA and ZB are the charges of nuclei, ri j and RAB are
the distances between the electrons and nuclei, respectively. riA is the distance
between the electrons and nuclei. Note that all the equations presented here are
written in the system of atomic units, where the electron mass me, elementary
charge e, h/2pi, ~ and 4piϵ0, the permittivity of vacuum, are all set to unity.
Eq. 3.11 can be simplified using the Born-Oppenheimer (BO) approximation.
This states that as the difference in masses between nuclei and electrons is large,
the electrons follow themotions of thenuclei adiabatically. Thus, at everymoment
in time the electrons are adjusted to the positions of nuclei, which practically
means that the latter are fixed for electrons. The BO approximation gives an
opportunity to consider the electronic and nuclei problems separately. The pure
electronic Hamiltonian Hˆelec can be written as
Hˆelec = −1
2
N∑
i=1
▽2i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
ri j
. (3.12)
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This Hamiltonian is constructed for the electronic time-independent Schrödinger
equation Hˆelecψi = Eeleci ψi. As from now on we will consider only the electronic
problem, the superscript elecwill be dropped.
As was already mentioned, ψi(x⃗1, x⃗2, ..., x⃗N) depends on a large number of
variables. In the Density Functional Theory (DFT) approach, the number of the
variables is reduced dramatically by introducing the electron probability density,
ρ(⃗r) as
ρ(⃗r) = N
∫
...
∫
| ψ(x⃗1, x⃗2, ..., x⃗N) |2ds1dx⃗2...dx⃗N, (3.13)
where the integration is performed over the spin coordinates of all electrons and
over all but one of the spatial variables. Thus, ρ(⃗r) determines the probability of
finding any of the N electrons within the volume element dr⃗1 with an arbitrary
spin [156]. The integral of the electron density is equal to the total number of
electrons ∫
ρ(⃗r)dr⃗1 = N. (3.14)
The electron density is the key point in DFT as it contains all the ground
state information about the system. In accordance with the Hohenberg - Kohn
theorem [157], the external potential Vext is (to within a constant) a unique func-
tional of the ground state density ρ0 (⃗r). Then, the ground state energy E0 in terms
of density can be written as E0[ρ0] = Te[ρ0] + Eee[ρ0] + EeN[ρ0], with Te the elec-
tron kinetic energy, and EeN the electron-nuclei interaction (in absence of electric
and magnetic fields). Eee is the energy term that accounts for electron-electron
interaction and contains the classical (electrostatic energy) Ecl and nonclassical
(exchange and correlation interaction) Encl terms: Eee = Ecl + Encl. The exact form
of the first term is known, while the second one is not. In addition to this, the
exact expression for the kinetic energy of electrons is unknown.
In order to solve both problems, Kohn and Sham proposed to introduce a
system of non-interacting electrons. The electron kinetic energy can be expressed
in terms of wavefunctions of non-interacting electrons, Kohn-Sham orbitals φi:
TS = −12
N∑
i=1
〈
φi | ▽2i | φi
〉
, (3.15)
In terms of these orbitals the density is expressed as
ρ(⃗r) =
N∑
i=1
| φi |2 . (3.16)
The difference in the kinetic energies of interacting and noninteracting electrons
TR, as well as Encl were proposed to be included in the exchange-correlation
functional EXC: EXC = (Te[ρ] − TS[ρ]) + (Eee[ρ] − Ecl[ρ]) = TR[ρ] + Encl[ρ]. The
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corresponding exchange correlation potential VXC is expressed as
VXC =
∂EXC
∂ρ
. (3.17)
It enters the complete effective potential for electrons Ve f f expressed as
Ve f f (⃗r1) =
∫
ρ(r⃗2)
r12
dr⃗2 + VXC (⃗r1) −
M∑
A=1
ZA
r1A
, (3.18)
with the first term the electron-electron, and the third the electron-ion interaction.
This potential enters the single-particle Kohn-Sham equations(
−1
2
▽2 +Ve f f (⃗r1)
)
φi = ϵiφi. (3.19)
Note that Ve f f is also a function of φi. Thus, the problem is solved self-
consistently. At the beginning, a trial set ofφi is constructed andVe f f is calculated.
This way new sets of Kohn-Sham orbitals can be found. Next, the problem is
solved employing these φi, and this process is repeated until the input and
output spin orbitals have converged to within a specified accuracy.
3.2.2 Exchange-Correlation Functionals
The minimization procedure is possible if the form of the exchange-correlation
potential is known. There are a number of models for the exchange-correlation
functionals provided by DFT (see e.g. Refs. [156, 158] for details).
Local Density Approximation
The local Density Approximation (LDA) provides one of themost basic function-
als employed in DFT calculations. It is based on the assumption that the electron
gas is uniformly distributed over the ionic system. Thus, EXC[ρ] is a function of
the electron density that can be separated in spin-up ρ↑ (⃗r) and spin-down ρ↓ (⃗r)
components: ρ(⃗r) = ρ↑ (⃗r) + ρ↓ (⃗r) for spin-polarized systems. However, as a uni-
form electron gas distribution is never the case for molecules or clusters, LDA is
not used for calculations in the current work.
Generalized Gradient Approximation
The uniform distribution of the electron gas in not the case for a real cluster.
In GGA, in order to account for the non-homogenity, a gradient of the electron
density ▽ρ(⃗r) is included into the exchange-correlation energy EGGAXC [ρ,▽ρ]. Now,
the functional is sensitive to a slow variation of the electron gas over the ionic
system, which is the case for metal clusters studied in this thesis. This is the
reason why for calculations we enmployed one of the functionals proposed by
GGA [159]: Perdew, Bruke and Ernzerhof (PBE) [160].
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Hybrid Functionals
Even though GGA is able to explain the experimental result very well, from the
theoretical point of view it contains a certain part that can be improved.Mainly, it
is a nonphysical interactionof the electronwith itself (self-interaction). Basically, it
means that the electron ’feels’ the repulsion from its own charge density. In order
to reduce the self-interaction effect, the exchange-correlation energy is written in
the following form:
EMGGAXC [ρ] = aE
exact
X + bE
f unc
XC . (3.20)
Here, the exact exchange energy EexactX is expressed through the spin orbitals,
and is free from the self-interaction. The E f uncXC refers to a function from other
approximations e.g. LDA or GGA. Thus, the coefficients a and b can be used to
vary the impact of the two terms. These constants are usually extracted from
fitting to experimental or atomic data.
Note that even though hybrid functionals are theoretically better developed
compared to GGA ones, calculations performed for metals with hybrids often
cannot explain the experiment as good as calculations with GGA. In particular,
hybrid functionals tend to underestimate the exchange and correlation energies
for metals [161], which causes a failure in predicting other properties.
3.2.3 Basis Sets and Vibrational Frequencies
After an exchange-correlation functional is chosen, the set of single-particle equa-
tions represented by Eq. 3.19 can be solved self-consistently. The Kohn-Sham
eigenfunctions φi are expanded into a set of basis functions ηµ as [158]
φi =
L∑
µ=1
cµiηµ. (3.21)
In DFT calculations, basis sets are characterized by the number and types of the
basis functions. In general, there are basis sets that provide a single function ζ
for each orbital, single-ζ (SZ) and multiple ζ: double-ζ (DZ), triple-ζ (TZ), and
quadruple-ζ (QZ). These basis sets can be augmented by polarization functions
(P). These are the functions of higher angular momentum than those occupied
in the atom. Their involvement allows the orbitals to distort from the original
atomic symmetry and better adapt to the molecular environment [156].
The larger the basis set the more accurate the final result that can be substan-
tially different for different basis sets. Figure 3.6 shows the calculated vibrational
spectra for the same Fe13 isomer obtained employing two different basis sets:
QZ with four polarization functions (QZ4P, red) and somewhat smaller, (TZ2P,
black). As can be seen, there are significant differences in intensities of the peaks
between the two graphs. For the high-energy peak we also observed a sight
blue shift by 2 cm−1 for QZ4P. Note that all the calculations performed using
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Figure 3.6: Difference in the calculated vibra-
tional frequencies and absorption intensities for
Fe13 with magnetic moment of 46 µB obtained
using QZ4P (red) and TZ2P (black) basis sets.
ADF are made with QZ4P
basis set. For some of the basis
sets (e.g. TZ2P) it is also al-
lowed to ’freeze’ the core elec-
trons and treat only valence
electrons. This option speeds
up the calculation process, but
will influence the accuracy. As
the core freezing with QZ4P
basis set is forbidden, this op-
tion was not used in our cal-
culations.
As the geometric structure
of the cluster is the first step
towards the electronic, mag-
netic and catalytic properties,
DFT serves as a tool to op-
timize the geometry in the
first place. In practice, it is
performedbydisplacement of
the atoms of the initially con-
structed isomer in such a way that the total energy is minimized. In general, the
optimization process is very complex and details can be found in Ref. [162]. The
energy minimization is performed until the energy and gradient are lower than
user-specified values. For the initial structures we either construct isomers using
literature results or perform special procedure search called Genetic Algorithm
(GA) [163].
In the next step harmonic vibrational frequencies of a cluster are obtained. It
is performed numerically by calculating the second derivative of the energy with
respect to the coordinates after displacing the atoms in the cluster. The intensity
of the vibrational mode is calculated as the derivative of the dipole moment
with respect to the coordinates of this normal mode. The calculated vibrational
spectrum is compared to the one obtained experimentally. Mainly the best match
between the theory and experiment serves as a decisive tool for assigning the
candidate proposed by DFT.
3.2.4 Time-Dependent DFT
After the geometric structure has been assigned, other properties of interest can
be studied theoretically. For example, the electronic excitation spectrum can also
be probed experimentally. For this purpose, Time-Dependent [164] DFT (TD-
DFT) is employed. Here, instead of the time-independent Schrödinger equation,
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the time-dependent one is used to describe the electronic problem
i
∂
∂t
ψ(X⃗, t) = Hˆ(X⃗, t)ψ(X⃗, t). (3.22)
Here,ψ(X⃗, t)with X⃗ = x⃗1, x⃗2, ..., x⃗N is the time-dependent electronicwavefunction.
The time-dependent Hamiltonian of such a system is written as
Hˆ(X⃗, t) = Tˆe(X⃗) + Wˆ(X⃗) + Vˆext(X⃗, t), (3.23)
where Tˆe is the kinetic energy of electrons (first term in Eq. 3.12) and Wˆ is the
Coulomb repulsion (third term in Eq. 3.12). Vext is the time-dependent external
potential for electrons. In this case it has two components: Coulomb attraction
from nuclei Vˆen and the external laser field Vˆlaser
Vˆext(X⃗, t) = Vˆen(X⃗, t) + Vˆlaser(X⃗, t). (3.24)
Here, Vˆen is written as
Vˆen(X⃗, t) = −
N∑
i=1
M∑
A=1
ZA
| xi − RA(t) | , (3.25)
where coordinates of M nuclei RA(t) change in time. The laser field that is char-
acterized by amplitude A, frequency ω and polarization α can be written as
Vˆlaser(X⃗, t) = Af (t)sin(ωt)
N∑
i=1
xiα. (3.26)
Here, f (t) is the pulse envelope function in time.
The time dependent extension of the Hohenberg-Kohn theorem, the Runge-
Gross theorem [165] allows for introduction of the time-dependent electron dens-
ity
ρ(⃗r, t) =
occ∑
i
| φi (⃗r, t) |2, (3.27)
where φi are the wavefunctions of the noninteracting electrons that obey time-
dependent analogue of Eq. 3.19:(
−1
2
▽2 +Ve f f (⃗r, t)
)
φi (⃗r, t) = i
∂
∂t
φi(⃗r, t). (3.28)
In this case, Ve f f is written as
Ve f f (⃗r, t) = Vext (⃗r, t) + VHartree (⃗r, t) + VXC (⃗r, t), (3.29)
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where the classical electrostatic interaction is written as
VHartree (⃗r, t) =
∫
d3r′
ρ(⃗r, t)
| r − r′ | . (3.30)
InRef. [164] itwas shown thatVXC can be introduced as a functional derivative
of the exchange part A˜XC of an action functional A˜ [166, 167], that is analogous
to the total energy in the time-dependent case. Here, the same as for stationary-
state DFT, the exact expression for VXC is not known, and there are several
approximations to model VXC in case of TD-DFT (see Refs. [168, 169]). Using
commercially availableADF, it is thuspossible to calculate the energies of a cluster
under the influence of excitation pulses using the coordinates of the optimized
structure as an input. For the details of calculations andmore extensive theoretical
background see Ref. [164].
3.3 Summary
In this chapter, we have introduced basic principles of the experimental and com-
putational methods used for the characterization of clusters from two different
perspectives. The action spectroscopy allows for experimental investigation of
gas phase clusters, where the standard absorption techniques do not work. The
ground-state DFT theory is a very powerful tool for optimization of the geomet-
ric structure and calculation of the vibrational spectrum of the resulting isomer.
The results of both experiment and computations are widely used in this work in
order to assign isomers to the vibrational spectra. Determination of the geometric
structure in some case is accompanied by calculations of the electronic excitation
spectrum, which is possible employing Time-Dependent DFT. These results are
of a special interest when we investigate the probability of electronic transitions
of a cluster to certain excited states under the IR, near-IR, visible or UV radiation.
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4 The Repopulation of Electronic
States upon Vibrational Excitation
of Niobium Carbide Clusters
In this chapter, we study the infrared (IR) resonant heating of neutral niobium
carbide clusters probed through ultraviolet (UV) photoionization spectroscopy.
The IR excitation not only changes the photoionization spectra for the photon
energies above the ionization threshold, but also modulates ion yield for ener-
gies significantly below it. An attempt to describe the experimental spectra using
either Fowler’s theory or thermally populated vibrational states was not success-
ful. However, the data can be fully modeled by vibrationally and rotationally
broadened discrete electronic levels obtained from Density Functional Theory
(DFT) calculations. The application of this method to spectra with different IR
pulse energies not only yields information about the excited electronic states in
the vicinity of the HOMO level, populated by manipulation of the vibrational
coordinates of a cluster, but also can serve as an extra indicator for the cluster
isomeric structure and corresponding DFT-calculated electronic levels.*
* Adapted from: V. Chernyy, R. Logemann, J. M. Bakker, and A. Kirilyuk "The repopulation of
electronic states upon vibrational excitation of niobium carbide clusters", J. Chem. Phys. 145, 024313 (2016)
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4.1 Introduction
The conventional picture of a solid is that based on the Born-Oppenheimer ap-
proximation, which takes into account that typical ionic vibrational frequencies
are smaller than about 0.01 EF/~, with EF the Fermi energy [170]. In other words,
electron velocities are orders of magnitude larger than those of ions. As a result,
the electrons adiabatically adjust to the moving ions at each moment of time. In
this picture, the interactions of lattice excitations (phonons) with electrons are
described as a small perturbation of the electronic wavefunction by the static,
distorted lattice. Although the effects of the electron scattering by these perturb-
ations are small, they result in dramatic phenomena such as superconductivity,
polarons, etc.
In many cases, however, non-adiabatic processes may play a significant role.
Such are, for example, conical intersections of energy surfaces in molecules [171],
superconducting cuprates [74], or graphene [172]. In these cases, the energies
of electronic and vibrational excitations become comparable, leading to strongly
amplified interactions and a considerable renormalization of energies. Addition-
ally, the direct energy transfer between the systems becomes possible.
Atomic clusters bridge the gap between atomic/molecular and bulk states
of matter, with the unique characteristic that the physico-chemical properties
strongly vary on an atom-by-atom level [173, 174]. Clusters contain all the com-
ponents that solids are made of, but their properties are controllable and a com-
plete theoretical description can be developed. Unlike in solids, the electronic and
vibrational states in clusters are discrete, as no bands can be formed. Moreover,
while in solids the energy transitions of electrons can appear separately from the
excitation of the other subsystems, in clusters andmolecules, in accordance to the
Franck-Condon principle, the change of the electronic quantum state is not pos-
sible without incorporation of the overlap between vibrational wave functions.
"Bulk-like" effects such asnon-adiabatic energy transfer between the electronic
and vibrational systems in clusters have been studied for decades [104, 175–180].
Usually a direct excitation of the cluster electronic system is performedwith sub-
sequent observation of the relaxation time through the energy exchange with the
nuclear system. The reverse experiment, where the cluster nuclear coordinates
are excited in the electronic ground state and the energy is transferred to elec-
tronically excited states, which can eventually lead to ionization, was primarily
used to study the vibrational properties of clusters [30, 181]. Recently, our group
presented a study demonstrating the possibility to probe the population redistri-
bution over low-lying electronic levels using UV photoionization [105].
In this chapter we study the non-adiabatic energy transfer from excited vi-
brational states into the electronic system in gas-phase niobium carbide clusters.
BulkNbC is a superconductor, which is an indication of a strong electron-phonon
interaction. Moreover, it was previously demonstrated that NbC clusters, upon
resonant pumping of vibrational coordinates, exhibit thermionic emission, which
is a direct proof of the presence of the coupling between vibrational and electronic
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coordinates [182].
Experimentally, vibrational energy is transferred to the electronic system after
a controlled excitation of the vibrational coordinates. The energy transfer results
in a change of the population of the electronic density of states in niobium carbide
clusters, which is reflected by a modification of the photoionization spectra. To
semi-quantitatively explain the observed results, we construct a simple model
where the electronic population after excitation is thermally re-distributed over
the electronic levels close to the HOMO level. The electronic levels are obtained
fromDFT calculations. To ensure the electronic levels are calculated for the proper
cluster geometry, knowledge about their structures is required. To this end, we
first record IR spectra for NbC clusters using IR-UV two-color spectroscopy [38].
We determine the geometric structure by evaluating the correspondence between
the experimental IR spectra and spectra for trial geometries calculated usingDFT.
We then turn to the influence of IR excitation on the photoionization spectra.
The observed photoionization spectra are subsequently interpreted using several
models, andwedemonstrate that themodel employing electronic states extracted
from the DFT calculations gives the most satisfactory result. We conclude with a
discussion on the observed temperatures and the opportunities these results will
give for experimental studies on the dynamics of electron-phonon coupling in
clusters.
4.2 Experimental and Computational Details
Theexperiments are carriedout in an instrument coupled toFELIX (seeChapter 2).
Briefly: clusters are formed by ablation of a rotating niobium rod using a pulsed
532 nm Nd2+:YAG laser with an energy of ∼10 mJ per pulse in presence of the
gas mixture (6 bar) of He (99%) and methane (1%) injected by a pulsed valve.
The formation takes place at room temperature within a growth channel (4 mm
diameter) and after passing an extension tube, themixture expands into vacuum.
Themolecular beam is skimmed upon entering a differentially pumped chamber
where charged species are deflected out by a pair of electrically biased metal
plates. The beam of neutral clusters is further shaped by a 1 mm diameter aper-
ture and enters an interaction chamber with the extraction source of a reflectron
time-of-flight mass spectrometer.
Approximately 25 mm before the center of the extraction region, clusters
interact with the loosely focused IR light from FELIX that counter propagates
the cluster beam. At this point the laser beam waist is comparable to the size
of the molecular beam, ensuring that the majority of the clusters interact with
the IR radiation. After approximately 35 µs, the clusters are in the center of the
extraction region where they are irradiated by a frequency-doubled dye laser. All
ions formed are accelerated into the flight region of the mass-spectrometer and
detected by a microchannel detector.
Two types of experiments are presented. First, IR spectra are recorded by
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varying the FELIX frequency while keeping the UV photoionization wavelength
constant. Second, the influence of the IR heating is monitored by keeping the IR
frequency fixed and varying the photoionization frequency. To ensure that the
UV photoionization spectrum is not contaminated by contributions due to mul-
tiphoton ionization, the UV laser pulse energy was attenuated to 15 µJ. The UV
laser pulse energy for IR spectra was fixed at 150 µJ, giving a useful background
of multiphoton ions.
To interpret the experimental results, DFT calculations are carried out using
the Vienna ab-initio simulation package (VASP) [155] using the projector aug-
mented wave (PAW) method [183, 184] and the Perdew, Burke and Ernzerhof
(PBE) functional [185]. The search for the lowest energy structures was done by a
genetic algorithm [163] (GA) in combination with DFT. This method has already
demonstrated excellent results in case of FexO
+
y clusters [186].
Standard recommended PAWswith an energy cutoff of 400.0 eV are used. All
forces wereminimized below 10−3eV/Å. The clusters are placed in a periodic box
of a size of 12 and 14 Å for Nb3C2 and Nb6C5 respectively, which we checked to
be sufficiently large to eliminate intercluster interactions for each cluster size. For
the calculations a single k point (Γ) is used. In addition, for Nb6C5 all possible
combinations of carbon positions between the Nb atoms were geometrically
optimized to test the genetic algorithm results. For the three isomers lowest
in energy the structure was reoptimized using higher accuracy. Subsequently,
the electronic density of states and vibrational frequencies were calculated. All
frequencies presented are unscaled. Zero-point vibrational energies (ZPVE) were
calculated for the three lowest in energy isomers found for each cluster size.
4.3 Results
4.3.1 IR Spectra
Here, we present IR spectra for Nb3C2 and Nb6C5 using Eq. 3.7. Both spectra are
recorded with the UV photoionization laser fixed at 250.5 nm, or 4.95 eV/photon,
which is close to the value for the previously reported Ionization Energy (IE)
for Nb3C2 of 4.96(0.06) and a bit lower than the IE of 5.1(0.1) eV reported for
Nb6C5 [147]. The spectral region of interest in this work is 400−800 cm−1, where
the majority of the vibrational modes predicted by DFT calculations is found.
The spectra are recorded with IR pulse energies in the range from 8 to 11 mJ.
Nb3C2. The experimental vibrational spectrum for Nb3C2 is depicted in Fig-
ure 4.1 (a). The spectrum is not verywell resolved, butwe can clearly discriminate
at least four clear resonances, which are indicated in panel (a) at 505, 565, 680
and 780 cm−1. The strongest band is at 680 cm−1, which is in agreement with
the pattern observed for other NbC clusters studied using resonant IR ionization
spectroscopy [60]. Upon further comparison with spectra obtained using the lat-
ter technique, we note that the current spectrum is much better resolved, which
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Figure 4.1: Experimental (circles) and calculated (red vertical lines) IR spectra
of Nb3C2 (a-d) and Nb6C5 (e-h) clusters. The red line is a three-point adjacent
average of the experimental data. Calculated discrete vibrational frequencies are
convoluted with a 15 cm−1 FWHM Gaussian line shape function (blue). Color
coding corresponding geometries: C-gray, and Nb-green. The energy differences
include ZPVE.
is due to themore sensitive nature of IR-UV spectroscopy, requiring substantially
lower IR laser fluences.
In panels (b)-(d) of Figure 4.1, the three lowest energy isomers found using
the GA are shown. Two of these (structures 3A and 3B), were proposed pre-
viously [187]. Structure 3A is the lowest in energy and has a slightly distorted
trigonal bipyramid shape and is formed by a triangular Nb basis capped by two
C atoms. The Nb−Nb distances are 2.46, 2.49 and 2.59 Å, and the Nb−C bond
lengths are 2.03, 2.04 and 2.05 Å, respectively. Structure 3B is 0.15 eV higher in
energy than 3A. Having a C2v point group symmetry, this isomer has a squared
pyramidoid shape with a Nb2C2 rhombic base. Nb−Nb distances in this isomer
are 2.41 and 2.45 Å, for the base and between base and top, respectively, and the
Nb−C distances are 2.33 and 1.96 Å.
Isomer 3C is 0.21 eV higher in energy than 3A and has a Cs point symmetry
group. It consists of a trigonal pyramid, with a Nb3 triangular base and a C top.
The second C is capping one of the planes of the pyramid. The Nb−Nb bond
lengths are 2.45 and 2.43 Å, the C−C bond is 1.37 Å, and the Nb−C bonds vary
from 2.0 to 2.19 Å.
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From Figure 4.1, it can be clearly seen that every calculated spectrum has
common vibrational frequencies with the experimental one. All spectra exhibit
one or multiple bands close to 680 cm−1, but none of themmatches perfectly with
the experimental data. We nevertheless assign our spectrum to structure 3A, for
the following reasons: first, its calculated spectrum predicts vibrational modes
close to each experimentally observed band, whereas structure 3B has no bands
in the 400−650 cm−1range, and structure 3C lacks a band between 700−900 cm−1.
It is clear that the intensities predicted do not match with the experiment very
well. Part of the mismatch could lie in the much larger experimental frequency
difference of 60 cm−1 between bands 1 and 2, which are near-degenerate for the
calculated spectrum (2 cm−1). One would be tempted to argue that structures
3B and 3C also contribute to the experimental vibrational spectrum. However,
we will demonstrate below that using the UV photoionization dependence, it
is possible to obtain an additional confirmation for assigning the spectrum for
Nb3C2 to structure 3A only. This conclusion is consistent with previous investig-
ations [187].
Nb6C5. Figure 4.1 (e) shows the experimental vibrational spectrum forNb6C5.
Twobroadbut structuredbands canbe seen in the spectrum in the ranges 350−570
and 570−750 cm−1, respectively. In the 350−570 cm−1 range,wedistinguish at least
three peaks that are partly resolved. Their maxima are at 395, 467, and 523 cm−1.
The second band contains peaks that are less well resolved, but we identify their
maxima at 632, 686, and 747 cm−1, with the middle band the main carrier of
intensity.
The calculated vibrational spectra for several isomers are shown in Figure 4.1
(f)-(h). All structures consist of two Nb tetrahedra that share one edge. In struc-
tures 6A and 6B two sets of Nb atoms not on the shared edge are connected
through a carbon bridge, while the three remaining carbons cap the tetrahedra
planes, of which one thus remains being uncapped: the one facing the reader.
One can also imagine the geometry as constructed out of two distorted cubes,
containing both Nb and C, one of which has one carbon missing in the vertex.
Interestingly, the two candidates lowest in energy, structure 6A and 6B, have the
same geometric configuration but differ in spin configuration, which leads to
small differences in bond lengths.
Structure 6A (2 µB) is the lowest in energy and has Nb−Nb bond lengths
ranging from 2.45 to 2.90 Å and for Nb−C from 1.98 to 2.17 Å. Structure 6B (0
µB), only 0.03 eV higher in energy, has Nb−Nb bond lengths varying from 2.51 to
2.91 Å and Nb−C bond lengths varying from 1.94 to 2.24 Å. Structure 6C at 0.25
eV is quite similar to 6A and 6B but lacks one of the carbon bridges, and each
outward facing tetrahedron face is now C-capped. Nb−Nb bond lengths for this
isomer vary from 2.68 to 2.92 Å, and for Nb−C from 1.94 to 2.18 Å.
Figure 4.1 allows one to compare the calculated spectra for different isomers
with the experimental result. It appears that some of the strongest resonances
on the experimental spectrum are saturated. Nevertheless, we are able to dis-
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Figure 4.2: UV photoionization spectra for Nb3C2 and Nb6C5 clusters without
(black) and with (red) prior irradiation by FELIX at different IR pulse energies.
tinguish all the peaks predicted by theory in the experimental spectrum: there
is an excellent agreement for structure 6B, both in frequencies and intensities
of the predicted vibrations. Structure 6A is ruled out by the strong band at 600
cm−1; structure 6C has better similarities to the experimental spectrum, but the
match is not as good as for 6B. This allows us to conclude that there is a good
correspondence between theory and experiment and we assign the experimental
spectrum to structure 6B with zero magnetic moment.
4.3.2 IR-Induced Modification of UV Photoionization Spectra
After determination of the vibrational bands, the IR laser was set to ω = 675
cm−1 (a common resonance for the majority of the investigated species including
Nb3C2 and Nb6C5) and photoionization spectra were recorded. Note that we use
ν for UV frequency to discern it from ω used for IR frequency. UV gain curves
are presented using Eq. 3.8.
Figure 4.2 shows the spectra for Nb3C2 and Nb6C5 close to their IEs, over
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a rather broad energy range. The photoionizaton spectra without IR excitation
are shown in black, those with IR excitation in red. IR laser pulse energies are
shown in increasing order, as indicated in the graph. Note that the energy axis
is inverted, for reasons that will become clear later. The photoionization curves
without prior IR excitation show a rather shallow threshold behavior, where the
ion yield grows from zero to a maximum over an energy range of approx. 0.2
eV for Nb3C2 and even 0.4 eV for Nb6C5. These observations are consistent with
previously published photionization spectra for niobium carbide clusters [147],
and for clusters in general, see e.g. Ref. [188]. The shallowness of the spectra
has been long debated and is commonly attributed to substantial changes in the
geometry upon ionization, and also to the thermal population of rovibrational
states.
The photoionzation spectra with prior IR excitation exhibit not only a change
in the steepness of the slope but also the appearance of the signal at photon
energies substantially lower than the IE. For both cluster sizes it can be clearly
observed that with increasing IR pulse energy the photoionization curve gets
more and more spread to the low-energy side, and some sort of plateau gets
formed. The curve for Nb3C2 shows a substantial decrease of the overall ion yield
at higher IR energies, which we attribute to losses associated with dissociation
and/or direct ionization.
An example for the gain spectrum for Nb3C2 is shown in the top panel of
Figure 4.3, recorded with an IR pulse energy of 31 mJ. The figure also shows
three different models with which we attempt to semi-quantitatively explain our
results. Each model UV gain curve has been generated in two steps: first we
construct IUV by fitting the UV curve without IR excitation to the chosen model.
In the second step, we construct a model gain function with IUV fixed using
the parameters found in step 1. We then minimize the difference between the
experimental and the fit gains varying only the parameters for IUV+IR, including
a scale factor for IUV+IR to accommodate for the dissociation or direct ionization
at the highest UV energies. Note, that constructing the gains we are always
consistent: for eachmodel gainweuse exactly the same I0 as for the corresponding
experimental gain. It is then clear that even if the gain function GUVexp is sensitive
to I0, leading to a slight change in the visible representation of the curve, it will
be taken into account in the further analysis and will not influence the result of
the fit.
We will now discuss each of the models used.
A. Single-electron picture for solids. Fowler’s theory [189] was developed for an
infinite metallic 2D surface and is based on the uniform and continuous distri-
bution of the electronic density of states. It has recently been successfully used
to describe the photoionization thresholds for some relatively large clusters [17].
The possibility to apply this model to small clusters, where the density of elec-
tronic states is rather discrete, seems unlikely. We nevertheless fit a model gain
function based on Fowler’s approach in order to demonstrate the importance of
the discrete levels for the shape of the photoionization curves for small clusters.
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Figure 4.3: a) - experimental IR induced gain (black) for Nb3C2 and model fit
curves. b) - calculated electronic density of states for Nb3C2 (structure 3A, sticks),
the Fermi-Dirac distribution function (1087 K, red dashed line), and fitted trans-
ition band structure from approach (C) (blue).
Upon absorption of a photon with energy hν, the flux of electrons I(E,T)
leaving the surface of a metal at temperature T is described by
I(E,T) ∝ T2 · f
( E
kBT
)
, (4.1)
where E = IE − hν is the detuning from the ionization energy IE, kB Boltzmann’s
constant, and f (x) the integral over the Fermi-Dirac distribution function given
by a series expansion [189]
f (x) =

ex − e2x4 + e
3x
9 − ... x ≥ 0
pi2
6 +
x2
2 − (e−x − e
−2x
4 +
e−3x
9 − ...) x ≤ 0.
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The result of the fit, where we use T as a fit parameter and the IE is fixed at the
value extracted from the fit of the photoionization curve without IR excitation, is
depicted by the red line in Figure 4.3 (a). The correspondence between this theory
and experiment is acceptable in the low-energy region (far from the ionization
threshold) only; the model is not able to describe the high photon energy side of
the spectrum
B. Molecular picture. In Ref. [190] it was demonstrated that a resonant IR ex-
citation of para amino benzoic acid can lead to an enhanced UV photoionization
yield at frequencies below the ionization threshold. As there are no possible
electronically excited states within a few eV of the ground state, the excitation
must be purely vibrational, and the enhancement due to an efficiency increase of
the ionization probability, presumably simply by the increase of possible ioniza-
tion pathways. We test whether the same could be true for Nb3C2 by modeling
the gain as the ratio of the number of accessible ionization channels from the
thermally populated vibrational densities of states (vDOS) [137, 190], consider-
ing all transitions from the populated vDOS to the continuum. In this treatment
we do not take into account (unknown) differences in the Franck-Condon factors
and assume that the transition probabilities from all the vibrational levels to the
continuum are equal. This means that the ion signal at each frequency is only
determined by the population of the corresponding energy level.
The vDOS ρvib(E) is numerically evaluated using the Beyer-Swinehart al-
gorithm [191] with DFT-calculated harmonic frequencies as input. The UV pho-
toionization curve for values of Evib = IE − hν higher than zero was constructed
as an integral over all populated vibrational states as
I(Evib,T) ∝
∫ ∞
Evib
ρvib(Evib) · e−
Evib
kBT , (4.2)
and assumed constant for Evib ≤ 0 or frequencies above the ionization threshold.
In analogy with the previous model, we use T as a fit parameter and IE is
fixed at the value extracted from the fit of the photoionization curve without IR
excitation. This model is shown in green in Figure 4.3 (a) and provides a better
explanation for the sharp rise in the experimental gain, but it underestimates
the experimentally observed behavior for low UV energies. Note that the rising
edge of the model shows a stepwise behavior, reflecting the discrete nature of the
vDOS at low energies.
C.DFT-based electronic repopulation. In our final model we use the information
about the Kohn-Sham orbitals for a cluster obtained from the DFT calculations
in combination with the Fermi-Dirac distribution to determine the population of
the electronic density of states, as successfully applied for metallic clusters [105].
Inspired by a model of two displaced harmonic oscillators [192, 193], we further
assume that transitions from each populated electronic level Ei can be simulated
by a Gaussian function dubbed transition band. The maximum of the transition
band, i.e. the highest probability of the transition between the initial and final
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states, is blue shifted by a factor δwith respect to the electronic level, as illustrated
in Figure 4.3 (b).
We match the position of the HOMO level to the Adiabatic IE, determined
from the experimental data as the point where the extrapolated first linear rise
in the photoionization efficiency spectrum intersects with the baseline [174]. The
values obtained this way show a reasonable agreement with those obtained
from DFT calculations (as the energy difference between the ground neutral
and cationic states) for Nb3C2 (5.04 experiment and 5.09 DFT, respectively); for
Nb6C5 the experimental value of 5.06 eV deviates from the calculated value 4.63
eV. However, such deviations are not uncommon [65].
The ion yield is modeled by numerical integration of the transition bands for
each populated electronic level
I(E,T) ∝
∑
i=1
F(Ei,T) · erf(σ(E − Ei − δ)), (4.3)
with
erf(x) =
1
pi
∫ x
−∞
e−t2dt, (4.4)
where σ is theGaussianwidth of each transition band, F(E,T) the Fermi-Dirac dis-
tribution function and T the electronic temperature. Through the DFT-calculated
vibrational frequencies ωi, σ can be expressed as [192]
σ2 =
M∑
i=1
(~ωi)2 · a
2
2
· coth
(
~ωi
2kT
)
, (4.5)
where M is the number of the vibrational degrees of freedom of a cluster, and a
is a coupling parameter characterizing the displacement between the harmonic
oscillators for the ionic and ground states [192], taken to be the same for each
vibrationalmode of the cluster. This appears to be a reasonable approximation, as
the width σ of the transition band with fixed a now only depends on T. It allows
us to incorporate for the effects of population of the vibrational states aswell. Our
assumption of a fixed displacement δ for each transition band is strictly speaking
also not truedue to thedifference in Franck-Condonoverlaps betweenvibrational
wavefunctions of different electronic states with the ionized state. Nevertheless,
these approximations allow us to reduce the number of fit variables from three
to one. a and δ are extracted from the fit of the photoionization curve without IR
excitation and are fixed for fitting of the gain curve. Note that the position of the
Fermi level in the Fermi-Dirac distribution changes as a function of temperature
in order conserve the number of electrons. The resulting gain curve is depicted
in Figure 4.3 (a) by a blue solid line. It successfully describes all features of the
gain spectrum.
Model (C) can also be used as a second experimental test for the calculated
cluster structure. Figure 4.4 (a) shows the fit curves using the DFT calculated
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Figure 4.4: Experimental IR induced gain function for Nb3C2 (panel (a), black)
and the gain function calculated using the DFT based electronic repopulation
model for structures 3A, 3B and 3C (blue, red and green respectively). The asso-
ciated transition bands (lines) and DFT calculated energy levels (sticks) for each
structure are shown in panels (b-d).
electronic Density of States (eDOS) for structures 3A, 3B and 3C (blue, red and
green respectively). Due to the difference in energies of the electronic levels for the
different isomers and in particular the values of the HOMO-LUMO gaps shown
in Figure 4.4 (b)-(d), the positions of the transition bands will be different for
different geometries. In case of Nb3C2 this leads to an overestimation of the gain
in the low energy region (below 4.85 eV) by the fit curves for both structures 3B
and 3C. Even though this method cannot be considered as decisive, we consider
the result as an extra indication apart from the IR spectra that only isomer 3A is
observed under the current experimental conditions.
Experimental gain spectra recorded for different IR pulse energies for Nb3C2
andNb6C5 are shown in black in Figure 4.5. The fit to the experimental gain using
model (C) is shown in red and the corresponding transition band structures for
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Figure 4.5: Experimental (black) and modeled (red) IR induced gain functions
for Nb3C2 and Nb6C5 for different IR pulse energies. The DFT calculated energy
levels are depicted by sticks and the transition bands are shown in blue (excited)
and green (unexcited).
the excited clusters are depicted in blue. For completeness, the band structures for
the unexcited cluster are shown in Figure 4.5 panels (a) and (e) in green, together
with the positions of the calculated electronic levels for both clusters (sticks).
The calculated values for the HOMO-LUMO energy gaps for Nb3C2 and Nb6C5
clusters are 0.36 and 0.45 eV, respectively. Note that we are using model (C) for
all the gain spectra presented in Figure 4.5 under the assumption that formation
of Nb3C2 from fragmentation of higher mass clusters does not play a significant
role in the formation of the gain spectra. From Figure 4.5 it can be clearly seen
that the shape of the experimental gain spectra for Nb3C2 in panels (a) and (b)
where fragmentation rate is likely very low due to the low IR pulse energy, is
51
4 The Repopulation of Electronic States upon Vibrational Excitation of Niobium
Carbide Clusters
the same as those in panels (c) and (d), where fragmentation rate is likely much
higher. The same similarity between gain spectra is observed for Nb6C5 cluster
(panels (e)-(h)).
For Nb3C2 transition bands originating from two electronic states can be
distinguished. It canbe clearly seen thatwith increasing IR laserpulse energyboth
bands are broadening, while the intensity ratio of the two changes in favor of the
low-energy transition band. We interpret this as a gradual increase in population
of the previously unpopulated electronic level, a result of the increasing internal
energy of the cluster. It is interesting to note that thewidth and the intensity of the
transition band do not change monotonously from 19 to 61 mJ IR pulse energy.
This points to a limitation of the energy that can be pumped into the clusters
during the IR heating (see subsection 4.3.3 below).
In comparison to Nb3C2, the transition bands for Nb6C5 are broader. From
Eq. 4.5 and Ref. [192] it directly follows that, even with the same coupling para-
meter, a system that has a higher number of vibrational modes will have broader
transition bands.
The relatively broad bands result in a slight overlap between the correspond-
ing transition bands, already for the unexcited cluster. This eventually results in
formation of one continuous band at a 61 mJ IR pulse energy, where the contri-
bution from each separate transition band can be recognized only by existence of
the inflection area in the range from∼ 4.8 to∼4.9 eV.When the pulse energy of the
IR radiation increases, increasing the population of the previously unoccupied
high-lying electronic levels, the transition bands expand even more, whereas the
low-energy ones are getting more and more intense.
4.3.3 Temperature Evolution
One of the fit variables of model (C) investigated here is the electronic temper-
ature, which we can now depict as a function of the IR laser pulse energy. The
results for Nb3C2 and Nb6C5 are shown in Figure 4.6. For both clusters nonlinear
behavior is observed. The curve for Nb3C2 appears to saturate when the pulse
energy exceeds 19 mJ, with temperatures on the order of 1000 K. Taking into
account that clusters are ionized around 35 µs after IR excitation, we can assume
that all redistribution processes are finished at the moment of probing and the
electronic and vibrational temperatures are in equilibrium. Assuming this equi-
librium, we calculated the total internal energies for both cluster sizes as the sum
of the electronic and vibrational energies. For the vibrational system we follow
the Dulong-Petit law and estimate the energy deposited into the cluster as kBT
per vibrational degree of freedom. The energy contained in the electronic sys-
tem is calculated as a sum of the product of energy and occupation probability
of the individual levels lying above the HOMO. The total internal energies of
Nb3C2 and Nb6C5 for various IR pulse energies are presented in Table 4.1. The
calculations yield the highest internal energy of 0.9 eV for Nb3C2; for Nb6C5,
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Figure 4.6: Estimated electronic temperature of Nb3C2 (a) and Nb6C5 (b) clusters
as a function of the IR pulse energy. Dots - values extracted from model (C), red
line - guide to the eye.
temperatures exceeding 2000 K are observed, corresponding to internal energies
of 5−6 eV.
If higher internal energies than the ones observed here were produced by an
increase of IR laser fluence, the clusters would exhibit fragmentation or direct
ionization. But since the UV detection scheme is blind to direct ionization and/or
fragmentation at timescales shorter than 10 µs, for which much higher internal
energies are required, the limiting temperature can be interpreted as a maximum
internal temperature for survival at µs timescales. The indication that fragment-
ation and/or ionization take place is found in the reduction of the number of
detected clusters above the ionization threshold in Figure 4.2 for Nb3C2.
Another way to estimate themaximum temperature for clusters to survive on
the 35µs timescale can bemadeusing the theory of unimolecular decay [194, 195].
Following this approach we obtained a temperature of approximately 2900 K for
both cluster sizes for the direct ionization process. This value is on average higher
than those reported in Table 4.1. With this estimate, it appears reasonable that the
clusters can withstand the temperatures found frommodel C on the timescale of
the experiment without direct ionization. Since the temperatures for Nb3C2 are
substantially lower, it seems that the loss observed for Nb3C2 is dominated by
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IR pulse energy(mJ) Te(K) Etot(eV)
Nb3C2
No IR 438 0.34
9.7 727 0.59
19 921 0.77
31 1087 0.93
61 963 0.81
Nb6C5
No IR 796 1.89
0.6 1099 2.65
1.9 1374 3.36
9.7 1961 4.92
19 1922 4.81
31 1844 4.60
61 2680 6.88
Table 4.1: Values of the electronic temperature Te extracted from model C and
the corresponding total energy Etot for Nb3C2 and Nb6C5 for different IR pulse
energies.
fragmentation. However, since the dissociation energies for Nb3C2 are as yet not
reported, this remains speculative.
Abetter estimate for the internal energyof a cluster as a functionof the IRpulse
energy could be obtained by solving a set of coupled excitation rate equations
[59, 129] which in our case can not be done due to the lack of information about
absorption properties and the anharmonicity parameters for NbC clusters. Such
a model is thus outside the scope of the current work.
4.4 Conclusions
In this chapter,we applied IR-UVspectroscopy fordeterminationof thegeometric
structure of neutral NbC clusters and demonstrated the possibility to probe the
excited electronic states close to the ionization threshold for Nb3C2 and Nb6C5
clusters. An explanation of the features on the UV-photoionization curves of a
vibrationally pumped cluster has to incorporate both electronic and vibrational
subsystems of the cluster. In accordance with this statement, it has been shown
that theDFT-calculated eigenenergies ofKohn-Shamorbitals in combinationwith
the Fermi-Dirac distribution function can be used as a basis for construction of
a transition band structure explaining every photoionization curve. The model
has been shown to work on the example of two clusters: Nb3C2 and Nb6C5.
The population of the electronic states by manipulation of the vibrational
coordinates observed for the clusters of NbC can be treated as a vibronic coupling
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and in principle can be investigated in a time resolved experiment. For this, one
single sub-picosecond micropulse out of the FEL microsecond train has to be
selected to achieve a proper time resolution. For Nb6C5 repopulation of the
electronic state has been shown to take place even with an excitation energy of
0.6 mJ per pulse (Figure 4.5 (e)), which approximately corresponds to the energy
of a single micropulse of the Free Electron Laser for Intra-Cavity Experiments
(FELICE [129]).
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5 Determination of the Geometric
Structure of Neutral Niobium
Carbide Clusters via Infrared
Spectroscopy
In this chapter, we report and discuss experimental vibrational spectra of small
neutral niobium carbide clusters in the 350−850 cm−1 spectral range. Clusters
were irradiated by IR light, and subsequently probed using UV light with photon
energies just below the ionization threshold. Upon resonance with an IR vibra-
tional mode, the number of cluster ions increases, allowing one to record a vibra-
tional spectrum of the clusters. Using complementary Density Functional Theory
(DFT) calculations we have simulated the IR spectra for several low−energy iso-
mers. Wewere able to assign the spectra experimentally obtained for each cluster
size to a specific geometric structure based on the match with the computed
spectra. The number of the cluster sizes investigated here allows one to follow
the evolution of the geometric structure of the niobium and carbon components
of the clusters separately. For Nb6Cm (m=4, 5, 6) we observe the emergence of the
cubic crystal structures similar to the bulk.*
* Adapted from: V. Chernyy, R. Logemann, J. M. Bakker, and A. Kirilyuk "Determination of the
geometric structure of neutral niobium carbide clusters via infrared spectroscopy", J. Chem. Phys. 145,
164305 (2016)
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5.1 Introduction
The investigation of metal carbide clusters has developed into a fascinating re-
search topic [64–66, 147, 196–200] due to their exceptional stability [201–204].
Metal carbide clusters can appear in various geometric configurations [205], that
determine their intrinsic properties. Assigning the geometric structure for each
individual cluster size is of great importance not only for developing the know-
ledge about their properties but also for understanding the building principles
of metal carbides in general.
There are a number of experimental methods [129, 206–209] that allow for the
detection of the spectral differences among different isomers giving an opportun-
ity to determine the geometric structure. Usually, the experimental tool serves as
a decisive method for confirmation of one of the multiple isomers proposed by
Density Functional Theory (DFT) calculations. Dryza et al. have recorded the pho-
toionization spectra for small NbC clusters [65, 146]. The experimental Ionization
Energies (IEs) were comparedwith the calculated energy differences between the
neutral and cationic states for different isomers. Even though this calculation
method does not take into account the Franck−Condon factors, it can be used to
confirm the geometric structure if the differences among IEs for different isomers
are significant.
A more precise method to determine the geometric structure is to investigate
vibrational frequencies of a cluster. Zero Electron Kinetic Energy (ZEKE) spectro-
scopyhas been employed todetermine thevibrationalmodes ofNb3C2 andassign
the geometric structure for both the cation and neutral species [187]. Direct ac-
cess to the vibrational modes, i.e., without incorporation of the Franck−Condon
factors is given by IR spectroscopy. Van Heijnsbergen et al. [60] have used IR
Resonance Enhanced Multiple−Photon Ionization (IR−REMPI [129, 142]) spec-
troscopy to explore a large range of NbC clusters. IR−REMPI spectroscopy is
adequate for determining the strongest vibrations, however the large number of
photons required to reach the ionization threshold and the concurrent relatively
high power required for this experiment result in a significant broadening of the
detected peaks. This causes difficulties in resolving vibrational bands close to one
another.
A more sensitive technique to record IR spectra of neutral clusters is IR−UV
spectroscopy [38, 105, 190]. In this case the IR excitation does not lead to dir-
ect ionization but only transfers the cluster from the ground state to a rel-
atively low−lying excited state. The excited system is then ionized by a UV
photon with an energy tuned just below the ionization threshold of the cluster.
The approach requires substantially lower IR pulse energies in comparison to
IR−REMPI. Therefore, vibrational bands are better resolved, and low-frequency
bands can be probed where the IR−REMPI process is inefficient [144].
In this chapter,wepresent IR−UVexperimental vibrational spectra in conjunc-
tion with DFT calculations of NbC clusters. In Chapter 4 we have demonstrated
that selected NbnCm clusters are excited into low-lying electronically excited
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states upon the irradiation by IR light of a relatively low pulse energy. Here,
we explore the geometric structures of other NbC species by comparison of the
recorded vibrational spectra with DFT calculations for various isomers, thus as-
signing the geometric structures for in total fifteen NbnCm clusters for m,n=3-6.
We demonstrate that the bulk-like face centered cubic (fcc) NbC structure be-
comes clearly visible already in this cluster range.
5.2 Experimental and Computational Details
The cluster setup used in this chapter is coupled to FELIX (see Chapter 2). In
brief, clusters are produced at room temperature in a laser ablation source. Here,
a pure Nb sample rod is ablated by a focused 532 nmNd:YAG laser with ∼10 mJ
pulse energy in the presence of a gas mixture of He and methane (99:1) injected
by a pulsed valve. Through the collision process with atoms of the carrier gas
NbC clusters are formed. The clusters and carrier gas are then expanded into
vacuum, forming a beam. After passing a 2 mm skimmer the beam travels into a
differentially pumped chamber where charged species are deflected out by a pair
of electrically biasedmetal plates. The cluster beam is shaped by a 1mmdiameter
aperture to roughly match the size of the IR laser beam that counter-propagates
the cluster beam and is loosely focused by a parabolic mirror.
After IR irradiation, clusters arrive in the extraction region of the reflectron
time of flight mass spectrometer (R.M. Jordan TOF products, inc.). Here, they
are ionized by a frequency-doubled dye laser (LIOP-TEC, ∼150 µJ pulse energy)
that crosses the cluster beam perpendicularly. The ions formed are accelerated
into the flight tube of the mass-spectrometer and detected using a micro-channel
plate detector.
IR spectra are recorded by varying the FELIX frequency while the UV photon
energy is fixed. We use a UV probe wavelength of 250.5 nm for Nb6C7 with IR
pulse energies in the range from 8 to 11 mJ; 248 nm for Nb3C3, Nb4C2, Nb5C4,
Nb5C5, Nb5C6, Nb6C2 and Nb6C6 with IR pulse energies from 6 to 13 mJ; 252.5
nm for Nb4C, Nb4C3, Nb5C, Nb5C2, Nb6C4 with IR pulse energies from 12 to 25
mJ. The spectra presented are IR power corrected.
All DFT calculations were carried out using the Vienna ab-initio simula-
tion package (VASP) [155]. We employed the projector augmented wave (PAW)
method [183, 184] in combination with the Perdew, Burke and Ernzerhof (PBE)
functional [185]. For some of the cluster sizes we performed a search for the
lowest-energy structures employing a genetic algorithm (GA) [163] in combina-
tion with DFT. The details of this method can be found in Ref. [186]. We use the
GA for the cluster sizes that have been studied earlier (Nb3C3, Nb6C6 and Nb6C7)
for test purposes. In cases when only two geometry candidates are reported
(Nb4C2 and Nb5C), the GA provides the third one and all three isomers for the
cluster sizes that were not studied previously (Nb6C2 and Nb6C4). Usually, our
search confirms the literature result, but in some cases new structures appear. All
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the other isomers presented here were constructed based on the results of earlier
works (see text for details) and optimized.
We use recommended PAWs with an energy cutoff of 400.0 eV. All forces
were minimized below 10−3 eV/Å. In order to eliminate intercluster interactions,
clusters were placed in a periodic box as large as 12 Å for Nb3C3 and 14 Å for
others. For the calculations a single k point (Γ) is used.
Presenting calculated structures we show C atoms in gray and Nb in green.
Bonds between the atoms are used to highlight possible building blocks in a
cluster. In the most complex structures we use numbers to mark the atoms in a
cluster and use the numbers for the detailed description of the geometric struc-
ture.
To facilitate the comparison of the experimental and calculated results we
show the experimental spectra with black circles accompanied by a three-point
adjacent average (red line). Calculated harmonic vibrational frequencies (red
sticks) are convolutedwith a 15 cm−1 FWHMGaussian line shape function (blue).
All frequencies for the isomers presented here are unscaled and the energies
contain zero-point vibrational energies (ZPVE).
5.3 Results
Nb3C3
Shown in the left panel of Figure 5.1 (a) is the experimental spectrum for Nb3C3
(the smallest cluster size investigated here). The structure of the strongest band
that spans the range from 600 to 800 cm−1 indicates that the band consists of
multiple vibrational modes. In the spectrum we distinguish peaks with maxima
at 418, 664, 700 and 745 cm−1. The increase of the signal on the left-hand side
of the spectrum suggests that there are bands in this spectral region that are not
fully resolved. The isomers for Nb3C3 presented in Figure 5.1 (b)-(d), left panel,
were found using the GA and were also previously reported [65, 205, 210].
The lowest-energy structure (3,3)A has Cs point group symmetry. It consists
of a Nb triangle with a pair of C atoms bound to its face from one side and a
single C from the other side.
Structure (3,3)B at 0.46 eV also has Cs point group symmetry. It is based on an
isoscelesNb3 trianglewith oneC atom attached to the face and the two remaining
C bound across separate Nb−Nb edges.
Candidate (3,3)C is 0.71 eV higher in energy compared to (3,3)A. It is not
symmetric and is formed by a Nb3 trigonal cluster with a pair of C atoms bound
to its face. One more carbon atom is bound to one of the edges of the triangle.
We assign structure (3,3)A to Nb3C3 due to the best correspondence between
the experimental and calculated vibrational spectra showing a triplet between
600 and 800 cm−1T˙he band at 425 cm−1 also nicelymatches the experiment. Isomer
(3,3)B is ruled out as the experimental peak at 747 cm−1 is absent in the calculated
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Figure 5.1: Experimental (panel (a), circles) and calculated (b)-(d) IR spectra of
Nb3C3 (left panel) and Nb4C (right panel). The red line is a three-point adjacent
average of the experimental data. Calculated discrete vibrational frequencies (red
vertical lines) are convolutedwith a 15 cm−1 FWHMGaussian line shape function
(blue). Color coding corresponding geometries: C−gray, and Nb−green.
spectrum. The spectrum for (3,3)Cdoes not contain peaks at lowerwavenumbers,
moreover the relative intensities for some of the peaks in the region 650−759 cm−1
are seriously underestimated.
Nb4C
In the experimental vibrational spectrum forNb4Cdepicted in Figure 5.1 (a), right
panel, we distinguish one strong peak at 685 cm−1. The increase of the signal near
300 cm−1 indicates the presence of at least one additional peak in this region. The
three lowest-energy isomers for Nb4C are graphically shown in Figure 5.1 (b)-(d),
right panel, together with the corresponding calculated spectra. Structures (4,1)A
and (4,1)B were constructed based on the results presented in Ref. [65, 210] and
optimized; structure (4,1)Cwas discussed in Ref. [210].
Candidates (4,1)A and (4,1)B both consist of a trigonal pyramid formed byNb
atoms. In the lowest-energy structure (4,1)A, that has Cs point group symmetry,
the C atom is threefold coordinated to the cluster. Structure (4,1)B has a C atom
bound to the edge of the pyramid, resulting in the excess of energy of 0.54 eV
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with respect to (4,1)A and a C2v point group symmetry.
Isomer (4,1)C is 2.58 eV higher in energy with respect to (4,1)A. Having C4v
point group symmetry it represents a square pyramid with the carbon atom
forming the top of the pyramid and the base constructed out of niobium atoms.
Assigning the spectrum for Nb4Cwe were mainly oriented on the best match
for the peak at 685 cm−1 in the experimental spectrum. From this consideration
the match for the calculated spectra related to structures (4,1)B and (4,1)C is
not very precise. Isomer (4,1)A is not only the lowest in energy, but also fits
the experimental result the best. If the experimental feature at 300 cm−1 can
be considered as a resonance, the predicted band at 350 cm−1 reinforces the
assignment. Therefore, we conclude that Nb4C was observed in the experiment
in the form of isomer (4,1)A.
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Figure 5.2: Experimental (panel (a)) and calcu-
lated (b)-(d) spectra of Nb4C2.
Figure 5.2 (a) shows the ex-
perimental vibrational spec-
trum for Nb4C2. It consists
of a broad band at 683 cm−1
that has an asymmetric form
which is an indication that
it consists of multiple vibra-
tional modes. Furthermore,
also between 350 and 450
cm−1 most likely multiple
modes are present.
Isomer (4,2)A was repor-
ted previously in Refs. [65,
205, 209–211]. The structure
has a tetrahedral base of
Nb with two faces separately
capped by C atoms and C2v
point group symmetry. Two C
atoms lie slightly-out-of plane
with respect to the Nb atoms
of the shared edge.
Candidate (4,2)B is 0.45
eV higher in energy than
(4,2)A. Previously reported in
Refs. [65, 210] the structure
hasC2v point group symmetry
and consists of two C atoms
bound across Nb4 butterfly motif formed by two Nb3 triangular planes sharing
one edge.
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Structure (4,2)C was found using the GA and is similar to (4,2)A despite the
energy difference of 0.98 eV between them. However, the C−C bond distance of
1.78 Å for (4,2)C is different from the value of 2.72 Å for (4,2)A. The out-of-plane
disposition of the two C with respect to the two Nb atoms of the shared edge in
case of (4,2)C is more obvious.
Although it is 0.98 eV higher in energy than the ground state, we nevertheless
assign the spectrum for Nb4C2 to (4,2)C. Candidate (4,2)B is ruled out by the ab-
sence ofmodes in the range 350 to 450 cm−1.While the triad of peaks predicted for
(4,2)A at 620, 685 and 741 cm−1 could be explained by the broad resonance at 683
cm−1, the peak with high intensity at 474 cm−1 was not observed in experiment.
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Figure 5.3: Experimental (panel (a)) and calcu-
lated (b)-(d) spectra of Nb4C3.
In the experimental spectrum
depicted in Figure 5.3 (a) for
Nb4C3, wemainly distinguish
one very broad band ranging
from 650 to 770 cm−1. The
broadness of the peak sug-
gests that it originates from
multiple vibrational modes.
Structure (4,3)A) is the
same as isomer A presented
in Ref. [65] and is calculated
to be the lowest in energy. It
hasC3v point group symmetry
and is based on a tetrahedral
Nb4 with three faces capped
by C atoms.
Structure (4,3)B is the
same as candidate B in
Ref. [210]. The isomer has C2v
point group symmetry and is
1.74 eV higher in energy than
(4,3)A. It is represented by a
Nb4 butterfly cappedbyoneC
atom on the side of the acute
angle and each Nb3 plane is
capped by one C atom on the
side of the obtuse angle.
(4,3)C possesses no symmetry and is 2.39 eV higher in energy than (4,3)A.
It is somewhat similar to structure C presented in Ref. [210]. The isomer can be
constructed from (4,2)A by replacing a single C on one side by a C2 unit.
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Due to the significant mismatch between the calculations and experimental
data in the region from 300 to 600 cm−1, the probability that candidates (4,3)C or
(4,3)B are detected in the experiment is very low. The best match in the vibra-
tional spectra for the lowest-energy structure manifests that Nb4C3 is most likely
realized in the form of (4,3)A.
Nb5C
The experimental vibrational spectrum for Nb5C shown in Figure 5.4 (a) contains
one strong feature that spans the range from 580 to 750 cm−1 and has a maximum
at 676 cm−1.
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Figure 5.4: Experimental (panel (a)) and calcu-
lated (b)-(d) spectra of Nb5C.
Panels (b)-(d) of Figure 5.4
show the isomers that we
found using the GA. The low-
est in energy structure (5,1)A
consists of a distorted Nb5 tri-
gonal bipyramid with a car-
bon atom attached to one of
the faces. Note that the struc-
ture possesses no symmetry
which is in agreement with
earlier results [146, 210].
(5,1)B at 0.21 eV consists of
aNb5 trigonal bipyramidwith
the axial atomsmarked by the
numbers 4 and 5, and the tri-
angle of the 1−3 atoms form-
ing the equatorial plane. Note
that structure (5,1)B has Cs
point group symmetry, while
a very similar isomer found
as second lowest in energy in
Refs. [146, 210] has C2v sym-
metry.
Structure (5,1)C that is 0.84
eV higher in energy than
(5,1)A was found using the
GA. The candidate does not
have any symmetry and is constructed from an asymmetric trigonal Nb4 pyr-
amid with one niobium atom bound to the longest edge and C capping the base
of the pyramid.
From comparison of the spectra in Figure 5.4 it follows that the best match
between theory and experiment is observed for isomer (5,1)B. The main vibra-
tional mode for candidate (5,1)C is shifted substantially compared to the ex-
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perimental maximum. For candidate (5,1)A the mismatch between theory and
experiment is obvious in the range from 550 to 750 cm−1, however, we cannot
exclude this candidate completely. If the spikes at 597 and 637 cm−1 can be con-
sidered as resonances, the spectrum can be generated by both isomers (5,1)A and
(5,1)B.
Nb5C2
The experimental vibrational spectrum forNb5C2 shown in Figure 5.5 (a) contains
one wide asymmetric band that covers the range from 580 to 750 cm−1 having
a maximum around 670 cm−1. Panels (b)-(d) of Figure 5.5 show candidates for
Nb5C2. Note that all the isomers were previously reported in Ref. [210] and the
two lowest in energy were also considered in Refs. [146, 210, 211].
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Figure 5.5: Experimental (panel (a)) and calcu-
lated (b)-(d) spectra of Nb5C2.
Candidate (5,2)A is the
lowest in energy and has Cs
point group symmetry. It is
formed by a Nb5 trigonal
bipyramid with two C atoms
bound to two adjacent faces.
Structure (5,2)B is negli-
gibly higher (+0.03 eV) in en-
ergy than isomer (5,2)A and
has C2v symmetry. It can be
constructed from (5,1)B, by
binding a C atom to the one
of the free sides of the 1−3 tri-
angle. Note that the latter has
2, 3 and 1, 3 sides equal in case
of (5,2)B.
Isomer (5,2)C is 0.73 eV
higher in energy than (5,2)A
and has Cs point group sym-
metry. The structure is con-
structed from a Nb5 rhombic
pyramidwith the base capped
by a C2 unit.
The pattern formed by the
strong peaks in the spectrum
for candidate (5,2)C does not
match with the experimental
observations, so we can rule this structure out. The vibrational modes predicted
for (5,2)A between 300 and 600 cm−1 are not present in the experimental spec-
trum although we cannot exclude that a rise in the signal around 330 cm−1 is a
65
5 Determination of the Geometric Structure of Neutral Niobium Carbide
Clusters via Infrared Spectroscopy
vibrational band. Due to the bestmatch between the theoretical and experimental
result we assign the spectrum for Nb5C2 to (5,2)B.
Nb5C4
The results of experiment and DFT calculations for Nb5C4 are presented in Fig-
ure 5.6. All three candidates were previously examined in Refs. [146, 210]. The
experimental spectrumdepicted in Figure 5.6 (a) is not completely resolved, how-
ever the structure of the two broad bands allow us to distinguish the peaks at 461,
552, and 669 cm−1. The latter is asymmetric and seems to contain an additional
peak around 710 cm−1.
0
5 0
 3
 2
 1
( 5 , 4 ) A
C s
0  e V
( 5 , 4 ) B
C s
0 . 1 0  e V
Gai
n
 
 
 
 
d )
c )
b )
a )
( 5 , 4 ) C
C 2 v
0 . 1 9  e V
0
1 0 0
 
0
1 0 0
 4
 
Abs
orp
tion
 inte
nsit
y (k
m/m
ol)
3 0 0 4 0 0 5 0 0 6 0 0 7 0 0 8 0 0 9 0 0
  
W a v e n u m b e r  ( c m - 1 )
Figure 5.6: Experimental (panel (a)) and calcu-
lated (b)-(d) spectra of Nb5C4.
The lowest-energy isomer
(5,4)A has Cs symmetry and is
based on aNb5 trigonal bipyr-
amid. Every face of one the
two pyramids is separately
capped by a C atom, while
only one face of the other pyr-
amid is capped.
Candidate (5,4)B is 0.1 eV
higher in energy compared to
(5,4)A and has Cs point group
symmetry. The structure is
based on theNb4 trigonal pyr-
amid formed by the Nb atoms
marked by the numbers 1−4.
Every separate face of the pyr-
amid is capped by one C atom
and one Nb atom is bound to
one of the edges of the pyr-
amid.
Isomer (5,4)C is 0.19 eV
higher in energy than (5,4)A
and is similar to (5,4)B. How-
ever, in this case the Nb
atom bound to the Nb4 pyr-
amid creates a mirror plane
between the two carbon atoms which results in C2v point group symmetry.
The match between the experimental and calculated spectra for (5,4)C is
the poorest mainly due to the shift of the predicted bands with respect to the
experimentally observed peaks at 461 and 669 cm−1 which allows us to exclude
the candidate from consideration. Comparing the intensity distribution of the
bands in the range from650 to 730 cm−1 for isomers (5,4)A and (5,4)B,we conclude
that the computed spectrum for the latter matches better with the experiment.
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Due to a quite high signal-to-noise ratio for the experimental spectrum, we can
clearly see that the peaks detected at 680 and 710 cm−1 perfectly match with the
strong peaks in the spectrum for (5,4)B, while the maxima of the bands for (5,4)A
are slightly shifted. Although (5,4)A cannot be completely excluded, the slight
difference between the calculated graphs allows us to assign the experimental
spectrum for Nb5C4 to structure (5,4)B.
Nb5C5
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Figure 5.7: Experimental (panel (a)) and calcu-
lated (b)-(d) spectra of Nb5C5.
The experimental IR spectrum
for Nb5C5 shown in Figure 5.7
(a) has two broad, but struc-
tured bands that are not com-
pletely resolved and cover the
ranges from 400 to 620 cm−1
and from 640 to 750 cm−1.
Both of them most likely con-
tainmore than one vibrational
mode. In the band that is loc-
ated at lower wavenumbers
we distinguish peaks with
maxima at 416, 492 and 525
cm−1 with the last one the
strongest in the spectrum.
All three isomers con-
sidered here for Nb5C5 were
taken from Refs. [146, 210].
Having Cs point group sym-
metry, the lowest-energy can-
didate (5,5)A can be construc-
ted from isomer (5,4)B by
pairing a C atom to the carbon
atom that caps the 1−3 plane.
Structure (5,5)B at 0.22 eV
has Cs point group symmetry.
It is constructed out of a Nb5
trigonal bipyramid with one face open and all the others capped by one C atom.
Structure (5,5)C that is 0.37 eV higher in energy with respect to (5,5)A pos-
sesses no symmetry. In this configuration one Nb and one C atom are bound to
one of the edges of a slightly distorted 2×2×2 cube formed by alternating Nb and
C atoms (vortices).
It is clear that the match between the spectrum in Figure 5.7 (d) and experi-
mental graph cannot be considered as satisfactory, mainly due to the substantial
shift of the strongest calculated band, so isomer (5,5)C can be ruled out. Exper-
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imental spectrum lacks the peaks predicted for (5,5)B at 590, 766 and 792 cm−1.
This allows us to rule out structure (5,5)B as well. At the same time the computed
spectrum for isomer (5,5)Amatches almost perfectly with the experimental one,
which confirms that Nb5C5 is realized in the form of the lowest-energy isomer
(5,5)A.
Nb5C6
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Figure 5.8: Experimental (panel (a)) and calcu-
lated (b)-(d) spectra of Nb5C6.
The two very broad and struc-
tured peaks that can be ob-
served in the experimental vi-
brational spectrum for Nb5C6
(Figure 5.8 (a)) are divided
by a dip at 590 cm−1. The
structure and the broadness of
the bands suggest that they
result from multiple peaks.
Even though these peaks are
not fully resolved, we can
identify seven maxima. All
the isomers considered here
for Nb5C6 are taken from
Refs. [146, 210] and reoptim-
ized. Other geometries can be
found in Refs. [205, 212].
Candidate (5,6)A has C2v
symmetry. It is formed by
Nb5 trigonal bypiramid with
atoms 4 and 5 being the axial
atoms and1−3 forming an iso-
sceles triangle that serves as
the equatorial plane. Two car-
bon atoms are bound across
the base of the triangle and
two C2 units are bound to the legs.
Isomer (5,6)B is substantially higher in energy (0.84 eV), which is consistent
with the energy difference reported in Refs. [146, 210] of 1.11 eV. The candidate
has C2v point group symmetry and can be made from (5,5)B by capping the open
face of the Nb5 bipyramid by a C atom. The equatorial plane of the bipyramid is
represented by an isosceles triangle with the base being shared by two C atoms.
Located relatively close to one another they form the shortest bond of the cluster:
1.47 Å.
Isomer (5,6)C is 0.90 eV higher in energy with respect to (5,6)A. In our case
the structure is slightly distorted from Cs symmetry reported in Ref. [210]. The
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isomer can be constructed from (5,5)A by adding a third carbon atom to the C2
unit.
The clear peak appearing in the experiment at 611 cm−1 is only predicted for
(5,6)A. At the same time the experimental spectrum lacks the relatively intense
bands located at 773 and 778 cm−1 in panels (d) and (c) respectively. The mis-
matches mentioned above make us doubt about the presence of isomers (5,6)B
and (5,6)C in the experiment. At the same time the spectra presented in panels
(a) and (b) match perfectly with each other: every peak predicted by the DFT
calculations seems to be spectroscopically confirmed. This allows us to assign the
experimental spectrum for Nb5C6 to isomer (5,6)A.
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Figure 5.9: Experimental (panel (a)) and calcu-
lated (b)-(d) spectra of Nb6C2.
The experimental vibrational
spectrum for Nb6C2 shown
in Figure 5.9 (a) contains one
strong, reasonably broad and
well-defined band centered at
652 cm−1, which potentially
can result from more than
one vibrational mode. All the
isomers presented for Nb6C2
were found using the GA.
The lowest-energy isomer
(6,2)A for Nb6C2 has C2v point
group symmetry. It is rep-
resented by two prisms with
Nb2C and Nb3 bases and a
common Nb4 lateral face. The
two base planes form angles
of 97.4 and 70.9◦ with the lat-
eral face.
Structure (6,2)B at 0.72 eV
is not symmetric and is based
on a distorted Nb5 trigonal
bipyramid constructed by the
atoms marked by the num-
bers 1−5. One carbon atom
caps the 1, 2, 5 face of one of
the pyramids and a pair of Nb
and C atoms bound to the adjacent 2, 3, 5 face of the same pyramid.
Candidate (6,2)C (+0.78 with respect to (6,2)A) is very similar to (6,2)B. How-
ever, the Nb−C pair in this case is bound to the C atom across the equatorial
plane of the bipyramid.
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The match between the spectra for candidate (6,2)A and experiment is close
to perfect. Indeed, the spectra presented in panels (a) and (b) have strong bands
that match in frequency and lack intense modes in the region from 350 to 600
cm−1. In contrast, (6,2)B and (6,2)C both have very intense peaks in this spectral
region that are not spectroscopically confirmed. It is obvious that the spectrum
for Nb6C2 has to be assigned to isomer (6,2)A.
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Figure 5.10: Experimental (panel (a)) and calcu-
lated (b)-(d) spectra of Nb6C4.
The experimental vibrational
spectrum (Figure 5.10 (a)) for
Nb6C2 exhibits two structured
bands separated by a dip
around 615 cm−1. Both bands
are relatively wide which is a
signature that the experiment-
ally observed signal for each
of them is generated by mul-
tiple vibrational modes. The
band on the left hand side
of the figure is clearly asym-
metric and has a maximum
at 515 cm−1 while the peak
at highwavenumbers has two
maxima: at 650 and 687 cm−1.
All the isomers presented for
Nb6C4 were found using the
GA.
Isomer (6,4)A is the lowest
in energy and has C2v point
group symmetry. It consists
of two identical Nb3C3 prisms
that have Nb2C and NbC2 tri-
angular bases. The twoprisms
share the NbC2 base. One Nb
atom is bound symmetrically
between the two carbon atoms of the edge of the shared base.
Candidate (6,4)B (+0.11 eV) has C2h point group symmetry and is also formed
by two identical Nb3C3 prisms that have NbC2 and Nb2C bases. However, in this
case the prisms are mirrored through the lateral face and are shifted with respect
to one another sharing only the C2 edge of the NbC2 base.
Isomer (6,4)C is 0.43 eV higher in energy than (6,4)A. (6,4)C does not have
any symmetry and is based on two trigonal Nb4 pyramids that aremarked by the
numbers 1−4 and 1,4−6. The pyramids share the edge marked by the numbers
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1 and 4 with a symmetrically bound carbon atom. Two more carbon atoms cap
separately two faces of the 1,4−6 pyramid and one C atom caps the 2−4 face of
the 1−4 pyramid.
It is clear, that due to themismatches between the spectra in panels (d) and (a)
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Figure 5.11: Experimental (panel (b)) and calcu-
lated (c)-(e) spectra of Nb6C6. Panel (a) shows
the infrared spectra for Nb6C6 obtained using
IR−REMPI technique in Ref. [60] (black solid
line) and phonon density for bulk NbC (green
dashed line) fromRef. [213]. Dashed sticks indic-
ate the frequencies of surface vibrational modes
from Ref. [214].
the probability that candidate
(6,4)Cwas observed in the ex-
periment is rather low. Even
thought there is a slight mis-
match in intensities for the
bands in the 620-750 cm−1 re-
gion, it looks obvious that
the calculations for candidate
(6,4)B give the best fit. How-
ever, we cannot rule out iso-
mer (6,4)A based on the cal-
culated spectrum. Taking into
account that the difference in
energy between them is rather
small, it is likely that the sig-
nal detected for Nb6C4 is pro-
duced by isomer (6,4)B but
can be affected by (6,4)A.
Nb6C6
All three isomers considered
here as candidates for Nb6C6
(Figure 5.11 (c)-(e)) were
found using the GA. The res-
olution of the experimental
spectrum for this cluster size
(Figure 5.11 (b)) is not ideal,
but sufficient for us to re-
cognize two wide bands that
likely originate from more
than one vibrational mode.
This assumption is confirmed
by the structure of the bandon
the left-hand side of the spec-
trum. It has two maxima at
478 and 525 cm−1, while the
peak on the right-hand side
has a single maximum at 670
cm−1, but clearly asymmetric
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in shape.
Figure 5.11 also shows the result of the IR−REMPI experiment (black solid
line) performed in Ref. [60]. The strong peak appearing in the region from 600
to 750 cm−1 was confirmed by the IR−UV experiment. At the same time, com-
pared to the spectrum in panel (a), the bands in the region 400−600 cm−1 are
much less pronounced and their maxima cannot be distinguished. The appeared
disagreement between IR−REMPI and IR−UV spectroscopies are likely caused
by the much more demanding excitation conditions for clusters to ionize, which
are more difficult to achieve at lower phonon energies. This was very clearly
observed in previous experiments on neutral niobium clusters [144].
Isomer (6,6)A is the lowest in energy and has C2v point group symmetry. It
consists of two identical Nb4 trigonal pyramids constructed by the atoms that
are marked by the numbers 1−4 and 2, 4−6. The pyramids have the common 2,
4 edge, and the 1, 2, 4 and 2, 4, 6 faces remain uncapped, while all the others are
capped by one carbon atom.
Candidate (6,6)B is negligibly higher in energy (+0.03 eV) and has C2v point
group symmetry. It matches with the structure reported as the lowest in energy
in Ref. [205]. It is based on two Nb4C4 2×2×2 nanocrystallites fused together.
The two Nb−C−Nb edges of the structure are different from each other with the
Nb−C bonds creating 146.9 and 173.4◦ angles.
Structure (6,6)C is very similar to (6,6)B but 0.44 eVhigher in energy. The slight
difference between the isomers lies in the Nb−C−Nb edges that are identical for
(6,6)C. This increases the symmetry from C2v to D2h for structure (6,6)C. The
interatomic distances in this case are also slightly different as compared to (6,6)A.
We found the computations for isomer (6,6)B to fit the experimental data the
best. For candidate (6,6)Awe observed a shift of the two bands in the region from
480 to 560 cm−1. The spacing for the doublet in the 650-750 cm−1 region predicted
for this structure also seems to be too large to fit into the experimental band. The
most pronounced peak predicted by DFT for candidate (6,6)C is substentially
shifted, which allows us to rule it out. Even though the energy difference between
the candidates (6,6)A and (6,6)B is negligible, it seems likely that the spectrum
recorded in the experiment mainly corresponds to isomer (6,6)B.
Nb6C7
The experimental vibrational spectrum for Nb6C7 depicted in Figure 5.12 (a) has
one strong peak located at 403 cm−1, two partly resolved bands with the maxima
at 474 and 522 cm−1 and one asymmetric wide band with the maximum at 673
cm−1, that likely originates from multiple vibrational modes. Figure 5.12 (b)-(d)
shows thegeometric structures thatwe consider as candidates forNb6C7 obtained
from the GA search. The two lowest-energy isomers match with the structures
studied in Ref. [205], while the third one only differs slightly in orientation of the
C2 unit with respect to the rest of the structure. Every isomer can also be obtained
from (6,6)C by replacing one C atom by a C2 unit. The isomer studied in Ref. [212]
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consists of two cubes with one carbon in the exact center of the structure, but
does not enter the triad of the lowest-energy isomers considered here.
(6,7)A has C2v point group symmetry. The additional C atom couples to
the existing C atom in one of the two Nb−C−Nb bridges in (6,6)B, forming a
Nb−C−C−Nb bridge.
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Figure 5.12: Experimental (panel (a)) and calcu-
lated (b)-(d) spectra of Nb6C7.
Candidate (6,7)B is 0.16 eV
higher in energy and has sym-
metry C2v. In this case the ad-
ditional C atom will particip-
ate in formation of the plane
that separates the two 2×2×2
cubes.
Isomer (6,7)C is 0.84 eV
higher in energy than with re-
spect to (6,7)A and possesses
no symmetry. It can be con-
structed from (6,6)A by bind-
ing an additional carbon atom
to one of the corner C atoms.
We can rule out both (6,7)B
and (6,7)C due to absence of
the vibrational mode at 403
cm−1 (maximum for the ex-
perimental data) in the com-
puted spectra and presence of
the intense peaks in the re-
gion from 560 to 610 cm−1
(dip in the experimental spec-
trum). At the same time the
almost perfect fit of the spec-
trum shown in Figure 5.12 (b)
to the experiment allows us to assign the vibrational spectrum for Nb6C7 to the
lowest-energy isomer (6,7)A.
5.4 Discussion
Thus, we have successfully determined the geometrical structures of a large
number of NbC clusters using IR−UV spectroscopy in conjunction with DFT
calculations. A summary of the assigned structures is shown in Figure 5.13. For
Nb3C, Nb6C, Nb6C3, Nb4C4 and other stochiometries that are not shown, we
have not been able to record spectra due to the differences in IEs [147] and the
UV photon energy range used in the current work. Additionally, the geometric
structures forNb3C2 andNb6C5 assigned in our resent study [204] are also shown.
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Figure 5.13:Evolution of the geometric structure ofNbC clusterswith the number
of atoms. The geometric structure for Nb4C4 depicted in the green box was
investigated in Refs. [65, 205, 209]. The isomers for Nb4C4 and Nb6C2 are shown
in two different perspectives. Bulk NbC crystal structure is depicted in the black
dashed rectangle.
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For some of the cluster sizes we observed formation of the bulk-like crystal
structure of NbC that has a fcc crystal lattice [215–217] (depicted in the black
dashed rectangle in Figure 5.13). The smallest fcc unit for the clusters of this
compound was reported for Nb4C4 (depicted in the green box) in Refs. [65,
205, 209]. It was shown that the most energetically favorable configuration is
represented by a 2×2×2 cube with alternating Nb and C atoms in the vertices.
In our study for Nb6C6 we have assigned the isomer that consists of two Nb4C4
fused together. Even though their shape is slightly distorted from the prefect
cubes, the disposition of the atoms in the cluster fits the fcc structure of bulk
NbC. Assigning any of the geometric structures presented in Figure 5.13 to the
other known phases of bulk NbnCm [216, 217] is rather difficult.
Studies of phonons in bulk NbC performed theoretically [218, 219] and ex-
perimentally [213, 220] are in a good agreement with each other. In Ref. [213] it
was shown that the phonon density of states (DOS) obtained by inelastic neutron
scattering has two bands within the frequency ranges from 140 to 240 cm−1 and
from 510 to 640 cm−1 (depicted in Figure 5.11 by the green dashed line). The latter
has a maximum at 560 cm−1, which fits in between the two bands detected in the
vibrational spectrum for Nb6C6. This mismatch illustrates the signature of the
cluster regime. The number of the vibrational degrees of freedom accompanied
by the discretization of the vibrational modes for the cluster can hardly result
in a vibrational spectrum somewhat similar to bulk. The reduction of the bond
length for Nb6C6 compared to bulk was also observed, resulting in stronger force
constants. In Ref. [215] it was reported that in bulk NbC the lattice constant a0
= 4.47 Å if the composition of the Nb/C ratio is 1/1 and decreases as the crystal
becomes deficient in carbon. We found that in Nb6C6 the value of the average
length of the Nb−C bonds is 2.09 Å which is lower than the bulk value taken as
a0/2.
The investigation of the surface optical phonon modes for (100) surface of fcc
NbC was performed in Ref. [214] by electron energy loss spectroscopy (EELS).
The study revealed the frequencies of 490 and 635 cm−1(shown in Figure 5.11 (a)
by vertical dashed sticks) that are quite close to the maxima of the two broad
bands obtained from IR−UV experiment for Nb6C6. The higher-frequency mode
was assigned as themotion of a carbon atomparallel to the surface, and the lower-
frequency one as perpendicular to it. It is obviously difficult to directly compare
these vibrations with the vibrational modes of the cluster. In our calculations, the
motion associated with the 483 cm−1 is a distortion of the carbon frame along
the Nb−C−Nb axis of the cluster. The mode at 670 cm−1 that we consider as the
carrier for the high-frequency band is assigned to the "breathing" motion of the
C atoms with respect to Nb frame and each other.
Further, we will discuss the evolution of the geometric structure of NbC
clusters as a function of the number of atoms.
1. NbxCx, x = [3:6]. Formation of bulk fcc units represented by cubic shape
structures with alternating Nb and C atoms was observed for clusters Nb4C4
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and Nb6C6 with an even number of Nb and C atoms. We found, however, that
formation of the bulk-like structure is not the case when x is odd. Candidates
(3,3)B and (5,5)C could obviously be considered as bulk-like structures. Instead,
isomers (3,3)A and (5,5)A were assigned. In both cases we found that pairing
of C atoms is rather favorable, leading to the geometries different from the bulk
structure.
2. NbxC2, x = [3:6]. The basis for Nb3C2 is the Nb3 triangle capped by two
carbon atoms from different sides. Increasing the number of Nb atoms, the Nb4
trigonal pyramid is formed with two separate faces capped by one C atom each.
Addition of next Nb atom transforms this pyramid to a Nb5 trigonal bipyramid
for Nb5C2. Nb6C2 can be considered from two perspectives: as resulting from
Nb5C2 if an additional Nb atom is bound to the equatorial plane, or as a Nb2C2
plane with two pairs of Nb bound to it from different sides.
3.Nb4Cy, y=[1:4].The evolutionof the clusters ofNb4Cy is simply represented
by a sequential capping of every face of the Nb4 pyramid by a carbon atom.
4. Nb5Cy, y =[1:6]. In Refs. [141, 146] a trigonal bipyramid was assigned for
bare Nb5. Subsequent formation of Nb5Cx clusters starts through binding of C
atoms in plane with the atoms of the equatorial plane of the Nb5 bipyramid
for Nb5C and Nb5C2. The bipyramid is distorted by displacement of the axial
atoms in such a way that they almost lie in plane with the two equatorial atoms
when Nb5C4 and Nb5C5 are formed. The original form of the Nb5 core is back
to the trigonal bipyramid when Nb5C6 is formed. Moreover, for the two largest
clusters of this series pairing of C atoms leads to formations of the Nb−C−C−Nb
bridges. It is interesting to note that the 2×2×3 nanocrystallite reported for Nb5C6
in Ref. [212] that would fit the structure of bulk NbC, was not confirmed by our
study.
5. Nb6Cy, y = [2:6]. The Nb6 basis for Nb6C2 is similar to the dimer-capped
rhombus structure found for Nb6 in Ref. [141]. The transition from Nb6C2 to
Nb6C4 is not fully clear yet as the experimental spectrum for Nb6C3 is not avail-
able. It is obvious that it must be more complicated than just a simple addition
of two carbon atoms to the existing Nb6C2, as the latter does not fit into Nb6C4
as a building block. Nb6C4 has two slightly distorted from the perfect cube units
joined together with one carbon atommissing in the vertexes of each unit. When
the missing vertices are filled by C atoms one by one, Nb6C5 and Nb6C6 are
formed. The extra C atom added in Nb6C7 joins one of the C atoms in the plane
that is shared by the two units and forms a Nb−C−C−Nb bridge.
It is interesting to note that the experimental vibrational spectra for Nb4C,
Nb4C3, Nb5C and Nb5C2 are rather similar, having the strongest band centered
in the vicinity of 680 cm−1 and the intensities of the other vibrational modes
negligibly low. In the geometric structures for the assigned isomers a common
signature is present for these species: all of them are based on either (distorted)
pyramid or bipyramid with triangular basis. The vibrational modes predicted by
DFT in the 600−800 cm−1 region for all these clusters include a motion of carbon
atom(s) with respect to the Nb frame. In case of Nb4C3 and Nb5C2 in this region
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there are also ’breathing’ modes, characterized by the motions of the C atoms
also with respect to each other.
5.5 Conclusions
In conclusion, we have employed two color IR−UV spectroscopy to record vibra-
tional spectra of neutral niobium carbide clusters in the 350−850 cm−1 spectral
range. We have demonstrated that for NbC clusters the technique allows one
to obtain vibrational spectra for a variety of clusters simultaneously with the
improved resolution as compared to the IR−REMPI technique used for these
species earlier. Using DFT calculations we were not only able to assign the geo-
metric structure for every size of NbC clusters presented here but also track the
evolution of cluster structure as a function of the number of atoms that it contains.
We confirmed experimentally the appearance of the bulk-like crystal NbC
structure for small clusters down to twelve atoms. At the same time, however, the
combined experimental and computationalmethods used in this chapter allowed
one to discern the differences in the bond distances and slight deviation of the
fcc-like cluster geometric structure for Nb6C6 from bulk NbC crystal structure.
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6 Direct IR Spectroscopic Detection
of a Low-Lying Electronic State in
a Metal Carbide Cluster
The electronic structure of metal clusters is notoriously difficult to detect spectro-
scopically, due to rapid relaxation into the ground state following excitation. In
this chapter, we have successfully used IR multiple photon excitation to identify
a low-lying electronic state in a tantalum carbide cluster. The electronic excitation
is found at 458 cm−1, and is confirmed by experiments on isotopically labeled
clusters, as well as by time-dependent density functional theory (TD-DFT) cal-
culations.*
* Adapted from: V. Chernyy, R. Logemann, A. Kirilyuk, and J. M. Bakker "Direct IR spectroscopic
detection of a low-lying electronic state in a metal carbide cluster", submitted for publication
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6.1 Introduction
The electronic structure of atoms andmolecules is one of themain factors determ-
ining their physical and chemical properties, perhaps only rivaled in importance
by the geometric structure. In clusters - particles consisting of a few to several tens
or hundreds of atoms - the transition between atomic and bulk regimes of matter
is well illustrated by the steady increase in the density of states, initially con-
sisting of discrete electronic states, but gradually merging into a band structure
familiar in bulk.
The most direct way to map the electronic structure is through spectroscopic
characterization, usually in combination with mass-spectrometric separation of
clusters that tend tobeproduced indistributionsof various sizes. For clusterswith
a net negative charge, mass-selection followed by photodetachment has allowed
for the detection of electronic states in the neutral cluster through evaluation of
the kinetic energy of the emitted electron. It should be noted, though, that this is
limited to the geometric structure of the anion, which is not necessarily that of
the neutral [221, 222].
For neutral clusters, the spectroscopic characterization of electronic struc-
ture is complicated by the need to absorb a further photon to ionize and mass-
spectrometrically detect clusters. The possibility to absorb this second photon is
hampered by a rapid relaxation of the excited state, especially for clusters con-
taining transition metal atoms, whose partly filled d-shells give rise to a very
large number of electronic states. It is perhaps illustrative that conventional spec-
troscopic techniques to probe electronic structure such as resonance-enhanced
multiphoton ionization - standard for large organicmolecules (for instanceGram-
icidin, C99H140N20O17 [99]) - have not been successful for systems larger than
metal dimers or trimers [41].
In Chapter 4, we have studied how the excitation of pure vibrational coordin-
ates can be followed by a relaxation into electronically excited states through vi-
bronic coupling. This way, low-lying electronic states are revealed by the appear-
ance of extra structure in the photoionization spectrum [105, 204]. The electronic
states had energies of approx. 0.3−0.5 eV above the ground state, and their detec-
tion efficiencywas consistentwith a thermal occupation, requiring the absorption
of a large number of IR photons. Of course, the reverse of this process, dissipation
of electronic excitation energy by vibrational coordinates is widely known, for
instance as the origin of IR emission by interstellar molecules [223, 224]. It is thus
not unreasonable to expect that purely electronic transitions could be detected,
having the same signature as vibrational transitions. Here, we report such an
observation, namely the direct detection of a low-lying electronic state.
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We detected this low-lying electronic state in the neutral Ta5C3 tantalum carbide
cluster through IR-UV spectroscopy in the 300−800 cm−1 IR spectral range. The
experimental setup is coupled to the FELIX laser (see Chapter 2). Briefly, TaC
clusters are produced by laser ablation of solid tantalum in the presence of helium
seeded with 1 % methane, similar to previous studies on these clusters [60, 225].
The carrier gas is pulsed into a clustering channel allowing for tantalum carbide
formation until the mixture of clusters and carrier gas expands into vacuum. The
beam is collimated by a 2 mm skimmer before being further shaped by a 1 mm
diameter aperture. Before the aperture, all charged species are deflected out of
the beam by two electrically biased plates.
The clusters are irradiated by an IR laser pulse produced by FELIX before
being ionized by a ns duration pulse of a frequency-doubled dye laser. It is
important to note that the IR pulse consists of a 12 µs duration pulse train of
transform limited ps duration pulses, with a 1 ns time separation. This pulse
structure has in the past been a decisive factor in efficiently pumping of vibra-
tions [226], thereby allowing the time in between pulses for an energy transfer
into the vibrational bath assisted by the intramolecular vibrational relaxation
(IVR). TaC clusters are known to exhibit a strong coupling between vibrational
and electronic systemswhich can, if a vibration is pumpedwith sufficient IR light,
result in thermionic emission [60]. We here attenuate the IR laser sufficiently to
suppress all direct ionization. The photon energy of the probing dye laser (4.80
eV) is chosen close to, but still below the photoionization threshold of 4.81 ± 0.05
eV reported for Ta5C3 [227]. The UV pulse energy is reduced to 100−120 µJ, in or-
der to avoid extensive multiphoton ionization. After interaction with both lasers,
all ions formed are extracted into a reflectron time-of-flight mass spectrometer
with a mass resolution M/∆M ≈ 1800 and registered on a multi channel plate
detector.
6.3 Results and Discussion
The experimental spectrum is shown in twoparts,where the 100−350 cm−1 region
is scaled to enhance visibility of the structure. This part was recorded at 2.5−16.4
mJ IR pulse energies, while in the 350−900 cm−1 region the pulse energies range
from 0.04 to 0.09 mJ. Both parts of the spectrum are IR power corrected. In the
low-energy one, we distinguish at least 3 peaks with maxima at 137, 156 and 192
cm−1. In the high-energy region, we observe maxima at 458, 570, 610, 667, 742
and 854 cm−1.
To interpret the spectra, we carried out Density Functional Theory (DFT) cal-
culations. The wealth of possible geometric structures was mastered employing
a genetic algorithm (GA) [163] that controls the Vienna ab-initio simulation pack-
age (VASP) [155], and found three lowest in energy candidates. To verify whether
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Figure 6.1: a) - experimental IR spectrum for Ta5C3 (circles) accompanied by a
three-point adjacent average (blue line). b)-d) - vibrational frequencies (red sticks)
calculated for different Ta5C3 isomers (insets) convoluted with a 15 cm
−1 FWHM
Gaussian line shape function (blue). Green - calculated electronic transition. Color
coding corresponding geometries: C-gray, Ta-blue.
the structures are true minima and to compare to the experimental spectra, the
selected isomers were further optimized in VASP, and the harmonic frequencies
were calculated. Clusters are placed in a 20 Å periodic box, and standard recom-
mended projector augmented wave (PAW) potentials [183, 184] with an energy
cutoff of 400.0 eV and a single k point (Γ) are used. All forces were minimized
to below 10−3 eV/Å. Since bulk TaC is metallic and superconducting at low tem-
peratures [228] we use the Perdew, Burke and Ernzerhof (PBE) functional [185].
We also calculated the vibrational spectra using revTPSS and B3LYP, and the
comparison of the results confirms that the Ta5C3 cluster is best described by the
PBE functional.
The calculated IR spectra for the three lowest-energy isomers are presented
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in Figure 6.1 (b)-(d). Isomers are characterized with their relative energies with
respect to the lowest-energy structure (isomer A), taking into account the zero-
point vibrational energy. The vibrational frequencies presented are unscaled and
depicted by red sticks, as well as by a convolution (blue) with a Gaussian line
shape function with a 15 cm−1 width (FWHM).
All three lowest-energy isomers found for Ta5C3 are based on a trigonal Ta5
bipyramid, whose equatorial plane is represented by an isosceles triangle. The
triangle does not act as a mirror plane for the bipyramid as the two pyramids
that it separates are not identical. However, a mirror plane perpendicular to the
equatorial plane is present for all the isomers and results in a Cs point group
symmetry for each structure.
The lowest-energy isomer A found here confirms previously reported res-
ults [227] and consists of one pyramid where each face is capped with a C atom,
while the other pyramid remains uncapped. Structures B and C are found at
substantially higher energies (+1.320 eV and +1.323 eV with respect to A, re-
spectively) and have a more spread-out distribution of the C atoms. Therefore,
the energetics of the calculated structures alreadyheavily favor structureA. Addi-
tionally, the comparison between calculated and experimental vibrational spectra
also points at the presence of this structure. Each of the seven experimental res-
onances indicated by dashed lines are also found in the calculated vibrational
spectra (blue) ofA, and none of the pronounced calculated resonances is missing.
One would thus be tempted to assign the spectrum of Ta5C3 directly to structure
A, were it not for the looming presence of the pronounced band centered at 458
cm−1.
If not vibrational, what is then the origin of this band? For this, we note that in
Chapter 4, we found low-lying electronic states at 0.35 eV, and that the TaC dimer
anion exhibits an electronic state at 0.362 eV [229]. It is thus not unreasonable
to suspect that Ta5C3 can also exhibit such low-lying states. The energies of
the Kohn-Sham orbitals for isomer A obtained employing the ground-state DFT
calculations strengthens our hypothesis.
To investigate this aspect computationally,we employed time-dependentDFT
(TD-DFT), a perturbative extension of regular DFT for time-dependent, oscillat-
ing external potentials [165, 230], to calculate the twenty lowest electronically ex-
cited states and their associated oscillator strength. Thismethod has been demon-
strated to yield satisfactory electronic excitation spectra for finite systems [231].
We used TD-DFT as implemented in ADF2016 [152, 153], at the PBE/QZ4P level
(no frozen core), using the zeroth order regular approximation to account for the
relativistic effects. Since ADF uses Slater-type orbitals rather than plane waves as
basis, each isomer was re-optimized. The geometry re-optimization resulted in
an average difference in coordinates of less than 0.006 Å and a 0.5 meV difference
in the lowest electronic excitation energy. To ensure consistency, we recalculated
the vibrational spectrum, which was essentially identical to the VASP calculated
one.
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Figure 6.2: TD-DFT calculated electronic excit-
ation energies for Ta5C3, isomer A. The exper-
imentally observed electronic excitation at 476
cm−1 is marked by an asterisk.
The excitations found are
displayed in Figure 6.2, and
a surprisingly good match
is found for the lowest ex-
citation, at 476 cm−1, com-
paring very favorably with
the experimentally found 458
cm−1. The electronic transition
has an oscillator strength of
2.8 · 10−4, and the correspond-
ing transition dipole moment
is oriented perpendicular to
the equatorial Ta3 plane. Note
that we also converted the os-
cillator strength into the ab-
sorptivity [232] which we plot
on the same scale with the
vibrational transitions in Fig-
ure 6.1 (b), in green.
To experimentally verify the hypothesis that the 458 cm−1 resonance corres-
ponds to an electronic transition, we used isotopic substitution of the carbon
atoms to study a possible frequency shift of the band. By seeding the helium
carrier gas with a 1:1 mixture of 12CH4 and
13CH4 we produce a 1:3:3:1 distri-
bution of Ta5 12C3:Ta5 12C2 13C:Ta5 12C 13C2:Ta5 13C3, as is shown in panel (c) of
Figure 6.3. By creating this isotopic mixture, a simultaneous measurement of the
vibrational spectra of Ta5C3 with
12C and its fully substituted 13C isotopologue
is enabled, reducing uncertainties in calibration. The simultaneous measurement
is at the expense of the number of produced clusters per carbon isotopologue. To
compensate for this, we increased the IR laser pulse energy to 0.3-0.4 mJ, which
could lead to a slight broadening of the observed bands, but does not change the
peak center position. We fit the most pronounced peaks to a Gaussian line shape
function (indicated by the thick solid lines in Figure 6.3 (a)) to determine the
band centers. From this procedure, we find that the three highest energy bands
shift roughly by 20−30 cm−1, while the 458 cm−1 band only exhibits a negligible
shift. This confirms the electronic nature of the band as the electronic transition
is in first approximation insensitive to isotopic substitution. For completeness,
we also calculated the electronic energy transition for Ta5 13C3 and found it to
be identical to that for Ta5 12C3. Note that in panels (a) and (b) all the data are
plotted on the same scales. This allows one to compare the relative intensities of
the bands presented on each panel.
It is of course not a surprise that cluster systems, with their wealth of possible
electronic configurations, exhibit low-lying states. However, to the best of our
knowledge, this is the lowest directly detected electronic state. Moreover, the
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Figure 6.3: Experimental (a) and calculated (b) IR spectra for Ta5 12C3 (blue) and
Ta5 13C3 (red). Numbers indicate the experimental and calculated isotopic shifts
(in cm−1). Thefits of themost intensepeakswith theGaussian line shape functions
are shown by thick lines. c) - mass spectrum; peaks corresponding cluster sizes
(from left to right): Ta5 12C3:Ta5 12C2 13C:Ta5 12C 13C2:Ta5 13C3.
method of detection, i.e., through IR-multiple photon excitation appears to be the
key. If the IR excitation frequency is fixed, and the UV photon energy is modified,
a rather broad enhancement in gain is observed, regardless of whether electronic
(458 cm−1) or vibrational (742 cm−1) bands are excited. Both of these UV spectra
are similar to the curves presented earlier for clusters excited vibrationally [105,
204]. This points at a statistical redistribution of the energy over the vibrational
states absorbed in the electronic excitation detected in this work.
The presence of an electronic excitation at energies comparable to the vibra-
tions could lead to unexpected new physics, for instance to an enhanced electron-
phonon coupling.Whilewe are unable to predict such far-reaching consequences,
we do note that in our experiments to probe vibrational bands of Ta5C3 we used
IR pulse energies that were an order of magnitude lower than required for obser-
vation of the vibrations for niobium carbide clusters (e.g. Nb6C4−7 in [204, 233]),
even though the calculated IR intensities are similar. We believe that the possibil-
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ity to use such a low pulse energy in the case of Ta5C3 is enabled by the presence
of the low-lying electronic state, providing an enhanced intramolecular energy
redistribution process.
6.4 Conclusions
In conclusion, we performed spectroscopic investigations of the Ta5C3 cluster
in the far infrared spectral region, and have unequivocally observed a direct
transition to a low-lying electronic state. This is evidenced by excellent agreement
between calculated and experimental vibrational spectra for the lowest energy
calculated isomer, aswell as by experiments on 13C labeled Ta5C3 clusters. During
the investigations, the electronic band exhibited no shift, while for the observed
vibrational bands the predicted change in frequencies was in a perfect agreement
with theory.
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In this chapter,we investigate the electronic excitationdynamics in TaC clusters in
the gas phase,with different compositions of Ta andC. Experimental studieswere
performed employing ultrashort laser pulses with three different wavelengths:
266, 400 and 800 nm. This enables the exploration of the relaxation dynamics of
electronic states lying in various energy regions. The studies were performed at
relatively high light intensities allowing for multiphoton processes as well. Our
experimental investigations reveal relaxation time scales ranging from hundreds
of femtoseconds to nanoseconds. We demonstrate that the relaxation dynam-
ics for smaller species strongly depends on the photon energy for both pump
and probe pulses. Smaller clusters containing up to 5 atoms can exhibit longer
relaxation times, while the larger ones (5-10 atoms) are dominated by ultrafast
processes, likely due to the increasing electronic density of states. *
* Adapted from: V. Chernyy, R. Logemann, D. Dieleman, J. Jalink, J. M. Bakker, and A. Kirilyuk
"Electronic relaxation dynamics in TaC clusters", submitted for publication
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7.1 Introduction: Relaxation Pathways in Clusters
Exploration of the relaxation dynamics in nanometer and subnanometer particles
is a fascinating research topic, as it allows one to shed light on the details of the
energy transfer processes in finite systems. As opposed to bulk, the electronic
Density Of States (eDOS) in these particles is discrete rather than continuous due
to quantum confinement. This results in lowering the rate of the electron-electron
scattering [100, 101], thus increasing the relaxation time [234]. On the other hand,
due to the reduced screening effect, resulting from the reduced electron dens-
ity [235], the relaxation rate in nano- and subnanoparticles is expected to be
higher compared to bulk. This effect was observed in silver nanoparticles [43].
The investigation of the electronic excitation dynamics in gas phase clusters is
even more intriguing, as the dynamics of the relaxation process can be examined
for a countable number of atoms, as a function of the cluster size.
As the electronic system of a cluster is excited by an optical pulse, a number
of relaxation pathways are possible. One of the fastest processes for the energy
redistribution, even in clusters, is the above mentioned electron-electron scatter-
ing, schematically shown in Figure 7.1 (a). Upon optical excitation of an electron
to a level above the Highest Occupied Molecular Orbital (HOMO, left-hand side
of the figure), it transfers a fraction of its energy to another electron below the
HOMO. This induces the transition of the latter electron to an excited state. The
process is repeated involving other electrons, until an equilibrium in the elec-
tronic system is reached. The electron-electron scattering rate strongly depends
on the number of electronic levels (or eDOS) - themore electronic states, the faster
the process [234].
In Ref. [101] the fast initial relaxation times of excited electronic states in Ni−3
thatwas found to be 215± 50 fs,were attributed to the electron-electron scattering.
For Ni−3 , Pd
−
3−7, and Pt
−
3 the same group found relaxation times ranging from 50
to 200 fs [96, 101, 234], that are also attributed to the electron-electron scattering.
Later investigations of aluminum clusters (Aln, n = 6 - 15) [102] revealed the
relaxation rates for all the clusters containing from 6 to 15 atoms to be around 2-3
times slower than for Pd−3−7 and Pt
−
3 , but on the same order.
It is remarkable that Al−13 that does not have excited electronic states below
the excitation energy used in that work (1.5 eV) also enters this group. As the
electron-electron scattering cannot explain the relaxation time for this cluster, an-
other mechanism (internal conversion, IC) for the fast relaxation was developed
(see Figure 7.1 (b)) [236, 237]. Upon excitation, the cluster is perturbed to an
excited electronic state which leads to a Jahn-Teller shape deformation of the
near-spherical cluster into an ellipsoid form. Upon this distortion, the energies
of the electronic orbitals shift, which can lead to a crossing of the potential en-
ergy surfaces. The system can then cross onto another potential energy surface,
where the Jahn-Teller distortion, which can be seen as a coherent collective vi-
brational excitation [237] is transferred into a heated vibrational system [237].
Even though this radiationless relaxationmechanism is shown on the example of
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Figure 7.1: a) - schematic representation of the electron-electron scattering pro-
cesses upon optical excitation (green arrow). An electron (red sphere) is trans-
ferred into an excited state, afterwhich it can transfer its energy to other electrons,
leading to their re-distribution. b) - schematic representation of the electronic re-
laxation mechanism via shape distortion for the clusters that are labeled on the
right hand side. The stars indicate the positions of the 2, 7, 8, 20, 40 and 58 electron
clusters. Figure adapted from Ref. [236].
closed shell Al−13, it is valid for open-shell clusters as well [237]. It was employed
in Ref. [236] to explain the relatively short relaxation times (100−600 fs) in Ag−n , as
the electronic structure of these small clusters contain large energy gaps between
electronic levels.
The relaxation can also occur via the electron-phonon coupling [75] described
in Chapter 1. In this case, nuclei can gain potential and kinetic energy at the
expense of the electronic system. This process is repeated until the temperatures
of the vibrational and electronic systems match. Typical relaxation times for the
electron-phonon coupling in clusters are on the order of picoseconds [100, 103,
104, 238]. For some clusters, however, e.g. Al−6−12,14,15, Ni
−
3 , this process can span
times as short as hundreds of femtoseconds [101, 102, 236].
Here, a principal difference between the drain of energy through the electron-
phonon coupling and the IC process must be described. The relaxation time of
the former is inhibited by existence of a so-called ’phonon bottleneck’. The theory
of the bottleneck issue is well-developed for quantum dots [239–242], where it
appears because of the reduced number of electronic states that satisfy energy
conservation in a phonon-assisted processes [242]. When the energy difference
between the electronic levels exceeds the phonon energy a multiple number of
phonons is required for relaxation. Even though the phonon bottleneck issue
is less pronounced when the interlevel separation matches the total energy of
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multiple phonons, the total relaxation rate decreases with the required number
of phonons. In Ref. [241] it was shown theoretically that one-phonon process rate
is ∼1015 s−1, while inclusion of a second phonon (second-order process) gives
value of ∼1011.
The electronically excited system can emit a photon and fall back to a ground
state. This process takes place on the timescale of nanoseconds and longer [27,
28, 236, 243]. An isolated cluster can also cool down via dissociation. In this case,
it can fragment if the photon energy deposited into the system is high enough
to overcome the binding energy of one of the cluster bonds [244]. The typical
time scale of this process is from tens of picoseconds [236, 245] to microseconds
[244, 246]. As no fragmentation signatures were detected in our experiment, we
will discuss the details of this process.
By investigating the dynamics of clusters in this chapter we aim to com-
plement the relatively new and developing area of ultrafast electron relaxation
processes, that is nowadays primarily limited to PES measurements of anions.
Our interest in TaC clusters for this experiment is driven by the possibility to in-
vestigate the influence of the various Ta/C ratios on the electronic structure, thus
revealing the relaxation dynamics of clusters. Moreover, in Chapter 8 it will be
shown that there is a possibility of an IR-UV pump-probe experiment on a pico-
second scale for revealing the dynamics of the vibronic coupling in Ta5C3. Thus,
characterization of the behavior for this cluster upon interaction with ultrashort
laser pulses is highly desirable.
The work has been performed in the setup described in detail in Chapter 2.
Wewill start with the laser intensity dependence of the cluster ionization yield to
explore the effect of multiphoton ionization for three different photon energies.
Afterwards, the time-resolved spectra will be presented, accompanied by basic
explanations of the excitation processes.
7.2 Intensity Dependence of Cluster Ionization Yield
In this section, we examine the cluster ionization behavior under an intense laser
radiation as a function of the light intensity. These power dependence measure-
ments allow one to determine the number of photons required for ionization of
a cluster with a certain ionization energy (IE) using a given photon energy, and
to choose the laser power for the time-resolved measurements. Figure 7.2 shows
examples of the power dependence of atomic Ta and the Ta5C3 cluster (panels (a)
and (b)). Since the scales for both X and Y axes are logarithmic, the slope of the
straight line fitted to experimental data gives the number of photons required
for ionization (n) [150]. At higher intensities, a possible slope change would
also point at a transition to a different ionization regime, such as strong field
ionization [247]. However, this is not the case for the clusters and light intensities
studied here.
The slope for atomic Ta was found to be 5. The ionization energy is 7.55
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Figure 7.2: a), b) - ion yield for Ta and Ta5C3 as a function of laser intensity
recorded at 800 nm (black) and 400 nm (red). c), d) - ion yield for Ta2 and Ta3
as a function laser intensity when ionized with 400 nm only (black) and with a
combination of 400 and 800 nm (red). The 800 nm light intensity was fixed at
∼1·1012 W/cm2.
eV [248, 249], which for the photon energy 1.55 eV gives n = 5 as the minimum
number of photons needed for ionization. It is consistent with the experimental
result. For Ta5C3, the IE determined from the photoionization measurements in
this work is 4.80 eV, which for 800 nm requires absorption of at least 4 photons.
This is in agreement with the power dependence measurements, where the slope
of the fit is 4. Note that the situation with a cluster is slightly different compared
to the an atom. As the ionization threshold for a cluster is much less sharp than
that for an atom (due to the Frank-Condon principle), the maximum ion yield is
often found at energies higher than the calculated ormeasured adiabatic IE. In the
multiphoton process this could, in principle, result in a larger n than expected for
the threshold energy. However, as the difference between IE and the maximum
of the ion yield in the photoionization measurements is at most several meV, this
is not observed for Ta5C3.
The number of photons required for ionization changes with wavelength. As
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an example, Figure 7.2 shows the ion yield as a function of the 400 nm light
intensity (panels (a) and (b), red). In both cases, for atomic Ta and Ta5C3, as
expected, the slope is twice as shallow compared to 800 nm: 3 and 2, respectively.
In order to determine the influence of the second color on the multiphoton
ionization process, we performed power dependence measurements using 400
and 800 nm (Figure 7.2, (c) and (d)). Here, Ta2 and Ta3 are ionized in two different
ways: through a multiphoton process with 400 nm light only (black), or by a
combination of 400 and 800 nm (red). In the latter case, the time delay between
the two pulses was set to 0. For Ta2 we calculated an IE of 6.37 eV, while for Ta3 an
experimental IE of 5.60 eVwas reported in Ref. [227]. For Ta2 andTa3 to be ionized
with 400 nm light, 3 and 2 photons are required, respectively. This is in a perfect
agreement with the slope values of the linear fit. When ionized using two colors,
the slope values are 2 and 1, respectively. From the values of the IE we conclude
that Ta2 has absorbed at least one 800 nm photon, while Ta3 must have absorbed
at least two. Thus, we note that at the intensities of 0.8-1.5·1012 W/cm2 of 800 nm
used in pump-probe experiments described below, multiphoton excitation can
take place.
7.3 Time-ResolvedMeasurements onPicosecondand
Subpicosecond Scale
In this section, we investigate the ionization process employing ultrafast laser
pulses in a time-resolvedmanner. Themeasurements are performed as a function
of the time delay between the two pulses, which allows one to detect the cluster’s
relaxation time.
In order to perform a systematic data analysis of the relaxation times, the
spectra are fitted to an exponential function of the form:
I(t) = I0 + A · exp
(
− |t|
tR
)
. (7.1)
Here, I(t) is the ion yield, I0 is an offset attributed to residual multiphoton ion-
ization from the two beams separately, A is the enhancement amplitude, t is the
time delay with respect to the overlap, and tR is the enhancement signal decay
time constant.
7.3.1 One-Color 800 nm Time-Resolved Investigations
In this section, we study the ionization dynamics of clusters using two pulses
of the same wavelength (800 nm). We will present experimental spectra where
the vertical axes correspond to the detected ion yield, and the horizontal ones to
the time delay between the two pulses. Horizontal axes contain the time zero,
the point where we independently established to find the temporal overlap, and
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Figure 7.3: Ion yield as a function of the time delay between two 800 nm pulses
for the Ta atom and different cluster sizes. Blue - exponential fit.
extend over both negative and the positive times. These are related to the change
of the order in which pulses arrive at the spatial overlap point.
Typical examples of the cluster signal as a function of the time delay between
two 800 nm laser pulses are shown in Figure 7.3 in red. All the time-resolved
spectra presented, and those for the other cluster sizes that are not shown, appear
very similar. All of them possess a peak-like behavior with the maximum at time
zero. Some of the profiles look clearly asymmetric (e.g. Ta2C). The asymmetry is
likely caused by a slight spectral difference of the two pulses after the splitting
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with 800 nm pulses. The area in gray represents the times that cannot be resolved
under the given experimental conditions.
of the initial 800 nm pulse, see Appendix.
The lifetime of an excited state in an atom is expected to range from several
to a few hundreds of nanoseconds [250], as transitions from a higher to lower
state in a collision free environment can only be caused by spontaneous emission.
The time features on a subpicosecond scale would illustrate the autocorrelation
function of the laser pulses. Recorded in this manner time-resolved spectra for
two-photon transition can be used to determine the laser pulse duration, see
e.g. Ref. [251]. In our case, the atomic pump-probe spectrum serves for char-
acterization of the temporal resolution of the experiment in case of high-order
multiphoton transitions. The temporal resolution is a priori not known with high
precision, as the initially employed ∼120 fs optical pulse stretches after passing
through the optical elements of the experimental setup.
The relaxation time for eachdetected cluster is shown in Figure 7.4.Weassume
that the time constant (including the error bar) found for the atomic Ta ioniza-
tion yield is representative for the overlap induced intensity enhancement. The
enhancement is indicated by the grayed area in the graph. As can be seen, thema-
jority of the relaxation times extracted appear to be due to the non-instantaneous
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rise time of the laser pulse. The detection of the processes taking place on times-
cales faster than ∼195 fs are impossible at the current experimental conditions.
There are two clusters that possess relatively long relaxation times that at first
glance require special attention: Ta2C and Ta5C. It turned out, however, that this
is the effect of the peak asymmetry, which is the result of the slight spectral
difference between the two pulses, mentioned above and shown in Appendix.
Moreover, large deviations of the relaxation times from average (around 160 fs)
are often accompanied by lower signal-to-noise ratios (compare error bars for Ta2
and Ta5C, and qualitatively the signal-to-noise ratios for these clusters in Figure
7.3). Thus, the investigation of the relaxation processes employing one-color 800
nm pulses at the current experimental conditions is rather challenging. Further
we will employ two pulses that dramatically differ in the photon energy for
pump-probe experiments.
7.3.2 Two-Color 800-400/266 nm Time-Resolved Experiments
In this section, we investigate the time-dependent ionization yield of clusters
using a combination of pulses of two different wavelengths: 800 nm is combined
with either 400 or 266 nm. In all the experiments shown below, positive times
correspond to the pulse sequence where 800 nm arrives first, followed by the
pulse of the second color. Negative time values correspond to the reversed pulse
sequence.
Themeasurements belowwill yield relaxation times that range from∼100-110
fs, which we attribute to multiphoton ionization at temporal overlap of the two
pulses, to times exceeding nanoseconds. For each of the cluster sizes studied,
we will propose a possible excitation route. To support this quantitatively, we
carried out TD−DFT calculations to judge whether the absorption of a single
photon would be probable. The probability of transition is not only determined
by the oscillator strength, but also by the number of photons needed for such
transitions, since for transitions where no resonance is involved the probability
scales reciprocally with the number of photons required. This, in combination
with the theoretical excitation spectra allow one to qualitatively evaluate the
transition probability.
When an atom or cluster with a given IE is illuminated by pulses of two
wavelengths, there is always a finite number of the photon combinations required
for ionization. For instance, the ionization barrier for atomic Ta (7.55 eV [248, 249])
with 400 and 800 nm photons can be overcome in two ways - 1 x 400 nm plus
3 x 800 nm or 2 x 400 nm plus 1 x 800 nm. Obviously, a two-photon process is
more probable than a three-photon one, thus only the second type of two-color
ionizationwill be considered. As two photons of 266 nmwould already ionize the
atom, for 266 + 800 nm the 1 + 3 photon scheme is considered. For Ta2, Ta2C and
Ta2C2 we calculated IEs to be 6.37, 6.33 and 6.85 eV, respectively. For all of them
we consider the 2+ 1 photon combination for the 400+ 800 nm ionization scheme
and 1 + 2 for the 266 + 800 nm one. For Ta2 in the 400 + 800 nm configuration this
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Figure 7.5: Time resolved two-color ionization yield for atomic Ta obtained using
400 and 800 nm (top panels) and 266 and 800 nm (bottompanels) pulses.Negative
times mean that the 400/266 nm pulse arrives before the 800 nm one. The graph
on the right panel differs in timescale. Blue line - fit using Eq. 7.1.
conclusion was confirmed by the power dependence measurement presented in
Figure 7.2.
Ta
Figure 7.5 shows the result of the pump-probe experiment for atomic Ta recorded
employing 400 nm (top panels) and 266 nm (bottom panels) as the second color.
A step-like behavior is observed in both cases, with the excitation lifetime longer
than 30 ps, when 800 nm pulses act as a probe. This means that, when the atom
is pumped by 400 or 266 nm, a transition from the ground state to an excited
electronic level occurs, which is not the case when the atom is pumped by 800
nm. Taking into account the photon combination for atomic Ta described above,
the atom is transferred to an excited state at ∼6.2 eV in the first case and to ∼4.66
eV in the second. Obviously, transitions to the same energy levels are much less
probable when the atom is excited by 800 nm light, thus a step-like shape for the
spectrum is observed.
In this case, similar to the experiment with 800 nm only, we will characterize
the resolution of the experiment using the atom. Under the given circumstances,
the relaxation time on the right-hand side of the graph with respect to zero is
nothing more than the rise time appearing due to the temporal convolution of
the two laser pulses. The two times overlap within the error and have values of
around ∼100 fs.
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Figure 7.6: Time resolved spectra for Ta2 measured with 400/800 nm (top panels)
and 266/800 nm (middle panels) pulses. Right panel - different timescale. Bottom:
a) - calculated oscillator strength for Ta2 as a function of the excitation energy
(black) and eDOS (gray) convoluted with 0.04 and 0.1 eV FWHMGaussian func-
tions, respectively. b) and c) - possible excitation routs for 800 nm (red), 400 nm
(green) and 266 (blue) laser pulses. Dashed area - ionization continuum.
Ta2
The time evolution of the ion yield in the two-color pump-probe experiments for
Ta2 is presented in Figure 7.6. The top panels show the outcome with 400 nm as
the second color, the bottom panels that when 266 nm is used. As in the previous
section, positive time delays imply that 800 nm light arrives first and the second
color later, and vice versa for negative time delays. Using 400 nm as the second
color, an enhancement at temporal overlap is observed, that rapidly decays: for
400 nm as the first pulse, the signal vanishes, while for the reverse order the zero-
time enhancement decays but a longer-lived (exceeding ns lifetime) enhancement
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remains visible. The short time decays have near-identical time constants of 8.7
and 7.1 ps for 400 nm and 800 nm as the first pulse, respectively. For 266 nm as the
second color signal vanishes very rapidly when 800 nm arrives first (relaxation
time 112 fs) and with a similar decay (7.1 ps) to the 400 nm case when 266 nm
arrives first.
The bottom panels of Figure 7.6 depict the result of TD-DFT calculations car-
ried out for Ta2 (left) and a proposed excitation scheme for the four experiments.
Here, red arrows symbolize 800 nm, green 400 nm, and blue 266 nm photons,
respectively. Black arrows indicate the observed behavior in the pump-probe ex-
periments: a black arrow drawn under an angle indicates the observed decay.
When 400 nm arrives first, two-photon excitation could lead to a transition to
states close to the nominal 6.2 eV energy of the two pulses, where an appreciable
eDOS is calculated. At just under the calculated AIE, a maximum energy dis-
sipation of 1.38 eV is required for the observed 8.1 ps relaxation rate. When 800
nm arrives first, excitation could take place with one 800 nm photon to a region
with appreciable oscillator strength. Given that the time constants for both or-
ders of absorption are essentially the same, and that a pure e-ph relaxation for
the 400/800 experiment requires dissipation of 1.38 eV or 42 consecutive quanta
of vibrational energy (Evib = 263 cm−1 = 0.033 eV), it is plausible that electron-
electron scattering is the main relaxation process in the dimer. As a result of the
e-e scattering, excitation using 800 nm could be followed by population transfer
to one of the electronic states in the vicinity of HOMO, from which two 400 nm
photons still give access to the ionization continuum. This could explain the long
excitation lifetime in the 800 nm pump - 400 nm probe experiment.
In the 266/800 nm scheme, one 266 nm photon would bring the system to 4.65
eV, just out of reach for single-photon ionization with 800 nm (1.55 eV/photon).
Two-photon ionization after excitation with 266 nm then again requires a sub-
stantial dissipation of energywhich seems unlikely through e-ph coupling alone.
Given the near-identical time constants in the 400/800 nm experiments, we attrib-
ute this relaxation to e-e scattering, too. When 800 nm arrives first, the ionization
yield vanishes rapidly, suggesting multiphoton ionization without any interme-
diate state (extremely low oscillator strength at around 3.1 eV).
Ta2C
A peak-like behavior was observed in the time-resolved spectrum for Ta2C in the
800/400 nm pump-probe configuration, shown on top panels of Figure 7.7. The
curve on the picosecond scale shows a fast decay (264 fs, right top panel) followed
by long relaxation: 10.3 and 8.0 ps for the 400 nm pump and probe, respectively.
The time-resolved spectrum for Ta2C obtained using 266 and 800 nm, shown in
the middle panels is rather atom-like, with the relaxation time longer than 35
ps when the cluster is excited by 266 nm. Excitation by 800 nm leads to a fast
relaxation with a characteristic time constant of 141 fs.
TD-DFT calculations carried out for Ta2C (left) and the proposed excitation
98
7.3 Time-Resolved Measurements on Picosecond and Subpicosecond Scale
-40 -30 -20 -10 0 10 20 30 40
tR = 264 33 fstR = 8.0 2.6ps
Io
n 
yi
el
d tR = 10.3 2.3 ps
-0.3 0 0.3 0.6 0.9 1.2 1.5
Ta2C
-35 -30 -25 -20 -15 -10 -5 0 5 10 -0.3 0 0.3 0.6 0.9 1.2 1.5
tR = 141 13 fs
Io
n 
yi
el
d
400 nm
800 nm
800 nm
400 nm
266 nm
800 nm
800 nm
266 nm
Time delay (ps) Time delay (ps)
0.00 0.08 0.16 0.24
0
1
2
3
4
5
6
7
c)a)
E
xc
ita
tio
n
en
er
gy
(e
V
)
Oscillator strength
266 + 800 nm400 + 800 nm
800 4000
Pulse sequence
b)
400 800 800 2660266 800
ionization continuum
6 5 4 3 2 1 0
DOS
Figure 7.7: Time resolved spectra for Ta2C measured with 400/800 nm (top pan-
els) and 266/800 nm (middle panels) pulses. Right panels - different timescales.
Bottom: oscillator strength and eDOS (panel (a)) and the proposed diagram for
the energy transitions (panels (b) and (c)).
scheme for the four experiments (right) are shown in the bottom panel. Here,
the black arrow drawn horizontally indicates a long lived yield enhancement.
When the 400 nm pulses arrive first, excitation to 6.2 eV occurs, which requires
around ∼1.41 eV to be drained off from the electronic system as the cluster is
subsequently ionized by one 800 nm photon. Approximately the same amount of
energy needs to be released when the 800 nm pulse arrives first and the system
would be transferred to around 1.65 eV. In both these cases, in analogy to Ta2
we believe that the electron-electron scattering process is the plausible relaxation
mechanism.
In case of the 266 plus 800 nm configuration, if the two 800 nm pulses arrive
first, no transition to excited states occurs, which can explain the fast decay
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time - 141 fs. When excited by 266 nm, the cluster is transferred to around
4.66 eV. This requires about 1.63 eV for ionization, thus around 1.47 eV to be
released from the electronic system if the cluster is probed by two 800 nm pulses.
The amount of energy to be drained off is similar to the one in the 400/800
experiment, while the lifetime for this excitation is much longer. Additional
theoretical and experimental investigations of the relaxation process in this case
are required in order to even propose a possible relaxation mechanism for the
observed experimental result.
Ta2C2
The time-resolved spectrum for Ta2C2 for the 400/800 nm shown in Figure 7.8
(top) is atomic-like, but mirrored with respect to zero. When pumped by 800 nm
photons, two time constants can be observed: 192 fs and larger than 40 ps. When
400 nm pulses act as a pump, the excitation lifetime is 131 fs. The time-resolved
spectrum for this cluster obtained with 266 nm (middle panels) has a peak-like
shape and is almost symmetric around zero. The relaxation times are short: 161
and 186 fs, respectively.
Using the proposed excitation scheme and calculated eDOS shown in the bot-
tom panels, we revealed that when the cluster is pumped by 800 nm to 1.55 eV
and probed by 2 x 400 nm photons, only one possibility for the electron-electron
scattering is the states at around 1.2 eV. Thus, the further relaxation to the ground
state can only take place through emission of a photon or electron-phonon coup-
ling, which would explain the long relaxation lifetime observed experimentally.
However, we can also propose another relaxation mechanism. The ground state
isomer for Ta2C2 is not planar, but rather butterfly-like. However, only 400 meV
higher in energy, the planar structure can be found. Thus, we suggest that when
the cluster is excited by the 800 nm pulse, a reorganization of the geometric struc-
ture can take place. The excess energy in this case can be released, for instance,
through a reorganization of the electronic system. From this state, the cluster
can be subsequently ionized by two 400 nm pulses arriving later. Note, that a
pyramid-like geometric structure lies 1.8 eV higher in energy than the ground
state.
When the cluster is excited by 400 nm pulses, it absorbs 6.2 eV. Then, ∼0.9
eV must be released from the electronic system, and one would expect the relax-
ation time on the order of picoseconds. However, this was not observed in the
experiment, and we speculate that the electron-electron scattering in this case is
assisted by the electron-phonon process. This increases the probability for the
energy to be released, and decreases the relaxation time.
At the energy around 3.1 eV, where the cluster is supposed to be excited by
2 x 800 nm pulses in the 266/800 nm scheme, the oscillator strength is very low,
which explains why no relaxation time was experimentally detected. When the
266 nm pulse acts as a pump, a transition to an excited state around 4.66 eV
occurs. The same as for 400 nm pump - 800 nm probe, ∼0.9 eV is required to be
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Figure 7.8: Time resolved spectra for Ta2C2 measured with 400/800 nm (top
panels) and266/800nm(middlepanels) pulses. Rightpanels - different timescales.
Bottom: oscillator strength, eDOS (panel (a)) and the proposed diagram for the
energy transitions (panels (b) and (c)). Panel (b) also shows the ground state
(butterfly-like) and excited (+400 meV, planar) geometric structures calculated
for Ta2C2. Ta atoms are depicted in blue, C in gray.
released from the electronic system, and we again tend to propose the relaxation
mechanism that is based on the combination e-e and e-ph scattering.
Other Cluster Sizes
For larger cluster sizes we detected two types of behavior in the 400/800 nm
configuration. For Ta3C2, Ta4C2, Ta5C2 and Ta6C2, the same as for Ta4C3 shown in
Figure 7.9 (a), a step-like pump-probe spectrum was recorded. For all the other
cluster sizes studied, including Ta5C3 shown in panel (b), a symmetric (about
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Figure 7.9: Time resolved spectra for Ta4C3 (panel (a)) and Ta5C3 (panel (b))
recorded in the 400/800 nm (top panels) and 266/800 nm (middle panels) config-
urations. Oscillator strength and eDOS calculated for Ta4C3 and Ta5C3 are shown
in panels (e) and (f), respectively, with the corresponding geometric structures.
zero) peak-like spectrum was detected. In the 266/800 nm experiment the same
type of behavior was observed, see panels (c) and (d). In this case, however, the
step-like behavior is not always obvious due to a sometimes low signal-to-noise
ratio.
A summary of the relaxation times extracted from the 400 nm pump - 800
nm probe (red) and 800 nm pump - 400 nm probe (black) spectra is presented in
Figure 7.10, top. Note that this picture does not include the very long relaxation
times that were detected for some of the clusters with the Ta2C2 or Ta4C3-like
behavior. The same as in the 800 + 800 nm case, we determine the time resolution
area shown in gray, using the spectrum for atom. As can be seen, only Ta2 and
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Figure 7.10: Relaxation times extracted from the fit of the pump-probe spectra
for the 400 nm (top) or 266 nm (bottom) pump and the 800 nm probe are shown
in black. Red - reversed photon sequence.
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Ta2C are affected by a reasonably long relaxation process. All the other clusters
relax within the shown time to a state where the lifetime is much longer than
∼10 ps. Note, that some of the relaxation times in the gray area can be detected
even if the oscillator strength for the electronic transitions would be zero. The
enhancement of the signal at time zero appears simply due to the increase of the
multiphoton signal. From the given experimental data, we can conclude that for
clusters Ta2C2, Ta3C2, Ta4C2, Ta4C3, Ta5C2, and Ta6C2, the oscillator strength is
nonzero when 800 nm pulse arrives first. The ’step-like’ behavior detected for
these species points on the increase of the ionization probability on the right-hand
side of the spectrum.
For 266/800 nm pulses (Figure 7.10, bottom panel) only Ta2 shows relaxation
time on the order of picoseconds. The same as for the 400/800 nm experiment,
all the other time constants are on the order of hundreds femtoseconds. The
relaxation time for Ta6C5 is the longest among the larger clusters. However, the
signal-to-noise ratio for this cluster is poor, thus the relaxation time can also be
affected by noise.
As was already mentioned above, both the electron-electron scattering in a
combination with the electron-phonon coupling, and IC are possible relaxation
mechanisms on the ultrafast time scale. It is to be expected that these processes
would dominate for TaC clusters when the cluster size increases, due to a number
of reasons.
First, the density of the electronic states for larger clusters is higher. As an
example, we present the excitation spectra and DOS for Ta4C3 and Ta5C3 (see
Figure 7.9 panels (e) and (f), respectively). Compared to, for instance, Ta2, the
oscillator strength for these clusters appears to be on the same scale. The eDOS,
however, on average, is 1.5 - 2 times higher than for Ta2. The energy gaps between
the neighboring accumulations of states are also narrower. It is especially pro-
nounced in case of Ta5C3, where the eDOS never drops to zero in the ∼3 - 5 eV
energy window. Moreover, the rate of the electron-phonon coupling increases
with the number of the vibrational degrees of freedom.
Second, as TaC clusters tend to form 3D structures [227], the probability for
IC also increases. The geometric structures for Ta4C3 and Ta5C3 are shown on the
bottom panel of Figure 7.9. Note, that both of these candidates are not only the
lowest in energy, but also were assigned using IR spectra. As the structures are
not planar the internal conversion is more likely to [236].
As it was shown on the example of small clusters, the relaxation time strongly
depends on the electronic structure and the energetic relations among the iso-
mers. Thus, there must be, in principle, a dependence of the relaxation times
from the excitation and ionization energies for larger clusters as well. As the
investigation performed here only used second and third harmonics of 800 nm,
an energy-dependent exploration of the clusters studied here, is the subject for
future experiments.
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In conclusion, we have performed experimental pump-probe investigations of
the ionization dynamics in TaC clusters of various sizes and stoichiometries. The
study reveals relaxation times that are longer than hundreds of femtoseconds. In
the one-color (800 nm) experiments no long-lived (on the order of picoseconds)
processes were detected, and the ionization enhancement can be fully attributed
to multiphoton ionization due to the temporal overlap between the pump and
probe pulses.
The investigation of the clusters employing two colors reveal different re-
laxation times. The accompanying TD-DFT calculations help in proposing most
plausible relaxation routes. In general, the very small clusters up to 3-4 atoms
tend to exhibit relaxation times on the order of 10 ps. TD-DFT calculations show
that these clusters possess relatively low electronic densities of states (compared
to 7-8 atom clusters) in the regionwhere themost probable initial excitation takes
place, suggesting that the electron scattering processes might take place on this
timescale. For the larger species (6-10 atom clusters) in most cases we detect
fast relaxation times, that are attributed to the electron-electron scattering, as the
eDOS increases, and possibly also deformation of the geometric structure, as the
number of isomers for larger clusters is also larger. In all these cases we do not
exclude that the relaxation processes are accompanied by the electron-phonon
scattering which becomes more and more efficient with the cluster size.
The current investigations can be continued further. One of the possible im-
provements of the used technique lies in a variation of the laser light intensity.
We believe, that as the cluster size increases, and the ionization energy decreases,
the signal is increasingly driven by the multiphoton process from the single-
color pulses. This can be avoided and the signal-to-noise ratio can possibly be
improved if for each cluster a proper light intensity is chosen.
Further, the studies can be improved by pump-probe measurements with
various wavelengths. The next step that can be taken towards this, is one-color
pump-probe measurements using separately 400/400 nm and 266/266 nm con-
figurations. A combination of 400 and 266 nm pulses would also contribute to
the current studies. The choice of these wavelengths is naturally justified by the
simplicity in production - via doubling or tripling of the fundamental Ti:Sa laser
frequency. Another possibility to produce various wavelengths is by using an
optical parametric amplifier [252], which can be also employed to extend the
experiments to a broader spectral range.
Verification of the possible change in the geometry of Ta2C2 cluster that was
proposed as one of the relaxation mechanisms, can also be experimentally per-
formed. We propose to use the standard IR-UV spectroscopy technique to record
the vibrational spectrum of the cluster at the ground state and after the excitation
with 800 nm laser light. In the latter case, if the geometry transformation occurs,
a modification of the vibrational spectrum will be observed. Prior to this, we
propose to extend the timescale in the pump-probe measurements to evaluate
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the lifetime of the excited state in this cluster. If the lifetime is long enough (on
the order of nanoseconds), the IR-UV experiment would be very easy to perform.
First, a nanosecond laser with the wavelength of 800 nm excites the cluster, while
a second nanosecond laser transfers it to an ionized state after the vibrational
excitation by a FELIXmacropulse. If the lifetime is shorter than nanoseconds, the
experiment would be slightly more challenging, as picosecond-long laser pulses
are required, for both IR and UV pulses. However, it is still possible to perform
such studies selecting one micropulse from a FELIX/FELICE macropulse.
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Figure 7.11: Spectral shape of the 800 nm op-
tical pulse produced by the Ti:Sa laser (red), com-
pared to the ones for the transmitted (green) and
reflected (blue) peaks by an optical beamsplitter.
From the theoretical point
of view, further development
lies mainly in the calculations
of the geometric structures of
the larger clusters for which
the relaxation times are avail-
able. It is desirable to assign
the geometric structure based
on the match with the vibra-
tional spectra. Once the geo-
metry of the cluster is determ-
ined, in analogy to the cur-
rent studies, the excitation en-
ergies, IEs and the electronic
densities of states can be cal-
culated. Moreover, the ener-
gies of the other isomers can
also be evaluated theoretic-
ally, and can be taken into account in the explanation of the relaxation process.
Appendix
Figure 7.11 shows the difference in the spectral shape between the 800 nm pulses
produced by the Ti:Sa laser before an optical beamsplitter (red), and transmitted
(green) and reflected (blue) by the beamsplitter. Further, the reflected and trans-
mitted pulses were employed to investigate the clusters in the time-resolved
manner in the one-color experiment. As can be seen, the difference in central
wavelengths between them is ∼17 nm. Moreover, there is a difference in the
FWHM between the two spectra. We believe, that this is one of the reasons that
caused the asymmetry of the pump-probe spectra in the one-color experiment.
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In all the experiments with FELIX described in the previous chapters, the clusters
were excited with IR macropulses, containing up to 10 000 picosecond-short mi-
cropulses.However, to be able to investigate the dynamics of the electron-phonon
interaction, a single micropulse must be used for excitation. Once a cluster is
vibrationally excited by such a micropulse, a subsequent probe of the excited
electronic states by a pulse from a standard Ti:Sa femtosecond system can be per-
formed. In order to bring this idea to life, we need clusters with a large IR absorp-
tion cross-section, and a single intense micropulse of FEL. In this chapter we will
first explore a candidate system with large enough IR absorption cross-section
that using a pulse energy of a single FELIX micropulse can lead to detectable
change in the UV photoionization yield. Then, we will investigate the feasibil-
ity to select a single micropulse out of the FELICE macropulse, allowing for a
picosecond time resolution of IR pump-UV probe experiments with gas-phase
clusters.
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8.1 Introduction
In Chapter 7 we investigated the cluster relaxation dynamics after the electronic
excitation. However, the experimental pump-probe method employed for that,
does not allow one to distinguish between multiple relaxation mechanisms that
take place on the same timescale. Is there away to separate, for instance, the vibra-
tional and electronic systems from each other and carefully monitor the energy
flow from one to the other? As clusters are well-defined systems with discrete
electronic states and separate vibrational modes, a much more advanced exper-
iment on characterization of the electron-phonon coupling can be performed.
An ideal experiment would involve an excitation of a vibrational mode and a
registration of the population of a certain electronic state. Then, if the experiment
is performed in a time-resolved manner, the dynamics of the electron-phonon
coupling can be studied.
In this chapterwewill first try to find a cluster that fulfills requirements for the
time-resolved electron-phonon coupling experiment. In particular, the IR pulse
energy required for a sufficient excitation should be at most on the order of the
energy of a single micropulse. As we have seen before in Chapter 6, Ta5C3 is a
promising system for the pump-probe experiment in terms of the IR pulse energy.
The vibrational spectrum for this cluster was recorded at a low FELIX pulse
energy of 40-90 µJ. In this chapter, we examine the repopulation of the electronic
states in this cluster after vibrational excitation, using the same approach as
applied for NbC clusters in Chapter 4. Then, we investigate the possibilities to
select a single micropulse from the FELICE macropulse with sufficient intensity.
8.2 Candidate Investigation
8.2.1 Repopulation Spectra of Ta5C3
Figure 8.1 shows experimental gain curves (black) obtained after UV spectrawith
(742 cm−1) and without IR excitation were recorded at different IR macropulse
energies using a 1 GHz FELIX micropulse repetition rate. The IR frequency of
742 cm−1 is chosen to coincide with the maximum of the IR spectra shown in
Figure 6.1 of Chapter 6. As can be seen, the curves are very similar to the ones
obtained forNb3C2 andNb6C5 in Chapter 4. The dashed line shows theAdiabatic
Ionization Energy (AIE) extracted from the experimental photoionization curve
without IR excitation. Most of the times, this coincides with the maximum of the
gain curve. The spectra have positive values at energies lower than the AIE, in
some cases descending to zero within the measured photon energy window. At
energies higher than the AIE, the gain curves first become negative implying that
the UV photoionization yield for excited clusters is lower than that for unexcited
ones. Most of the times the spectra come back to zero and even higher, with the
photon energy increase. Note that the signal in such gain spectra was observed
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Figure 8.1: Left column: experimental (black) andmodeled (red) curves for Ta5C3
recordedwithdifferent IRpulse energies (insets) at 742 cm−1. Right column shows
calculated electronic levels (green) and transition bands resulting from the fit of
the gain spectra. Insets indicate the electronic temperature extracted from the fit
for every excitation pulse energy.
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even at IR pulse energies of 0.012 mJ (lowest panel), which corresponds to the
pulse energy of a single FELIX micropulse.
In order to explain the results, the experimental data were fitted (red curves)
employing theDFT-based electronic repopulationmodel described in Chapter 4. As
previously, the excited electronic states (shown in green on the right panels of
Figure 8.1) were provided by the Kohn-Sham orbitals fromDFT calculationswith
which the geometric structure has been assigned. As a result of the fit procedure,
transition band structures (blue) and the electronic temperatures (insets) were
found. Note that in this particular case the fitting was not successful unless the
difference between the maximum of the transition band and the electronic level
was included as one of the fit parameters.
As can be seen, the transition band structure has a different shape for dif-
ferent IR excitation pulse energies. The most interesting result was obtained
for the highest excitation energies. Here, a very complicated band structure
was observed with the maximum of the transition band relatively far from the
AIE. For excitation with 7.4 mJ IR pulse energy (second row), a wide trans-
ition band was observed with the maximum around 4.93 eV, resulting from
population of the levels in the 4.72-4.97 eV region. One additional band can
clearly be seen at around 4.66 eV, resulting from population of the single state at
4.43 eV. The latter becomes slightly less intense for 0.74 mJ IR excitation (third
row), while the main band at around 4.66 eV is somewhat more asymmetric.
0 . 0 1 0 . 1 1 1 0 1 0 00
1
2
3
4
5
6
7  E l e c t r o n i c  t e m p e r a t u r e  
 
∆T 
(kK
)
I R  p u l s e  e n e r g y  ( m J )
0 . 0
0 . 1
0 . 2
0 . 3
0 . 4
0 . 5
0 . 6
0 . 7
0 . 8
 T r a n s i t i o n  b a n d  s h i f t
Ban
d sh
ift (
eV)
Figure 8.2: Electronic temperature (black)
and shift of the transition band (red) as a
function of the excitation IR macropulse en-
ergy. In both cases the values are shownwith
respect to the values of the unexcited cluster.
This asymmetry is more pro-
nounced when the excitation
pulse energy is one order of mag-
nitude lower (0.074 eV, fourth
panel), while the transition band
at 4.66 eV has vanished.
The shape of the transition
band for the lowest IR excita-
tion is clearly asymmetric with a
tail towards lower photon ener-
gies. This asymmetry results from
the repopulation of the electronic
levels at 4.76 and 4.74 eV. It allows
one to conclude that the repopu-
lation of the electronic states after
the vibrational excitation in Ta5C3
takes place even when the cluster
is excited by the energy compar-
able to the energy of one FELIX
micropulse.Note that this repopu-
lation is facilitatedby theuniquely
low-lying electronic levels, the
lowest of which was discovered also experimentally (see Chapter 6).
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The change in the electronic temperature with respect to that of the unexcited
cluster (85 K) and the shift of the transition band maximum as a function of the
excitation pulse energy are depicted in Figure 8.2. In contrast to the temperature
curves presented for Nb3C2 and Nb6C5, saturation in this case was not detected,
even though the highest temperature for Ta5C3 is twice as high as that for Nb6C5.
This likely means that dissociation and direct ionization play a smaller role for
Ta5C3, which is also confirmed by the shapes of the gain curves. The increase of
the shift of the maximum of the transition bands with the excitation energy we
also find physically meaningful, as the same as in Chapter 4 we attribute this to a
change of the Franck-Condon (FC) overlap. However in this case we are also able
to observe the shift of the maximum of the transition probability as a function of
the IR pulse energy.
8.3 IR-UV Pump-Probe Spectroscopy of Ta5C3 Using
FELIX
From the consideration above it becomes clear that Ta5C3 is a promising system
for the time-resolved investigation of the electron-phonon coupling in a cluster.
First, we have seen that the repopulation of the electronic states takes place after
the vibrational excitation. Second, this repopulation can be easily observed at
very low macropulse energies, comparable even to the energy of a single FELIX
micropulse.
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Figure 8.3: Time-resolved spectrum of Ta5C3
with ∼12 µs IR pump and ∼10 ns UV probe
pulses.
However, an investigation of
the dynamics of the electron-
phonon coupling in clusters must
be performed on the picosecond
or even subpicosecond timescale.
The transition from the experi-
ments on the microsecond time
scale (repopulation spectra in
Sec. 8.2.1 ) to the one on the pico-
second time scale requires a num-
ber of ’proof-of-principle’ studies.
In our case, these experiments in-
clude a step-by-step shortening of
the pulses in time. This should
mostly be done for the IR pump
pulse, as the study of the cluster
interactions with the ultrashort
UV pulse has been already done
in Chapter 7. We will start with
the longest possible microsecond
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time scale given by the length of a FEL macropulse and proceed with a nano-
second pulse by selecting a few micropulses out of the macropulse.
8.3.1 Microsecond Timescale
Figure 8.3 shows the result of the pump-probe experiment with the full ∼12 µs
FELIX macropulse at 742 cm−1 as a pump pulse, and a ∼10 ns UV laser pulse
with photon energy 4.80 eV as a probe. Here, the time delay between the IR
and UV pulses is varied, with the time zero corresponding to the moment when
the FELIX electron gun is started. The FELIX optical pulse usually arrives to the
molecular beam instrument after a ∼3 µs delay. As can be seen from the graph,
the signal due to the vibrational excitation that was initially induced by a ∼12
µs long IR pulse has a lifetime of more than 90 µs. Note, that the result of this
experiment cannot carry any information about the dynamics of the coupling
dynamics between the electrons and the lattice. The observed structure in the
signal is likely the result of the spatial overlap between the laser and the cluster
beam.
8.3.2 FEL Pulse Shortening
Photo-Induced Reflectivity
The IR pulse shortening is performed employing photo-induced reflectivity [253–
260]. Here we shortly discuss the basic principles that describe this phenomenon.
For a more extensive treatment see Refs. [261–265].
In order to characterize the response of a material on a radiation with fre-
quencyω, a complex permittivity ϵ∗(ω) is used [266, 267]. The ratio between ϵ∗ and
ϵ0 (the permittivity of vacuum), is a complex dielectric constant ε: ε = ϵ∗/ϵ0. The
complex refractive index n∗ is related to the dielectric function as: n∗ =
√
ε = n−ik.
Here, the real part n is responsible for reflection and refraction, and the imagin-
ary for absorption. For metals, the dielectric constant (function) is derived in the
classical Drude model [266] as
ε(ω) = 1 − ω
2
p
ω2 + iω/τ
. (8.1)
Here,τ is the electron scattering timeandωp is the plasma frequency (the frequency
of the charge density oscillations) defined as [266]
ωp =
√
Nq2
m∗ϵ0
, (8.2)
whereN is the carrier concentration, q the charge andm∗ the effective mass of the
electron. In Ref. [266] it has been shown that well below the plasma frequency the
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metal is reflecting and that it is transparent for frequencies above ωp. The same
statement is valid for semiconductors [261], which makes them perfect materials
for photo-induced switching. Their plasma frequency is very low due to the low
concentration of carriers in the conduction band. As a result, semiconductors are
transparent for infrared radiation, unless the radiation excites a phonon.
An increase of concentration of electrons in the conductivity bandwould lead
to an increase of the plasma frequency, thus, to reflectivity. This can be done with
a laser pulse with a photon energy exceeding the bandgap of the semiconductor.
The change of the carrier concentration N(z, t) with time is described by [268]
∂N(z, t)
∂t
= G(z, t) +D
∂2N(z, t)
∂z2
− N(z, t)
τrec
− γN3(z, t), (8.3)
where z is the coordinate perpendicular to the surface and G the carrier gener-
ation rate per unit volume. The second term on the right hand side describes
the diffusion of the carriers created at the surface (z = 0) with D the diffusion
coefficient.N(z, t)/τrec is the electron-hole recombinationwithin the characteristic
time τrec, and γN3(z, t) defines the Auger-like three-body processes with the rate
constant γ. G is defined as
G(z, t) = (1 − Rph)αFhν exp[−αz]
exp[−t2/ △ t2]
△t√pi . (8.4)
Here, Rph and α are the reflectivity and the absorption coefficient of the sample,
F the fluence and △t the duration of the pump laser pulse at frequency ν.
From Eqs. 8.3 and 8.4 it follows that induced reflectivity depends both on
properties of the semiconductor and of the excitation laser. For pulse selection
with FELIX, Si is used in combination with a Nd:YAG laser. The scheme of
the experiment is shown in Figure 8.4 (a). IR light coupled out of the cavity is
directed onto the surface of Si oriented under the Brewster’s angle with respect
to the incident light. The induced reflectivity causes reflection of one or several
micropulses, depending on themicropulse repetition rate and the carrier lifetime.
The efficiency of this pulse slicing is ∼50 % for 742 cm−1 IR radiation, when
532 nm, 11.3 mJ/cm2, ∼10 ns duration Nd:YAG laser pulses are used. With an IR
micropulse repetition rate of 1 GHz, the energy of the reflected pulse at 13.5 µm
was measured to be ∼50 µJ, which corresponds to around 10 micropulses. The 25
MHz FELIX regime allows for reflecting a single micropulse, as shown in Figure
8.4 (b). Here, the intensity of the reflected pulse is measured by a photoelectro-
magnetic (PEM) [269] detector as a function of the time delay between the FELIX
and slicing laser pulses. The asymmetry of the observed signal is likely caused
by the carrier lifetime.
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Figure 8.4: a) - selecting one or a few micropulses from a FELIX macropulse.
IR radiation (red) is reflected from Si (black) that is illuminated by a 532 nm
Nd:YAG laser pulse (green). b) - intensity of the FELIXmicropulse selected using
the slicing scheme, as a function of the time delay between the slicing laser and
FELIX pulses.
8.3.3 Nanosecond and Picosecond Timescales
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Figure 8.5: Time-resolved spectrum of Ta5C3 re-
corded with ∼10 ns IR and UV pulses.
In our first attempt at increas-
ing the time resolutionwe em-
ployed pulse slicing with FE-
LIX operating at a 1 GHz mi-
cropulse repetition rate. The
result of this first pump-probe
experiment with Ta5C3 em-
ploying nanosecond IR and
UV pulses is shown in Fig-
ure 8.5. Here, the time zero
indicates the temporal over-
lap point between the slicing
and UV probe laser pulses
as detected with Si photodi-
odes. Right after that point,
we observe a step-like beha-
vior of the photoionization
signal. The pump-probe spec-
trum indicates that IR excit-
ation is being stored in the
cluster for more than 600 ns.
Taking into account the excitation lifetime extracted from the experiment on the
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microsecond timescale, this result is not surprising. The same as for the micro-
second timescale, however, this experimental result cannot be used for charac-
terization of the electron-phonon coupling dynamics but proves that Ta5C3 can
be vibrationally excited by a nanosecond-long IR pulse.
In the next step we performed a pump-probe experiment with a single FELIX
micropulse.Unfortunately no enhancement of theUVphotoionization signalwas
observed. The most probable reason for that is a too low IR pulse energy which
is estimated to be ∼10 µJ. As can be seen from the lowest panel of Figure 8.1,
the signal-to-noise ratio for this pulse energy is rather low, even when the time
overlap is set to themaximumof the gain efficiency. Thus, the low IRpulse energy
is likely the reason why no signal was observed in the time-resolved experiment.
8.4 Feasibility Study for Selecting a FELICE Micro-
pulse in a Cavity Dumping Scheme
A possible lack of required pulse energy in the pump-probe experiment with a
single FELIX micropulse can, in principle, be avoided by selecting a micropulse
from within the laser cavity. This would provide pulses with a ∼50 times higher
energy and could relatively easily be implemented in the FELICE cavity. If one
FELICE micropulse is selected, even with efficiency of around 30%, the resulting
pulse energy of around 100 µJ must be sufficient to excite Ta5C3 vibrationally.
In this section we present results of test measurements performed for different
types of semiconductor materials in order to evaluate their suitability for FELICE
cavity dumping.
In general, the concept of FEL cavity dumping is not novel. For instance,
Takahashi et. al. [259] (Figure 8.6) performed this task for the Santa Barbara FEL
using the same technique as we applied for the FELIX pulse picking (panel (a)).
A Si plate oriented at the Brewster’s angle is inserted inside the FEL cavity. Being
transparent for the radiation produced by FEL, the plate does not influence the
laser operation, and reflects a fraction of the radiation when illuminated by a
Nd:YAG laser pulse. Panel (b) shows the time structure of the outcoupled pulse.
The residual reflection of the initial laser pulse is represented by a long plateau
with the rising edge at -3 µs. At time zero, the Cavity Dump Coupler (CDC) is
illuminated, resulting in appearance of a short, intense laser pulse. The detailed
structure of the reflected pulse is depicted in the inset. As can be seen, the pulse
is not only much shorter in time, but also the rising and descending edges are
sharper than the ones for the original pulse.
The schemewas shown towork for a FEL pulsewith 1249µmwavelength and
a peak power of hundreds of watts. FELICE will generate micropulses with tens
of megawatts, thus, we have to verify whether the absorption by a slicing plate
under these high power conditions is low enough to allow for power build-up in
the FELICE cavity.
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(a)
Figure 8.6: a) - schematic of the cavity dumping system employed in Santa
Barbara FEL. b) - time structure of the outcoupled pulse at 1249 µm. The inset
shows a detailed shape of the cavity dumped pulse. The fall and rise time (τ f , τr)
is 10 ns. Figures adapted from Ref. [259].
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Figure 8.7: a) - a schematic overview of the setup used for the investigation
of the absorption properties of the materials. b) - a schematic overview of the
experimental setup for the investigation of laser induced reflectivity.
8.4.1 Pulse Shortening Test Setups
We investigate the absorption properties of a number of semiconductor materials
by simulating the FELICE fluence conditions using a test setup coupled to FELIX
shown in Figure 8.7 (a). Here, IR radiation generated by FELIX is focused by a
parabolic mirror with a focal length of 76.5 mm on the surface of the studied
sample. The sample is oriented under the Brewster’s angle with respect to the
incident light. The reflection can be detected by detector 1 allowing for minim-
ization of the reflected light intensity. The sample can be translated along the IR
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Figure 8.8:Macropulse fluence as a function of the distance from focal the point
calculated for FELICE (black) and for the test setup coupled to FELIX (blue). IR
wavelengths: left panel - 13.5 µm, right - 22.0 µm.
beam path with respect to the focal point which leads to a change of the laser
fluence on the surface of the sample. The transmitted light intensity is measured
by a power meter or a photoelectromagnetic (PEM) detector installed behind the
plate.
Figure 8.8 allows one to compare themacropulse IR fluences for the test setup
(blue) and inside the FELICE cavity (black). Calculations were performed for
two wavelengths: 13.5 and 22.0 µm. For FELICE we estimated the waist w0 to be
470 and 610 µm using Eq. 2.6, and assumed a macropulse energy of 3 J. For the
test setup coupled to FELIX w0 was estimated to be 53 and 86 µm, and a 54 mJ
macropulse energy measured at the user station was used to calculate the laser
fluence.
As can be seen, the fluence values in focus for the FELIX test setup for both
wavelengths are comparable to the ones estimated for FELICE. If the FELICE
experimental setup is moved to its maximum distance of 220 mm out of focus,
the fluence decreases one order of magnitude. For the test FELIX setup the same
is achieved if the sample is moved around 3 mm out of focus. The corresponding
values are depicted by the dashed lines. From this consideration it becomes clear
that the test setup coupled to FELIX is an ideal tool for simulation of the FELICE
conditions.
The efficiency of the induced reflectivity canbemeasured employing the setup
shown in Figure 8.7 (b). Here, the 10.6 µm continuous wave radiation produced
by a carbon dioxide (CO2) laser is directed onto the surface of the studied sample,
which is placed under the Brewster’s angle with respect to the incident light. The
CO2 laser light is reflected after the sample is illuminated by a Nd:YAG laser
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pulse of the second (532 nm), third (355 nm) or fourth (266 nm) harmonic of the
fundamental frequency. The pulse duration is ≈4 ns and the beam diameter is 3.7
mm, which was checked to be larger than the beam diameter of the CO2 laser. As
a detector, a power meter or a fast PEM detector are used to either measure the
reflected power or to record the typical time structure of the reflected pulse.
8.4.2 Results
The samples that potentially could serve as a reflector for FELICE cavity dumping
have been investigated in three different ways. For each semiconductor an IR
spectrum was recorded employing a commercially available Fourier Transform
IR Spectrometer (FTIR) [270] in order to explore the absorption properties. Then,
an IR fluence dependence was obtained using FELIX at an IR frequency of 742
cm−1, with 1 GHzmicropulse repetition rate. These results are presented together
with induced reflectivity spectra for these materials, recorded as a function of the
excitation laser pulse fluence.
Si
As has been shown earlier, Si is one of the most promising and well-studied
candidates for cavity dumping. In our investigations we tested two samples of
different thicknesses: ∼500 and ∼75 µm. Figure 8.9 (a) shows the linear transmis-
sion spectra for these samples depicted in black and green, respectively. As can
be seen, the curves are accompanied by a number of dips, that are especially pro-
nounced for the thicker sample. These features appear due to combinations of the
Transversal (T), Longitudinal (L), Optical (O) and Acoustical (A) phonon modes
in Si, marked by arrows. Unfortunately for us, the frequency of our interest, 742
cm−1, marked by the dashed vertical line, coincides with one of these resonances,
which is reflected in the fluence dependence spectrum shown in panel (b). The
absorption at fluences that Si would experience in the FELICE cavity (indicated
by the blue box) for both samples is dramatic: the thick sample absorbs 60-80%
of the radiation intensity, the thin one 55-60%.
Light-induced reflectivity measured for 500 µm thick Si plate for different
wavelengths and fluences of the excitation laser is depicted in panel (c). Si is an
indirect bandgap semiconductor with the energy gap of 1.12 eV, which is lower
than the photon energy used in this experiment. The maximum reflectivity for
this sample was observed for 532 nm (2.3 eV, blue)− 30%. For 355 nm (3.5 eV, red)
a peak-like behavior was observedwith amaximum of 11% at around 30mJ/cm2.
The collapse at higher fluences is attributed to damage of the sample surface.
The curve obtained with 266 nm (4.7 eV, black) has a similar shape. However, in
this case, the maximum reflectivity was detected at around 25 mJ/cm2, and has a
value of around 7%.
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Figure 8.9: FTIR spectra recorded under the normal incidence (left column),
absorption under the Brewster’s angle as a function of the FELIX macropulse
fluence (at 742 cm−1, middle column), and photo-induced reflectivity for studied
materials. The fluence values that the materials would experience in the FELICE
cavity are indicated by the blue box.
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ZnSe
In terms of absorption characteristics, ZnSe is an excellent candidate.As indicated
by the FTIR spectrum (panel (d)) at 742 cm−1 the transmission curve is flat, which
results in transmission of 97% of the IR light intensity (panel (e)), regardless of
the fluence values. As reflection was measured to be 2-3%, no light losses due to
absorption occur in this case.
Unfortunately, no efficient light-induced reflectivity of ZnSe was detected
(panel (f)): the highest reflection was observed for 532 nm wavelength (blue),
but it only grows up to 1%. For the other two wavelengths, 355 and 266 nm (red
and black, respectively), no induced reflectivity was observed. ZnSe is a direct
bandgap semiconductor with the gap energy of 2.82 eV, and the interband carrier
transitions can be induced by the wavelength of 355 and 266 nm. Thus, the lack
of reflectivity cannot be caused by absence of the electronic transitions, and is
possibly related to short carrier lifetimes.
GaAs
GaAs sample has a high transmittance for the wavenumbers above ∼550 cm−1
(panel (g)). However, in the vicinity of 750 cm−1 there is a signature of a resonance.
It is likely that this resonance is responsible for the high absorption observedwith
FELIX (panel (h)) amounting to around 90% at the fluence values of our interest.
Since GaAs is a direct bandgap semiconductor with the energy gap of 1.48 eV,
all the excitation wavelengths available could generate interband carrier trans-
itions. The highest reflectivities of 11-12% (panel (i)) were observed for 532 nm
(blue) and 355 nm (red). Note that in both cases the curve has a maximum, and
decline at higher fluences, which is most likely caused by surface damage. For
the shortest wavelength, 266 nm (black), no induced reflectivity was detected.
CdTe
From the linear transmission spectrum shown in panel (j), CdTe appears quite
promising: it is transparent above 350 cm−1, and the transmission is constant near
742 cm−1. Unfortunately, the experiment performed with FELIX (panel (k), only
one data point was obtained) showed that this sample cannot be used for FELICE
cavity dumping as absorption around 85%, even at fluenceswell below the values
of our interest, is observed. The high absorption can partly be attributed to the
thickness of the sample: the CdTe wafer, with the thickness of 2 mm, was the
thickest of all the samples used here.
CdTe is a direct bandgap semiconductor with the bandgap of 1.50 eV. The
highest reflectivity was observed to be around 6% for 266 nm (panel (l), black).
In order to verify that the observed reflection of around 3% for 532 nm (blue)
at around 25 mJ/cm2 is not an artifact, additional measurements with better
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resolution must be performed. For 355 nm (red) no induced reflectivity was
observed.
Si Transmission Spectrum Under High IR Fluence Conditions
From the investigations above it follows that Si still remains the most promising
material for FELICE cavity dumping mainly due to high reflectivity.
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Figure 8.10: Transmission spectrum under the
Brewster’s angle of the ∼75 µm Si sample ob-
tained with FELIX (red) and the linear transmis-
sion spectra under the normal incidence for the
∼500 µm and ∼75 µm thick Si plates (black and
green). Blue - IR spectrum for Ta5C3.
As a next test, the transmis-
sion spectrum of the thin Si
sample under irradiation by
FELIX at highest fluences ob-
tainable (100-600 J/cm2, in the
focus of the test setup) un-
der the Brewster’s angle is re-
corded. In this case the mi-
cropulse repetition rate was
set to 25 MHz. In this man-
ner, we are able to estim-
ate the feasibility of FELICE
cavity dumping at various
wavelengths.
The resulting spectrum is
shown in Figure 8.10 in red.
As can be seen, it looks very
similar to the linear absorp-
tion spectrum of Si obtained
using the FTIR (black and
green), and there is a spectral
region (440-525 cm−1), where
the sample does not absorb
the IR radiation. This result is
promising, as the IR spectrum
for Ta5C3 contains a resonance in this region (we also plot the IR spectrum for
Ta5C3, blue). Even though this resonance has an electronic nature and will not
allow one to investigate the electron-phonon coupling dynamics, for a proof-of-
principle experiment this combination of the cluster and the thin Si slicing plate
should be usable.
8.5 Conclusions and Outlook
In conclusion, we have found a cluster with which pump-probe experiments
using IR pulses with energy on the order of 100 µJ followed by a UV probe pulse
appear feasible. It was shown that the repopulation of electronic states after the
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vibrational excitation in Ta5C3 can be detected using as little as 12 µJ IR pulse
energy. We have also investigated a number of semiconductor materials that can
potentially be used for extracting a single micropulse out of the FELICE cavity
via light-induced reflectivity. For this, investigations of the fluence dependent
absorption of the IR radiation and the efficiency of photo-induced reflectivity
were performed. We found, that among the materials studied here (Si, ZnSe,
GaAs and CdTe) the most promising is Si, provided its thickness does not exceed
∼100 µm. All the other materials studied either absorb IR light in our region of
interest or cannot be ’switched’ to the reflecting mode. We have shown that a Si
wafer of ∼75 µm can withstand the highest achievable FELICE fluences without
absorbing light in the vicinity of 460 cm−1, where Ta5C3 has an absorption feature.
As an outlook for future experiments, we propose the following. First, one
should install the thinwafer at the focal point inside the FELICE cavity and check
that lasing can be achieved at 460 cm−1. Second, the photo-induced reflectivity
should be used to extract one single FELICE micropulse and perform an IR-UV
experiment with a nanosecond laser to verify that the cluster can be excited with
one single ultrashort FEL micropulse. Third, a substitution of the nanosecond
probe laser with a femtosecond laser should enable the dynamics of the electron-
phonon coupling on the picosecond timescale to be investigated.
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In this chapter we investigate the geometric structure of Vn and Fen (n = 12, 13)
employing IR vibrational spectroscopy. The experimental data are complemented
by DFT calculations performed for various isomers, considering a large number
of possible spin magnetic moments. For the strongly magnetic Fen, the interplay
between electronic and geometric structure is evidenced by a significant variation
of the vibrational frequencies for the same isomer, allowing for the determination
of the spinmagneticmoment aswell as the geometric structure. For both Fe12 and
Fe13 we assign the IR spectra to icosahedral structures withmagnetic moments of
40 µB for Fe12 and either 46 or 34 µB for Fe13. For Vn, no large magnetic moments
are found, and the influence of magnetic structure on the vibrational structure is
less evident.Assistedby complementary Stern-Gerlachdeflectionmeasurements,
we assign the IR spectrum for V13 to a strongly distorted icosahedral structure
with a 3 µB magnetic moment. For V12 no successful assignment could be made,
but an experimental magnetic moment of 0.14 ± 0.25 µB is established.*
* Adapted from: V. Chernyy, R. Logemann, A. Diaz-Bachs, D. Dieleman, D. M. Kiawi, J. Jalink, A.
Kirilyuk, and J. M. Bakker "The geometric structure and magnetism of Vn and Fen clusters (n = 12, 13)",
submitted for publication
123
9 The Geometric Structure and Magnetism of Vn and Fen (n = 12, 13)
9.1 Introduction
Transitionmetal clusters attract attention due to their exceptional magnetic prop-
erties [5–10] originating from the partly filled d-orbitals. For many transitional
metals both clusters and the bulk are magnetic [12]. However, there are cases
where a nonmagnetic metal in bulk demonstrates magnetic effects when atoms
form clusters [271]. The most straightforward experimental approach to study
the magnetic properties of isolated neutral clusters is through Stern-Gerlach de-
flection spectrometry [272–274].
However, the magnetic deflection allows no discrimination between the spin
and orbital magnetic moment contributions. Thus, unlike for cationic clusters,
where both components can be experimentally separated using X-ray Magnetic
Circular Dichroism (XMCD) spectroscopy [275], an understanding of magnetic
behavior for neutral clusters is not highly developed. In most cases theoretical
studies are limited to a prediction of the lowest energy geometric structure, as
no experimental information on their structures is available (e.g. [276–279]). The
interpretation of experimental deflection data is further hampered by often small
energydifferences between the theoretically predicted isomerswith different spin
magnetic moments. Thus, an independent identification of the geometric struc-
ture with corresponding spin magnetic moment supported by an experimental
proof is highly desirable.
IR spectroscopy in combination with Density Functional Theory (DFT) cal-
culations is a mature method for determination of the geometric structures of
clusters [38, 53, 90–94, 233]. In this work, we investigate whether the IR spectro-
scopic characterization of clusters can be diagnostic for the magnetic moment,
too. For this, we chose to investigate clusters of two 3d metals, one widely con-
sidered as non-magnetic, vanadium, and one of which the clusters possess the
largest magnetic moments per atom, iron. Vanadium clusters Vn (n = 8 - 99) have
been experimentally demonstrated to have zero magnetic moments [280] while
theoretical investigations of the smaller Vn clusters predicted small, but non-zero
values [281–283]. Magnetic deflection experiments yielded exceptionally high
magnetic moments per atom for Fen (n = 10 - 25), where the neighboring Fe12 and
Fe13 have the largest (5.4 ± 0.4 µB) and the smallest (∼2.5 µB) magnetic moment
per atom of all sizes studied [274].
For this last reason, and since 12- and 13-atomic clusters have attracted sub-
stantial attention due to their presumed “magic” properties as possible icosahed-
ral structures, we studied clusters containing 12 and 13 atoms for both iron and
vanadium. For each cluster size we investigated different geometric structures
with various spin configurations using DFT calculations. Based on the compar-
ison of the experimental and calculated spectra we try to assign IR spectra to the
isomers with specific spin magnetic moment. In a complementary experiment,
we investigate the total magnetic moment for vanadium clusters employing
Stern-Gerlach deflection spectroscopy.
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9.2 Experimental and Computational Details
The experiments for determination of the cluster vibrational frequencies are car-
ried out in a cluster setup coupled to the Free Electron Laser for IntraCavity
Experiments (FELICE), described in detail in Chapter 2. Briefly: clusters are pro-
duced in a laser vaporization source at room temperature by ablation of iron
and vanadium rods using a pulsed 532 nm Nd:YAG laser with ∼30 and ∼10 mJ
pulse energy, respectively. The resulting plasma is released into a cluster growth
channel filled with He injected by a solenoid valve. The cluster beam formed by
expansion of clusters and the carrier gas into a vacuum chamber is shaped by a 2
mm skimmer that is biased by a constant voltage to deflect out charged species.
The beam is further shaped by a 0.45 mm slit and crosses the FELICE IR beam
under an angle of 35◦ in the center of the extraction region of a reflectron time-
of-flight (TOF) mass-spectrometer (R.M. Jordan TOF products, inc.). After the
interaction with IR radiation neutral clusters are ionized by a frequency-doubled
dye laser (LIOP-TEC), mass-separated and impinged on an MCP detector. The
experiment operates at twice the FELICE frequency, allowing one to record mass
spectra with andwithout IR excitation in a shot-to-shot manner. Over the presen-
ted IR scans macropulse energy inside the FEL cavity, inferred from measuring
a known fraction of outcoupled light, varies from 100 to 500 mJ. All IR spectra
presented in the next section are corrected for macropulse energy.
Stern-Gerlach deflection measurements for determination of the magnetic
moments of vanadium clusters were performed using a setup described in de-
tail in Refs. [77, 78]. Here, clusters are produced in a source similar to the one
described above with the significant difference that the source is cooled to ∼25 K
using a closed-cycle He refrigerator (Oerlikon cool pack 2000). After expansion
into a vacuum chamber, the cluster beam is skimmed by a 1 mm skimmer, and
passes through a chopper whose purpose is twofold: clusters selection andmeas-
urement of their velocity. The cluster beam is further collimated by horizontal
and vertical slits and passes a two-wire Rabi magnet [284]. The magnet is de-
signed to produce an inhomogeneous magnetic field up to B = 2.4 T with a field
gradient up to 350 T/mm. The clusters are photoionized in the extraction region
of a home-made linear TOF mass-spectrometer by an ArF excimer laser (6.4 eV
per photon), mass-separated and detected. The mass spectrometer is position-
sensitive, which allows one to detect deflection of the cluster beam. For a given
deflection x and velocity v, the time of flight spectrum for a cluster with mass m
is converted to an average magnetization 〈Mz〉 using [78]
〈Mz〉 = xmv
2
KB
, (9.1)
where K is an instrument constant that takes into account the geometry of the
setup and gradient of the magnetic field. K is calibrated by deflection of alu-
minum atoms. Themagnetization is extracted frommeasurements by converting
the arrival time distribution into a deflection distribution and then integrating
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this over the deflection x. The deflection value where half of this integral is
reached, is taken to correspond to the average magnetization value 〈Mz〉 for the
cluster studied, which is then converted into a value for the magnetic moment.
The average magnetization is related to the total cluster magnetic moment µ
using [274, 285]
〈Mz〉 = µ
2B
3kBT
, (9.2)
where T is the source temperature and kB the Boltzmann constant.
For the geometric structure assignment, a number of isomerswere considered.
Geometric structures for Fe12 and Fe13 were taken from literature, while for Vn
clusters we employed a Genetic Algorithm (GA) [163] to find low-energy candid-
ates. In both cases, the structureswere optimized in theAmsterdamDensity Func-
tional (ADF) [152–154]package. The calculations are carriedoutusing thePerdew,
Burke and Ernzerhof (PBE) exchange-correlation functional [160, 185, 286] using
the quadruple-ζ basis set augmented with four polarization functions (QZ4P)
without the core freezing. Geometry optimizations have been performedwithout
any symmetry restrictions.
9.3 Results and Discussion
In presenting our results, we start with the calculations and put them in perspect-
iveby comparingour results topreviousworks.We thenpresent our experimental
IR-UV spectra and try to make an assignment based on the comparison to the
calculated spectra. To assign the spin structure for vanadium clusters, we also
provide magnetic deflection measurements.
9.3.1 Vanadium
Figure 9.1 shows the lowest energy geometric structures for V12 and V13 found
computationally in thiswork. For V12, previous computational studies all yielded
a bell-shaped structure similar to V12A as the lowest energy structure [278, 287,
288]. In our calculations, this same structure is found to be lowest in energy by
more than 0.3 eV with respect to isomer V12B. Isomer V12A has an icosahedral
shape where one of the shell atoms is displaced into the structure. The isomer is
distorted from C5v symmetry. V12B is close to Cs symmetry and can be described
as a hexagonal bipyramid formed by atoms labeled 1-8, with four adjacent planes
on one side of the structure capped by an additional V atom.
For V13 (bottom panel) we found two distorted icosahedral shell structures
with one extra atom inside the shell. The lowest energy isomer, V13A is slightly
distorted from C3v symmetry, and is about 0.1 eV lower in energy than isomer
V13B, a C2v structure. The energy difference is roughly constant when going
from singlet to quartet spin states. Similar strongly distorted Ih geometries were
previously reported in Refs. [278, 287, 288].
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Figure 9.1: Candidate structures for V12 and
V13.
The experimental IR spectra
for V12 and V13 were recorded us-
ing a UV wavelength correspond-
ing to 4.87 eV which is close to the
reported experimental ionization
threshold values of 4.83 and 4.90
eV, respectively [289].
Figure 9.2 (a) shows the exper-
imental vibrational spectrum for
V12. It contains two well-defined
peaks at 331 and 411 cm−1, and
a wide band that spans the range
from∼175 to 265 cm−1 with amax-
imum around 200 cm−1. A further
maximum is found at 276 cm−1.
Panels (b)-(e) show the calculated
vibrational spectra for the geo-
metry candidates with different spin magnetic moments, presented in order of
relative energy. We only present vibrational spectra for isomers with singlet and
triplet spin states as higher spin states yielded substantially higher energies. Al-
though the general shape of the calculated spectra is similar to the experimental
one, none of the calculated spectra matches the experimental result particularly
well. Structure V12Bwith both spinmagneticmoments andV12Awith 0 µB can be
ruled out as all of them contain intense bands in the vicinity of 380 cm−1, where
the experimental spectrum has a clear dip. Even though the predicted spectrum
for V12A shown in panel (c) seems to match the experimental spectrum the best,
the band at around 390 cm−1 is predicted at a too low frequency, and the intensity
of the peak at 325 cm−1 is underestimated. One can further imagine that the 235
cm−1 predicted band is submerged in the experimental wide structure, which
contains many resonances, but it seems rather difficult to assign the geometric
structure for this cluster.
The right-hand panel of Figure 9.2 shows the experimental and calculated vi-
brational spectra for V13. Similar to V12, we distinguish one wide band that spans
the range from∼175 to 287 cm−1 andwell-defined peakswithmaxima at 331, 411,
and a weaker band at 370 cm−1. The calculated vibrational spectra for isomers
V13A and V13B with spin magnetic moments of 1 and 3 µB are shown in panels
(g)-(j). Here, one notices that the spectra for each isomer are less dependent on
the specific spin isomer. The spectra for isomer V13A for both spin configurations
match the experiment very well. Every peak in the experiment seems to be con-
firmed by the theory for both candidates. At the same time, isomer V13B can be
ruled out for both spin states. Both spectra depicted in panels (h) and (j) fail to
predict the strongest experimentally observed band at 331 cm−1.
To constrain the spin magnetic moment in trying to assign the IR spectra
to specific structures, we carried out complementary Stern-Gerlach deflection
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Figure 9.2: Experimental and calculated spectra for V12 (left) and V13 (right).
The top panels contain the experimental data (circles) accompanied by a 3-point
average (blue line). Calculated spectra are shown as sticks convoluted with a 15
cm−1FWHMGaussian line shape function, and are characterized by isomer, spin
magnetic moment and relative energy.
measurements for V12 and V13 shown in Figure 9.3. For V12 we found µ = 0.14 ±
0.25 µB. As none of the presented isomers with zero magnetic moment could be
assigned to the experimentally observed IR spectrum, we are forced to conclude
that an other, as yet unidentified, geometry is the carrier of the IR spectrum
recorded in this work.
For V13 we tentatively assigned the spectrum to structure V13A, but were un-
able to decide between a spin state of 1 or 3 µB. Here, the deflection measurement
can play a deciding role. For V13 the experimentally obtained magnetic moment
is µ = 2.87 ± 0.94 µB. We thus conclude that the V13 species observed is isomer
V13Awith a quartet spin state.
It is noteworthy that thevibrational spectra forV12 andV13 arenearly identical.
One could thus suspect that the spectrum of V12 results from fragmentation of
V13 into V12. While we cannot rule out such a process, we deem unlikely, given
the moderate IR intensities used (0.5-2.5 J/cm2), and the relatively high binding
energies of V to V12 of 447 kJ/mol or 4.6 eV [138]. The similar spectra could, of
course, also occur if the two structures are highly similar. We have therefore also
calculated the vibrational spectrum for the icosahedrally shaped V13A with the
middle atom removed. Unfortunately, this calculation yielded no better match
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Figure 9.3: Deflection profiles for V12 (a) and V13 (b).
and was energetically not competitive.
9.3.2 Iron
Fe13 B
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Figure 9.4: Considered structures for Fe12
and Fe13.
Iron clusters are known to be
very magnetic, which makes the
calculations less straightforward,
as many possible spin configur-
ations should be taken into con-
sideration. Here, we considered
the isomers reported in literat-
ure [276–279] and re-optimized
them. The resulting structures are
shown in Figure 9.4. In the lit-
erature there is an agreement
about the most stable structure,
here shown as isomers Fe12A and
Fe13A. There remains, however, a
debate on the exact spin configur-
ation. In Ref. [276] it was reported
that Fe12A and Fe13A have a spin
magnetic moment of 32 and 34 µB, respectively, while Gutsev and co-workers
[278] find a spin magnetic moment of 36 and 44 µB, respectively. Our work fully
agrees with the results of Ref. [279], and we confirm their found spin configura-
tions of 38 and 44 µB, respectively.
For Fe13 the lowest energy isomer Fe13A is a slightly distorted icosahedron
with an extra Fe near the inversion center; for Fe12A, one apex atom of the Fe13A
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Figure 9.5: Experimental and calculated spectra for Fe12 (left) and Fe13 (right).
icosahedron is removed. As in Ref. [279] we found structures Fe13A and Fe12A
at the ground spin state to have D5d and C5v point group symmetry, respectively.
We further found that higher energy spin states are often distorted from the
symmetric structures. Higher energy structures Fe12B and Fe13Bwere taken from
Ref. [276]. In order to describe Fe12B we highlight two trigonal bipyramidal
clusters marking them by the numbers 1-5 and 3, 4, 6-8. They share 4-3 edge and
have atoms 1, 8 and 3 (for both) as axial. Then, the cluster can be completed by
reflection of this construction through a mirror plane formed by atoms 1, 5, 7
and 8. The isomer has a C2v group point symmetry. Structure Fe13B is a near-bcc
geometry consisting of a rectangular prism with the four shorted faces capped
and a central atom positioned on the inversion center forming a D4h structure.
The ground spin state Fe13B is found to have a spin magnetic moment of 40 µB.
The IR spectrum for Fe12 was recorded with a UV photon energy of 5.53 eV.
The ionization energy for this cluster is 5.52 ± 0.05 eV [290] and the resonant
vibrational excitation of Fe12 leads to an increase in the detected ions. The res-
ulting IR spectrum is shown in the top left panel of Figure 9.5. The spectrum is
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somewhat noisy, but two clear resonances can be distinguished at 301 and 332
cm−1. At lower frequencies, a somewhat broader structure is visible withmaxima
at 172 and 194 cm−1. All maxima are marked by dashed vertical lines.
Below the experimental spectrum calculated vibrational spectra for the lowest
energy spin states for isomers Fe12A and Fe12B are shown in order of relative en-
ergy. It is noteworthy that the five lowest energy spin states found are for isomer
Fe12A, while the first spin isomer for Fe12B is only found at 1.32 eV. The strong
influence of spin state on the vibrational structure is also outstanding: the differ-
ences in the vibrational spectra presented in panels (b)-(f) for the same geometric
structure are quite substantial. Thus, from the comparison of the theoretical and
experimental results we should not only be able to assign the geometric structure,
but also the spin magnetic moment.
For the assignment, we focus on the best match for the experimentally ob-
served sharp peaks at 301 and 332 cm−1 and the pattern at low wavenumbers.
The spectrum that nearest satisfies these criteria is that calculated for the 40 µB
spin isomer of Fe12A, depicted in panel (d). Here, the experimentally observed
structure at lowwavenumbers is nicelymirrored by theory, as well as the 301 and
332 cm−1 resonances. A minor mismatch is the predicted intensity distribution
for the two high-frequency band, which could be caused by intensity borrowing,
observed more frequently in IR-multiple photon processes [148]. All other cal-
culated spectra for isomer Fe13A have relatively intense bands between 225 and
275 cm−1, with no experimental counterpart. This forms the main reason why
we reject the corresponding candidates. The presence of isomer Fe12B with 36
µB in the experiment is also doubtful, as the corresponding calculated spectrum
fails to predict bands at 174 and 194 cm−1. Although candidate Fe12A with the
spin magnetic moment 40 µB is not the lowest in energy, the satisfactory match
between the spectra in panels (a) and (d) leads us to assign the experimental
spectrum for Fe12 to the 40 µB spin isomer of Fe12A.
Knickelbein [274] experimentally determined the total magnetic moment for
Fe12 clusters to be 5.4 µB/atom, while our assignment implies a spin magnetic
moment of 3.33 µB. In Ref. [274] the difference between the total and spin-only
magnetic moment was explained by an unquenched orbital moment. If this is
the case, our finding suggests that the orbital magnetic moment for Fe12 is ∼2.07
µB/atom. A calculation of the orbital magnetic moments to verify this is unfortu-
nately not trivial [291], and, therefore, lies beyond the scope of this work.
The experimental vibrational spectrum for Fe13 is shown in Figure 9.5 (h).
Interestingly, no gain was observed for Fe13 at UV photon energies below the
ionization threshold of 5.61 ± 0.05 eV [290]. When the UV frequency was tuned
to a value above the IE resonant depletions were observed. In the current work,
a photon energy of 5.63 eV was used to record the spectrum. Compared to the
spectrum for Fe12, the signal-to-noise ratio for Fe13 is very high. The spectrum
contains only two bands located at 149 and 337 cm−1, which is an indication that
the geometric structure is highly symmetric. The spectra calculated for isomer
Fe13A for different spin states are shown in panels (i)-(m). As for Fe12, the first
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Figure 9.6: a) - UV photoionization spectrum for Fe13 recordedwithout IR (black)
and with IR fixed at 337 cm−1 (red). b) - calculated energy as a function of the
spin polarization for neutral (black) and cationic (red) Fe13A.
spin isomer of the second geometric structure Fe13B (panel (n)) is no energetic
rival for Fe13A.
In trying to find the best match between the calculated and experimental
spectra, the spin isomers with magnetic moments of 46 and 34 µB stand out: in
both cases the calculations predict only two peaks that are very close to those
observed experimentally. Each of the calculated peaks results from a convolution
of multiple vibrational modes located close to one another. Existence of the other
candidates for which the calculated vibrational spectra are presented in the ex-
periment are rather doubtful as all of them contain relatively intense peaks in the
region 175−300 cm−1, where the experimental shows only one. The near-perfect
match for either of the spin isomers leads us to assign the experimental spectrum
for Fe13 to geometric structure Fe13A with a spin magnetic moment of either 46
µB or 34 µB.
In their work on characterization of the magnetic properties of cationic iron
clusters through XMCD spectroscopy, Niemeyer et al. [275] suggested that the
low experimental magnetic moment value for both cationic and neutral Fe13
could be due to antiferromagnetic coupling of the spin of the central atom to
the surrounding atoms in the icosahedral geometry. Our observations are con-
sistent with this suggestion if we assign the IR spectrum of Fe13 to Fe13A with
spin magnetic moment of 34 µB, which indeed exhibits this antiferromagnetic
coupling. What is not so clear, however, is why the widely accepted ground state
in computational studies of 44 µB is consistently lower in energy than the anti-
ferromagnetic structure [279, 292–294]. It must be pointed out that our spectral
characterization still leaves room for an assignment to the spin isomer of 46 µB
which also exhibits a very favorable match with the vibrational spectrum. Fur-
ther, we speculate on answers to these questions, which may also explain why in
the IR-UV spectroscopic scheme only depletions are found for Fe13.
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Figure 9.6 (a) shows the UV photoionization spectra recorded for Fe13 with
(red) and without (black) IR radiation fixed at 337 cm−1, one of the resonant
frequencies. As can be seen, no modification of the photoionization curve below
the IE occurs, nor a change of the slope at threshold. The only result is a significant
depletion of the signal above the threshold. We judge that such a behavior is
incompatiblewith a statistical redistribution over either vibrational or vibrational
and electronic states, as described for NbC clusters [204]. The depletion at high
frequencies could point at loss of our original clusters due to fragmentation, but
we have seen no signs for this under the same conditions for the similarly stable
Fe12, or to a significant change in the photoionization probability. If such a change
could happen, the IR excitation leads to a spin change, where the new spin isomer
has a substantially higher IE.
To investigate this scenario, we calculated the relative energies for structure
Fe13A for a wide range of spin states for both neutral and cationic Fe13, shown
in Figure 9.6 (b). Similar to Ref. [292], we find two energy minima, at spin states
of 34 and 44 µB. For these minima, we approximate the ionization threshold by
the lowest energy difference with cationic and neutral states for a spin difference
of ∆2S = ±1, indicated with arrows in the figure. From this, we find an AIE for
34 µB of 5.05 eV, and for 46 µB of 5.48 eV. Although none of these values match
the experimentally extracted IE of 5.61 ± 0.05 eV very well, it is noteworthy that
the second transition is 0.43 eV higher in energy than the first one. If we assume
that the transition observed in the experiment originates from the 34 µB spin
isomer, an IR-induced spin flip to a 44 µB isomer would require a 0.62 eV higher
photon energy for ionization. As the UV photon energy for IR spectrum was
fixed, a loss of the signal would take place. Of course, this hypothesis is highly
speculative, so further experimental and theoretical investigations are required
for its confirmation.
9.4 Conclusions and Outlook
In conclusion, we performed a combined experimental and theoretical investig-
ation of Vn and Fen clusters (n=12, 13) employing IR vibrational spectroscopy
and DFT calculations. Based on the comparison of the measured and calculated
spectra we were able to assign the geometric structures for V13. However, as-
signment of the spin magnetic moment based on the IR spectrum for this cluster
alone turned out to be rather challenging. Instead, employing the Stern-Gerlach
experimental setup we determined the total magnetic moment to be around 3
µB, which is in agreement with one of the two spin states of the isomer that was
assigned to the experimental IR spectrum. V12 possesses a zero magnetic mo-
ment, while we could not assign any isomer based on the spectroscopic data. We
believe that additional theoretical studies for V12 are required in order to explain
both the vibrational spectrum and magnetic properties in this case.
For Fe12 we were not only able to assign the geometry observed in the exper-
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iment, but also determine its spin magnetic moment based on the match with
detected vibrational frequencies. For Fe13 we were able to assign the isomer and
limit the number of options for the spin magnetic moment to either 34 or 46
µB. While experimentally the first spin state has already been observed, we pro-
pose an additional experiment that would confirm or refute the change of the
spin state after vibrational excitation for this cluster. We propose to perform the
measurement of Stern-Gerlach deflections under resonant vibrational excitation.
If the magnetic moment of the cluster would change, after the interaction of the
cluster with the IR light, this would be reflected in modification of the deflection
profiles.
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Properties of matter change substantially with reduction of dimensionality, es-
pecially when the object size comes down to a countable number of atoms. This
size region, where the addition or elimination of a single atom starts to play a role
and the properties are no longer scalable, is covered by clusters, the subject of the
investigations in this thesis. The aim of the work described in this thesis was to
explore the interplay between the vibrational and electronic systems in clusters,
with the goal of probing the dynamics of this process in a time-resolved manner.
The main attraction of using these clusters for such a time-resolved experiment
is the discreteness of both the vibrational and electronic states, which allows for
a controllable vibrational excitation of the nuclear coordinates and an accurate
detection of the energy arrival in a certain electronic level.
It is essential to start an investigation of the coupling between two systems by
exploring each of them separately. We chose the most reliable combination of the
experimental and theoretical instruments, IR spectroscopy and DFT calculations
(both described in Chapter 3), in order to determine the geometric structure of
NbC clusters in Chapters 4 and 5, of TaC clusters in Chapter 6, and of Fe and V
clusters in Chapter 9. For the NbC clusters explored in Chapter 5, spectroscopic
studies were performed for a large number of sizes, which allowed the evolution
of the geometric structure to be tracked as a function of the number of constituting
atoms and to confirm experimentally the appearance of the bulk-like crystal
structure for small species down to twelve atoms. Alongside the determination
of the geometric structure, this approach is also suitable for characterization of
magnetic properties of clusters. In particular, inChapter 9we have shown that the
IR spectra for some species change drastically depending on the spin magnetic
moment, which allows for assignment of the spectra to isomers with specific
magnetic states.
These studies were all performed using IR laser pulses of microsecond time
scale, and UV probe pulses of nanosecond duration. However, as it is expected
that the energy exchange between the nuclear and electronic systems in a cluster
takes place on the picosecond timescale, picosecond-long laser pulses for both
vibrational excitation and probing the electronic repopulation are required. As
the shortening of the IR pulse is accompanied by a severe reduction in the pulse
energy, picosecond studies characterizing clusters that require an IR pulse energy
above a certain threshold are not likely to be successful.
From this perspective, certain clusters of metal carbides, such as Nb6C5 and
Ta5C3, were shown to possess a very large IR absorption cross-section, and thus
appeared as the most promising systems where pilot studies of the dynamics of
the electron-phonon coupling could prove feasible. For these species, in Chapters
4 and 8 we performed calculations of the electronic structure and constructed a
model that proved that the energy deposited into the vibrational coordinates can
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be transferred to the electronic system,which is not known a priori. Employing this
model, it was possible to determine the degree of population of excited electronic
levels as a function of the IR pulse energy, and extract the cluster temperature. It
was found that, unlike for Ta5C3, the temperature for Nb6C5 saturates, which is a
signature of a loss of thenumber of detected clusters due to emissionof an electron
(ionization) or of an atom (fragmentation). Nevertheless, both Nb6C5 and Ta5C3
can be used for the future investigation of the dynamics of the electron-phonon
coupling on the picosecond timescale. From these two, Ta5C3 stands out as the
required IRpulse energy is an order ofmagnitude lower than forNb6C5. This high
sensitivity could partly be attributed to the existence of an extremely low-lying
electronic state at an energy that is lower than some of the vibrational transitions.
A direct IR transition to this electronic state was experimentally observed in
Chapter 6, where the IR spectrum of isotopically labeled Ta5C3 has been recorded
to confirm the electronic nature of the excited state, by demonstrating that the
mass substitution leads to a change of the vibrational frequencies, while the
electronic transition energy remains fixed.
As a result of these investigations, we propose to perform a time-resolved
experiment aiming to excite Ta5C3 with a single IR micropulse and probe the
time evolution of the electronic states repopulation with a femtosecond laser
pulse. In Chapter 8 it has been shown that a single FELICE micropulse will be
sufficiently intense to excite a vibrational mode in this candidate. When probing
the cluster by a pulse from a standard Ti:Sapphire femtosecond system, it could
then be possible to detect the dynamics of the energy flow from the excited
vibrational mode to low-lying electronic states. As we have demonstrated in
Chapter 7 in experiments investigating the electronic excitation dynamics in TaC
clusters, it is relatively easy to detect relaxation times in these species that range
from hundreds of nanoseconds to femtoseconds (determined by a number of
factors: cluster size, composition, pump and probe photon energy). The success
of the pump-probe IR-UV study, however, still depends on various unknown
factors, of which we will discuss two in the remainder of this outlook.
The first one is the possibility of the vibrational excitation of a cluster with a
single picosecond-long micropulse. In this thesis the vibrational excitation was
performed employing a train of micropulses separated in time by nanosecond
delimiters. There are a number of studies suggesting that such a pulse structure
is responsible for the efficiency of the IR multiple-photon excitation process, as
the time between the micropulses allows for redistribution of the vibrational
energy from the excited vibrational mode to the nuclear bath via IVR. Thus, the
question if excitation with one micropulse of a certain energy would cause the
same heating of the vibrational bath as a train of micropulses with the same total
energy, is the next to be answered.
A second issue to be addressed is to disentangle contributions from the IVR
and electron-phonon interactions. In previous works (see e.g. Ref. [295]) it has
been shown that the IVR process can take place on the picosecond time scale,
similar to what is expected for the electron-phonon coupling. Thus, it is still
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a question as to what the preferable energy transfer pathway from the excited
vibrational mode in Ta5C3 would be: directly to the electronic system or to the
vibrational bath first, via IVR.
We believe that, with a number of additional time-resolved experiments, one
would be able to detect the dynamics of the electron-phonon coupling using
clusters. The experiment with the Ta5C3 system proposed in this thesis seems to
be a rather unique opportunity at this moment, but it can become the first in a
number of studies for clusters of other sizes and a size dependence of the electron-
nuclei interplay can be revealed. This would allow one to establish the role of the
individual nuclei in this process and make a new step towards understanding
astonishing phenomena such as superconductivity.
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De eigenschappen vanmaterie veranderen substantieel bij een vermindering van
de dimensionaliteit, vooral wanneer de objectgrootte gereduceerd wordt tot die
van een deeltje dat bestaat uit een telbaar aantal atomen. Het regime waar de
toevoeging of eliminatie van een enkel atoom een cruciale rol speelt voor de
fysische en/of chemische eigenschappen van een deeltje en die eigenschappen
dus niet meer schaalbaar zijn, wordt door clusters gevormd, het onderwerp van
onderzoek in dit proefschrift.
Het werk dat in dit proefschrift is beschreven heeft ten doel de wisselwerking
tussen de nucleaire en elektronische systemen, de zogenaamde elektron-phonon
koppeling, in clusters te onderzoeken en de dynamica van dit proces te be-
studeren. De belangrijkste reden om hiervoor clusters te gebruiken en niet de
vastestof is dat zowel hun elektronische als vibrationele toestanden discreet zijn,
wat een nauwkeurige excitatie van specifieke vibrationele coordinaten mogelijk
maakt, alsmede het nawijzen van de energieoverdracht naar nauwkeurig be-
paalde elektronische toestanden.
Om onderzoek te kunnen doen naar de koppeling tussen de twee syste-
men is het essentieel elk van hen eerst afzonderlijk te bestuderen. Om de geo-
metrische structuur van clusters te bepalen gebruiken we de combinatie van
experimentele en theoretische methoden, namelijk infraroodspectroscopie (IR
spectroscopie) en dichtheidsfunctionaaltheorie, beide beschreven in hoofdstuk
3. Als bron voor het IR licht is een vrije-elektronenlaser (FEL) gebruikt, en de
IR absorpties worden gedetecteerd door een verandering in het aantal clusters
dat geïoniseerd wordt met een tweede, ultraviolette (UV) laser. De verandering
in de ionisatieëfficiëntie wordt toegekend aan een herpopulatie van elektronis-
che toestanden volgend op de vibrationele excitatie, mogelijk gemaakt door de
elektron-phononwisselwerking. De systemen diewe hiermee onderzocht hebben
zijn NbC, beschreven in hoofdstukken 4 en 5, TaC clusters (hoofdstuk 6), Fe en V
clusters (beide in hoofdstuk 9).
Spectroscopische studies uitgevoerd aan talrijke NbC clusters bestaande uit
maximaal 12 atomen laat het toe de evolutie van de geometrische structuur als
functie van het aantal atomen te volgen, waarbij de kristalstructuur van de vast-
estof al bij enkele clusters wordt waargenomem. Dat de techniek naast voor geo-
metrische structuur ook voor het karakteriseren vanmagnetische eigenschappen
van clusters geschikt is blijkt met name in hoofdstuk 9, waar wordt aangetoond
dat de infraroodspectra voor sommige clusters drastisch veranderen, afhankelijk
van het spinmagnetische moment.
De hierboven beschreven studies werden allemaal uitgevoerd met behulp
van IR laserpulsen met een tijdsuur van enkele microseconden voor excitatie
en nanoseconde lange UV laserpulsen voor de detectie. Aangezien het te ver-
wachten valt dat energieuitwisseling tussen de nucleaire en elektronische syste-
139
men in een cluster op de tijdschaal van picosecondenplaatsvindt, zijn laserpulsen
voor zowel excitatie als voor detectie van elektronische repopulatie vereist. Om-
dat een verkorting van de IR laserpuls leidt tot een ernstige reductie van de
pulsenergie, zullen studies op de picoseconde tijdschaal van clusters die een
pulsenergie boven een bepaalde drempelwaarde vereisen voordat de repopu-
latie experimenteel zichtbaar wordt waarschijnlijk niet succesvol zijn.
Specifieke metaalcarbideclusters, te weten Nb6C5 en Ta5C3, blijken een zeer
hoge IR absorptiecoëfficient te bezitten en lijken daarmee veelbelovende syste-
men om in tijdsopgeloste experimenten de dynamica van de elektron-phonon
koppeling te bestuderen. Voor deze clusters hebbenwe in de hoofdstukken 4 en 8
de spectrale respons van het elektronische systeem gemeten in fotoionisatiespec-
tra. Door deze respons te modellerenmet behulp van de berekende elektronische
structuur blijkt eenduidig dat energie, die in de vibratiecoördinaten is gepompt,
overgedragen kan worden naar het elektronische systeem. Hiermee is aan een
belangrijke voorwaarde voldaan om een tijdopgelost experiment uit te voeren
waarin een elektronische toestandwordt bevolkt na excitatie van een vibrationele
toestand met een femto- of picoseconde IR laserpuls.
Hoewel zowel Nb6C5 en Ta5C3 geschikt lijken voor onderzoek naar de dy-
namica van de elektronfononkoppeling op de picoseconde tijdschaal, lijkt Ta5C3
het meest kansrijke systeem: de vereiste IR pulsenergie om een respons te meten
voor Ta5C3 ligt een factor tien lager dan voorNb6C5. Ook blijkt dat de clustertem-
peratuur als functie van IR pulsenergie voor Nb6C5 verzadigt bij hogere pulsen-
ergieen, een teken dat de bestudeerde clusters door emissie van een elektron
(ionisatie) of een atoom (fragmentatie) verloren gaan. Voor Ta5C3 werd zo’n
verzadiging niet bereikt onder de huidige experimentele omstandigheden. Beide
omstandigheden wijzen erop dat energie in het vibrationele systeem van Ta5C3
veel efficiënter naar het elektronische systeem vloeit dan inNb6C5. Een en andere
zou mede kunnen worden bepaald door het bestaan in Ta5C3 van een elektron-
ische toestand met een energie die lager is dan sommige van de vibrationele
overgangen. Dat een directe IR lasergeïnduceerde overgang naar deze elektron-
ische toestand experimenteel mogelijk is wordt in hoofdstuk 6 gedemonstreerd
door IR spectra van isotopisch gelabeld Ta5C3 op te nemen: de massasubstitu-
tie leidt tot een verandering van de vibrationele frequenties, terwijl die van de
elektronische overgang gelijk blijft.
Als excitatie in een picoseconde lange pulse mogelijk is, moet het cluster ook
op een korte tijdschaal gedetecteerd kunnen worden om eventueel snelle dy-
namica te kunnen karakteriseren. In hoofdstuk 7 wordt aangetoond dat zulke
snelle dynamica kunnen worden bestudeerd met een Ti:Saffier lasersysteem met
femtoseconde pulsen. Hier worden clusters met korte pulsen van zichtbaar en
UV licht bestudeerd, waarbij vervaltijden die variëren van honderden nano-
seconden tot femtosecondenworden gedetecteerd, afhankelijk van clustergrootte
en -compositie, de golflengtes van de laserpulsen voor excitatie en detectie.
De kans van slagen van het voorgestelde experiment om de dynamica van
de elektron-phononkoppeling te bestuderen hangt echter nog steeds af van ver-
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schillende onbekende factoren, waarvan in deze vooruitblik twee zullen worden
uitgelicht.
De eerste open vraag is of een lasergeïnduceerde vibrationele excitatie van
een cluster gevolgd door elektronische excitatie daadwerkelijk mogelijk is met
een enkele picoseconden lange IR laserpuls. In dit proefschrift wordt de vibra-
tionele excitatie uitgevoerd met een lange serie IR laserpulsen die steeds één
nanoseconde na elkaar het cluster bereiken. Een aantal studies suggereren dat
een dergelijke pulsstructuur verantwoordelijk is voor een efficiënte excitatie door
meerdere IR laserpulsen can moleculen en clusters, aangezien de tijd tussen de
pulsen het mogelijk maakt om de geabsorbeerde energie te herverdelen van de
aangeslagen vibratie over alle andere vibraties via het zogenaamde intramolecu-
laire vibrationele redistributie (IVR) proces. Het is de vraag of excitatie met één
korte laserpuls met een bepaalde energie dezelfde verwarming van het cluster
kan veroorzaken als excitatie met een serie laserpulsen met dezelfde totale ener-
gie.
Een tweede kwestie is hoe effecten van het IVR proces en elektron-phonon
interactie te ontwarren zijn. In eerdere werken (zoals in Ref. [295]) is aangetoond
dat het IVR proces kan plaatsvinden op de picosecond-tijdschaal, wat vergelijk-
baar is met de te verwachten relaxatietijden door elektron-phonon interacties.
Het is dus de vraag via welk pad energie uit de opgewekte vibratiemodus in
Ta5C3 bij voorkeur verdwijnt: direct naar het elektronische systeem of eerst via
IVR naar het bad van vibrationele toestanden voordat het in het elektronisch
systeem terechtkomt.
Deze en andere vragen zullen beantwoord worden zodra een daadwerkelijk
experiment is gedaan. Alhoewel hiertoe nog enkele technische vraagstukken,
zoals hoe een enkele IR puls uit een serie kan worden geselecteerd binnen de
trilholte van een FEL opgelost dienen teworden (enkele voorstudies hiervoor zijn
beschreven in hoofdstuk 8), vormt het werk dat in dit proefschrift is beschreven
een stevige basis voor de succesvolle uitvoering van tijdopgeloste experimenten
aan de dynamica van de elektron-fononkoppeling in clusters. Het voorgestelde
experiment met het in dit proefschrift gevonden Ta5C3 systeem kan het eerste
worden in een aantal studies waarin deze interactie kan worden ontrafeld. Dit
zou het mogelijk maken om de rol van de afzonderlijke kernen in dit proces
vast te stellen en een nieuwe stap te zetten om zulke wonderlijke fenomenen als
supergeleiding beter te begrijpen.
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