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LIMIT LINEAR SERIES AND THE AMINI-BAKER
CONSTRUCTION
BRIAN OSSERMAN
Abstract. We draw comparisons between the author’s recent construction of
limit linear series for curves not of compact type and the Amini-Baker theory
of limit linear series on metrized complexes, as well as the related theories of
divisors on discrete graphs and on metric graphs. From these we conclude
that the author’s theory (like the others) satisfies the Riemann and Clifford
inequalities. Motivated by our comparisons, we also develop negative results
on Brill-Noether generality for certain families of metric graphs. Companion
work of He develops our comparisons further and uses them to prove new
results on smoothability of Amini-Baker limit linear series and of divisors on
metric graphs.
1. Introduction
In [Oss], the author introduced a theory of limit linear series for nodal curves
not of compact type. This was further studied in [Oss16], yielding some suggestive
connections to the tropical proof of the Brill-Noether theorem by Cools, Draisma,
Robeva and Payne [CDPR12]. Separately, Amini and Baker [AB15] had introduced
an alternate notion of limit linear series for curves not of compact type, more closely
connected to the recently developed theories of divisors on discrete graphs [BN07]
and on abstract tropical curves [GK08], [MZ08]. The purpose of this paper is to
examine various aspects of the connections between these theories.
We begin by verifying some basic compatibilities between our notions of mul-
tidegrees on dual graphs and the theory of divisors on (discrete) graphs. As an
application, we can leverage the existence of v-reduced divisors on graphs to prove
in Theorem 3.1 our own version of the “Riemann’s theorem” proved both by Eisen-
bud and Harris (Theorem 4.1 of [EH86]) and Amini and Baker (Remark 5.8 of
[AB15]) for their respective limit linear series theory. This states in particular that
when the degree d is greater than 2g´2, limit linear series only exist when r ď d´g.
We next show in Theorem 4.13 that there is a forgetful map between our limit
linear series and Amini-Baker limit linear series. Because Amini and Baker proved
Theorem 3.1 as well as Clifford’s inequality for their limit linear series, we imme-
diately obtain in Corollary 4.15 both a second proof of Theorem 3.1, and a proof
that our limit linear series satisfy Clifford’s inequality.
There is a class of curves – those of ‘pseudocompact type’1 – for which we have
an alternative definition of limit linear series in terms of generalizing vanishing
The author was partially supported by Simons Foundation grant #279151 during the prepa-
ration of this work.
1These are the curves for which, if you squint hard enough, the dual graph is a tree; see
Definition 5.1 below.
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conditions and gluing conditions, which is equivalent to (but formulated quite dif-
ferently from) our more general definition. We show in Proposition 5.9 that for
these curves, the construction of our forgetful map will yield an Amini-Baker limit
linear series even if our gluing condition is not satisfied. In a companion paper, Xi-
ang He [He17] shows that conversely, an Amini-Baker limit linear series on a curve
of pseudocompact type satisfies our generalized vanishing condition, so that on such
curves, Amini-Baker limit linear series are equivalent to tuples of linear series which
satisfy our generalized vanishing condition. He also examines cases in which the
forgetful map is and is not surjective, proving new results on smoothability (and
non-smoothability) of Amini-Baker limit linear series, with some applications also
to smoothability of tropical linear series.
Finally, in §6 we give some examples highlighting the differences between our
theory, the Amini-Baker theory, and the theory of divisors on graphs. These include
examples of curves which have maximal gonality in our sense but are hyperelliptic in
the Amini-Baker sense, and examples of curves which are not hyperelliptic either in
our sense or the Amini-Baker sense, but which carry a divisor of degree 2 and rank 1
on the underlying metric graph. Motivated by these examples, and in a similar vein
to the recent work of Kailasa, Kuperberg and Wawrykow [KKW], we then develop
more systematic negative results on Brill-Noether generality for graphs, showing
that if a graph has a point disconnecting it into three or more components, or is
obtained by attaching two graphs to one another by a collection of four or more
edges with the same endpoints, then the graph is not Brill-Noether general. We
also discuss the overall philosophy of when one could reasonably expect a graph to
be Brill-Noether general.
We also include an appendix with some background results on the Amini-Baker
theory, especially relating to restricted rank.
Because both our limit linear series of [Oss] and the Amini-Baker limit linear
series use Γ and G in different ways as basic notation, we are not able to follow
both at once. We have decided to follow the notation of [Oss] as is, while using pΓ
and pG for the Amini-Baker usage of Γ and G, respectively.
Acknowledgements. I would like to thank Omid Amini, Matt Baker, Vivian
Kuperberg and Sam Payne for several helpful conversations, particularly regarding
the material in the final section and the appendix. I would also like to thank Xiang
He for many helpful comments and conversations during the course of preparing
this work.
2. Background on limit linear series
In this section, we recall the general definition of limit linear series introduced in
[Oss]. We also develop some new definitions and results at the end of the section.
We begin with some definitions of a combinatorial nature. For us, a multidegree
on a graph is simply an integer vertex weighting (i.e., exactly what is called a divisor
in Brill-Noether theory for graphs). However, we will be interested in a notion
of “admissible” multidegrees, in which we distinguish between “original” vertices
and vertices introduced by subdivision of edges. While this introduces some extra
complications into the notation, it is ultimately an important simplifying tool,
especially in the context of curves of pseudocompact type (discussed in §5). For
instance, in the special case of curves of two components, it means that our limit
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linear series will always only involve a pair of linear series on components, even
when it may have been necessary to introduce new rational components to extend
the underlying line bundle.
In the below, Γ will be obtained by choosing a directed structure on the dual
graph of a projective nodal curve.
Definition 2.1. A chain structure on a graph Γ is a function n : EpΓq Ñ Zą0.
A chain structure is trivial if npeq “ 1 for all e P EpΓq. Given Γ and n, let rΓ be
the graph obtained from Γ by subdividing each edge e into npeq edges.
Thus, we have a natural inclusion V pΓq Ď V prΓq, and each vertex v of rΓ not
in V pΓq is naturally associated to an edge e P EpΓq; we will refer to v as a “new
vertex lying over e.” The chain structure will determine the length of the chain of
rational curves inserted at a given node, so that rΓ will be the dual graph of the
resulting curve. Note that the trivial case (in which no rational curves are inserted)
corresponds to npeq “ 1.
As may be suggested by the construction of rΓ, the analogue of our chain structure
in the tropical setting is the edge lengths inducing a metric graph structure on a
given dual graph.
Definition 2.2. If Γ is a directed graph, for each pair of an edge e and adjacent
vertex v of Γ, let σpe, vq “ 1 if e has tail v, and ´1 if e has head v. Given also n
a chain structure on Γ, an admissible multidegree w of total degree d on pΓ,nq
consists of a function wΓ : V pΓq Ñ Z together with a tuple pµpeqqePEpΓq, where
each µpeq P Z{npeqZ, such that
d “ #te P EpΓq : µpeq ‰ 0u `
ÿ
vPV pΓq
wΓpvq.
The multidegree rw on rΓ induced by w is defined by rwpvq “ wΓpvq for all v P V pΓq,
by rwpvq “ 1 if µpeq ‰ 0 and v is the µpeqth new vertex lying over e, and by rwpvq “ 0
otherwise. Here we order the new vertices over a given e P EpΓq using the direction
of e.
The idea behind admissible multidegrees is that if we have a line bundle on the
generic fiber of a one-parameter smoothing of a nodal curve, in order to extend it
to the special fiber, it suffices to consider multidegrees which have degree 0 or 1 on
each rational curve inserted at the node, with degree 1 occurring at most once in
each chain. Thus, µpeq determines where on the chain (if anywhere) positive degree
occurs.
Definition 2.3. Given a chain structure n on Γ, let w be an admissible multidegree.
Given also v P V pΓq, the twist of w at v is obtained as follows: for each e adjacent
to v, increase µpeq by σpe, vq. Now, decrease wΓpvq by the number of e for which
µpeq had been equal to 0, and for each e, if the new µpeq is zero, increase wΓpv1q by
1, where v1 is the other vertex adjacent to v. The negative twist of w at v is the
admissible multidegree w1 such that the twist of w1 at v is equal to w.
Twists will be the change in multidegrees accomplished by twisting by certain
natural line bundles; see Notation 2.14 below.
Example 2.4. In the case of trivial chain structure, a twist at v simply reduces
wΓpvq by the valence of v while increasing wΓpv1q by the number of edges connecting
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Figure 1. An admissible multidegree and the effect of twisting at v.
v1 to v, for each v1 ‰ v. This is the same as the chip firing considered by Baker and
Norine in [BN07].
Example 2.5. The effect of a twist at v is shown in Figure 1, which shows adjacent
vertices v, v1 of Γ, connected by four edges in Γ, which are subdivided in rΓ according
to the chain structure. The effect of twisting at v is then that for each chain between
v, v1 in the figure, the 1 is moved one vertex to the right. When there is no 1 in
the chain, a 1 is placed on the first vertex, and degree at v is reduced by 1. When
there is a 1 on the last vertex, it is removed and the degree at v1 is increased by 1.
Thus, for the example in the figure, twisting at v will decrease the degree at v by
2, and increase the degree at v1 by 1.
Remark 2.6. Induced multidegrees on rΓ are compatible with twists as follows:
twisting w at v P V pΓq is the same as twisting rw by v, and then also by all new
vertices between v and the σpe, vqµpeqth new vertex lying over e, for each e P EpΓq
adjacent to v.
Definition 2.7. An admissible multidegree w is concentrated at a vertex v P
V pΓq if there is an ordering on V pΓq starting with v, and such that for each sub-
sequent vertex v1, we have that w becomes negative in index v1 after taking the
composition of the negative twists at all the previous vertices.
We will also refer to a multidegree on a graph without chain structure as be-
ing concentrated at v if it is concentrated at v when considered as an admissible
multidegree with respect to the trivial chain structure.
While the definition of concentrated might be a bit opaque, it is based on a
very simple geometric concept: if we have a line bundle L of multidegree w on
a curve with dual graph Γ, the definition of concentrated implies that if a section
of L vanishes on the component Zv corresponding to v, then we can iteratively
traverse the other components to conclude it must vanish everywhere. We will
show in Corollary 3.6 that concentratedness is essentially equivalent to the notion
of v-reducedness for divisors on graphs, except that nonnegativity away from v is
imposed for the latter. See Remark 3.10 for discussion of why we adopt the more
general condition.
The following directed graph keeps track of all the multidegrees we will want to
consider starting from any one admissible multidegree.
LIMIT LINEAR SERIES AND THE AMINI-BAKER CONSTRUCTION 5
Notation 2.8. Let Gpw0q be the directed graph with vertex set
V pGpw0qq Ď ZV pΓq ˆ
ź
ePEpΓq
Z{npeqZ
consisting of all admissible multidegrees obtained from w0 by sequences of twists,
and with an edge from w to w1 if w1 is obtained from w by twisting at some vertex
v of Γ.
Given w P V pGpw0qq and v1, . . . , vm P V pΓq (not necessarily distinct), let
P pw, v1, . . . , vmq denote the path in V pGpw0qq obtained by starting at w, and twist-
ing successively at each vi.
By the invertibility of twists, Gpw0q “ Gpwq if and only if w P Gpw0q. While our
directed structure on Γ is just a convenience, the directedness of Gpw0q is crucial.
Also, note that the endpoint of P pw, v1, . . . , vmq is independent of the ordering of
the vi. In fact, we have the following (see Proposition 2.12 of [Oss], although this is
also standard in the chip-firing literature; see for instance Lemma 2.2 of [HLM`08]):
Proposition 2.9. If P pw, v1, . . . , vmq is a minimal path in Gpw0q from w to some
w1, then m and the vi are uniquely determined up to reordering.
More generally, paths P pw, v1, . . . , vmq and P pw, v11, . . . , v1m1q have the same end-
point if and only if the multisets of the vi and the v
1
i differ by a multiple of V pΓq.
We now move on to definitions which involve geometry more directly.
Situation 2.10. Let X0 be a projective nodal curve, with dual graph Γ, and
choose an orientation on Γ. For v P V pΓq, let Zv be the corresponding irreducible
component of X0, and Z
c
v the closure of the complement of Zv in X0.
A preliminary definition is the following.
Definition 2.11. If X0 is a nodal curve with dual graph Γ, an enriched structure
on X0 consists of the data, for each v P V pΓq of a line bundle Ov on X0, satisfying
the following conditions:
(I) for any v P V pΓq, we have
Ov|Zv – OZv p´pZcv X Zvqq, and Ov|Zcv – OZcv pZcv X Zvq;
(II) we have
Â
vPV pΓqOv – OX0 .
Enriched structures are induced by regular one-parameter smoothings pi : X Ñ
B, by setting Ov “ OXpZvq|X0 . They are necessary data for our definition of limit
linear series, but because they do not occur in the Amini-Baker or tropical settings,
they will play a relatively minor role in the present paper.
We now explicitly introduce the chains of rational curves induced by a chain
structure on X0.
Definition 2.12. Given X0 and a chain structure n on Γ, let rX0 denote the
nodal curve obtained from X0 by, for each e P EpΓq, inserting a chain of npeq ´ 1
projective lines at the corresponding node. We refer to the new components of rX0
as the exceptional components.
Thus, rΓ is the dual graph of rX0, and an admissible multidegree on Γ induces a
usual multidegree on rX0.
From now on, we will assume we have fixed an enriched structure together with
suitable global sections, as follows.
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Situation 2.13. In Situation 2.10, suppose we have also a chain structure n on
Γ, and an enriched structure pOvqv on the resulting rX0, and for each v P V prΓq, fix
sv P Γp rX0,Ovq vanishing precisely on Zv.
The sections sv will be convenient in describing maps between different twists of
line bundles; they will not be unique even for curves of compact type, but they do
not ultimately affect our definition of limit linear series. See Remark 2.22 of [Oss].
We next describe how, given an enriched structure on rX0, and a line bundle L
of multidegree w0, we get a collection of line bundles indexed by V pGpw0qq, with
morphisms between them indexed by EpGpw0qq.
Notation 2.14. In Situation 2.13 assume we are given also an admissible multidegree
w0 on pΓ,nq. Then for any edge ε P EpGpw0qq, starting at w “ pwΓ, pµpeqqePEpΓqq
and determined by twisting at v P V pΓq, we have the corresponding twisting line
bundle Oε on rX0 defined as
Oε “ Ov b
â
ePEpΓq
σpe,vqµpeqâ
i“1
Ove,i ,
where the first product is over edges e adjacent to v, and for any such pair, ve,i
denotes the ith rational curve in rX0 from Zv on the chain corresponding to e.
In addition, we have the section sε of Oε obtained from the tensor product of
the relevant sections sv and sve,i .
Similarly, given w,w1 P V pGpw0qq, let P “ pε1, . . . , εmq be a minimal path from
w to w1 in Gpw0q, and set
Ow,w1 “
mâ
i“1
Oεi .
In Notation 2.14, we take the representative of σpe, vqµpeq between 0 and npeq´1,
and if µpeq “ 0, the product over i is empty for the given e. Note that it follows from
Proposition 2.9 that the constructions of Notation 2.14 are independent of choices
of (minimal) paths. The reason for the notation Ow,w1 is that, as one can easily
verify, tensoring by Ow,w1 take a line bundle of multidegree w to one of multidegree
w1.
Notation 2.15. In Situation 2.13, suppose L is a line bundle on rX0 of multidegree
w0. Then for any w P V pGpw0qq, set
Lw :“ L b Ow0,w.
Given also wv P V pGpw0qq concentrated at v, set
L v :“ Lwv |Zv .
Given an edge ε from w to w1 in Gpw0q, corresponding to twisting at v, then
eitherLw1 “ LwbOε, orLw “ Lw1bOw1,w. In the former case, we get a morphism
Lw Ñ Lw1 induced by sε. In the latter case, we observe that Ow1,w b Oε – OĂX0 ,
and fixing such an isomorphism and again using sε gives an induced morphism
Lw Ñ Lw b Oε “ Lw1 b Ow1,w b Oε – Lw1 .
In either case, pushing forward gives an induced morphism
fε : Γp rX0,Lwq Ñ Γp rX0,Lw1q.
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Finally, if P “ pε1, . . . , εmq is any path in Gpw0q, set
fP :“ fεm ˝ ¨ ¨ ¨ ˝ fε1 .
If P is a minimal path from w to w1, write
fw,w1 :“ fP .
We have the following simple consequence of Proposition 2.9:
Corollary 2.16. For any w,w1 P V pGpw0qq, the morphism fw,w1 is independent of
the choice of minimal path.
We can now give the definition of a limit linear series.
Definition 2.17. Let X0 be a projective nodal curve, n a chain structure, w0 an
admissible multidegree of total degree d on pX0,nq, and pOvqvPV pΓq an enriched
structure on rX0. Choose also a tuple pwvqvPV pΓq of vertices of Gpw0q, with each
wv concentrated at v, and sections psvqv as in Situation 2.13. Then a limit linear
series on pX0,nq consists of a line bundle L of multidegree w0 on rX0, together
with pr ` 1q-dimensional subspaces V v of ΓpZv,L vq for each v P V pΓq, satisfying
the condition that for all w P V pGpw0qq, the natural morphism
(2.1) Γp rX0,Lwq Ñ à
vPV pΓq
ΓpZv,L vq{V v
has kernel of dimension at least r ` 1, where (2.1) is obtained as the composition
Γp rX0,Lwq ‘fw,wvÑ à
vPV pΓq
Γp rX0,Lwv q
Ñ à
vPV pΓq
ΓpZv,L vq Ñ
à
vPV pΓq
ΓpZv,L vq{V v.
Although the choices of concentrated multidegrees are necessary to even define
the data underlying a limit linear series, any two choices give canonically isomorphic
moduli spaces; see Proposition 3.5 of [Oss].
We now develop some new material which will be important in comparing to the
Amini-Baker theory, and should in any case be of independent interest. It relates
to the following bounded subgraph of multidegrees, generalizing the construction
given in the compact type case in Definition 3.4.9 of [Oss14].
Notation 2.18. In the situation of Definition 2.17, let G¯pw0q be the subgraph of
Gpw0q obtained by restricting to w P V pGpw0qq with the property that for every
v P V pΓq, the minimal path in Gpw0q from w to wv does not involve twisting at v.
Remark 2.19. G¯pw0q does not in general have to contain all of the wv. It can also
be a single vertex, as for instance in the two-component case if we use a multidegree
which is simultaneously concentrated on both components. However, we show below
that it is always nonempty, at least under a very mild nonnegativity hypothesis.
Lemma 2.20. Given w P V pGpw0qq, and a nonempty S Ď V pΓq, suppose that
there exists a line bundle Lw on rX0 of multidegree w, and s P Γp rX0,Lwq such that
S is equal to the set of vertices v with s|Zv ‰ 0. Then for every v P V pΓqr S, the
set of vertices occurring as twists in a minimal path from w to wv contains S. For
every v P S, the set of vertices occurring as twists in a minimal path from w to wv
either contains S or does not contain v.
In particular, if w is in G¯pw0q, then so is the twist of w at all the vertices in S.
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Proof. Whether or not v P S, if the minimal path does not contain S, then s has
nonzero image under the map Lw Ñ Lwv , yielding a nonzero section of Lwv .
According to Proposition 3.3 of [Oss], this section cannot vanish on Zv, so we see
that we must have first that v P S, and second that v does not occur in the minimal
path, as desired.
The second statement follows, since if w1 is the twist of w at the vertices in S,
then for any v we have that the minimal path from w1 to wv is obtained from the
minimal path from w to wv by removing S, if the latter contains S, or by adding
the complement of S otherwise. 
Corollary 2.21. The graph G¯pw0q is finite. If there exists any w P V pGpw0qq which
is everywhere nonnegative, then G¯pw0q is also nonempty, and in fact contains w.
Proof. From the definition, it is clear that if w P V pG¯pw0qq, then for each v P V pΓq
the degree of w at v is bounded by the degree of wv at v. Since w has total degree
d, the number of possible w is finite.
Now, suppose that w P V pGpw0qq is everywhere nonnegative. It is then clear that
there exists an Lw of multidegree w (and hence an L of multidegree w0 having Lw
as its multidegree-w twist) together with a section s P Γp rX0,Lwq which is nonzero
on every component of rX0. Then according to the first part of Lemma 2.20 with
S “ V pΓq, we have that w P V pG¯pw0qq, as claimed. 
Remark 2.22. Without any nonnegativity condition, we may have G¯pw0q empty.
However, our nonnegativity condition is quite mild: in particular, it is implied
whenever w0 supports a limit g
r
d for any r ě 0. Indeed, if we have a limit grd
with underlying line bundle L , then we must have Γp rX0,Lwq ‰ 0 for all w. In
particular, if w is concentrated at v for some v, then w must have nonnegative
degree at v. But according to Corollary 3.9 below, there always exists w which is
concentrated at v and nonnegative elsewhere, and we thus see that this w must be
nonnegative everywhere.
The following corollary will not be used in the remainder of this paper, but it is
a very natural application of the preceding results.
Corollary 2.23. In the definition of limit linear series, it would be equivalent to
consider (2.1) only for w P V pG¯pw0qq.
Proof. Suppose that the desired condition is satisfied for all w1 P V pG¯pw0qq, so
that we want to show it is also satisfied for all other w P V pGpw0qq. Given w, fix
w1 P V pG¯pw0qq admitting the smallest possible path to w. We claim that the map
Γp rX0,Lw1q Ñ Γp rX0,Lwq
is injective. Indeed, if s P Γp rX0,Lw1q maps to zero, let S Ď V pΓq consist of v with
s|Zv ‰ 0, so that necessarily we have that the minimal path from w1 to w involves
twisting at every v P S. Now, according to Lemma 2.20, if w2 is obtained from w1
by twisting at the vertices in S, then we also have w2 P V pG¯pw0qq, but then the
minimal path from w2 to w is obtained by removing S from minimal path from
w1 to w. By minimality, we conclude that S “ H and s “ 0, as claimed. But
considering each v separately, we see the kernel of (2.1) in multidegree w1 maps
into the kernel in multidegree w, so we obtain the desired statement. 
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3. Multidegrees and divisors on graphs
In this section, we discuss the relationship between our multidegrees and the the-
ory of divisors on (non-metric) graphs as developed by Baker and Norine [Bak08],
[BN07]. Some technical issues arise because of our restriction to admissible mul-
tidegrees, but our main focus is to make precise the close relationship between
concentrated multidegrees and v-reduced divisors. As an application, we prove the
following theorem.
Theorem 3.1. If r ě g or d ą 2g ´ 2, there is no limit grd with r ą d´ g on any
X0 of genus g.
The proof given by Eisenbud and Harris in the compact type case is rather
ad hoc, while the proof by Amini and Baker uses their Riemann-Roch theorem
for divisors on metrized complexes. On the other hand, our proof relies on the
Riemann-Roch theorem for reducible curves. The key ingredient in our proof is the
new definition of limit linear series we have provided, which directly relates limit
linear series to dimensions of spaces of global sections of twists of a line bundle.
However, the difficulty remains that on reducible curves, line bundles with negative
degree may still have nonzero global sections, so we need to show that there always
exist twists of a given line bundle for which the space of global sections satisfies
the usual bounds. We do this in Proposition 3.11 below, using the existence of
v-reduced divisors on graphs. The theory of algebraic rank of divisors on graphs
would give an alternative approach; see Remark 3.12.
First recall that a divisor on a graph G is simply an integer vertex weighting
(i.e., what we call a multidegree), and divisors D,D1 are linearly equivalent if D1
can be obtained from D by a sequence of “chip-firing moves” at vertices of G, which
are exactly what we have called twists at v. See §1.3 and Lemma 4.3 of [BN07].
The following definition is the key new input from the theory of divisors on graphs
(see §3.1 of [BN07]):
Definition 3.2. Given a graph G and a vertex v0 P V pGq, a divisor D on G is
v0-reduced if:
(1) Dpvq ě 0 for all v ‰ v0;
(2) for every nonempty subset S Ď V pGqr tv0u, there is some v P S such that
Dpvq is strictly smaller than the number of edges from v to V pGqr S.
We recall Proposition 3.1 of [BN07], which states:
Proposition 3.3. Given a graph G, a divisor D on G, and a vertex v0 P V pGq,
there exists a unique divisor D1 on G which is linearly equivalent to D and which
is v0-reduced.
We will now develop the precise relationship between our concentrated (admis-
sible) multidegrees and v-reducedness. A preliminary fact is the following.
Proposition 3.4. An admissible multidegree pw, µq on pΓ,nq is concentrated at
v0 P V pΓq if and only if the induced multidegree rw on rΓ is concentrated at v0.
Proof. First suppose that pw, µq is concentrated at v0, and let v0, v1, . . . be the
ordering of V pΓq given by the definition of concentrated. We extend this to an
ordering on V prΓq as follows: between each vi´1 and vi, for each edge e P EpΓq
connecting vi to some vi1 with i
1 ă i, if µpeq “ 0 we add the inserted vertices over
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e, in the order of going from vi1 to vi. After v|V pΓq|´1, we add in all the remaining
inserted vertices, which each necessarily lie over some e with µpeq ‰ 0. In this case,
for each such e, if the adjacent vertices of Γ are v, v1, we first add all the degree-0
inserted vertices over e, going from v to the degree-1 vertex, and from v1 to the
degree-1 vertex, and then we finally add the degree-1 vertex. It is routine to verify
that this extended ordering satisfies the condition for v0-concentratedness on rΓ.
Conversely, suppose that rw is concentrated at v0, and let v0, v1, . . . be the order-
ing on V pΓq induced by the hypothesized ordering on V prΓq; we claim that this must
have the desired property. The main observation is that in the original ordering, if
we have an edge e with µpeq ‰ 0, and v is adjacent to e, then the inserted vertex
lying over e and adjacent to v can’t occur in the ordering until after v itself has. It
then follows that negative twists at v0, . . . , vi´1 on Γ creates degree on vi at most
equal to the degree on vi obtained by negative twists on rΓ at all the preceding
vertices in the original order. Thus, pw, µq is concentrated at v0, as desired. 
Proposition 3.5. A multidegree on a graph Γ1 is concentrated at v0 if and only if
it, considered as a divisor on Γ1, satisfies condition (2) of Definition 3.2.
Proof. First suppose that the multidegree w is concentrated at v0, and let v0, v1, . . .
be the ordering of V pΓ1q given by the definition. Let S Ď V pΓ1qrtv0u be nonempty,
and set v “ vi with i minimal so that vi is in S. Then by hypothesis, taking negative
twists at v0, . . . , vi´1 results in the degree at vi becoming negative, which implies
that the degree at v is strictly smaller than the number of edges e in EpΓq from vi
to V pΓqr S. Thus, in this case we find that w has the desired property.
Conversely, if condition (2) of Definition 3.2 is satisfied, we construct the de-
sired ordering inductively. If we have already found v0, . . . , vi´1, let S :“ V pΓ1q r
tv0, . . . , vi´1u, and let v P S satisfy that the degree of w at v is strictly less than the
number of edges from v to V pΓ1q r S “ tv0, . . . , vi´1u. Then we have that taking
the negative twist of w at v0, . . . , vi´1 makes the degree at v negative, so setting
v “ vi produces the desired behavior. 
From Propositions 3.4 and 3.5 we immediately conclude:
Corollary 3.6. An admissible multidegree pw, µq on pΓ,nq is concentrated at v0 P
V pΓq if and only if the associated divisor Dw on rΓ satisfies condition (2) of Defi-
nition 3.2.
We also have the following, which says that, for admissible multidegrees, being
related by twists in our sense is equivalent to the associated divisors being linearly
equivalent.
Proposition 3.7. Suppose two admissible multidegrees pw, µq, pw1, µ1q have that
their associated multidegrees on rΓ are related by twists. Then pw, µq, pw1, µ1q are
themselves related by twists on Γ.
Proof. Let rw, rw1 be the associated multidegrees on rΓ, and suppose that we can go
from rw to rw1 by twisting cv times at v for each v P V prΓq, with each cv ě 0, and
not all cv ą 0. Then let pw2, µ2q be the admissible multidegree on Γ obtained by
twisting cv times at v for each v P V pΓq. If rw2 is the associated multidegree on rΓ,
we then have that rw1 and rw2 are both admissible, and we can go from the latter to
the former by twisting entirely at vertices in V prΓqrV pΓq (allowing negative twists).
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We claim that this implies that rw1 “ rw2. Indeed, this can be checked separately
on each chain of inserted vertices, and the main point is that any subchain of such
chains can have its total degree change by at most 1 when going between admissible
multidegrees via twists on rΓ. If we have any positive twists on a given chain, then
the minimal subchain containing all the vertices with positive twists will have to
drop its total degree by at least 2 under the twists, leading to a contradiction.
Similarly, any negative twists lead to a subchain with total degree increasing by at
least 2. We conclude that rw1 “ rw2, as desired. 
Proposition 3.8. If a multidegree rw on rΓ is v-reduced for some v P V pΓq, then it
is admissible.
Proof. If v1, . . . , vn is a chain of inserted vertices over an edge e of Γ, since v R
tv1, . . . , vnu, we have that rw is nonnegative on the vi by the definition of v-reduced.
If rw has degree at least 2 on one of the vi, setting S “ tviu violates the definition
of v-reducedness. On the other hand, if vi, vi1 both have degree 1 with i ă i1,
then setting S “ tvi, vi`1, . . . , vi1u likewise violates the definition. Thus, rw is
admissible. 
Putting together Corollary 3.6 and Propositions 3.7 and 3.8, we thus obtain
canonical concentrated multidegrees from the theory of v-reduced divisors.
Corollary 3.9. If pw0, µ0q is an admissible multidegree on pΓ,nq, for each v P V pΓq
there is a unique twist of pw0, µ0q which is concentrated on v and nonnegative on
all v1 ‰ v.
Remark 3.10. While the canonical divisors obtained in Corollary 3.9 are appeal-
ing and may well be important for construction of proper moduli spaces, there
are also circumstances where it may be better to consider other choices of concen-
trated multidegrees. For instance, if one uses the canonical multidegrees, the finite
graph G¯pw0q constructed in Notation 2.18 below will typically have asymmetries
reflecting any asymmetries in w0, while allowing degrees to go negative on some
components can produce more symmetry, and simplify resulting formulas. In ad-
dition, the canonical multidegrees of Corollary 3.9 need not remain concentrated
under restriction to subcurves, which could also cause issues for certain arguments.
In a different direction, we can also find twists of any given line bundle on rX0
satisfying the usual bounds for the dimension of the space of global sections.
Proposition 3.11. Let L be a line bundle on rX0 of (admissible) multidegree w0,
and total degree d. Then there is a twist w of w0 such that
dim Γp rX0,Lwq ď maxpd` 1´ g, gq.
Proof. Let wcan be the multidegree associated to the dualizing sheaf ωĂX0 (note that
this has degree 0 on all inserted vertices). Choose any v0 P V pΓq, and let w1 be
the v0-reduced divisor on rΓ associated to wcan ´ w0. Write d0 for the degree of w1
on v0, so that d0 ď 2g ´ 2 ´ d by the nonnegativity condition in the definition of
v0-reduced. Then because w
1 is concentrated at v0, we have by Proposition 3.3 of
[Oss] that the restriction map
Γp rX0, pωĂX0 bL ´1qw1q Ñ ΓpZv0 , pωĂX0 bL ´1qw1 |Zv0 q
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is injective, and it follows that
dim Γp rX0, pωĂX0 bL ´1qw1q ď maxt0, d0 ` 1u ď maxt0, 2g ´ 1´ du.
Now, w1 is admissible, but wcan ´ w1 is not, so we modify w1 as follows. For each
edge e of Γ, if w1 has degree 1 on an inserted vertex over e, then we can twist on rΓ
so that the degree of the two vertices of Γ adjacent to e are each increased by 1, and
we have degree ´1 on some (possibly different) inserted vertex over e, and degree
0 on the others. Apply this operation to each edge of Γ, and denote the resulting
multidegree by w2. Then we have by construction that wcan´w2 is admissible, and
is obtained from w0 by twists. Furthermore, we see that although we have increased
the degree on some vertices of Γ, this is precisely offset by new vanishing conditions
for global sections coming from chains of inserted vertices with negative degrees.
More precisely, we still have that w2 is concentrated at v0, and that the image in
ΓpZv0 , pωĂX0 bL ´1qw2 |Zv0 q of Γp rX0, pωĂX0 bL ´1qw2q is canonically isomorphic to
the image in ΓpZv0 , pωĂX0 bL ´1qw1 |Zv0 q of ΓpZv0 , pωĂX0 bL ´1qw1 |Zv0 q, so we still
conclude that
dim Γp rX0, pωĂX0 bL ´1qw2q ď maxt0, 2g ´ 1´ du.
Then the Riemann-Roch theorem implies that
Γp rX0,Lwcan´w2q ď d` 1´ g `maxt0, 2g ´ 1´ du “ maxtd` 1´ g, gu,
as desired. 
We can now conclude our version of “Riemann’s theorem” for limit linear series.
Proof of Theorem 3.1. The definition of a limit grd requires in particular that we
have an admissible multidegree w0 and a line bundle L of multidegree w0 on rX0,
such that every twist Lw of L has at least an pr ` 1q-dimensional space of global
sections. The desired statement then follows from Proposition 3.11. 
Remark 3.12. Given our definition of limit linear series, the theory of algebraic rank
of divisors on graphs developed by Caporaso, Len and Melo in [CLM15] provides
a very natural alternative approach to proving blanket non-existence results such
as Theorem 3.1, and the Clifford inequality given in Corollary 4.15 below. Indeed,
to say that the algebraic rank of a multidegree w on a graph Γ is bounded by r
means that there is some twist w1 of w such that every line bundle of multidegree
w1 on every curve having dual graph Γ has at most an pr` 1q-dimensional space of
global sections. In [CLM15], the authors show that algebraic rank satisfies both the
Riemann and Clifford inequalities (rather like our approach, they prove the former
via a Riemann-Roch theorem, and the latter via a comparison to ranks of divisors
on graphs). In order to conclude corresponding bounds on limit linear series, one
would have to check that one can replace w1 by an admissible multidegree without
increasing the space of global sections. Because the present paper already involves
so many different definitions, and we already can prove both inequalities, we do not
pursue this direction.
4. Comparison to the Amini-Baker construction
In this section, we show that in full generality, there is a forgetful map from
our limit linear series to Amini-Baker limit linear series. Accordingly, we begin by
recalling the definitions of Amini and Baker. Because we have (following [Oss])
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already used Γ and G in our setup, we will instead use pΓ and pG for the Amini-
Baker usage of a metric graph with an imbedded finite graph. Before recalling the
Amini-Baker definition, we recall the corresponding definitions for metric graphs,
since we will need them as well.
Definition 4.1. Let pΓ be a metric graph. A divisor D on pΓ is a finite formal
Z-linear sum
ř
i airxis, where each xi is a point of pΓ. The degree of D is ři ai,
and D is effective if ai ě 0 for all i.
A nonzero rational function f on pΓ is a (continuous) piecewise linear function
on pΓ, with each piece having integer slope. The divisor div f associated to f is
defined in terms of slopes as follows: for each x P pΓ, the coefficient of rxs in div f
is the sum of the outgoing slopes of f at x.
Two divisors on pΓ are linearly equivalent if their difference is div f for some
nonzero rational function f on pΓ.
A divisor D on pΓ has rank r if r is maximal such that for all effective divisors E
on pΓ of degree r, we have that D ´ E is linearly equivalent to an effective divisor.
We now recall the Amini-Baker definitions.
Definition 4.2. A metrized complex of curves C consists of a connected finite
loopless graph pG together with a length function on Ep pGq, a smooth projective
curve Cv associated to each v P V p pGq, and for each v P V p pGq, a bijection between
the set of e P Ep pGq which are adjacent to v, and a subset Av “ txevu of points of
Cv. We will denote by pΓ the metric graph induced by pG together with the edge
weights.
We will use Cv and Zv relatively interchangeably in the following, although when
we are unambiguously in the Amini-Baker context or in our own context we will
generally use Cv and Zv respectively, and we will use Zv when we want to think
of it as a component of X0 (for instance, if we need to refer to the smooth locus of
Zv).
Remark 4.3. Amini and Baker allow their graphs to have loops. However, in [Oss]
for the sake of simplicity components were not allowed to have self-nodes, so we
will assume throughout that our graphs do not have loops.
Definition 4.4. A divisor D on a metrized complex of curves C is a finite formal
Z-linear sum
ř
i airxis, where each xi is either a point of some Cv, or a point ofpΓr V p pGq. The degree of D is ři ai, and D is effective if all ai are nonnegative.
We denote by Dv the part of D supported on Cv, and by DpΓ the divisor on pΓ
obtained as ÿ
vPV p pGq
degDvrvs `
ÿ
i:xiPpΓrV p pGq
aixi.
Thus, degDpΓ “ degD.
A nonzero rational function f on C consists of a nonzero rational function fv
on each Cv, and a nonzero rational function fpΓ on pΓ. The divisor div f associated to
f is div fpΓ`řv div fv, where div fv is the usual divisor on Cv, and div fpΓ is defined
in terms of slopes as follows: for x P pΓrV p pGq, the coefficient of rxs in div fpΓ is the
sum of the outgoing slopes of fpΓ at x, while for xev P C, the coefficient of rxevs in
div fpΓ is the outgoing slope of fpΓ at v in the direction of e.
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Two divisors on C are linearly equivalent if their difference is div f for some
nonzero rational function f on C.
A divisor D on C has rank r if r is maximal such that for all effective divisors E
on C of degree r, we have that D ´ E is linearly equivalent to an effective divisor.
If we are also given a tuple pHvqv with each Hv an pr ` 1q-dimensional subspace
of the function field KpCvq, the restricted rank of D with respect to the pHvqv
is the maximal r1 such that for all effective divisors E on C of degree r1, we can
find a nonzero rational function f on C such that each fv is in Hv, and such that
D ´ E ´ div f is effective.
Note that in the above situation, the restricted rank of D with respect to pHvqv
is always at most r. Also note that in the context of metrized complexes, div fpΓ
is not a divisor on pΓ, because what would be its support at v P V pGq is divided
among the xev. However, we do have the compatibility that the divisor pdiv fpΓqpΓ onpΓ is equal to the usual divisor on pΓ constructed from fpΓ in the context of metric
graphs. We will attempt to state clearly which form of div fpΓ is being used when.
The Amini-Baker definition of limit linear series is then as follows.
Definition 4.5. A limit grd on a metrized complex of curves C is an equivalence
class of pairs pD, pHvqvq, where D is a divisor of degree d on C, each Hv is an pr`1q-
dimensional subspace of KpCvq, and the restricted rank of D with respect to pHvqv
is equal to r. The equivalence relation is given by nonzero rational functions f by
replacing D with D ` div f and each Hv with Hv{fv.
We now connect our setup with that of Amini and Baker as follows.
Notation 4.6. Given a nodal curve X0 with dual graph Γ, and a chain structure
n on Γ, let CpX0,nq denote the metrized complex of curves obtained by settingpG “ Γ, pΓ equal to the metric graph obtained from Γ by letting n specify the lengths
of each edge, and for v P V pΓq, setting Cv to be the corresponding component of
X0.
To describe the construction relating our limit linear series to Amini-Baker limit
linear series, we first need the following definition, which is entirely in the former
context. It generalizes the divisor sequences constructed in the pseudocompact type
case in Notation 5.8 of [Oss].
Notation 4.7. Given w P V pGpw0qq and v P V pΓq, let Dw,v be the divisor on Zv
defined as follows: if P pw, v1, . . . , vmq “ pw1, µ1q, pw2, µ2q, . . . , pwm`1, µm`1q is a
path from w to wv, so that w “ pw1, µ1q and wv “ pwm`1, µm`1q, let S Ď t1, . . . ,mu
consist of i such that vi is adjacent to v, and for i P S, let ei P EpΓ¯q be the connecting
edge. Then set
Dw,v “
ÿ
iPS
ÿ
e˜ over ei:
µi`1pe˜q“0
Pe˜ ´
ÿ
i:vi“v
ÿ
e˜ adjacent to v:
µipe˜q“0
Pe˜.
The point of this definition is the following.
Proposition 4.8. In the situation of Notation 4.7, we have that
Lw|Zv – L vp´Dw,vq.
If further w P V pG¯pw0qq, then Dw,v is effective, and the restriction to Zv of any
section of Lw will be contained in ΓpZv,L vp´Dw,vqq.
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The verification of this is routine. We also have the following.
Proposition 4.9. Dw,v is independent of the choice of path from w to wv.
Proof. We first verify that Dw,v is independent of reordering. It is enough to con-
sider iterated swapping of vi with vi`1. Because µipe˜q is only changed by twisting
at v1 if v1 is adjacent to e˜, it is clear from the definition that such a swap can only
affect Dw,v when either i P S and vi`1 “ v or vice versa. Moreover, only the Pe˜
terms with e˜ adjacent to vi and vi`1 can be affected by such a swap. In either of
these cases, the individual terms appearing in the formula for Dw,v may change for
such Pe˜, but we see that for such e˜, the Pe˜ terms contributed by vi and vi`1 always
cancel if they are nonzero, so the swap can’t affect the overall formula for Dw,v.
To conclude independence of path, it suffices to verify that Dw,v is also not af-
fected by appending one of each vertex of Γ to any given path. Given independence
of ordering, we may assume that v is appended last, and in this case it is clear that
the negative contribution from the twist at v precisely cancels the positive contri-
butions from the prior twists at the other vertices, so Dw,v is again unchanged. 
Notation 4.10. Given pw, µq P V pGpw0qq, let Dµ be the divisor on pΓ obtained by
summing over, for each e P EpΓq with µpeq ‰ 0, the point on e at distance µpeq
from the tail of e.
We now relate our limit linear series to Amini-Baker limit linear series via the
following construction:
Definition 4.11. Fix pL , pV vqvPV pΓqq with L a line bundle of rX0 of multidegree
w0, and each V
v an pr ` 1q-dimensional subspace of the resulting ΓpZv,L vq. For
each v P V pΓq, choose a nonzero sv P V v, and fix also a w P V pGpw0qq. Then let D
be the divisor on CpX0,nq given by¨˝ ÿ
vPV pΓq
div sv ´Dw,v‚˛`Dµ.
For each v P V pΓq, let
Hv “
"
s
sv
: s P V v
*
.
Proposition 4.12. In the construction of Definition 4.11, different choices of w, of
the sv, or of the concentrated multidegrees wv will yield equivalent tuples pD, pHvqvq
in the sense of Definition 4.5.
Proof. First, it is clear that modifying one of the sv changes D and Hv by the
divisor of a rational function on Zv. Next, we see that if we replace w by w
1, the
resulting D is modified by the divisor of a rational function on pΓ: specifically, by
the divisor of the fpΓ such that w1 “ w ` div fpΓ, where div fpΓ is considered as a
divisor on rΓ. To prove this, it is clearly enough to consider the case that w1 is
obtained from w by twisting at a single v P V pΓq. In this case, for any v1 P V pΓq
a minimal path P 1v1 from w1 to wv1 can be obtained from a (possibly nonmininal)
path Pv1 from w to wv1 by removing a twist at v. If v
1 is neither equal to v nor
adjacent to v, it is then clear that we have Dw,v1 “ Dw1,v1 . We will have Dw1,v
obtained from Dw,v by adding Pe˜ for all e˜ adjacent to v with µpe˜q “ 0. Finally, if
v1 is adjacent to v, we will have Dw1,v1 obtained from Dw,v1 by subtracting Pe˜ for
16 BRIAN OSSERMAN
all e˜ adjacent to v with µ1pe˜q “ 0. Here µ and µ1 come from w and w1 respectively.
It is then routine to check that the overall change in D is precisely what is obtained
as div fpΓ where fpΓ comes from twisting at v.
Finally, suppose that we replace a concentrated multidegree wv by some w
1
v. We
will show that in this case, in fact both D and the Hv are unchanged. In order to
show this, we first need to recall the construction given in Proposition 3.5 of [Oss],
which begins with the observation that it is enough to treat the case that w1v is
obtained from wv by twisting at vertices other than v. In this case, we construct
a V 1v in multidegree w1v simply by taking the image of V v under the natural map
L v Ñ L 1v :“ Lw1v |Zv , which is injective because no twists at v were required to
go from wv to w
1
v. We then see that if we replace a given choice of sv by its image
in V 1v, the space Hv is in fact completely unchanged under this procedure. On
the other hand, both div sv and Dw,v are modified by the same effective divisor
determined by the twists to go from wv to w
1
v, so we see that D is also unchanged.
We thus conclude the asserted independence of choices. 
Our main comparison result is the following:
Theorem 4.13. The tuple pD, pHvqvPV pΓqq of Definition 4.11 is a limit grd in the
sense of Amini and Baker.
Proof. First, by construction degpdiv sv´Dw,vq is equal to the degree of w at v for
each v P V pΓq, so D has degree d. We next show that the restricted rank of D is at
least (hence exactly) r. According to Theorem A.1, it is enough to consider effective
divisors E of degree r supported on the smooth loci of the Zv. Fix such an E; we
need to show that D ´E is linearly equivalent to an effective divisor via the given
spaces Hv. According to Proposition 4.12 (and noting that in our construction, we
always have 1 P Hv), it is enough to show that there exist choices of w and sv such
that the resulting D has D´E effective. For each v P V pΓq, denote by Ev the part
of E lying on Cv. For each w P V pG¯pw0qq, define Sw Ď V pΓq to be the set of v such
that V vp´Dw,v ´ Evq ‰ 0. Thus, if we show that for some w we have Sw “ V pΓq,
we conclude the desired statement on the restricted rank of D. Now, define also
S1w Ď V pΓq to be the set of v such that there is a global section of Lwp´Eq which
is in the kernel of (2.1) and which does not vanish identically on Zv. Note that
by taking linear combinations, we can then find such a global section of Lwp´Eq
which does not vanish identically on any Zv with v P S1w. Because w P G¯pw0q, the
subspace of Γp rX0,Lwp´Eqq lying in the kernel of (2.1) must have the property that
any section with nonvanishing restriction to a given Zv must have nonzero image
in V vp´Dw,v ´Evq, so we have S1w Ď Sw. Moreover, by definition of a limit linear
series, the kernel of (2.1) has dimension at least r ` 1, so since degE “ r, we have
that S1w ‰ H.
Starting from any w P V pG¯pw0qq, if S1w ‰ V pΓq, let w1 be the multidegree
obtained from w by twisting at all the vertices in S1w. It follows from Lemma 2.20
that w1 remains in V pG¯pw0qq. By construction, we see that we also have Sw Ď Sw1 :
indeed, S1w Ď Sw1 because the global section supported on S1w still yields nonzero
elements of each V vp´Dw,v ´ Evq for v P S1w after twisting by the vertices in S1w.
On the other hand, for v R S1w, twisting by the vertices in S1w can only increase
V vp´Dw,v´Evq, so also SwrS1w Ď Sw1 . If we repeat this process, by the finiteness
of V pG¯pw0qq we must either eventually have S1w “ V pΓq and hence that Sw “ V pΓq,
or that we return to a w which we had previously been at. In the latter case, we
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will have necessarily twisted at every v P V pΓq, so every v will have occurred in S1w1
for some w1, and it follows again that Sw “ V pΓq. The theorem follows. 
Remark 4.14. While it is natural to expect that the D of Definition 4.11 is always
obtained as the divisor of a global section in a suitable multidegree, this is not
necessarily the case. Indeed, there exist (crude) Eisenbud-Harris limit g0ds on 2-
component curves of compact type for which there is no multidegree supporting a
section which is nonzero on both components.
As an application of Theorem 4.13, we conclude a new proof of Theorem 3.1 for
our limit linear series, as well as a version of Clifford’s theorem.
Corollary 4.15. If r ě g or d ą 2g´ 2, there is no limit grd with r ą d´ g on any
X0 of genus g.
If r ď g or d ď 2g, there is no limit grd with 2r ą d on any X0 of genus g.
Proof. Amini and Baker [AB15] prove the corresponding statements for their divi-
sors as a formal consequence of their Riemann-Roch theorem (see their Theorem
3.2, Theorem 3.4, and Remark 5.8). More specifically, for the latter statement,
they prove that if a divisor D is special, then 2r ď d. But their Riemann-Roch
theorem immediately implies that if r ď g, then d ď 2g, and also that if D is
nonspecial and d ď 2g, the inequality 2r ď d holds. Thus, the desired statements
hold for Amini-Baker divisors, and hence for Amini-Baker limit linear series, and
the corollary then follows from Theorem 4.13. 
Having produced a forgetful map on limit linear series on a nodal curve, we should
also verify that our construction behaves well in a smoothing family. Specifically,
we show that it is compatible with the previously constructed specialization maps
to limit linear series [Oss] and to Amini-Baker limit linear series [AB15], as follows:
Proposition 4.16. Let B be the spectrum of a discrete valuation ring, and pi :
X Ñ B flat and proper with nodal special fiber X0 having smooth components, and
smooth generic fiber Xη. Let C be the metrized complex of curves induced by pi.
Then the specialization map on grds on Xη constructed by Amini and Baker (The-
orem 5.9 of [AB15]) is equal to the composition of the specialization map constructed
in Corollary 3.15 of [Oss] with the forgetful map of Definition 4.11.
Proof. Let n be the chain structure induced on X0 by the singularities of X, and
let rpi : rX Ñ B be the regularization of X, so that C “ CpX0,nq. Let pLη, Vηq be
a grd on Xη. Let
rC be the metrized complex of rpi, obtained from C by placing a
copy of P1k at every integral internal point of every edge of pΓ. Let pD, pHvqvq on C
and p rD, p rHv˜qv˜q on rC be obtained by specializing pLη, Vηq. Then Proposition A.6
says that Hv “ rHv for all v P V pΓq, and that D is obtained from rD by replacing,
for each v˜ P V prΓqr V pΓq, any points supported on Cv˜ with with the same number
of points supported at the point of pΓ corresponding to v˜. On the other hand,
the discussion in [AB15] preceding Theorem 5.10 describes p rD, p rHv˜qv˜q as follows:rD is obtained by choosing any extension of Lη to rX and then restricting to the
components of rX0 and choosing any sections. For each v˜, we then let rDv˜ be the
unique v˜-reduced divisor linearly equivalent to rD such that rD ´ rDv˜ is equal to the
divisor of a rational function on pΓ (see §3.1 of [AB15] for the definition of v˜-reduced
in the metrized complex setting). Note that this gives an admissible multidegree
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on rX0, so let Lv˜ be the extension of Lη in the multidegree determined by rDv˜.
Then the restriction V v˜ of Vη X Γp rX,Lv˜q to Zv˜ is an pr ` 1q-dimensional space
of sections, and if Dv˜v˜ denotes the Cv˜-part of
rDv˜, the sections in V v˜ have divisors
linearly equivalent to Dv˜v˜ , so we can set
rHv˜ Ď ΓpCv˜,OCv˜ pDv˜v˜qq Ď KpCvq be the
resulting pr ` 1q-dimensional subspace induced by V v˜.
Then by construction we also have that the divisors of sections of V v˜ all occur as
Dv˜v˜ `fv for some fv P rHv˜. Thus, if the multidegrees induced by the Dv˜ are concen-
trated at v˜, this construction agrees with our specialization construction combined
with Definition 4.11. On the other hand, even if the multidegrees are not concen-
trated, by definition of v˜-reducedness on a metrized complex, their behavior under
restriction to Cv˜ for the line bundles in question are the same as the concentrated
case. Thus, we can apply the same argument as in the proof of independence of
the choice of the wv in Proposition 4.12 to conclude the desired compatibility. 
Remark 4.17. One might wonder whether one can prove Clifford’s inequality via
the Riemann-Roch theorem for reducible curves, as in the proof of Theorem 3.1,
without making use of the Amini-Baker theory. This is presumably possible, but
the main difficulty which has to be addressed is that in order to obtain an inequality
h0pX0, ωX0q ě h0pX0,Lwq ` h0pX0, ωX0 bL ´1w q,
one needs to control which components of X0 the relevant global sections vanish on.
This suggests that such an argument would necessarily involve combinatorial ideas
rather similar to ranks of divisors on graphs and/or complexes of curves. From this
point of view, the proof we have given appears quite natural.
Remark 4.18. Note that the Amini-Baker definition of v-reducedness takes into
account the geometry of each Dv1 on Cv1 . Thus it is not purely combinatorial,
and in particular, the induced multidegree need not be concentrated in our sense
(equivalently, the induced divisor on the underlying graph need not be v-reduced).
However, for the particular D in question, if it is v-reduced in the Amini-Baker
sense it still behaves under restriction to Cv as if it were concentrated at v.
5. The pseudocompact type case
We now suppose that our curve X0 is of pseudocompact type. In this case, we
have an equivalent characterization of our limit linear series, which depends on
some additional notation.
Definition 5.1. If Γ is a graph (possibly with multiple edges), let Γ¯ be the graph
(without multiple edges) having the same vertex set as Γ, and with a single edge
between any pair of vertices which are adjacent in Γ. We say that Γ is a multitree
if Γ¯ is a tree. We say that a nodal curve is of pseudocompact type if its dual
graph is a multitree.
When Γ is a multitree, we also have a well-defined notion of twisting on one side
of a node, as follows:
Definition 5.2. If Γ is a multitree, and pe, vq a pair of an edge e and an adjacent
vertex v of Γ¯, given an admissible multidegree w, we define the twist of w at
pe, vq to be obtained from w by twisting at all v1 which lie on the same connected
component as v in Γ¯r teu.
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This twist can be described explicitly as follows: if v1 is the other vertex adjacent
to e, everything is unchanged except at v, v1 and the edges of Γ over e. For each e˜
of Γ over e, the twist increases µpe˜q by σpe˜, vq. It decreases wΓpvq by the number
of e˜ for which µpe˜q had been equal to 0, and it increases wΓpv1q by the number of
e˜ for which the new µpe˜q is zero.
To simplify the situation, we assume the following:
Situation 5.3. Suppose that the dual graph Γ of X0 is a multitree, fix any admis-
sible multidegree w0, and let pwvqvPV pΓq be a collection of elements of V pGpw0qq
such that:
(I) each wv is concentrated at v, and nonnegative away from v;
(II) for each v, v1 P V pΓ¯q connected by an edge e, the multidegree wv1 is obtained
from wv by twisting bv,v1 times at pe, vq, for some bv,v1 P Zě0.
Thus, according to Corollary 3.6, the wv are simply the v-reduced divisors on rΓ
linearly equivalent to w0; however, the existence of wv satisfying the above condi-
tions is easy to see directly in the pseudocompact type case – see Proposition 2.9
of [Oss16].
We also have the following, which states that the conditions of Situation 5.4 of
[Oss] are satisfied.
Proposition 5.4. In Situation 5.3, each wv remains concentrated under restriction
to a connected subcurve containing Zv.
Proof. Since wv is nonnegative away from v, the ordering of vertices in the definition
of concentratedness must be compatible with distance from v in Γ¯, in the sense
that a given v1 cannot appear until the adjacent vertex in the direction of v has
already appeared. This implies that the concentration condition is preserved under
restriction, using the same ordering. 
We now have to review some notation in order to state our equivalent charac-
terization of limit linear series in the pseudocompact type case.
Notation 5.5. In Situation 5.3, for each pair pe, vq of an edge and adjacent vertex
of Γ¯, let D
pe,vq
0 , . . . , D
pe,vq
bv,v1`1 be the sequence of divisors on Zv defined by
D
pe,vq
i :“ Dwi,v,
where wi is obtained from wv by twisting i times at pe, vq.
Note that going from wi to wv does not involve twists at v, so the D
pe,vq
i are
effective. In addition, the above definition agrees with that of Notation 5.8 of
[Oss]. We will use the above divisor sequences to construct generalized vanishing
sequences as follows.
Definition 5.6. Let X be a smooth projective curve, r, d ě 0, and D0 ď D1 ď
¨ ¨ ¨ ď Db`1 a sequence of effective divisors on X, with D0 “ 0 and degDb`1 ą d.
Given pL , V q a grd on X, define the multivanishing sequence of pL , V q along
D‚ to be the sequence
a0 ď ¨ ¨ ¨ ď ar
where a value a appears in the sequence m times if for some i we have degDi “ a,
degDi`1 ą a, and dim pV p´Diq{V p´Di`1qq “ m.
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Also, given s P V nonzero, define the order of vanishing ordD‚ s along D‚ to
be degDi, where i is maximal so that s P V p´Diq.
Finally, we say that i is critical for D‚ if Di`1 ‰ Di.
We recall (Proposition 4.6 of [Oss]) that we have gluing maps as follows:
Proposition 5.7. In the situation of Notation 5.5, suppose we also have a line
bundle L on rX0 with induced twists Lw as in Notation 2.15. Then considering
chains of exceptional curves between Zv and Zv1 on which Lwi is trivial, we obtain
isomorphisms
ϕi : L
pe,vqp´Dpe,vqi q{L pe,vqp´Dpe,vqi`1 q „Ñ L pe,v
1qp´Dpe,v1qbv,v1´iq{L pe,v
1qp´Dpe,v1qbv,v1`1´iq
for each i.
The following is Theorem 5.9 of [Oss].
Theorem 5.8. In the situation of Definition 2.17, suppose further that X0 is of
pseudocompact type, and we are in Situation 5.3. Then given a tuple pL , pV vqvPV pΓqq,
for each pair pe, vq in Γ¯, let ape,vq0 , . . . , ape,vqr be the multivanishing sequence of V v
along D
pe,vq‚ . Then pL , pV vqvq is a limit linear series if and only if for any e P EpΓq,
with adjacent vertices v, v1, we have:
(I) for ` “ 0, . . . , r, if ape,vq` “ degDpe,vqj with j critical for Dpe,vq‚ , then
(5.1) a
pe,v1q
r´` ě degDpe,v
1q
bv,v1´j ;
(II) there exist bases s
pe,vq
0 , . . . , s
pe,vq
r of V v and s
pe,v1q
0 , . . . , s
pe,v1q
r of V v
1
such
that
ord
D
pe,vq
‚
s
pe,vq
` “ ape,vq` , for ` “ 0, . . . , r,
and similarly for s
pe,v1q
` , and for all ` with (5.1) an equality, we have
ϕ
pe,vq
j pspe,vq` q “ spe,v
1q
r´`
when we consider s
pe,vq
` P V vp´Dpe,vqj q and spe,v
1q
r´` P V v
1p´Dpe,v1qbv,v1´jq, where
j is as in (I), and ϕj is as in Proposition 5.7.
We refer to condition (I) above as the multivanishing inequality and condition
(II) as the gluing condition. Our main purpose here is to show that we still obtain
a forgetful map to Amini-Baker limit linear series if we drop the gluing condition.
Under these circumstances, we lose control over spaces of global sections, so our
argument for Theorem 4.13 no longer applies. Instead, we use a different argument
to conclude the following.
Proposition 5.9. In the situation of Theorem 5.8, suppose that pL , pV vqvPV pΓqq
satisfies condition (I) of the theorem, and construct pD, pHvqvPV pΓqq as in Definition
4.11. Then pD, pHvqvPV pΓqq is a limit grd in the sense of Amini and Baker.
Proof. As in the proof of Theorem 4.13, we have to show that the restricted rank of
D is at least r, it is enough to consider effective divisors E of degree r supported on
the Cv, and we want to show that there exists w P V pG¯pw0qq such that V vp´Dw,v´
Evq ‰ 0 for all v. Fixing such an E, and write rv :“ degEv, so that řv rv “ r.
For each e P EpΓ¯q and v adjacent to e, let Spe,vq be the set of vertices in the same
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connected component of Γ¯rteu as v is, and set rpe,vq :“ řv1PSpe,vq rv1 . Thus, if v, v1
are the vertices adjacent to e, we have rpe,vq` rpe,v1q “ r. We also see that if we fix
v, and let e1, . . . , em P EpΓ¯q be the edges adjacent to v, and v1, . . . , vm the other
vertices adjacent to e1, . . . , em, then we have
(5.2)
mÿ
i“1
rpei,viq “
ÿ
v1‰v
rv1 “ r ´ rv.
Now, for each e P EpΓ¯q, let v, v1 be the adjacent vertices, and set tpe,vq “ i,
where a
pe,vq
r´rpe,vq “ degDpe,vqi and i is critical for Dpe,vq‚ . Then set tpe,v1q “ bv,v1 ´
tpe,vq. By the multivanishing inequality, and because rpe,vq “ r ´ rpe,v1q, we have
a
pe,v1q
r´rpe,v1q ě degD
pe,v1q
tpe,v1q . Then the collection of all tpe,vq determine a multidegree
w P V pG¯pw0qq as follows: starting from some wv0 , for each e adjacent to v0, twist
tpe,v0q times at pe, v0q. Then traverse Γ outward from v0; for each vertex v adjacent
to a previous one, and every edge e not in the direction of v0, twist tpe,vq times
at pe, vq. One checks that the result is a multidegree w with the property that
for every v, and every e adjacent to v, to get from wv to w, the number of twists
required at pe, vq is equal to tpe,vq. Then by construction we have that for each e
and adjacent v, imposing vanishing along D
pe,vq
tpe,vq on V
v results in codimension at
most r´rpe,vq “ rpe,v1q. Thus, the total codimension on V v is, by (5.2), bounded by
r ´ rv, and dimV vp´Dw,vq ě rv ` 1. Thus, V vp´Dw,v ´ Evq ‰ 0, as desired. 
6. Examples and further discussion
We conclude by considering some examples, and discussing the question of when
one expects Brill-Noether generality for complexes of curves or for metric graphs.
The philosophy that emerges is that if we have a given pX0,nq, with associated
complex CpX0,nq and metric graph pΓ, the complex CpX0,nq should only be Brill-
Noether general when gluing conditions on X0 automatically impose the expected
codimension at the level of line bundle gluings (as in the case of pseudocompact-type
curves with few nodes connecting pairs of components, studied in §5 of [Oss16]).
The metric graph pΓ should only be Brill-Noether general when in addition no
generality or characteristic conditions are necessary on the components of X0 in
order for pX0,nq to be Brill-Noether general with respect to limit linear series.
Our examples have genus-0 components both in order to make them more tractable
and to make the comparison to metric graphs more relevant. However, we expect
the higher-genus case to behave similarly if we restrict our attention to the com-
parison between our limit linear series and Amini-Baker limit linear series.
We first recall the definitions of tropical Brill-Noether loci.
Definition 6.1. Let pΓ be a metric graph. Let PicdppΓq be the set of divisors
of degree d up to linear equivalence, and W rd ppΓq Ď PicdppΓq the subset of divisor
classes of rank at least r.
Then PicdppΓq is a real torus of dimension equal to the genus of pΓ, and W rd ppΓq is
piecewise polyhedral in a suitable sense; see §2.2, Proposition 3.7 of [LPP12]. Thus,
we define:
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Figure 2. The dual graph of Example 6.5 in the case g “ 5.
Definition 6.2. If pΓ has genus g, we say it is Brill-Noether general if for all
r, d with d ď 2g ´ 2 we have that W rd ppΓq is empty if ρ ă 0, and has dimension ρ if
ρ ě 0.
It is known by tropicalizing the classical case that if ρ ě 0, then W rd ppΓq always
has at least some component of dimension at least ρ; see Proposition 5.1 of [Pfl]. On
the other hand, the following definition, developed by Lim, Payne and Potashnik
in [LPP12], is also useful as a substitute for dimW rd ppΓq in the study of tropical
Brill-Noether loci:
Definition 6.3. For a metric graph pΓ, and r, d, the Brill-Noether rank wrdppΓq
is the largest integer ρ1 such that for every effective divisor E on pΓ of degree r` ρ1,
there exists some D of rank at least r such that D ´ E is effective.
The following statements constitute Theorem 1.7 and Corollary 1.8 of [LPP12].
Theorem 6.4. Let R be a discrete valuation ring, and K its field of fractions. If
X is a smooth projective curve over K having a regular semistable model over R
with dual graph of the special fiber equal to pΓ, then
dimW rd pXq ď wrdppΓq.
It follows that if pΓ is an arbitrary metric graph of genus g, then
wrdppΓq ě mintρ, gu.
For the sake of brevity, we will sometimes say that a divisor on a metric graph
is a “tropical grd” or a “g
r
d” if it has rank r and degree d.
We now consider our examples.
Example 6.5. Consider the case that X0 is obtained from rational components
Z0, Z1, . . . , Zg, with each Zi for i ą 0 glued to Z0 in two nodes, and g ą 2.
Although this looks like a variation of the compact-type curve frequently considered
by Eisenbud and Harris, with g elliptic tails glued to a single rational component,
the stable model of X0 is an irreducible rational curve of genus g, so its behavior is
rather different. In particular, generality of the points chosen for gluing is important
to the Brill-Noether generality of X0. Corollary 5.1 of [Oss16] implies that in
characteristic 0, if the gluing points on Z0 are general, and the chain structure is
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sufficiently general, then X0 is Brill-Noether general with respect to spaces of limit
linear series on it.
In this example, we consider the narrower question of when X0 supports a limit
g12, and show that neither the characteristic hypothesis nor generality of the chain
structure is relevant. The key case to consider is that the multidegree concentrated
on Z0 has degree 2 on Z0, and degree 0 elsewhere. In this case, the Z0 aspect V
0
of a limit g12 must have multivanishing sequence 0, 2 at each Z0 X Zi. Then we
see that we must have that the divisors Z0 X Zi for all i lie in a single pencil on
Z0, which is not the case if the Z0 X Zi are general, since we are assuming g ą 2.
Geometrically, the imposed condition is that if we imbed X0 as a plane conic, the
lines through the images of each Z0 X Zi must have a common intersection point.
The only other possible case is that the multidegree concentrated on Z0 has
degree 1 on Z0, and degree 1 on some other component, either some Zi0 , or some
exceptional component between Z0 and some Zi0 . In this case, we see that this
multidegree is in fact concentrated at every Zi for i ‰ i0, but it has degree 0 on
all except Z0, so it cannot support a pencil on any of the other components. We
thus see that we cannot have a limit g12 with such a multidegree, regardless of any
generality hypotheses.
Now, since the above argument never used gluing conditions, it follows from
Theorem 3.9 of [He17] that we also have that CpX0,nq is non-hyperelliptic from
the Amini-Baker perspective. More precisely, it follows that there is no Amini-
Baker limit g12 on CpX0,nq which can come from a divisor supported at integral
points of pΓ. On the other hand, since for special configurations of gluing points we
do have a limit g12, we see that the associated metric graph must admit a divisor
of degree 2 and rank 1, regardless of genericity of edge lengths. Explicitly, this is
obtained simply by placing degree 2 at the point corresponding to Z0, and degree
0 elsewhere.
Finally, we address the possibility of Amini-Baker limit g12s on CpX0,nq which do
not have integral support, by observing that on pΓ, any divisor of degree 2 and rank 1
must be linearly equivalent to the one described above, which has integral support.
Indeed, we see more generally that if a given loop of pΓ doesn’t have points on it,
then to move points onto it while preserving effectivity requires taking two from the
point corresponding to Z0, so specializing to degree 2 gives the desired assertion.
Thus, we have that any Amini-Baker limit g12 on CpX0,nq would have to induce
the given divisor class on pΓ, and is in particular integral. Together with the earlier
argument, we can then conclude that CpX0,nq cannot support any Amini-Baker
limit g12.
Example 6.6. Consider the case that X0 consists of rational components Z1, Z2
glued to one another at g ` 1 nodes. This situation is studied in §7 of [Oss16],
where in particular Corollary 7.4 shows that if the gluing points are sufficiently
general, then X0 has maximal gonality with respect to our notion of limit linear
series (independent of choice of chain structure or enriched structure). On the other
hand, if the gluing points are too special, then X0 has a limit g
1
2, and importantly,
the failure of generality affects not the behavior of individual components, but
the transversality of the gluing condition. Consequently, it is not surprising that
even for general gluing points, CpX0,nq admits an Amini-Baker limit g12, namely
obtained by placing one point each (anywhere) on Z1 and Z2, and taking spaces of
rational functions to move the chosen point to any other point.
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Figure 3. The dual graph of Example 6.6 in the case g “ 4.
Of course, it then follows that the associated metric graph also always supports
a tropical g12, in this case obtained by placing degree 1 on each of the points corre-
sponding to Z1 and Z2.
In §5 of [Oss16], we studied curves of pseudocompact type with at most three
nodes connecting any given pair of components, and suitably general chain struc-
tures. We showed that in this case, gluing conditions automatically impose the
expected codimension, and we observed that in the case of a chain of loops, the
condition we recovered on chain structures precisely matched the genericity condi-
tion of Cools, Draisma, Payne and Robeva in [CDPR12]. This motivated us to ask
in Question 5.4 whether chains with at most three edges connecting adjacent nodes
(and generic edge lengths) are Brill-Noether general. We also asked in Question
5.5 whether it is possible for any other metric multitrees to be Brill-Noether gen-
eral. The above examples suggest that the latter question ought to have a negative
answer.
This perspective is amplified by work of Kailasa, Kuperberg and Wawrykow
[KKW] showing that the only trees of loops which can be Brill-Noether general are
chains of loops. They also show that a tree of loops fails to have maximal gonality
unless it is obtained from a chain of genus one less by addition of a single loop. We
use the techniques of our examples to prove gonality bounds complementing those
of [KKW]. Following their lead, we also study dimensions of Brill-Noether loci in
the remaining cases, proving in particular in Corollary 6.9 that the only metric mul-
titrees which can be Brill-Noether general are the above-mentioned chains with at
most three edges between adjacent vertices. Specifically, the following two proposi-
tions generalize the techniques of our examples to study disconnecting (multi)edges
and disconnecting vertexes of metric graphs. They say roughly that if a metric
graph has a vertex which disconnects it into three or more components, or two
adjacent vertices which are connected by four or edges, and disconnect the graph,
then we do not have maximal gonality. More precisely, we show that we can only
have maximal gonality in very specific circumstances, and that in these cases, the
dimension of W 1r g2 s`1
is nonetheless larger than expected.
Because separating edges (including “edges to nowhere”) have no effect on the
Brill-Noether theory of a graph, to simplify the following statement we assume thatpΓ has none.
Proposition 6.7. Let pΓ be a metric graph without separating edges, and v P pΓ a
point which disconnects pΓ. Let pΓ1, . . . , pΓn be the closures of the connected compo-
nents of pΓ r tvu, so that pΓ is the wedge of the pΓi at v. Let n1 the number of pΓi
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with odd genus, and n2 the number with even genus, and suppose that n ą 2. ThenpΓ does not have maximal gonality, unless the following conditions are all satisfied:
n “ 3, n1 “ 2, n2 “ 1, at least one of the pΓi has genus precisely 1, and the pΓi with
even genus has maximal gonality.
Furthermore, even when the above conditions are satisfied, if g denotes the genus
of pΓ, the dimension of W 1r g2 s`1ppΓq is positive.
Note that in the last statement, W 1r g2 s`1
ppΓq has expected dimension 0.
Proof. Set  “ 1 if g is odd, and  “ 0 if g is even. ThenQg
2
U
` 1 “ g ` 
2
` 1 “ 1` 
2
`
ÿ
i
gi
2
“ 1` ´ n1
2
`
ÿ
i
Qgi
2
U
“ 1´ n` ´ n1
2
`
ÿ
i
p
Qgi
2
U
` 1q.
If we take a pencil of degree
P
gi
2
T ` 1 on each pΓi, we may assume by Theorem 6.4
it contains v with multiplicity at least 1 when gi is even, and with multiplicity at
least 2 when gi is odd. Thus, if we take the (additive) “least common multiple” of
these divisors on pΓ, we obtain a pencil of degree at most
2`
˜ÿ
i
p
Qgi
2
U
` 1q
¸
´ n´ n1 “
Qg
2
U
` 1` p1´ ` n1
2
q.
Since  “ 1 if and only if n1 is odd, `n12 “
P
n1
2
T
, so we conclude that the above is
strictly smaller than
P
g
2
T` 1 precisely when n1 is at least 3. Thus, pΓ does not have
maximum gonality when n1 ě 3. Note also that if any even-genus pΓi fails to have
maximal gonality, we can carry out the above construction with one smaller total
degree, so that in this case we find that pΓ doesn’t have maximal gonality as long
as n1 ě 1.
On the other hand, if we take pencils of degree
P
gi
2
T` 2 on each pΓi with gi even,
we may assume that these contain v with multiplicity at least 3. Then taking the
lcm as above, we obtain degree at most
3`
˜ÿ
i
p
Qgi
2
U
` 1q
¸
` n2 ´ 2n´ n2 “
Qg
2
U
` 1` p2´ ` n1
2
´ n2q.
As above, pΓ does not have maximum gonality when Pn12 T ` n2 ą 2. In particular,
we can have maximum gonality only when n2 ď 2. Putting these together, we see
that if we assume n ě 3, we can have maximum gonality only when n1 “ 2 and
n2 “ 1. Together with our earlier observation, we also see that we need maximal
gonality on the pΓi with (positive) even genus.
Furthermore, suppose that gi ą 1 for all i, so that each odd gi is at least 3.
We can then take pencils of degree
P
gi
2
T ` 2 on each pΓi with gi odd, and choose
divisors in these pencils with multiplicity at least 4 at v. Taking the lcm as above,
we obtain a pencil of degree at most
4`
˜ÿ
i
p
Qgi
2
U
` 1q
¸
` n2 ` n1 ´ 3n´ n1 “
Qg
2
U
` 1` p3´ ` n1
2
´ nq,
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so the resulting gonality is less than maximal if
P
n1
2
T`n ą 3, which it is in the case
n1 “ 2 and n2 “ 1. We thus conclude the first assertion of the proposition.
Now, suppose that we have n1 “ 2 and n2 “ 1, and suppose without loss of
generality that g1 and g2 are odd, and g3 is even. Then consider the construction
in the second paragraph above, with pencils of degree
P
gi
2
T ` 1 on pΓi for i “ 1, 2,
and
P
g3
2
T ` 2 on pΓ3. We see that if instead of requiring the latter to have degree
3 at v, we require it to have degree 2, we are free to also impose degree 1 at any
other point v1 on pΓ3. In this case, the lcm has degree
2`
˜ÿ
i
p
Qgi
2
U
` 1q
¸
` 1´ 6
Qg
2
U
` 1,
so for each choice of v1, we obtain a pencil of degree
P
g
2
T ` 1 on pΓ. We claim
that the constructed pencils cannot all be linearly equivalent: indeed, if not their
restrictions to pΓ3 would likewise have to be linearly equivalent, which would imply,
factoring out the base points at v, that pΓ3 has a pencil of degree P g32 T. This
contradicts our maximal gonality hypothesis. Thus, we have that W 1r g2 s`1
ppΓq is
positive-dimensional, as claimed. 
Proposition 6.8. Let pΓ be a metric graph, and suppose that there are points v1, v2 PpΓ and pΓ1, pΓ2 Ď pΓ disjoint and containing v1, v2 respectively such that pΓ is obtained
from pΓ1YpΓ2 by adding m disjoint paths from v1 to v2. Suppose further that m ě 4.
Then pΓ does not have maximal gonality, unless both pΓi have maximal gonality, and
we either have m “ 4 with at least one pΓi having odd genus, or m “ 5 with both pΓi
having odd genus.
Furthermore, even when the above conditions are satisfied, if g denotes the genus
of pΓ, the dimension of W 1r g2 s`1ppΓq is strictly greater than the expected 2 P g2 T´ g.
Proof. Let g1, g2 be the genera of pΓ1, pΓ2, and for i “ 1, 2, let Di be a g1r gi2 s`1 on pΓi
containing vi in its support. Then it follows that D1 `D2 is a g1r g12 s`r g22 s`2 on
pΓ.
We have that pΓ has genus g :“ g1 ` g2 `m ´ 1, so if neither gi is odd, or if only
one is odd and m “ 5, or if m ě 6, we have thatQg
2
U
` 1 ą
Qg1
2
U
`
Qg2
2
U
` 2,
as desired. Moreover, even if m “ 4 and one of the gi is odd or m “ 5 and both of
the gi are odd, we see that we haveQg
2
U
` 1 “
Qg1
2
U
`
Qg2
2
U
` 2,
so if either of the pΓi have less than maximal gonality, we can still reduce the degree
in the above construction strictly below
P
g
2
T` 1.
Next, suppose that both pΓi have maximal gonality, and either m “ 4 and at
least one of the gi is odd, or m “ 5 and both gi are odd. First suppose that pΓ has
even genus, so that either m “ 4 and exactly one gi is odd, or m “ 5 and both
gi are odd. We claim that W
1
r g2 s`1
is infinite. Without loss of generality, in either
case suppose that g2 is odd. Fix D1 a g
1
r g12 s`1
on pΓ1 having degree at least 1 at v1.
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Next, for any v1 P pΓ2, there exists D2,v1 a g1r g22 s`1 on pΓ2 containing v2 ` v1. These
cannot all be linearly dependent on pΓ2, as otherwise we could factor out v2 and
obtain a g1r g22 s
on pΓ2. This implies that the D1`D2,v1 are not all linearly equivalent
on pΓ, so W 1r g2 s`1 is infinite, as desired.
Finally, we want to show that if m “ 4 and both gi are odd, we have that W 1r g2 s`1
is at least 2-dimensional. As above, construct families Di,v1i of g
1
r gi2 s`1
s on the pΓi
containing vi`v1i, where v1i varies on pΓi. By the maximal gonality condition, we see
that we cannot have all the constructed pencils on either pΓi being linearly equivalent
to one another. But now we observe that given d1, d2, if we set d “ d1 ` d2, the
map
Picd1ppΓ1q ˆ Picd2ppΓ2q Ñ PicdppΓq
given by adding divisors is injective: indeed, any piecewise linear function giving
a linear equivalence on pΓ has to be constant on the paths connecting v1 to v2,
since degree is preserved on pΓ1 and pΓ2, and hence it induces linear equivalences onpΓ1 and pΓ2. Moreover, this map is expressed as the composition of “linear” maps
PicdippΓiq Ñ PicdippΓq (in the sense that these are induced by linear projections on
the universal covering spaces) composed with the addition map studied in Lemma
3.5 of [LPP12], both of which behave well with respect to polyhedral structures. It
thus follows that W 1r g2 s`1
is at least 2-dimensional, as desired. 
Putting together Propositions 6.7 and 6.8, we obtain the following expected
negative result.
Corollary 6.9. A metric multitree can only be Brill-Noether general if it is a
multichain, with at most three edges between adjacent vertices.
Beyond Corollary 6.9, there are other factors which suggest that Brill-Noether
generality should be relatively rare for graphs. For instance, even in the compact-
type case it is not true that spaces of limit linear series are well behaved in general in
positive characteristic, even when the components of the curves are general. Since
Brill-Noether generality of graphs is characteristic-independent, this places further
constraints on the possibilities for Brill-Noether generality. Taken together with
our examples and propositions, this may suggest that very few graphs should be
Brill-Noether general. However, once one moves beyond multitrees, it is unclear
what to expect. On the one hand, if a graph is heavily interconnected it is harder
to concentrate degrees on particular vertices, which for instance may mitigate diffi-
culties arising from positive characteristic. On the other hand, Jensen has given an
example [Jen16] of a trivalent graph without any separating edges which fails to be
Brill-Noether general regardless of edge length. Ultimately, further development of
our understanding of limit linear series beyond the pseudocompact type case should
also help to guide intuition on which graphs ought to be Brill-Noether general.
Appendix A. Background on the Amini-Baker theory
In this appendix, we describe background results on Amini-Baker limit linear
series. We begin with the fact that restricted rank of a divisor on a metrized
complex can be checked using only points of the curves Cv. In Theorem A.1 of
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[AB15], Amini and Baker prove a stronger statement in the case of non-restricted
rank, but this statement fails for restricted rank: indeed, already in the case of
incomplete linear series on smooth curves, no fixed finite set of points can suffice
to check the rank of every linear series (see also Example A.5 below).
Theorem A.1. Let C be a metrized complex, D a divisor on C, and pHvqv a tuple
of pr ` 1q-dimensional subspaces of the KpCvq. Fix R any collection of points ofŤ
v Cv containing infinitely many points from each Cv. Then the restricted rank of
D is at least r1 if and only if for every effective divisor E on C of degree r1 supported
only on R, there exists a rational function f on C with fv P Hv for all v, and such
that D ´ E ` div f is effective.
Recall that we have a running hypothesis that the graph pΓ underlying C is
loopless.
We will carry out a close analysis of linear equivalence of divisors on metrized
complexes for divisors satisfying the analogue of our admissible multidegree condi-
tion:
Definition A.2. We say a divisor D on a metrized complex C is edge-reduced if
it is effective on pΓrV p pGq, and if further D has degree at most 1 on every connected
component of pΓr V p pGq.
Now, note that given any edge-reduced divisor D and any values pcvqvPV p pGq,
there is a unique continuous piecewise linear function on pΓ, which we denote by
fD,c‚ , such that fD,c‚pvq “ cv for all v, and such that D ` div fD,c‚ is still edge-
reduced (in particular, if D ´ D1 “ div f, and D1 is also edge-reduced, then fpΓ is
necessarily of this form). If an edge of pΓ connects v to v1, and cv ą cv1 , this has the
effect of “moving a chip distance fpvq´fpv1q” from Cv toward Cv1 along the edge in
question (here, each time the chip reaches Cv1 , a new chip must be moved starting
from Cv, possibly creating a negative coefficient at the corresponding point). Note
that this construction is additive in c‚, in the sense that if we have D and c‚, c1‚,
then
fD,c‚`c1‚ “ fD,c‚ ` fD1,c1‚ ,
where D1 “ D ` div fD,c‚ . Also note that if we are given D edge-reduced and c‚
such that D and D ` div fD,c‚ are both effective, then D ` div fD,αc‚ will also be
effective (and edge-reduced) for all α P r0, 1s.
Lemma A.3. Let C be a metrized complex, and suppose that D and D1 are linearly
equivalent edge-reduced effective divisors on C, with D ´ D1 “ div f. Then there
exists an ordering v1, . . . , vn on the vertices of C and tuples c
i‚ for i “ 1, . . . , n´ 1
such that if we set D1 “ D ` div fv1 , and for i “ 2, . . . , n write
Di “ Di´1 ` div fDi´1,ci´1‚ ` div fvi ,
the following conditions are satisfied:
(i) Di ` div fDi,αci‚ is effective and edge-reduced for i “ 1, . . . , n ´ 1 and α Pr0, 1s;
(ii) if for some i1 ă i2 we have fpΓpvi1q “ fpΓpvi2q, then fDi,ci‚ is constant for
i1 ď i ă i2;
(iii) for each i “ 1, . . . , n, we have Di´div fvi´D effective on Cvj for all j ě i,
and Di ´D1 effective on Cvj for all j ď i;
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(iv) Dn “ D1.
Proof. Choose the ordering v1, . . . , vn so that fpΓpviq ď fpΓpvi´1q for i “ 2, . . . , n.
Note that being edge-reduced implies by hypothesis effectivity away from the Cvi ,
so since our constructed divisors will always be edge-reduced, in order to check
effectivity it suffices to consider the Cvi one at a time. For j “ 1, . . . , n´ 1, we will
set cji “ fpΓpvjq for i ď j, and cji “ fpΓpvj`1q for i ą j. Then observe that for each
i “ 1, . . . , n, we have
n´1ÿ
j“1
cji “ fpΓpviq `
n´2ÿ
`“2
fpΓpv`q,
so we conclude that Dn “ D1 by the additivity of the fD,c‚ construction.
Now, div fpΓ is anti-effective on Cv1 , so effectivity of D1 implies effectivity of D1
of Cv1 , and effectivity of D implies that D1 is effective on the rest of C. Next,
div
`
fpΓ ´ fD1,c1‚˘ is anti-effective on both Cv1 and Cv2 , and div fD1,c1‚ is effective
on Cvi for i ą 1, so as before the effectivity of D1 and D1 implies first that D1 `
div fD1,c1‚ is effective, and second that D2 is effective. From the former, we also
conclude thatD1`div fD1,αc1‚ is effective for all α P r0, 1s. The same argument works
for all j: we have that div fpΓ ´řji“1 div fDi,ci‚ is anti-effective on Cv1 , . . . , Cvj`1 ,
and div fDj ,cj‚ is effective on Cvj`1 , . . . , Cvn , so the effectivity of Dj and D1 implies
that Dj ` div fDj ,cj‚ and Dj`1 are both effective. We then conclude that assertion
(i) is satisfied. Assertion (ii) is clear from the construction. Finally, assertion (iii)
follows from the facts that
ři´1
`“1 div fD`,c`‚ is effective on Cvj for all j ě i, and thatřn´1
`“i div fD`,c`‚ is anti-effective on Cvj for all j ď i. 
Proof of Theorem A.1. First, the inductive portion of the proof of Lemma A.3 of
[AB15] goes through verbatim in the case of restricted rank, showing that if we fix
the pHvqv, and a subset R of Ťv Cv, then R suffices to test whether the restricted
rank of D is at least 1 for every D if and only if R in fact suffices to test the
restricted rank of every D.
Now, given D0, suppose that D0´Q is pHvqv-equivalent to an effective divisor for
all Q P R. We first claim that in fact we must have that D0´Q is pHvqv-equivalent
to an effective divisor for all Q P Ťv Cv. For each Q P R, let fQ be a rational
function such that D0´Q`div fQ is effective, and observe that as Q varies, for any
given v there are only finitely many possibilities for the Cv-part of divppfQqpΓq. In
particular, for any given v, there exists an infinite set R1v of points Q P CvXR such
that all the Cv-parts of the divppfQqpΓq agree; denote these common divisors on Cv
by D1v. Thus we have pD0qv ´ Q ` D1v ` divpfQqv effective on Cv for all Q P R1v,
and we may also without loss of generality assume that the fQ for Q P R1v all agree
of pΓ and on Cv1 with v1 ‰ v; denote these fixed rational functions by fpΓ and fv1 for
v1 ‰ v. Since R1v is infinite, we conclude that pD0qv `D1v `divpHvq must contain a
pencil, so that for all Q P Cv, we have some fv,Q P Hv with pD0qv´Q`D1v`divpfQqv
effective on Cv. Extending fv,Q to a rational function on C using our fixed fpΓ and
fv1 for v
1 ‰ v, we see D0 ´Q is pHvq-equivalent to an effective divisor, as claimed.
Next, suppose we are given P P pΓrV p pGq. Let v, v1 be the endpoints of the edge
e of pΓ containing P , and Q,Q1 the corresponding points in C. By hypothesis, there
exist effective divisors D,D1 which are pHvqv-equivalent to D0 and which contain
Q and Q1 in their support, respectively. Without loss of generality, we may assume
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that D and D1 are both edge-reduced. Fix f such that D ´ D1 “ div f, and let
v1, . . . , vn, c
i‚ and Di be as in Lemma A.3. Suppose v “ vi1 and v1 “ vi2 . Switching
the roles of Q and Q1 if necessary, we may assume that i1 ă i2.
We claim that (at least) one of the following must occur:
(a) for some i and α, the divisor Di´1 ` div fDi´1,αci‚ contains P ;
(b) D contains a point P 1 (not necessarily strictly) between P and Q1 on e;
(c) D1 contains a point P 1 (not necessarily strictly) between Q and P on e;
(d) Di1 ´ div fvi1 contains Q, and Di2 contains Q1, and div fDi,ci‚ “ 0 for
i1 ď i ă i2.
In case (a), we have constructed an effective divisor pHvqv-equivalent to D0 and
containing P , while in cases (b) and (c) we can easily modify D or D1 by the
divisor of a function on pΓ, constant away from e, such that the result contains P .
Finally, in case (d), note that by construction Di1´div fvi1 is effective, and because
div fDi,αci‚ “ 0 for i1 ď i ă i2, we have that Di2 and Di1 differ only by the div fvi
for i1 ă i ď i2. It follows Di2 ´ div fvi1 is effective and contains both Q and Q1, so
as above, we can modify it by the divisor of a function on pΓ to obtain an effective
divisor containing P .
Thus, we have reduced to proving the claim. Because i1 ă i2, we have fpΓpvq ě
fpΓpv1q; if we write µ “ fpΓpvq ´ fpΓpv1q, then the effect of div fpΓ is to move a chip a
distance of µ along e. Write ` for the length of e, and if D has a chip on the interior
of e, let p be the distance from Q to that chip. Otherwise, set p “ 0. Also, let
p1 be the distance from Q to P . Then div fpΓ has the effect of moving a chip from
distance p to distance p`µ, considered modulo `. By Lemma A.3 (i), if p1 is within
this range, then we are in case (a) above. But if p1 is not within this range, then
we must have either p ą p1 or p`µ ă p1. The former gives us case (b) above, while
the latter almost implies that we are in case (c). The only special case to consider
is that if p`µ “ 0 (modulo `), in which case it is not a priori the case that D1 has
a chip at the corresponding position, which is Q. However, if we are not in case
(b) we can in particular suppose that p ă p1, so if either p or µ is positive, then p1
is in the range from p to p` µ modulo `, and we are in case (a). Thus, it remains
to consider the case that p “ µ “ 0. In this case fpΓpvq “ fpΓpv1q, so according to
Lemma A.3 (ii) and (iii), we have that div fDi´1,ci‚ “ 0 for i1 ď i ă i2, and we also
have that Di1 ´ div fvi1 ´ D is effective on Cv, and Di2 ´ D1 is effective on Cv1 .
In particular, Di1 ´ div fvi1 contains Q and Di2 contains Q1, so we are in case (d)
above, proving the claim and the theorem. 
Remark A.4. We need Theorem A.1 for our analysis of Amini-Baker limit linear
series (specifically, in the proofs of Theorem 4.13 and Proposition 5.9, treating our
forgetful map construction). In fact, Theorem A.1 is also used implicitly in [AB15],
in the proofs of Theorems 5.9 and 5.11, where they consider restricted ranks in the
context of their limit linear series.
Example A.5. For complete linear series, it is classical (and an easy consequence
of the Riemann-Roch theorem) that if X has genus g, and we fix any g`1 points Pi
on X, then rpDq ě r1 if and only if for every effective E of degree r1 supported on
the Pi, we have that D´E is linearly equivalent to an effective divisor. This is what
is generalized in Theorem A.1 of [AB15] to metrized complexes. This statement
fails trivially for incomplete linear series, as we could for instance take a g0d with
base points at all the Pi. More interestingly, even if we fix a g
r
d in advance, there
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may not exist any choice of g` 1 points with the above rank-determining property.
Indeed, if we consider the Frobenius map on P1, it is a g1p. If we choose any P on
P1, we will have that pP is a representative of our g1p, so pP ´ iP is effective for
all i ď p, and if tP u were rank-determining, this would contradict that our linear
series had rank 1. On the other hand, we do see in this example that if we choose
any P1 ‰ P2, since our linear series has no divisor supported at both P1 and P2,
the set tP1, P2u is rank-determining for the given linear series.
We also give a basic statement on the specialization of Amini-Baker limit linear
series, saying in essence that specialization is compatible in the obvious way with
resolution of singularities.
Proposition A.6. Let B be the spectrum of a discrete valuation ring, and pi :
X Ñ B flat and proper with nodal special fiber X0 having smooth components, and
smooth generic fiber Xη. Let rpi : rX Ñ B be the regularization of X, let Γ and rΓ be
the corresponding dual graphs, and let C and rC be the induced metrized complexes
of curves.
If pLη, Vηq is a grd on Xη, let pD, pHvqvq and p rD, p rHvqvq be the Amini-Baker
limit grds on C and
rC respectively, induced by specialization of pLη, Vηq (Theorem
5.9 of [AB15]). Then Hv “ rHv for all v P V pΓq, and D is obtained from rD by, for
each v P V prΓqrV pΓq, replacing Dv with degDv times the point of pΓ corresponding
to v.
Proof. To see that D is as described, we need that the inclusion of pΓ into Xanη
and the retraction map Xan Ñ pΓ are both unchanged under the replacement of X
with rX. For the former, see Theorem 4.11 and Proposition 4.21 (2) of [BPR13],
while the latter follows from the purely topological nature of the retraction map
(see Definition 3.7 of [BPR13]). To see that Hv is as described, we use that the
identification of the function field of Cv with that of Cx (where x is the relevant
point of Xanη ) described in Remark 4.18 of [BPR13] is also canonical, coming as it
does from viewing x as a divisorial valuation on the function field of Xη. 
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