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Abstract—This work aims at providing new bounds for the
diversity multiplexing gain trade-off of a general class of division
algebra based lattice codes.
In the low multiplexing gain regime, some bounds were
previously obtained from the high signal-to-noise ratio estimate
of the union bound for the pairwise error probabilities. Here
these results are extended to cover a larger range of multiplexing
gains. The improvement is achieved by using ergodic theory in
Lie groups to estimate the behavior of the sum arising from the
union bound.
In particular, the new bounds for lattice codes derived from Q-
central division algebras suggest that these codes can be divided
into two subclasses based on their Hasse-invariants at the infinite
places. Algebras with ramification at the infinite place seem to
provide better diversity-multiplexing gain tradeoff.
I. INTRODUCTION
In [8] the authors proved that the union bound can be used
to analyze the diversity - multiplexing gain trade-off (DMT) of
a large class of division algebra based lattice codes. This work
was based on upper bounding the pairwise error probability
(PEP) in the high signal-to-noise ratio (SNR) regime and
then analyzing the behavior of the union bound by combining
information on the zeta function and on the distribution of
units of the division algebra.
The choice to focus on the high SNR approximation of the
PEP allowed to analyze the behavior of the union bound using
algebraic methods. However, it also implicitly restricted the
analysis to be effective only for low multiplexing gain levels.
In this work we will use a more accurate expression for the
pairwise error and extend the earlier DMT analysis to cover
a larger range of multiplexing gains. When we have enough
receiving antennas, we can cover the whole multiplexing gain
region. For fewer receive antennas, we have bounds up to a
certain multiplexing gain threshold.
As previously in [8] the proofs rely heavily on the fact that
the codes under analysis are coming from division algebras.
This allows us to attack this otherwise quite impenetrable
question using analytic methods from the ergodic theory of
Lie groups [3].
This work confirms that from the DMT point of view all
the division algebra codes with complex quadratic center have
equal (and optimal) diversity multiplexing gain curve. When
the center of the algebra is Q, our work suggests that division
algebra based lattice codes can be divided to two subclasses
with respect to their DMT. The difference between these
two subclasses is whether the Hasse invariant at the infinite
place is ramified or not. In particular, division algebras with
ramification lead to a better DMT.
Besides giving a new lower bound (that we believe to be
tight) for the DMT of a general family of division algebra
based lattice codes, this work also sheds some light on the
applicability and limitations of the union bound approach
in Rayleigh fading channels. In [9, Section 3D] the authors
speculate that the union bound cannot be used to measure the
DMT of a coding scheme accurately. Our work reveals that
if we have good enough understanding of the spectrum of
the pairwise error probabilities, and we have enough receive
antennas, even a naive union bound analysis can be used to
analyze the DMT of a space-time code.
II. NOTATION AND PRELIMINARIES
A. Central division algebras
Let D be a degree n F -central division algebra where F
is either Q or a quadratic imaginary field. Let Λ be an order
in D and ψreg : D → Mn(C) the left regular representation
of the algebra D. When the center F is complex quadratic,
ψreg(Λ) is a 2n2-dimensional lattice and when F = Q it
is n2-dimensional. We are now interested in the diversity
multiplexing gain trade-off of coding schemes based of the
lattices ψreg(Λ). When F is complex quadratic, we can attack
the question directly. However, in the case where the center
is Q we will instead consider lattices Aψreg(Λ)A−1, where
A is a certain matrix in Mn(C). While the performance of
schemes derived from Aψreg(Λ)A−1 and ψreg(Λ) can be very
different, the diversity-multiplexing gain curves are the same.
Consider matrices(
A −B∗
B A∗
)
∈M2n(C),
where ∗ refers to complex conjugation and A and B are
complex matrices in Mn(C). We denote this set of matrices
by Mn(H).
We say that the algebra D is ramified at the infinite place
if
D ⊗Q R ≃Mn/2(H).
If it is not, then
D ⊗Q R ≃Mn(R).
Lemma 2.1: [8, Lemma 9.10]
If the infinite prime is ramified in the algebra D, then there
exist a matrix A ∈Mn(C) such that
Aψreg(Λ)A
−1 ⊂Mn/2(H).
If D is not ramified at the infinite place, then there exist a
matrix B ∈Mn(C) such that
Bψreg(Λ)B
−1 ⊂Mn(R).
From now on we will simply use notation ψ for both
embeddings of Lemma 2.1, when the center is Q and for ψreg,
when the center is complex quadratic.
B. System Model
We consider a multiple-input multiple output (MIMO) sys-
tem with n transmit antennas and m receive antennas, and
minimal delay T = n. The received signal is given by
Y =
√
ρ
n
HX¯ +W,
where X¯ ∈ Mn(C) is the transmitted codeword, H,W ∈
Mm,n(C) are respectively the channel matrix and additive
noise, both with i.i.d. circularly symmetric complex Gaussian
entries hij , wij ∼ NC(0, 1), and ρ is the signal-to-noise ratio.
In the DMT setting, we consider code sequences C(ρ) whose
size grows with the signal-to-noise ratio. More precisely, the
multiplexing gain r is defined as
r = lim
ρ→∞
1
n
log |C|
log ρ
.
Let Pe denote the average error probability of the code. Then
the diversity gain is given by
d(r) = − lim
ρ→∞
logPe
log ρ
.
Let now Λ be an order in a degree n F -central division
algebra D and ψ an embedding as defined in Section II-A.
Given M , we consider the finite subset of elements with
Frobenius norm bounded by M :
Λ(M) = {x ∈ Λ : ‖ψ(x)‖ ≤M}.
Let k ≤ 2n2 be the dimension of Λ as a Z-module. As in
[8], we choose M = ρ rnk and consider codes of the form
C(ρ) = M−1ψ(Λ(M)) = ρ− rnk ψ(Λ(ρ rnk )). The multiplexing
gain of this code sequence is indeed r, and it satisfies the
average power constraint
1
|C|
1
n2
∑
X∈C
‖X‖2 ≤ 1
We suppose that the channel matrix H is perfectly known at
the receiver but not at the transmitter, and consider maximum
likelihood decoding
Xˆ = argmin
X∈C
‖Y −HX‖2 .
The error probability is the average over H of the error
probability for fixed H :
Pe(H) =
∫
Mm,n(C)
Pe(H)p(H)dλ(H),
where λ is the Lebesgue measure, and the density of H is the
product of Gaussian densities:
p(H) =
1
pimn
m∏
i=1
n∏
j=1
e−|hij |
2
For fixed H , the union bound for the error probability gives
Pe(H) = P{Xˆ 6= X¯|H} ≤
∑
X∈C,X 6=X¯
P{X¯ → X |H}.
The pairwise error probability is upper bounded by the Cher-
noff bound on the Q-function [6]:
P{X¯ → X |H} ≤ e− ρ8n‖H(X¯−X)‖2
By linearity of the code,
Pe(H) ≤
∑
X∈M−1ψ(Λ(2M))\{0}
e−
ρ
8n ‖HX‖
2
.
Note that we can replace ρ8n by ρ without affecting the DMT;
the coefficient “2” in the sum also does not affect the DMT
and so
Pe(H) ≤˙
∑
X∈C,
X 6=0
e−ρ‖HX‖
2
=
∑
X∈ψ(Λ(M)),
X 6=0
e−ρ
1− 2rn
k ‖HX‖2 .
By the dotted inequality we mean f(ρ) ≤˙ g(ρ) if
lim
ρ→∞
log f(ρ)
log ρ
≤ lim
ρ→∞
log g(ρ)
log ρ
.
To simplify notation, we define c = ρ1− 2rnk .
III. A NEW UPPER BOUND ON THE ERROR PROBABILITY
We now consider a similar argument to our previous paper
[8]. Let I be a collection of elements in Λ, each generating a
different right ideal, and let I(M) = I ∩ Λ(M). Thus, each
nonzero element x ∈ Λ(M) can be written as x = zv, with
v ∈ Λ∗. Moreover, since by hypothesis the center F of the
algebra is Q or an imaginary quadratic field, we have that the
subgroup
Λ1 = {x ∈ Λ∗ : det(ψ(x)) = 1},
of units of reduced norm 1 in Λ∗ has finite index j = [Λ∗ : Λ1]
[5, p. 211]. Let a1, a2, . . . , aj be coset leaders of Λ1 in Λ∗.
We note that Γ = ψ(Λ1) is an arithmetic subgroup of a Lie
group G. In our case G is one of the groups SLn(C), SLn(R)
or SLn/2(H).
The previous sum can be rewritten as
∑
x∈I(M)
j∑
i=1
∑
u∈Γ,
‖ψ(xai)u‖≤M
e−c‖Hψ(xai)u‖
2
.
Since xai ∈ Λ, we have |det(ψ(xai))| = |det(ψ(x))| ≥ 1.
For i ∈ {1, . . . , j}, let’s consider
gi =
ψ(xai)
det(ψ(xai))
1
n
∈ G.
With a slight abuse of notation, ∀a ∈ G we denote by Ba(M)
the “shifted ball” in G:
Ba(M) = {g ∈ G : ‖ag‖ ≤M}.
Using the notation dx = |det(ψ(x))|
1
n
, we find
Pe(H) ≤˙
∑
x∈I(M)
j∑
i=1
∑
u∈Γ,
u∈Bgi (M/dx)
e−cd
2
x‖Hgiu‖
2
, (1)
Using a simplified argument inspired by the Strong Wavefront
Lemma in [3], we will now show that the sum (1) can be
bounded by an integral over the corresponding ball in G.
Let FΓ be the fundamental domain of Γ in G, which is a
compact polyhedron in G containing the identity element e.
Consequently, RΓ = maxg∈FΓ ‖g‖ is finite (and greater than
n = ‖e‖). Suppose g ∈ FΓ. By submultiplicativity of the
Frobenius norm, we have that ∀a ∈Mm,n(C),
‖ag‖ ≤ ‖a‖ ‖g‖ ≤ RΓ ‖a‖ .
In particular, we have that ∀g ∈ FΓ, ∀x ∈ G,∑
u∈Γ,
u∈Bx(M)
e−c‖au‖
2 ≤
∑
u∈Γ,
u∈Bx(M)
e
− c
R2
Γ
‖aug‖2
.
By integrating both sides over FΓ, we find
µ(FΓ)
∑
u∈Γ,
u∈Bx(M)
e−c‖au‖
2 ≤
∑
u∈Γ,
u∈Bx(M)
∫
FΓ
e
− c
R2
Γ
‖aug‖2
dµ(g) =
=
∑
u∈Γ,
u∈Bx(M)
∫
uFΓ
e
− c
R2
Γ
‖ag‖2
dµ(g),
where µ is the Haar measure over G. The last equality follows
from the invariance of µ under G-action.
Note that the images uFΓ are disjoint. If g = ug′ with g′ ∈ FΓ
and u ∈ Bx(M),
‖xg‖ = ‖xug′‖ ≤ ‖xu‖ ‖g′‖ ≤MRΓ
We have ⋃
u∈Bx(M)
uFΓ ⊂ Bx(MRΓ),
where the union is disjoint. We can conclude that
∑
u∈Γ,
u∈Bx(M)
e−c‖au‖
2 ≤ 1
µ(FΓ)
∫
Bx(RΓM)
e
− c
R2
Γ
‖ag‖2
dµ(g).
Let Mx = RΓMdx . From (1), the error probability is upper
bounded by
∫
Mm,n(C)
1
µ(FΓ)
∑
x∈I(M)
j∑
i=1
∫
Bgi (Mx)
e
−
cd2x
R2
Γ
‖Hgig‖
2
dµ p(H)dλ
=
j
µ(FΓ)
∑
x∈I(M)
∫
Mm,n(C)
∫
B(Mx)
e
−
cd2x
R2
Γ
‖Hg‖2
dµ p(H)dλ
Since the integrand is a measurable and non-negative function,
by Tonelli’s theorem we can exchange the two integrals. From
the determinant bound in [6], we have that ∀X ∈Mn(C),∫
Mm,n(C)
e−c‖HX‖
2
p(H)dλ(H) =
1
(det(I + cXX∗))m
.
Thus the error probability is bounded by
j
µ(FΓ)
∑
x∈I(M)
∫
B(Mx)
∫
Mm,n(C)
e
−
cd2x
R2
Γ
‖Hg‖2
p(H)dλdµ(g) =
=
j
µ(FΓ)
∑
x∈I(ρ
rn
k )
∫
B(Mx)
1(
det
(
I +
d2x
R2Γ
ρ1−
2rn
k gg∗
))m dµ
Our problem is now reduced to finding an asymptotic upper
bound for the integral
Ix =
∫
G
1(
det
(
I + δ2xρ
1− 2rnk gg∗
))mχ
B
(
ρ
rn
k
δx
)(g)dµ(g) (2)
where we have defined δx = dxRΓ to simplify notation. Note
that
Pe ≤ j
µ(FΓ)
∑
x∈I(ρ
rn
k )
Ix (3)
In the cases we’re interested in, G is a connected noncom-
pact semisimple Lie group with finite center and admits a
Cartan decomposition G = KA+K , where K is a maximal
compact subgroup of G, and A+ = exp(a+), with a+ the
positive Weyl chamber associated to a set of positive restricted
roots Φ¯+. Given a root α ∈ Φ¯+, we denote its multiplicity by
mα. The highest weight is the sum of positive restricted roots
with their multiplicities: β =
∑
α∈Φ¯+ mαα.
The following identity holds for any function f ∈ L1(G) [2]:∫
G
fdµ =
∫
K×a+×K
f(k exp(a)k′)
∏
α∈Φ¯+
(sinhα(a))mαdkdadk′,
where da and dk are the Haar measures on a+ and K
respectively.
Note that in (2), the integrand f is invariant by K-action
both on the left and on the right since it only depends on
the singular values of g. So by definition of the normalized
Haar measure,∫
G
fdµ =
∫
a
+
f(exp(a))
∏
α∈Φ¯+
(sinhα(a))mαda.
The dominant term (as a function of ρ) of the integral (2)
corresponds to the highest term of the sum∏
α∈Φ¯+
(sinhα(a))mα =
∑
ξ
hξe
ξ(a)
The highest term corresponds to ξ = β [2]. Therefore the
dominant term of the expression is∫
G
f(exp(a))eβ(a)da. (4)
IV. DMT BOUNDS FOR DIVISION-ALGEBRA BASED CODES
In this section we will prove the following DMT bounds
for the three classes of codes introduced earlier.
Proposition 4.1: Case F = Q(
√−d), G = SLn(C). Let
d∗(r) be the piecewise linear function taking values [(n −
r)(m − r)]+ when r is a positive integer, with equation
d∗(r) = −(m+ n− 2 ⌊r⌋ − 1)r +mn− ⌊r⌋ (⌊r⌋+ 1). (5)
The diversity-multiplexing gain trade-off for space-time codes
arising from 2n2-dimensional division algebras with imaginary
quadratic center F = Q(
√−d) is d∗(r) provided that m ≥
2 ⌈r⌉ − 1.
The DMT d∗(r) is optimal for space-time codes [9], and
Proposition 4.1 is well-known [1], but an alternative proof is
included here for the sake of completeness.
Proposition 4.2: Case F = Q, G = SLn(R). Let d1(r) be
the line segment connecting the points (r, [(m−r)(n−2r)]+)
where 2r ∈ Z, with equation
d1(r) = (−n−2m+2 ⌊2r⌋+1)r+mn−⌊2r⌋
2
(⌊2r⌋+1). (6)
The diversity-multiplexing gain trade-off for space-time codes
arising from k = n2-dimensional division algebras with center
Q not ramified at the infinite place is d1(r) provided that
m ≥ ⌈2r⌉ − 12 .
Proposition 4.3: Case F = Q, G = SLn/2(H). Suppose
that n is even. Let d2(r) be the piecewise linear function
connecting the points (r, [(n− 2r)(m− r)]+) for r ∈ Z. The
diversity-multiplexing gain trade-off for space-time codes from
n2-dimensional division algebras with center Q which are ram-
ified at the infinite place is d2(r) provided that m ≥ 2 ⌈r⌉−1.
Remark 4.4: The results in Propositions 4.2 and 4.3 are
new. Although this proof only provides a lower bound, we
conjecture that d1(r) and d2(r) are actually the DMTs for
these space-time codes for all values of r.
Before proceeding with the proofs, we need to give some
details on the Lie group structures associated to the three main
types of codes considered in this paper. See Appendix A in
[8] for definitions and details.
Example 1: Case of center F = Q(√−d), G = SLn(C).
The set of positive restricted roots is Φ¯+ = {ei−ek}i<k, with
multiplicity mα = 2 for all α ∈ Φ¯+. Consider the algebra
a =
{
a = diag(a1, . . . , an) :
∑n
i=1
ai = 0
}
.
The positive Weyl chamber associated to Φ¯+ is
a
+ = {a ∈ a : a1 ≥ a2 ≥ · · · ≥ an} .
r
0 1
2
1
1
2
2
d(r)
Fig. 1. DMT lower bounds for n2-dimensional lattices from division algebras
over Q when n = 2 and m = 1 (solid line: unramified at the infinite place;
dashed line: ramified at the infinite place).
We have the Cartan decomposition SLn(C) = K ×A+ ×K ,
where K = SUn and A+ = exp(a+).
The highest weight is β(a) =
∑n−1
i=1 4(n− i)ai.
Example 2: Case of center F = Q, G = SLn(R).
We have Φ¯+ = {ei − ek}i<k, with multiplicity mα = 1
for all α ∈ Φ¯+. The positive Weyl chamber associated
to Φ¯+ is again a+ = {a ∈ a : a1 ≥ a2 ≥ · · · ≥ an}, and
β(a) =
∑n−1
i=1 2(n− i)ai. We have the Cartan decomposition
SLn(R) = K×A+×K , where K = SOn and A+ = exp(a+).
Example 3: Case of center F = Q, G = SLn/2(H).
We suppose that n = 2p is even. Consider the algebra
a = {a = diag(a1, . . . , ap, a1, . . . , ap) :
∑p
i=1 ai = 0} . The
set of positive restricted roots is Φ¯+ = {ei − ek}1≤i<k<p,
with multiplicity mα = 4 for all α ∈ Φ¯+. The highest
weight is β(a) = 8
∑p−1
i=1 (p−i)ai. The positive Weyl chamber
associated to Φ¯+ is a+ = {a ∈ a : a1 ≥ a2 ≥ · · · ≥ ap} .
Note that in all three cases, a+ is a set of diagonal n × n
matrices.
Proof of Propositions 4.1, 4.2, 4.3: For the integral (2),
the dominant term (4) is given by∫
a
+
eβ(a)∏n
i=1(1 + δ
2
xρ
1− 2rnk e2ai)m
χ{ n∑
i=1
e2ai≤ ρ
2rn
k
δ2x
}da1 · · · dan−1
≤
∫
a
+
eβ(a)
n∏
i=1
(1 + δ2xρ
1− 2rnk
x e2ai)m
χ{
a1≤log
ρrn/k
δx
}da1 · · · dan−1
Note that the integral is only in n− 1 variables and an is just
a dummy variable since a1 + a2 + · · ·+ an = 0.
Now consider the change of variables ai = bi log
(
ρrn/k
δx
)
.
Given that δx ≥ 1/RΓ, this integral is bounded by
(rn
k
log ρRΓ
)n−1 ∫
B
eβ(b) log
ρrn/k
δx∏n
i=1
(
1 + e2(bi−1) log
ρrn/k
δx
+log ρ
)m db
where B = {b ∈ a+ : b1 ≤ 1} .
For our purposes, we can neglect logarithmic factors of ρ in
the sequel.
Let (x)+ = max(0, x). From the inequality (1 + ex)−1 ≤
e−(x)
+
, we find the upper bound∫
B
e
[
β(b) log ρ
rn/k
δx
−m
n∑
i=1
(
2(bi−1) log
ρrn/k
δx
+log ρ
)+]
db =
=
∫
B
e
log ρ
[
( rnk −
log δx
log ρ )β(b)−m
n∑
i=1
(
2(bi−1)( rnk −
log δx
log ρ )+1
)+]
db =
=
∫
B
e
− log ρ
[
− snk β(b)+m
n∑
i=1
(2 snk (bi−1)+1)
+
]
db1 · · · dbn−1
where snk =
rn
k − log δxlog ρ ≤ rnk . Note that B is contained in an
(n − 1)-dimensional cube with Lebesgue measure 1. So our
integral can be upper bounded by
ρ
−min
b∈B
[
− snk β(b)+m
∑n
i=1(2 snk (bi−1)+1)
+
]
=
= ρ
− min
α∈P
[
− β(α)2 +m
∑n
i=1(αi+1− 2snk )
+
]
.
where P = { 2snk ≥ α1 ≥ α2 ≥ · · · ≥ αn, ∑ni=1 αi = 0},
and αi = bi 2snk , i = 1, . . . , n.
Thus, we need to find
d¯(s) = min
α∈P
g(α), where
g(α) = −β(α)
2
+m
n∑
i=1
(
αi + 1− 2sn
k
)+
. (7)
The proof of the following two Remarks is elementary but
rather tedious and can be found in the Appendix.
Remark 4.5: (Case G = SLn(C)). On a+, β(α) =
−∑ni=1 4iαi. In this case
g(α) =
n∑
i=1
(
2iαi +m
(
αi + 1− s
n
)+)
,
P =
{
s
n
≥ α1 ≥ α2 ≥ · · · ≥ αn,
n∑
i=1
αi = 0
}
.
If m ≥ 2(⌈s⌉ − 1), then minα∈P g(α) = d∗(s).
Remark 4.6: (Case G = SLn(R)). On a+, β(α) =
−∑ni=1 2iαi. In this case we have
g(α) =
n∑
i=1
(
iαi +m
(
αi + 1− 2s
n
)+)
,
P =
{
2s
n
≥ α1 ≥ α2 ≥ · · · ≥ αn,
n∑
i=1
αi = 0
}
.
If m ≥ ⌈2s⌉ − 1, then minα∈P g(α) = d1(s).
The following Remark is more immediate.
Remark 4.7: (Case G = SLn/2(H)). Let n = 2p. Recall
that a = {a = diag(a1, . . . , ap, a1, . . . , ap) :
∑p
i=1 ai = 0},
and β(α) = −8∑pi=1 iαi on a+. We have
g(α) = 2
∑p
i=1(2iαi + m(αi + 1 − sp )+), and
P =
{
s
p ≥ α1 ≥ α2 ≥ · · · ≥ αp,
∑p
i=1 αi = 0
}
. Note
that the polyhedron and the function g(α) are very similar
to the ones in Remark 4.5. With the same reasoning,
we find that the diversity order d¯(s) is lower bounded
by the piecewise linear function connecting the points
(s, 2(p − s)(m − s)) = (s, (n − 2s)(m − s)) for s ∈ Z,
provided that m ≥ 2(⌈s⌉ − 1).
We can conclude that (neglecting logarithmic factors) the
dominant term in ρ in (2) is of the order f(δx), where
f(t) = ρ−d¯(s) = ρ−d¯(r−
k
n
log t
log ρ ).
Consequently, the dominant term in the error probability bound
(3) is bounded by
j
µ(FΓ)C(log ρRΓ)
n−1
∑
x∈I(ρ
rn
k )
ρ−d¯(r−
k
n
log δx
log ρ )
where C is a constant independent of ρ and x.
Recall that I is a collection of elements x ∈ Λ generating
distinct right ideals xΛ. We have∑
x∈I(ρ
rn
k )
f(δx) =
∑
x∈I: ‖ψ(x)‖≤ρ
rn
k
f(δx) ≤
∑
x∈I: dx≤ρ
rn
k
f(δx)
since by the arithmetic-geometric mean inequality, dx =
|det(ψ(x))| 1n ≤ ‖ψ(x)‖. Given l ∈ N, define sl =
|{x ∈ I : l ≤ δx < l + 1}|, and ∀t > 0, let St =
∑
l≤t sl.
Since f is decreasing and δx = dx/RΓ ≤ dx,∑
x∈I(ρ
rn
k )
f(δx) ≤
∑
l≤ρ
rn
k
slf(l).
Using summation by parts [7, Theorem 1], we have
∑
l≤ρ
rn
k
slf(l) = S(ρ
rn
k )f(ρ
rn
k )−
∫ ρ rnk
1
S(t)f ′(t)dt. (8)
It is possible to show [4, Theorem 29] that given a central
simple algebra D over Q and an order Λ in D, there exist
constants c, δ > 0 such that
|{x ∈ I : 1 ≤ |det(ψ(x))| ≤ A}| = cAn(1 +O(A−δ)).
Similarly, for a central simple algebra D over an imaginary
quadratic field F and an order Λ in D, ∃c, δ > 0 such that
|{x ∈ I : 1 ≤ |det(ψ(x))| ≤ A}| = cA2n(1 +O(A−δ)).
In both cases, the exponent of A is equal to k/n. Thus, in
both cases we have
S(t) = |{x ∈ I : 1 ≤ |det(ψ(x))| ≤ RnΓtn}| ∼ tk.
Since f(ρ rnk ) = ρ−d¯(0) = ρ−mn, the first term in (8) is of
the order S(ρ rnk )f(ρ rnk ) ∼ ρ−n(m−r), which is smaller than
ρ−d¯(r) in the three cases we are considering.
Let’s now focus on the second term in (8), which can be
written as
−
∫ ρ rnk
1
tkρ−d¯(r−
k
n
log t
log ρ )(d¯)′
(
r − k
n
log t
log ρ
)
k
nt
dt
= − log ρ
∫ r
0
ρn(r−v)ρ−d¯(v)(d¯)′(v)dv ≤
≤ C log ρ
∫ r
0
ρnr−(nv+d¯(v))dv.
after the change of variables v = r− kn log tlog ρ , and recalling that
(d¯)′(v) ≤ 0. Define
d∗∗(v) = nv + d¯(v).
To conclude the proof, we now deal with the three cases
separately.
a) Case G = SLn(C): d∗∗(v) = nv + d∗(v) is a piece-
wise linear function interpolating the points of the parabola
v2 −mv +mn for v ∈ Z, v ≤ min(m,n). It is decreasing in
[0, v] provided that d∗∗(⌈v⌉ − 1) ≥ d∗∗(⌈v⌉), or equivalently
if the midpoint ⌈v⌉ − 12 ≤ m2 .
Assume that m ≥ 2 ⌈r⌉ − 1. Then, we have∫ r
0
ρrn−d
∗∗(v)dv ≤ rρrn−d∗∗(v) = rρ−d∗(r),
and so Pe(ρ) ≤˙ ρ−d∗(r).
b) Case G = SLn(R): d∗∗(v) = nv + d1(v) is a piece-
wise linear function interpolating the points of the parabola
v2−2mv+mn for 2v ∈ Z, v ≤ min(m, n2 ). It is decreasing in
[0, v] provided that d∗∗( ⌈2v⌉2 − 12 ) ≥ d∗∗( ⌈2v⌉2 ), or equivalently
if the midpoint ⌈2v⌉2 − 14 ≤ m2 .
Assume that m ≥ ⌈2r⌉ − 12 . With the same reasoning as in
the previous case we find Pe(ρ) ≤˙ ρ−d1(r).
c) Case G = SLn/2(H): d∗∗(v) = nv + d2(v) is
a piecewise linear function interpolating the points of the
parabola 2v2 − 2mv + mn for v ∈ Z, v ≤ min(m, n2 ). It
is decreasing in [0, v] provided that d∗∗(⌈v⌉ − 1) ≥ d∗∗(⌈v⌉),
or equivalently if the midpoint ⌈v⌉ − 12 ≤ m2 .
Assume that m ≥ 2 ⌈r⌉ − 1. Similarly to the previous cases
we obtain Pe(ρ) ≤˙ ρ−d2(r).
APPENDIX
A. Proof of Remark 4.5
The function g is a maximum of linear functions, and so it
is piecewise linear and convex, but not necessarily concave.
Note that P is an (n − 1)-dimensional simplex bounded
by the hyperplanes H¯ = {α1 + · · · + αn = 0}, H0 ={
α1 =
s
n
}
, Hi = {αi = αi+1}, i = 1, . . . , n − 1. Each
vertex of P is of the form
Vk = H¯ ∩

⋂
i6=k
Hi

 , k = 0, . . . , n− 1.
We have V0 = 0, and Vk is such that
α1 = · · · = αk = s
n
, αk+1 = · · · = αn = − ks
(n− k)n.
Note that g(0) = m(n− s), and
g(Vk) = −ks+mk +m(n− k − s)+.
If s ∈ Z, g(Vk) ≥ g(Vn−s) = (m − s)(n − s) = d∗(s). For
non-integer s, we find that
k < n− s ⇒ g(Vk) ≥ g(V⌊n−s⌋) = m(n− s)− s(⌊n− s⌋),
k > n− s ⇒ g(Vk) ≥ g(V⌈n−s⌉) = (m− s)(⌈n− s⌉).
In both cases, g(Vk) > d∗(s).
Since g may not be concave, it may not a priori take its
minimum on the vertices of P . However, g is piecewise linear
on the subsets
Sk =
{
α ∈ P : αk+1 ≤ s
n
− 1, αk ≥ s
n
− 1
}
.
For α ∈ P , ∀k ∈ {1, . . . , n}, we have
0 = (α1+ . . .+αk)+(αk+1+ . . .+αn) ≤ k s
n
+(n−k)αk+1,
which implies that
αk+1 ≥ − sk
n(n− k) ∀k ≥ 1. (9)
Note that Sk has measure 0 when k ≤ n − s because of the
condition (9). So P = ⋃n−1k=n−s+1 Sk and
min
P
g(α) = min
n−s<k≤n−1
min
Sk
g(α).
Since g(α) is linear on Sk, its minimum in Sk is attained in
one of the vertices. Therefore we need to check all the vertices
of Sk. The new vertices (that are not already vertices of P)
are the intersection of the hyperplane H˜k =
{
αk =
s
n − 1
}
with the edges of P . Let
P+k =
{
α ∈ P : αk ≥ s
n
− 1
}
, P−k = P \ P+k .
If there are t vertices of P on one side of the hyperplane
and n− t vertices on the other side, the total number of new
vertices is at most t(n− t). For fixed k > n− s, we find that:
- V0 ∈ P+k ;
- for j ≥ k, Vj has αk = sn and so Vj ∈ P+k ;
- if j < n− s < k, Vj ∈ P+k ;
- for s ∈ Z, Vn−s ∈ H˜k so it’s a vertex we’ve already
checked;
- for n− s < j < k, Vj ∈ P−k ;
Therefore the new vertices Qjl and Rjl arise from the edges
connecting Vj , j ∈ {⌊n− s+ 1⌋ , . . . , k − 1} with either Vl,
l ∈ {0, . . . , ⌈n− s− 1⌉} or Vl, l ∈ {k, . . . , n− 1}, and these
vertices are of the form
H˜k ∩ H¯ ∩
( ⋂
i6=j,l
Hi
)
.
After some tedious calculations, we find that Qjl has coordi-
nates sn = α1 = . . . = αl > αl+1 = . . . =
s
n +
n−s−j
j−l =
αj > αj+1 = . . . = αk = . . . = αn = −1 + sn and
g(Qjl) = m(n− s)− (n− j)(n− s) + l(n− s− j).
Recalling that 0 ≤ l < n−s < j < k, and letting l = n−s−a,
j = n− s+ b with a, b > 0, we get
g(Qjl) = (m− s)(n− s) + ab.
For s ∈ Z, g(Qjl) > (m − s)(n − s) = d∗(s). For s /∈ Z,
the choice of l and j which minimizes g(Qjl) is l¯ = ⌊n− s⌋,
j¯ = ⌈n− s⌉, and
g(Ql¯j¯) = −s(m+n−2 ⌊s⌋−1)−⌊s⌋ (⌊s⌋+1)+mn = d∗(s).
The points Rjl, where n − s < j < k ≤ l ≤ n − 1, have
coordinates sn = α1 = . . . = αj > αj+1 = . . . = αk =
−1 + sn = . . . = αl > αl+1 = . . . = αn = l−jn−l − lsn(n−l) and
g(Rjl) = −sl+ (l − j)(n− j) +mj.
Letting j = n−s+a, l = j+b, with a > 0, b ≥ 1, a+b ≤ s−1
we find that
g(Rjl) = m(n− s)− s(n− s) + a(m− s− b).
We have g(Rjl) ≥ d∗(s) provided that m ≥ 2(⌈s⌉ − 1).
B. Proof of Remark 4.6
The vertices of P are V0 = 0 and Vk = (α1, . . . , αn),
k = 1, . . . , n− 1, with
α1 = · · · = αk = 2s
n
, αk+1 = · · · = αn = − 2ks
(n− k)n.
If 2s ∈ Z, then g(Vk) ≥ g(Vn−2s) = (m−s)(n−2s) = d1(s).
Suppose now that 2s /∈ Z. For k < n− 2s,
g(Vk) ≥ g(V⌊n−2s⌋) = −(n− ⌈2s⌉)s+m(n− 2s) ≥ d1(s),
with equality for s ∈ (0, 1/2). For k > n− 2s, we get
g(Vk) ≥ g(V⌈n−2s⌉) = (n− ⌊2s⌋)(m− s) > d1(s).
The function g is piecewise linear on the subsets
Sk =
{
α ∈ P : αk+1 ≤ 2s
n
− 1, αk ≥ 2s
n
− 1
}
,
that have positive measure for k ≥ n− 2s. The extra vertices
of the region Sk (that are not vertices of P) are the points Qjl
and Rjl connecting Vj , n− 2s < j < k ≤ n, with Vl, where
0 ≤ l < n−2s and n−2s < j < k < l < n respectively. Note
that since n, j, k, and l are integers, the points Qjl and Rjl
exist if and only if 12 < s ≤ n2 and 32 < s ≤ n2 respectively.
The point Qjl has coordinates 2sn = α1 = . . . = αl > αl+1 =
. . . = 2sn +
n−2s−j
j−l = αj > αj+1 = . . . = αk = . . . = αn =
−1 + 2sn , and g(Qjl) = m(n− 2s)− (n− 2s) (n−j)2 + l2 (n−
j − 2s) = (m− s)(n− 2s) + (n−2s−l)(j−n+2s)2 .
If 2s ∈ Z, note that g(Qjl) > (m− s)(n− 2s).
Suppose now that 2s /∈ Z. Then
g(Qjl) ≥ g(Qn−⌊2s⌋,n−⌊2s⌋−1) = d1(s).
Now let’s consider the point Rjl, which has coordinates 2sn =
α1 = . . . = αj > αj+1 = . . . = αk = −1 + 2sn = . . . = αl >
αl+1 = . . . = αn =
l−j
n−l − 2lsn(n−l) . We have
g(Rjl) = −sl+ (l − j)(n− j) +mj.
Letting j = n − 2s + a, l = j + b, with a > 0, b ≥ 2,
a+ b ≤ 2s− 1 we find that
g(Rjl) = m(n− s)− s(n− 2s) + a(m− s− b/2).
If 2s ∈ Z, we have b ≤ 2s− 2 and g(Rjl) ≤ d1(s) provided
that m ≥ 2s− 1.
If 2s /∈ Z, we have b ≤ ⌊2s⌋−1 and g(Rjl) ≤ d1(s) provided
that m ≥ ⌊2s⌋ = ⌈2s⌉ − 1.
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