proach can be applied to any evolving dataset, but we particularly focus on data streams, a popular type of dataset for data mining (e.g. [6, 1] ). The patterns of contrast correspond to itemsets which appear in the more recent transactions and not in the less recent ones.
A sliding window model [5] is a natural choice for determining which data to include for stream contrasts. Here, efficient incremental maintenance of the patterns in the sliding window is important. Arrival of new transactions deletes some of the oldest transactions from the window. This simultaneous transaction insertion and deletion may result in some interactions between these updates.
The existing incremental technique for mining contrast patterns [10] , performs well when changes of a single type occur in the input data, but has drawbacks when changes of multiple types simultaneously occur.
Contributions:
We propose a new efficient technique for incrementally mining contrast patterns in scenarios where simultaneous insertions and deletions occur, such as in a data stream. We experimentally show it can deliver substantial speedups over the previous approach of [10] .
Preliminary Definitions
Assume a database D, with attributes {A 1 , A 2 , . . . , A n }. Attribute A i is defined by some values domain (A i ). The set of all items I is the aggregate of all such domain values across attributes. I = i=1..n domain (A i ). An itemset is a set of items in I. A dataset is a set of transactions, where each transaction is an itemset. For itemsets, P and Q, Q is a superset of P , or Q contains P , iff every item in P is also in Q. Given two sets of itemsets, X and Y , X ∩ B Y denotes the border intersection of X and Y , namely all elements of X which are contained in at least one element of Y . The support of an itemset S in D, support D (S), is the number of transactions which contain S, divided by the number of transactions in D. A principal type of contrast pattern is the emerging pattern (EP) [7] , which is an itemset whose support increases significantly from one dataset, labeled as the negative class, to another, labeled as the positive class. Let D p and D n be the positive and negative classes. The growth rate of S is the ratio of its
support Dp (S) support Dn (S) . We will focus on a particular type of pattern, known as the Jumping Emerging Pattern (JEP) [7] , which is an EP with an infinite growth rate (i.e. support Dn (S) = 0) and can capture sharp contrasts. A JEP is minimal if it is not a superset of other JEPs. Focusing on mining only the minimal JEPs helps reduce overlap in a set of patterns.
Assume an operator JEP(D p ,D n ), which mines the minimal JEPs between D p and D n . It can be computed by existing algorithms such as [7, 3, 9] , which can be treated as a "black box"
2 . The set of patterns which is output from mining may be used for either domain understanding or for the construction of models and (ensemble) classifiers. Although the set of mined patterns can be large, any specific test instance (transaction) is unlikely to match with many patterns from the ensemble. So with respect to any individual classification decision, the amount of redundancy amongst the matched patterns is likely to be small.
A data stream is a sequence of transactions. We define a sliding window of length k, which can be viewed as an evolving dataset. The window contains two sub-windows. The more recent sub-window is referred to as the positive class (i.e. D p ), and the less recent sub-window as the negative class (i.e. D n ),
where |D p | + |D n | = k. See Fig. 1 for an illustration. In the current window 2 In our experiments, we use an implementation of [3] .
(window(i)), as JEP(D p , D n ) is being computed, newly arriving transactions are buffered (labeled as ∆ p ). When mining completes, the window is updated to include the buffered transactions. It now contains sub-windows newD p and newD n , with the oldest transactions (labeled ∇ n ) being removed. At the same time, some transactions of D p are deleted from D p (labeled as ∇ p ) and inserted
is the number of deleted and inserted transactions in each class, i.e. |∇ n | =
, and δ << k.
Efficient Incremental JEP Maintenance Algorithms
Our objective is to (incrementally) compute JEP(newD p , newD n ), given the
We will shortly describe our algorithm ExclusiveIncremental. First we provide some intuition about the limitations of the existing incremental technique from [10] , known as LMDR.
LMDR processes the updates sequentially in four steps: It incrementally mines the patterns after each of the updates 1) ∇ n , followed by 2) ∆ n , then 3)
∇ p and then 4) ∆ p . Patterns may be added at Steps 1) and 4), while existing patterns may be deleted at Steps 2) and 3). The drawback is that the effect of each update is evaluated independently of the other updates. This means that redundant computations may occur, whereby certain patterns appear due to an earlier update, only to be eliminated due to a later update (or vice versa).
For example, ∇ n and ∆ n may contain transactions which intersect. Consider two transactions {a, b, c, d} ∈ ∇ n and {c, d, e, f } ∈ ∆ n . These intersect on the itemset {c, d}. Now {c, d} might be a new pattern which is inserted after processing ∇ n , but which then gets deleted after subsequently processing update ∆ n . Similar interactions can occur with respect to the pairs of updates ∇ n plus Algorithm 1 ExclusiveIncremental: mine contrasts w.r.t. newD p and newD n J0 = JEP(Dp, Dn), D 
Performance Study and Discussion
We compare the performance of our ExclusiveIncremental algorithm, against LMDR [10] , and also a "Naive" algorithm which mines the JEPs from scratch in every window. We use three data stream datasets: DATA 1: KDD-CUP 1999, DATA 2: KDD-CUP 2000 and DATA 3: a synthetic dataset generated by the IBM data generator 3 . Tables 1 and 2 show the characteristics of each Tables 3 and 4 show the runtimes of each algorithm, averaged over 100 windows. ExInc refers to our ExclusiveIncremental algorithm. PosIncremental shows the runtimes for processing the positive class changes, NegIncremental for processing the negative class changes, and PosNegIncremental for processing simultaneous changes to both classes.
Compared to Naive, our algorithm is usually faster, depending (as expected) on the degree of change undergone by the window. For processing changes in the negative class, ExInc − is up to 5 times faster than Naive − , but LMDR − is the fastest in most scenarios for DATA 1, which is sparse and contains less patterns. ExInc − is less efficient in this scenario. When the number of patterns is large, such as in DATA 2 and DATA 3, LMDR − is slower than Naive − , and ExInc − is up to 5000 times faster than LMDR − , especially for the dense DATA 3. In those scenarios, the pair-wise union operation performed by LMDR − (line 3 in Algorithm 1) is computationally expensive, due to the large number of patterns involved.
Finally, for handling changes in both classes, ExInc has the fastest runtimes, followed by LMDR, and Naive, for DATA 1. For DATA 2 and DATA 3, where LMDR performs poorly because of the slow runtime of LMDR − , ExInc is able to outperform LMDR by up to 5000 times.
