We consider one-round games between a classical referee and two players. One of the main questions in this area is the parallel repetition question: Is there a way to decrease the maximum winning probability of a game without increasing the number of rounds or the number of players? Classically, efforts to resolve this question, open for many years, have culminated in Raz's celebrated parallel repetition theorem on one hand, and in efficient product testers for PCPs on the other.
INTRODUCTION
Two-player games play a major role both in theoretical computer science, where they have led to many breakthroughs such as the discovery of tight inapproximability results for some constraint satisfaction problems, and in quantum physics, where they first arose in the context of Bell inequalities, which give a path towards experimentally testing the nonlocality of Quantum Mechanics. In such games, a referee (or verifier) chooses a pair of questions from some distribution and sends one question to each of two noncommunicating players (or provers), who then respond with answers taken from some finite set. The referee, based on the questions and answers, decides whether to accept (i.e., whether the players win). The main question of interest is the following: given the referee's behavior as specified by the game, what is the maximum winning probability achievable by the players? Somewhat surprisingly, the answer to this question turns out to depend on whether we force the players to behave classically, or allow them to use quantum mechanics. In the former case, the players' answers are simply deterministic functions of their inputs 1 , and the maximum probability of winning is known as the (classical) value of the game. In the latter case the players, though still space-time separated, may perform any physical operation allowed by Quantum Mechanics. In particular, they may start the game in an arbitrary entangled state, and each perform arbitrary measurements on their share of the state upon receiving their respective questions. The maximum winning probability in this case is known as the entangled value of the game. This model of entangled players (also known as that of non-local games) dates back at least to the work of Tsirelson, and it has been intensely studied in recent years; yet many questions about it are still wide open.
One of the most important and interesting questions in this context is the parallel repetition question. It is well known that one can reduce both the value and the entangled value of a game by repeating it sequentially, or alternatively, by repeating it in parallel with several independent pairs of players. However, for many applications (like hardness of approximation results or amplifications preserving zero-knowledge) we need a way to decrease the winning probability without increasing the number of rounds or the number of players, i.e., while staying in the model of twoplayer one-round games. Parallel repetition, a method first introduced in [13] , is designed to do just that: in its most basic form, in the -parallel repeated game, the referee simply chooses pairs of questions independently and sends to each player his corresponding -tuple of questions. Each player then replies with an -tuple of answers, which are accepted if and only if each of the answer pairs would have been accepted in the original game.
Clearly the value of an -parallel repeated game is at least the -th power of the value of the original game, since the players can just answer each of the questions independently as in the original protocol. However, contrary to what intuition might suggest and to the case of sequential repetition, parallel repetition does not necessarily decrease the value of a game in a straightforward exponential manner 2 . The parallel repetition question is that of finding upper bounds on the value of a repeated game, and for a long time no such upper bound, even very weak, could be proved. First results date to Verbitsky [30] who showed that indeed the value goes to zero with the number of repetitions. Following this, Feige and Kilian [10] showed that the value decreases polynomially with the number of repetitions for the special case of so-called projection games (in which the second player's answer is uniquely determined by the first player's). They used a modified parallel repetition procedure in which a large fraction of the repetitions are made of dummy rounds, that is, rounds in which the questions are chosen independently at random for both players, and in which any answer is accepted. In this paper we deviate somewhat from the common terminology, and use the term "parallel repetition" even when referring to such more general procedures. Finally, in a breakthrough result, Raz [26] showed that the value of a game repeated in parallel indeed decreases exponentially with the number of repetitions (albeit not exactly at the same rate as sequential repetition). There is still very active research in this area, mostly on simplifying the analysis, which, over a decade later, remains quite involved, and improving it for certain special cases of games [15, 25, 11, 27, 2, 3, 1, 28 ].
Previous work
In this paper we focus on parallel repetition of games with entangled players. The only two previous results in this area are for two special classes of games. First, Cleve et al. showed that for the class of XOR games (i.e., games with binary answers in which the referee's decision is based solely on the XOR of the two answers), perfect parallel repetition holds [5] . This means that the entangled value of an -parallel repeated game is exactly the -th power of the entangled value of the original game. Parallel repetition has also been shown to hold for the more general (but still quite restricted) class of unique games [21] (i.e., games where the referee applies some permutation to the answers of the second player and accepts if and only they match those from the first player). One might also add a third result by Holenstein [15] , who proved a parallel repetition theorem for the so-called no-signaling value; since the no-signaling value is 2 See [9] for a classical example, and [5] for an example using entangled players due to Watrous. See also [20] for another example where parallel repetition does not reduce the value of a game at the exact rate one would expect if the players were playing independently.
an upper bound on the entangled value, this can sometimes be used to upper bound the entangled value of repeated games. However, there is in general no guarantee regarding the quality of this upper bound, and in many cases (e.g., all unique games) the no-signaling value is always 1, making it useless as an upper bound on the entangled value.
It is important to note that in these results the entangled value of the parallel repeated game is never analyzed directly; instead, one uses a "proxy" such as a semidefinite program [5, 21] or the no-signaling value [15] , whose behavior under parallel repetition is well understood. Moreover, in all these cases, the proxy's value is efficiently computable. This unfortunately gives a very strong indication that such techniques cannot be extended to deal with general games. Indeed, it is known that it is NP-hard to tell if the entangled value of a given game is 1 or not [19, 18] ; hence, unless P=NP, for any efficiently computable upper bound on the entangled value, there are necessarily games whose entangled value is strictly less than 1 yet for which that upper bound is 1 (and such games can often be exhibited explicitly without relying on P =NP). We note that some of the early parallel repetition results for the classical value [12] followed the same route (of upper bounding the value by a semidefinite program) and were limited to special classes of games for the exact same reason.
To summarize, no parallel repetition result (not even one with very slow decay) is known for the entangled value of general games, and, moreover, the known techniques are unlikely to extend to this case. Hence the natural question:
Can parallel repetition decrease the entangled value of games? If so, can we bound the rate of decrease?
In parallel to work on the parallel repetition problem, the related question of product testing arose in the context of error amplification for PCPs [8, 6, 16, 17] . Roughly speaking, the question here is to design tests by which a referee can check that the players play according to a product strategy, i.e., answer each question independently of the other questions (as one would expect from an honest behavior). Note that if the players are constrained to follow a product strategy, then their maximum winning probability must necessarily go down exponentially, hence the connection to the parallel repetition question. The result of Feige and Kilian [10] mentioned above in fact also shows that the strategy of the players must have some product structure, and recently there has been lots of renewed interest in this question leading to much stronger product testers [7] . In the case of entangled players, however, absolutely nothing was known:
Is there a way to test if the strategy of entangled players is in some sense close to a product strategy?
Our results
In this work we answer both questions in the affirmative, and our main result can be stated as follows. The dependency of on δ in our theorem is polynomial, whereas as we already mentioned it is known that in some cases this dependence can be made poly-logarithmic (and this is certainly the case if the players are assumed to play independently). While a poly-logarithmic dependence is important in some applications for which one would like to perform amplification up to an exponentially small value, in many cases the main use of parallel repetition is to amplify a small "gap" between value 1 and value s = 1 − 1/poly(|G|) to a constant gap, say between 1 and 1/2. In this case the polynomial dependence of on (1 − s) −1 that we obtain is optimal (up to the exact value of the exponent).
Theorem 1 (informal
The informal statement above hides some details, which we now discuss. The kind of parallel repetition we perform depends on the structure of the game G, and we distinguish whether it is a projection game or not.
Repetition for projection games.
If G is a projection game, then the repeated game is obtained by independently playing the original G on a subset of the repetitions, and playing dummy rounds in the other repetitions. We note that projection games form a wide class of games that captures most of the games one typically encounters in the classical literature (see [25] ).
If, in addition, the game happens to be a free game (i.e., a game in which the referee's distribution on question pairs is a product distribution), then the dummy questions are no longer needed and hence our analysis applies to the standard -fold repetition.
Repetition for general games.
If the game G does not have the projection property, then it is necessary to add a number of consistency rounds to the repetition. In those rounds the referee sends identical questions to the players, and expects identical answers. As before, the other rounds of the repetition are either the game G or dummy rounds. The consistency questions are added to play the role of the projection constraints.
This kind of repetition raises the following issue 4 : namely, it is not obvious that honest entangled players can answer the consistency questions correctly. This implies that, even if the original game had value 1, players might not be able to succeed in the consistency questions and hence the value of the repeated game might not equal 1 anymore. This may or may not be an issue depending on where the original game comes from. In many cases it is known that, if there is a perfect strategy, either it does not require any entanglement at all, or it can be achieved using the maximally entangled state. In both cases it is not hard to see that players will be able to answer consistency questions perfectly, and hence our result holds. Because of this we regard this issue as a minor one; however it might be important in some contexts.
Proof idea and techniques
We focus on the case of projection games, as the proof of the other cases does not present additional challenges.
The starting point of our proof is the work of Feige and Kilian [10] , for which the following intuition can be given 5 . Our goal as the referee is to force the players to use a product strategy, preventing any elaborate cheating strategies. In other words, we want to make sure that the player chooses his answer to the ith question based only on that question and not on any of the other − 1 questions. Towards this end, the referee chooses a certain (typically large) fraction of the question pairs to be independently distributed dummy questions, the answers to which are ignored. These dummy questions are meant to confuse the players: if they were indeed trying to carefully choose their answer to a certain question by looking at many other questions, now most of these other questions will be completely random and uncorrelated with the other player's questions, so that such a strategy cannot possibly be helpful.
In more detail, Feige and Kilian prove the following dichotomy theorem on the structure of single-player repeated strategies (that is, maps from -tuples of questions totuples of answers): either the strategy looks rather random (in which case the players cannot win the game with good probability -this is where the projection property is used) or it is almost a serial or product strategy, i.e., the answer to each question is chosen based on that question only (in which case at least one of the players is playing the rounds independently, and their success probability will suffer accordingly).
Our proof follows a similar structure. However, an important challenge immediately surfaces: the proof in [10] , and indeed all proofs of parallel repetition theorems or direct product tests, make the important initial step of assuming that the player's strategies are deterministic (which is easily seen to hold without loss of generality for the case of classical players). And indeed, it is not at all trivial to extend those proofs to even the randomized setting without making this initial simplifying assumption. To give a simple example, an important notion in Feige and Kilian's proof is that of a dead question -simply put, a question to which the player does not give any majority answer, when one goes over all possible ways of completing that specific question into a tuple of questions for the repeated game. It is easily seen that, in the case of a deterministic strategy, dead questions are harmful, as the players are unlikely to satisfy the projection property on them. However, it is just as easily seen that for many randomized strategies, good or bad, all questions are dead.
This illustrates the kinds of difficulties that one encounters while trying to show parallel repetition in the case of entangled players, when one cannot simply "fix the randomness". The issue we just raised is not too hard to solve, and others are more challenging. Indeed the main difficulty is to define a proper notion of almost serial for operators, which would in particular incorporate the inherent randomness of quantum strategies. It turns our that the right notion is the notion of consecutive measurements (rather than tensor products of measurements for each question, a tempting but excessively strong possibility). Based on a quantum analogue of Feige and Kilian's dichotomy theorem, we are able to show that the almost serial condition induces a condition of almost orthogonality on the player's operators. At this point we need to prove a genuinely quantum lemma, which lets us extract a product strategy from the almost-orthogonal condition. This novel orthogonalization lemma is at the heart of our proof. We obtain that the players approximately perform a series of consecutive measurements, each depending only on the current question. An upper bound on the value of the repeated game then follows.
Organization of the paper.
We start with a few definitions, including a description of the form of the repeated games that we consider, in Section 2. We then give a detailed overview of the structure of the proof of our main result in Section 3. Due to lack of space most proofs could not be included, but are available in the online technical report arXiv:1012.4728. Finally, Section 4 contains a discussion of our result on approximate joint block-diagonalization of positive matrices which are close to being orthogonal.
PRELIMINARIES

Games
In this paper we study two-player one-round games. Let Q and A be finite sets. An entangled game (or simply game) can be defined as follows. We note that by standard purification techniques (see [4] ) one can assume that for each question q each player performs a projective measurement with outcomes in A (i.e.,
2 ). We will be interested in some special classes of games.
there is a unique a ∈ A such that V (a , a|q , q) = 1.
• Free game if π = πA × πB is a product distribution.
• Symmetric game if π is symmetric, and for any q , q, a , a we have V (a , a|q , q) = V (a, a |q, q ). 6 The POVM condition states that each A a q ≥ 0, and
Repeated games
We consider two different types of repeated games. The first one, originally used by Feige and Kilian, applies to projection games, and we describe it in Definition 4. The second type of repetition applies to consistency games, and is closer to the direct product testing technique originally introduced by Dinur and Reingold [8] ; we explain it in Definition 5. • The referee picks
• He picks
where πA is the marginal of π on the first player, and πB the marginal on the second player.
• The referee sends the questions to the players (without specifying which questions are of which type). On game questions he verifies that the original game constraint is satisfied. He accepts any answers to confuse questions.
Definition 5 (Dinur-Reingold repetition). Let be any integer, and define
C 1 := √ /2 and C2 := − C1.
Given a two-player symmetric game G = (π, V, Q, A), its -th Dinur-Reingold repetition is the following game G DR( ) :
• The referee picks a random partition [ ] = R ∪ G ∪ F , where |R| = C 1 , |G| = C 1 , and |F | = C2. Indices in R will be called "consistency" indices, those in G will be called "game" indices, and those in F "confuse" indices.
• The referee picks
where πA is the marginal of π on the first player (since we assumed G was symmetric, this is the same as πB, the marginal on the second player).
• Note that, if a game G has value 1, then its Dinur-Reingold repetition does not necessarily also have value 1, as the player's optimal strategy in G might not be consistent. A consistent strategy is one in which whenever the players are asked the same question they provide the same answer with certainty. This may not always hold of an optimal strategy; nevertheless the following lemma shows that we can assume it holds in some natural settings. This lemma shows that, if G is any game, then we may symmetrize it and assume that optimal provers are playing according to a symmetric strategy. In particular, if G had value 1, and the optimal strategy used either no entanglement or a maximally entangled state, then this also holds of the optimal strategy in the symmetrized game. Such a strategy is automatically consistent.
Lemma 6 (Lemmas
3 and 4 in [19]). Let G = (V, π) be an arbitrary 2-player entangled game. Then there exists a game G
Notation
We introduce some important notation pertaining to repeated strategies, i.e. prover strategies in a repeated game. For every q ∈ Q , let {X a q } a∈A be an arbitrary projective measurement in d dimensions, that is, the X a q are projector matrices, and for any fixed q they sum to the identity over a. The position of the questions (or answers) in a tuple will always be fixed and usually clear from the context; for example when we write q = (qG, qF ), where G, F ⊆ [ ] are sets of indices, it is not necessary that the questions qG are placed before the questions qF in the tuple q; rather their position is determined by the indices in G, F . When precision is needed we shall write (i, qi) to express the fact that question qi is destined to appear in the i-th position of some tuple q. We also write q¬i to denote q1, . . . , qi−1, qi+1, . . . , q .
We will consider marginalized POVMs over certain sets T ⊆ S ⊆ [ ]. Given questions qS indexed by S, the marginalized POVM on T is the POVM indexed by answers aT , which results from applying {X a T a q S q }a T a for a random q ∈ Q [ ]\S , and ignoring the answers a not in T . For any ρ ≥ 0, the post-measurement state resulting from applying this measurement on ρ is
Here the expectation on questions q ∈ Q [ ]\S is taken according to a fixed underlying product distribution π −|S| , which will always correspond to the marginal distribution from the original game that is being repeated. In general it will be convenient to define a marginalized operator
This definition satisfies that the probability of obtaining answers aT when performing the marginalized POVM with questions qS on any state ρ is exactly T r(X a T q S ρ). Even though our results all hold for general states ρ, in this extended abstract we will mostly discuss the simplified case where
Id is the totally mixed state of arbitrary dimension d. In this case, for any d-dimensional matrix A we will write
T rF (A) := d −1 T r(A) = T r(A ρ)
PROOF OVERVIEW
We give a formal account of our results in the next section, before proceeding to give an overview of their proof in Section 3.2.
Results
We first state our main theorems. They refer to the two types of repetition of an entangled game G defined in the previous section, its -th Feige-Kilian repetition G F K( ) , and its -th Dinur-Reingold repetition G DR( ) . Both types of repeated games are made of independent rounds, played in parallel. Some of these rounds consist of independent repetitions of G, while others are either confuse or consistency rounds, containing simple tests independent of the original game (except for the distribution with which questions are chosen in those rounds). Our first result pertains to projection games. In the case of free projection games, questions to the players are chosen independently, so that the distribution on questions in the confuse rounds of the game G F K( ) is exactly the same as that in the original game. The only difference is that in such a round, all answers are accepted, which can only help the players. Hence the direct parallel repetition of G has a smaller value than its Feige-Kilian repetition, which implies the following.
Corollary 8. Let s < 1 and δ > 0. Then there is a
= O((δ −1 (1 − s) −1 ) c ) such that,
if G is a free projection game such that ω * (G) ≤ s, then the (direct) -fold parallel repetition of G has value at most δ.
Our second result is more general, as it applies to arbitrary games. It only comes with the mild caveat that, in order to preserve the fact that the original game had value 1 (whenever this indeed holds), it is required that in that case there also exists a perfect strategy which is consistent.
Theorem 9. There exists a constant c ≥ 1 such that, for all s < 1 and δ > 0 there is a = O((δ
−1 (1 − s) −1 ) c ) such that,
if G is an arbitrary game with value ω * (G) ≤ s, then the entangled value of the game G DR( ) is at most δ. Moreover, if G has a perfect consistent strategy then the value of G DR( ) is also 1.
Lemma 6 shows that the requirement that G has a perfect consistent strategy (which is only a requirement in cases where we are interested in preserving the fact that G might have value 1) is satisfied for many examples of games.
Proof overview
In the remainder of this section we describe the main ideas behind the proof of Theorem 7 and Theorem 9; full details can be found in the technical report arXiv:1012.4728. In order to simplify the exposition we make an important assumption: the entangled state shared by the players in the repeated game is the maximally entangled state (of arbitrary dimension d). This will allow us to state simplified variants of our main claims, while still preserving the main ideas. Fully general claims and proofs can be found in the technical report available online.
Our goal is to understand repeated quantum strategies, that is, maps q ∈ Q → {X We will be interested in a strategy's marginals, as defined in Section 2.3. Given that X was a projective measurement, the marginalized strategy over some subsets T ⊆ S ⊆ [ ] is a POVM -it is not necessarily projective any more. Our main results will pertain to the structure of such marginalized strategies. We will show that they are either very random (this is formally called dead later on, and morally means that the marginalized strategy is very far from a projective measurement; rather its singular values tend to be small and spread out), or highly structured (this is called serial later on, and after some work we will show that it implies that the marginalized strategy has somewhat of a product form, i.e. it can be decomposed as a product Π a 1 q 1 · · · Π as qs on a subset of the coordinates). The attentive reader might already see that once this is proven it will be possible to bound the success probability of both types of strategies in the repeated game; however we should warn that the exact statements, and their proofs, are rather technical and carry only a fair share of the intuition we have just given.
We proceed to give a more detailed overview of the structure of the proof of our results. It can be divided into three main steps. The first two steps establish facts about the structure of repeated single-player strategies, and are independent of the game being played, as well as of the other player's strategy.
Step 1: A quantum dichotomy theorem.
In the first step we prove an analogue of Feige and Kilian's dichotomy theorem [10] . We first make the following definition. 
where
Note that this last expression is just the normalized squared
F , and it is a natural quantum analogue of the classical collision probability, implicitly used in [10] . Expression (1) can be interpreted in two different ways. From an operational point of view, it corresponds to the probability that one obtains twice the same answers when one sequentially performs a measurement using the marginalized POVM with elements {X a R q R }a R . In this sense, P col is a measure of the predictability of the strategy X a q : pick two completions q, q at random and measure using first {X a R a q R q }a R a and then using {X a R a q R q } a R a ; P col (qR|X, ρ) is the probability of getting twice the same result aR (while ignoring the other answers a, a ). The analytic interpretation is that this is a measure of the entropy of the spectrum of X a R q R , which is maximized when X a R q R is a projector (for a fixed value of the trace).
The following lets us make the distinction between the two different types of strategies alluded to above. Definition 11. We will say that: • A block (R, qR, aR) is (1 − η)-serial if aR is alive and the following holds: 
At least an ε fraction of blocks (R, qR) are ε-alive, and moreover if (R, qR) is an ε-alive block then
i.e. alive answers which are not (1 − η)-serial have a small probability of occurring.
Proof. We extend the definition of the collision probability to measuring collisions over answers which are not necessarily on the same indices as the questions:
where now q can be any subset of fixed questions, and R denotes the subset of answers on which we are measuring the collision probability.
Claim 13. There exists an integer
where the expectation is taken over all subsets R of size |R| = r * .
Proof. There is a similar statement in [10] , and we omit the detailed proof. It is based on Claim 20, which is crucial in showing that strategies that have been marginalized over a large number of questions do not depend much on a single additional random question.
Towards a contradiction, assume the negation of both 1. and 2. With probability at least ε a random block (R, qR) is alive, and moreover if (R, qR) is alive then alive answers which are not (1 − η)-serial have a significant contribution. Fix such an answer aR. Since (3) is not satisfied, summing over all aR which are alive but not (1 − η)-serial one can see that the collision probability, for this (R, qR), must decrease by at least
By the negation of (4) and the fact that the answers are alive, this quantity is at least ηε 2 /2. Finally, taking the expectation over the choice of (R, qR) gives a total decrease in P col of at least ηε 3 /2, contradicting Claim 13 if ηε
Fleshing out the consequences of this lemma to eventually show that, in the second case, one can extract a product form for strategies requires some work, and is the object of the second step of the proof.
Step 2: A product theorem for serial strategies.
While for a classical deterministic player a serial strategy, as defined in the previous section, is one which decides on the answer ai to most questions qi not in R as a function of that question alone, in the quantum setting this is much less clear. The first task is to decide on what one expects from a serial strategy. For instance, one might ask for the measurements to take some "approximately-tensor" form; however we find that this is too strong a requirement. Instead, we first show that the serial property implies that the player's measurement operator {X q i }a i (possibly depending on qR and aR) such that, with probability at least (1−2η 1/4 ) over the choice of (i, qi),
where c2 > 0 is a universal constant.
We omit the proof of the claim. The main idea is to express the (1 − η)-serial condition (3) as an approximate orthogonality (with respect to the normalized trace innerproduct) between the X a R a i q R q i and X a R a i q R q i for ai = a i , and then to use the orthogonalization lemma, Lemma 19, in order to extract an approximate block-diagonal structure from this almost-orthogonality.
Through repeated application of Claim 20 it is not hard to extend the approximation in Claim 14 to a small number   of additional questions q1, . . . , qg, showing that the corresponding measurement also has a block-diagonal form, this time described by the product of the corresponding projectors Π
We state the end result below.
and suppose that (qR, aR) is (1 − η)-serial, let 1 ≤ g ≤ C1/2 be a fixed parameter, and (G, qG) chosen at random under the constraint that G ∩ R = ∅ and |G| = g. Then with probability at least (1 − 2η 1/4 − e −2g ) over the choice of (G, qG), there is a partition 
Note that, in this lemma, the second term
depends on the specific answer a G only through the projectors Π a i q i . As such, Lemma 15 can be understood as a form of direct product test. Indeed, we will see in the last step of the proof that dead strategies must fail the repeated game with high probability. Hence any strategy which has a non-negligible success in the repeated game must be (1 − η)-serial for a non-negligible fraction of question-answer pairs (qR, aR), which by the lemma induces a product form on a subset of the answers in the other rounds. Step 3: Both dead and serial strategies fail the repeated game.
In the last step of the proof we show that both types of strategies, dead or serial, must fail in the repeated game with high probability (provided the value of the original game was bounded away from 1). For the case of dead strategies this is fairly intuitive: since a dead strategy does not assign consistent answers to a certain subset of the questions qR, this implies that the player's answers in positions R will very much depend on the questions present in those indices not in R; not only that but it will be virtually impossible for the other player to correlate well with this player's answers on those indices. Here we crucially use the "projection", or "consistency" rounds of the repeated game in order to show that such strategies will fail in those rounds with high probability. We show the following. The case of serial strategies is slightly harder to analyze, and it is based on the fact that the block-diagonal form described in Lemma 15 implies that we can see one of the players as making a sequential measurement governed by the Π a i q i . Since in this case the player's answer to question qi is decided by applying a projective measurement depending on qi alone, in case the original game had a value s < 1 8 We should caution here that the more general claim, valid also in case |Ψ is not the maximally entangled state, involves some technical complications; we refer to the technical version [22] for more details.
such a strategy will fail in at least a fraction s/2 of the "game" rounds with high probability, and be caught by the referee provided there are enough such rounds. We show the following. 1 − δ over the choice of (G, qG) and
where for simplicity we wrote G = {1, . . . , g }.
Then the success probability of the players, conditioned on the referee asking questions (q , q) such that q includes qR in the positions in R, and summed over all valid answers which include aR for Bob, is at most
We end this section by sketching how the proof of Theorem 7 follows from the previous claims. We first set parameters: let C0 be a large enough constant, ε = δ 2 C
−1 0
(recall that δ is the target value for the repeated game GFK( )), η = 1/20 , and g = − log(δ (1 − s) )/4. Recall also that C1
was defined as C1 = 1/8 , and assume that δ −200c 2 , where c2 is the constant which appears in Claim 14. This choice of parameters satisfies the following constraints:
, which is used in Lemma 12.
•
, which is used in Claim 14 and Lemma 15.
• ε ≥ C1 C
−1
2 , which is used in Claim 16.
In game G F K( ) , we can think of the referee as first picking r * ≤ C1/2 pairs of questions (R, (q R , qR)) for the players, then picking g pairs (G1, (q G 1 , qG 1 )), then C1 − r * − g pairs (G2, (q G 2 , qG 2 )) and finally C2 independent pairs of confuse questions (F, (q F , qF ) ). Let G = G1 ∪ G2 and (q , q) = (q R q G q F , qRqGqF ). Let {A a q } a be Alice's POVM on question q , and {B a q }a Bob's POVM on question q. By Lemma 12, one of two cases hold. Either a (1 − ε) fraction of blocks (R, qR) are ε-dead, in which case the player's success probability is readily bounded by ε + √ 2ε by Claim 16. Otherwise, it must be that we are in case 2 of the lemma, so that ε-alive blocks are for the most part serial. Note that any dead blocks contribute at most √ 2ε to the success probability, by Claim 16. A similar argument to that in Claim 16 shows that alive blocks which are not (1 − η)-serial also contribute at most √ 2ε, given the fact that we are in the second case of Lemma 12, and there can only be few such blocks by (4) .
Suppose (R, qR, aR) is (1 − η)-serial. By Lemma 15, for every (i, qi) there exists a projective measurement {Π a i q i }a i , depending only on qR, aR, qi, ai, such that with high probability over the choice of (G, qG) such that |G| = g there is a partition G1 = G ∪ G such that g = |G | ≥ (1 − 4η 1/4 )g and Eq. (6) from Lemma 15 is satisfied. A small calculation (omitted) shows that this implies that the statistical distribution of outcomes produced by Alice and Bob (conditioned on Bob answering aR to qR) is close to that which would be obtained if Bob was to use the operators
as his POVM on questions qG. The success probability of the latter, when summed over all valid answers to the pair of questions (q G , q G ), can in turn be bounded by Claim 17.
Overall, and given our choice of parameters ε, η, g and , it can be checked that the player's success probability is at most δ, which proves the theorem as long as = poly(δ −1 , (1 − s) −1 ) is large enough.
APPROXIMATE BLOCK DIAGONALIZA-TION OF ALMOST-ORTHOGONAL OP-ERATORS
The orthogonalization lemma, Lemma 19 below, shows that pairwise almost-orthogonal operators are close to having a joint block-diagonal decomposition. Its proof is based on a variant of Schöneman's solution to the "orthogonal Procrustes 9 problem". Given any square matrices A and B, this is the problem of finding the orthogonal matrix Ω which minimizes
is the normalized Frobenius norm. Schöneman [29] showed that the optimal Ω is Ω = UV † , where U ΣV † is the singular value decomposition of B T A. Indeed, given unit vectors |u1 , . . . , |v k , one can let A be the matrix with columns the |ui , and B the identity. In this case, the orthogonal Procruste's problem consists in finding the best rigid rotation which maps the canonical basis of space to the vectors |vi , where the error is measured in the least squares sense -the columns of the corresponding orthogonal matrix will then form an orthonormal family close to the |ui .
We extend this method to show that it can also be carried out in the case of interest for us, that of approximately orthogonal projectors, resulting in the following.
Note that here the difficulty is in obtaining an estimate which depends on ε only, and not on the number of projectors k; this prevents the use of iterative methods "à la GramSchmidt". Claim 18 is the main ingredient in the proof of the orthogonalization lemma below. where the second inequality uses Xi ≤ Id, the third uses Cauchy-Schwarz, i Xi ≤ Id, and (9), and the last uses Pj ≤ ε −1/4 Xj and the almost-orthogonality of the Pi (8).
DISCUSSION AND OPEN QUESTIONS
Our work shows for the first time that the entangled value of games can be decreased through parallel repetition. Even though we framed and proved our results in the context of 2-player games, it should not be hard to extend them in some cases to multiple players, depending on the kind of projection or consistency constraints that one can assume on the game. On the other hand, extending the result to either many-round games, or games with quantum messages, is an interesting open question.
One implication of our result is the following. The celebrated PCP theorem says that given a game, it is NP-hard to tell if its value is 1 or less than, say, 0.99. Combined with Raz's parallel repetition result, one obtains that it is also hard to tell if the value is 1 or less than, say, 0.01. The latter statement led to an enormous body of work on strong hardness of approximation results [14] . It is currently a major open question whether an analogue of the PCP theorem holds for the entangled value. If such a result was proved, our results would allow to amplify the hardness to 1 vs. 0.01, as in the classical case, possibly leading to further surprising implications.
The main open question left by our work is whether it is possible to show a better rate of decay, in particular an exponential rate as Raz obtained from direct parallel repetition, or [17] first obtained in the setting of direct product testers. Another open question is whether our statement can be extended to hold for simple parallel repetition for arbitrary entangled games (i.e. without adding dummy or consistency questions).
We believe that our main conceptual contributions are the extension of the notion of "approximately serial" to the setting of measurements, and our subsequent orthogonalization lemma. We hope that these techniques might prove useful elsewhere, perhaps in establishing hardness of entangled games. Lastly, product testers are very useful in the area of property testing, and it remains to be seen if our result can be applied similarly.
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