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UNE GÉNÉRALISATION DE L'ALGÈBRE DE HECKE GRADUÉE DE
TYPE B
CHARLOTTE DEZÉLÉE
Résumé. On étudie une algèbre prohe d'une algèbre de Heke graduée et réalisable dans l'al-
gèbre de Cherednik rationnelle de type B. On introduit pour ette algèbre des modules de la série
prinipale et l'on démontre un ritère d'irrédutibilité de es modules. On en déduit des résultats
similaires pour une algèbre assoiée à un système de raines de type D.
For a root system of type B we study an algebra similar to a graded Heke algebra, isomorphi
to a subalgebra of the rational Cherednik algebra. We introdue prinipal series modules over it
and prove an irreduibility riterion for these modules. We dedue similar results for an algebra
assoiated to a root system of type D.
0. Introdution
Soit W → GL(a∗
R
) la représentation  naturelle  d'un groupe de Weyl W et R ⊂ a∗
R
le système
de raines assoié. On peut attaher à ette donnée plusieurs familles de C-algèbres. Nous nous
intéressons ii à deux d'entre elles :
 L'algèbre de Cherednik rationnelle H(k), (f. [2, 3℄ pour une dénition préise). Elle dépend
d'une fontion de multipliités W -invariante k : R→ C et elle est engendrée par a∗ = C⊗R a
∗
R
,
W et des opérateurs de Dunkl Ty(k) pour y ∈ a (le dual de a
∗).
 L'algèbre de Heke graduée H(k) ; ette algèbre dépend elle aussi d'une multipliité k et est
engendrée par les éléments de a etW , soumis à ertaines relations de ommutation, voir [5, 6, 7℄.
Les représentations de dimension nie de H(k) ont été étudiées dans, par exemple, [5, 7℄ et elles
de H(k) dans [1, 2℄.
Il a été remarqué par plusieurs auteurs, e.g. [3, 4℄, que lorsque R est de type An−1 on peut réaliser
H(k) dans H(k) de la façon suivante. On xe une base (orthonormée) {e1, . . . , en} de aR, de base
duale {z1, . . . , zn} ; alors la sous-algèbre de H(k) engendrée par W et les ziTei(k), 1 ≤ i ≤ n, est
isomorphe à H(k). Cette algèbre, que nous noterons D, existant pour tous les types de systèmes
de raines il est naturel de l'étudier et d'examiner les liens qui peuvent exister ave les algèbres de
Heke graduées (ou leurs généralisations).
On se propose ii d'étudier les représentations de l'algèbre D pour un système de raines de
type Bn, dont les ourrenes sont déjà nombreuses. S. Kakei a par exemple introduit une famille
ommutative D1, . . . ,Dn d'éléments de H(k) qui ave W engendrent D. Dans la première partie
nous introduisons (par générateurs et relations) une algèbre HB(k˜) dont nous alulons le entre et
montrons qu'elle est isomorphe à D. Il faut noter qu'ii la fontion k˜ dénie sur R est à valeurs dans
l'algèbre du sous-groupe T de W engendré par les réexions assoiées aux raines ourtes.
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L'étude des représentations de dimension nie des algèbres de Heke graduées repose en grande
partie sur elle des modules de la série prinipale, notés M(λ). Ils jouent le rle des modules de
Verma pour une algèbre de Lie semi-simple et ils sont paramétrés par les formes linéaires λ ∈ a∗.
Ainsi, tout H(k)-module irrédutible est quotient d'un M(λ). Nous montrons que pour HB(k˜) une
étude similaire est possible : on dénit au  2 des modules M(γ ⊗ µ) indexés par les aratères
γ ⊗ µ de S(a) ⊗ CT , 'est à dire par γ ∈ a∗ et un aratère µ de T . Après avoir détaillé diérentes
propriétés de es modules (poids, dual, et.) nous montrons au  3 omment leur struture peut
se ramener à elle des modules de la série prinipale sur une algèbre de Heke graduée assoiée à
un système de raines de type Ai−1 ×An−i−1 déni par µ (f. Propositions 3.8 et 3.10) et nous en
déduisons un ritère d'irrédutibilité pour M(γ ⊗ µ) (f. Théorème 3.11). L'étude de HB(k˜) utilise
fortement l'existene d'un théorème de Poinaré-Birkho-Witt (PBW) pour ette algèbre ; nous
obtenons e résultat grâe au théorème de PBW qui existe dans H(k), f. [3℄.
Pour un système de raines de type Dn une étude de l'algèbre D montre qu'elle possède des
propriétés (presque) analogues à elles de HB(k˜). Cette étude repose sur l'inlusion d'un système
de raines de type Dn dans un sytème de type Bn et des résultats obtenus préédemment pour e
as. C'est l'objet de la dernière setion (f., en partiulier, le Théorème 4.9).
1. Notations et préliminaires
Soit WB un groupe de Weyl de type Bn réalisé omme groupe de réexions dans un espae
vetoriel réel V de dimension n et RB le système de raines orrespondant à ette donnée. On note
V ∗ le dual de V , < . , . > le rohet de dualité, et V ∗
C
, VC les omplexiés respetifs. L'ation de
WB s'étend naturellement en une ation par automorphismes sur les algèbres symétriques S(VC) et
S(V ∗
C
). Si α ∈ RB, on désigne par sα la réexion assoiée et α
∨ ∈ V ∗ la oraine.
On xe une base orthonormée {ǫ1, ǫ2, .., ǫn} de V formée de raines ourtes. On hoisit SB =
{ǫi − ǫi+1, 1 ≤ i ≤ n − 1 ; ǫn} omme ensemble de raines simples de sorte que R
+
B = {ǫi ± ǫj , 1 ≤
i < j ≤ n ; ǫk, 1 ≤ k ≤ n} est l'ensemble des raines positives déterminé par e hoix.
Pour tous 1 ≤ i, j ≤ n on pose αi,j = ǫi − ǫj . Soit RA le sous-ensemble de RB onstitué des
±αi,j , 1 ≤ i < j ≤ n ; 'est un système de raines de type An−1. On note WA le sous-groupe de
WB assoié, SA = RA ∩ SB = {αi = ǫi − ǫi+1, 1 ≤ i ≤ n− 1} l'ensemble des raines simples et ℓ la
longueur sur WA dénie par SA. L'ation par permutation de WA sur la base ǫ1, .., ǫn dénit une
ation sur {1, .., n} en posant w ∗ i = j si w(ǫi) = ǫj , e qui permet d'identier WA ave le groupe
symétrique Sn.
L'algèbre du groupe WB est désignée par CWB = C〈tw, w ∈WB〉. On érira ti = tsǫi , 1 ≤ i ≤ n,
sp,q = sαp,q , 1 ≤ p < q ≤ n.
Soit T le sous-groupe (normal abélien) de WB engendré par les sǫi , 1 ≤ i ≤ n. On a don
T ≃ {±1}n et WB = T ⋊WA. Si T
∨
désigne le groupe des aratères de T on identie CT∨ au dual
(CT )∗, en étendant un élément de T∨ en une forme linéaire sur CT . Le groupe WA opère sur T
∨
par
la formule
wµ(x) = µ(w−1xw) pour tous w ∈WA, µ ∈ T
∨, x ∈ T . On notera WA(µ) le stabilisateur
de µ ∈ T∨ pour ette ation.
On rappelle que tout aratère de l'algèbre S(VC) est déterminé par un élément de V
∗
C
et que
l'ation de w ∈WA sur γ ∈ V
∗
C
est dénie par
wγ(ζ) = γ(w−1(ζ)) pour tout ζ ∈ VC.
1.1. Algèbre de Heke graduée. Soit R ⊂ V un système de raines de base S, de groupe de
Weyl W . Une multipliité sur R est une fontion W -invariante c : R→ C. On peut lui assoier une
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algèbre de Heke graduée Hgr (c, S) dénie de la manière suivante. L'algèbre Hgr (c, S) est engendrée
par les éléments ζ ∈ V et tw, w ∈W , soumis aux relations :
 C〈ζ ∈ V 〉 ≃ S(VC), C〈tw, w ∈W 〉 ≃ CW ;
 tsαζ = sα(ζ)tsα+ < α
∨, sα(ζ) > cα pour tout α ∈ S.
Cette algèbre vérie un théorème de Poinaré-Birkho-Witt
(PBW0) Hgr (c, S) ≃ S(VC)⊗ CW
omme espae vetoriel, ou S(VC)-module (f. [6℄).
Pour tout aratère γ : S(VC) → C, déni par γ ∈ V
∗
C
, on note Cvγ la représentation de dimen-
sion 1 orrespondante et l'on onstruit un module induit, appelé module de la série prinipale,
M(γ) = Ind
Hgr (c,S)
S(VC)
(Cvγ).
On sait qu'alors M(γ) =
⊕
w∈W Ctw ⊗ vγ et l'on dispose d'un ritère d'irrédutibilité pour e
module (f. [5℄). On se propose de généraliser ette notion, et le ritère d'irrédutibilité, à une
nouvelle algèbre assoiée à un système de raines de type B.
1.2. Une généralisation de l'algèbre de Heke graduée. On reprend les notations préédentes
relatives à un système de raines de type Bn. Soit k¯ = (k, kc) : RB → C une multipliité de valeur
k 6= 0 sur les raines longues et kc sur les raines ourtes. Généralisons la notion de multipliité en
dénissant dans e adre une fontion k˜ : RA → CT en posant :
k˜αi,j = k(1 + titj)
pour tous 1 ≤ i 6= j ≤ n. Il résulte de wtitjw
−1 = tw∗itw∗j , pour w ∈WA, que
k˜w(α) = wk˜αw
−1
pour tous w ∈WA, α ∈ RA.
Don k˜ est WA-équivariante. Soit alors HB = HB(k˜) l'algèbre engendrée par les éléments ζ ∈ V ,
tw ∈WB soumis aux relations :
(a) C〈ζ ∈ V 〉 ≃ S(VC), C〈tw, w ∈WB〉 ≃ CWB ;
(b) twζ = ζtw pour tous w ∈ T , ζ ∈ V ;
() tsαζ = sα(ζ)tsα+ < α
∨, sα(ζ) > k˜α pour tout α ∈ SA.
Observons qu'en prenant ζ = ǫj et sα = sαi dans () on obtient :
(1.1) tsαi ǫj = ǫsαi∗jtsαi− < α
∨
i , ǫj > k˜αi .
Remarquons également que HB est engendrée par les tw et les ǫj et que, grâe à (1.1), tout élément
de HB est ombinaison linéaire de monmes de la forme ǫ
j1
1 · · · ǫ
jn
n tw.
1.3. PBW. Soit aR un R-espae vetoriel eulidien de dimension n, RB ⊂ a
∗
R
un système de raines
de type Bn, a = C⊗R aR, P = S(a
∗), S = S(a). Rappelons qu'à la multipliité k¯ : RB → C on peut
assoier une algèbre de Cherednik rationnelle notée HB(k¯), H(k¯) ou H, dont une réalisation dans
EndC P est fournie, via les opérateurs de Dunkl, de la façon suivante (f. [2, 3℄). Si w ∈WB on note
ii tw ∈ AutP l'automorphisme assoié et pour tout y ∈ a on pose
Ty = Ty(k¯) = T
B
y (k¯) = ∂y +
1
2
∑
α∈RB
k¯α
< α, y >
α
(1− tsα).
Alors, H est la sous-algèbre de EndC(P) engendrée par les tw, w ∈WB, x ∈ a
∗
et les Ty, y ∈ a. Ces
générateurs vérient les relations suivantes :
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(1) [Ty, x] = 〈y, x〉 +
1
2
∑
α∈RB
k¯α < y,α >< α
∨, x > tsα ;
(2) twxtw−1 = w(x) ;
(3) twTytw−1 = Tw(y).
Il résulte de [3, Theorem 1.3℄ que l'on a un théorème de Poinaré-Birkho-Witt dans H :
Théorème 1.1 (PBW1). Le P-module H est isomorphe à P ⊗ S ⊗ CWB.
Nous allons montrer que HB se réalise omme une sous-algèbre de H à l'aide d'opérateurs in-
troduits par S. Kakei dans [4℄. On xe une base orthonormée {e1, . . . , en} de aR, de base duale
{z1, . . . , zn}. Soit DB la sous-algèbre de H engendrée par les zjTej , j = 1, . . . , n, et les tw, w ∈WB .
On pose :
Dj = D
B
j = zjTej +
∑
1≤i<j
k˜αi,j tsαij .
(Les Dj sont les opérateurs Dˆ
B
j dénis en [4,  2.3℄.) Il est lair que
DB = C〈D1, . . . ,Dn ; tw, w ∈WB〉.
On vérie failement que les Dj sont linérairement indépendants et que l'on a les relations suivantes
dans H :
(1) DiDj = DjDi ;
(2) Djti = tiDj ;
(3) tsαiDj = Dsαi∗jtsαi− < α
∨
i , ǫj > k˜αi .
On pose V ′ =
⊕n
j=1RDj ; omme les Dj ommutent, la C-algèbre qu'ils engendrent est un quotient
de S(V ′
C
). Elle est en fait égale à S(V ′
C
), omme le montre le résultat suivant :
Lemme 1.2 (PBW2). Le C-espae vetoriel DB est isomorphe à S(V
′
C
)⊗ CWB.
Démonstration. Si j = (j1, . . . , jn) ∈ N
n
on posera |j| = j1+· · ·+jn, z
j = zj11 · · · z
jn
n , T j = T
j1
e1 · · ·T
jn
en
et Dj = D
j1
1 · · ·D
jn
n . Il résulte des relations i-dessus que tout élément de DB peut s'érire
P =
∑m
d=0
∑
|j|=d,w∈WB
λj,wD
jtw
pour des λj,w ∈ C ; il s'agit de voir que ette ériture est unique. Supposons P = 0. Il existe alors un
ouple (j, w) tel que λj,w 6= 0 et |j| = m maximal pour ette propriété. La dénition des Dp et les
relations de ommutation dans H entraînent que si |p| = d, Dp = zpT p +Q ave Q ∈ PSd−1CWB,
où l'on a posé Sd−1 =
⊕
|i|≤d−1CT
i
. On obtient ainsi P =
∑
|j|=m,w∈WB
λj,wz
jT jtw + R ave
R ∈ PSm−1CWB . Le Théorème 1.1 implique alors que λj,w = 0 pour tout |j| = m, e qui ontredit
l'hypothèse. 
Théorème 1.3 (PBW3). L'appliation Φ : HB → DB dénie par
Φ(ǫj) = Dj, Φ(tw) = tw, pour j = 1, . . . , n et w ∈WB,
est un isomorphisme d'algèbres. En partiulier, HB est isomorphe à S(VC) ⊗ CWB omme S(VC)-
module.
Démonstration. La dénition par générateurs et relations de HB = C〈ǫ1, . . . , ǫn ; tw, w ∈ WB〉 et
les relations préédentes dans DB montrent que Φ dénit un morphisme surjetif d'algèbres. Le
Lemme 1.2 assure que Φ est injetif. La deuxième assertion est alors évidente. 
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1.4. Relations de ommutation dans HB. Préisons les relations de ommutation dans HB.
Rappelons que l'ensemble d'inversion de w−1 ∈WA est R(w
−1) = {α ∈ R+A : w
−1(α) ∈ R−A} et que
ℓ(sαw) < ℓ(w) pour tout α ∈ R(w
−1).
Lemme 1.4. Pour tous ζ ∈ V et w ∈WA, on a :
twζ = w(ζ)tw +
∑
α∈R(w−1)
< α∨, w(ζ) > k˜αtsαw = w(ζ)tw +
∑
α∈R(w−1)
< α∨, w(ζ) > tsαwk˜w−1(α).
En partiulier, pour 1 ≤ p < q ≤ n :
tsp,qζ = sp,q(ζ)tsp,q+
∑
p+1≤j<q
< α∨j,q, sp,q(ζ) > tsj,qsp,q k˜αj,p +
∑
p+1≤j<q
< α∨p,j, sp,q(ζ) > tsp,jsp,q k˜αj,q
+ < α∨p,q, sp,q(ζ) > k˜αp,q .
Démonstration. La multipliité k˜ étant WA-équivariante et ommutant aux éléments de V , la pre-
mière formule se démontre omme elle de [7, Proposition 1.1(1)℄ dans une algèbre de Heke graduée.
La seonde résulte de R(s−1p,q) = R(sp,q) = {αj,q, αp,i : p ≤ j < q, p+ 1 ≤ i < q}. 
Dénissons des  opérateurs de diérenes divisées  ∆j ∈ EndS(VC) par
∆j(p) = k(p− sαj (p))/αj
pour p ∈ S(VC) et j ∈ {1, . . . , n−1}. Rappelons que dans Hgr(k, SA) on a ∆j(p) = tsαj p−sαj(p)tsαj .
On généralise don es opérateurs en dénissant, pour tout j ∈ {1, . . . , n − 1}, ∆˜j : S(VC) → HB
par
∆˜j(p) = tsαj p− sαj (p)tsαj ,
où ii le alul s'eetue dans HB.
Lemme 1.5. Soit p ∈ S(VC), alors pour tout j ∈ {1, . . . , n− 1}, on a :
∆˜j(p) = ∆j(p)(1 + tjtj+1) = k˜αj (p− sαj(p))/αj .
Démonstration. Démontrons le résultat par réurrene sur le degré de p. Pour p de degré 1, il
provient diretement des relations (),  1.2, dans HB . Supposons qu'il soit vrai pour p1, p2 ∈ S(VC)
et montrons le pour le produit p1p2. On a :
∆˜j(p1p2) = tsαj p1p2 − sαj(p1)sαj (p2)tsαj
= (tsαj p1 − sαj (p1)tsαj )p2 + sαj (p1)∆˜j(p2)
= ∆˜j(p1)p2 + sαj (p1)∆˜j(p2)
= ∆j(p1)p2(1 + tjtj+1) + sαj(p1)∆j(p2)(1 + tjtj+1),
ar les éléments de T et S(VC) ommutent. Il sut alors pour onlure de remarquer que ∆j(p1)p2+
sαj (p1)∆j(p2) = ∆j(p1p2). 
Rappelons que k 6= 0. De (PBW3) il résulte don que
∆˜j(p) = 0 ⇐⇒ ∆j(p) = 0 ⇐⇒ sαj (p) = p.
Ainsi l'intersetion des noyaux (dans S(VC)) des ∆˜j , j = 1, . . . , n, est l'algèbre S(VC)
WA
des éléments
WA-invariants de S(VC).
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1.5. Centre de HB. Rappelons que tout élément tx, x ∈ T , est de la forme ti = ti1 · · · tij pour un
multi-indie i = {1 ≤ i1 < · · · < ij ≤ n} de longueur j ∈ {0, . . . , n}. Remarquons que le groupe
WA opère dans CT par onjugaison et que ti est onjugué (par ette ation) à ti′ si et seulement si
|i| = |i′|. Pour haque j ∈ {1, .., n}, on pose :
ϑj =
∑
|i|=j
ti.
Il est alors faile de voir que l'algèbre d'invariants (CT )WA est égale à C[ϑ1, . . . , ϑn] =
⊕n
j=0Cϑj .
Lemme 1.6. Le entralisateur {c ∈ HB : [c, V ] = 0} de V dans HB est la sous-algèbre (ommuta-
tive) S(VC)⊗ CT .
Démonstration. Soit 0 6= c ∈ HB ; par (PBW3) on peut érire de manière unique c sous la forme∑
w∈WA, x∈T
pw,xtwtx pour des pw,x ∈ S(VC) non tous nuls. Posons C = {(w, x) ∈WA×T : pw,x 6= 0}
et notons m = max{ℓ(w) : ∃x ∈ T, (w, x) ∈ C}. Si ξ ∈ V il vient, en utilisant le Lemme 1.4,
[c, ξ] =
∑
(w,x)∈C pw(twξ − ξtw)tx
=
∑
(w,x)∈C, ℓ(w)=m pw(w(ξ) − ξ)twtx +
∑
(w′,x′)∈WA×T, ℓ(w′)<m
qw′,x′tw′tx′
ave qw′,x′ ∈ S(VC). Par onséquent (PBW3) assure que si c est dans le entralisateur de V et (w, x) ∈
C vérie ℓ(w) = m, alors w(ξ) = ξ pour tout ξ, i.e. w = id. Don m = 0 et c ∈ S(VC)⊗ CT . 
Rappelons que le entre d'une algèbre de Heke graduée Hgr(c, S) omme en 1.1 est S(VC)
W
.
Pour HB le entre, Z(HB), est donné par le théorème suivant.
Théorème 1.7. On a Z(HB) = S(VC)
WA ⊗ (CT )WA =
⊕n
j=0 S(VC)
WAϑj.
Démonstration. Observons que c ∈ Z(HB) si et seulement si [c, V ] = [c, T ] = [tsαj , c] = 0 pour j =
1, . . . , n−1. Par le Lemme 1.6, ei équivaut à c ∈ S(VC)⊗CT et [tsαj , c] = 0 pour j = 1, . . . , n−1.
Érivons c =
∑
x∈T pxtx ave px ∈ S(VC). Ave les notations de 1.4 on trouve que
[tsαj , c] =
∑
x
tsαj pxtx −
∑
x
pxtsαj tsαjxsαj
=
∑
x
(
sαj(px)− psαjxsαj
)
tsαj tx +
∑
x
∆˜j(px)tx.
On déduit don de (PBW3) que [tsαj , c] = 0 si, et seulement si, ∆˜j(px) = 0 et sαj (px) = psαjxsαj
pour tous x ∈ T , 1 ≤ j ≤ n− 1. Par la remarque suivant le Lemme 1.5 es onditions équivalent à
px ∈ S(VC)
WA
et px = pwxw−1 pour tout x ∈ T , e qui ompte tenu de la dénition des ϑj s'érit
aussi c =
∑n
j=0 pjϑj ave pj ∈ S(VC)
WA
. 
1.6. Automorphismes et anti-automorphismes de HB. Soit R une C-algèbre. On note R-Mod,
resp. Mod-R, la atégorie des R-modules à gauhe, resp. droite. La sous-atégorie de R-Mod formée
des modules de dimension nie est désignée par R-mod. Le treillis, ordonné par inlusion, des sous-
modules de M ∈ R-Mod sera noté LR(M) et la longueur de M par lgR(M). Soit S une autre
C-algèbre et N ∈ S-Mod ; on érira LR(M) ∼= LS(N) pour signier qu'il existe un isomorphisme
de C-espaes vetoriels f : M → N tel que X 7→ f(X) induise un isomorphisme entre les treillis
ordonnés LR(M) et LS(N). Tout M ∈ R-mod est de longueur nie et on peut lui assoier la suite
SR(M) = {[Si(M)]}1≤i≤t des lasses d'isomorphisme des sous-quotients simples deM , omptés sans
multipliité. Il est lair que si LR(M) ∼= LS(N), une suite de omposition de M est transformée par
f en une suite de omposition de N et les [f(Si(M))] sont don les éléments de la suite SS(N).
6
Rappelons que si M ∈ R-Mod et κ ∈ AutC(R), on peut dénir un module
κM ∈ R-Mod
de la façon suivante :
κM = M omme C-espae vetoriel, muni de l'ation a  u = κ(a).u pour
a ∈ R,u ∈M . Notons que ette torsion par κ laisse stable R-mod et onserve la longueur. Rappelons
aussi qu'un anti-automorphisme C-linéaire ι de R fournit un isomorphisme entre R-Mod et Mod-R :
on fait de M ∈ R-Mod un R-module à droite en posant M ι = M omme C-espae vetoriel, muni
de la struture de R-module à droite dénie par u.a = ι(a).u. L'existene de ι permet de munir le
dual M∗ = HomC(M,C) d'une struture de R-module à gauhe par la formule
< a.f, u >=< f, ι(a).u >,
pour tous a ∈ R, f ∈ M∗, u ∈ M . Si de plus ι est involutif et M ∈ R-mod l'appliation bijetive
anonique cM :M →M
∗∗
est alors un isomorphisme de R-modules et l'on a lgR(M) = lgR(M
∗).
Donnons des exemples dans l'algèbre HB pour lesquels on peut eetuer les onstrutions préé-
dentes. Observons qu'un élément de GL(HB) dénit un (anti)-automorphisme si, et seulement si, il
préserve les relations (a), (b) et () introduites en 1.2.
(1) Chaque w ∈WB dénit un automorphisme intérieur de HB donné par Int(w) : a 7→ twatw−1 ; le
module tordu par l'ation de Int(w) sera noté wM .
(2) Le déterminant dans GL(V ) dénit le aratère sgn : WB → {±1} par sgn(w) = det(w). En
partiulier, sgn fournit un élément de T∨ et pour µ ∈ T∨ on pose −µ = sgn⊗µ ∈ T∨ ; e aratère
est déterminé par (−µ)(tj) = −µ(tj) pour tout j = 1, . . . , n. L'appliation δ : x 7→ sgn(x)tx, x ∈ T ,
induit un automorphisme de CT tel que δ(titj) = titj pour tous i, j. On obtient un automorphisme
de HB en étendant δ omme suit :
δ(ξ) = ξ, δ(tx) = sgn(x)tx, δ(tw) = tw,
pour tous ξ ∈ V, x ∈ T,w ∈WA.
(3) On vérie failement que les formules i-dessous donnent un anti-automorphisme involutif ι
de HB :
ι(ξ) = −ξ, ι(tw) = sgn(w)tw−1 ,
pour tous ξ ∈ V,w ∈WB .
Il résulte en partiulier de (3) que HB-Mod ≃ Mod-HB et HB-mod ≃ mod-HB.
2. Modules de la série prinipale
On va dénir pour HB , de même que pour une algèbre de Heke graduée, les modules de la série
prinipale pour lesquels on démontrera dans la setion suivante un ritère d'irrédutibilité.
2.1. Poids des HB-modules de dimension nie. Un morphisme d'algèbres γ˜ : S(VC)⊗CT → C
est uniquement déterminé par une forme linéaire γ ∈ V ∗
C
et un aratère µ ∈ T∨ ; nous le noterons
γ ⊗ µ. On a don (γ ⊗ µ)(v ⊕ t) = γ(v)µ(t), pour v ∈ VC, t ∈ CT . On désigne par A = {γ ⊗ µ : γ ∈
V ∗
C
, µ ∈ T∨} l'ensemble des aratères de S(VC)⊗ CT .
Soient M un HB-module de dimension nie et ν˜ ∈ A. Les sous-espaes poids et sous-espaes
poids généralisés de M assoiés à ν˜ sont respetivement :
Mν˜ = {m ∈M : ∀a ∈ VC ⊕ CT , a.m = ν˜(a)m}
et
Mgenν˜ = {m ∈M : ∀a ∈ VC ⊕ CT , ∃k ∈ N, (a− ν˜(a))
k.m = 0}.
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On dira que ν˜ est un poids de M si Mgenν˜ 6= 0 (e qui équivaut à Mν˜ 6= 0). Comme S(VC)⊗CT est
une sous-algèbre ommutative de HB , on a :
M =
⊕
ν˜∈A
Mgenν˜ .
2.2. Modules de la série prinipale. Pour tout γ˜ = γ ⊗ µ ∈ A on notera wγ˜ = wγ ⊗ wµ l'ation
diagonale de w ∈ WA et on désigne par Cvγ˜ le S(VC) ⊗ CT -module de dimension 1 déni par :
a.vγ˜ = γ˜(a)vγ˜ pour tout a ∈ S(VC)⊗CT . Le HB-module de la série prinipale M(γ˜) assoié à γ˜ est
le module induit de Cvγ˜ à HB :
M(γ˜) = HB ⊗S(V ∗
C
)⊗CT Cvγ˜ .
Ce module admet lairement pour base {tw ⊗ vγ˜ : w ∈ WA}, que l'on peut ordonner de façon
ompatible à la longueur dans WA. D'après les formules de ommutation dans HB, pour tous ζ ∈ V ,
x ∈ T et w ∈WA, il vient :
ζtx.tw ⊗ vγ˜ =
wγ˜(ζx)tw ⊗ vγ˜ −
∑
α∈R(w−1)
wµ(k˜αx) < α
∨, ζ > tsαw ⊗ vγ˜ .
Comme ℓ(sαw) < ℓ(w) pour tout α ∈ R(w
−1) les éléments de VC
⊕
CT sont simultanément trigo-
nalisés dans la base {tw ⊗ vγ˜ : w ∈WA}, et les poids de M(γ˜) sont les {
wγ˜ : w ∈WA}.
La propriété suivante montre que l'étude des HB-modules simples se ramène à l'étude des modules
de la série prinipale sur HB .
Proposition 2.1. Soit M un HB-module irrédutible et γ˜ un poids de M . Alors M est un quotient
de M(γ˜). En partiulier, un HB-module simple est de dimension au plus |WA|.
Démonstration. Soit mγ˜ ∈Mγ˜ r {0} ; alors Cmγ˜ est un S(VC)⊗CT -module irrédutible isomorphe
à Cvγ˜ . Comme l'indution est le fonteur adjoint de la restrition, il existe un unique morphisme de
HB-modules de M(γ˜) dans M envoyant 1 ⊗ vγ˜ sur mγ˜ . Puisque M est irrédutible e morphisme
est surjetif et M est un quotient de M(γ˜). 
Rappelons que l'on peut munir le dual de M ∈ HB-mod d'une struture de HB-module grâe
à l'anti-automorphisme ι, et que l'on peut  tordre  M par δ, f. 1.6. Nous désignerons par w0
l'élément de plus grande longueur de WA. Pour tout γ˜ = γ ⊗ µ ∈ A on pose
γ˜∗ = (−w0γ)⊗ (−w0µ).
Proposition 2.2. Soit γ˜ = γ ⊗ µ ∈ A. Alors :
δM(γ˜) ≃M(γ ⊗ (−µ)), M(γ˜)∗ ≃M(γ˜∗).
Tout HB-module irrédutible est un sous-module d'un module de la série prinipale.
Démonstration. Il est lair que
δM(γ˜) est engendré par 1 ⊗ vγ˜ . De plus, δ(ξ).1 ⊗ vγ˜ = ξ.1 ⊗ vγ˜ =
γ(ξ).1⊗vγ˜ et δ(tx).1⊗vγ˜ = sgn(x)tx.1⊗vγ˜ = sgn(x)µ(x).1⊗vγ˜ = (−µ)(x).1⊗vγ˜ , pour ξ ∈ V, x ∈ T .
La propriété universelle de M(γ ⊗ (−µ)) fournit alors une surjetion M(γ ⊗ (−µ)) → δM(γ˜), qui
est un isomorphisme (puisque es modules sont de même dimension).
Pour tout w ∈WA, notons fw,γ˜ ∈M(γ˜)
∗
la forme linéaire dénie par
< fw,γ˜, tu ⊗ vγ˜ >=
{
sgn(w) si u = w;
0 sinon.
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On a don M(γ˜)∗ =
⊕
w∈WA
Cfw,γ˜ et un alul faile montre que tg.fw,γ˜ = fgw,γ˜ pour tout g ∈WA.
Il en déoule que M(γ˜)∗ = HB .fw0,γ˜ . Si l'on montre que fw0,γ˜ est de poids γ˜
∗
, on obtiendra une
surjetion M(γ˜∗)→M(γ˜)∗ qui donnera l'isomorphisme voulu.
Soient ξ ∈ V,w ∈WA ; observons que le Lemme 1.4 implique −ξ.tw⊗ vγ˜ = −γ(w
−1(ξ)).tw ⊗ vγ˜ +∑
u∈WA, ℓ(u)<ℓ(w)
λu.tu ⊗ vγ˜ ave λu ∈ C. On a don < ξ.fw0,γ˜ , tw ⊗ vγ˜ >= 0 sauf si w = w0, auquel
as on trouve −γ(w0(ξ)) sgn(w0) = −
w0γ(ξ) sgn(w0). Par onséquent ξ.fw0,γ˜ = −
w0γ(ξ)fw0,γ˜ .
Soit maintenant x ∈ T . On a < tx.fw0,γ˜ , tw ⊗ vγ˜ >=< fw0,γ˜ , sgn(x)tx.tw ⊗ vγ˜ >. Mais de
sgn(x)tx.tw ⊗ vγ˜ = sgn(x)tw ⊗ (tw−1xw.vγ˜) = sgn(x)µ(w
−1xw).tw ⊗ vγ˜ = −
wµ(x).tw ⊗ vγ˜ on tire
que < tx.fw0,γ˜ , tw ⊗ vγ˜ > est nul sauf pour w = w0, auquel as on obtient −
w0µ(x) sgn(w0). Don
tx.fw0,γ˜ = −
w0µ(x)fw0,γ˜ .
La dernière assertion résulte du résultat préédent, de la Proposition 2.1, et des propriétés
générales sur la dualité rappelées en 1.6. 
Proposition 2.3. Soient γ˜ = γ ⊗ µ ∈ A et w ∈WA. Il existe un isomorphisme de HB-modules
M(γ˜) ∼−−→wM(γ˜), tg ⊗ vγ˜ 7→ twg ⊗ vγ˜ .
Démonstration. Considérons l'élément tw ⊗ vγ˜ de
wM(γ˜). Puisque tw−1u  tw ⊗ vγ˜ = tu ⊗ vγ˜ pour
tout u ∈ WA, et l'élément engendre le HB-module
wM(γ˜). Rappelons (f. Lemme 1.4) que pour
tout η ∈ VC on a
Int(w)(η) = w(η) +
∑
α∈R(w−1)
< α∨, w(η) > k˜αtsα,
ou enore
ηtw = tww
−1(η) −
∑
α∈R(w−1)
< α∨, η > k˜αtsαw.
Si ξ ∈ VC il vient don, dans
wM(γ˜),
ξ  tw ⊗ vγ˜ = w(ξ)tw ⊗ vγ˜ +
∑
α∈R(w−1)
< α∨, w(ξ) > k˜αtsαw ⊗ vγ˜
= twξ ⊗ vγ˜ −
∑
α∈R(w−1)
< α∨, w(ξ) > k˜αtsαw ⊗ vγ˜ +
∑
α∈R(w−1)
< α∨, w(ξ) > k˜αtsαw ⊗ vγ˜
= γ(ξ)tw ⊗ vγ˜ .
D'autre part si x ∈ T on a : tx  tw ⊗ vγ˜ = twtx ⊗ vγ˜ = µ(x)tw ⊗ vγ˜ . Ainsi tw ⊗ vγ˜ ∈
wM(γ˜) est de
poids γ˜. La propriété universelle deM(γ˜) fournit un morphisme surjetif deM(γ˜) sur le HB-module
HB tw⊗vγ˜ =
wM(γ˜), déterminé par 1⊗vγ˜ 7→ tw⊗vγ˜ ; par onséquent tg⊗vγ˜ 7→ tg tw⊗vγ˜ = twg⊗vγ˜
pour tout g ∈WA. Comme dimM(γ˜) = dim
wM(γ˜) e morphisme est bijetif. 
Soient Hgr(c) = Hgr (c, S) une algèbre de Heke graduée omme au  1.1 et M(λ) le Hgr (c)-
module de la série prinipale assoié à λ ∈ V ∗
C
. Pour tout w ∈ W on peut tordre M(λ) par
Int(w) ∈ AutC(Hgr (c)) et obtenir le module
wM(λ). Ave es notations, une preuve identique à elle
de la proposition préédente donne :
Proposition 2.4. Soient λ ∈ V ∗
C
et w ∈W . Il existe un isomorphisme de Hgr(c)-modules
M(λ) ∼−−→wM(λ), tg ⊗ vλ 7→ twg ⊗ vλ.
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Remarque 2.5. Rappelons [5, Proposition 2.8℄ que si le Hgr (c)-module M(λ) est simple, il en est de
même de M(wλ) pour tout w ∈ W . Si λ, γ ∈ V ∗
C
sont quelonques, l'existene d'un isomorphisme
M(λ) ≃ M(γ) fore γ ∈ W.λ = {wλ : w ∈ W} (ar γ est alors un poids de M(λ)). Par onséquent
sous l'hypothèse M(λ) simple, la ondition M(λ) ≃M(γ) est équivalente à γ ∈W.λ.
3. Critère d'irrédutibilité
3.1. Notations. Pour tout ν˜ ∈ A on désignera par ψ : HB → EndM(ν˜) la représentation HB dans
M(ν˜). S'il n'y a pas risque d'ambiguïté, l'ation de a ∈ HB sur v ∈ M(ν˜) sera simplement notée
a.v = ψ(a)(v). Soit ̟ ∈ T∨ ; rappelons que WA(̟) est le stabilisateur de ̟ dans WA. On notera
HB(̟) la sous-algèbre de HB engendrée par V , WA(̟) et T .
On xe un aratère γ˜ = γ ⊗ µ ∈ A et un système de représentants {w1 = id, w2, .., ws} de
WA/WA(µ).
Remarque 3.1. Les aratères
wjµ, j = 1, . . . , s sont deux à deux distints. Par un argument lassique
il en déoule que les formes linéaires
wjµ ∈ (CT )∗ sont linéairement indépendantes. On peut ainsi
trouver des éléments yi ∈ T , i = 1, . . . , s, tels que la matrie [
wjµ(tyi)]1≤i,j≤s est inversible.
Pour tout j ∈ {1, .., s}, on dénit un sous-espae vetoriel de M(γ˜) par :
Ej(γ˜) =
⊕
w∈WA(µ)
Ctwj tw ⊗ vγ˜ .
Observons que
E1(γ˜) =
⊕
w∈WA(µ)
Ctw ⊗ vγ˜ , Ej(γ˜) = twj .E1(γ˜).
On a M(γ˜) =
⊕s
j=1Ej(γ˜) et ette déomposition est la déomposition isotypique du T -module
M(γ˜) : le groupe T opère sur Ej(γ˜) par le aratère
wjµ.
Soit i ∈ {1, . . . , n} et j1 < j2 < · · · < ji, ji+1 < · · · < jn la partition de {1, .., n} telle que
µ(tjs) = 1 pour s ∈ {1, . . . , i} et µ(tjs) = −1 pour s ∈ {i + 1, . . . , n}. Soit σ ∈ WA la permutation
telle que σ ∗ jp = p pour p ∈ {1, .., n}. Observons que pour p < q, σ
−1(αp,q) = αjp,jq ∈ R
−
A si
et seulement si jp > jq , e qui implique 1 ≤ p ≤ i < q ≤ n. Don R(σ
−1) est ontenu dans
{αp,q : 1 ≤ p ≤ i < q ≤ n}. Par onséquent
(3.1) R(σ) = −σ−1(R(σ−1)) ⊂ {αjq ,jp : 1 ≤ p ≤ i < q ≤ n}.
On pose
µi =
σµ.
Alors,WA(µi) est le groupe de Weyl W (Ri) assoié au système de raines Ri de type Ai−1×An−i−1,
de base Si = {α1, . . . , αi−1, αi+1, . . . , αn−1}. Don WA(µ) = σWA(µi)σ
−1 =WA(σ(Ri)) admet pour
base de raines simples
S(µ) = {αj1,j2 , . . . , αji−1,ji , αji+1,ji+2, . . . , αjn−1,jn}.
On notera ℓµ la longueur sur WA(µ) assoiée à S(µ).
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3.2. Restrition à E1(γ˜). Rappelons (voir 1.6) que si M ∈ HB-mod et w ∈ WA,
wM est le
HB-module tordu par l'ation de Int(w).
Proposition 3.2. Soit w ∈ WA. On suppose que µ(k˜α) = 0 pour tout α ∈ R(w
−1). Alors l'appli-
ation φ : M(w
−1
γ˜) → wM(γ˜), donnée par φ(tg ⊗ vw−1γ˜) = twgw−1 ⊗ vγ˜ pour tout g ∈ WA, est un
isomorphisme de HB-modules.
Démonstration. Comme l'espae vetoriel M(γ˜) = wM(γ˜) admet pour base {tg ⊗ vγ˜ = tw−1gw  (1⊗
vγ˜ , g ∈ W}, le veteur 1 ⊗ vγ˜ engendre
wM(γ˜). Dans wM(γ˜) le groupe T agit sur 1 ⊗ vγ˜ par le
aratère
w−1µ ; de plus, pour tout ζ ∈ V , il vient en utilisant le Lemme 1.4 :
ζ  1⊗ vγ˜ = twζtw−1 .1⊗ vγ˜ =
(
w(ζ) +
∑
α∈R(w−1)
< α∨, w(ζ) > tsα k˜α
)
.1⊗ vγ˜ =
w−1γ(ζ).1⊗ vγ˜
puisque k˜α.1 ⊗ vγ˜ = µ(k˜α).1 ⊗ vγ˜ = 0 pour tout α ∈ R(w−1). Don 1 ⊗ vγ˜ est de poids w
−1
γ˜ dans
wM(γ˜). Par la propriété universelle de l'indution, il existe un unique HB-morphisme surjetif φ de
M(w
−1
γ˜) dans wM(γ˜), qui envoie 1⊗ vw−1γ˜ sur 1⊗ vγ˜ . Ces deux modules étant de dimension |WA|,
φ est bijetif. Enn, pour tout g ∈WA on a
φ(tg ⊗ vw−1γ˜) = φ(tg.(1⊗ vw−1γ˜)) = tg  φ(1⊗ vw−1γ˜) = twgw−1 .(1⊗ vγ˜) = twgw−1 ⊗ vγ˜ ,
e qui démontre la proposition. 
Corollaire 3.3. (1) On a µ(k˜α) = 0 pour tout α ∈ R(σ) et l'appliation φ : M(
σγ˜) → σ
−1
M(γ˜)
donnée par φ(tg ⊗ vσγ˜) = tσ−1gσ ⊗ vγ˜, pour tout g ∈WA, est un isomorphisme de HB-modules.
(2) Il existe un isomorphisme
σφ :M(σγ˜) ∼−−→M(γ˜)
tel que
σφ(tg ⊗ vσγ˜) = tgσ ⊗ vγ˜ .
Démonstration. (1) Par (3.1) on sait que toute raine α ∈ R(σ) s'érit αjq,jp ave 1 ≤ p ≤ i < q ≤ n.
Par onséquent µ(k˜α) = 1 + µ(tjp)µ(tjq) = 0. Il sut don d'appliquer la proposition préédente à
w = σ−1.
(2) La Proposition 2.3 fournit un isomorphisme de
σ−1M(γ˜) surM(γ˜) qui envoie tu⊗vγ˜ sur tσu⊗vγ˜ ;
en le omposant ave φ on obtient l'isomorphisme σφ voulu. 
Le (2) du Corollaire 3.3 montre que l'étude du moduleM(γ˜) est équivalente à elle deM(σγ˜). Nous
verrons que E1(γ˜) hérite d'une struture de HB(µ)-module déterminant elle de M(γ˜) (f. Propo-
sition 3.10) ; il est don naturel de omparer les modules E1(γ˜) et E1(
σγ˜), e que nous ferons au
Théorème 3.5.
Observons que, puisque WA(
σµ) = σWA(µ)σ
−1
, l'appliation φ du Corollaire 3.3 donne un iso-
morphisme d'espaes vetoriels
φ : E1(
σγ˜)→ E1(γ˜).
Lemme 3.4. La restrition de ψ à HB(µ) munit E1(γ˜) d'une struture de HB(µ)-module.
Démonstration. L'espae E1(γ˜) est évidemment stable sous l'ation de T et de WA(µ). Il reste don
à montrer qu'il est stable sous l'ation de V ; puisque les éléments de V et T ommutent dans HB,
ei résulte du fait que E1(γ˜) est la omposante isotypique de type µ du T -module M(γ˜). An
d'expliquer le rle que va jouer l'algèbre de Heke graduée Hgr(µi) au  3.3 nous donnons i-dessous
une autre preuve de e fait.
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Soient ζ ∈ V , w ∈ WA(µ), et montrons par réurrene sur ℓµ(w) que ζ.tw ⊗ vγ˜ ∈ E1(γ˜). En
hoisissant une déomposition réduite de w dans WA(µ) on peut érire w = sjl,jl+1u ave l ∈
{1, . . . , n} r {i} et u ∈ WA(µ) tel que ℓµ(u) < ℓµ(w). Par dénition des entiers jr on a, pour
tout j ∈ {jl + 1, . . . , jl+1 − 1}, µ(tj) = −µ(tjl) = −µ(tjl+1). Don µ(k˜jl,j) = µ(k˜j,jl+1) = 0 et
µ(k˜jl,jl+1) = 2k. Comme µ(k˜u−1(i),u−1(j)) =
uµ(k˜i,j) = µ(k˜i,j) et que vγ˜ est de poids µ, le Lemme 1.4
appliqué à sp,q = sjl,jl+1 fournit :
ζ.tw ⊗ vγ˜ = tsp,q .(sp,q(ζ).tu ⊗ vγ˜)− 2k < α
∨
p,q, ζ > tu ⊗ vγ˜ .
Par réurrene on a sp,q(ζ).tu ⊗ vγ˜ ∈ E1(γ˜), d'où ζ.tw ⊗ vγ˜ ∈ E1(γ˜). 
En appliquant le Lemme 3.4 ave
σγ˜ à la plae de γ˜, on obtient que E1(
σγ˜) hérite naturellement
(via ψ) d'une struture de HB(
σµ)-module. Nous allons maintenant transporter ette struture à
E1(γ˜) grâe à l'isomorphisme (d'espaes vetoriels) φ obtenu i-dessus.
Théorème 3.5. (1) Il existe un morphisme d'algèbres
ρ : HB(
σµ)→ EndE1(γ˜)
déni par ρ(ξ) = ψ(σ−1(ξ)), ρ(tw) = ψ(tσ−1wσ), pour ξ ∈ V , w ∈ T ⋊ WA(
σµ), qui donne une
struture de HB(
σµ)-module sur l'espae vetoriel E1(γ˜). Pour ette struture, notée E
σ
1 (γ˜), on a un
isomorphisme de HB(
σµ)-modules
ϕ : E1(
σγ˜) ∼−→Eσ1 (γ˜)
donné par ϕ(tg ⊗ vσγ˜) = tσ−1gσ ⊗ vγ˜ , pour tout g ∈WA(
σµ).
(2) Un sous-espae N ⊂ E1(γ˜) est un sous-HB(µ)-module si et seulement si 'est un sous-HB(
σµ)-
module de Eσ1 (γ˜).
Démonstration. (1) Nous allons montrer que le morphisme ρ herhé n'est autre que ψ ◦ Int(σ−1)
restreint à HB(
σµ). Observons tout d'abord que, par dénition, ψ(Int(σ−1)(tw)) = ψ(tσ−1wσ) ∈
EndE1(γ˜) pour tout w ∈ T ⋊WA(
σµ). Il sut don de vérier que ψ(Int(σ−1)(ξ)) = ψ(σ−1(ξ))
sur E1(γ˜) pour tout ξ ∈ V . Pour e faire, alulons ψ(Int(σ
−1)(ξ)) = ψ(t−1σ ξtσ) sur un élement
v ∈ E1(γ˜). Comme dans la preuve de la Proposition 3.2 on obtient :
t−1σ ζtσ.v =
(
σ−1(ζ) +
∑
α∈R(σ)
< α∨, σ−1(ζ) > tsα k˜α
)
.v = σ−1(ζ).v
puisque k˜α.v = µ(k˜α).v = 0 pour tout α ∈ R(σ) par le Corollaire 3.3 (on rappelle que CT opère par
µ sur E1(γ˜)).
Il est lair que ϕ est la bijetion linéaire φ : E1(
σγ˜) → E1(γ˜) préédente. Il reste alors à vérier
que φ(a.y) = ρ(a)(φ(y)) pour tous a ∈ HB(
σµ), y ∈ E1(
σγ˜). Mais, par le Corollaire 3.3, on a
φ(a.y) = a  φ(y) = ψ(Int(σ−1)(a))(y) = ρ(a)(y).
(2) Observons que N est un sous-HB(µ)-module de E1(γ˜) si, et seulement si, {ξ.N ⊂ N, tw.N ⊂ N}
pour tous ξ ∈ V , w ∈ T ⋊WA(µ). Cei équivaut à {σ
−1(ξ).N ⊂ N, tσ−1(σwσ−1)σ.N ⊂ N}. Compte
tenu de (1), ette ondition s'érit enore {ρ(ξ)(N) ⊂ N, ρ(tw′)(N) ⊂ N} pour tous ξ ∈ V ,
w′ ∈ T ⋊WA(σµ) (puisque T ⋊WA(σµ) = σ(T ⋊WA(µ))σ−1), e qui signie que N est un sous-
HB(
σµ)-module de Eσ1 (γ˜). 
Corollaire 3.6. On adopte les notations de 1.6 et du Théorème 3.5. Alors :
LHB(µ)(E1(γ˜))
∼= LHB(σµ)(E1(
σγ˜)), lgHB(µ) E1(γ˜) = lgHB(σµ)E1(
σγ˜).
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Démonstration. Par le (2) du Théorème 3.5 on sait que LHB(µ)(E1(γ˜)) = LHB(σµ)(E
σ
1 (γ˜)), et par le
(1) du même théorème on obtient LHB(σµ)(E1(
σγ˜)) ∼= LHB(σµ)(E
σ
1 (γ˜)). D'où le orollaire. 
3.3. Cas µ = µi. On suppose dans ette setion que ν˜ ∈ A est de la forme ν⊗µi. On note Hgr (µi)
l'algèbre de Heke graduée assoiée au système de raines Ri de V et à la multipliité c = 2k. Pour
ν ∈ V ∗
C
, Mi(ν) désignera le module de la série prinipale sur Hgr (µi) assoié à ν (noté M(ν) en 1.1).
Soit I = Ker(µi) l'idéal de CT engendré par les x − µi(x), x ∈ T . Comme les éléments de V
ommutent à eux de T , l'idéal à gauhe HB(µi)I est bilatère ; on peut don dénir l'algèbre quotient
HB(µi) = HB(µi)⊗CT (CT/I) = HB(µi)/HB(µi)I.
Le groupe WA(µi) étant engendré par les réexions simples sαp , αp ∈ Si, il résulte de (1.1) et de
(PBW3) que HB(µi) = S(VC) ⊗ CWA(µi) ⊗ CT . Puisque CT/I est un T -module de dimension 1
(de aratère µi), on a un isomorphisme de S(VC)-modules HB(µi) ≃ S(VC)⊗ CWA(µi).
Remarquons que pour tout j 6= i on a µi(tj) = µi(tj+1), don µi(k˜j) = 2k. Les relations de
dénition de HB appliquées aux αj ∈ Si fournissent alors dans HB(µi) :
tsαj ζ = sαj (ζ)tsαj − 2k < α
∨
j , ζ >,
pour tout ζ ∈ V . Ces relations oïnident ave elles dénissant l'algèbre de Heke graduée Hgr (µi).
On en déduit un morphisme surjetif d'algèbres
F : Hgr (µi)→ HB(µi)
déni par F (ζ) = ζ (mod HB(µi)I) et F (tw) = tw (mod HB(µi)I) pour ζ ∈ V , w ∈ WA(µi).
Puisque Hgr (µi) et HB(µi) sont isomorphes à S(VC) ⊗ CWA(µi) omme S(VC)-modules, F est un
isomorphisme.
Observons que pour tout ν˜ = ν ⊗ µi ∈ A, T opère sur le HB(µi)-module E1(ν˜) par le aratère
µi, don E1(ν˜) peut être onsidéré omme un HB(µi)-module.
Lemme 3.7. L'appliation f :Mi(ν)→ E1(ν˜) dénie par f(tw⊗vν) = tw⊗vν˜ est un isomorphisme
qui entrelae, via F , les ations de Hgr (µi) et HB(µi).
Démonstration. Grâe à l'isomorphisme F , E1(ν˜) hérite d'une struture de Hgr (µi)-module pour
laquelle il est engendré par le veteur 1⊗ vν˜ , qui est de poids ν sous l'ation de S(VC). La propriété
universelle de Mi(ν) assure don l'existene et la surjetivité de l'opérateur d'entrelaement f .
Comme E1(ν˜) et Mi(ν) sont de dimension |WA(µi)|, f est bijetive. 
On peut ainsi identier le Hgr (µi)-module Mi(ν) et le HB(µi)-module E1(ν˜), il en résulte en
partiulier que :
(3.2) LHgr (µi)(Mi(ν))
∼= LHB(µi)(E1(ν˜)), lgHgr (µi)Mi(ν) = lgHB(µi)E1(ν˜).
3.4. Critère d'irrédutibilité. Rappelons que σ est tel que σµ = µi. Don en appliquant (3.2) à
ν˜ = σγ˜ = σγ ⊗ µi et en utilisant le Corollaire 3.6 on obtient :
Proposition 3.8. Mêmes notations. On a
LHB(µ)(E1(γ˜))
∼= LHgr (µi)(Mi(
σγ)), lgHB(µ) E1(γ˜) = lgHgr (µi)Mi(
σγ).
En partiulier, E1(γ˜) est un HB(µ)-module simple si et seulement si Mi(
σγ) est un Hgr (µi)-module
simple.
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Rappelons que SR(M) désigne la suite des sous-quotients simples d'un M ∈ R-mod, f. 1.6, et
que par [5, Proposition2.8()℄ :
SHgr (µi)(Mi(
σγ)) = SHgr (µi)(Mi(
xσγ))
pour tout x ∈WA(µi).
Corollaire 3.9. Soit w ∈WA. Alors :
 il existe une bijetion f : SHB(µ)(E1(γ˜)) → SHB(wµ)(E1(
wγ˜)) telle que dim f(Y ) = dimY pour
tout Y ∈ SHB(µ)(E1(γ˜)) ;
 E1(γ˜) est un HB(µ)-module simple si et seulement si E1(
wγ˜) est un HB(
wµ)-module simple.
Démonstration. Il existe ς ∈ WA tel que
ςwµ = µi et l'on peut érire ςw = xσ pour un x ∈
WA(µi). Par la Proposition 3.8 on sait que LHB(µ)(E1(γ˜))
∼= LHgr(µi)(Mi(
σγ)) et LHB(wµ)(E1(
wγ˜)) ∼=
LHgr (µi)(Mi(
ςwγ)), l'existene de f déoule don du rappel préédent. La deuxième assertion est
alors évidente. 
Nous allons maintenant montrer que les treillis ordonnés LHB(M(γ˜)) et LHB(µ)(E1(γ˜)) sont iso-
morphes. Remarquons tout d'abord que (PBW3) et CWA(µ)⊗ CT ⊗ S(VC) ⊂ HB(µ) impliquent
HB = CWA ⊗ CT ⊗ S(VC) =
( s⊕
j=1
twjCWA(µ)
)
⊗ CT ⊗ S(VC) ⊂
s∑
j=1
twjHB(µ).
D'où :
(3.3) HB =
s∑
j=1
twjHB(µ).
Proposition 3.10. Le module M(γ˜) s'identie à HB⊗HB(µ)E1(γ˜). Les appliations Y → HB⊗HB(µ)
Y et X → X ∩ E1(γ˜) sont des bijetions réiproques de LHB(µ)(E1(γ˜)) sur LHB(M(γ˜)). On a en
partiulier :
lgHB M(γ˜) = lgHB(µ) E1(γ˜).
Démonstration. Soit Y un sous-HB(µ)-module de E1(γ˜). Puisque M(γ˜) =
⊕s
j=1 twj .E1(γ˜), l'équa-
tion (3.3) entraîne que le sous-module de M(γ˜) engendré par Y est (omme sous-espae vetoriel)
égal à
HB.Y =
s∑
j=1
twjHB(µ).Y =
s∑
j=1
twj .Y =
s⊕
j=1
twj .Y.
Il en résulte que l'appliation surjetive anonique
π : HB ⊗HB(µ) Y ։ HB.Y, π(a⊗ y) = a.y,
est un isomorphisme. En eet, supposons u =
∑p
l=1 al⊗ul ∈ Kerπ. Érivons al =
∑s
j=1 twjajl ave
ajl ∈ HB(µ). Il vient π(u) =
∑
j,l twjajl.ul =
∑s
j=1 twj .
(∑p
l=1 ajl.ul
)
= 0 ave
∑p
l=1 ajl.ul ∈ Y .
Don
∑p
l=1 ajl.ul = 0 pour tout j et
u =
∑
j,l twj ⊗ ajl.ul =
∑
j twj ⊗
(∑
l ajl.ul
)
= 0.
Nous pouvons ainsi identier HB ⊗HB(µ) Y et HB.Y . Le fonteur Y → HB ⊗HB(µ) Y fournit don
une appliation injetive (qui préserve les inlusions) de LHB(µ)(E1(γ˜)) dans LHB(M(γ˜)). Pour
démontrer la proposition il nous reste à voir que tout sous-module X de M(γ˜) est de la forme
HB ⊗HB(µ) (X ∩ E1(γ˜)). Soit x ∈ X, que l'on érit x =
∑s
j=1 twj .xj ave xj ∈ E1(γ˜) pour tout j.
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Par la Remarque 3.1 il existe des yi ∈ T tels que la matrie [
wjµ(tyi)]i,j est inversible. Puisque T
opère sur twj .xj par le aratère
wjµ, en appliquant les tyi à x on obtient que twj .xj ∈ CT .x ⊂ X
pour tout j. Il en résulte que xj ∈ X ∩E1(γ˜) et don X =
⊕s
j=1 twj .(X ∩E1(γ˜)), omme voulu. 
Observons que la proposition préédente assure queM(γ˜) est simple si et seulement si E1(γ˜) l'est.
Nous pouvons maintenant en déduire un ritère d'irrédutibilité pour les modules M(γ˜). Rappelons
que γ˜ = γ ⊗ µ ∈ A et que σ ∈ WA est a été introduit en 3.1 de sorte que µi =
σµ. Comme dans [5,
Theorem 2.10℄ on pose pour tout ν ∈ V ∗
C
:
Pi(ν) = {α ∈ R
+
i : ν(α) = ±2k}.
Théorème 3.11. Les assertions suivantes sont équivalentes :
(i) M(γ˜) est un HB-module simple ;
(ii) M(wγ˜) est un HB-module simple pour tout w ∈WA ;
(iii) Pi(
σγ) = ∅.
Démonstration. Par [5, Theorem 2.10℄ on sait que le Hgr (µi)-module Mi(
σγ) est simple si et seule-
ment si Pi(
σγ) = ∅. Le théorème déoule don de la ombinaison de la Proposition 3.8, du Corol-
laire 3.9 et de la Proposition 3.10 (appliquée à γ˜ et wγ˜). 
4. Appliation à un système de raines de type Dn
On dénit dans ette setion une sous-algèbre HD de HB dont l'étude des représentations se
déduit du travail préédent. Elle peut se réaliser dans l'algèbre de Cherednik rationnelle de type
Dn : ette sous-algèbre est isomorphe à l'algèbre D de l'introdution pour un système de raines de
type Dn.
4.1. L'algèbre HD. Rappelons que le système de raines RB ontient le système de raines RD
suivant, de type Dn et de base SD = {αi = ǫi − ǫi+1, 1 ≤ i ≤ n− 1; ǫn−1 + ǫn} :
RD = {±ǫi ± ǫj : 1 ≤ i, j ≤ n} ⊃ R
+
D = {ǫi ± ǫj : 1 ≤ i < j ≤ n}.
Le groupe de Weyl WD assoié est égal à U ⋊WA, où U est le sous-groupe de T engendré par les
sǫisǫi+1 pour 1 ≤ i ≤ n − 1. Observons que, puisque k 6= 0, on a CU = C[k˜αi : 1 ≤ i ≤ n − 1].
Rappelons que l'automorphisme δ envoie ti sur −ti ; on a don aussi CU = (CT )
δ = {a ∈ CT :
δ(a) = a}. (Dans toute la suite on notera ( )δ l'espae des δ-invariants.)
On pose
HD = H
δ
B = {h ∈ HB : δ(h) = h}.
Comme HB = S(VC)⊗ CWA ⊗ CT (par (PBW3)) et que δ est l'identité sur S(VC) et CWA on a
(PBW4) HD = S(VC)⊗ CWA ⊗ CU.
D'autre part les relations (a), (b), () et l'équation (1.1) du  1.2 montrent que
HD = C〈ξ ∈ V ; w ∈WD〉 = C〈ξ ∈ V ; tsαi , i = 1, . . . , n− 1〉.
Le alul du entre de HD résulte de elui de Z(HB) fait au  1.5, dont on adopte les notations.
Théorème 4.1. On a : Z(HD) = S(VC)
WA ⊗ (CU)WA =
⊕[n
2
]
i=0 S(VC)
WAϑ2i.
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Démonstration. Observons tout d'abord que δ(ϑj) = (−1)
jϑj , don
(CU)WA = CU ∩ (CT )WA = (CT )δ ∩ (CT )WA =
⊕[n
2
]
i=0Cϑ2i.
Soit c ∈ Z(HD), 'est à dire c ∈ HD et [c, V ] = [tsαi , c] = 0 pour i = 1, . . . , n−1. Par le Lemme 1.6 la
ondition [c, V ] = 0 équivaut à c ∈ (S(VC)⊗CT )
δ = S(VC)⊗CU . La preuve du Théorème 1.7 montre
alors que c ∈ Z(HD) si et seulement si c ∈ Z(HB)
δ =
(⊕n
j=0 S(VC)
WAϑj
)δ
=
⊕[n
2
]
i=0 S(VC)
WAϑ2i. 
4.2. Réalisation dans l'algèbre de Cherednik. Rappelons (Théorème 1.3) l'existene de l'iso-
morphisme Φ : HB → DB tel que Φ(ǫj) = Dj = D
B
j et Φ(w) = w pour w ∈ WB . Par restrition Φ
induit don un isomorphisme de HD sur la sous-algèbre
DD = C〈D
B
1 , . . . ,D
B
n ;w ∈WD〉 = C〈D
B
1 , . . . ,D
B
n ;w ∈WA〉.
On peut ainsi réaliser DD omme sous-algèbre de l'algèbre de Cherednik HB(k¯) de type Bn, où
k¯ = (k, kc) omme au  1.3. Notons que les relations de dénition de HB ne font intervenir la
multipliité k¯ que par sa valeur k sur les raines longues. Cei permet de réaliser HD omme
sous-algèbre de l'algèbre de Cherednik rationnelle HD(k) de type Dn. En eet, hoisissons pour
multipliité k¯0 = (k, 0) (i.e. k¯ nulle sur les raines ourtes). L'opérateur de Dunkl T
B
y (k¯0), pour
y ∈ a, est alors
TDy (k) = ∂y +
k
2
∑
α∈RD
<α,y>
α
(1− tsα),
qui est égal à l'opérateur de Dunkl déni par y pour le type Dn. L'algèbre de Cherednik HD(k)
étant engendrée, dans EndC S(a
∗), par les TDy (k), y ∈ a, x ∈ a
∗
et tw, w ∈ WD, s'identie don à
une sous-algèbre de HB(k¯0). Il est lair que l'image Φ(HD) de l'isomorphisme préédent est alors
ontenue dans HD(k) et oïnide ave la sous-algèbre D dénie dans l'introdution.
4.3. Modules de la série prinipale. Notons µ 7→ µ¯ le morphisme (surjetif) de restrition entre
les groupes de aratères T∨ et U∨. Les antéédents de µ¯ ∈ U∨ sont don µ et −µ = sgn⊗µ. On
désigne par WA(µ¯) = {w ∈ WA :
wµ¯ = µ¯} le stabilisateur de µ¯ dans WA. Remarquons que
wµ¯ = wµ
pour tout w ∈W et que WA(µ) ⊂WA(µ¯). On dénit deux sous-algèbres de HD par
HD(µ¯) = C〈V, WA(µ¯), U〉 ⊃ HD(µ) = C〈V, WA(µ), U〉.
Observons que le noyau I¯ du aratère µ¯ engendre un idéal bilatère de HD(µ¯) et que l'on peut ainsi
dénir les algèbres quotients
HD(µ¯) = HD(µ¯)/HD(µ¯)I¯ , HD(µ) = HD(µ)/HD(µ)I¯ .
Fixons µ ∈ T∨ et σ ∈ WA tel que
σµ = µi omme au  3.1. On a don WA(µi) = σWA(µ)σ
−1
et
WA(µ¯i) = σWA(µ¯)σ
−1
. Rappelons que WA(µi) est le groupe de Weyl assoié au système de raines
Ri de type Ai−1 ×An−i−1 de base Si = {α1, . . . , αi−1, αi+1, . . . , αn−1}.
Lemme 4.2. (1) On a WA(µ) 6= WA(µ¯) si et seulement si n = 2m et
σµ = µm. Dans e as
WA(µ¯m) =WA(µm)⋊ 〈w0〉 où w0 est l'élément le plus long de WA.
(2) L'appliation F : Hgr (µi) → HD(µi) dénie par F (ζ) = ζ (mod HD(µi)I¯) et F (tw) = tw
(mod HD(µi)I¯) pour ζ ∈ V , w ∈WA(µi) est un isomorphisme d'algèbres. On a en partiulier :
HD(µi) ≃ HB(µi) ≃ Hgr (µi).
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Démonstration. (1) On a vu queWA(µ) 6=WA(µ¯) équivaut à WA(µi) 6=WA(µ¯i). Soit w ∈WA(µ¯i)r
WA(µi), 'est à dire
wµi = −µi. De
wµi(tj) = µi(tw−1∗j) = −µ(tj) pour tout j on tire que
∑
j µi(tj) =∑
j µi(tw−1∗j) = −
∑
j µi(tj) et don
∑
j µi(tj) = 0. Cette ondition signie lairement que n = 2m
et i = m. Inversement si ette ondition est vériée l'élément w0, qui envoie tj sur tn+1−j , vérie
wµm = −µm et par onséquent w0 ∈ WA(µ¯m)rWA(µm). L'égalité WA(µ¯m) = WA(µm)⋊ 〈w0〉 est
alors triviale.
(2) On proède omme au  3.3. On observe que le groupe WA(µi) est engendré par les réexions
simples sαp , αp ∈ Si, et que par (PBW4) il en résulte HD(µi) = S(VC) ⊗ CWA(µi) ⊗ CU . Puisque
CU/I¯ est de dimension 1 on a un isomorphisme de S(VC)-modules HD(µi) ≃ S(VC) ⊗ CWA(µi).
D'autre part, les relations de dénition de HD appliquées aux αj ∈ Si étant les mêmes que elles
dénissant Hgr (µi), l'appliation F est bien dénie et est un isomorphisme. Le dernier isomorphisme
a été vu au  3.3. 
Notons A¯ = {γ⊗ ν¯ : γ ∈ V ∗
C
, ν¯ ∈ U∨} l'ensemble des morphismes d'algèbres de S(VC)⊗CU vers
C. Un élément w ∈WA opère sur A¯ par
w(γ⊗ ν¯) = wγ⊗ wν¯. Pour un HD-module de dimension nie
M on dénit de même qu'au  2.1 les sous-espaes poids et sous-espaes poids généralisés assoiés
à un élément de A¯. Comme S(VC) ⊗ CU est une sous-algèbre ommutative de HD, M est somme
direte de ses sous-espaes poids généralisés.
Fixons γ¯ = γ⊗ µ¯ ∈ A¯ et dénissons maintenant le HD-module de la série prinipale N(γ¯) assoié.
Si Cvγ¯ est le S(VC)⊗ CU -module de dimension 1 déni par γ¯, on induit e module à HD :
N(γ¯) = HD ⊗S(VC)⊗CU Cvγ¯ .
Ce module admet pour base {tw ⊗ vγ¯ : w ∈WA}, ordonnée omme préédemment. Dans ette base
les éléments de VC
⊕
CU admettent une matrie triangulaire supérieure et les poids de N(γ¯) sont
don les
wγ¯, w ∈WA}. On notera enore ψ : HD → EndCN(γ¯) la représentation dénie par N(γ¯).
L'étude des HD-modules simples se ramène à l'étude des HD-modules de la série prinipale ar
on montre de même que pour HB :
Proposition 4.3. Soit M un HD-module simple et γ¯ ∈ A¯ un poids de M . Alors M est quotient de
N(γ¯). En partiulier tout HD-module simple est de dimension au plus |WA|.
Posons γ˜ = γ⊗µ ∈ A. Similairement à e qui a été fait pour M(γ˜) on peut déomposer N(γ¯) en
omposantes isotypiques sous l'ation de U . Soient w1 = id, . . . , wr des représentants des lasses à
gauhe de WA modulo WA(µ¯) ; posons
Fj(γ¯) =
⊕
w∈WA(µ¯)
Ctwjw ⊗ vγ¯ .
On a alors
N(γ¯) =
r⊕
j=1
Fj(γ¯), Fj(γ¯) = twj .F1(γ¯),
et le groupe U opère sur Fj(γ¯) par le aratère
wjµ¯. Observons aussi que les wjµ¯, j = 1, . . . , r,
forment une famille libre dans le dual (CU)∗ (de même que les wjµ ∈ (CT )∗ de la Remarque 3.1).
Puisque les éléments de S(VC) et U ommutent on obtient omme pour E1(γ˜) (voir Lemme 3.4) :
Lemme 4.4. La restrition de ψ à HD(µ¯) munit F1(γ¯) d'une struture de HD(µ¯)-module.
Comme HD ⊂ HB, le HB-module M(γ˜) est muni par restrition d'une struture de HD-module.
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Proposition 4.5. (1) Le HD-module M(γ˜) s'identie à N(γ¯) par tw ⊗ vγ˜ 7→ tw ⊗ vγ¯ .
(2) Soit w ∈WA ; les HD-modules N(γ¯) et
wN(γ¯) sont isomorphes.
(3) Il existe un isomorphisme
σφ : N(σγ¯) ∼−−→N(γ¯)
tel que
σφ(tg ⊗ vσγ¯) = tgσ ⊗ vγ¯ .
(4) Le module N(γ¯) s'identie à HD ⊗HB(µ¯) F1(γ¯). Les appliations Y → HD ⊗HD(µ¯) Y et X →
X ∩ F1(γ¯) sont des bijetions réiproques de LHD(µ¯)(F1(γ¯)) sur LHD(N(γ¯)).
(5) Le HD-module N(γ¯) est simple si et seulement si le HD(µ¯i)-module F1(
σγ¯) l'est.
Démonstration. (1) De M(γ˜) =
⊕
w∈WA
tw ⊗ vγ˜ on tire que 1 ⊗ vγ˜ engendre M(γ˜) omme HD-
module. D'autre part T opérant sur 1⊗ vγ˜ via le aratère µ, le groupe U agit sur et élément via
µ¯. Don 1⊗ vγ˜ est de poids γ¯ dans le HD-module M(γ˜). La propriété universelle de l'indution et le
fait que dimM(γ˜) = dimN(γ¯) assurent alors de l'existene d'un isomorphisme de N(γ¯) sur M(γ˜)
tel que tw ⊗ vγ¯ 7→ tw ⊗ tγ˜ pour tout w ∈WA.
(2) Il sut d'appliquer la Proposition 2.3 en utilisant l'isomorphisme dérit en (1).
(3) résulte de (1) et du Corollaire 3.3.
(4) La preuve est la même que elle de la Proposition 3.10 en remplaçant HB par HD, T par U ,
WA(µ) par WA(µ¯) et en utilisant l'indépendane linéaire des
wjµ¯, j = 1, . . . , r.
(5) déoule de (3) et (4). 
Remarquons que F1(γ¯) =
⊕
w∈WA(µ¯)
tw ⊗ vγ¯ est un HD(µ¯)-module ontenant le sous-espae⊕
w∈WA(µ)
C tw ⊗ vγ¯ . Ce dernier est un HD(µ)-module qui s'identie (f. Proposition 4.5(1)) au
sous-espae E1(γ˜). Comme ψ(HD(µ)) = ψ(HB(µ)) ⊂ EndCE1(γ˜) (ar es algèbres sont toutes deux
engendrées par ψ(V ) et ψ(WA(µ))) on peut indiéremment onsidérer E1(γ˜) omme un HD(µ) ou
HB(µ)-module.
4.4. Critère d'irrédutibilité de F1(γ¯). Le (5) de la Proposition 4.5 ramène la question de
l'irrédutibilité du module N(γ¯) à elle du HD(µ¯i)-module F1(
σγ¯) ave σγ¯ = σγ ⊗ µi. On suppose
don dans e paragraphe que γ¯ = γ ⊗ µ et γ˜ = γ ⊗ µ¯ ave µ = µi. Rappelons (Lemme 4.2) qu'on a
alors
HD(µ) ≃ HB(µ) ≃ Hgr (µ),
où Hgr(µ) est l'algèbre de Heke graduée Hgr (2k, Si), et que le HB(µ)-module E1(γ˜) s'identie au
Hgr (µ)-module de la série prinipale M(γ) (f. Lemme 3.7).
4.4.1. Le as WA(µ) = WA(µ¯). On a ii HD(µ¯) = HD(µ¯) et don F1(γ¯) = E1(γ˜) omme Hgr(µ)-
module. Par onséquent :
(4.1) F1(γ¯) simple ⇐⇒ E1(γ˜) simple ⇐⇒ M(γ) simple ⇐⇒ Pi(γ) = ∅.
4.4.2. Le as WA(µ) 6= WA(µ¯). Par le Lemme 4.2 on sait que : n = 2m, µ = µm, WA(µ¯) =
WA(µ) ⋊ 〈w0〉 où w0 est le plus grand élément de WA. Le système de raines Rm est de type
Am−1 ×Am−1 et a pour groupe de Weyl Wm =W (Rm) ≃WA(µ) ≃ Sm ×Sm. On note ̟0 le plus
grand élément de Wm ; on a don
̟0(ǫj) = ǫm+1−j , ̟0(ǫm+j) = ǫ2m+1−j
pour j = 1, . . . ,m. Dénissons une involution τ ∈ GL(V ) par
τ(ǫj) = ǫm+j , pour tout j ∈ {1, . . . ,m}.
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Comme τ(αp,q) = αp+m,q+m pour 1 ≤ p < q ≤ m, l'appliation τ permute les éléments de R
+
m et
induit un automorphisme (extérieur), w 7→ τ(w) = τwτ , de Wm qui vérie
< τ(α)∨, τ(ξ) >=< α∨, ξ >, τ(sα) = τsατ = sτ(α),
pour tous α ∈ Rm, ξ ∈ V . Remarquons aussi que l'automorphisme ω0 : w 7→ w0ww0 de Wm s'érit
ω0 = Int(̟0) ◦ τ = τ ◦ Int(̟0).
Assertion 4.6. (1) L'automorphisme ω0 induit un automorphisme involutif de Hgr (2k, Sm) =
Hgr (µ) enore noté ω0 et donné par
ω0(ξ) = w0(ξ) + 2k
∑
α∈R+m
< α∨, w0(ξ) > tsα, ω0(tw) = tω0(w),
pour tous ξ ∈ V et w ∈Wm.
(2) Le module
ω0M(γ) est isomorphe à M(τγ), où τγ ∈ VC
∗
est déni par
τγ(ξ) = γ(τ(ξ)).
Démonstration. (1) Commençons par étendre τ ∈ GL(V ) en un automorphisme involutif de Hgr (µ)
en posant τ(tw) = tτ(w) pour w ∈ Wm. Il sut pour ela de vérier les relations de dénition de
Hgr (2k, Sm) sont respetées, e qui résulte d'un alul faile. Observons ensuite que Int(̟0) : a 7→
t̟0at̟0 est un automorphisme involutif de Hgr (µ) qui est donné par
Int(̟0)(ξ) = ̟0(ξ) + 2k
∑
α∈R+m
< α∨,̟0(ξ) > tsα , Int(̟0)(tw) = t̟0w̟0,
pour tous ξ ∈ V et w ∈Wm (voir le Lemme 1.4). Il reste alors à remarquer que
Int(̟0) ◦ τ = τ ◦ Int(̟0) ∈ Aut(Hgr (µ))
est l'automorphisme ω0 herhé.
(2) La dénition de
ω0M(γ) et l'égalité ω0 = τ ◦ Int(̟0) montrent que e module est isomorphe
à
̟0(τM(γ)). Si l'on prouve que τM(γ) ≃ M(τγ) la Proposition 2.4 donnera alors l'isomorphisme
voulu. Observons que 1 ⊗ vγ ∈
τM(γ) vérie ξ  1 ⊗ vγ =
τγ(ξ).1 ⊗ vγ pour ξ ∈ VC et est don de
poids
τγ. Il en déoule l'existene d'un morphisme surjetifM(τγ)։ τM(γ), qui est un isomorphisme
puisque es deux modules sont de même dimension. 
Dénissons deux sous-algèbres de EndC F1(γ¯) par
H(µ¯) = ψ(HD(µ¯)) ⊃ H(µ) = ψ(HD(µ)).
L'isomorphisme Hgr (µ) ∼−→HD(µ) induit un morphisme surjetif d'algèbres ψ : Hgr (µ) ։ H(µ) tel
que ξ 7→ ψ(ξ) et tw 7→ ψ(tw) pour ξ ∈ V,w ∈ WA(µ). Dans HD l'automorphisme Int(w0) est déni
par Int(w0)(tw) = tw0ww0 et, pour ξ ∈ V ,
Int(w0)(ξ) = w0(ξ) +
∑
α∈R+
D
< α∨, w0(ξ) > tsα k˜α.
Remarquons que ψ(k˜α)|F1(γ¯) = 0 lorsque α /∈ Rm, ar µ¯(tptm+q) = −1 pour 1 ≤ p, q ≤ m, et
ψ(k˜α)|F1(γ¯) = 2k. idF1(γ¯) si α ∈ Rm. Par onséquent Int(w0) donne un automorphisme de H(µ¯),
Int(w0) : a 7→ ψ(tw0)aψ(tw0) vériant
Int(w0)(ψ(ξ)) = ψ(w0(ξ)) + 2k
∑
α∈R+m
< α∨, w0(ξ) > ψ(tsα).
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Il déoule alors de l'Assertion 4.6(1) que ψ : Hgr (µ)։ H(µ) est tel que
ψ(ω0(a)) = Int(w0)(ψ(a)) pour tout a ∈ Hgr (µ).
Comme F1(γ¯) est un H(µ¯)-module, nous pouvons le onsidérer omme un Hgr (µ)-module grâe à
ψ : Hgr(µ)։ H(µ) ⊂ H(µ¯). Nous allons maintenant étudier e Hgr (µ)-module. Via l'identiation
de E1(γ˜) ave
⊕
w∈WA(µ)
Ctw ⊗ vγ¯ on a
F1(γ¯) = E1(γ˜)
⊕
tw0 .E1(γ˜).
Soit a ∈ Hgr (µ) et x ∈ E1(γ˜) ; il vient ψ(a).(tw0 .x) = tw0 .(Int(w0)(ψ(a))). Cei montre que tw0 .E1(γ˜)
est un H(µ)-module isomorphe au module tordu Int(w0)E1(γ˜). Compte tenu de e qui préède, e
dernier module, regardé omme Hgr (µ)-module, est isomorphe à
ω0M(γ). Par l'Assertion 4.6(2) on
a ainsi prouvé :
Assertion 4.7. Le Hgr (µ)-module F1(γ˜) est isomorphe à M(γ)
⊕
M(τγ).
Lorsque M(γ) est simple la nature du HD(µ¯)-module F1(γ¯) résulte de l'assertion qui suit.
Assertion 4.8. Supposons le Hgr (2k, Sm)-module M(γ) irrédutible. Alors, le HD(µ¯)-module F1(γ¯)
n'est pas simple si et seulement si M(γ) ≃M(τγ).
Démonstration. Observons tout d'abord que l'hypothèse et l'Assertion 4.7 assurent que F1(γ¯) est
un Hgr(µ)-module semi-simple de longueur 2, isomorphe à M(γ)
⊕
M(τγ).
Soit V un sous-HD(µ¯)-module de F1(γ¯) non nul et diérent de F1(γ¯). En tant que Hgr (µ)-module
on a par onséquent lg V = 1 et l'on est dans l'un des deux as suivants :
 F1(γ¯) = V
⊕
tw0 .E1(γ˜) et don V ≃M(γ) ;
 F1(γ¯) = V
⊕
E1(γ˜) et don V ≃M(
τγ).
Plaçons nous dans le premier as (le deuxième est similaire). Puisque tw0 .F1(γ¯) = F1(γ¯) et tw0 .V = V
on obtient F1(γ¯) = V
⊕
tw0 .E1(γ˜) et don V ≃ tw0 .E1(γ˜) ≃ M(
τγ) omme Hgr(µ)-module. D'où
M(γ) ≃M(τγ).
Réiproquement supposons M(γ) ≃ M(τγ). On a don E1(γ˜) ≃
Int(w0)E1(γ˜), simple omme
H(µ)-module. Fixons un isomorphisme f : E1(γ˜) ∼−→
Int(w0)E1(γ˜). On peut itérer f dans le C-espae
vetoriel E1(γ˜) ; il vient, pour a ∈H(µ) et x ∈ E1(γ˜) :
f(a  x) = f(Int(w0)(a).x) = Int(w0)(a)  f(x) = Int(w0)
2(a).f(x) = a.f(x).
Don f : Int(w0)E1(γ˜) → E1(γ˜) est H(µ)-linéaire et il en déoule que f
2
est un automorphisme de
E1(γ˜). Par le lemme de Shur f
2 = λ. id pour un λ ∈ C∗. Soit z ∈ C∗ tel que z2 = λ ; quitte à
remplaer f par 1
z
f on peut ainsi supposer que f2 = id. Dénissons maintenant
V = {x+ tw0 .f(x) : x ∈ E1(γ˜)}.
Soit x ∈ E1(γ˜). Pour a ∈ H(µ) il vient a.(x + tw0 .f(x)) = a.x + tw0 Int(w0)(a).f(x) = a.x +
tw0f(a.x) ∈ V . De plus tw0 .(x + tw0 .f(x)) = tw0 .x + f(x) = tw0 .f
2(x) + f(x) ∈ V . Don V est
un sous-HD(µ¯)-module de F1(γ¯). Comme l'appliation x + tw0 .f(x) 7→ x de V sur E1(γ˜) est un
isomorphisme de H(µ)-modules, V est un sous-module propre de F1(γ¯). 
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4.5. Critère d'irrédutibilité de N(γ¯). On retourne au as général : γ¯ = γ⊗ µ¯ ∈ A¯, γ˜ = γ⊗ µ¯ ∈
A. On a xé σ ∈ WA omme au  3.1 tel que
σγ˜ = σγ ⊗ σµ ave σµ = µi pour un i ∈ {1, . . . , n}.
Rappelons que Ri est le sytème de raines de type Ai−1 × An−i−1 assoié, de groupe de Weyl
Wi =W (Ri) ≃ Si ×Sn−i. On sait alors que la ondition Pi(
σγ) = {α ∈ R+i : γ(σ(α)) = ±2k} = ∅
est néessaire et susante pour que M(γ˜) soit irrédutible, ou enore que le Hgr(2k, Si)-module
M(σγ) soit irrédutible, f. Théorème 3.11. Lorsque n = 2m on a noté τ ∈ GL(VC) l'involution telle
que τ(ǫj) = ǫm+j , τ(ǫm+j) = ǫj pour tout j ∈ {1, . . . ,m}.
Le théorème suivant donne un ritère d'irrédutibilité pour N(γ¯).
Théorème 4.9. Ave les notations préédentes :
(a) si WA(µ) =WA(µ¯),
N(γ¯) simple ⇐⇒ Pi(
σγ) = ∅;
(b) si WA(µ) 6=WA(µ¯), alors n = 2m, i = m, et
N(γ¯) simple ⇐⇒ {Pm(
σγ) = ∅ et τγ /∈Wm.
σγ}.
Démonstration. Comme nous l'avons vu au  4.4, l'irrédutibilité de N(γ¯) est équivalente à elle du
HD(µ¯i)-module F1(
σγ¯).
(a) résulte trivialement de (4.1).
(b) Supposons N(γ¯) simple. Le fait que M(γ˜) = N(γ¯) omme HD-module fore la simpliité
de M(γ˜) omme HB-module, i.e. M(
σγ) est un Hgr (2k, Sm)-module simple. Par l'Assertion 4.8 on
obtient que M(σγ) n'est pas isomorphe à M(τγ) ; la Remarque 2.5 assure alors que τγ /∈Wm.
σγ.
La réiproque est similaire : siM(σγ) est simple et τγ /∈Wm.
σγ, la Remarque 2.5 et l'Assertion 4.8
montrent que F1(
σγ¯) est irrédutible. 
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