Abstract. In this paper we introduce the concept of d-dilation (dual) pseudo-splines in L 2 (R) with dilation d ≥ 2, characterize the linear independence of the integer shifts, the subdivision schemes of polynomial reproduction and Hölder regularity for (dual) pseudosplines with general dilation. We present a new method to determine the Hölder regularity of refinable functions with general dialtion d ≥ 2. Furthermore, we compare the regularities between pseudo-splines and dual ones.
Introduction
It is well known that pseudo-splines, which neatly fill the gap between B-splines and orthogonal Daubechies splines (or the interpolatory Dubuc-Deslauriers functions), not only enrich the theory of refinable functions, but also allow to meet various demands for balancing the approximation order, the support size and the regularity in applications. Binary pseudo-splines of type I were introduced in [5] and [18] in order to construct tight framelets of required approximation order. Dong and Shen 9 introduced Binary pseudo-splines of type II to construct symmetric or antisymmetric tight framelets with desired approximation orders. Dyn 10 et al. studied dual subdivision schemes and introduced binary dual pseudo-splines, which is used to construct symmetric orthonormal complex wavelets with arbitrarily linear-phase moments and sum rules in [14] .
The properties such as the regularity, stability, convergence and linear independence were derived for the binary (dual) pseudo-splines; see 6, 8, 9, 17, 19, 20 for example. Moreover, the binary (dual) pseudo-splines were used to constructed wavelet frames (real, complex, symmetric) and shearlets; see 7, 16, 20, 22, 24 for example. Zhuang 24 further introduced the d-refinable pseudo-splines of order (m, 2n − 1) with 2n − 1 < m, n, m ∈ N 0 . He obtained the linear independence of integer shifts of pseudo-splines and provided an algorithm for construction of tight wavelet frames with some interesting properties.
Motivated by [9, 10, 24] , we introduce the general d-refinable (dual) pseudo-splines and discuss their properties such as the independence of integer shifts, polynomial reproduction and regularities in this paper. Let us first introduce some notations and definitions. The where a is a (finitely supported) sequence on Z and satisfies ∑ k∈Z a(k) = d. We say a the refinement mask of ϕ. Considering the Fourier transform of ϕ,
The refinement equation (1.1) can be written aŝ
ϕ(ξ) = a(ξ/d)φ(ξ/d)
where a(ξ) = 1/d ∑ k∈Z a(k)e −ikξ , ξ ∈ R, is the refinable symbol of sequence a. For a refinable function ϕ, its integer shifts are linearly independent if and only if there exists a compactly supported dual refinable function
We say that the integer shifts of f ∈ L 2 (R) are stable if there exits 0 < A ≤ B < ∞ such that for any sequence c ∈ ℓ 2 (Z)
The upper bound of (1.2) always exists for any compactly supported function f ∈ L 2 (R), and the existence of the lower bound is equivalent to
where 0 is the zero sequence in ℓ 2 (Z). It is also known that the integer shifts of a compactly supported function f ∈ L 2 (R) are linearly independent if and only if
Consequently, the linear independence of shifts of compactly supported function f ∈ L 2 (R) induces that the stability of shifts of f .
The pseudo-splines and dual pseudo-splines are defined based on the following two polynomials,
respectively, where n < m ∈ N. By Riesz Lemma there exists polynomial b m,n satisfying |b m,n (z)| 2 = P m,n (sin 2 (ξ/2)). Now we give the basic result of this paper about the general (dual) pseudo-splines as follows. Theorem 1.1. Let d be a dilation factor. For fixed n, m ∈ N with n < m, let P m,n and P m,n be defined as in (1.5) and (1.6), respectively. Define
and The structure of this paper is as follows. In section 2, we obtain some important properties of polynomials P m,n (y) and P m,n (y) and prove the linear independence of (dual) pseudosplines defined by (1.7). In section 3, we concentrate on the polynomial reproduction and generation of subdivision schemes associated with the mask of (dual) pseudo-splines. Moreover, we prove that the subdivision schemes with symbol a m,n (z)( a m,n (z)) can reproduce polynomial up to degree min{2m − 1, 2n + 1}(min{2m, 2n + 2}). In section 4, the regularity of symmetric subdivision schemes with general dilation will be discussed. In the end, different regularity exponents for schemes of (dual) pseudo-splines will be compared.
d-refinable (dual) pseudo-splines and the linear independence
In this section, we shall give the definition of d-refinable pseudo-splines and d-refinable dual pseudo-splines. Throughout this paper we denote
where h(y) is some polynomial functions. It is not difficulty to find that the zeros of h(y) are sin
Note that for fixed integer N > 0,
One obtains
Let P m,n be the nth-degree Taylor polynomial of h(y) −m at x = 0; that is
Similarly, define the nth-degree polynomial P m,n from h(y)
Where the binomials are defined as
. Note that most of the properties of I ϕ are similar to those of II ϕ, we only discuss the pseudo-spline of type II in this paper. For simplicity we redefine the general d-refinable mask of the pseudo-spline (of type II) ϕ m,n with 0 ≤ n ≤ m − 1 as
and the general d-refinable mask of the dual pseudo-splineφ m,n with 0 ≤ n ≤ m − 1 as
respectively. Next, we discuss the stability and linear independence of shifts for the general (dual) pseudo-splines. The linearly independence of shifts were discussed in [24] for a special class of d-refinable pseudo-splines of type II, which is II ϕ m,2k−1 of integer k satisfied 0 ≤ 2k −1 ≤ m − 1. So we just show the linear independence of shifts of ϕ m,n .
It is known that([8, Proposition 2.3]) for a polynomial P (z) = c 0 + c 1 z + · · · + c n z n with real coefficients satisfying c n > c n−1 > · · · > c 0 > 0, all the zeros of P (z) contain in the unit disk {z ∈ C : |z| < 1}. We also need the following lemma, 
Theorem 2.2. The shifts of any dual pseudo-spline are linearly independent.
Proof. It is plain to get the stable of pseudo-splines following by (1.3) and the fact
for all ξ ∈ R, where B 2m denotes the d-refinable B-spline of order 2m. We rewrite the Laurent polynomial P m,n as
Similar to the proof of [24, Lemma 3] , one obtains a contradiction to the fact that all roots of the polynomial ∑ n−1 j=0 2 −j c m,j z j are containing inside the unit disk {z ∈ C : |Z| < 1}.
In the rest of this section, we give some interesting propositions as follows.
Proposition 2.3. For fixed integers d and m, define
and
with the integers h and n satisfying
Proof. For convenience, define
By induction, suppose that (2.7) holds for n − 1. Next we establish (2.7) is true for n. By direct calculation, one obtains
Thus, we obtain the required results.
Proposition 2.4. Let E m,h,n and F m,n be defined as in Proposition 2.3. Define
Furthermore,
Proof. By directly calculating, we have
This together with (2.8) deduces
Note that
We obtain that n m
It is well known that for convex function f (x) defined on [a, b] , the inequality
and the proof is complete.
For P m,n (y) with y = sin 2 (ξ/2), we have
Proposition 2.5. For fixed integers d and m, define
Moreover,
where M d,m is defined as in (2.9).
polynomial reproduction for the d-refinable (dual) pseudo splines
In this section, we shall concentrate on the polynomial reproduction property of subdivision schemes of d-refinable (dual) pseudo splines. Polynomial reproduction of subdivision schemes is different from polynomial generation and their relation are systematically discussed in [3] . A convergent subdivision scheme generates the space of polynomial of degree up to r, if and only if its mask satisfies sum rules of order r + 1, or its symbol is divided by polynomial σ d (z) r+1 . This is the so-called polynomial generation property, which is just a necessary condition of the associated refinable function having approximation order d + 1. A sufficient condition for having approximation order d + 1 is the property of polynomial reproduction, reproducing in the limit of subdivision scheme the same polynomial up to degree of d from which the data is sampled. These properties have been expanded to multivariate scalar subdivision schemes in [2] . The subdivision scheme is the recursive algorithm based on subdivision operator S a ,
Define piecewise linear function f ℓ by attaching the data f ℓ,k to the parameter values t ℓ k
ℓ ∈ N and requiring that the piecewise linear functions with values f ℓ,k (t ℓ k ). The scheme is convergent if it has pointwise limit f = lim ℓ→∞ f ℓ . We will always choose the initial data f 0 (t 0 k ) to be δ k , which denotes Dirac sequence. While the parameter values t ℓ k , k ∈ Z do not affect most properties of the subdivision schemes, e.g. its convergence, smoothness or its support size, it is crucial for polynomial reproduction of degree d ≥ 0. The associated parametrization is determined by a suitable parametric shift τ ∈ R, With this lemma on the hand we can get the polynomial reproduction properties of subdivision schemes with symbolsâ m,n (z) and ã m,n (z).
Theorem 3.2. The primal subdivision schemes with symbolâ m,n (z) reproduce polynomial up to degree min(2m − 1, 2n + 1). The dual subdivision schemes with symbol ã m,n (z)
reproduce polynomial up to degree min(2m, 2n + 1).
Proof. It follows directly from (2.3) thatâ m,n (z) is divisible by (
2m but the rest P n (z) is not, hence the scheme generates polynomial of degree at most 2m − 1. Let
= sin 2 (ξ/2) with z = e −iξ . Notice that P n (δ(z)) be the nth-degree
For the primal subdivision scheme, the parametric shift satisfies τ = 0. Then let Similarly, it is clear that the dual subdivision scheme with symbol ã m,n (z) generates polynomial of degree at most 2m. Note that the parametric shift satisfies τ = −1/2 and
we haveb
Now, we get the desired result from Lemma 3.1 and the fact
Exact regularity of symmetric univariate subdivision schemes and the application
In this section, we are concerned with the exact regularity of symmetric univariate subdivision schemes and applied the result to compare the regularities between different (dual) pseudo-splines. Firstly, let us review some notations and results related to the characterization of regularity of refinable functions.
The Sobolev exponent and the Hölder exponent are two important regularity exponents. The critical Sobolev exponent s 2 (f ) of the scaling function f ∈ L 2 (R) is defined by
and the Hölder exponent α(f ) of a continuous function f is defined by
where C γ denotes the usual Hölder class. It is well known that α(f ) < s 2 (f ) − 1/2. Many researchers were interesting in estimating the Sobolev exponent and the Hölder exponent of the refinable distribution ϕ. Actually s 2 (ϕ) is commonly expressed in terms of the spectral radius of a transfer operator and measured by ℓ 2 -norm joint spectral radius; for more reference, see 1, 12, 13, 21 . As already shown in Remark 1.2, we can derive that ϕ ∈ L 2 (R) by checking s 2 (ϕ) > 0 with (dual) pseudo-splines ϕ. However, the convergence of the subdivision scheme will be studied in (L ∞ , ∥ · ∥ ∞ ), which leads to the characterization ofHölder regularity of the subdivision scheme (3.1) and corresponding refinable functions in the sequel. We say that the subdivision scheme (3.1) has Hölder regularity γ for some real γ ≥ 0, if f ∈ C β for all initial data and for any β < γ, while f ̸ ∈ C β for some initial data and for any β > γ. We suppose, after shifting if necessary, that symmetric finitely supported mask symbol a(z) can be factorized as
Define the associated Laurent polynomial f
Then we have f
One can show that if Noting the relationship between the finite symmetric sequence and its Fourier series, we have the following Lemma 4.1.
11
By (4.4) and Lemma 4.1 it follows that (4.
⌋(⌊x⌋ denotes the biggest integer not greater than x ∈ R) and the vector of coefficients By Proposition 4.2, we can calculate the regularities of schemes defined by (dual) pseudosplines, see Table 1 and Table 2 . Moreover, for (dual) pseudo-splines ϕ, we can obtain ϕ ∈ L 2 (R) by calculating r − log d ρ > 0. Next, we require some pre-requisites. For integers r,r ≥ 0, consider two subdivision schemes defined by the mask symbolŝ 
(ii) γ m,n is increasing with the variable m and
(iii) γ m is increasing with the variable m for d = 2 and
with C :=
Proof. Part (i) follows from Lemma 4.3 and Proposition 2.4. Since P m,n−1 (ξ) ≤ P m,n (ξ) for ξ ∈ [−π, π], Lemma 4.3 implies γ m,n is decreasing with the variable n, then the second inequality can be easy to check. To prove the first inequality we look for a constant C ≥ 1 such that
or equivalently, such that
we have 
Similar to Proposition 2.4, we have
for even integer d ≥ 4. Thus c n ≥ 0 holds for
When d is odd, by Proposition 2.3 and
we have,
This together with (2.12) deduces (4.11)
Similarly, we obtain c n ≥ 0 with
For part (ii), we apply Lemma 4.3 with r = 2m andr = 2m + 2. Since P m,n (ξ) ≤ P m+1,n (ξ) for ξ ∈ [−π, π], the second inequality follows. To prove the first inequality we look for a constant C ≥ 1 such that
(this inequality can be obtained by arithmetic and geometric means inequality), we deduce from the Lemma 4.3 that the first inequality in (ii) holds with C =
. Moreover, γ m,n is increasing with the variable m can be derived by, 
By calculation, we can obtain the desired result.
Case ii, d is odd. Denote
)
By similarly calculating to Case i, one obtains c m ≥ 0 when. Then the conclusion follows.
Basing on Proposition 2.5, we can obtain the following result by applying the same method to prove Theorem 4.4. ) odd(d) .
