This paper contains a survey on a series of papers by the authors, dealing with linear and non linear Kolmogorov-type operators, arising in diffusion theory, probability and finance. Some new results, about existence for Cauchy problems, regularity properties and pointwise estimates of solutions, are also announced.
The Kolmogorov equation and the rank condition
In its simplest form, Kolmogorov's equation can be written as
The second order part in (1.1) is strongly degenerate due to the presence in it of the only term ∂ 2 x 1 . However Kolmogorov constructed already in 1934 an explicit fundamental solution of (1.1) which is a C ∞ function outside the diagonal [24] . This implies that (1.1) is hypoelliptic, i.e. every distributional solution to (1.1) in an open subset Ω of R 3 actually is a C ∞ (Ω) function.
As Hörmander pointed out in the introduction of his celebrated paper on hypoelliptic second order differential equations [22] , the Komogorov method can also be applied to the more general operator
where D = (∂ x 1 , . . . , ∂ x N ) and ·, · denote, respectively, the gradient and the inner product in R N ; A = (a ij ) and B = (b ij ) are N × N constant real matrices, and A is symmetric and non-negative defined. We remark that equation ( For any operator of the type (1.2), we denote, for every t ∈ R, Under condition (1.6), following Kolmogorov's method, Hörmander constructed in [22] , page 148, (see also [25] , Theorems 1 and 4) an explicit fundamental solution for (1.2):
E(t) = exp(−tB
Γ(x, t, ξ, τ ) = Γ(x − E(t − τ )ξ, t − τ ), (1.7) where Γ(x, t) = 0 if t ≤ 0 and
Hereafter we use the notations z = (x, t), ζ = (ξ, τ ), x, ξ ∈ R N , t, τ ∈ R.
It is quite trivial to recognize that Γ(z, ζ) is a C ∞ function outside {(z, ζ) ∈ R N +1 × R N +1 : z = ζ}. Then, under condition (1.6), the operator L in (1.2) is hypoelliptic. It is noteworthy to remark that condition (1.6) can also be expressed in geometric-differential form. Indeed, if we set at any point of R N +1 . In (1.10), Lie (X 1 , . . . , X N , Y ) denotes the Lie algebra generated by X 1 , . . . , X N , Y . For an easy proof of the equivalence of (1.5), (1.6) and (1.10), see Theorem 3 in [25] and Proposition A.1 in [31] . In PDE's theory, rank conditions like (1.10) are today called of Hörmander's type because of the following celebrated result. Consider a second order differential operator
and the a jk are real valued C ∞ functions in an open set Ω ⊆ R n . Hörmander discovered that P is hypoelliptic in Ω if rank Lie (X 1 , . . . , X p , X 0 ) = n, (1.11) at any point of Ω ( [22] , Theorem 1.1). Hörmander's Theorem was extended by Radkevič [45] and by Oleǐnik and Radkevič [35] to general second order operators with smooth coefficients and non-negative characteristic form
(1.12)
If the coefficients a ij , b i , c are real analytic, then the rank condition is also necessary for the hypoellipticity of L (see [15] and [35] , Chap. II, Sec. 8).
Lie group and metric structures related to Kolmogorov operators
Let L be the operator in (1.2) with constant matrices A and B. In [31] it was shown that L is invariant with respect to the left translations of the Lie group G = R N +1 , • with composition law defined by
then, by (1.7), we can write
The Hörmander condition (1.10) implies that, for some basis on R N , the matrices A and B take the following block form
where A 0 is a symmetric non-singular p 0 ×p 0 matrix and the B j 's blocks are p j−1 ×p j matrices of rank p j , j = 1, 2, . . . , r. The p j 's are positive integers such that
and the blocks denoted by * are arbitrary (see [31] , Proposition 2.1).
In the sequel we shall call Kolmogorov operator with constant coefficients any operator of the type (1.2) with the matrices A and B satisfying the above structural conditions. The class of Kolmogorov operators with constant coefficients contains a remarkable subclass of operators which are also invariant with respect to a suitable dilation group. Indeed, there exists a group of dilations (δ λ ) λ>0 such that
4)
if and only if all the * -blocks in (2.3) are zero matrices. In this case
where I p j denotes the p j × p j identity matrix. The proofs of these statements are contained in [27] and [31] (cf. Proposition 2.2).
When the * -blocks in B are zero, the dilations (δ λ ) λ>0 in (2.5) are a group of automorphisms of G. Equipped with them, G becomes a homogeneous group with homogeneous dimension Q + 2, where
(see [26] , page 288, and [31] , Remark 2.1). We shall call homogeneous Kolmogorov operator every Kolmogorov operator whose matrix B has null * -blocks.
It is esay to check that the fundamental solution Γ of a homogeneous Kolmogorov equation is δ λ -homogeneous of degree −Q, i.e.
In this case Γ takes the following simple form:
where C(1) is given by (1.4), with t = 1 and 
is homogeneous. Denoting by Γ and Γ 0 the fundamental solutions with pole at ζ = 0 of L and L 0 respectively, then, for every b > 0 there exists a positive constant a such that
on the level set {z : Γ 0 (z) > b} (see [31] , Theorem 3.1). The operator L 0 is homogeneous and, due to inequalities (2.7), it could be called the principal part of L.
As we already noticed, the fundamental solution of a constant coefficients Kolmogorov operator L is invariant with respect to the left translations on G = (R N +1 , •), and homogeneous of degree −Q with respect to the dilations δ λ (G and δ λ defined in (2.1) and (2.5)). Then, it is quite obvious to expect that the intrinsic geometry underlying L is that one determined by G and δ λ .
Let α 1 , . . . , α N be strictly positive integers such that
and define, for every z ∈ R N +1 \ {0}, z G = where is the unique positive solution to the equation
We agree to let z G = 0 if z = 0. Then
is a δ λ -homogeneous function of degree one, continuous on R N +1 , strictly positive and of class 
Let us denote
ds.
The rank condition (1.6) is equivalent to the following one
at any point of R N +1 . Thanks to a classical theorem of Caratheodory-Razewski-Chow, this condition implies that every point ζ ∈ R N +1 is reachable from an arbitrary given point
. . , Z N and Y are invariant with respect to the left translations on G and δ λ -homogeneous of degree one and two respectively, we have
These properties easily imply that
for a suitable constant a > 0. We want to stress that the composition law (2.1), the dilations (2.5) and the metric d G are determined only by the matrix B, i.e. by the first order part of the operator L. We would like to mention an observation contained in the recent paper [7] .
Remark 2.1 If the * -blocks in B are zero and we define
δ λ := diag(λI p 0 , λ 2 I p 1 , . . . , λ r+1 I pr , λ), λ > 0, then ( δ λ ) λ>0 is
another group of automorphisms of G. Equipped with these dilations, G becomes a homogeneous Carnot group and
is its intrinsic sub-Laplacian (here Y is the first order differential operator defined in (1.9)).
Some motivation for studying Kolmogorov equations
The operator (1.1) in previous section is the lowest dimension version of the following degenerate parabolic operator in
Kolmogorov introduced (3.1) in 1934 in order to describe the probability density of a system with 2n degree of freedom. The 2n-dimensional space is the phase space, (x 1 , . . . , x n ) is the velocity and (x n+1 , . . . , x 2n ) the position of the system. By choosing
where I n and 0 denote respectively the identity and the null n × n matrices, operator (3.1) can be written as in (1.2). We also recall that (3.1) is a prototype for a family of evolution equations arising in the kinetic theory of gases that take the following general form
Here R 2n x −→ u(x, t) ∈ R is the density of particles which have velocity (x 1 , ..., x n ) and position (x n+1 , ..., x 2n ) at time t,
is the so called total derivative of u and J (u) describes some kind of collisions. This last term can take different form, either linear or non linear. For instance, in the usual Fokker-Planck equation, we have
where a ij , a i and a are functions of (x, t); J (u) may also occur in divergence form
We also mention the following non linear collision operator of Fokker-Planck-Landau type
where the coefficients a ij and b i depend on z ∈ R 2n+1 and on the unknown function u through some integral expressions. This operator is studied as a simplified version of the Boltzmann collision operator. For the description of wide classes of stochastic processes and kinetic models leading to equations of the previous type, we refer to the classical monographies [9] , [16] and [10] . Ultraparabolic differential equations with non linear total derivative terms appear when studying convection-diffusion models. We would like to mention the paper by Escobedo, Vázquez and Zuazua [18] in which the following equation is studied
The linearized equation of (3.6)
is different from zero and smooth enough, can be reduced to the form (1.2) with N = n + 2,
We would also like to mention the paper [36] where blow-up phenomena of Fujita type are studied for semilinear equations related to Kolmogorov operators.
In the last decades mathematical models involving linear and non linear Kolmogorov type equations have also appeared in finance [1] , [4] , [5] and [49] . We explicitly mention the equation
which arises in the problem of pricing Asian options. (3.8) can be reduced to the Kolmogorov equation (1.1) by means of an elementary change of variables (see [6] , page 479). Very recently, the nonlinear Kolmogorov type equation
has been proposed in [2] as a mathematical model for utility functional and decision making. When f = 0, (3.9) becomes a particular case of (3.6).
Linear equations with Hölder continuous coefficients
For linear Kolmogorov operators with Hölder continuous coefficients very satisfactory results are present in literature. Weber [48] in 1951, Il'in [23] in 1964 and Sonin [47] in 1967 constructed a fundamental solution for linear Kolmogorov operators. Regularity results of solutions and first boundary value problems were investigated by Genčev [21] ,Šatyro [46] , Eidelman, Ivasyshen and Malytska [17] . The results of these authors have been generalized and improved in a series of papers by Polidoro [40, 41, 42] , Manfredini [33] and Lunardi [32] .
Consider in R N +1 the second order differential operator 
for every (ξ 1 , . . . , ξ p 0 ) ∈ R p 0 and for every z ∈ R N +1 . We also assume the a ij Hölder continuous with exponent α ∈]0, 1[ with respect to the distance d G in (2.8), i.e.
for some constant M . Under these hypotheses, in [40] the following theorem is proved 
We remark that Z(z, ζ) takes the explicit Gaussian type form (1.7)-(1.8), where C(t) is given by (1.4) with A = (α ij ) i,j=1,. ..,N , α ij = a ij (ζ) if 1 ≤ i, j ≤ p 0 and α ij = 0 otherwise. Theorem 4.1, which in particular improves and generalizes the previous results by Weber [48] , Il'in [23] and Sonin [47] , was proved in [40] by adapting the Levi's parametrix method to the Lie group and metric structures related to the matrix B (cf. Section 2).
The Levi's parametrix method also provides a global upper bound for the fundamental solution Γ. It was shown in [40] , Corollary 2.5, that there exists a positive constant λ such that, if Γ + denotes the fundamental solution of the constant coefficients Kolmogorov operator
then, for every T > 0, there exists a positive constant c + = c + (T ) with the property that
If the operator L can be written in divergence form, a lower bound for Γ analogous to (4.6) also holds. This result relies on the local estimates (4.4) of Γ and on a Harnack inequality for non negative solutions to Lu = 0, which is invariant with respect to the translation and dilation groups, related to the matrix B, described in Section 2. To be more specific, let us introduce some notation. Consider the Euclidean cylinder
For every z 0 = (x 0 , t 0 ) ∈ R N +1 and r > 0, we set
and
Then, the following theorem holds (see [40] ).
Theorem 4.2 Let L as in Theorem 4.1 and assume it can be written in divergence form:
Let We would like to precise the meaning of solution to Lu = 0. A continuous function
exists in weak sense and it is a continuous function. Moreover
Remark 4.3 By using the embedding Theorem of Folland [19] , one can see that every solution to Lu = 0 actually is Hölder continuous with respect to the norm · G . [28] , [20] and [31] .
Theorem 4.2 extends some Harnack inequalities for constant coefficients Kolmogorov operators first appeared in
Starting from Theorem 4.2, the following global lower bound estimate is proved (see [42] , Main Theorem).
Theorem 4.4 Let L as in Theorem 4.2. Then there exists a positive constant λ such that, if Γ − denotes the fundamental solution of
then, for every T > 0, there exists a positive constant c − with the property that
We would like again to stress that the functions Γ − and Γ + appearing in (4.6) and (4. 
(ii) u ≥ 0.
Positive solutions to Kolmogorov equations are of special interest since they have the role of distribution functions in several stochastic models. In these contexts, the following representation and Fatou type results contained in the same paper cited above, [41] 
where ϕdx is the absolutely continuous part of µ with respect to the Lebesgue measure.
We want to close this section by briefly recalling the interior Schauder type estimates proved in [33] (see also [32] ). The results of these papers improve and generalizes the previous ones contained in [21] , [46] and [17] .
Let L as in Theorem 4.2 and u a smooth real function defined on a subset Ω of R N +1 . Then, for every bounded open set Ω 1 such that Ω 1 ⊆ Ω, there exists a constant c > 0 such that
Here we use the notations
In [33] , the interior Schauder estimates are also used to study a first boundary value problem for L. We would also like to quote the paper [29] in which a boundary value problem for a class of quasilinear operators of Fokker-Planck type was studied. In [29] the a priori estimates of [33] are used as crucial tools.
Linear equations with non-continuous coefficients
A priori L p estimates and Hölder regularity properties of solutions to Kolmogorov equations with weakly continuous coefficients have been proved in [8] , [34] , [43] and [44] . Let L be the following operator
Suppose the matrix (a ij ) i,j=1,...,p 0 satisfies the positivity condition (4.2) and that the constant matrix B is as in (2.3) with all the * -blocks equal to zero and the B j 's of maximum rank. We also assume the coefficients a ij satisfying the following weak continuity condition
The space of vanishing mean oscillation VMO G is defined as follows. Denote by B r (z 0 ) the d G -ball of center z 0 and radius r:
Here d G stands for the distance defined in (2.8), Section2. We say that u ∈ VMO G if:
where
Here meas(B ) denotes the Lebesgue measure of B : we want to stress that meas(B ) = Q+2 meas(B 1 ).
In [8] and [43] , interior regularity properties of strong solutions to the equation Lu = f in Ω ⊆ R N +1 , with L as in (5.1), were studied. In order to recall those results, we need to introduce some notation. If Ω is an open subset of R N +1 , 1 < q < ∞ and 0
where, as usual, Y = x, BD − ∂ t . The norm in this space is defined by
. When L is as in (5.1), we call strong solution to
a function u ∈ S q,µ (G, Ω) satisfying (5.5) pointwise a.e. in Ω. Then, the following theorem holds (see [43] , Theorems 1.5 and 1.6): 
We stress that the constant c in the provious inequalities depend on the "VMO G continuity moduli" of the coefficients a ij .
Inequality (5.6) in the case µ = 0 was first proved in [8] . The technique used in [8] and [43] is inspired to the one first introduced by Chiarenza, Frasca and Longo [11] for classical elliptic operators in non divergence form. The starting point is a representation formula which, in the present context, takes the following form. Let u ∈ C ∞ 0 (R N +1 ) and i, j = 1, . . . , p 0 . Then
Here Γ(z; ·) denotes the fundamental solution with pole at z of the constant coefficients Kolmogorov operator
The key tools used in [8] and [43] are some deep continuity results for singular integrals, and their commutators with VMO G functions, modelled on the Lie group and metric structures described in Section 2.
The same methods and techniques, suitably adapted, were used in [34] and in [44] in order to prove interior regularity results for weak solutions to the divergence form equation
loc (Ω) such that the weak derivatives ∂ x 1 u, . . . , ∂ xp 0 u, Y u exist and belong to L 2 loc (Ω) and
The main results in [34] and [44] are summarized in the following theorem. 
for every z, ζ ∈ Ω 1 . Here
We want to stress again that the constant c in (5.8) depends on the "VMO G moduli" of the coefficients a ij . The above Hölder estimates for weak solutions to (5.7) have been used in [30] for studying a boundary value problem for the non linear equation
However, the dependence of the constant c in (5.8) on the regularity of the coefficients a ij forces quite restrictive hypotheses on the nonlinearity. In order to remove such restrictions, regularity results for solutions to linear equations with merely measurable a ij 's are needed. For instance, when studying existence problems for non linear Kolmogorov-Fokker-Planck equations as in (3.3) and (3.5), pointwise properties of the weak solutions to (5.9) with a ij ∈ L ∞ loc could be crucial. A first result in such a direction have been very recently proved by the second and the third author. In [38] , they prove the local boundedness of the weak solutions to (5.9) only assuming the uniform positivity condition (4.2) for the matrix (a ij ). The main result in [38] is the following theorem.
for every ξ = (ξ 1 , . . . , ξ p 0 ) ∈ R p 0 and for every z ∈ R N +1 . Let u be a weak solution to
7). The constant c only depends on p, λ and the matrix B.
This theorem is proved in [38] by using an iterative procedure analogous to the one introduced by Moser in the classical elliptic and parabolic cases. As it is well known, the Moser technique is based on a combination of Caccioppoli type estimates with the classical Sobolev inequality. Now, the weak solutions to (5.10) satisfy a Caccioppoli type estimate. However, it only gives L 2 loc bound of the first order derivatives ∂ x j u, j = 1, . . . , p 0 and does not give any information on the others (N − p 0 ) spatial derivatives. Thus, if p 0 < N , this lack of information cannot be restored by the usual Sobolev embedding theorem.
The key idea in [38] is to prove a Sobolev type inequality for non negative sub-and supersolutions to (5.10), good enough to be successfully combined with the previous "weak" Caccioppoli inequality. To be more specific, let us first recall the definition of weak sub-and super-solution to (5.10). We say that a function u ∈ L 2 loc (Ω), Ω open subset of R N +1 , is a weak sub-solution to (5.10) if the weak derivatives ∂ x 1 u, . . . , ∂ x p 0 u, Y u exist, belong to L 2 loc (Ω) and
If −u is a weak sub-solution, we say that u is a weak super-solution. 
The same inequality holds for non-negative super-solutions.
Inequalities (5.11)-(5.12) allow to start up an iterative procedure like to the classical Moser's one and to prove Theorem 5.3.
The main idea in the study of the regularity of the solutions to (6.1) is a modification of the classical freezing method. To be more specific, if h is a Lipschitz continuous function, we consider Lz = ∆ x u + (h(u(z)) + x 1 −x 1 ) ∂ y u − ∂ t u which is a "good" approximation to the left hand side of (6.1). Note that, up to a straightforward change of coordinates, Lz is the Kolmogorov operator (1.2) with N = p 0 + 1 and the matrices A, B as in (3.7) . It has to be noticed that the rank condition (1.10) is satisfied. Then Lz has a fundamental solution which takes the explicit form (1.7)-(1.8). Starting with this remark and by using analysis on Lie groups combined with standard techniques in degenerate parabolic problems, in [39] the following existence and uniqueness theorem is proved: for every (x, y, t), (x , y , t), (x, y, t ) ∈ R p 0 × R × R.
A weaker version of Theorem 6.1 was previously proved in [3] by some probabilistic technique.
Further regularity properties of the solution found in [39] can be obtained under some additional condition. We would like only mention the following optimal regularity result which follows from Theorem 3.1 in [37] . This theorem is an extension of a previous result in [14] and it is proved by using a suitable freezing method introduced by Citti [12] in a different context. Such a method is based on the following remark. Let us define holds everywhere in Ω. In (6.4), [X j , Z] denotes the Lie bracket of X j and Z. Condition (6.4), which is a kind of Hörmander rank condition of step two, in [37] and [14] is the starting point of a bootstrap argument in suitable spaces of Hölder continuous functions. These spaces are modeled on the vector fields X 1 , . . . , X p 0 and Z in (6.3), and depend on the function u. We directly refer to [37] and [14] for more details on such a bootstrap argument which has been used in [12] and [13] to prove the C ∞ smoothness of solutions to a Levi curvature equation.
