Stochastic microlensing is a central tool in probing dark matter on galactic scales. From first principles, we initiate the development of a mathematical theory of stochastic microlensing. Beginning with the random time delay function and associated lensing map, we determine exact expressions for the mean and variance of these transformations. In addition, we derive the probability density function (p.d.f.) of a random point-mass potential, which form the constituent of a stochastic microlens potential. We characterize the exact p.d.f. of a normalized random time delay function at the origin, showing that it is a shifted gamma distribution, which also holds at leading order in the limit of a large number of point masses if the normalized time delay function was at a general point of the lens plane. For the large number of point masses limit, we also prove that the asymptotic p.d.f. of the random lensing map under a specified scaling converges to a bivariate normal distribution. We show analytically that the p.d.f. of the random scaled lensing map at leading order depends on the magnitude of the scaled bending angle due purely to point masses as well as demonstrate explicitly how this radial symmetry is broken at the next order. Interestingly, we found at leading order a formula linking the expectation and variance of the normalized random time delay function to the first Betti number of its domain. We also determine an asymptotic p.d.f. for the random bending angle vector and find an integral expression for the probability of a lens plane point being near a fixed point. Lastly, we show explicitly how the results are affected by location in the lens plane.
(for more on random fields, see Adler and Taylor [19] and references therein). We derive new stochastic results, for a general point in the lens plane, about random time delay functions and lensing maps, which are transformations forming the core of microlensing theory. We determine the exact (as opposed to asymptotic) expectation and variance of both the lensing map and the point mass potential. Using the expected value of the components of the lensing map, we deduce, for a fixed image in the lens plane, the corresponding average position of the point it is mapped to in the light source plane. Furthermore, since point mass potentials form the density components of the time delay function, we use the exact formulas of their first and second moments to derive the asymptotic expectation and variance of the normalized time delay function in the large number of stars limit. We also reveal an interesting topological link, namely, at leading order we show that the expectation and variance of the normalized random microlensing time delay function is related to the first Betti number of the time delay functions's domain.
Continuing our study of the normalized random time delay function, we establish that at the origin its exact p.d.f.
is a shifted gamma distribution, and that this is asymptotically the case for an arbitrary point within the lens plane in the large number of stars limit. In the same limit, we prove that the p.d.f of a scaled lensing map converges to a bivariate Gaussian, with once again consistent asymptotic mean and variance. This analytical work shows that the p.d.f. of the random scaled lensing map at leading order term depends on the square of magnitude of the scaled bending angle due purely to point masses. It also illustrate how this radial symmetry is broken at the next order.
Similarly, we note that the p.d.f. of the random time delay function at the origin depends only on the potential time delay due purely to point masses, a result also holding at leading order for an arbitrary point in the lens plane.
Taking our analysis further, we compute the probability that the image of a given point under the lensing map will be in a given disk in light the source plane, which provides information about the light source position. We deduce from these results the expectation, variance, and asymptotic p.d.f. of the bending angle vector at an arbitrary position in the lens plane. We also use these results to compute the probability that a point in the lens plane will be mapped in a certain neighborhood of "itself" in the light source plane. This study relates to the theory of fixed points, which was studied earlier by Petters and Wicklin [20] in the case of a deterministic lens system. Overall, these first steps lay the foundation in terms of concepts, results, and tools for future analytical work on random time delay functions and lensing mappings, including lensing observables like magnification, arising from more complex stochastic mass distributions. The work can also help as a guide on tractable aspects of the general theory of random mappings.
We state the basic random microlensing framework in Section II. In Section III, we present the results of our study of the random time delay function, obtaining its expectation, variance, exact p.d.f. at the origin, and asymptotic p.d.f.
at an arbitrary lens plane point. A similar presentation of results is done for the random lensing map in Section IV.
In Section V, we apply our results about random lensing maps to random bending angle vectors and fixed points.
The detailed proofs of these results are given in the Appendix.
Finally, the second paper in this program will explore the random shear and expected number of microimages produced by stochastic microlensing.
II. BASIC FRAMEWORK
Consider a microlensing situation where the light source is point-like and located at y in R 2 (the light source plane) and the gravitational lens is a collection of g point masses (stars) that are randomly distributed over a region of the lens plane. This lensing scenario is modeled with the following gravitational lens potential, where all quantities are in dimensionless form (see [21, pp. 79 , 104]):
with x = (x 1 , x 2 ) in the lens plane L = {ξ 1 , . . . , ξ g }.
In a standard stochastic microlensing situation, the light source position y is assumed to be a uniform random vector in R 2 and the star positions ξ j = (U j , V j ) are taken to be independent, identically distributed (i.i.d.) uniform random vectors in a region of the lens plane. The continuous matter density κ c , external shear γ, masses m j , and number of stars g are assumed fixed, unless stated to the contrary. The random lens potential (1) is widely used in studies of stochastic lensing due to stars (see [21, 23] ).
Remark:
The constants m j are scalar multiples of the actual stars' physical masses, but we shall continue to call them masses for simplicity (see [21, p. 102 
]).
A natural next step is to consider a lensing scenario where the masses are distributed isothermally in an elliptical galaxy. This is a work in progress.
Gravitational microlensing of a light source at position y in R 2 causes a change in a light ray's arrival time that is captured analytically by the dimensionless random time delay function given as follows (see [21] , p. 81):
Fermat's Principle of stationary time states (see [21] , p. 67): Light rays from the source at y to the observer are characterized by critical points of the time delay function T y (x), that is, the solutions x in the lens plane L, where
where the gradient ∇ is with respect to the x variable.
The corresponding dimensionless random lensing map η g : L → R 2 , (the lens plane), is defined by (see [21] , p. 81):
The advantage of the lensing map is that solutions x of (3) are equivalent to solutions x of the lens equation (see [21] , p. 81):
which are preimages x of y under the lensing map η g . Solutions x ∈ L of the lens equation are called lensed images.
Microlensing also causes light rays to bend. For a light ray passing through the point x in the lens plane, the bending angle α g (x) at x is given by (see [21] , p. 79):
.
Assumptions and Notation
We shall abide by the following throughout the paper:
Rectangular coordinates (u, v) are assumed in the lens plane L.
All masses are equal, m j ≡ m = 0, for j = 1, · · · , g.
The star positions ξ i = (U i , V i ) are independent and uniformly distributed in the disk B(0, R) of radius R centered at 0, that is,
The quantities R and g are related by the following physical formula for the surface mass density κ * :
Unless otherwise stated assume that κ * is fixed.
Notation: For clarity, the statement
for some constant C > 0.
Notation: log ℓ A = (log A) ℓ .
III. RESULTS ON THE RANDOM TIME DELAY FUNCTION
We can write the time delay function as
where
is the point mass potential.
We define a "normalization" T * g,y of T g,y as follows:
is the normalized point mass potential. Note that this normalization (of the time delay function) does not change the lensing map and relevant physical lensing quantities such as magnification, difference in arrival times between two images, etc.
A. Exact Moments and Probability Density Functions
The first and second moments of a random point mass potential are given by: Proposition 1. Let x ∈ B(0, R) and y ∈ R 2 (the light source plane). Then
rf (r, |x|)(log r)dr, and
where f (r, |x|) = Arccos
for non-zero x, and f (r, 0) = 0.
Proof: See Appendix.
Both integrals in the above proposition are finite (and can be computed numerically). Hence, the expectation of
and its variance
are also finite. Instead of pursuing exact expressions for the mean and the variance of T * g,y (x) for general x ∈ B (0, R),
we take an asymptotic approach:
Corollary 2. Let x ∈ B(0, R) and y ∈ R 2 (the light source plane). In the large g limit, we have
and
Corollary 2 shows an interesting link that has a "stochastic Morse theoretic" flavor, namely, at leading order,
where 
is given by:
It then follows that the
At the origin, we obtain the exact p.d.f. for the random time delay function:
Corollary 4. The random variable T * g,y (0) has a shifted gamma distribution with density
where c = |y| 2 /2.
Proof: From Proposition 3, we know that W * g,j (0) is an exponential random variable with parameter 2/m. By inde-
A direct calculation using the result of Corollary 4 shows that the exact expectation and variance of the normalized random time delay function at the origin are given respectively as follows: The expression of the p.d.f. f T * g,y (x) for arbitrary x can be derived via convolution and equation (6), but is very cumbersome. As g → ∞ though, the analysis simplifies.
In the large g limit, we have:
2 ).
Theorem 5 shows that, at leading order, the p.d.f. f T * g,y (x) of the normalized time delay function T * g,y (x) is a gamma distribution. Moreover, since
for any x ∈ B(0, R) depends at leading order on the normalized potential time delay due purely to point masses.
IV. RESULTS ON THE RANDOM LENSING MAP
The lensing map η g : L → R 2 is defined by
where L = R 2 − {ξ 1 , . . . , ξ g } is the lens plane. The components of the lensing map are given by
A. Exact Expectation and Variance of the Lensing Map Components
The components η 1,g (x) and η 2,g (x) of the lensing map have the following basic statistics:
, the exact expectations of the components of the lensing map are
Both variables have infinite variance.
Proposition 6 provides statistical information about the position values of the lensing map in the light source plane.
In fact, suppose that an image position x = (x 1 , x 2 ) is given. The proposition gives:
If x = 0, then on average the values of η g (0) are isotropically distributed around the origin in the light source plane.
More generally, we obtain the following:
Case I ("macro-minimum"): 1 − (κ c + κ * ) + γ > 0 and 1 − (κ c + κ * ) − γ > 0. If x lies in a given quadrant of the lens plane, then on average the random lensing map will send x over to the same quadrant in the light source plane.
Case II ("macro-saddle"): 1 − (κ c + κ * ) + γ > 0 and 1 − (κ c + κ * ) − γ < 0. If x lies in quadrant I of the lens plane, then on average the random lensing map will send x over to quadrant IV in the light source plane.
Similarly, we obtain results for the other quadrants.
Case III ("macro-maximum"): 1 − (κ c + κ * ) + γ < 0 and 1 − (κ c + κ * ) − γ < 0. If x lies in given quadrant of the lens plane, then on average the random lensing map will send x over in the light source plane to the quadrant symmetric with respect to the origin (e..g, quadrant I goes to III on average).
B. Asymptotic P.D.F. of the Lensing Map
For the remainder of the paper, we shall assume that
which gives κ * = πm and ignores the known case with g = 1 (single star lens). Also, we suppose that the random lensing map has an absolutely continuous cumulative distribution function. Then:
is given in the large g limit by:
where (h,k) are the possible values of 
For notational simplicity, we usec to represent the possible values of both η 1,g (x) and η 2,g (x).
Observe that the p.d.f. of the scaled lensing map f ηg (x) √ log g depends on x in its leading order term. Furthermore, the fact that
makes applying a standard Central Limit Theorem unwieldy, thus the method of proof presented in the Appendix.
Theorem 7 shows that at leading order, the p.d.f. of the scaled lensing map is bivariate normal and illustrates how at the next order the p.d.f. deviates from normality. Moreover, since
which is the scaled bending angle due purely to stars, the quantity (h −ã 1 )
In other words, the leading factor of the p.d.f. of the scaled lensing map depends on the square of the magnification of the scale bending angle due to stars. This radial symmetry is broken at the next order term since there is a dependence on the individual components of the scaled bending angle.
We now discuss several consequences of Theorem 7.
Corollary 8. As g → ∞ with fixed x ∈ R 2 , we have:
Here "⇒" denotes distributional convergence and (η 1,∞ , η 2,∞ ) is a bivariant normal random vector with independent mean-zero normal random variables as components, each with variance κ 2 * /(2π).
We can readily obtain the p.d.f. of the unscaled lensing map:
with the possible values of the random vector η g (x) written as (h, k). Here σ g and H(g) are as defined in Theorem 7, and
Proof: First, note that the possible values of η g (x) and
We know that
The result then follows directly from equation (9) .
Let us consider the leading function in equation (10), namely,
The function F g,x is actually a p.d.f. for |x| sufficiently small and g ≥ 3. In fact, under the latter, we have F g,x (h, k) ≥ 0 for all (h, k) ∈ R 2 . Moreover, integration-by-parts gives:
Hence, the function F g,x is a p.d.f. on R 2 for |x| sufficiently small and g ≥ 3. Figure 1 depicts the graph of Furthermore, there is enough control in the p.d.f. f ηg (x) to perform the expectation integrals to obtain:
. Let x ∈ L the lens plane. In limit g → ∞, the expectations of the components η 1,g (x), η 2,g (x) of the lensing map are given by
Also, the variances of the lensing map components are infinite:
Proof: This result is obtained from Corollary 9 (see equation (10)) by computing the expected value and the variance of the random vector with density F g,x (h, k).
Corollary 10 shows that the expectation from the asymptotic p.d.f. F g,x is consistent with the findings in Proposition 6. We also have consistency for the variance as g → ∞. Note that in the leading order of Corollary 10 the divergent variance depends on the position x.
Next, observe that given g > 1, the normal leading factor of the p.d.f. f ηg(x) is maximized at
The following explores the probability that η g (x) is located in a neighborhood of the maximum:
∈ L, fix r 0 ∈ R, and let n be a positive integer. The probability that the distance between η g (x) and the point a = (a 1 , a 2 ) is between (n − 1)r 0 and nr 0 , is given in the large g limit by
Notice that the displayed leading terms in equation (11) are independent of the position x, continuous matter density κ c , and external shear γ.
Corollary 11, combined with the lens equation, provides probabilistic information about the angular position of the light source. Indeed, for n = 1 the corollary gives the probability of η g (x) lying in a disk of angular radius r 0 centered at a, while for n ≥ 1 we obtain the probability of η g (x) lying in an annular region between radii (n − 1)r 0 and nr 0 centered at a. For illustration, we compute these probabilities in some specific cases: Table I : Probabilities of a lensing map's value lying in various annuli (second row) and disks (third row).
The second row of Table I shows that the lensing map value η g (x) has a 56% probability of lying inside the disk of angular radius r 0 = 0.1 centered at a, but a 97% probability of lying within radius 2r 0 . The probability of being in the outermost annulus 2 r 0 ≤ |η g (x) − a| ≤ 3 r 0 drops dramatically to 3%.
V. RESULTS OF THE RANDOM BENDING ANGLE AND FIXED POINTS
We now use our study of the lensing map to obtain probabilistic information about the bending angle vector and lensing fixed points.
A. Asymptotic P.D.F. of the Bending Angle
Recall that the bending angle vector α g (x) is given by α g (x) = ∇ψ g (x). Its asymptotic behavior is given below:
f. of the bending angle vector is given in the large g limit by
where (h * , k * ) denotes the possible values of the random vector α g (x) and (a * Proof: By definition, we have α g (x) = x − η g (x) =x + N g (x), wherex = ((−κ c + γ)x 1 , (−κ c − γ)x 2 ). The corollary then follows from properties of independent random variables, Theorem 7, and some of its corollaries.
When x = 0, the second part of Corollary 12 recovers, in leading order, earlier results by Katz, Balbus, and
Paczynski [7] and Schneider, Ehlers, and Falco (see [23] , p. 325). Also note that from the discussion after Theorem 7,
we have that the leading order term depends only on the squared magnitude of the bending angle due purely to point masses, and the next term breaks this radial symmetry.
B. Fixed Points
Lensed images of a light source usually do not appear at the same angular position of the light source. In the case where they do, they are called fixed points, which is a notion introduced in gravitational lensing by Petters and
Wicklin [20] . More precisely, fixed points of the lensing map η g are points x ∈ L such that η g (x) = x or equivalently, points where the bending angle vector vanishes. α g (x) = 0. Since α g is a continuous random vector,
we have P [α g (x) = 0] = 0. Nevertheless, we can study how close η g (x) is to x.
Corollary 13. Let x ∈ B(0, R) ⊂ L and ǫ > 0. The probability that η g (x) is within ǫ from x in the light source plane is given by
We presented first steps in the development of a mathematical theory of stochastic microlensing that focused on the building blocks of the theory, namely, the random time delay function and random lensing map. We derived exact analytical formulas for the expectation and variance of the random time delay function and random lensing map about any point. In the large limit of stars, we found a simple asymptotic expression for the expectation and variance of a normalized time delay function at an arbitrary point. For the same limit, we highlighted an interesting link between the leading order term of the expectation and variance of our normalized random time delay function and the first Betti number of its domain. In addition, the asymptotic p.d.f.s of both the normalized time delay function and the scaled lensing map were characterized in the large number of stars limit: The asymptotic p.d.f. of the former is a shifted gamma density at leading order, while for the latter the p.d.f. is a bivariate Gaussian distribution. The p.d.f.
of the random scaled lensing map is also shown to depend on the magnitude of the scaled bending angle due purely to point masses at leading order and we illustrated explicitly how this radial symmetry fails at the next order. We also derived the asymptotic p.d.f. of the random bending angle vector and gave an estimate of the probability of a lens plane point being close to a fixed point. Overall, the paper determined and illustrated new analytical results about the microlensing behavior of random time delay functions and random lensing maps about an arbitrary point of the lens plane.
In Paper II of this series, we shall explore the microlensing random shear and expected number of microimages.
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APPENDIX A: PROOFS-THE RANDOM TIME DELAY FUNCTION Proposition 1. Let x ∈ B(0, R) and y ∈ R 2 (the light source plane). Then
for non-zero x, and f (r, 0) = 0. We have
Proof of Proposition 1:
For x = 0, the result follows. Suppose x = 0. Then
rf (r, |x|)(log r)dr, which gives the mean. The second moment is obtained similarly.
Proof of Corollary 2:
rf (r, |x|)(log r)dr . r(log r)dr for sufficiently large R → 2πR log R,
The first result then follows using the relation κ * = mg/R 2 . For the second:
This completes the proof.
It then follows that the p.d.f. of W * g,j (x) is:
Proof of Proposition 3: Given x ∈ B(0, R), consider the point mass potential
(see [22] for the derivation of the middle entry). Thus, the function P (W g,j (x) < h) is piecewise smooth in h, and therefore, for almost all h we obtain:
which yields (5) and (6) .
In the large g limit, we have: . It follows that:
Proof of Theorem 5:
where we used the following facts:
Therefore,
where the expansion series (sums of terms of order less than g 1/2 ) is the sums of terms of the form g q × t n with q ∈ Q ∩ (−∞, −1/2) and n ∈ N.
By Proposition 3, the distribution function of T * g,y (x) is absolutely continuous. Therefore, using Inverse Fourier transform, we obtain
We can now use the following fact to complete the proof:
where c > 0 and X is a real-valued random variable. 
Both variables have infinite variance.
Proof of Proposition 6: Let x = (x 1 , x 2 ) ∈ B(0, R) ∩ L and y ∈ R 2 . Let f (r, |x|) be defined as in the statement of Proposition 1 and employ the coordinates (u ′ , v ′ ) and (u ′′ , v ′′ ) defined at the start of the proof of that proposition.
If x = 0, the result follows. For x = 0, we have:
Next, we establish only the divergence of the variance of η 1,g (x) since the proof for the case of η 2,g (x) is similar:
is given in the large g limit by: 
Proof of Theorem 7:
The scaled lensing map can be written as:
The possible values of the random vector ηg (x) √ log g will be written (h,k), while those of
will be denoted by (h,k).
We begin by determining the asymptotic p.d.f. of
. The joint characteristic function
where J 0 is the zeroth Bessel function.
Adding and subtracting
rdr to the first term in (B2) yields:
log(B 2 g) + log log g g log g
where B = and we used κ * = πm.
For the second integral in (B2), we get: 
where E(t 1 , t 2 ) = t 1 cos ω + t 2 sin ω with ω as defined in the proof Proposition 6 and κ * = πm. 
The term remainder term in equation (B5) is a sum of term of the form p(g) × q(t 1 , t 2 ) where p(g) has order 1/ log g or less and q(t 1 , t 2 ) is independent of g and integrable. We can, therefore, take the Inverse Fourier transform (I.F.T.) of (B5) to obtain the joint p.d.f of 2π(σ g / √ log g)) 2 .
For the second term in (B5), we obtain 1 (2π) 2 The sums gives 1 (2π) 2 Here "⇒" denotes distributional convergence and (η 1,∞ , η 2,∞ ) is bivariant normal random vector with independent mean-zero normal random variables as components, each with variance κ 2 * /(2π).
Proof of Corollary 8:
This result follows directly from equation (B5) in the proof of Theorem 7.
Corollary 11. Let x = (x 1 , x 2 ) ∈ L, fix r 0 ∈ R, and let n be a positive integer. The probability that the distance between η g (x) and the point a = (a 1 , a 2 ) is between (n − 1)r 0 and nr 0 , is given in the large g limit by 
