The nested error regression model is a useful tool for analyzing clustered (grouped) data, and is especially used in small area estimation. The classical nested error regression model assumes normality of random effects and error terms, and homoscedastic variances. However, these assumptions are often violated in real applications and more flexible models are required. This article proposes a nested error regression model with heteroscedastic variances, where the normality for the underlying distributions is not assumed. We propose the structure of heteroscedastic variances by using some specified variance functions and some covariates with unknown parameters. Under the setting, we construct the moment-type estimators of model parameters and some asymptotic properties including asymptotic biases and variances are derived. For predicting linear quantities including random effects, we suggest the empirical best linear unbiased predictors and the secondorder unbiased estimators of mean squared errors are derived in the closed form. We investigate the proposed method with simulation and empirical studies.
Introduction
Linear mixed models and the model-based estimators including empirical Bayes (EB) estimator or empirical best linear unbiased predictor (EBLUP) have been studied quite extensively in the literature from both theoretical and applied points of view. Of these, the small area estimation (SAE) is an important application, and methods for SAE have received much attention in recent years due to growing demand for reliable small area estimates. For a good review on this topic, see Ghosh and Rao (1994) , Rao and Molina (2015) , Datta and Ghosh (2012) and Pfeffermann (2014) . The linear mixed models used for SAE are the Fay-Herriot model suggested by Fay and Herriot (1979) for area-level data and the nested error regression (NER) models given in Battese, Harter and Fuller (1988) for unit-level data. Especially, the NER model has been used in application of not only SAE but also biological experiments and econometric analysis. In the NER model, a cluster-specific variation is added to explain the correlation among observations within clusters besides the noise, which allow the analysis to 'borrow strength' from other clusters. The resulting estimators, such as EB or EBLUP, for small-cluster means or subject-specific values provide reliable estimates with higher precisions than direct estimates like sample means.
In the NER model with m small-clusters, let (y i1 , x i1 ), . . . , (y in i , x in i ) be n i individual observations from the i-th cluster for i = 1, . . . , m, where x ij is a p-dimensional known vector of covariates. The normal NER model proposed by Battese, et al. (1998) is given by y ij = x ′ ij β + v i + ε ij , i = 1, . . . , m, j = 1, . . . , n i , where v i and ε ij denote the random effect and samping error, respectively, and they are mutually independently distributed as v i ∼ N (0, τ 2 ) and ε ij ∼ N (0, σ 2 ). The mean of y ij is x ′ ij β for regression coefficients β, and the variance of y ij is decomposed as Var(y ij ) = τ 2 + σ 2 , which is the same for all the clusters. However, Jiang and Nguyen (2012) illustrated that the within-cluster sample variances change dramatically from cluster to cluster for the data given in Battese, et al. (1988) . Then, Jiang and Nguyen (2012) proposed the heteroscedastic nested error regression (HNER) model with the setup that variance Var(y ij ) is proportional to σ 2 i , namely Var(y ij ) = (λ + 1)σ 2 i . This is equivalent to the assumption that Var(v i ) = λσ 2 i and Var(ε ij ) = σ 2 i . Under this setup, Jiang and Nguyen (2012) assumed normality for v i and ε ij and demonstrated the quite interesting result that the maximum likelihood (ML) estimators of β and λ are consistent for large m, which implies that the resulting EB estimator is asymptotically equivalent to the Bayes estimator. Thorough simulation studies, Jiang and Nguyen (2012) also showed that that the EBLUP from HNER model can improve the prediction accuracy over that from NER model when the data is generated from HNER model. However, there is no consistent estimator for the heteroscedastic variance σ 2 i because of finiteness of n i , and the mean squared error (MSE) of the EBLUP cannot be estimated consistently since it depends on σ 2 i . To fix the inconsistent estimation of σ 2 i , recently, Kubokawa, Sugasawa, Ghosh and Chaudhuri (2016) proposed the hierarchical model such that σ 2 i 's are random variables and σ −2 i has a gamma distribution. The same dispersion structure was used in Maiti, Ren and Sinha (2014) who applied this hierarchical structure to the Fay-Herriot model (Fay and Herriot, 1979 ) with statistics for estimating σ 2 i . Kubokawa, et al. (2016) proposed the ML estimators of model parameters including the shape and scale parameters in dispersion distribution of σ 2 i . They also showed the consistency of the model parameters and constructed the second-order unbiased mean squared errors of MSE by using parametric bootstrap.
While these two HNER models are useful for analyzing unit-level data with heteroscedastic variances, the serious drawback of the two models is that both require normality assumption for random effects and error terms, which are not necessary satisfied in real application. Hence, the purpose of this paper is to address the issue of relaxing assumptions of classical normal NER models toward two directions: heteroscedasticity of variances and non-normality of underlying distributions.
In real data analysis, we often encounter the situation where the sampling variance Var(ε ij ) is affected by the covariate x ij . In such case, the variance function is a useful tool for describing its relationship. Variance function estimation has been studied in the literature in the framework of heteroscedastic nonparametric regression. For example, see Cook and Weisberg (1983) , Hall and Carroll (1989) , Stadtmuller (1987, 1993) and Ruppert, Wand, Holst and Hossjer (1997) . Thus, in this paper, we propose the use of the technique to introduce the heteroscedastic variances into the NER model without assuming normality of underlying distributions. The variance structure we consider is Var(y ij ) = τ 2 +σ 2 ij , namely, the setup means that the sampling error ε ij has heteroscedastic variance Var(ε ij ) = σ 2 ij . Then we suggest the variance function model given by σ 2 ij = σ 2 (z ′ ij γ), where the details are explained in Section 2. In terms of modeling the heteroscedastic variances with covariates, the generalized linear mixed models (Jiang, 2006) are also the useful tool. The small area models using generalized linear mixed models are investigated in Ghosh, Natarajan, Stroud and Carlin (1998). However, the generalized linear mixed model requires strong parametric assumption compared to the heteroscedastic model without assuming underlying distributions proposed in this paper. Hence, the generalized linear mixed model seems still restrictive while it is an attractive method for modelling heteroscedasticity in variances.
In this paper, we propose flexible and tractable HNER models without assuming normality for either v i nor ε ij . The advantage of the proposed model is that the MSE of the EB or EBLUP and its unbiased estimator are derived analytically in closed forms up to second-order without assuming normality for v i and ε ij . Nonparametric approach to SAE has been studied by Jiang, Lahiri and Wan (2002), Hall and Maiti (2006) , Lohr and Rao (2009) and others. Most estimators of the MSE have been given by numerical methods such as Jackknife and bootstrap methods except for Lahiri and Rao (1995) , who provided an analytical second-order unbiased estimator of the MSE in the Fay-Heriot model. Hall and Maiti (2006) developed a moment matching bootstrap method for nonparametric estimation of MSE in nested error regression models. The suggested method is actually convenient but it requires bootstrap replication and has computational burden. In this paper, without assuming the normality, we derive a closed expression for a second-order unbiased estimator of the MSE using second-order biases and variances of estimators of the model parameters. Thus our MSE estimator does not require any resampling method and is convenient in practical use. Also our MSE estimator can be regarded as a generalization of the robust MSE estimator given in Lahiri and Rao (1995) .
The paper is organized as follows: A setup of the proposed HNER model and estimation strategy with asymptotic properties are given in Section 2. In Section 3, we obtain the EBLUP and the secondorder approximation of the MSE. Further, we provide the second-order unbiased estimators of MSE by the analytical calculation. In Section 4, we investigate the performance of the proposed procedures through simulation and empirical studies. All the technical proofs are given in the Appendix.
HNER Models with Variance Functions

Model settings
Suppose that there are m small clusters, and let (y i1 , x i1 ), . . . , (y in i , x in i ) be the pairs of n i observations from the i-th cluster, where x ij is a p-dimensional known vector of covariates. We consider the heteroscedastic nested error regression model
where β is a p-dimensional unknown vector of regression coefficients, and v i and ε ij are mutually independent random variables with mean zero and variances Var(v i ) = τ 2 and Var(ε ij ) = σ 2 ij , which are denoted by
It is noted that no specific distributions are assumed for v i and ε ij . It is assumed that the heteroscedastic variance σ 2 ij of ε ij is given by
where z ij is a q-dimensional known vector given for each cluster, and γ is a q-dimensional unknown vector. The variance function σ 2 (·) is a known (user specified) function whose range is nonnegative. Some examples of the variance function are given below. The model parameters are β, τ 2 and γ, and the total number of the model parameters is p + q + 1.
Then the model (1) is expressed in a vector form as
where 1 n is an n × 1 vector with all elements equal to one, and the covariance matrix of ǫ i is
). It is noted that the inverse of Σ i is expressed as
Then, the matricial form of (1) is written as y = Xβ+v+ǫ, where Var(y) = Σ = block diag(Σ 1 , . . . , Σ m ). Now we give three examples of the variance function
(a) In the case that the dispersion of the sampling error is proportional to the mean, it is reasonable to put z ij = x (s)ij and σ 2 (x ′ (s)ij γ) = (x ′ (s)ij γ) 2 for a sub-vector x (s)ij of the covariate x ij . For identifiability of γ, we restrict γ 1 > 0.
(b) Consider the case that m clusters are decomposed into q homogeneous groups S 1 , . . . , S q with {1, . . . , m} = S 1 ∪ . . . ∪ S q . Then, we put
Note that Var(y ij ) = τ 2 +γ 2 t for i ∈ S t . Thus, the models assumes that the m clusters are divided into known q groups with their variance are equal over the same groups. Jiang and Nguyen (2012) used a similar setting and argued that the unbiased estimator of the heteroscedastic variance is consistent when |S k | → ∞, k = 1, . . . , q as m → ∞, where |S k | denotes the number of elements in S k .
(c) Log linear functions of variance were treated in Cook and Weisberg (1983) and others. That is, log σ 2 ij is a linear function, and σ 2 ij is written as σ 2 (z ′ ij γ) = exp(z ′ ij γ). Similarly to (a), we put z ij = x (s)ij .
For the above two cases (a) and (b), we have σ 2 (x) = x 2 , while the case (c) corresponds to log{σ 2 (x)} = x. In simulation and empirical studies in Section 4, we use the log-linear variance model. As given in the subsequent section, we show consistency and asymptotic expression of estimators for γ as well as β and τ 2 .
Estimation
We here provide estimators of the model parameters β, τ 2 and γ. When values of γ and τ 2 are given, the vector β of regression coefficients is estimated by the generalized least squares (GLS) estimator
This is not a feasible form since γ and τ 2 are unknown. When estimators τ 2 and γ are used for τ 2 and γ, we get the feasible estimator β = β( τ 2 , γ) by replacing τ 2 and γ in β with their estimators. Concerning estimation of τ 2 , we use the second moment of observations y ij 's. From model (1), it is seen that
Based on the ordinary least squares (OLS) estimator β OLS = (X ′ X) −1 X ′ y, a moment estimator of τ 2 is given by
with substituting estimator γ into γ, where N = m i=1 n i . For estimation of γ, we consider the within difference in each cluster. Letȳ i be the sample mean in the i-th cluster, namelyȳ i = n
which dose not include the term of v i . Then it is seen that
which motivates us to estimate γ by solving the following estimating equation given by
It is noted that, in the homoscedastic case with σ 2 (z ′ ij γ) = δ 2 , the estimators of δ 2 and τ 2 reduce to the estimators identical to the Prasad-Rao estimator (Prasad and Rao, 1990) up to the constant factor.
Note that the function given in the left side of (7) does not depend on β and τ 2 and the estimator of τ 2 does not depend on β but on γ. These suggest the simple algorithm for calculating the estimates of the model parameters: We first obtain the estimate γ of γ by solving (7) , and then we get the estimate τ 2 from (6) with γ = γ. Finally we have the GLS estimate β with substituting γ and τ 2 in (4).
Large sample properties
In this section, we provide large sample properties of the estimators given in the previous subsection when the number of clusters m goes to infinity, but n i 's are still bounded. To establish asymptotic results, we assume the following conditions under m → ∞.
Assumption (A)
(A1) There exist bounded values n and n such that n ≤ n i ≤ n for i = 1, . . . , m. The dimensions p and q are bounded, namely p, q = O(1). The number of clusters with one observation, namely n i = 1, is bounded.
(A2) The variance function σ 2 (·) is twice differentiable and its derivatives are denoted by (σ 2 ) (1) (·) and (σ 2 ) (2) (·), respectively.
(A3) The following matrices converge to non-singular matrices:
for a 1 = 1, 2 and a 2 = −1, 0, 1.
(A5) For all i and j, there exist 0 < c 1 , c 1 < ∞ and bounded values c 2 , c 2 such that
on the neighborhood of the true values.
The conditions (A1) and (A3) are the standard assumptions in small area estimation. The condition (A2) is also non-restrictive, and the typical variance functions σ 2 (x) = x 2 and σ 2 (x) = exp x obviously satisfy the assumption. The moment condition (A4) is used for deriving second-order approximation of MSE of the EBLUP discussed in Section 3, and it is satisfied by many continuous distributions, including normal, shifted gamma, Laplace and t-distribution with degrees of freedom larger than 9.
The three examples given in Section 2.1 satisfy the condition (A5).
In what follows, we use the notations
for simplicity. To derive asymptotic approximations of the estimators, we use the following notations in the i-th cluster:
with
Note that
Then we obtain the asymptotically linear expression of the estimators.
with the asymptotically linear expression
where
From Theorem 1, it follows that m 1/2 ( θ − θ) has an asymptotically normal distribution with mean vector 0 and covariance matrix mΩ, where Ω is a (p + q + 1) × (p + q + 1) matrix partitioned as
= 0 when y ij are normally distributed. In such a case, it follows Ω βγ = 0 and Ω βτ = 0, namely β and φ = (γ ′ , τ 2 ) ′ are asymptotically orthogonal. However, since we do not assume the normality for observations y ij 's, β and φ are not necessarily orthogonal.
The asymptotic covariance matrix mΩ or Ω can be easily estimated from samples. For example,
where ψ β i is obtained by replacing unknown parameters θ in ψ β i with estimates θ. It is noted that the accuracy of estimation is given by
from Theorem 1 and Ω = O(m −1 ). The estimator Ω will be used to get the estimators of mean squared errors of predictors in Section 3. We next provide the asymptotic properties of conditional covariance matrix given in the following corollary where the proof is given in the Appendix. 
where c(y i ) is the fourth-order function of y i , so that E|c(
This property is used for estimation and evaluating the mean squared errors of EBLUP discussed in the subsequent section. Moreover, in the evaluation of the mean squared errors of EBLUP and the derivation of its estimators, we need to obtain the conditional and unconditional asymptotic biases of the estimators θ.
Let b
τ (y i ) be the second-order conditional asymptotic biases defined as
In the following theorem, we provide the analytical expressions of b
and
. . , z kn k r ) for r-th element z kjr of z kj , Ω β * a for a ∈ {τ, γ 1 , . . . , γ q } and W i(s) are defined in the proof of Theorem 2, and col{a r } r denotes a q-dimensional vector (a 1 , . . . , a q ) ′ . It is noted that b β , b γ , b τ are of order O(m −1 ). Now we provide the second-order approximation to the conditional asymptotic bias.
where b
, and u 1i and u 2i are given in (8) and (9), respectively.
From the above theorem, we immediately obtain the unconditional asymptotic bias of the estimators θ by taking expectation with respect to y i given in the following Corollary.
Corollary 2. Under Assumption (A), it holds that
where b β , b γ and b τ are given in (12).
Prediction and Risk Evaluation 3.1 Empirical predictor
We now consider the prediction of
, where c i is a known (user specified) vector and v i is the random effect in model (1) . The typical choice of c i is c i =x i which corresponds to the prediction of mean of the i-th cluster. A predictor µ(y i ) of µ i is evaluated in terms of the MSE E[( µ(y i ) − µ i ) 2 ]. In the general forms of µ(y i ), the minimizer (best predictor) of the MSE cannot be obtain without a distributional assumption for v i and ε ij . Thus we focus on the class of linear and unbiased predictors, and the best linear unbiased predictor (BLUP) of µ i in terms of the MSE is given by
This can be simplified as
ih . In the case of homogeneous variances, namely σ 2 ij = δ 2 , it is confirmed that the BLP reduces to Hall and Maiti (2006) . The BLUP is not feasible since it depends on unknown parameters β, γ and τ 2 . Plugging the estimators into µ i , we get the empirical best linear unbiased predictor (EBLUP)
for η
ih . In the subsequent section, we consider the mean squared errors (MSE) of EBLUP (14) without any distributional assumptions for v i and ε ij .
Second-order approximation to MSE
To evaluate uncertainty of EBLUP given by (14), we evaluate the MSE defined as
From the expression of µ i , we have
which leads to
For the second term, however, we cannot obtain an exact expression, so that we derive the approximation up to O(m −1 ). Using the Taylor series expansion, we have
where θ * is on the line between θ and θ. The straightforward calculation shows that
Then each element in ∂ 2 µ i /∂θ∂θ ′ is a linear function of y i . Hence under Assumption (A), using the similar arguments given in Lahiri and Rao (1995), we can show that
where the detailed proof is given in the Appendix, and
which is of order O(m −1 ). All the evaluations of the residual terms appeared in this paper can be done by the similar manner, and detailed proofs will be omitted in what follows. We next evaluate the cross term
. This term vanishes under the normality assumptions for v i and ε ij , but in general, it cannot be neglected. As in the case of R 2i , we obtain an
and using the expansion (16), we obtain
Using the expression of (17) and Corollary 1, the straightforward calculation (whose details are given in the Appendix) shows that
under Assumption (A). Moreover, from Theorem 2, we obtain
and κ v , κ ε are defined as E(v 4 i ) = κ v τ 4 and E(ε 4 ij ) = κ ε σ 4 ij , respectively, and κ = (κ v , κ ε ) ′ . The derivation of the expression of R 31i (φ, κ) is also given in the Appendix. From the expression (20) , it holds that R 31i (φ, κ) = O(m −1 ).
Under the normality assumption of v i and ε ij , we immediately obtain M 1ij = 0 and M 2ij = 0 since κ = (3, 3) ′ . This leads to R 31 = 0, which means that the cross term does not appear in the second-order approximated MSE, that is our result is consistent to the well-known result. Now, we summarize the result for the second-order approximation of the MSE.
Theorem 3. Under Assumption (A), the second-order approximation of the MSE is given by
where R 1i (φ), R 2i (φ) and R 31i (φ, κ) are given in (15), (19) and (20), respectively, and
The approximated MSE given in Theorem 3 depends on unknown parameters. Thus, in the subsequent section, we derive the second-order unbiased estimator of the MSE by the analytical and the matching bootstrap methods.
Analytical estimator of the MSE
We first derive the analytical second-order unbiased estimator of the MSE. From Theorem 3, R 2i (φ) is O(m −1 ), so that it can be estimated by the plug-in estimator R 2i ( φ) with second-order accuracy,
, if a consistent estimator κ is available for κ, this term can be estimated by the plug-in estimator with second-order unbiasedness.
To this end, we construct a consistent estimator of κ using the expression of fourth moment of observations. The straightforward calculation shows that
whereby we can estimate κ ε by
which leads to the estimator of κ v given by
From Theorem 1, it immediately follows that the estimators given in (21) and (22) are consistent. Using these estimators, we can estimate R 31i by R 31i ( φ, κ) with second-order accuracy. Finally, we consider the second-order unbiased estimation of R 1i . The situation is different than before since R 1i = O(1), which means that the plug-in estimator R 1i ( φ) has the second-order bias with O(m −1 ). Thus we need to obtain the second-order bias of R 1i ( φ) and correct them. By the Taylor series expansion, we have
Then, the second-order bias of R 1i ( φ) is expressed as
where Ω φ is the sub-matrix of Ω with respect to φ, and b φ is the second-order bias of φ given in Corollary 2. The straightforward calculation shows that
Therefore, we obtain the expression of the second-order bias given by
from Theorem 1, we propose the bias corrected estimator of R 1i given by
which is second-order unbiased estimator of R 1i , namely
Now, we summarize the result for the second-order unbiased estimator of MSE in the following theorem.
Theorem 4.
Under Assumption (A), the second-order unbiased estimator of MSE i is given by
It is remarked that the proposed estimator of MSE does not require any resampling methods such as bootstrap. This means that the analytical estimator can be easily implemented and has less computational burden compared to bootstrap. Moreover, we do not assume normality of v i and ε ij in the derivation of the MSE estimator as in Lahiri and Rao (1995) . Thus the proposed MSE estimator is expected to have a robustness property, which will be investigated in the simulation studies.
Simulation and Empirical Studies 4.1 Model based simulation
We first compare the performances of EBLUP obtained from the proposed HNER with variance functions (HNERVF) with several existing models in terms of simulated mean squared errors (MSE). We consider the conventional nested error regression (NER) model, heteroscedastic NER model given by Jiang and Nguyen (2012) referred as JN, and the heteroscedastic NER with random dispersions (HNERRD) proposed in Kubokawa, et al. (2016) . In applying the NER model, we use the unbiased estimator for variance components given in Prasad and Rao (1990) to calculate EBLUP. Further, we also consider the following log-link gamma mixed (GM) models as the competitor from the generalized linear mixed models, which also allows heteroscedasticity for the variances as the quadratic function of means. We used glmer function in lme4 package in 'R' to apply the GM model.
In this simulation study, we set m = 20 and n i = 8 in all cases, and we compute the simulated MSE in 10 scenarios denoted by S1, . . . ,S10. The simulated MSE for some area-specific parameter µ i is define as
where R = 5000 is the number of simulation runs, µ (r) i is the predicted value from some models and µ (r) i is the true values in the r-th iteration. In all scenarios, we generate covariates x ij 's from the uniform distribution on (0, 1), which are fixed in simulation runs. From S1 to S3, we consider the heteroscedastic model with area-level heteroscedastic variances given by S1 ∼ S3 :
where σ 2 i = exp(0.8 − z i ) and (β 0 , β 1 , τ ) = (1, 0.5, 1.2). We generate z i 's from uniform distribution on (−1, 1), which are fixed in simulation runs. The scenarios S1, S2 and S3 correspond to the cases where the distributions of both v i and ε ij are normal, t with 6 degrees of freedom, and chi-squared with 5 degrees of freedom, respectively, noting that both t-distribution and chi-squared distribution are scaled and located to meet the specified means and variances. For S4, we consider the homoscedastic model given by S4 :
with (β 0 , β 1 , τ, σ) = (1, 0.5, 1.2, 1.5). In S5 and S6, we use the heteroscedastic model with unit-level heteroscedastic variances given by S5, S6 :
where σ 2 ij = exp(0.8 − z ij ) in S5 and σ 2 ij ∼ Γ(5, 5/ exp(0.8 − z ij )) in S6. For S7 and S8, we consider the mixed model of the form S7, S8 :
where v i ∼ N (0, τ 2 ), ε ij ∼ Γ(3, 3) and (β 0 , β 1 , τ ) = (0.5, 1, 0.3) in S7, and v i ∼ t 6 (0, τ 2 ), ε ij ∼ SLN (1, σ 2 ), and (β 0 , β 1 , τ, σ) = (1.2, 0.6, 0.4, 0.4) in S8, noting that t 6 (a, b) denotes the t-distribution with 6 degrees of freedom with mean a and variance b and SLN (a, b) denotes the scaled log-normal distribution with mean a and variance b. Hence, S7 corresponds to the gamma mixed model with log-link function and S8 corresponds to its misspecified version. Finally, S9 to S10 are the mixed models defined as
with (β 0 , β 1 , τ, σ) = (1, 0.6, 1.5, 0.5), and S10 :
with (β 0 , β 1 , τ, σ) = (1, 0.3, 1.2, 0.5). It is noted that both S9 and S10 are also heteroscedastic model in the sense that Var(y ij ) depends on x ij . Under the 10 scenarios described above, we compute the simulated MSE values of predictors from five methods (HNERVF, HNERRD, NER, JN and GM) in each area. Since we can apply GM only to the data with positive y ij 's, the MSE values of GM model are calculated from S7 to S10. In Table 1 , we show the mean, max and min values of MSE over all areas for each model and scenario. From S1 to S3, it is observed that HNERVF performs better than the other models, and NER model performs worst since the true model is heteroscedastic. In S4, NER model performs best among four models since NER model is the true model and other HNER models are overfitted. It is also interesting to point out that the inefficiency of the prediction of JN is more serious than that of HNERVF and HNERRD. As in S5 and S6, the heteroscedastic variances are unit-level, the amount of improvement of HNERVF over other models gets greater. The scenario S7 corresponds to GM model, so that it is reasonable that MSE of GM is smallest among five models. The scenario S8 is not GM model but it is still close to GM model, in which GM model works well compared to the other models. However, once GM is seriously misspecified as in S9 and S10, GM does not work very much because of its somewhat strong parametric assumption. From S8 to S10, all models are misspecified, but HNERVF model works well compared to other models. Therefore, it is natural that HNERVF performs best when HNERVF is the true model, but even in case that HNERVF is misspecified, HNERVF also works reasonably well owing to its flexible structure of the model. 
Finite sample performances of the MSE estimator
We next investigate the finite sample performances of the MSE estimators given in Theorem 4. To this end, we consider the data generating process given by
with β 0 = 1, β 1 = 0.8, τ = 1.2, γ 0 = 1 and γ 1 = −0.4. Moreover, we equally divided m = 20 areas into 5 groups (G = 1, . . . , 5), so that each group has 4 areas and the areas in the same group has the same sample size n G = G + 3. Following Hall and Maiti (2006), we consider five patterns of distributions of v i and ε ij , that is , M1: v i and ε ij are both normally distributed, M2: v i and ε ij are both scaled t-distribution with degrees of freedom 6, M3: v i and ε ij are both scaled and located χ 5 distribution, M4: v i are ε ij are scaled and located χ 5 and −χ 5 distribution, respectively, and M5: v i are ε ij are both logistic distribution. The simulated values of the MSE are obtained from (24) based on R = 10, 000 simulation runs. Then, based on R = 5, 000 simulation runs, we calculate the relative bias (RB) and coefficient of variation (CV) of MSE estimators given by
is the MSE estimator in the r-th iteration. In Table 2 , we report mean and median values of RB i and CV i in each group. For comparison, results for the naive MSE estimator, without any bias correction, are reported in Table 2 as RBN. The naive MSE estimator is the plug-in estimator of the asymptotic MSE (15), namely it is obtained by replacing τ 2 and γ in formula (15) by τ 2 and γ, respectively. In Table 2 , the relative bias is small, less than 10% in many cases. When the underlying distributions leave from normality, the MSE estimator still provides small relative bias although it has higher coefficient of variation. The naive MSE estimator is more biased than the analytical MSE estimator in all groups and models, so that the bias correction in MSE estimator is successful. 
Real data application
We now apply the HNERVF model together with HNERRD, NER, JN and GM models considered in the simulation study in Section 4.1 to the data which originates from the posted land price (PLP) data along the Keikyu train line in 2001. This train line connects the suburbs in the Kanagawa prefecture to the Tokyo metropolitan area. Those who live in the suburbs in the Kanagawa prefecture take this line to work or study in Tokyo everyday, so that it is expected that the land price depends on the distance from Tokyo. The PLP data are available for 52 stations on the Keikyu train line, and we consider each station as a small area, namely, m = 52. For the i-th station, data of n i land spots are available, where n i varies around 4 and some areas have only one observation. For j = 1, . . . , n i , y ij denotes the scaled value of the PLP (Yen/10,000) for the unit meter squares of the j-th spot, T i is the time to take from the nearby station i to the Tokyo station around 8:30 in the morning, D ij is the value of geographical distance from the spot j to the station i and F AR ij denotes the floor-area ratio, or ratio of building volume to lot area of the spot j. The three covariates F AR ij , T i and D ij are also scaled by 100,10 and 1000, respectively. This data set is treated in Kubokawa, et al. (2016) , where they pointed out that the heteroscedasticity seem to be appropriate from boxplots of some areas and Bartlett test for testing homoscedastic variance. They used the PLP data with log-transformed observations, namely log y ij , but we use y ij in this study since the results are easier to interpret than the results from log y ij . In the left panel of Figure 1 , we show the plot of the pairs (D ij , e ij ), where e ij is OLS residuals defined as
The figure indicates that the residuals are more variable for small D ij than for large D ij , and the variances are exponentially decreasing with respect to D ij . Thus we apply the HNERVF model with the exponential variance function given by
where v i ∼ (0, τ 2 ) and ε ij ∼ (0, exp(γ 0 + γ 1 D ij )). To compare the results, we also apply HNERRD, NER, JN and GM models to the PLP data with the same covariates. In applying NER model, we regard it as the submodel of HNERVF by putting γ 1 = 0 and use the same estimating method with HNERVF. The estimated regression coefficients from five models are given in the Table 3 . We first note that the conditional expectation of the GM model is exp(
while that of other models has the liner form β 0 + F AR ij β 1 + T i β 2 + D ij β 3 + v i . Hence the scale of the estimated coefficients of GM are different from those of other models. However, the signs of estimated coefficients are the same over all models. The resulting signs are intuitively natural since the PLP is expected to be decreasing as the distance between the spot and the nearest station gets large or the nearest station gets distant from Tokyo station. Moreover, in HNERVF model, the estimated value of γ 1 is γ 1 = −1.82, which is consistent to the observation from the left panel of Figure 1 . Using the result of Theorem 1, the asymptotic standard error of γ 1 is 0.492, so that γ 1 seems significant. We here consider to estimate the and price of a spot with floor-area ratio 100% and distance from 1000m from from the station i, namely µ i = β 0 + β 1 + β 2 T i + β 3 + v i of HNERVF, HNERRD, NER and JN models, and µ i = exp(β 0 + β 1 + β 2 T i + β 3 + v i ) of GM model. In Figure 2 , we provide the predicted values of µ i of each model. From the figure, we can observe that all five models provides relatively similar predicted values, and the predicted values tend to decrease with respect to the area index. This comes from the effect of T i since T i increase as the area index increases.
We finally calculate the mean squared errors (MSE) of predictors. In JN model, the consistent estimator of MSE cannot be obtained without any knowledge of grouping of areas (stations) as shown in Jiang and Nguyen (2012) . For GM models, the second-order unbiased estimator of MSE is hard to obtain. Thus, we here consider the MSE estimator of HNERVF, HNERRD and NER models. We use the analytical estimator given in Theorem 4 for HNERVF and NER, and the parametric bootstrap MSE estimator developed in Kubokawa, et al. (2016) is used for HNERRD with 1000 bootstrap replication. We found that the estimated MSE of HNERRD model is greater than 700 for all areas, while the estimated MSE of HNERVF and NER models are smaller than 20. The estimated value of shape parameter in dispersion (gamma) distribution in HNERRD is close to 2, which may inflate the MSE values. The estimated values of root of MSE (RMSE) of HNERVF and NER models are given in the right panel of Figure 1 . It is revealed that the estimated RMSE of HNERVF is smaller than that of NER in many areas. In particular, this is true in 37 areas among 52 areas. Especially, in the latter areas, it is observed that the amount of improvement is relatively large. 
Concluding Remarks
In the context of small-area estimation, homogeneous nested error regression models have been extensively studied so far in the literature. However, some real data sets show heteroscedasticity in variances as pointed out in Jiang and Nguyen (2012) . To extend the traditional homogeneous nested error regression models, Jiang and Nguyen (2012) and Kubokawa, et al. (2016) have proposed heteroscedastic nested error regression models, respectively. The drawback of the two models is the normality assumption is required for the response values. To overcome the problem, we have proposed the structure of unit-level heteroscedastic variances modeled by some covariates and unknown parameters and suggested heteroscedastic nested error regression models without assuming specific underlying distributions. In terms of the variance modeling with covariates, the generalized linear mixed models are also popular tools, but it requires somewhat strong parametric assumptions. Therefore, HNERVF model has clear benefits in real application. Conversely, one drawback of HNERVF is probably the structure of heteroscedastic variances specified by some covariates and unknown parameters, while two heteroscedastic models by Jiang and Nguyen (2012) and Kubokawa, et al. (2016) do not requires such a specific structure. However, the heteroscedastic variances can be often modeled by some covariates as in the real data application given in Section 4.3.
and we used the fact that
) from the central limit theorem. For the asymptotic expansion of γ, remember that the estimator γ is given as the solution of the estimating equation
Using Taylor expansions, we have
From the central limit theorem, it follows that
so that the second terms in the expansion formula is o p (m −1/2 ). Then we get
Under Assumption (A), we have
From the independence of y 1 , . . . , y m and the fact E(u 2i ) = 0, we can use the central limit theorem to show that the leading term in the expansion of γ − γ is O p (m −1/2 ). Thus,
Using the approximation of γ − γ and γ − γ = O p (m −1/2 ), we get the asymptotic expression of τ 2 − τ 2 from (26), which establishes the result for τ 2 and γ.
Finally we consider the asymptotic expansion of β − β. From the expression in (4), it follows that
Under Assumption (A), we have β *
as shown above, we get
which completes the proof.
A2. Proof of Corollary 1.
. . , p + q + 1 does not depend on y 1 , . . . , y i−1 , y i+1 , . . . , y m and that y 1 , . . . , y m are mutually independent. Then,
where Ω kl is the (k, l)-element of Ω and we used the fact that E[ψ
Hence, we get the result from the asymptotic approximation of θ given in Theorem 1.
A3. Proof of Theorem 2.
We begin by deriving the conditional asymptotic bias of γ. Let γ be the solution of the equation
For notational simplicity, we use F instead of F (γ; β) without any confusion and F r , r = 1, . . . , q denotes the r-th component of F , namely F = (F 1 , . . . , F q ) ′ . Define the derivatives F (a) and F h(ab) by
It is noted that F h(βγ) = 0. Expanding F ( γ; β OLS ) = 0, we obtain
where t s = (t s1 , . . . , t sq ), s = 1, 2 for
It is also noted that In what follows, we shall evaluate the each term in the parenthesis in the above expression. For the first term, since y 1 , . . . , y m are mutually independent and E(u 2i ) = 0, we have E[F (γ; β)|y i ] = 1 m u 2i .
For evaluation of the second term, we define Z kr = diag(z k1r , . . . , z kn k r ), where z kjr denotes the r-th element of z kj . Then it follows that E F r(β) ( β OLS − β)
Noting that it holds for ℓ = 1, . . . , m and k = i E (y ℓ − X ℓ β)(y k − X k β)
we have
which is O(m −1 ) and
Thus, we get
where the leading term is O(m −1 ). For the third and forth terms, note that 
where {a r } r denotes the q-dimensional vector (a 1 , . . . , a q ). Therefore, we have established the result for γ in (13).
We next derive the result for τ 2 . Let
Using the Taylor series expansion, we have
where we used the fact that ∂ 2 τ 2 /∂γ∂β ′ = 0. The straight calculation shows that From the expression of τ 2 , it holds that
for u 1i defined in (8) . Also, we immediately have Similarly to (28), we get
Moreover, Corollary 1 and (29) enable us to obtain the expression of B τ 3 (y i ) and B τ 5 (y i ), whereby we get 
