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Abstract 
In this article we show the rough outline of a 
computer algorithm to generate lower bounds 
on the exponential function of (in principle) 
arbitrary precision. We implemented this to 
generate all necessary analytic terms for the 
Boltzmann machine partition function thus 
leading to lower bounds of any order. It turns 
out that the extra variational parameters can 
be optimized analytically. We show that 
bounds upto nineth order are still reasonably 
calculable in practical situations. The gen­
erated terms can also be used as extra cor­
rection terms (beyond TAP) in mean field ex­
pansions. 
1 INTRODUCTION 
Mean field based expansions among which TAP (sec­
ond order) in (Thouless et a!., 1977) and (Plefka, 1981) 
and third order in (Leis ink and Kappen, 2001) have in 
common that there is a need to compute higher order 
expansion terms. For the first few orders it is already 
an elaborate process to find the analytic expressions, 
but for higher orders the help of a computer algorithm 
is indispensible. With the computer speed nowaday, it 
is possible to generate these terms and, more impor­
tantly, to compute their contribution. For practical 
problems this often leads to a better approximation. 
The goal of this article is to develop an algorithm that 
computes a lower bound on the partition function of a 
Boltzmann machine (Ackley et a!., 1985) of arbitrary 
precision, only limited by the patience of the user. 
In (Leisink and Kappen, 2001) it was shown how one 
can find all polynomials of any (odd) order, which are 
lower bounds on the exponential function. In this ar­
ticle we make this rather theoretical idea applicable 
to real world problems by implementing an algorithm 
that generates lower bounds of arbitrary order on the 
Boltzmann machine partition function. These can be 
used either to compute more accurate approximations 
for means and correlations or, in combination with up­
per bounds as in (Jaakkola and Jordan, 1996), to re­
strict these statistics to certain regions (Leisink and 
Kappen, 2002). 
In section 2 we briefly recall the algorithm to obtain 
the coefficients for the bounding polynomials. It turns 
out that for each two orders, there is one variational 
parameter which can be chosen freely. In section 3 
we show that the optimal values for these variational 
parameters can easily be found. A time consuming op­
timization algorithm is not needed. Moreover, we will 
prove in that section that increasing the order never 
makes the bound less tight. 
After these general theoretical considerations, the 
framework is applied to the Boltzmann machine in sec­
tion 4. This step is far from trivial. We need to find all 
possible ways that two neurons can couple in the ana­
lytic expansion. Although this leads to an awful lot of 
expansion terms, we will show that the computational 
complexity is still reasonable. For instance, the time 
to compute a nineth order bound scales with network 
size as 0 (N4). In section 5, we show the results of 
several numerical simulations and finally, in section 6, 
we discuss the applicability of the general bound to 
graphical models other than the Boltzmann machine. 
2 THE CLASS OF LOWER 
BOUNDING POLYNOMIALS 
In (Leisink and Kappen, 2001) it is shown how we can 
use a known bound on a function to obtain higher 
order bounds. The procedure is as follows: Given 
that F0 (x) � B0 (x) we can create two primitive func­
tions F1 (x) = J Fo (x) and B1 (x) = J Bo (x) such 
that F1 (J.l) = B1 (J.l) for some J.l· If we apply this 
procedure again, thus constructing primitive functions 
F2 (x) = J F1 (x) and B2 (x) = J B1 (x) such that they 
are equal at the same point x = J.l, one can prove that 
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F2 (x) 2: B2 (x) for all x. Specifically, for the exponen­
tial function, this yields 
Fo ( x) = ex 2: 0 = Bo ( x) 
F1 (x) =ex and e�' = B1 (x) 
Vl',x F2 (x) = ex 2: e�' (1- p) + e�'x = B2 (x) (1) 
B2 (x) is the well known tangential bound with the 
touching point at x = p. This series can be continued 
to obtain higher order bounds, which all can be written 
as 
K-1 
ex 2: BK (x) = L AK;nXn (K even) (2) 
n=O 
where AK;n are coefficients of the polynomial in x. 
Instead of writing down the higher order bounds ex­
plicitly, we can define the coefficients by the following 
recursive relation for k = 0, 2, 4 ... K -2: 
- (n + 2) (n + 1) Vn?.O 
- l'k � Ak;n n+1 - e - L.J --pk n+l n 
� Ak·n +2 = e�'• (1 - Pk) + L.J -'-pkn n+2 n 
(3) 
Note that coefficients Ak;n and variational parameters 
Pk only exist for k is even since only odd order poly­
nomials can bound the exponential function tightly. 
Starting with V nAo;n = 0 we can find all possible poly­
nomial bounds by evaluating the recursive relation for 
k = 0, k = 2, etc. up to k = K -2. The above recursive 
relation is valid for all non-negative n, but as a con­
sequence of the starting conditions, Ak;n = 0 for all 
n 2: k. Thus, finally, we have the coefficients AK;n for 
n = 0 . . .  K -1 and the variational parameters Pk for 
k = 0, 2, 4 . . .  K -2, which together define the K -1-st 
order bound, BK (x). 
The third order bound, for example, is given by 
B4 (x) = [e�'' (1 - P2) + �e�'0 (3-2po) po2] + 
[el'2 - �e�'0 (2 - Po) Po] x + (4) 
[�e�'0 (1 - Pol] x2 + [�el'o] x3 
where the square brackets are the coefficients A4;o, 
A4;1 , A4;2 and A4;3> respectively. These coefficients 
are functions of the variational parameters Po and P2, 
which can take any value without violating the bound­
ing property. 
3 OPTIMIZED BOUNDS FOR 
GRAPHICAL MODELS 
For many graphical models, the log-probability of find­
ing it in a state s, is proportional to some energy func­
tion, thus p ( s) <x: exp ( H ( s)). A common problem is 
computing the normalizing constant of the distribution 
p ( s), since this requires the summation over exponen­
tially many terms. Fortunately, we can use the bound 
derived above to lower bound the normalizing function 
Z: 
z = L exp (H (s)) 2: L eif(SJ BK ( H (s) - ii (s)) 
all S all S 
K-1 
= Z L AK;n (f:!..Hn) (5) 
n=O 
where 
Z = L eif(s) (6) 
all S 
and 0 denotes an average over the probability dis­
tribution with energy function fi ( s). t:..H is an ab­
breviation for H ( s) - fi ( s). The bound is valid for 
any fi (s), but obviously there is the constraint that 
the right hand side should be tractable to compute. 
This equation is the most general form for bounding 
the partition function with an odd order polynomial. 
Note that in general the variational parameters itself 
are allowed to be functions of s. In this article, how­
ever, we will assume them to be constants, such that 
in equation 5 the coefficients AK;n can be taken out of 
the average. 
To find the tightest bound, we set all variational pa­
rameters p; such that the bound is maximized. Hence 
the optimal p; satisfy 
� (z. (BK (t:..Hl)) = z. I aBK) = o ap; \ ap; (7) 
It might be unexpected, but we can directly find the 
solution of equation 7. There is no need to apply any 
kind of maximization algorithm, which we will explain 
now. 
Instead of taking the derivative with respect to p; of 
the explicit expression of BK, we can perform this op­
eration on the recursive relation defined in equation 3, 
which yields: 
A�;n 
(n + 2) (n + 1) 
Vn?.O 
E < � A�;n n+1 = ;u;k - L.J n + 1 Pk n 
E < � A�;n n+2 = -p; iUik + L.J n + 2Pk n 
(8) 
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where the prime denotes differentiation with respect 
to Jli and 
Ei = e�'' - L Ai;nf.lin 
n 
(9) 
Starting with 'VnA�;n = 0 and evaluating this recursive 
relation fork= 0, k = 2, etc. upto k = K -2 defines 
the differentiated bound 
I a
()
BK) = I: A�;n (t:l.W) ( 10) \ Jl, n=O 
One important property directly follows from equa­
tion 8. When evaluating it starting with A�·n = 0 
and thus generating the coefficients of the differenti­
ated bound, the first non-zero coefficient enters the 
equation precisely at the moment that k = i. As a 
consequence, we can write down explicit expressions 
for A;+2;n' 
{ A;+�;n+2 = 0 Ai+2,1 = Ei 
A;+2:o = -f.liEi 
(11) 
Secondly, we notice that the only dependency between 
A;+2;n and Jli with j < i is through the function Ei. 
At this point we define Xi (x) to be the polynomial for 
which the coefficients are given by evaluating recur­
sive relation 8 from k = i + 2 upto k = K-2 starting 
with 'Vn,<!A;+2;n = 0 and A;+2;1 = 1. Yi (x) is de­
fined similarly, but starting with 'Vn,<oA;+2;n = 0 and 
A;+2;o = -1. Thus we may write 
( 0��) = Ei (Xi (t:l.H) + JliYi (t:l.H)) = 0 (12) 
Now, regardless the exact value of Ei in this equation 
the optimal value for Jli is given by 
opt Jli = (Xi (t:l.H)) (Y; (t:l.H)) ( 13) 
Since Xi and Yi do not depend on Jli with j ::; i, the 
optimal value of Jli only depends on Jlj with j > i. 
Therefore we can start computing the last variational 
parameter, 11';;�2, use that to compute 11';;�, etc. We 
find, for example, that 
f.l';J?�2 = (t:l.H) 
opt f.lK-4 = 
l (t:J.H3) _ l (t:l.H) ,opt 2 + l,opt 3 6 2 f'"'K-2 3f'"'K-2 
l (t:J.H2) _ (t:l.H) ,opt + l ,opt 
2 
2 f'"'K-2 2f'"'K-2 
(14 ) 
(15) 
All important quantities, such as f.l�pt and (BK (t:l.H)), 
can easily be computed by a computer program us­
ing the recursive relations shown in section 2 and 3. 
Therefore, there is no need to write down the full an­
alytic expressions for any order, while still being able 
to compute their value. 
The attentive reader might have thought about choos­
ing Jli such that Ei in equation 12 becomes zero, which 
gives rise to another solution for f.l�pt. This solution, 
however, can never correspond to a maximum. Look­
ing at equation 9, we see that Ei is in fact the difference 
between e�'' and the bound Bi ( x) evaluated at x = Jli. 
Therefore it is obvious that Ei 2: 0. This implies that 
the right hand side of equation 12 will not change its 
sign from plus to minus when it passes through Ei = 0. 
Since this behaviour is a requirement for a point to be 
a maximum, this solution should not be taken 1. 
In the appendix, it will be shown that the polynomial 
Yi ( t:l.H) is always negative. Therefore, the derivative 
at the point f.l�pt as given in equation 13 does change 
the sign from positive to negative and thus corresponds 
to a maximum. 
It is worth mentioning that when all Jli are set to zero, 
the bound BK (x) coincides with the Taylor expansion 
of the exponential function around zero upto the K -1-
st order. Therefore the lower bound expansion has 
an infinite radius of convergence. This is in contrast 
with the Plefka expansion in (Plefka, 1981), where it is 
proven that such an expansion (e.g. TAP) suffers from a 
finite radius of convergence. Therefore computing ex­
tra correction terms for the Plefka expansion outside 
this radius of convergence does in general not make the 
results more accurate. The lower bound expansion, on 
the other hand, can approximate the partition function 
with any desired accuracy, although this is, of course, 
strongly limited by the available computer time. One 
word of caution: One has to ensure that the distri­
bution fi ( s) is such, that none of the exponentially 
many terms in equation 5 has a contribution which is 
smashed to zero, because of a nearly zero exp(H (s)) 
term (i.e. fi (s) should represent a distribution which 
is 'flat enough'). At the end of section 5 we will briefly 
show some results that show this effect. 
To conclude this section, we remark that whenever 
we have an optimized bound (BK (t:l.H)), we can con­
struct a next order bound (B K +2 ( t:l.H)) which is iden­
tical. For this purpose, we set Jlo = -oo for the second 
bound and set its f.lk+2 to the f.l�pt of the first one. It is 
immediately clear from the definitions in section 2 that 
these bounds are identicle. The bound (BK+2 (t:l.H)), 
however, is not necessarily in a maximum and can be 
optimized further. Therefore, (B K +2 ( t:l.H)) is at least 
as tight as (BK (t:l.H)). 
1In fact, the solution for f.li where E, = 0 corresponds 
to a point, where the bound has a shape similar to the 
function y = x3 at zero. 
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Figure 1: A visualisation of a sixth order partition 
given by WijWijWikWi!Wj[Wkt· 
4 BOLTZMANN MACHINES 
Boltzmann machines fit into the general framework, 
in which their energy function is defined by H ( .?) = 
� l:ij WijSiSj + l:i Oisi, where Wij are symmetric 
weights and (Ji thresholds on binary valued neurons. 
The distribution defined by if ( .?) is often chosen to be 
factorized2, thus if (s) = l:i hisi + constant. These 
definitions allows us to write the terms in equation 5 
as 
(t:..W) = ( ( � � Wij (siSj- mimj) 
+ � (Oi- hi) (si-mi))) (16) 
where the constant is chosen such that (t:..H) = 0 and 
mi = (si) = tanh hi. 
To simplify the computations dramatically, we require 
that the h;'s obey the mean field equations: 
vi hi = oi + L: wijmj 
j 
(17) 
Given this property of hi and the fact that the weights 
are symmetric we can rewrite equation 16 as 
(t:..Hn) = ( ( � � Wij (si-mi) (sj-mj))) 
(18) 
Although this expression does not look very hard to 
compute, the opposite is true. This is due to the non­
trivial coupling of neurons with equal indices. When­
ever a pair SiSi occurs, this evaluates to the constant 
one instead of mf . Therefore we need to find all pos­
sible ways the indices can couple, each of them called 
a 'partition'. For example, all second order partitions 
are WijWkt, WijWik and WijWij· 
20ther choices, which preserve the tractability of the 
bound, are possible. 
It turns out to be useful to make a correspondance 
between a partition and a graph. This can be done 
by drawing as many nodes as we have independent in­
dices and draw links between them if there is a weight 
having these two indices. For instance, the partition 
WijWijWikWitWjtWkt, which can occur for n = 6, can 
be visualised as in figure 1. The contribution of this 
partition to equation 18 can easily be computed using 
the graph. Firstly, each node is assigned the vector 
Me = ((sx -mx)c), where c is the number of con­
nections to that particular node and x stands for the 
corresponding index that node is representing. This 
term can be seen as the c-th moment of the factor­
ized distribution (see also table 1). After that, we can 
apply a kind of junction tree algorithm (or, similarly, 
a variable elimination scheme) to compute the contri­
bution of this partition. See (Lauritzen and Spiegel­
halter, 1988) for a detailed description of the junction 
tree algorithm. In the example we start by summing 
out the index k, then I, and finally i and j thus leading 
to the value of the average over this partition. 
The only problem that frustrates the independently 
summing out of indices, is the requirement that no 
pair of indices should take equal values (since that con­
tribution is captured in another partition). We can, 
however, let all indices run freely as long as we correct 
for this elsewhere. This can be done in the following 
way: To all nodes with a single connection, we assign 
the vector M1• All nodes with two connections are 
assigned the vector M2 - M'f, where M'f is the correc­
tion for the fact that the two indices in more refined 
partitions were allowed to be equal. These corrected 
moments are written with a prime as M�. See table 1 
for more examples. 
Thus the full expression to be computed for the parti­
tion in figure 1 reads as 
2:: (w;i ( -2 + 8mf- 6mf) ( -2mj + mJ) 
'J 
L ( Wi!Wjt ( -2mt +2m?) 
I 
where the terms are grouped such that it can be com­
puted the most efficiently. In this case that is a com­
putational complexity proportional to N3 (with N the 
number of neurons of the Boltzmann machine). Ob­
viously, three is also the maximum clique size of the 
example partition graph in figure 1. 
Since the maximum number of couplings in any par­
tition graph is equal to the expansion order of the 
bound, the computational complexity of an expansion 
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Table 1: Moments and corrected moments. The latter can be computed by taking the moment Me and sub­
stracting all possible combinations of corrected moments above that line which subscripts add up again to c. 
Obviously, the coefficient in front of each of the correction terms is calculated as the number of possible partitions 
of c into the specified subsets. Since M1 = 0 it is not written down. 
Moments Corrected moments 
M1 = (s; -m;) -0 M� -0 
M2 = (s;- m;)2 = 1-m; M2 = M2 = 1 -m; 
Ms= (s;- m;)3 =-2m;+ 2m� M� = M3 =-2m;+ 2m� 
M4= (s;- m;)4 = 1 +2m;-3mt 
= -4m; +4mf 
Ml = M4 -3M22 = -2 + 8mi - 6mt 
Ms= 
M6= 
(s;- m;)5 
(s;- m;)6 
Mf, = M5 - 10 M2M3 = 1 6m; - 40m� + 2 4mf 
Mf, = M6- 15M2Ml- 10M�2- 15 M23 
= 16 -136m; + 2 40mt - 120m� = 1 + 9m; - 5mt - 5m� 
M7= ((s;-m;)7J 
= -6m;- 14m�+ 14mf + 6mJ 
Mf = M1 - 21M2M5 - 35M�Ml - 10 5 M22 M� 
= -272mi + 1232m� -1680mf + 720mJ 
upto order n scales as N"(n), where 1r (n) is the size of 
the largest clique one can build with n couplings. This 
is roughly equal to ffn, This implies that a nineth 
order bound, for instance, scales with N4, since one 
needs at least ten couplings to construct a clique of 
size five. 
The final step in computing expression 18 is finding 
all possible partitions together with how many times 
each of them occurs. It is not obvious how to do this 
search efficiently (comparing graphs is NP-hard), but 
it is possible to develop quite fast algorithms for this 
purpose. Fortunately, these results are problem in­
dependent. Thus one can compute them once upto 
some order and store them forever. The final number 
of distinct partitions is reasonable, although it scales 
at least exponentially with n. In table 2 all partition 
graphs are explicitly shown for the first five orders of 
the bound. In table 3 the number of times each parti­
tion graph occurs is shown for the first five orders. On 
http: I /www .mbfys .kun.nlrmartijnone can find all 
partition graphs together with the program that gen­
erated them. 
5 NUMERICAL RESULTS 
To assess the quality of the any order bounds, we gen­
erated 9,000 fully connected Boltzmann machines with 
N = 1 4  neurons. The fJ; were drawn from a Gaus­
sian with zero mean and standard deviation 0.2 and 
Wij drawn with standard deviation awfVN. This is 
known as the SK-model as in (Sherrington and Kirk­
patrick, 1975). For all networks we computed the ex­
act partition function (which is still tractable in this 
regime) and the lower bound for several orders. Note 
Table 2: Computational complexity of the expansions. 
The actual complexity is slightly higher, since only 
the partitions of maximum clique size are taken into 
account (the leading term). The sum between brackets 
shows how many of all the partitions had clique size 
two, three, etc. Partitions in which a node with a 
single connection occurs, are not counted, since M! = 
0 anyway. Note that although the number of partitions 
scales rather badly with the order, the scaling with 
network size is reasonably small. 
Order # partitions 1r (Order) Complexity 
2 1 (1) 2 � 0 �N2l 
3 2 (1+1) 3 �o N3 
4 5 (3+2) 3 � 0 � 2 . N3� 
5 11 (4+7) 3 � 0 7·N3 
6 34 (11+22+1) 4 � 0 (N4) 
7 87 (18+67+2) 4 �0(2·N4) 
8 279 (45+221+13) 4 �0(13·N4 
9 8 97 (91+744+62) 4 � 0 62·N4 
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Table 3: All graphs with a non-zero contribution be­
longing to second, third, fourth and fifth order expan­
sion terms. The numbers indicate how many times 
they occur. 
8 . 11 + 96 . A+ 48. A+ 1 2  . a a+ 48. 0 
1 6  . ji! + 320 . ,�;;;. + 480 . A + 320 . A+ 
80 . �a + 480 . " + 960 . 0 + 960 . � + 
960 . � + 1 60 . •U + 384 . -:: 
that the 17th order bound is probably too time con­
suming to be computed for larger networks. Here it 
is only shown to illustrate the behaviour of the really 
high order bounds. Nineth order, however, is perfectly 
doable (see table 2). 
The relative error, [ = 1 - log B K /log Z, of the opti­
mized bound compared to the exact partition function 
is shown in figure 2. The error bars are standard devi­
ations of the means, thus indicating that the mean 
curves are significantly different. This gives no in­
formation about whether the tightness of the bound 
would increase with expansion order for only one in­
stance of a network. This is, however, a theoretical 
fact (see section 3). 
Besides these bounding errors, it is reasonable to sus­
pect that a better approximation of the partition func­
tion also leads to more accurate means and correla­
tions, which are derived quantities. For the same 9,000 
networks, we computed the exact correlation between 
the first two neurons and the approximated ones us­
ing the bounds as approximations for the partition 
function. It is clear from figure 3 that indeed the 
correlations are more accurately computed by using 
higher order bounds. Unfortunately, the so obtained 
values are neither upper nor lower bounds on the cor­
relations. One could, however, combine the improved 
lower bounds with already existing upper bounds for 
Boltzmann machines to find definite regions in which 
the means and correlations must lie. 
In case of the bounding error (figure 2), it is obvi­
ous that all errors tend to zero for small weight sizes. 
For large weights, however, the errors become closer 
and closer to each other as well. This can be under­
stood since for very large weights, there is usually one 
eigenvector of the weight matrix, that overwhelms the 
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Figure 2: The relative error £ of the bound compared 
to the true log partition function for various sizes of 
the weights. We computed the mean error for a set 
of 1 50 networks. Plotted are the mean and standard 
deviations for 60 of such means. 
0.025r;===:;====;--�---�--­
- 1st order 
0.02 
e 
� 0.015 
� "' :0 
g 0.01 " "' Q) 
::; 
0.005 
- - - 3rd order 
gth order 
1ih order 
Figure 3: The mean squared error of the correlations 
following from the bound and the exact ones. We com­
puted the mean error for a set of 1 50 networks. Plotted 
are the mean and standard deviations for 60 of such 
means. 
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Figure 4: The relative error of the bound compared 
to the true log partition function for various sizes of 
the weights. All thresholds were zero. The error for 
the first and 17th order bound are shown given the 
ordinary mean field solution h; oft 0 and the (possibly 
non-stable) solution h; = 0, which also obeys equa­
tion 17. We computed the mean error for a set of 100 
networks. Plotted are the mean and standard devia­
tions for 30 of such means. 
others, thus leading to a single pair of opposite states, 
which has non-zero probability. This can perfectly be 
catched by a factorized model. The drawback of this, 
however, is that the mean field solution for h; starts 
heading towards plus and minus infinity much earlier, 
which surpresses the contribution of other terms than 
those two states (see also the remarks at the end of 
section 3). This could be the optimal strategy in case 
of a first order (or mean field) bound, but this does 
not necessarily hold for higher orders. This might be 
solved by trying to find other solutions of the mean 
field equations than the standard ones3. For instance, 
h; = 0 is always a solution if the thresholds are zero, al­
though this solution is usually not found when solving 
equation 17 iteratively (this point is only an at tractor 
for weights with u w less than about a half). 
In figure 4 the effect of taking another mean field so­
lution is shown for a Boltzmann machine with zero 
thresholds. Obviously, the first order bound becomes 
worse by taking h; = 0 as a solution, since the stan­
dard solution of equation 17 follows directly from op­
timizing this bound. The 17th order bound, however, 
is much tighter in a certain region for this (unstable) 
mean field solution. A similar behaviour can be seen 
for the other higher order bounds (not shown here). A 
general procedure to find such solutions is still a topic 
of research. 
3We could, of course, take any h;, but a solution to the 
mean field equations has the advantage that is simplifies 
equation 16 enormously. 
6 APPLICABILITY TO OTHER 
GRAPHICAL MODELS 
Although section 4 specifically showed the applicabil­
ity of the any order bounds to the Boltzmann machine, 
the algorithm outlined in section 2 and 3 can be used 
for a larger class of graphical models. Generally speak­
ing, it can be applied to any model for which we can 
find a distribution with energy function ii ( s) such 
that the average (!::J.Hn) under that distribution (see 
equation 5) is tractable to compute. 
Markov networks, for instance, where the energy func­
tion is defined by the sum over a number of potentials 
over groups of neurons 
p 
H (.9) = L '1/Jp (Sp) (Sp is a subset of nodes) (20) 
p=1 
belongs to this class of networks. In this case, choosing 
if = L; h;s; +constant = L; .(i;; (as for the Boltzmann 
machine) will make (!::J.Hn) tractable to compute as 
long as n is not too high. At a first glance, the worst 
case seems to be that the number of terms one has 
to compute is about pn, where P is the number of 
potentials in equation 20 and each term contains n 
times as many nodes as the maximum of a potential. 
This is, however, too pessimistic thinking. 
Take, for instance, the second order term, where we 
assume that the .(i;; are incorporated in the 1/Jp: 
(t:J.H2) = L ('1/Jp'I/Jq) (21) 
pq 
The last term vanishes, since the constant in if was 
chosen such that (!::J.H) = 0. It is immediately clear 
from equation 21, that only potential pairs that over­
lap (i.e. are dependent) have a non-zero contribution to 
equation 21, since the averages are taken over a factor­
ized distribution. This number is usually much smaller 
than computing all P2 potential pairs. Similar results 
can be obtained for n > 2. This means that for a lot of 
real world Markov networks the dependence between 
P and the computational complexity will be close to 
linear (at least for small n). Note that computing a 
single average over a product of n potentials can still 
be time consuming due to the maximum clique size of 
the product, although this is usually not as worse as 
n times the original clique size. 
To illustrate this, we investigate the computational 
complexity for a Markov network with a structure as 
shown in figure 5. First of all, it is clear that the num­
ber of products of potentials that do connect scales 
300 LEISINK & KAPPEN UA12002 
Figure 5: A network structure. Each line defines a 
potential of two nodes. 
linearly with the number of nodes and thus with P. 
Moreover, upto fifth order the maximum clique size of 
any product of potentials remains two. For sixth order 
the maximum occurring clique size is still only three 
(a cycle of six nodes). This is in sharp contrast with 
the worst case scenario mentioned earlier. The only 
number that increases very rapidly is how many dif­
ferent connecting products of potentials are possible 
per node. This number, however, only depends on the 
order of the expansion and not (similar to the number 
of partitions in the Boltzmann machine case) on the 
number of neurons. This makes the more general case 
of Markov networks tractable as well in many practi­
cal situations. A more thorough investigation will be 
topic of future research. 
APPENDIX 
In this appendix we show that the polynomial Y; ( t:.H) 
in section 3 is always negative. When we start with the 
obvious bound 0 > -1, we can construct a recursive 
relation very similar to equation 3, which yields 
- (n + 2) (n + 1) 
_ L Ak;n n+l - - --pk n + 1 n 
L Ak;n n+2 == --pk n+2 n 
(22) 
In this case we start of course with V n;<oAo;n = 0 and 
Ao;o = -1. Thus given these starting conditions and a 
recursive relation as above, we find a lower bound on 
zero, or, in plain English, a negative number. 
At this point we notice that the recursive relation (22) 
is identical to the one defined in equation 8 for any 
k f. i. Moreover, Y; (t:.H) was defined as the poly­
nomial starting with 'Vn;<oA:;n = 0 and A;;o = -1 
and applying the recursive relation (8) beginning with 
k == i+2. As we have seen in the previous paragraph, 
polynomials that are constructed in this way are in 
fact lower bounds on zero. Therefore, Y; (t:.H) < 0. 
Acknowledgements 
This research is supported by the Technology Foun­
dation STW, applied science devision of NWO and the 
technology programme of the Ministry of Economic 
Affairs. 
References 
Ackley, D., Hinton, G., and Sejnowski, T. (1985). A 
learning algorithm for Boltzmann machines. Cog­
nitive Science, 9:147-169. 
Jaakkola, T. S. and Jordan, M. I. (1996). Comput­
ing upper and lower bounds on likelihoods in in­
tractable networks. In Proceedings of the Twelfth 
Annual Conference on Uncertainty in Artificial 
Intelligence (UAI-96), pages 340-348, San Fran­
cisco, CA. Morgan Kaufmann Publishers. 
Lauritzen, S. and Spiegelhalter, D. (1988). Local com­
putations with probabilities on graphical struc­
tures and their application to expert systems. J. 
Royal Statistics Society B, 50(2):157-194. 
Leisink, M. A. R. and Kappen, H. J. (2001). A tighter 
bound for graphical models. Neural Computation, 
13(9):2149-2171. 
Leisink, M. A. R. and Kappen, H. J. (2002). Means, 
correlations and bounds. In Advances in Neural 
Information Processing Systems 14. To appear. 
Plefka, T. (1981). Convergence condition of the TAP 
equation for the infinite-ranged ising spin glass 
model. J. Phys.A: Math.Gen., 15:1971-1978. 
Sherrington, D. and Kirkpatrick, S. (1975). Solvable 
model of a spin-glass. Physical Review Letters, 
35(26):1793-1796. 
Thouless, D., Andersson, P., and Palmer, R. (1977). 
Solution of 'solvable model of a spin glass'. Phili­
sophical Magazine, 35(3):593-601. 
