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Abstract
Double polycirculant codes are introduced here as a generalization
of double circulant codes. They form a special class of quasi-polycyclic
codes of index 2. When the matrix of the polyshift is a companion
matrix of a trinomial, we show that such a code is isodual, hence for-
mally self-dual. Numerical examples show that the codes constructed
have optimal or quasi-optimal parameters amongst formally self-dual
codes. Self-duality can only occur over F2 in the double circulant
case. Building on the existence of infinitely many irreducible trinomi-
als over F2 we show that double polycirculant binary codes satisfy the
Varshamov-Gilbert bound for linear codes of rate one half. They are
thus asymptotically good.
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1 Introduction
In [1, 18] was studied the notion of polycyclic codes, that is linear codes over
a finite field F, that are invariant under a generalized shift (called here a
polyshift), and affording a structure of ideal over a ring of the form Rf =
F [x]/(f) for some f ∈ F [x] (the case f = xn − 1 is that of classical cyclic
codes). While the name was coined in [18], the concept (under the name
pseudo-cyclic code) has been known for a long time [22]. As is well-known,
polycyclic codes are shortened cyclic codes, and conversely [22, p.241]. This
notion was extended in [2] to quasi-polycyclic (QPC) codes that are modules
over the same ring. The Rf -submodules of R
ℓ
f are called there QPC of index
ℓ. The same class of codes was studied under a different name in [5, 21].
In the present paper, we introduce and study a special class of QPC
codes of index 2 called double polycirculant codes (DP) from the standpoint
of duality and asymptotic performance. A matrix is called polycirculant if
its rows are successive polyshifts of its first row. A DP code is then a linear
code with generator matrix of the form (I, A) where I is an identity matrix,
and A a polycirculant matrix. Thus DP codes reduce to double circulant
codes when the polyshift is the classical shift. When At = QAQ for Q a
permutation matrix it is easy to show that the DP code is equivalent to
its dual, and is, in particular, formally self-dual (FSD). FSD codes have
been studied extensively over F2 [6, 9, 17], F3 [7], F4 [14], and even F5, or
F7 [8]. Indeed, we can show that DP codes can be binary self-dual only if
they are double circulant. We focus on the special case when the matrix of
the polyshift is the companion matrix of a trinomial with nonzero constant
term. In that situation, every polycirculant matrix satisfies the condition
on its transpose mentioned above. For q = 2, 3, 5, 7 numerical examples in
short to medium lengths show the DP codes have parameters equal or up to
one unit of the best-known FSD codes. Further, by random coding, we can
show that the relative distances of long binary codes in that family satisfy
the Varshamov-Gilbert bound for linear codes of rate one half . They thus
constitute a class of asymptotically good codes. The argument relies on some
properties of cyclic vectors in linear algebra [15, chap. 7]. This generalizes the
asymptotic properties of self-dual double-circulant codes [3], and of self-dual
negacirculant codes [4, 23]. The proof is restricted to F2 where it is known
that infinitely many irreducible trinomials exist [10]. We conjecture that this
is true for any q, based on an heuristic model, and the computations of the
Appendix. In fact, we conjecture that the number of irreducible trinomials
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of degree at most n grows like a linear function of n, a number-theoretic
conjecture of independent interest.
The material is arranged as follows. Section 2 collects the notations and
notions needed to follow the rest of the paper. Section 3 studies duality prop-
erties of DP codes: isoduality, self-duality and evenness. Section 4 derives
asymptotic bounds by random coding. Section 5 displays some numerical
examples of parameters of DP codes. Section 6 concludes the article and
points out some significant and challenging open problems. Section 7 is an
appendix dedicated to the arithmetic of trinomials.
2 Preliminaries
2.1 Linear codes
Throughout, F denotes a finite field. If q is a prime power, we denote by Fq
the finite field of order q. Let N denote a nonnegative integer. A (linear)
code C of length N over a finite field Fq is a Fq vector subspace of F
N
q . The
dimension of the code is its dimension as a Fq vector space, and is denoted
by k. The elements of C are called codewords. Two codes C and D are
equivalent if there is a monomial matrix M such that MC = D (recall
that a matrix is monomial if it contains exactly one nonzero element per
row and per column; in particular any permutation matrix is a monomial
matrix). The (Hamming) weightW (x) of x ∈ FNq is the number of indices
i where xi 6= 0. The minimum nonzero weight d of a linear code is called the
minimum distance. The weight distribution of such a code is the finite
sequence A0 = 1, . . . , AN where Ai is the number of codewords of weight i.
The dual C⊥ of a code C is understood w.r.t. the standard inner product.
A code is self-dual if it is equal to its dual, and isodual if it is equivalent
to its dual. A code is formally self-dual (FSD) if it has the same weight
distribution as its dual. Thus isodual codes are FSD. A binary code is even
if the weights of all its codewords are even, and odd otherwise. If C(N)
is a sequence of codes of parameters [N, kN , dN ], the rate r and relative
distance δ are defined as
r = lim sup
N→∞
kN
N
and δ = lim inf
N→∞
dN
N
.
A family of codes is said to be good iff it contains a sequence with rate and
relative distance such that rδ > 0.
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Caveat: We use N for the length of the DP code, and n for the size of
A. Thus N = 2n in the whole paper.
2.2 Polycyclic codes
We say that a linear code C of length n over a field F is polycyclic if there ex-
ists a vector c = (c0, c1, . . . , cn−1) ∈ F n such that for every (a0, a1, . . . , an−1) ∈
C we have
(0, a0, a1, . . . , an−2) + an−1(c0, c1, . . . , cn−1) ∈ C.
We refer to c as an associate vector of C. Note that such a vector may be
not unique.
With the associate vector c is attached the polynomial c(x) = c0 + c1x+
c2x
2 + · · · + cn−1xn−1. Let f(x) = xn − c(x). It is shown in [18] that poly-
cyclic codes are ideals in F [x]/〈f(x)〉 with the usual correspondence between
vectors and polynomials
It is shown in [18], that a polycyclic code with the associate vector c is
held invariant by right multiplication of the matrix D of the form:
D =


0 1 0 . . . 0
0 0 1 . . . 0
...
0 0 0 . . . 1
c0 c1 c2 . . . cn−1


. (1)
We call the endomorphism of F n with matrix Dt the polyshift associated
with c, and denote it by Tc. It is known in a linear algebra context as the
companion matrix of f(x) [15, §7.1]. If c = (1, 0, . . . , 0) then Tc is just
the standard cyclic shift to the right. Sometimes, to avoid double indices, we
will write T for Tc.
2.3 Double polycirculant codes
A matrix A of size n× n is polycirculant for a polyshift Tc if its rows are
in succession
a, Tc(a), T
2
c
(a), . . . , T n−1
c
(a).
Such a matrix is uniquely determined by its first row and the associate vector
c. If c = (1, 0, . . . , 0) then A is just a circulant matrix. A linear code C of
4
length 2n is said to be double polycirculant (DP) if its generator matrix
G is of the form G = (I, A), where I is the identity of size n × n and A is
polycirculant of the same size. If c = (1, 0, . . . , 0), then C is a (pure) double
circulant code [3].
2.4 Quasi-polycyclic codes
A code is QPC of index ℓ for the associate vector c if it is invariant under
T ℓ
c
. Assume that the length of the code is ℓm for some m ≥ 1. It is easily
seen that such a code is an Rf -submodule of R
ℓ
f . When ℓ = 1 QPCs are
just the polycyclic (PC) codes defined before. In particular, DP codes are a
special class of QPC of index 2 (but not all QPC of index 2 are DP as they
might fail to have generator matrices in the required form). Note that when
f = xn−1, QPC of index ℓ are exactly quasi-cyclic codes of index ℓ, and PC
codes are exactly cyclic codes (CC).
We summarize the discussion by the following commutative diagram where
the left-right arrows mean ℓ = 1 and the top-down arrows mean f = xn − 1.
QPC −→ PCy y
QC −→ CC.
Note that double circulant codes (DC) are the case f = xn − 1 of DP codes.
We thus have the following diagram where the top-down arrows mean f =
xn − 1, and the left-right arrows mean ℓ = 2 with a generator matrix of the
form said above.
QPC −→ DPy y
QC −→ DC.
3 Duality results
3.1 Isoduality
The following proposition is our main motivation to introduce double poly-
circulant codes.
Proposition 1 Let A be a matrix satisfying At = QAQ, with Q a monomial
matrix of order 2. The code C = 〈(I, A)〉 where I is identity of order n is an
isodual code of length 2n.
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Proof. The parity-check matrix of C is then H = (−At, I). Recall that H
spans C⊥. Using the hypothesis, we haveHQ = (−QA,Q), whereQ =
(
Q
Q
)
.
Hence QHQ = (−A, I), a matrix which spans a code equivalent to C. The
result follows.
Remark: In general it is known that any matrix A, invertible over some
field satisfies At = uAu, with u2 = I [12]. It is not known when u can be a
monomial matrix.
Now we exhibit a class of DP codes where this proposition applies.
Theorem 1 Given an associate vector c = (c0, c1, ..., cn−1), and the vector
a = (a1, a2, ..., an), define the polycirculant matrix A by the equation
A = (a, Tc(a), T
2
c
(a), ..., T n−1
c
(a))t.
The matrix Tc is a companion matrix of some polynomial f . If f is of the
form xn− axm− b with a, b ∈ F \ {0}, then there is a monomial matrix Q of
order 2 such that AQ = QAt, where At is the transpose of A. Namely, one
can take
Qi,j =


1, if i+ j = m+ 1,
b, if i+ j = n+m+ 1,
0, otherwise.
Proof. We know that for any vector c = (c0, c1, ..., cn−1), the matrix
Tc = T =


0 0 · · · 0 c0
1 0 · · · 0 c1
0 1 · · · 0 c2
· · · · · · · · · · · · · · ·
0 0 · · · 0 cn−2
0 0 · · · 1 cn−1


,
and T t is the companion matrix of f(x) = xn− cn−1xn−1− ...− c1x− c0 over
Fq. So, if f(x) = x
n−axm− b, then c0 = b, cm = a, c1 = ... = cm−1 = cm+1 =
... = cn−1 = 0. If we let E = AQ, F = QAt, E = (Ei,j)n×n, F = (Fi,j)n×n,
A = (Ai,j)n×n, then we obtain Ei,j =
n∑
k=1
Ai,kQk,j, Fi,j =
n∑
k=1
Qi,kAj,k, and, by
the definition of Q, we can obtain
Ei,j =
{
Ai,m+1−j , 1 ≤ j ≤ m;
bAi,n+m+1−j, m < j ≤ n;
Fi,j =
{
Aj,m+1−i, 1 ≤ i ≤ m;
bAj,n+m+1−i, m < i ≤ n.
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Now we have to prove Ei,j = Fi,j for i, j = 1, 2, ..., n.
Let Tj be the j-th row of the matrix T . By the definition of A, we can get
Ai,j = Tj


Ai−1,1
Ai−1,2
...
Ai−1,n

 =


bAi−1,n, j = 1;
Ai−1,m + aAi−1,n, j = m+ 1;
Ai−1,j−1, otherwise.
We distinguish four cases depending on the relative positions of i and j with
respect to m.
(i) If 1 ≤ i ≤ m and 1 ≤ j ≤ m, then we have Ei,j = Ai,m+1−j and Fi,j =
Aj,m+1−i. In this case, 1 ≤ m+ 1− i ≤ m and 1 ≤ m+ 1 − j ≤ m. If
i ≥ j, we can get Ai,m+1−j = Ai−(i−j),m+1−j−(i−j) = Aj,m+1−i. If i < j,
we can get Aj,m+1−i = Aj−(j−i),m+1−i−(j−i) = Ai,m+1−j. It means that
Ei,j = Fi,j .
(ii) If 1 ≤ i ≤ m and m < j ≤ n, then we have Ei,j = bAi,n+m+1−j and
Fi,j = Aj,m+1−i. In this case 1 ≤ m + 1 − i ≤ m and m + 1 ≤
n+m+1− j ≤ n. Furthermore, m+1− i ≤ j− i, implying Aj,m+1−i =
Aj−(m−i),m+1−i−(m−i) = Ai+j−m,1 = bAi+j−m−1,n = bAi,n+m+1−j , thus
Ei,j = Fi,j .
(iii) If m < i ≤ n and 1 ≤ j ≤ m, then we have Ei,j = Ai,m+1−j and Fi,j =
bAj,n+m+1−i. The proof follows as in point (ii).
(iv) If m < i ≤ n and m < j ≤ n, then we have Ei,j = bAi,n+m+1−j and
Fi,j = bAj,n+m+1−i. In this case m + 1 ≤ n + m + 1 − i ≤ n and
m+ 1 ≤ n+m+ 1− j ≤ n. The proof follows as in point (i).
This completes the proof.
3.2 Self-duality criterion when q = 2
In this paragraph we work over F2. Given the vector c = (c1, c2, ..., cn) where
c1 = cm = 1, ci = 0, i 6= 1, k, and the first row a = (a1, a2, · · · , an) define the
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matrix A =


a
Tc(a)
T 2
c
(a)
...
T n−1
c
(a)

. When c satisfies the above conditions, Tc is the
companion matrix of the trinomial f(x) = xn − xm − 1.
Theorem 2 With the above notation, the code C = 〈(I, A)〉 where I is iden-
tity of order n is a binary self-dual code if and only if A = I. In other words,
a binary DP code with a trinomial induced polyshift is a self-dual code iff it
is equivalent to a direct sum of repetition codes of length 2.
Proof. The code C = 〈(I, A)〉 is a self-dual code iff AAt = −I = I over
F2, where A
t is the transpose of A. Now we need to prove AAt = I iff
A = I. On the one hand, let B = AAt, B = (Bi,j)n×n, A = (Ai,j)n×n, then
Bi,j =
n∑
m=1
Ai,mAj,m.
With the definition of A, we can get the i-th row of A is
(Ai,1, Ai,2, ..., Ai,n) = (0, Ai−1,1, Ai−1,2, ..., Ai−1,n−1) + Ai−1,nc
= (0, Ai−1,1, Ai−1,2, ..., Ai−1,n−1) + Ai−1,n(1, 0, ..., 0, 1, 0, ..., 0),
then
A2i,1 + A
2
i,2 + ...+ A
2
i,n = A
2
i−1,1 + A
2
i−1,2 + ... + A
2
i−1,n−1 + A
2
i−1,n + A
2
i−1,n,
n∑
m=1
Ai,m =
n∑
m=1
Ai−1,m + Ai−1,n.
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With the definition of B, we have
B1,1 =
n∑
m=1
A21,m =
n∑
m=1
A1,m = a1 + a2 + ... + an−1 + an;
B2,2 =
n∑
m=1
A22,m =
n∑
m=1
A2,m = B1,1 + A1,n;
B3,3 =
n∑
m=1
A23,m =
n∑
m=1
A3,m = B2,2 + A2,n;
...
Bn−1,n−1 =
n∑
m=1
A2n−1,m =
n∑
m=1
An−1,m = Bn−2,n−2 + An−2,n;
Bn,n =
n∑
m=1
A2n,m =
n∑
m=1
An,m = Bn−1,n−1 + An−1,n.
If B = I, B1,1 = B2,2 = ... = Bn,n = 1, then we can get A1,n = A2,n =
... = An−1,n = 0. Let Tj be the j-th row of matrix T. Since the vector
c = (c1, c2, ..., cn) with c1 = cm = 1, ci = 0, i 6= 1, m, we have
Tj =


en, j = 1;
em−1 + en, j = m;
ej−1, otherwise.
where ei, i = 1, 2, ..., n is the canonical basis of F
n, defined by (ei) = δij, i, j =
1, 2, ..., n. Thus
Ai,j = Tj


Ai−1,1
Ai−1,2
...
Ai−1,n

 =


Ai−1,n, j = 1; (1)
Ai−1,m−1 + Ai−1,n, j = m; (2)
Ai−1,j−1, otherwise. (3)
If 1 ≤ t ≤ n−m, by (3) we can get
At,n = At−(t−1),n−(t−1) = A1,n−t+1 = an−t+1,
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it means that
A1,n = an,
A2,n = an−1,
...
An−m,n = am+1.
If n−m+ 1 ≤ t ≤ n, by (3) we can get
At,n = At−(n−m),n−(n−m) = At+m−n,m,
it means that
An−m+1,n = A1,m,
An−m+2,n = A2,m,
...
An,n = Am,m.
Then by (2), we have
A1,m = am,
A2,m = A1,m−1 + A1,n = am−1 + A1,n,
A3,m = A2,m−1 + A2,n = A1,m−2 + A2,n = am−2 + A2,n,
A4,m = A3,m−1 + A3,n = am−3 + A3,n,
...
Am−1,m = Am−2,m−1 + Am−2,n = a2 + Am−2,n,
Am,m = Am−1,m−1 + Am−1,n = a1 + Am−1,n.
Because A1,n = A2,n = ... = An−1,n = 0, so an = an−1 = ... = a2 = 0; further,
B1,1 = 1, yielding a1 = 1. Then with a = (a1, a2, ..., an) = (1, 0, ..., 0), we
check from its definition the matrix A =


1 0 · · · 0 0
0 1 · · · 0 0
· · · · · · · · · · · · · · ·
0 0 · · · 1 0
0 0 · · · 0 1

 = I.
On the other hand, if A = I, it is immediate that AAt = I.
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3.3 Evenness
An important class of binary isodual codes is the class of even isodual codes
that is those isodual codes all weights of which are even [9, 17]. The next
result shows that many isodual codes coming from our construction are odd.
Theorem 3 Let A be a polycirculant matrix of size n×n, for a polyshift Tc.
If c is an even weight vector, then the binary code C = 〈(I, A)〉 is an even
code if and only if the first row of A is a = (1, 0, · · · , 0).
Proof. If C = 〈(I, A)〉 is an even code, then each column of A has an odd
weight.
Firstly, suppose the weight of a is W (a) = 1, namely, a = (a1, a2, · · · , an)
with only am = 1. By the definition of A, we can get the first n−m+1 rows
of A as:
a = (0, ..., 0, 1, 0, 0, 0, ..., 0, 0);
Tc(a) = (0, ..., 0, 0, 1, 0, 0, ..., 0, 0);
T 2
c
(a) = (0, ..., 0, 0, 0, 1, 0, ..., 0, 0);
...
T n−m
c
(a) = (0, ..., 0, 0, 0, 0, 0, ..., 0, 1).
Then the (n−m+ 2)-th row is
T n−m+1
c
= (0, 0, ..., 0, 0) + 1 · c,
and the weight of this row is W (T n−m+1
c
) = W (c) = 2. So in this case, if we
expect that the weight of each row of A is odd, it requires n −m = n − 1,
then k = 1 and a = (1, 0, · · · , 0).
More generally, suppose that the weight of a is odd, with rightmost
nonzero ai for i = t. If we first let W (a) = 3, reasoning as before, by the
definition of A, we can get the first n− t + 1 rows of A as:
a = (0, ..., 0, 1, 0, 0, 0, ..., 0, 1, 0, 0, 0, ..., 0, 1, 0, 0, 0, ..., 0);
Tc(a) = (0, ..., 0, 0, 1, 0, 0, ..., 0, 0, 1, 0, 0, ..., 0, 0, 1, 0, 0, ..., 0);
T 2
c
(a) = (0, ..., 0, 0, 0, 1, 0, ..., 0, 0, 0, 1, 0, ..., 0, 0, 0, 1, 0, ..., 0);
...
T n−t
c
(a) = (0, ..., 0, 0, ..., 0, 0, 0, 1, 0, ..., 0, 0, 0, 1, 0, ..., 0, 0, 0, 1).
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Then the (n− t + 2)-th row is
T n−t+1
c
= (0, 0, ..., 0, 1, 0, ..., 0, 1, 0, ..., 0, 0)+ 1 · c,
and the weight of this row is W (T n−t+1
c
) = 2 +W (c). Because W (c) = 2, in
this case, if we expect that the weight of each row of A is even, it requires
n− t = n− 1, then t = 1. Therefore, the weight of a cannot be 3. The case
of an a of odd weight > 3 can be treated similarly.
On the other hand, if the vector a = (1, 0, ..., 0), then we can check from
the definition of A that A = I. It is immediate to check that C = 〈(I, A)〉 =
〈(I, I)〉 is an even code.
4 Asymptotics
The number of DP codes of given length 2n is important to count.
Proposition 2 For a given polyshift, the number of DP codes of length 2n
over Fq is q
n.
The easy proof is omitted. We prepare for the proof of the next theorem
by a lemma from linear algebra.
Lemma 1 Let 0 6= w ∈ Fnq . Let R be a matrix of size n × n over Fq with
an irreducible characteristic polynomial. The matrix with successive rows
w, Rw, . . . , Rn−1w is nonsingular.
Proof. Consider the Fq vector space
V = {Riv | i = 0, 1, · · · , n}.
This vector space is invariant by R. Let h (resp.χ) denote the minimal (resp.
characteristic) polynomial of R restricted to V. Let g be the characteristic
polynomial of R on the whole space Fnq . Then by the lemma of [15, p.200],
the polynomial χ divides g. By Cayley-Hamilton theorem, h divides χ. Hence
h divides g. By [15, §7, Theorem 1] h is of degree the dimension of V. Since
g is irreducible, this means that h = g and V = Fnq . The result follows.
Theorem 4 Let u,v ∈ Fnq . For a given polyshift, with matrix the companion
matrix of an irreducible trinomial, the number of DPs of length 2n over Fq
that contains the vector (u,v) 6= 0 is at most one.
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Proof. We need to solve Atu = v, when At = QAQ, by Theorem 1.
Letting u′ = Qu and v′ = Qv, v′ = (v′1, v
′
2, ..., v
′
n), we obtain the system of
n equations
v′1 = a · u
′, . . . , v′i = T
i−1
c
(a) · u′, . . . , v′n = T
n−1
c
(a) · u′.
By transposition, we obtain a system in the ai’s whose matrix has successive
rows
u′, . . . , T t
c
u′, . . . , (T t
c
)n−1u′.
By the lemma this matrix is non singular. The result follows.
We are now ready for the main result of the section. Recall the classical
entropy function H(x) of the real variable x defined for 0 < x < 1, by the
formula
H(x) = −x log(x)− (1− x) log(1− x).
See [19, Chap. 10, §11] for background material.
Theorem 5 There are sequences of binary DP codes with a polyshift whose
matrix is the companion of an irreducible trinomial, and whose relative dis-
tance δ satisfies δ ≥ H−1(1
2
).
Proof. By [10], there are infinitely many irreducible trinomials over F2.
For a given n, by Proposition 2 there are at least 2n DP codes of length 2n
w.r.t. a polyshift whose matrix is the companion matrix of an irreducible
trinomial. By Theorem 4, a nonzero vector (u,v) with weight < dn can be
contained in at most one such code. Assume dn ∼ δn for n→∞. The total
number of such vectors is, for n→∞, of order ∼ c1
22nH(δ)√
n
for some constant
c1 > 0 [11]. If 2
n is strictly larger than that latter number, then there is at
least one DP code of length 2n with minimum distance ≥ dn. This will hold
for n large enough if n ∼ 2nH(δ), and in particular if H(δ) = 1/2.
Remark: The existence of infinitely many irreducible trinomials over Fq
of a given shape is a difficult problem in general. For instance all trinomials
xn + x + 1 are reducible over F3 [24]. However, we believe that, for given
q, there are infinitely many irreducible trinomials. In fact we will make the
following stronger conjecture.
Conjecture: Let θq(n) denote the number of irreducible trinomials over
Fq of degree at most n. We have θq(n) = Ω(n), for n→∞.
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Table 6: Slope of linear model
q 2 3 4 5 7
(q − 1)2 1 4 9 16 36
a(q) 2.924 7.289 9.627 19.55 50.5
The conjecture is based on extensive computations in Matlab, collected
in the Appendix, and also on the following heuristic argument. The total
number of trinomials xn − axm − b, is ≈ n(q− 1)2, with the factor n coming
from the choice of m, and the factor (q − 1)2 from the choice of a and b.
It is well-known that the proportion of irreducible polynomials amongst all
polynomials of degree n is ∼ 1/n for n→∞ [24, p.1995]. Assuming the same
proportion holds asymptotically on n for irreducible polynomials amongst
trinomials of given degree we get a constant number (q − 1)2 of irreducible
trinomials for each degree. Actually, the graphs of the Appendix show that
θq(n) can be numerically approximated by a linear model Hq(n) = a(q)n +
b(q) with a(q) growing roughly like q2, as shown in Table 6.
5 Numerics
In Tables 1-2 and 4-5, for, respectively, q = 2, 3, 5, 7 we denote by
• dF (q, 2n) the highest minimum weight of formally self-dual codes over
Fq as per [6, 7, 8],
• d∗F (q, 2n) the highest minimum weight of FSD DP codes constructed
over Fq.
We put a star exponent on the entry d∗F (q, 2n) whenever d
∗
F (q, 2n) = dF (q, 2n).
In Table 3 we denote by dfsdao(4, 2n) the highest minimum weight of formally
self-dual additive odd codes over F4 ([14]); and by d
∗
fsdao(4, 2n) the highest
minimum weight of FSD DP codes that we can find over F4. We put a star
exponent on the entry dfsdao(4, 2n)
∗ whenever dfsdao(4, 2n)∗ = dfsdao(4, 2n).
All binary codes constructed are odd. All the DP codes constructed in this
section are FSD codes by Theorem 1. All computations were performed in
Magma [20].
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Table 1: The Highest Minimum Weight for F2
Length 2n d∗F (2, 2n) dF (2, 2n)
4 2∗ 2
6 3∗ 3
8 3∗ 3
10 3 4
12 4∗ 4
14 4∗ 4
16 5∗ 5
18 5∗ 5
20 5 6
22 6 7
24 6 7
26 6 7
28 6 7
30 7∗ 7 or 8
32 7 8
34 7 8
36 8∗ 8
38 8∗ 8 or 9
40 8 9 or 10
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Table 2: The Highest Minimum Weight for F3
Length 2n d∗F (3, 2n) dF (3, 2n)
4 3∗ 3
6 3∗ 3
8 4∗ 4
10 4 5
12 5 6
14 5 6
16 6∗ 6
18 6∗ 6
20 6 7
22 7 8
24 8 9
26 8∗ 8 or 9
28 8 9 or 10
30 8 9, 10 or 11
6 Conclusion and open problems
In this work we have introduced a new class of QPC codes of index two:
double polycirculant codes. These codes are the natural generalization of
double circulant codes when going from standard shift to the polyshift of
polycylic codes. When the matrix of the polyshift is the companion matrix
of a trinomial of the form xn + axm + b, these codes are isodual, and in
particular formally self-dual. In short lengths, their parameters are optimal
or quasi-optimal amongst FSD codes. More importantly, when q = 2, we
could show that they are asymptotically good. In fact, their relative distance
satisfies the Varshamov-Gilbert bound for codes of rate one-half.
Many open problems remain. Characterizing the matrices over finite
fields that are monomially equivalent to their transpose could lead to new
constructions of isodual codes. Generalizing the asymptotic distance bound
to all q > 2 requires to solve the conjecture of Section 4. At a more structural
level, it might be possible to derive isoduality for a larger class of polyshifts.
The characterization of evenness is only done for half the associate vectors. It
would be worth constructing even FSD codes over F2, the first studied class
of FSD codes [9, 17], by DP codes, or to prove they do not exist. Eventually,
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Table 3: The Highest Minimum Weight for F4
Length 2n d∗fsdao(4, 2n) dfsdao(4, 2n)
4 3∗ 3
6 3∗ 3
8 4∗ 4
10 5∗ 5
12 5 6
14 6∗ 6 or 7
Table 4: The Highest Minimum Weight for F5
Length 2n d∗F (5, 2n) dF (5, 2n)
4 3∗ 3
6 4∗ 4
8 4∗ 4
10 5∗ 5
12 6∗ 6
14 6∗ 6
16 7∗ 7
18 7∗ 7 or 8
20 7 8 or 9
22 8∗ 8, 9 or 10
24 8 9 or 10
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Table 5: The Highest Minimum Weight for F7
Length 2n d∗F (7, 2n) dF (7, 2n)
4 3∗ 3
6 4∗ 4
8 4 5
10 5∗ 5
12 6∗ 6
14 6 7
16 7∗ 7 or 8
18 7 8 or 9
20 8 9 or 10
22 8 9, 10 or 11
24 9 10, 11 or 12
DP codes over finite rings is a wide open area.
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7 Appendix: high degree irreducible trino-
mials
The following plots were generated in Matlab using the package cftool.
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