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Chapter 1 
Introduction 
1.1 Abstract 
Kelvin [33] proposed that vortex patches (having constant vorticity within the patch) of 
greatest or least kinetic energy relative to some isovortical surface constitute stable, steady 
ﬂows. Benjamin [7] and Turkington [46] suggested that an appropriate isovortical surface is 
the set of rearrangements of a prescribed function. In this thesis, we investigate the stability 
of steady ﬂows of an ideal ﬂuid of unit density in ﬁve diﬀerent physical situations: 
a ﬂow in a multiply-connected, bounded planar region with prescribed circulations 
around each inner boundary component; 
a ﬂow in the ﬁrst quadrant of the plane, with velocity tending to λ(x1, −x2) as |x| → ∞, 
for some λ > 0; 
a shear ﬂow in a planar strip S = R × (0, π), with velocity tending to λ(−1 − 2σx2, 0) 
as |x| → ∞, for some λ > 0 and σ ≥ 0; 
an axisymmetric ﬂow in a pipe {(x, y, z) ∈ R3|x2 + y2 < π2}, with velocity tending to 
λ(0, 0, −1) as |x| → ∞, for some λ > 0; 
a ﬂow in S \ Γ, where Γ is a midstream obstacle, with a prescribed circulation around 
Γ, and with velocity tending to λ(−1, 0) as |x| → ∞, for some λ > 0. 
Our notion of stability is that of nonlinear stability in the p-norm on the space of vorticities. 
The proofs use conservation of energy and transport of vorticity, a method used by Burton 
[11] and Burton, Lopes and Lopes [19]. 
1.2 The study of rearrangements 
In this thesis we shall be investigating properties of the ﬂow of an incompressible ﬂuid. 
Now if a particular physical quantity f is conserved following the ﬂow, then although each 
6
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particle may change position, it will not change in size, and it will retain the same value 
of f . In other words, the mass of particles attaining any given set of values for f does not 
change. This motivates the study of rearrangements of functions. 
1.3 Rearrangements on ﬁnite measure spaces 
Let (Ω, µ), (Ω�, µ�) be ﬁnite measure spaces. Then measurable functions f : Ω R,→ 
g : Ω� → R are called rearrangements if and only if 
µ(f−1[a, ∞)) = µ�(g−1[a, ∞)), for each a ∈ R. 
We denote by R(f) the set of rearrangements of f . (We could also say that the above 
functions f and g are related if and only if they are rearrangements, giving an equivalence 
relation; the equivalence class of f would then be R(f).) 
There is a number of alternative ways to characterise the rearrangement property. Dou­
glas [24] considered a bounded set Ω equipped with a measure µ that is absolutely con­
tinuous with respect to N -dimensional Lebesgue measure µN . (We shall denote Lebesgue 
measure this way throughout this thesis.) He also assumed that for some non-negative 
h ∈ L1(RN ), the identity µ(A) = hdµN holds for each measurable set A ⊂ Ω. Under 
A 
these assumptions, he proved in [24, section 2.1, theorem 1] that the following statements 
about integrable functions f, g : Ω R are equivalent: → 
(i) f and g are rearrangements. 
(ii) (f − a)+dµ = (g − a)+dµ, for each a ∈ R. 
Ω Ω 
(iii) µ(f−1(B)) = µ(g−1(B)), for each Borel set B ⊂ R. 
(iv) ϕ fdµ = ϕ gdµ, for each continuous function ϕ : R R that renders these ◦ ◦ →
Ω Ω 
integrals ﬁnite. 
(The subscripts + and − will respectively denote positive and negative part throughout this 
thesis.) Note that statement (iv) implies that ||f ||p = ||g||p, if these are ﬁnite. Furthermore, 
Burton [16, lemma 2.1(ii)] proved that if f and g arearrangements, then ϕ f and ϕ g are◦ ◦ 
rearrangements, for each Borel measurable function ϕ : R R.→ 
We now introduce some useful rearrangements of a given function f on a ﬁnite measure 
space (Ω, µ). The decreasing rearrangement of f on (0, µ(Ω)) is the unique decreasing 
function fΔ : (0, µ(Ω)) R such that → 
µ1((f
Δ)−1[a, ∞)) = µ(f−1[a, ∞)), for all a ∈ R. 
An explicit formula is 
fΔ(x) = max{a ≥ 0|µ(f−1[a, ∞)) ≥ x}, for x ∈ (0, µ(Ω)). 
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The two-dimensional Schwarz symmetrisation of f about a point x ∈ R2 is the unique 
radially decreasing function fx
S : R2 → R such that, for all a > 0, we have 
µN ((f
S )−1[a, ∞)) = µ(f−1[a, ∞)), for all a ∈ R.x 
The two-dimensional Steiner symmetrisation of f about the line x1 = k is the function 
(x1, x2) �→ f(·, x2)Δ(2|x1 − k|), for all a ∈ R. 
Before we introduce some results concerning decreasing rearrangements, let us remark 
that properties of rearrangements on a wide class of ﬁnite measure spaces can be deduced 
from those on ((0, 1), µ1), using measure-preserving transformations. For ﬁnite measure 
spaces (Ω, µ), (Ω�, µ�), a function ϕ : Ω Ω� is such a transformation if and only if, for each → 
µ�-measurable set A ⊂ Ω, the set ϕ−1(A) is µ-measurable, and µ(ϕ−1(A)) = µ�(A). If also 
ϕ has an inverse, which is also measure-preserving, then ϕ is called a measure-preserving 
bijection. A ﬁnite measure space (Ω, µ) will now be called a measure interval if and only if 
there exists a measure-preserving bijection between (Ω, µ) and ( (0, µ(Ω)) , µ1). 
Lemma 1.1. Let (Ω, µ) be a measure interval and let p ∈ [1, ∞). Then for f, g ∈ Lp(Ω, µ), 
we have 
fΔ Δ− g

p 
≤ ||f − g||p .

This was proved by Burton [16, lemma 2.7]. This inequality may be used to show that 
R(f) is closed in Lp(Ω, µ). Incidentally, Burton [16, lemma 2.11] also showed that R(f) is 
path-connected. 
Lemma 1.2. Let p, q ∈ [1, ∞] be conjugate exponents, and let f0 ∈ Lp((0, 1)) and g0 ∈ 
Lq((0, 1)). Then for all f ∈ R(f0) and g ∈ R(g0), we have � 1 � 1 
fg ≤ fΔ g Δ .0 0 
0 0 
This was essentially proved by Hardy, Littlewood and Po´lya [30, lemma 1.3]. This is 
a simpler version of Burton’s [13, theorem 1], which is the above inequality proved on a 
general ﬁnite positive measure space. Burton [13, lemma 3] proves that if there exists an 
f1 ∈ R(f0) and an increasing function ϕ such that f1 = ϕ g0, then equality holds by taking ◦
f = f1 and g = g0. We discuss this particular result further in section 1.7. 
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1.4 The weak closure of the set of rearrangements 
Although the set of rearrangements is closed, it is neither convex, compact nor weakly 
closed in general. This can make problems involving extremising a functional over a set of 
rearrangements rather diﬃcult. Accordingly we now introduce the weak closure R(f)w of 
the set of rearrangements of a function f . Burton [13, theorem 6 and lemma 6] proved that 
on a ﬁnite separable non-atomic measure space (Ω, µ), if f ∈ Lp(Ω, µ), then R(f)w is convex 
and weakly sequentially compact in Lq(Ω, µ), where p, q ∈ [1, ∞] are conjugate exponents. 
Weak compactness of R(f)w in the case q =� ∞ follows from the fact that R(f)w with the 
weak topology is metrisable (as in [16, lemma 2.2]). For non-negative f ∈ L1((0, 1), µ1), 
Ryﬀ [42] characterised R(f)w thus: 
x x 
non-negative g ∈ L1((0, 1)) Δ ≤ fΔ for all x < 1, and Δ fΔR(f)w =
 g
 g
 =
 .

1 1 
0 0 
Ryﬀ also proved that R(f)w is the closed convex hull of R(f), and that the set of extreme 
points of R(f)w is simply R(f). An interesting consequence of Ryﬀ’s characterisation is 
that if f and g are rearrangements, then R(f)w = R(g)w . 
1.5 Rearrangements on inﬁnite measure spaces 
Recall that we gave four equivalent characterisations of rearrangement in section 1.3. These 
are no longer equivalent if we proceed to an inﬁnite measure space, as seen by the following 
example of real functions on [0, ∞): 
f(x) = 
x
1 
2 �(1,∞), 
g(x) = 
(x−
1
1)2 
�(2,∞). 
(�A will always denote the indicator function of a given set A throughout this thesis.) 
Therefore we slightly modify the deﬁnition of rearrangement. On an inﬁnite measure space 
(Ω, µ), two non-negative integrable functions f, g : Ω R are rearrangements if and only if → 
µ(f−1[a, ∞)) = µ�(g−1[a, ∞)) < ∞, for each a > 0. 
With the proviso that µ�(f−1[a, ∞)) < ∞, for each a > 0, we can then deﬁne the various 
decreasing rearrangements of f as we did before, but of course on (0, ∞) this time. As 
for the weak closure, in chapters 3 to 6 of this thesis, we shall take R(f)w to be the weak 
closure in L2 of R(f). 
For non-negative measurable f : [0, ∞) [0, ∞), Eydeland, Spruck and Turkington [28,→ 
lemma 2.1] characterised R(f) thus: 
∞ ∞ 
R(f) = non-negative, measurable g
 (g − a)+ =
 (f − a)+ for all a > 0 .

0 0 
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For an unbounded domain Ω ∈ RN of inﬁnite measure, for p ∈ (1, ∞) and for non-negative 
thus:

.

f ∈ Lp(Ω), Douglas [25] characterised R(f)w 
R(f)w = non-negative, measurable g (g − a)+ ≤ (f − a)+ for all a > 0 
Ω Ω 
He also proved that R(f)w is the closed convex hull of R(f), and that R(f)w is weakly com­
pact in Lp(Ω). Furthermore, after Douglas deﬁned the set of curtailments of rearrangements 
of f by 
RC(f) = {g ≥ 0|g Δ = fΔ�(0,a) for some a ∈ [0, ∞]}, 
he proved that the set of extreme points of R(f)w is RC(f). We also introduce another 
superset of R(f) that was introduced by Burton, Lopes and Lopes [19]; this and RC(f) will 
be useful in chapters 3 to 6: 
R+(f) = {g�A|g ∈ R(f) and A ⊂ Ω is measurable}. 
Lemmas 1.1 and 1.2 still hold in the setting of an inﬁnite measure space; see Lieb and 
Loss [35, theorems 3.4 and 3.5]. We now state two other results that also hold in this 
setting. 
Lemma 1.3. Let f, g, h be three non-negative measurable functions on RN . Then we have 
Riesz’s inequality:� � � � 
RN RN 
f(x)g(x − y)h(y)dxdy ≤ 
RN RN 
fS 0 (x)g 
S 
0 (x − y)hS 0 (y)dxdy, 
assuming that these integrals are ﬁnite. 
This was proved by Riesz [41]. Two diﬀerent proofs can be found in Lieb and Loss [35, 
proof of theorem 3.7], and Lieb [34, lemma 3] proved that equality holds if and only if f and 
h are translates of f0 
S and hS 0 respectively. Riesz’s inequality has particular interest when g 
is the Newtonian potential, because it gives information about kinetic energy functionals. 
Lemma 1.4. Let p ∈ [1, ∞) and let f ∈ W 1,p(RN ). 
�f0 S 
Then

. 
p 
≤ ||�f ||p 
This inequality was proved by Po´lya and Szego¨ [38]. Brothers and Ziemer [9] proved that 
if f has compact support and the function t �→ µN (f0 S )−1(t, ∞) is absolutely continuous, 
then equality holds if and only if f is a translate of f0 
S . (In fact, they also showed that 
the aforementioned absolute continuity holds on an interval [0,M ] if and only if the set 
{x|�f(x) = 0} ∩ f−1(0,M) has zero measure.) Burton and MacLeod [20] used these 
results in their study of extremisers of the Dirichlet integral over the unit ball in RN , over 
all functions whose Laplacians are rearrangements of a given non-negative function. They 
showed that the maximiser and minimiser exist and are unique, and that they are radial 
and monotone. 
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1.6 Two- and three-dimensional Euler equations 
In this thesis we investigate the motion of the ﬂow of an ideal (incompressible and inviscid) 
ﬂuid of unit density in various domains in R2 and R3 . Accordingly we now present the un­
derlying equations describing the ﬂuid’s motion, and some discussion of their consequences. 
In a two-dimensional domain Ω with no body forces, the ﬂuid velocity u and the pressure 
p are required to satisfy Euler’s equation, together with an incompressibility condition and 
the condition of tangency of u at the boundary: 
ut + (u.�)u = −�p in Ω, 
�.u = 0 in Ω, 
u.n = 0 on ∂Ω, 
where n is the outward unit normal to ∂Ω. If the domain is unbounded, the behaviour of 
u at inﬁnity should also be speciﬁed. Next, since the ﬂuid is incompressible, and assuming 
that the domain is suﬃciently smooth, we may introduce the Stokes stream function ψ of 
the ﬂuid such that 
u = �⊥ψ in Ω. (1.1) 
(See, for example, Holm, Marsden, Ratiu and Weinstein [31, section 3.3A].) The zero ﬂux 
of u across the boundary ensures that no problems are encountered in multiply connected 
domains. In addition, tangency of u to the boundary implies that �⊥ψ.n = 0 on ∂Ω. If 
ψ ∈ C1(Ω), this is equivalent to ψ being constant on each component of the boundary. 
In the case of multiple connectedness of Ω, the circulation of the ﬂuid around a boundary 
component C is � � 
u.ds = − �ψ.nds. 
C C 
Now we introduce the vorticity ξ of the ﬂuid: 
ξ = curlu.k = �⊥.u, 
where k is a unit vector perpendicular to the plane of Ω, and where �⊥ = (∂x2 , −∂x1 ). 
Applying �⊥ to (1.1) gives 
Δψ = −ξ in Ω. (1.2) 
From classic potential theory, for a given ξ and for given constant boundary values of ψ, 
there exists a unique solution of (1.2). Thus ψ, and therefore u, are determined by ξ, so we 
now write the Euler equation in terms of ξ. In view of the incompressibility of the ﬂuid, we 
may take the curl of the Euler equation to get 
curl(ut + (u.�)u) = curl(−�p) 
⇒ ξt + u.�ξ = 0 
⇒ ξt + �.(ξu) = 0. 
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This last equation is known as the vorticity equation, and can be regarded as a linear 
transport equation for the vorticity, with the transporting velocity coupled to the vorticity 
with a Biot-Savart type law. We shall re-introduce it in a distributional form in subsequent 
chapters as appropriate. 
Lastly, for a ﬂow to be steady, the term ut is eliminated from Euler’s equation, and 
taking the curl thereof implies that the Jacobian of the pair (ψ, ξ) is zero. This implies that 
ψ and ξ are functionally dependent, as per [10, theorem 7.63]. In particular, Burton [15] 
and Emamizadeh [26] considered the case where ξ = ϕ ψ, for some increasing function ϕ.◦ 
Burton [11, lemma 6] proved the following related result. He showed that for a bounded 
domain Ω ∈ R2 with a suﬃciently smooth boundary, for p ∈ (43 , ∞) and for ξ ∈ Lp(Ω), 
if there exists a monotone function ϕ such that ξ = ϕ (Kξ) almost everywhere, then ◦ 
�.(ξ�⊥Kξ) = 0 distributionally. (Here, Kξ represents the unique W 2,p(Ω) ∩ W01,p(Ω) 
solution of −Δu = ξ in Ω.) 
We summarise other relevant results on the existence of steady ﬂows in due course. 
In three dimensions, we restrict ourselves to the case of a pipe in R3 of inﬁnite length 
and circular cross-section 
C = {(r cos θ, r sin θ, z)|r ∈ [0, π), θ ∈ (−π, π], z ∈ R}. 
Assuming that the ﬂuid is ideal and of unit density, and that the ﬂow is axisymmetric, we 
may introduce a stream function ψ(r, z). (We intend to have ψ → −1 λr2 at inﬁnity, for 2 
some given λ > 0.) The velocity u and the vorticity ω are then given by 
u = 1 (−ψz, 0, ψr) ; r 
curlu = (0, ω, 0); 
so that ω = −1 ψzz − (1 ψr)r. We introduce the following diﬀerential operator: r r 
1 ∂ 1 ∂ 1 ∂2 
,L = −
r ∂r r ∂r 
− 
r2 ∂z2 
so as to write 
ω 
ξ := = Lψ on C. 
r 
Next, taking the curl of the Euler equation, we arrive at 
∂(ψ, ξ)
ξt + = 0 
∂(w, z) 
where w = 1 r2 . Therefore the total derivative dξ following the motion is zero. Benjamin2 dt 
[7] remarked, 
”Thus the value of ξ for any inﬁnitesimal ring of ﬂuid particles remains constant, and 
the measure of any set of values assumed by ξ is therefore an invariant of the motion. In 
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other words, the functions ξ of (w, z) evolved during any time interval are rearrangements 
of the initial function.” 
He suggested that the maximisation of a linear combination of the preserved quantities 
of kinetic energy and impulse in the z-direction over a set of rearrangements should give 
rise to a steady ﬂow. He also suggested a similar approach of maximising just the kinetic 
energy, over those rearrangements that have a prescribed impulse. Burton [18] considered 
the former case, and investigated steady ﬂows satisfying ωr = ϕ ◦ ψ, for some increasing 
function ϕ. We summarise the relevant results on the existence of such ﬂows in section 1.9. 
1.7 Maximisation and minimisation of functionals 
We now state some results on maximisation and minimisation of functionals that are relevant 
to the study of steady vortices in an ideal ﬂuid. Burton [13] demonstrated a link between 
the maximisation of linear functionals and the existence of steady vortex ﬂows. He proves 
in [13, theorems 3, 4 and 5] the following results, for a space Ω with measure µ absolutely 
continuous with respect to µN : 
Let Ω ⊂ R2 be bounded, let p, q be conjugate exponents with p =� ∞, and let f0 ∈ Lp(Ω) 
and g0 ∈ Lq(Ω). Then the linear functional g0∗(f) := fg0 attains its supremum relative 
Ω 
to R(f0). Moreover, if f1 is the unique maximiser of g∗ relative to R(f0), then there exists 0 
an increasing function ϕ : R R such that f1 = ϕ g0 almost everywhere. Conversely, → ◦ 
if f1 = ϕ g0 ∈ R(f0) almost everywhere for some increasing ϕ, then f1 is the unique ◦ 
maximiser of g∗ relative to R(f0)w . 
Burton [13, theorem 7] uses these results to investigate the maximisation of a convex, 
weakly sequentially continuous functional Ψ relative to R(f0), where Ψ represents some 
physical quantity such as kinetic energy. He proves that Ψ attains its supremum relative 
to R(f0), and that for g ∈ ∂Ψ(f1), if Ψ is strictly convex and attains a strict maximiser at 
f1 ∈ R(f0), then there exists an increasing function ϕ such that f1 = ϕ g almost every­◦ 
where. We now present two general results that are related to this theory. 
[13, corollary 2] shows that if (Ω, µ) is also ﬁnite, separable and nonatomic, then for 
conjugate exponents p, q with p = for a strictly positive compact symmetric linear � ∞, 
operator K : Lp(Ω, µ) → Lq(Ω, µ) and for f0 ∈ Lp(Ω, µ), v ∈ Lq(Ω, µ), the functional 
1 
Ψ : Lp(Ω, µ) → R : f �→ 
2 Ω 
fKfdµ − 
Ω 
vfdµ 
attains its supremum relative to R(f0). Moreover, if f1 ∈ R(f0) is a maximiser of Ψ, then 
there exists an increasing function ϕ such that f1 = ϕ (Kf1 − v) almost everywhere. ◦ 
[13, theorem 9] is proved for a class of semilinear elliptic equations but for brevity we 
state the result for the Laplacian. Let µN also be absolutely continuous with respect to 
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µ, let Ω ⊂ RN have ﬁnite µ-measure and let p, q be conjugate exponents with p =� ∞. 
Let K : Lp(Ω) → Lq(Ω) be compact, positive and symmetric and satisfy −ΔKf = f 
almost everwhere for all f ∈ Lp(Ω). Also, let v ∈ Lq(Ω) ∩ W 2,1(Ω) satisfy Δv = 0 almost loc 
everywhere. Deﬁne two functionals on Lp(Ω): 
1 
Ψ(f) = fKfdµ;
2 �Ω 
I(f) = fvdµ. 
Ω 
Then for f0 ∈ Lp(Ω) and α ∈ (infR(f0) I, supR(f0) I), the functional Ψ attains its supremum 
relative to R(f0) ∩ I−1(α). Lastly, if f1 ∈ R(f0) ∩ I−1(α) is a maximiser of Ψ, then there 
exists a λ ∈ R and an increasing function ϕ such that f1 = ϕ◦(Kf1 −λv) almost everywhere. 
Burton and MacLeod [20, example 4.5] give an application of the second result in the unit 
disc D ∈ R2 . The functional Ψ represents kinetic energy, and they take v = 1 (1−r2) so that 2 
I represents angular momentum. They demonstrate that for f0 ∈ L2(Ω), the spherically 
increasing rearrangement of f0 is the unique maximiser of the angular momentum (relative 
to R(f0), while the spherically decreasing rearrangement is the unique minimiser. Moreover, 
they show that, for α ∈ (infR(f0) I, supR(f0) I), the kinetic energy attains its supremum over 
all elements of R(f0) that have angular momentum α. Lastly, if f1 is such a maximiser, 
then there exists a λ ∈ R and an increasing function ϕ such that 
f1 = ϕ ◦ (Kf1 + 
2
1 
λ(1 − r 2)) 
almost everywhere. 
We now discuss the minimisation of energy functionals. Burton and MacLeod considered 
a non-empty open set Ω ∈ RN and the inverse K : Lp(Ω) → H01(Ω) of −Δ with zero Dirichlet 
boundary conditions, where p ∈ ( 2N N +2 , ∞). They deﬁned 
E : Lp(Ω) R : f fKfdµN→ → 
Ω 
and prescribed an f0 ∈ Lp(Ω). They proved [20, theorem 2.1] that: 
(i) infR(f0) E = inf R(f0)w E, and this inﬁmum is attained at exactly one point f1 in R(f0)w . 
(ii) There exists a decreasing function ϕ such that f1 = ϕ (Kf1) almost everywhere; no ◦ 
other rearrangement of f1 has this property. 
(iii) If f0 is essentially one-signed, then f1 ∈ R(f0). 
(iv) f1 is essentially one-signed. In particular, if f0 is essentially two-signed then f1 /∈ R(f0). 
([20, theorem 2.1(v)] states properties of f1 in this case.) 
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1.8 Other results 
We state and prove a number of fundamental results in functional analysis that will be used 
at various stages in this thesis. 
Lemma 1.5. Let X be a normed linear space, let (un)n∈N ⊂ X and let u ∈ X. Suppose 
that (un)n∈N converges weakly to u. Then 
||u||X ≤ lim inf n→∞ ||un||X . 
Proof. By the Hahn-Banach theorem, there exists an f ∈ X∗ such that f(x) = ||u||X and 
||f ||X∗ = 1. Now since un � u, we have f(un) → f(u), as n →∞. Therefore 
= f(u) = lim inf f(un) ≤ lim inf = lim inf||u||X n→∞ ||f ||X∗ ||un||X n→∞ ||un||X . n→∞ 
Deﬁnition 
Let X be a Banach space. We say that X is uniformly convex if and only if, for all ε > 0 
and for all r > 0, there exists a δ > 0 such that, for all a, b ∈ B(0, r + δ), we have: 
||a + b||X > 2r − δ ⇒ ||a − b||X < ε. 
Clarkson [21] showed that for any measure space Ω and for any p ∈ (1, ∞), the space Lp(Ω) 
is uniformly convex. 
Lemma 1.6. Let X be a uniformly convex Banach space, let (un)n∈N ⊂ X and let u ∈ X. 
Suppose that (un)n∈N converges weakly to u and that lim supn→∞ ||un||X = ||u||X . Then 
(un)n∈N converges strongly to u. 
Proof. Fix ε > 0. Then by uniform convexity, there exists a δ > 0 such that, for all 
a, b ∈ B(0, ||u||X + δ), we have: 
||a + b||X > 2 ||u||X − δ ⇒ ||a − b||X < ε. 
Next, since lim supn→∞ ||un||X = ||u||X , there exists an N1 ∈ N such that for n > N1, we 
have un ∈ B(0, ||u||X + δ). Lastly, by the Hahn-Banach theorem, there exists an f ∈ X∗ 
such that f(u) = ||u||X and ||f ||X∗ = 1. Now since un � u, we have f(un) → f(u), as 
n →∞. Therefore 
lim = lim lim f(un + u) = lim f(un)+ f(u) = 2 ||u||X . n→∞ ||un + u||X n→∞ ||f ||X∗ ||un + u||X ≥ n→∞ n→∞ 
So we may choose N2 ∈ N such that for n > N2, we have ||un + u||X > 2 ||u||X − δ. Then 
for n > max{N1, N2}, we also have ||un − u||X < ε. 
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Lemma 1.7. Let X be a normed linear space. Then Xweak is Hausdorﬀ. (Xweak denotes 
the weak topology on X.) 
Proof. Fix x, y ∈ X with x =� y. If x and y are linearly independent, then the Hahn-Banach 
theorem gives existence of an f ∈ X∗ such that f(x) = 0 and � f is zero on span{y}. Then 
the sets f−1(−∞, 1 f(x)) and f−1(1 f(x), ∞) are open in Xweak and separate x and y. On2 2 
the other hand, if x and y are linearly dependent, then the Hahn-Banach theorem gives the 
existence of a g ∈ X∗ such that g(x) = 0, so that � g(x) =� g(y). Setting m = 1 (g(x) + g(y)),2 
the sets g−1(−∞,m) and g−1(m, ∞) provide the required separation. 
Lemma 1.8. Let X,Y be normed linear spaces with X reﬂexive, and let Q : X � Y be a → 
compact, injective operator. Let B ⊂ X be a closed ball. Then the map Q : (B,Xweak) → 
(Q(B), Y ) is a homeomorphism of topological spaces. 
Proof. We ﬁrst claim that the map Q : (B,Xweak) (Q(B), Yweak) is continuous. To see → 
this, ﬁx a subbasic open set G in Yweak; this is of the form G = f
−1(U) for some f ∈ Y ∗ and 
for some open U ⊂ R. Then the composition f ◦ Q : X → R is a bounded linear operator; 
that is, f ◦Q ∈ X∗. So Q−1(G) = Q−1(f−1(U)) = (f ◦Q)−1(U) is open in Xweak. Therefore 
we have the required continuity. 
We next claim that Q(B) is compact in Y . Since B is bounded in X and Q is compact, 
the set Q(B) is relatively compact in Y . Also, by the above continuity argument, the set 
Q(B) is compact in Yweak. Since Yweak is Hausdorﬀ by lemma 1.7, the set Q(B) is closed in 
Yweak, and is in particular closed in Y . Therefore Q(B) is compact in Y . 
Lastly, recall that Q : (B,Xweak) (Q(B), Yweak) is continuous, and note that id : → 
(Q(B), Y ) (Q(B), Yweak) is trivially continuous. Also, recall that Q(B) is compact in Y ,→ 
and note that since X is reﬂexive, B is compact in Xweak by the Banach-Alaoglu theorem. 
Lastly, recall that Yweak is Hausdorﬀ. In view of these facts, we can apply Hausdorﬀ’s 
lemma to these two continuous bijections to show that their inverses are also continuous. 
Their composition is therefore a homeomorphism. 
Lastly, we state the so-called concentration-compactness theorem of Lions [36, lemma 
1.1]. We use this theorem when investigating maximising sequences of certain energy func­
tionals on unbounded sets; proving compactness of such sequences will allow their investi­
gation to proceed on a bounded set. 
Lemma 1.9. Let a ≥ 0 and let (ξn)n∈N be a sequence of non-negative elements of L1(RN ). 
Suppose also that lim sup ξn = a. Then after passing to a subsequence, one of the fol­
n→∞ RN 
lowing properties holds: 
(i) Compactness: There exists a sequence (yn)n∈N ⊂ RN such that for all ε > 0, there exists 
an R > 0 such that 
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ξn ≥ a − ε, for all n ∈ N. 
B(yn,R) 
(ii) Vanishing: For all R > 0, we have 
lim sup ξn = 0. 
n→∞ y∈RN B(y,R) 
(iii) Dichotomy: There exists b ∈ (0, a) and sequences (A1 n)n∈N, (A2 n)n∈N of measurable 
subsets of RN such that, with ξn 1 = ξn�An 1 and ξn 
2 = ξn�An 2 , we have 
ξn − ξn 1 − ξn 2 → 0 as n →∞; 
RN � 
RN 
ξn 
1 → b as n →∞; 
ξ2 
RN 
n → a − b as n →∞; 
dist(suppξn
1 , suppξn
2) →∞ as n →∞. 
1.9 Literature review 
Judovicˇ [32] gives a global existence theory of the initial boundary value problem for the 
time-dependent Euler equations of the planar ﬂow of an ideal ﬂuid. His main result is an 
existence and uniqueness theorem for a generalised solution in a bounded domain Ω ⊂ R2 
of class C2 . We present his deﬁnition of a generalised solution for the simply-connected 
case, and without body forces on the ﬂuid, as follows. 
Let V be the space of generalised solutions of Δu = f , with u|∂Ω = 0, taken over all 
f ∈ L∞(Ω). The norm on V is 
||ϕ||V = sup |Δϕ|. 
Ω 
Next, for T > 0, let VT be the space of functions ψ on [0, T ] × Ω with ψ(t, ) deﬁned and in ·
V for almost every t ∈ [0, T ]. The norm on VT is 
= sup ||ψ(t, .·||ψ||VT 
t∈[0,T ] 
)||V 
Judovicˇ considers a function ψ ∈ VT to be a generalised solution of the Euler equations 
Δψt + ψx2 Δψx1 − ψx1 Δψx2 = 0

ψ|∂Ω = 0

ψ(0, ) = ϕ
·
with the requirement that ϕ ∈ V , if and only if, for any χ ∈ C∞(Ω×[0, T ]) with χ(t, ·)|∂Ω = 0 
and χ(T, ) = 0, we have · � � T � 
− 
Ω 
Δϕχ(0, ·) + 
0 Ω 
−Δψχt +Δψ(ψx1 χx2 − ψx2 χx1 ) = 0. (1.3) 
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Judovicˇ proves [32, theorems 3.1 and 4.1] the existence and uniqueness of such a solution, 
and establishes that t �→ Δψ(t, ) and t �→ ψtx(t, ) are strongly continuous in any Lp(Ω), for · ·
p < ∞. The main tools in his proofs are a priori estimates for solutions of elliptic equations, 
some of which he developed in previous articles. For existence, he ﬁrst introduces the linear 
transport equation 
Δψt + ψ˜Δψx1 − ψ˜x1 Δψx2 = 0 (1.4) 
and the set CT , which is the space of functions u on Ω × [0, T ] with u(t, ) deﬁned, zero on ·
∂Ω and in C1(Ω) for almost every t. Next, he proves the existence and uniqueness of the 
solution ψ = Aψ˜ of (1.4) for each ψ˜ ∈ CT . He then shows that the operator A maps into 
CT ∩ VT , and satisﬁes the conditions of Schauder’s ﬁxed point principle. So there exists a 
ψ ∈ VT such that ψ = Aψ. This is the required solution of (1.3). 
Although we have not found a comprehensive theory of solutions of the Euler equations 
in unbounded domains, we now present a number of results concerning the existence of 
steady ﬂows in various domains. 
Emamizadeh [26] considers steady ﬂows in the quarter-plane Π+ = R+ ×R+ that contain 
a bounded vortex and approach a uniform ﬂow, with velocity −λ(x1, −x2), at inﬁnity. His 
notion of energy is a linear combination of that provided by the vortex and that provided 
by the background ﬂow: 
Eλ(v) = 
1 
2 
� 
vK+v − 
� 
x1x2v 
Π+ Π+ 
where K+ is the inverse Laplacian operator with zero Dirichlet boundary and asymptotic 
conditions. Given p ∈ (2, ∞) and ζ0 ∈ Lp(Π+) with bounded support, Emamizadeh consid­
ers the variational problem 
(Pλ) : sup Eλ(ζ) 
ζ∈F 
where F is the set of those functions in R(ζ0) that vanish outside bounded sets. He denotes 
the set of solutions of (Pλ) by Σλ, and then proves the following theorem: 
There exists a λ0 > 0 such that for all λ ∈ (0, λ0), we have Σλ =� ∅. Moreover, if ζ ∈ Σλ 
and ψ = K+ζ, then 
−Δψ = ϕ (ψ − λx1x2)◦ 
almost everywhere in Π+, for some increasing function ϕ. 
His main strategy is to establish this result ﬁrst for maximisers of E whose supports 
all lie in a suﬃciently large bounded set, and then to prove that Σλ precisely comprises 
such maximisers. He also demonstrates that the vortex core of such a maximiser essentially 
avoids ∂Π+. 
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Burton [15] considers a similar problem in the half-plane Π = R × R+, and again 
maximises an energy functional over the rearrangements whose supports are contained in 
a suﬃciently large bounded set. His result can be summarised thus. Let p ∈ (2, ∞), let 
f0 ∈ Lp(Π) be non-zero and non-negative with bounded support, and let F be the set of 
those rearrangements of f0 on Π having bounded supports. For λ ∈ R and v ∈ F , deﬁne 
the energy as follows: � 
1 
E(v) = 
2� Π vT v, 
I(v) = vx2, 
Π 
Eλ(v) = E(v) − λI(v), 
where T is the inverse Laplacian operator with zero Dirichlet boundary and asymptotic 
conditions. Then 
(i) There exists a λ0 > 0 such that for all λ ∈ (0, λ0), the operator Eλ attains a maximum 
relative to F . If ζ is such a maximiser and ψ = Tζ, then 
−Δψ = ϕ (ψ − λx2)◦ 
almost everywhere in Π, for some increasing function ϕ. 
(ii) There exists an I0 > 0 such that for all I1 > I0, the operator E attains a maximum 
relative to F ∩ I−1(I1). If ζ is such a maximiser and ψ = Tζ, then 
−Δψ = ϕ (ψ − λx2)◦ 
almost everywhere in Π, for some λ > 0 and some increasing function ϕ. 
(iii) In (i) and (ii) the maximisers can be chosen to be Steiner-symmetric, and λ0 and I0 
can be chosen to ensure that maximisers’ supports avoid the x1-axis. 
Burton [18] also considers the problem in an inﬁnite pipe of circular cross-section, and 
investigates cylindrically symmetric vortex rings in an ideal ﬂuid ﬂowing along the pipe. 
Because of the symmetry he works in the strip S = R × (0, R) which is endowed with the 
measure ν, which has density 2πr with respect to two-dimensional Lebesgue measure µ2. 
He follows the approach proposed by Benjamin [7] of maximising a convex functional over 
a class of rearrangements, in order to prove the existence of a steady weak solution of the 
Euler equations in the pipe. After deﬁning a diﬀerential operator thus: 
1 ∂ 1 ∂ 1 ∂2 
,L = −
r ∂r r ∂r 
− 
r2 ∂z2 
we may summarise Burton’s result: 
Let p > 5 and let f0 ∈ Lp(S, ν) be non-zero and non-negative with bounded support. 
Then there exists a λ0 > 0 such that for λ ∈ (0, λ0), there exists a positive function 
2,pu ∈ Wloc (Ω, µ2) satisfying 
Lu = ϕ ◦ (u − 
2
1 
λr2) 
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almost everywhere in S, for some increasing function ϕ. Also, u ∈ C1,α(Ω) for all α ∈ 
(0, 1 − 5 ). Moreover, Lu is a rearrangement of f0 with respect to ν, and has support p 
bounded away from inﬁnity and from ∂S. A number of asymptotic properties of u and �u 
are also given. Finally, both u and Lu are symmetrically decreasing in z. 
Early work on ﬂuid stability includes Lord Rayleigh’s investigation of the stability of 
ﬂuid motions in cylindrical domains. He concluded his paper [39] with the statement 
”It may be proved that, if the ﬂuid move between two rigid concentric walls, the motion 
is stable, provided that in the steady motion the rotation either continually increases or 
continually decreases in passing outwards from the axis.” 
Independently of this, Kelvin [33] reached a similar conclusion while considering steady 
motions in a bounded cylinder, and gave the following link between extremals of energy and 
stability of motions. The steady motion of minimal energy is stable, and its vorticity as an 
increasing function of the distance r from the axis. That of maximal energy is also stable, 
but its vorticity is a decreasing function of r. He also stated that, without this monotonicity 
of vorticity, the motion will be unstable. The presentation of his arguments is more from a 
physical approach than a rigorous analysis. 
As an example, he lets the radius of the cylinder be a, the speed of the ﬂuid at a distance 
r from the axis be T , and considers the vorticity ξ to be uniform through a given portion 
of the ﬂuid, and zero through the rest. The expression for the vorticity is: 
1 T dT 
ξ = + . 
2 r dr 
He notes that the steady motion of maximal energy can then be expressed thus: ⎧ ⎨kr, if r < b 
T = ⎩k b2 , if r > b. r 
Note that the irrotational part of the vorticity revolves around the rotational part, in order 
to ensure continuity of the velocity - that is, no slip between the two parts. He gives a 
similar expression for the steady motion of minimal energy. 
Arnold [3] derives conditions for the stability of steady, planar ﬂows of an ideal ﬂuid, by 
recourse to some elementary results in the theory of ordinary diﬀerential equations. Central 
to his investigation is the following theorem: 
Let x˙ = f(x) be a system of n diﬀerential equations, with ﬁrst integrals E, F1, F2,..., Fk 
(with 1 ≤ k < n). Suppose that x0 is an extremal of E relative to the set F −1(c1)∩F −1(c1)∩1 2 
... ∩ F −1(c1). Thus there are Lagrange multipliers λi such that, with H = E + λiFI ,k i 
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we have dH(x0) = 0. Then the point x0 is an equilibrium of the system if either of the 
following conditions hold, and is stable if both of the following conditions hold: 
(i) x0 is a local maximum or minimum; 
(ii) the extremum is non-degenerate - that is, the form d2H is non-degenerate over dF1
−1 ∩ 
dF −1 ∩ ... ∩ dF −1 .2 k 
Arnold uses these results to study the ﬂow of an ideal ﬂuid in a bounded, planar domain 
D whose boundary comprises two smooth, closed curves Γ1, Γ2. Tangency of the velocity 
at the boundary allows the stream function ψ to be considered zero on Γ1, and a function 
ϕ of time only on Γ2. Next, he derives two ﬁrst integrals of the vorticity equation from the 
conservation of kinetic energy E, and from the fact that the ﬂow remains as a rearrangement 
of its initial state. Arnold then informally infers from the above theorem that a steady ﬂow 
with stream function ψ that extremises E is stable if 
δ2H(δψ) := 
1
2 D 
|�δψ|2 + �
�
Δ
ψ
ψ 
(Δδψ)2 (1.5) 
is positive-deﬁnite over all perturbations δψ that are zero on Γ1 and a constant value on 
Γ2. He gives a proof of this stability theorem in [5], and remarks that if instead δ
2H is 
negative-deﬁnite, then stability is only achieved in the linear approximation. However, if 
1 �δψ 2 + sup �ψ (Δδψ)2 
2 D 
| |
D �Δψ 
is negative-deﬁnite, then full stability is achieved once again. 
Arnold concludes his work by giving a number of applications of this stability result. He 
considers ﬂows in the strip R × [Y1, Y2] that are periodic in x and parallel with the x-axis. 
In this case, ψ = ψ(y), �ψ = v, Δψ = v� and �Δψ = v��. 
Firstly, ﬂows with no point of inﬂexion (v��) are stable, because with a suitable choice 
of inertial coordinates, sgnv = sgnv��, so (1.5) will be positive-deﬁnite. (Actually, the 
suﬃciency of the condition that there are no points of inﬂexion was derived by Rayleigh 
[40] for inﬁnitely small perturbations). 
Secondly, certain ﬂows with one point of inﬂexion at 0 are stable, if the velocity is 
assumed to be symmetric about 0. A suﬃcient condition is that sgnv = sgnv��. For example, 
the ﬂow with v = a + by + cy3 is stable if bc > 0. Incidentally, Tollmien [45] showed that 
the ﬂow with Y1 = −Y2 and v = a + cy3 is unstable. 
Thirdly, again with one point of inﬂexion, the case sgnv = −sgnv�� is considered. Arnold 
concludes that, for those perturbations satisfying δψ| = 0 the ﬂow is stable provided that Γ2 
v − v(0)

v�� 
>

(Y2 − Y1)2 
π2 
.
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For example, the ﬂow with v = a + b sin y is stable if Y2 − Y1 < π. Tollmien [45] showed 
that the same ﬂow is unstable if Y2 − Y1 > π and Y1 + Y2 = π. 
Arnold [4] remarks that the above investigation for parallel ﬂows can be carried directly 
over to the circular case. He also deduces that a circular ﬂow in a circular annulus is stable 
if the vorticity is monotone with respect to the distance from the centre, which extends 
Kelvin’s and Rayleigh’s work to the case of ﬁnite perturbations. 
As for the non-smooth case, Wan and Pulvirenti [48] show that circular, planar vortex 
patches are stable for the nonlinear dynamical system generated by the Euler equations. 
They consider a (large) disc D ⊂ R2 of radius R > 0, and deﬁne a vortex patch as λ�A, 
where λ ∈ R is its strength, and where the measure of the set A ⊂ D is its size. Writing 
Φt(ω) as the vorticity at time t when the initial vorticity is ω, they observe that Φt preserves 
patches’ sizes and strengths. Their stability result can be summarised as follows: 
Let γ ∈ (0, R) and put ω0 = �B(0,γ), a steady solution by circular invariance. Then for 
all η > 0, there exists a δ > 0 such that, for all λ ∈ R and for all A ⊂ D, we have 
||λ�A − ω0||1 < δ ⇒ ||Φt(λ�A) − ω0||1 < η for all t ≥ 0 
and, in terms of areas, writing Φt(λ�A) = λ�At , we have 
|λ − 1| < δ and µ2(B \ A ∪ A \ B) < δ ⇒ µ2(B \ At ∪ At \ B) < η for all t ≥ 0. 
To prove their theorem, they establish a variational principle in terms of either angular 
momentum J(ω) = r 2ω or energy E(ω) = 1 < ω, Gω >, where G is the inverse Lapla­2 
D 
cian with Dirichlet boundary conditions; J and E are ﬁrst integrals of vortex ﬂows. The 
variational principle is stated as follows: 
There exist constants c3 > 0, C3 > 0 and ε > 0 such that, if ωc is a circular patch and 
ωˆ ∈ R(ωc), and if ||ωc − ω0||1 < ε and ||ωˆ − ω0||1 < ε, we have 
c3 ||ωc − ωˆ||12 ≤ E(ωc) − E(ωˆ) ≤ C3 ||ωc − ωˆ||1 . (1.6) 
A similar principle for J is also established. For more general perturbations, they proved 
the following stability theorem: 
For all η > 0, there exists a δ > 0 such that, for ω ∈ L∞(D) with 0 ≤ ω ≤ λ and 
|λ − 1| < ||ω20δ ||1 , we have 
||ω − ω0||1 < δ ⇒ ||Φt(ω) − ω0||1 < η for all t ≥ 0. 
Their proof of this is based upon their extension of (1.6) to ωc having strength λ close to 
1, and ωˆ satisfying 0 ≤ ωˆ ≤ λ and ||ωˆ||1 = ||ωc||1. 
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While Wan and Pulvirenti consider vortex patches, Burton [11] considers the much 
broader case of non-constant vorticity. He considers the ﬂow of an ideal ﬂuid of unit density 
that lies in a simply-connected domain Ω ⊂ R2 of class C2,α, for some α ∈ (0, 1). For a 
given ζ ∈ Lp(Ω), with p ∈ (43 , ∞), he proves a stability result for steady solutions of the 
vorticity equation that are strict maximisers or minimisers of the kinetic energy relative to 
R(ζ0). His notion of stability of is that of non-linear stability in the p-norm, and his notion 
1 
of kinetic energy is deﬁned as E(ζ) = 
2 Ω 
ζKζ, where for each ζ ∈ Lp(Ω), the function Kζ 
is the unique W 2,p(Ω) ∩ W 1,p(Ω) solution of the Poisson equation −Δu = ζ. He considers 0 
distributional solutions of the vorticity equation: ω ∈ L∞ (R, Lp(Ω)) is a solution if and loc
only if � � � � 
χtω + ωu.�χ = 0, for all χ ∈ D(R × Ω); 
R Ω R Ω (1.7) 
u(t, ) = �⊥Kω(t, ), for almost every t ∈ R.· ·
(Here and throughout this thesis, D(A) denotes the set of inﬁnitely-diﬀerentiable functions 
that have compact support in A.) For p ∈ (43 , ∞), Burton provides a global existence the­
ory for the initial value problem for (1.7), using Judovicˇ’s aforementioned results [32]. He 
deduces that all solutions are continuous in Lp(Ω) with respect to t, and are rearrangement-
preserving. Moreover, he establishes the existence of energy-preserving solutions, and re­
marks that if p ≥ 3 , then in fact all solutions are energy-preserving. His main stability 2 
result is the following theorem: 
Let ζ0 ∈ Lp(Ω) be a strict local maximum of E relative to R(ζ0). Then ζ0 is a steady 
solution of (1.7). Also, for each ε > 0, there exists a δ > 0 such that, if ω ∈ L∞ (R, Lp(Ω)))loc
is an energy-conserving solution of (1.7), then 
||ω(0, ·) − ζ0||p < δ ⇒ ||ω(t, ·) − ζ0||p < ε, for all t ≥ 0. 
To prove this, Burton uses a transport equation to introduce a ”follower” of the unsteady 
solution whose initial condition is equal to the steady state ζ0. He then estimates their 
distance apart in terms of the energy diﬀerence. This method is explained in more detail 
in section 1.10. 
Recently we have discovered a fault in Burton’s proof that the solutions are rearrangement-
preserving, in the case p ∈ (43 , 2). So far this has not yet been resolved, and unfortunately 
this means that the stability result currently only holds for p ≥ 2. 
Burton, Lopes and Lopes aim in their preprint [19] to establish a similar stability result 
in the half-plane Π = R × R+, for non-negative vortices and perturbations with supports of 
ﬁnite areas. They consider steady vortices that are maximisers of a linear combination of en­
ergy E and linear momentum I in the x1-direction, relative to the set of rearrangements of a 
given function. Loss of compactness of the domain requires the use of Lions’ concentration-
compactness result [36] to reduce the problem to an investigation in a bounded subset of 
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Π. Their stability result depends upon existence and conservation properties of solutions 
of the Euler equations in Π, which they have not yet addressed. Modulo these details, the 
result is deduced from the following variational theorem: 
Let p ∈ (2, ∞), let λ > 0 and ζ0 ∈ Lp(Π) be non-negative with support of ﬁnite area. 
Suppose that the set of maximisers Σλ of E − λI relative to R(ζ0)w is a non-empty subset 
of R(ζ0). Then every maximising sequence (ζn)n∈N for E − λI, whose elements are all in 
R+(ζ0), satisﬁes distL2(Π)(ζn, Σλ) 0 as n →∞.→ 
1.10 Summary of results 
In chapter 2 we investigate the ﬂow of a two-dimensional ideal ﬂuid occupying a bounded, 
multiply-connected planar domain Ω ∈ R2, containing a vortex patch, and having prescribed 
circulations around each inner boundary component. We demonstrate the nonlinear stabil­
ity of the steady ﬂow that is the strict minimiser of the kinetic energy relative to the set of 
rearrangements of a prescribed function, and the orbital stability of the set of ﬂows that are 
maximisers of the kinetic energy relative to the same set of rearrangements. This chapter 
was inspired by Burton [11], but the prescription of given circulations, and the resulting 
change in the deﬁnition of stability, require new groundwork to be laid and results in [11] to 
be modiﬁed. We also adapt the results on existence and conservation properties of solutions 
of the vorticity equation given in [11]. 
The main theme of the proofs of stability is the use of a transport equation to intro­
duce a ”follower” of the unsteady solution that is a rearrangement of the steady state, but 
possibly with new circulations. This method is illustrated in ﬁgure 1.1. 
σ(0, ·) = ξ0 
σ(t, ·) 
ω(0, ·) 
ω(t, ·) 
u(ω) u(ω) 
Figure 1.1: A ”follower” σ of the unsteady solution ω 
The steady solution is denoted by ξ0, and the unsteady solution at time t by ω(t, ). The·
velocity corresponding to the vorticity ω and the new circulations is then denoted by u(ω). 
This velocity u(ω) is used to advect ξ0, and the vorticity of the resulting ”follower” at time 
t is denoted by σ(t, ). It is now possible to estimate the distance between the steady and ·
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unsteady solutions (represented by the dashed line) in terms of the distances between ω(t, )·
and σ(t, ), and between σ(t, ) and σ(0, ) = ξ0 (represented by the dotted lines). These two · · ·
distances can be investigated using properties of solutions of a linear transport equation, 
and properties of an energy functional, respectively. 
In chapter 3 we change the domain to the ﬁrst quadrant Π+ = R+ × R+. Since this 
domain is unbounded, we require that the stream function ψ : Π+ R of ﬂows under → 
consideration satisﬁes ψ → −λx1x2 at inﬁnity, for some given λ > 0. In this and the re­
maining three chapters, we lack the necessary results on existence and conservation to give 
a completely rigorous stability proof. Aside these details, the main diﬃculty lies in proving 
the compactness of maximising sequences for the kinetic energy functional relative to the 
set of rearrangements of a prescribed non-negative function ξ0, which we do show for suﬃ­
ciently small λ. We then prove the L2-convergence to the set of maximisers of the kinetic 
energy of any maximising sequence that is contained in R+(ξ0). This method of proceeding 
from weak converge to strong convergence was discussed by Benjamin [7]. This chapter was 
inspired by Emamizadeh [26], and to overcome the diﬃculty posed by the unboundedness of 
this domain, we develop two key results: ﬁrstly, we show that all maximisers of the kinetic 
energy relative to R(ξ0)w are supported within a bounded set. Secondly, we show that the 
supremum of the kinetic energy relative to the sets R(ξ0) and R(ξ0)w are equal. 
In chapter 4 we investigate the two-dimensional shear ﬂow of an ideal ﬂuid occupying a 
strip S = R × (0, π) and containing a vortex of ﬁnite area. The stream function ψ : Π+ → R 
of such ﬂows will satisfy ψ → −λx2 − λσx2 at inﬁnity, for some given λ > 0 and σ ≥ 0.2 
This chapter was inspired by Burton, Lopes and Lopes [19]. 
In chapter 5 we investigate the three-dimensional axisymmetric ﬂow of an ideal ﬂuid 
occupying an inﬁnite pipe and containing a vortex of ﬁnite area. The stream function 
ψ : C → R of such ﬂows will satisfy ψ → −12 λr2 at inﬁnity, for some given λ > 0, where r 
is the distance from the axis of symmetry. This chapter was inspired by Burton [18]. 
In chapter 6 we investigate the two-dimensional ideal ﬂow of an ﬂuid, occupying the 
strip S which now contains a bounded, connected midstream obstacle Γ, and containing a 
vortex of ﬁnite area. The stream function ψ : Ω := S \ Γ → R of such ﬂows will satisfy 
ψ → −λx2 at inﬁnity, for some given λ > 0. Also, the ﬂow will have a prescribed circulation 
around Γ. 
In these last three chapters, we aim to use some of the techniques from chapter 3 to 
achieve our results. We make use of Lions’ concentration-compactness theorem (lemma 1.9) 
to investigate maximising sequences for the kinetic energy functional relative to the set of 
rearrangements of a prescribed non-negative function ξ0. We use the notion of Steiner sym­
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metrisation in S to prove that the dichotomy property is not held by such sequences. As in 
chapter 3, we prove that for suﬃciently small λ, the set of maximisers relative to R(ξ0)w 
is contained in R(ξ0). A key step in this proof is the assertion by Douglas [25, theorem 
3.1] that such maximisers are contained in RC(ξ0). Also as in chapter 3, we prove the L2­
convergence to the set of maximisers of the kinetic energy of any maximising sequence that 
is contained in R+(ξ0), for suﬃciently small λ, and for particular values of the circulation 
of the ﬂow around Γ in chapter 6. In spite of the lack of existence and conservation results 
in the last four chapters, we demonstrate how to use the aforementioned L2-convergence to 
prove a nonlinear stability theorem (theorem 6.34) at the end of chapter 6. (This also uses 
the notion of followers of unsteady solutions that was used in chapter 2.) The corresponding 
stability theorems and proofs in chapters 3, 4 and 5 are not explicitly stated, but they are 
similar and easier to prove. 
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Chapter 2 
A ﬂow in a bounded domain 
2.1 Introduction 
In this chapter we investigate the ﬂow of a two-dimensional ideal ﬂuid occupying a bounded, 
multiply-connected planar domain Ω ∈ R2 and containing a vortex patch. The ﬂow will have 
prescribed circulations around each inner boundary component. The velocity u : Ω R2 of→ 
such ﬂows will be uniquely determined by the prescribed circulations, the vorticity and the 
requirement to be tangential to ∂Ω. The stream function ψ : Ω → R will satisfy u = �⊥ψ, 
and the vorticity of the ﬂow is then given by −Δψ. Given any vorticity ﬁeld ξ0 ∈ Lp(Ω), 
for p ∈ [2, ∞), we prove that the set of maximisers of the kinetic energy relative to R(ξ0) 
is non-empty is compact, and that the (unique) minimiser relative to R(ξ0) exists if ξ0 is 
one-signed. Next, we show that there exists a circulation-preserving distributional solution 
ξ ∈ L∞(R, Lp(Ω)) of the vorticity equation: 
ξt + �.(ξu) = 0 
We also demonstrate the stability of steady ﬂows of the ﬂuid that are strict minimisers of 
the kinetic energy relative to R(ξ0), and the orbital stability of the set of ﬂows that are 
maximisers of the kinetic energy relative to R(ξ0). 
This chapter was inspired by Burton [11], but the prescription of given circulations 
requires new groundwork to be laid and results in [11] to be modiﬁed. In particular, his 
result on conservation of kinetic energy of C(R, Lp(Ω)) solutions of the vorticity equation 
has been diﬃcult to adapt to our situation. We have however stated this result as conjecture 
2.18, and illustrated a possible alternative method of proof. 
2.2 Notation and deﬁnitions 
We let Γ0, Γ1, ..., ΓN ⊂ R2 be bounded, simply connected and pairwise disjoint, with bound­Naries in C2, and satisfying Γ1, Γ2, ..., ΓN ⊂ Γ0. Now we put Ω = Γ0 \ i=1 Γi; this will be 
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the domain under consideration. Thus ∂Ω comprises components ∂Γ0, ∂Γ1, ..., ∂ΓN , where 
∂Γ0 is described anti-clockwise and ∂Γ1, ∂Γ2, ..., ∂ΓN are described clockwise. We let n be 
the outward unit normal to ∂Ω. Also we let k be a unit vector perpendicular to Ω and in 
the direction of increasing z in Cartesian co-ordinates. We denote the velocity ﬁeld of the 
ﬂuid by u. Note that u is tangential to ∂Ω. The vorticity ﬁeld ξ of the ﬂuid is then given 
by curlu = ξk, and we shall prove later that in an unsteady ﬂow, the vorticities at any two 
instants are rearrangements of each other. 
Now since the ﬂuid is incompressible, �.u = 0 in Ω, so by the regularity of ∂Ω, we have 
a stream function ψ which satisﬁes u = �⊥ψ, and which is constant on each boundary 
component, so we shall normalise ψ so that it is zero on ∂Γ0. We recall the following 
important relation: 
ξ = −Δψ. 
The circulation αi of the ﬂuid around the boundary component ∂Γi is given by 
αi = u.ds = − �ψ.nds. 
∂Γi ∂Γi 
We observe from Green’s theorem that, for a ﬂuid ﬂowing with vorticity ξ and circulations 
α0, α1, ..., αN , we have � � N
ξ = −Δψ = αi. 
Ω Ω i=0 
So α0 is determined by ξ and α1, α2, ..., αN . To express the stream function ψ in terms of 
the vorticity and circulations, we shall need to develop a few preliminary results. We ﬁrst 
deﬁne the following set: 
H = {u ∈ C∞(Ω)∩C(Ω)|u is harmonic on Ω, zero on ∂Γ0 and constant on ∂Γ1, ∂Γ2, ..., ∂ΓN }. 
Now for each α = (α1, α2, ..., αN ) ∈ RN , [14, appendix] gives a unique hα ∈ H such that 
− 
∂Γi 
�hα.nds = αi, for each i ∈ {1, 2, ..., N}, 
and also we have hα ∈ W 2,p(Ω) �→ C1(Ω) for any p ∈ [1, ∞). Secondly, for any p ∈ (1, ∞), 
there exists a unique bounded inverse Laplacian operator K : Lp(Ω) → H01(Ω) with zero 
Dirichlet boundary conditions. 
For measurable ξ, u, we deﬁne the following, wherever they make sense: 
circiu = − �u.nds for i ∈ {1, 2, ..., N}, 
∂Γi 
circu = (circ1u, circ2u, ..., circN u), 
|circu| = max{|circ1u|, |circ2u|, ..., |circN u|}, 
hu = hcircu, 
Pξ = Kξ − hKξ. 
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Notice that each Pξ will be constant on each boundary component of Ω and zero on ∂Γ0, 
and will satisfy circPξ = 0. So given a prescribed vorticity ξ and prescribed circulations 
α1, α2, ..., αN , the stream function is given by ψ = Pξ + hα. The velocity u = �⊥ψ is thus 
also determined. 
Now we deﬁne the kinetic energy. For α ∈ RN and measurable ξ, we deﬁne the following 
energy functionals, wherever they make sense: 
1 1 2Eα(ξ) = 
2 Ω 
ξPξ � + Ω hαξ + � 2 Ω |�hα| , 
1 
Jα(ξ) = ξPξ + hαξ. 
2 Ω Ω 
We also deﬁne the following: 
Jα,ξ = supR(ξ)w Jα; 
Σα,ξ = {η ∈ R(ξ)w|Jα(η) = Jα,ξ}. 
Now to arrive at the required equations of motion, we recall that the velocity is uniquely 
determined by the vorticity and the circulations around the inner boundary components. 
Since we shall be interested only in circulation-preserving solutions, we can now write the 
vorticity equation as follows: 
ξt + �.(ξu) = 0 on Ω. 
u = �⊥(Pξ + hρ). 
We interpret the vorticity equation in the distributional sense: ξ ∈ L∞ (R, Lp(Ω)) is a so­loc
lution if and only if 
χtξ + ξu.�χ = 0, for all χ ∈ D(R × Ω). 
R Ω R Ω (2.1) 
u(t, ) = �⊥(Pξ(t, ) + hρ( )), for almost every t ∈ R.· · ·
2.3 Statements of the results 
In this chapter we prove the following: 
Theorem 2.8. Let p ∈ (1, ∞), let α ∈ RN , and let ξ0 ∈ Lp(Ω). Then 
(i) Jα attains its supremum relative to R(ξ0); 
(ii) ∅ = Σ� α,ξ0 ⊂ R(ξ0), so that Jα has the same supremum on R(ξ0) and R(ξ0)w; 
(iii) Σα,ξ0 is compact; 
(iv) if Jα attains its supremum relative to R(ξ0) at ξ˜, then there exists an icreasing function 
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ϕ : R → R such that ξ˜ = ϕ ◦ (Pξ + hα) almost everywhere. 
Theorem 2.9. Let p ∈ (1, ∞), let α ∈ RN , and let ξ0 ∈ Lp(Ω). Then: 
(i) Jα attains its inﬁmum relative to R(ξ0)w uniquely, at ξ˜ say; 
(ii) there exists a decreasing function ϕ : R → R such that ξ˜ = ϕ ◦ (P ξ˜ + hα) almost 
everywhere; 
(iii) if ξ0 is essentially one-signed, then ξ˜ ∈ R(ξ0); 
Theorem 2.17. Let p ∈ [2, ∞), let α ∈ RN , and let ξ0 ∈ Lp(Ω). Then there exists an 
L∞(R, Lp(Ω)) solution ξ of (2.1) with ξ(0, ) = ξ0 and ρ = α. Also, ξ(t, ) is a rearrangement · ·
of ξ0 for almost every t ≥ 0, and for every t ≥ 0 we have 
.||ξ(t, ·)||p ≤ ||ξ0||p 
Stability theorem for minimisers (theorem 2.20). Let p ∈ [2, ∞), let ξ0 ∈ Lp(Ω) be 
non-negative, and let α ∈ RN . Suppose that ξ0 is the (unique) minimiser of Eα relative to 
R(ξ0). Then ξ0 is a steady solution of (2.1) with ρ = α, and is stable, in the following sense: 
For each ε > 0, there exists a δ > 0 such that for all β ∈ RN , whenever ω ∈ 
L∞ (R, Lp(Ω)) is an Eβ-conserving solution of (2.1) with ρ = β and with ||ω(t, ·)||p ≤loc
||ω(0, ·)||p for almost every t in a neighbourhood of 0, we have 
||ω(0, ·) − ξ0||p + |α − β| < δ ⇒ ||ω(t, ·) − ξ0||p < ε, for all t ≥ 0. 
Stability theorem for maximisers (theorem 2.21). Let p ∈ [2, ∞), let ξ0 ∈ Lp(Ω) and 
let α ∈ RN . Then any ξ ∈ Σα,ξ0 is a steady solution of (2.1) with ρ = α. Moreover, the set 
Σα,ξ0 is orbitally stable, in the following sense: 
For all ε > 0, there exists a δ > 0 such that for all β ∈ RN , whenever ω ∈ L∞ (R, Lp(Ω))loc
is an Eβ -conserving solution of (2.1) with ρ = β and with ||ω(t, ·)||p ≤ ||ω(0, ·)||p for almost 
every t in a neighbourhood of 0, we have 
distLp(Ω)(ω(0, ·), Σα,ξ0 ) + |α − β| < δ ⇒ distLp(Ω)(ω(t, ·), Σα,ξ0 ) < ε, for all t ≥ 0. 
2.4 Preliminaries concerning the operator P 
Lemma 2.1. Let p ∈ (1, ∞). There exists a constant Cp > 0 such that for all ξ ∈ Lp(Ω), 
we have Kξ ∈ W 2,p(Ω) and: 
.||Kξ||2,p ≤ Cp ||ξ||p 
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Proof. Fix ξ ∈ Lp(Ω). We aim to use the result of [1, theorem 8.2], and to this end, ﬁx 
ϕ ∈ C2(Ω) with ϕ|∂Ω = 0; we show that 
KξΔϕ = − ξϕ. 
Ω Ω 
Since Ω is C1 and bounded, [27, theorem 2, page 259] gives ϕ ∈ H01(Ω). Since also Kξ ∈ 
H0
1(Ω), we may choose sequences (un)n∈N, (vn)n∈N ∈ H01(Ω) that converge in H1(Ω) to Kξ 
and ϕ respectively. Since Δϕ ∈ C(Ω) ⊂ L2(Ω), we have 
KξΔϕ = lim unΔϕ = − lim �un.�ϕ = − �Kξ.�ϕ. 
Ω n→∞ Ω n→∞ Ω Ω 
Also −ΔKξ = ξ ∈ Lp(Ω). Now H01(Ω) �→ Lq(Ω), where q is the conjugate exponent of p, 
so vn → ϕ in Lq(Ω) as n →∞. So we have 
ξϕ = − ΔKξϕ = − lim ΔKξvn = lim �Kξ.�vn = �Kξ.�ϕ. 
Ω Ω n→∞ Ω n→∞ Ω Ω 
Thus by [1, theorem 8.2], there exists a constant k > 0, independent of ξ, such that 
||Kξ||2,p ≤ k(||Kξ||p + ||ξ||p) 
By the boundedness of K : Lp(Ω) → H01(Ω) �→ Lp(Ω), we have the desired result. 
Deﬁnitions 
For α = (α1, α2, ..., αN ) ∈ RN , deﬁne |α| = max{|α1|, |α2|, ..., |αN |}. Next, we deﬁne the 
following map: 
Φ : RN → H : α �→ hα. 
Note that Φ is well-deﬁned, linear and bijective. Let us put 
N N
||Φ||sup = ||hei ||sup + ||�hei ||sup, 
i=1 i=1 
N
= ,||Φ||2,p ||hei ||2,p
i=1 
where ei is the ith element of the standard basis for RN , and where p ∈ (1, ∞). 
Lemma 2.2. Let α ∈ RN and let p ∈ (1, ∞). Then 
||hα||sup + ||�hα||sup ≤ ||Φ||sup |α|; 
.||hα||2,p ≤ ||Φ||2,p |α|
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Proof. Both results follow immediately from noting that, since Φ is linear, we have

N

hα = αihei .

Lemma 2.3. Let p ∈ (1, ∞). There exists a constant ||circK||p such that, for all ξ ∈ Lp(Ω), 
we have 
|circKξ| ≤ ||circK||p ||ξ||p . 
Proof. For any ξ ∈ Lp(Ω), we have: 
� 
i=1 
�Kξ.nds
|
circKξ
| ≤
 max
 ≤ 
∂Ω 
|�Gξ.n|ds ≤ ||Gξ||1,1,∂Ω
i∈{1,2,...,N} ∂Γi 
Now by lemma 2.1, the operator K : Lp(Ω) → W 2,p(Ω) is bounded, and also the trace 
W 2,p(Ω) � W 1,p(∂Ω) � W 1,1(∂Ω) is bounded. The result now follows. → → 
Lemma 2.4. Let p ∈ (1, ∞). Then P : Lp(Ω) → W 2,p(Ω) is a bounded linear operator. 
Proof. P is linear because K and Φ are; we now prove that P is bounded. Now for all 
ξ ∈ Lp(Ω), we have by lemma 2.2 and lemma 2.3 the following estimate 
||hKξ|| ≤ ||Φ||2,p |circKξ| ≤ ||Φ||2,p ||circK||p ||ξ||p . 
Hence the operator Lp(Ω) → W 2,p(Ω) : ξ �→ hKξ is bounded. Recall that by lemma 2.1, 
the operator K : Lp(Ω) → W 2,p(Ω) is also bounded. Therefore P : Lp(Ω) → W 2,p(Ω) is 
bounded. 
Lemma 2.5. Let p ∈ (1, ∞), and let q be the conjugate exponent of p. Then P : Lp(Ω) → 
Lq(Ω) is a compact operator. 
Proof. This is immediate from lemma 2.4 and the compactness of the inclusion W 2,p(Ω) �→ 
H1(Ω) � Lq(Ω).→ 
Deﬁnition 
Let p ∈ (1, ∞) and let q be the conjugate exponent of p. We note from lemma 2.4 and 
lemma 2.5 that P : Lp(Ω) → W 2,p(Ω), P : Lp(Ω) → H1(Ω) and P : Lp(Ω) → Lq(Ω) are all 
bounded. Let ||P||p be the least bound for all three of these. 
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Lemma 2.6. Let p ∈ (1, ∞). Then: 
(i) P is symmetric: for all ξ, η ∈ Lp(Ω), we have 
ξPη = ηPξ; 
Ω Ω 
(ii) P is positive: for all ξ ∈ Lp(Ω) \ {0}, we have 
ξPξ > 0. 
Ω 
Proof. Let q be the conjugate exponent of p, and ﬁx ξ, η ∈ Lp(Ω). It is suﬃcient to prove 
that: � � 
PξΔPη − PηΔPξ = 0; �Ω �Ω 
PξΔPξ + |�Pξ|2 = 0. 
Ω Ω 
To see this, choose sequences (ξn)n∈N, (ηn)n∈N ⊂ C∞(Ω) that converge in Lp(Ω) to ξ, η re­
spectively. Note that each Pξn and each Pηn will be constant on each boundary component 
of Ω, and will have zero circulations. So by Green’s identities, for all n ∈ N we have 
PξnΔPηn − PηnΔPξn = 0; �Ω �Ω 
PξnΔPξn + |�Pξn|2 = 0. 
Ω Ω 
Note that by lemmas 2.4 and 2.5, the operators P : Lp(Ω) → Lq(Ω), �P : Lp(Ω) → L2(Ω) 
and ΔP : Lp(Ω) → Lp(Ω) are all bounded. Therefore Pξn → Pξ in Lq(Ω), �Pξn → �Pξ in 
L2(Ω), and ΔPξn → ΔPξ in Lp(Ω), as n →∞. (The same applies with the ηn.) The result 
now follows by letting n →∞, using Ho¨lder’s inequality, in the above two identities. 
2.5 Preliminaries concerning the energy 
Lemma 2.7. Let p ∈ (1, ∞) and let α ∈ RN . Then Jα : Lp(Ω) → R is strictly convex and 
weakly sequentially continuous. Moreover, for ξ ∈ Lp(Ω), the Gaˆteau derivative of Jα at ξ 
is given by dJα[ξ] =< Pξ + hα, >.· 
Proof. Note ﬁrst that by lemma 2.6, the functional J0 is positive except at zero. Now we 
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prove that J0 is strictly convex. To see this, ﬁx ξ, η ∈ Lp(Ω), and t ∈ (0, 1). Then 
tJ0(ξ) + (1 − t)J0(η) − J0(tξ + (1 − t)η) 
=
1 
t ξPξ + 1(1 − t) ηPη − 1 t2 ξPξ − 1(1 − t)2 ηPη 
2 Ω � 2 Ω 2 � Ω 2 Ω 
1 1 − 
2 
t(1 − � t) Ω ξPη − 2 t(1 − t) Ω ηPξ 
1 
= t(1 − t) (ξPξ + ηPη − ξPη − ηPξ)
2 Ω 
= t(1 − t)J0(ξ − η). 
This will be positive unless ξ = η, so J0 is strictly convex. Since Jα − J0 is linear, the 
functional Jα is also strictly convex. 
Next, lemma 2.5 states that P : Lp(Ω) → Lq(Ω) is compact, where q is the conjugate 
exponent of p. Also, hα ∈ Lq(Ω), so Jα is weakly sequentially continuous. 
The required formula for dJαξ follows by a simple calculation. 
The next theorem investigates maximisers for the energy. 
Theorem 2.8. Let p ∈ (1, ∞), let α ∈ RN , and let ξ0 ∈ Lp(Ω). Then 
(i) Jα attains its supremum relative to R(ξ0); 
(ii) ∅ = Σ� α,ξ0 ⊂ R(ξ0), so that Jα has the same supremum on R(ξ0) and R(ξ0)w; 
(iii) Σα,ξ0 is compact; 
(iv) if Jα attains its supremum relative to R(ξ0) at ξ˜, then there exists an icreasing function 
ϕ : R → R such that ξ˜ = ϕ ◦ (Pξ + hα) almost everywhere. 
Proof. (i) Lemma 2.7 states that Jα is strictly convex and weakly sequentially continuous. 
Thus by [13, theorem 7(i)], it attains its supremum relative to R(ξ0). For the purposes of 
part (ii), let it attain this supremum at η0 ∈ R(ξ0), say. 
(ii) By weak sequential compactness of R(ξ0)w (by for example [13, lemma 6], the operator 
Jα attains its supremum relative to R(ξ0)w, so that Σα,ξ0 =� ∅. Now ﬁx an η1 ∈ Σα,ξ0 ; we 
shall show that η1 ∈ R(ξ0). Clearly, Jα(η1) ≥ Jα(η0). Now by [13, theorems 1 and 4] the 
linear functional dJα[η1]( ) ∈ Lp(Ω)∗ attains its supremum relative to R(ξ0), and indeed ·
relative to R(ξ0)w, at η2 ∈ R(ξ0), say. (R(ξ0)w is metrisable by for example [16, lemma 
2.2].) Now suppose for a contradiction that η1 �∈ R(ξ0), then in particular η1 =� η2. So by 
positivity of P we have 
Jα(η2) − Jα(η0) > Jα(η2) − J0(η2 − η1) − Jα(η0) 
= Jα(η1) − dJα[η1](η2 − η1) − Jα(η0) 
= Jα(η1) − Jα(η0) + dJα[η1](η2) − dJα[η1](η1) ≥ 0. 
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Since η2 ∈ R(ξ0), this contradicts the fact that η0 maximises Jα relative to R(ξ0). There­
fore, η1 ∈ R(ξ0). 
(iii) Fix a sequence (ηn)n∈N ⊂ Σα,ξ0 . Now R(ξ0)w is weakly compact, so after passing to 
a subsequence, (ηn)n∈N converges weakly to η ∈ R(ξ0)w , say. By lemma 2.7, the oper­
ator Jα is weakly sequentially continuous, so Jα(η) = Jα,ξ0 . The ﬁrst part of this proof 
now gives η ∈ Σα,ξ0 . In particular, ||η||p = ||ξ0||p . Also, ||ηn||p = ||ξ0||p for all n ∈ N, 
since (ηn)n∈N ⊂ Σα,ξ0 ⊂ R(ξ0). In particular, ||ηn||p → ||η||p, as n →∞. Therefore ηn → η 
strongly in Lp(Ω) as n →∞, by the uniform convexity of Lp(Ω). Therefore Σα,ξ0 is compact. 
(iv) This is proved in [13, theorem 7(ii)]. 
The next theorem investigates minimisers for the energy. 
Theorem 2.9. Let p ∈ (1, ∞), let α ∈ RN , and let ξ0 ∈ Lp(Ω). Then: 
(i) Jα attains its inﬁmum relative to R(ξ0)w uniquely, at ξ˜ say; 
(ii) there exists a decreasing function ϕ : R R such that ξ˜ = ϕ (P ξ˜ + hα) almost→ ◦ 
everywhere; 
(iii) if ξ0 is essentially one-signed, then ξ˜ ∈ R(ξ0); 
Proof. (i) We shall follow a method similar to that used in the proof of [20, theorem 2.1]. 
The weak sequential continuity of Jα, and the weak density of R(ξ0) in R(ξ0)w ensures that 
inf Jα = inf Jα. R(ξ0) R(ξ0)w 
By weak sequential compactness of R(ξ0)w, there exists a ξ˜ ∈ R(ξ0)w such that −Jα(ξ˜) = 
supR(ξ0)w −Jα. By [13, theorem 6], the set R(ξ0)w is convex, and since Jα is strictly convex, 
this inﬁmum is attained uniquely. 
(ii) By [16, theorem 3.3], the point ξ˜ is a maximiser of �−P ξ˜ − hα, ·� relative to R(ξ0)w . 
Now [20, lemma 2.2] gives R(ξ˜) ⊂ R(ξ0)w, so ξ˜ maximises �−P ξ˜ − hα, ·� relative to R(ξ˜), 
by [20, lemma 2.3]. We also have Δ(−P ξ˜ − hα) = ξ˜, so we may now apply [20, lemma 2.6] 
to get the required result. 
(iii) Now suppose that ξ0 is essentially one-signed, and without loss of generality assume 
that ξ0 ≥ 0 almost everywhere. Note that Δ(−P ξ˜ − hα) = ξ˜, and that by lemma 2.1 and 
the fact that hα ∈ W 2,p(Ω), we have −P ξ˜ − hα ∈ Lq(Ω) ∩ W 2,p(Ω). Since ξ˜ maximises 
�−P ξ˜ − hα, ·� relative to R(ξ0)w, we have by [20, lemma 2.5] that ξ˜ ∈ R(ξ0). 
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Lemma 2.10. Let p ∈ (1, ∞). Then the kinetic energy has the following property. For 
any M > 0, and for any ε > 0, there exists a δ > 0 such that, for all ξ, η ∈ Lp(Ω) and 
α, β ∈ RN , we have 
max{||ξ||p , ||η||p , |α|, |β|} ≤ M and ||ξ − η||p + |α − β| < δ ⇒ |Eα(ξ) − Eβ(η)| < ε. 
Proof. Fix M > 0, ﬁx ξ, η ∈ Lp(Ω) and ﬁx α, β ∈ RN . Suppose also that max{||ξ||p , ||η||p , |α|, |β|} ≤ 
M . Letting q be the conjugate exponent of p, and noting that hα−β = hα − hβ, we have 
the following three estimates: 
≤ 
Ω 
|ξ||P(ξ − η)| + 
Ω 
|ξ − η||Pη|ξPξ − ηPη

Ω Ω 
≤ ||ξ||p||P(ξ − η)||q + ||ξ − η||p||Pη||q 
≤ M ||P||p ||ξ − η||p + ||ξ − η||p ||P||p ||η||p 
.≤ 2M ||P||p ||ξ − η||p 
≤ 
Ω 
|ξ||hα−β | + 
Ω 
|ξ − η||hβ |ξhα − ηhβ 
Ω Ω 
1 1 
q q≤ ||ξ||pµ2(Ω) ||hα−β||sup + ||ξ − η||pµ2(Ω) ||hβ ||sup 
1 1 
q q≤ Mµ2(Ω) ||Φ||sup |α − β| + ||ξ − η||pµ2(Ω) ||Φ||sup |β| 
≤ M ||Φ||sup µ2(Ω)1− p 
1 
(||ξ − η||p + |α − β|). 
=
 �hα.�hα−β + �hα−β .�hβ�hα|2 − |�hβ |2 
Ω 
|

Ω Ω 
≤ µ2(Ω)(||�hα||sup + ||�hβ||sup) ||�hα−β||sup 
≤ µ2(Ω)(||Φ||sup |α| + ||Φ||sup |β|) ||Φ||sup |α − β| 
≤ 2Mµ2(Ω) ||Φ||sup2 |α − β|. 
2.6 Transport theory 
We now develop some results that concern the existence and behaviour of solutions of the 
vorticity equation. 
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Lemma 2.11. Let p ∈ (1, ∞), let ψ ∈ W 2,p(Ω) be constant on each connected component 
of ∂Ω, and let u = �⊥ψ. Deﬁne d : Ω → R : x �→ dist(x, ∂Ω). For ε > 0, deﬁne 
1 1,pThen ϕε ∈ W (Ω) for suﬃciently small ε, and
0εϕε : Ω R : x �→ min{1,→ d(x)}.

1 |u.�ϕε| = O(ε q ) 
Ω 
uniformly over ψ in bounded subsets of W 2,p(Ω), as ε 0.→ 
Proof. For ε > 0, write Ωε = {x ∈ Ω | d(x) < ε}. Choose an ε0 > 0 such that for each 
y ∈ ∂Ω, there exists a disc Dy ⊂ Ω of radius ε0 with Dy ∩ Ω = {y}. Then d ∈ C1(Ωε0 ), 
and ﬁx ε ∈ (0, 1 ε0). Then ϕε ∈ W 1(Ω) by [29, theorem 7.8], and hence ϕε ∈ W 1,p(Ω) by 2 0 
[27, theorem 2, page 259]. Also, Ωε can be bijectively parametrised as y + sn(y), where 
y ∈ ∂Ω, n is the inward normal to ∂Ω at y, and s ∈ (0, ε). Then we have d(y + sn(y)) = s, 
so (�d)(y + sn(y)) = n(y) and (�ϕε)(y + sn(y)) = 1 n(y), for s ∈ (0, ε) and y ∈ ∂Ω. Also, ε 
by the regularity of ∂Ω, the above parametrisation is C1, so there exists a k > 0 such that 
1

k 
≤
 ∂(y + sn(y))

∂(y, s)

≤ k. (2.2)

Also, for y ∈ ∂Ω, by the condition on ψ, we have

u(y).(�ϕε)(y) = 0. (2.3)
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� � We therefore have 
|u.�ϕε| =	 |u.�ϕε|
Ω Ωε� � ε 
≤ k |u(y + sn(y)).�ϕε(y + sn(y))|dsdy, by (2.2) �∂Ω �0 ε 
≤ k |u(y + sn(y)).�ϕε(y + sn(y)) − u(y).�ϕε(y)|dsdy, by (2.3) �∂Ω �0 εk 
= 
ε �∂Ω 0 |� (u(y + sn(y)) − u(y)).n(y)|dsdy � ε sk ≤ 
ε ∂Ω 0 0 
|(Du)(y + tn(y))[n(y)]|dtdsdy � � ε �� s	 � 1 p 
q 
k 1 ≤ 
ε ∂Ω 0 
s 
0 
|(Du)(y + tn(y))[n(y)]|pdt dsdy, 
by Ho¨lder’s inequality applied to the innermost integral � �� ε ��� ε	 � 1 k 1 p
≤ 
ε ∂Ω 0 
s q ds 
0 
|(Du)(y + tn(y))[n(y)]|pdt dy

1 � �� ε	 � 1 q	 pkε ≤ 
1 + 1 
|(Du)(y + tn(y))[n(y)]|pdt dy 
∂Ω 0 
1 �� � ε � 1 q q	 pkε 1 
q≤ 
1 + 1 q 
µ1(∂Ω) 
∂Ω 0 
|(Du)(y + tn(y))[n(y)]|pdtdy , 
by Ho¨lder’s inequality applied to the outer integral 
1+ 1 1	 �� � 1 
k q ε q	 1 p

q
 p≤ 
1 + 1 
µ1(∂Ω) |D2ψ| , by (2.2). 
Ωεq 
Lemma 2.12. Let p ∈ (43 , ∞), and if p < 2 then let s = 42−pp , s� = 44−pp and λ = 22−pp , 
pswhile if p ≥ 2 then let s ∈ (1, p) and λ = p−s . Then the operator �P : Lp(Ω) → Lλ(Ω) : 
ξ �→ �Pξ is bounded. Furthermore, let ξ, ω ∈ Lp(Ω), let ζ ∈ L4(Ω) and let α ∈ RN . Put 
u = �⊥(Pω + hα). 
(i) If p < 2 then 
.||ξu||s ≤ ||ξ||p||u||
2
2
−
p
p 
(ii) If p ≥ 2 then 
.||ξu||s ≤ ||ξ||p||u|| ps 
p−s 
(iii) In both cases, we have 
.||�.(ξu)||−1,s ≤ (||�P|| ||ω||p + ||�hα||λ)||ξ||p 
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(iv) If p < 2 then 
||�.(ζu)||−1,s� ≤ (||�P|| ||ω||p + ||�hα||λ)||ζ||4. 
(Here and throughout this thesis, W −1,s(Ω) denotes the dual space of W0
1,r(Ω).) 
Proof. Note ﬁrst that P : Lp(Ω) → W 2,p(Ω) is bounded, so that �P : Lp(Ω) → W 1,p(Ω) 
is also bounded. Now the embedding W 1,p(Ω) �→ Lδ(Ω) is bounded for any δ ∈ [1, 22−pp ] if 
p < 2, or for any δ ∈ [1, ∞) if p ≥ 2. Thus the operator �P : Lp(Ω) → Lλ(Ω) is bounded. 
(i) We apply Ho¨lder’s inequality, with a = ps and b = s(2
2
−
p
p) , to get 
= u λ.||ξu||ss 
Ω 
|ξu|s ≤ || |ξ|s ||a|| | |s ||b = ||ξ||ps ||u|| s 
(ii) We apply Ho¨lder’s inequality, with a = ps and b = 
p , to get p−s 
= u||ξu||ss 
Ω 
|ξu|s ≤ || |ξ|s ||a|| | |s ||b = ||ξ||ps ||u||λs . 
(iii) Let r be the conjugate exponent of s. For ϕ ∈ D(Ω), we have

|��.(ξu), ϕ�| =
 .
− ξu.�ϕ

Ω 
≤ ||ξu||s||�ϕ||r, by Ho¨lder’s inequality. 
≤ ||ξ||p(||�P|| ||ω||p + ||�hα||λ)||ϕ||1,r, by part (i) or (ii). 
This also holds for all ϕ ∈ W 1,r(Ω), hence the required result. 0 
(iv) We apply Ho¨lder’s inequality, with a = s
4 
� and b = s�(2
2
−
p
p) , to get: 
s�||ζu||
s� s� =

Ω 
s� s� s� s� 
4 ||u|||ζu
|
 |
ζ|

b 
= ||ζ||
≤
 |u|
 λ . 
a 
Next, let r� be the conjugate exponent of s�. As in the proof of (iii), for ϕ ∈ D(Ω), we have: 
|��.(ζu), ϕ�| ≤ ||ζ||4(||�P|| ||ω||p + ||�hα||λ)||ϕ||1,r� . 
Lemma 2.13. Let p ∈ (1, ∞), and if p < 2 then let s ∈ (1, 22−pp ), while if p ≥ 2 then 
let s ∈ (1, ∞). Also, let T1, T2 ∈ R with T1 < T2, and let ω ∈ L∞((T1, T2), Lp(Ω)) with 
ωt ∈ L∞((T1, T2),W −1,s(Ω)). Let M be the L∞ bound for ||ωt(t, )||−1,s . Then·
||ω(t1, ·) − ω(t2, ·)||−1,s ≤ M |t1 − t2|, for almost every t1, t2 ∈ (T1, T2). 
Furthermore, the set of all such ω, obeying given uniform bounds on ||ω(t, ·)||p and ||ωt(t, ·)||−1,s, 
is relatively compact in C([T1, T2],W 
−1,s(Ω)). 
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Proof. This is stated and proved in [11, lemma 10]. 
Lemma 2.14. Let p ∈ (43 , ∞), and if p < 2 then let s = 42−pp and s� = 44−pp , while if 
p ≥ 2 then let s ∈ (1, 2]. Also, let ξ0 ∈ Lp(Ω), let ζ0 ∈ L4(Ω) and let α ∈ RN . Let 
ω ∈ L∞ (R, Lp(Ω)) and u(t, ) = �⊥(Pω(t, ) + hα( )). Thenloc · · ·
ξt + �.(ξu) = 0 (2.4) 
has a distributional solution ξ ∈ L∞(R, Lp(Ω)) with ξ(0, ) = ξ0, and a distributional solution ·
ξ ∈ L∞(R, L4(Ω)) with ζ(0, ) = ζ0, that satisfy ·
||ξ(t, ·)||p ≤ ||ξ0||p for all t ∈ R; 
||ζ(t, ·)||4 ≤ ||ζ0||4 for all t ∈ R. 
Also, any distributional solution ζ ∈ L∞ (R, Lp(Ω)) with ξ(0, ) = ξ0 lies in C(R,W −1,s(Ω)),loc ·
and any distributional solution ζ ∈ L∞ (R, L4(Ω)) with ζ(0, ) = ζ0 lies in C(R,W −1,s� (Ω)),loc ·
after redeﬁnition on a set Z ⊂ R of measure zero. Thus the state at any instant is well-
deﬁned. 
Proof. We ﬁrst obtain estimates for such solutions ξ and ζ (whose existence is yet to be 
demonstrated). Now if p < 2 then let λ = 2p , while if p ≥ 2 then let λ = ps . Fix M > 02−p p−s 
and suppose that for almost all t ∈ [−T, T ], we have ||ξ(t, ·)||p ≤ M and ||ω(t, ·)||p ≤ M . 
Then for almost all t ∈ [−T, T ], lemma 2.12 gives 
||ξt(t, ·)||−1,s = ||�.(ξ(t, ·)u(t, ·))||−1,s ≤ (||�P|| ||ω(t, ·)||p + ||�hα(·)||λ) ||ξ(t, ·)||p 
≤ (||�P|| M + ||�hα||λ)M. 
So for almost all t1, t2 ∈ [−T, T ], lemma 2.13 gives 
||ξ(t1, ·) − ξ(t2, ·)||−1,s ≤ (||�P|| M + ||�hα||λ)M |t1 − t2|. (2.5) 
Hence we have ξ ∈ C([−T, T ],W −1,s(Ω)). 
The proof of the corresponding estimate for ζ is similar; for this we may assume without 
loss of generality that p < 2. Fix M > 0 and suppose that for almost all t ∈ [−T, T ], we 
have ||ζ(t, ·)||4 ≤ M and ||ω(t, ·)||p ≤ M . Then for almost all t ∈ [−T, T ], lemma 2.12 gives 
||ζt(t, ·)||−1,s� ≤ (||�P|| M + ||�hα||λ)M. 
So for almost all t1, t2 ∈ [−T, T ], lemma 2.13 gives 
||ζ(t1, ·) − ζ(t2, ·)||−1,s� ≤ (||�P|| M + ||�hα||λ)M |t1 − t2|. (2.6) 
Hence we have ζ ∈ C([−T, T ],W −1,s� (Ω)). 
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Next, we prove the existence of a solution when ω ∈ C∞(R × Ω) and ξ0 ∈ C∞(Ω). The 
ordinary diﬀerential equation w˙ = u(t, w) has a unique smooth global ﬂow map w : R×Ω → 
Ω. Set ξ(t, x) = ξ0(w(−t, x)); by elementary properties of ﬂow maps we then have for all 
x ∈ Ω that 
ξ(t, w(t, x)) = ξ0(w(−t, w(t, x))) = ξ0(w(0, x)) = ξ0(x). 
By diﬀerentiating with respect to t we have for all x ∈ Ω the following: 
ξt(t, w(t, x)) + (�ξ)(t, w(t, x)) w˙(t, x) = 0 · 
⇒ ξt(t, (w(t, x)) + (�ξ)(t, w(t, x)) · u(t, w(t, x)) = 0 
⇒ ξt + �ξ · u = 0 
⇒ ξt + �.(ξu) − ξ�.u = 0 
⇒ ξt + �.(ξu) = 0. 
Thus ξ is a solution of (2.4) with ξ(0, ) = ξ0. Also, w is area-preserving since �.u = 0.·
Therefore ||ξ(t, ·)||p = ||ξ0(w(−t, ·))||p = ||ξ0||p, so the quantity ||ξ(t, ·)||p is independent of 
t. In particular, ξ ∈ L∞(R, Lp(Ω)). 
Similarly, when ω ∈ C∞(R × Ω) and ζ0 ∈ C∞(Ω), we get a solution ζ of (2.4) with 
ζ(0, ·) = ζ0. Again, the quantity ||ζ(t, ·)||4 is independent of t. In particular, ζ ∈ L∞(R, L4(Ω)). 
Now we prove the existence of solutions given general ω, ξ0 and ζ0, not assumed 
smooth. By molliﬁcation we may choose a sequence (ωn)n∈N ∈ C∞(R × Ω), bounded 
in L∞([−T, T ], Lp(Ω)) and converging in Lp([−T, T ] × Ω) to ω for each T > 0. Next, for 
each n ∈ N set un(t, ) = �⊥(Pωn(t, ) + hα( )), and set u(t, ) = �⊥(Pω(t, ) + hα( )).· · · · · ·
Note that (un(t, ))n∈N is bounded in L∞([−T, T ],W 1,p(Ω)), and converges in Lp(Ω) and in ·
Lq(Ω) to u(t, ) = �⊥(Pω(t, ) + hα( )), for almost every t ∈ R, where q is the conjugate · · ·
exponent of p. Also, let r, r� be the respective conjugate exponents of s, s�, and note that 43 
is the conjugate exponent of 4. 
We now establish the existence of a solution ξ. By molliﬁcation we may choose a 
sequence (ξ0 
n)n∈N ∈ C∞(Ω) with ||ξ0 n||p ≤ ||ξ0||p, and with ξn → ξ0 in Lp(Ω) as n →∞. Let0 
ξn be the unique solution of ξt + �.(ξun) = 0 with initial data ξn as constructed above. 0 
We observe that 
||ξn(t, ·)||p = ||ξ0 n||p ≤ ||ξ0||p (2.7) 
since each ||ξn(t, ·)||p is independent of t. Thus (ξn)n∈N is bounded in L∞([−T, T ], Lp(Ω)). 
So there exists a closed ball B ⊂ Lp(Ω) such that for all t ∈ [−T, T ], we have (ξn(t, ))n∈N ⊂·
B. Now W 1,r(Ω) � Lq(Ω) compactly, and by taking adjoints we deduce that Lp(Ω) �→ → 
W −1,s(Ω) compactly, so B is a compact subset of W −1,s(Ω). Also, (ξn)n∈N is equicontinuous 
in C([−T, T ],W −1,s(Ω)) for each T > 0, by (2.5). By the Arzela-Ascoli theorem, and after 
passing to a subsequence, we have ξn → ξ say in C([−T, T ],W −1,s(Ω)), for every T > 0. In 
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particular we have ξn(t, ·) → ξ(t, ·)inW −1,s(Ω) for every t ∈ R, and in particular we have 
ξ(0, ) = ξ0. Now the weak topology of L
p(Ω) on B (which is metrisable) coincides with the ·
strong topology of W −1,s(Ω) by lemma 1.8, so ξn(t, ) ξ(t, ) weakly in Lp(Ω) for every · → ·
t ∈ R. By Ho¨lder’s inequality and the dominated convergence theorem, we can now pass to 
the limit in � � 
(ξnϕt + ξ
n u n .�ϕ) = 0, for all ϕ ∈ D(R × Ω), 
R Ω 
to show that ξ is a distributional solution of (2.4) with ξ(0, ) = ξ0. Also, recall that for ·
each t we have ξn(t, ) ξ(t, ) weakly in Lp(Ω). By this and (2.7), we have for each t the· → ·
following: 
)||p ≤ lim inf = lim inf .||ξ(t, · n→∞ ||ξ
n(t, ·)||p n→∞ ||ξ0 
n||p ≤ ||ξ0||p 
In particular, ξ ∈ L∞(R, Lp(Ω)). 
Lastly, we establish in a similar fashion the existence of a solution ζ. By molliﬁcation 
we may choose a sequence (ζ0 
n)n∈N ∈ C∞(Ω) with ||ζ0 n||4 ≤ ||ζ0||4, and with ζ0 n → ζ0 in 
L4(Ω) as n → ∞. Let ζn be the unique solution of ξt + �.(ξun) = 0 with initial data ξ0 n , 
as constructed above. We observe that: 
||ζn(t, ·)||4 = ||ζ0 n||4 ≤ ||ζ0||4 (2.8) 
since ||ζn(t, ·)||4 is independent of t. Thus (ζn)n∈N is bounded in L∞([−T, T ], L4(Ω)). As 
with the ξn , the sequence (ζn(t, ))n∈N is contained in a compact subset of W −1,s
� 
(Ω).·
Also, (ζn)n∈N is equicontinuous in C([−T, T ],W −1,s� (Ω)) for each T > 0, by (2.6). By 
the Arzela-Ascoli theorem, and after passing to a subsequence, we have ζn ζ say in → 
C([−T, T ],W −1,s� (Ω)) for every T > 0; in particular we have ζ(0, ) = ζ0. As with the ξn ,·
4 
we have ζn(t, ) ζ(t, ) weakly in L4(Ω) for every t ∈ R. In addition, (un(t,· · ·
))n∈N is→

4 
bounded in L∞([−T, T ], Lp(Ω)) �
Lp(Ω) � L→ 
L∞([−T, T ], L 3 (Ω)), and converges weakly to u(t, ) in ·→

3 (Ω). By Ho¨lder’s inequality and the dominated convergence theorem, we can

now pass to the limit in 
(ζnϕt + ζ
n u n .�ϕ) = 0, for all ϕ ∈ D(R × Ω), 
R Ω 
to show that ζ is a distributional solution of (2.4) with ζ(0, ) = ζ0. Also, as with ξ, we ·
have for each t the following 
)||4 ≤ lim inf = lim inf ||ζ(t, · n→∞ ||ζ
n(t, ·)||4 n→∞ ||ζ0 
n||4 ≤ ||ζ0||4 . 
In particular, ζ ∈ L∞(R, L4(Ω)). 
Lemma 2.15. Let p ∈ [2, ∞) and let α ∈ RN . Let ω ∈ L∞ (R, Lp(Ω)) and let u(t, ) = loc ·
�⊥(Pω(t, ) + hα( )). Let ξ, η, η1, η2 ∈ L∞ (R, Lp(Ω)) be solutions of (2.4). Then the fol­· · loc
lowing statements are true. 
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(i) For each bounded Lipschitz function β : R R, we have → 
β(ξ(s, )) = β(ξ(t, )) for almost every s, t ∈ R.· ·
Ω Ω 
(ii) ξ(s, ·) is a rearrangement of ξ(t, ·), and in particular ||ξ(s, ·)||p = ||ξ(t, ·)||p, for almost 
every s, t ∈ R. 
(iii) If ξ(t, ) ∈ R(f) for almost every t ∈ R, for some function f , then ξ(t, ) ∈ R(f)w and· ·
||ξ(t, ·)||p ≤ ||f ||p for every t ∈ R. 
(iv) If ||ξ(t, ·)||p ≤ ||ξ(0, ·)||p for almost every t in a neighbourhood of 0, then ξ(t, ·) is a 
rearrangement of ξ(0, ) for almost every t ∈ R.·
(v) If ||η1(t, ·)||p ≤ ||η1(0, ·)||p and ||η2(t, ·)||p ≤ ||η2(0, ·)||p for almost every t in a neigh­
bourhood of 0, then (η1 +η2)(t, ) is a rearrangement of (η1 +η2)(0, ) for almost every t ∈ R,· ·
and ||(η1 + η2)(t, ·)||p ≤ ||(η1 + η2)(0, ·)||p for every t ∈ R. 
(vi) Solutions of (2.4) are unique in the following sense: if ||η1(t, ·)||p ≤ ||η1(0, ·)||p and 
||η2(t, ·)||p ≤ ||η2(0, ·)||p for almost every t in a neighbourhood of 0, then 
η1(0, ·) = η2(0, ·) ⇒ η1(t, ·) = η2(t, ·) for every t ∈ R. 
(vii) Solutions of (2.4) satisfy the following additive property: if ||η(t, ·)||p ≤ ||η(0, ·)||p, 
||η1(t, ·)||p ≤ ||η1(0, ·)||p and ||η2(t, ·)||p ≤ ||η2(0, ·)||p for almost every t in a neighbourhood 
of 0, then 
η(0, ·) = η1(0, ·) + η2(0, ·) ⇒ η(t, ·) = η1(t, ·) + η2(t, ·) for every t ∈ R. 
Proof. (i) Let q be the conjugate exponent of p, so that q ≤ p, then in particular we 
have ξ ∈ L∞ (R, Lq(Ω)). Now ﬁx a bounded, Lipschitz function β : R → R. Since Pω ∈loc
Lloc
∞ (R,W 2,p(Ω)) and hα ∈ Lloc∞ (R,W 2,p(Ω)), we have u ∈ L∞ (R,W 1,p(Ω)). Thus we can loc
apply [8, theorem 3.2(i)] to get 
β(ζ)t + �.(β(ζ)u) − β�(ζ)�.u = −β�(ζ)ζ�.u almost everywhere in Ω. 
But �.u = 0, so 
β(ζ)t + �.(β(ζ)u) = 0 almost everywhere in Ω. 
Next, for any χ ∈ D(R) and ϕ ∈ D(Ω) we have 
(χtϕβ(ζ) + χβ(ζ)u.�ϕ) = 0. 
R Ω 
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But u ∈ L∞ (R, Lp(Ω)), and β(ζ) is bounded, so this identity also holds for ϕ ∈ W 1,p(Ω).loc 0 
So let us replace ϕ with ϕε : Ω R : x �→ min{1, 1 dist(x, ∂Ω)}. By lemma 2.11, we then → ε 
have: � � 
1 
χtϕεβ(ζ) = O(ε q ), as ε 0.→
R Ω 
So χtβ(ζ) = 0. Now χ was arbitrary, so β(ζ(t, )) is constant on R \ Zβ, for some ·
R Ω Ω 
Zβ ⊂ R of zero measure. 
(ii) For n ∈ N and a, b ∈ R with a < b, deﬁne a Lipschitz function as follows: 
1 1 1 1βa,b,n(t) = n(t − a)�[a,a+ ] + �[a+ ,b− ] − n(t − b)�[b− ,b]. 
n n n n 
Now put Q = {βa,b,n n ∈ N and a, b ∈ Q with a < b}; since Q is countable, the set Z =  |
β∈Q Zβ has zero measure. Next, ﬁx a, b ∈ R with a < b. For each n ∈ N, choose 
an ∈ [a − n 2 , a − 1 ] ∩ Q and bn ∈ [b − n 1 , b] ∩ Q, and put βn = βan,bn,n ∈ Q. Then βn → �[a,b)n 
pointwise, everywhere in R. Hence we can apply the dominated convergence theorem to 
part (i) to deduce that 
µ2(ξ(s, )
−1[a, b)) = �[a,b)(ξ(s, )) = �[a,b)(ξ(t, )) = µ2(ξ(t, )−1[a, b)), (2.9)· · · ·
Ω Ω 
for every s, t ∈ R\Z. By a similar method we can deduce the same result for [a, b], (a, b] and 
(a, b). Hence ξ(s, ·) is a rearrangement of ξ(t, ·), and in particular ||ξ(s, ·)||p = ||ξ(t, ·)||p, for 
s, t ∈ R \ Z. 
Suppose that ξ(t, ) ∈ R(f) for almost every t ∈ R, for some function f . Fix t0 ∈ R, and ·
choose a sequence (tn)n∈N ⊂ R that converges to t0, with each ξ(tn, ·) ∈ R(f). We have 
ξ ∈ C(R,W −1, 23 (Ω)) by lemma 2.14, so we have ξ(tn, ·) → ξ(t0, ·) in W −1, 23 (Ω) as n → ∞. 
So we have ξ(tn, ) � ξ(t0, ) in L
p(Ω) as n →∞ by lemma 1.8. Thus ξ(t0, ) ∈ R(f)w, and · · ·
||ξ(t, ·)||p ≤ lim inf ·)||p = ||f ||p . n→∞ ||ξ(tn, 
(iv) Suppose that ||ξ(t, ·)||p ≤ ||ξ(0, ·)||p for every t ∈ N \ Z, where N ⊂ R is a neighbour­
hood of 0 and Z ⊂ R is a set of zero measure. By parts (ii) and (iii) we actually have 
equality here. Now choose a sequence (tn)n∈N ⊂ N \ Z that converges to 0. Then as in 
the proof of part (iii), we have ξ(tn, ) � ξ(0, ) in L
p(Ω) as n → ∞. But the equality of · ·
norms shows that this convergence is strong, by uniform convexity of Lp(Ω). We can now 
apply the dominated convergence theorem to (2.9) to show that ξ(t, ) is a rearrangement ·
of ξ(0, ) for almost every t ∈ R.·
(v) Suppose that ||η1(t, ·)||p ≤ ||η1(0, ·)||p and ||η2(t, ·)||p ≤ ||η2(0, ·)||p for almost every 
t in a neighbourhood of 0. Put σ = η1 + η2; by linearity σ is a solution of (2.4) with 
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β(σ(s, )) = β(σ(t, )) (2.10) · ·
Ω Ω 
for every s, t ∈ R\V . Now just as we did in the proof of part (iv), we may choose a sequence 
(tn)n∈N ⊂ R \ V , which converges to 0, such that η1(tn, ·) → η1(0, ·) and η2(tn, ·) → η2(0, ·) 
in Lp(Ω) as n → ∞. So σ(tn, ·) → σ(0, ·) in Lp(Ω) as n → ∞. Therefore (2.10) holds for 
every s, t ∈ {0} ∪ (R \ V ), by the dominated convergence theorem. We may now deduce 
that ω(t, ) is a rearrangement of ω(0, ) for every t ∈ R \ V , just as we did in the proof of · ·
part (ii). The proof is complete by applying part (iii). 
(vi) Suppose that η1(0, ·) = η2(0, ·), and suppose that ||η1(t, ·)||p ≤ ||η1(0, ·)||p and ||η2(t, ·)||p ≤ 
||η2(0, ·)||p for almost every t ∈ R. Now put σ = η1 − η2; by linearity σ is a solution of (2.4) 
with σ(0, ) = 0. By part (ii), there exists a set Y ⊂ R of zero measure such that ·
||σ(s, ·)||p = ||σ(t, ·)||p for every s, t ∈ R \ Y. (2.11) 
Now just as we did in the proof of part (iv), we may choose a sequence (tn)n∈N ⊂ R \ V , 
which converges to 0, such that η1(tn, ) η1(0, ) and η2(tn, ) η2(0, ) in L
p(Ω) as· → · · → ·
n →∞. So σ(tn, ·) → σ(0, ·) = 0 in Lp(Ω) as n →∞. By (2.11) we have σ(tn, ·) = 0 for all 
n ∈ N, and hence σ(t, ) = 0 for every t ∈ R \ Y . Part (iii) then gives σ = 0. ·
(vii) This follows by applying part (v) and then part (vi). 
Unfortunately we have not been able to prove the additive property of solutions given 
in lemma 2.15(vii) in the case p ∈ (43 , 2). If we had this result, then we could generalise 
lemma 2.15 to such p in the following way: 
Lemma 2.16. Let p ∈ (43 , ∞) and let α ∈ RN . Let ω ∈ L∞ (R, Lp(Ω)) and let u(t, ) = loc ·
�⊥(Pω(t, ) + hα( )). Suppose that the additive property given in lemma 2.15(vii) holds. · ·
Now let ξ ∈ L∞ (R, Lp(Ω)) be a solution of (2.4), with ||ξ(t, ·)||p ≤ ||ξ(0, ·)||p, for almost loc
every t in a neighbourhood of 0. Then this inequality holds for every t ∈ R. Moreover, 
ξ(t, ·) ∈ R(ξ(0, ·)) for almost every t ∈ R, and ξ(t, ·) ∈ R(ξ(0, ·))w for every t ∈ R. 
Proof. For each n ∈ N, put ξn = min{n, max{−n, ξ(0, ·)}} ∈ L∞(Ω) �→ L4(Ω), and put 0 
ηn = ξ(0, ·) − ξ0 n . Note that by the dominated convergence theorem, we have ξn → ξ(0, ·)0 0 
and ηn → 0 in Lp(Ω) as n → ∞. After passing to a subsequence, we may assume that 0 
||η0 n||p < 1 for all n ∈ N. n 
Now for each n ∈ N, let ξn and ηn be the respective solutions of (2.4) with ξn(0, ) = ξn · 0 
and ηn(0, ·) = η0 n that were constructed in lemma 2.14. Recall that 
||ξn(t, ·)||p ≤ ||ξ0 n||p and ||ηn(t, ·)||p ≤ ||η0 n||p for every t ∈ R. (2.12) 
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By the assumed additive property, we then have ξ = ξn + ηn for all n ∈ N. So (2.12) gives 
1 
sup ·) − ξn(t, ·)||p
t∈R 
||ηn(t, ·)||p ≤ ||η0 n||p ≤ n (2.13) t∈R ||ξ(t, = sup for all n ∈ N. 
Next, let Q be as deﬁned in the proof of lemma 2.15. By lemma 2.15(i), there exists a 
set W ⊂ R of zero measure such that for all β ∈ Q and for all n ∈ N, we have 
β(ξn(s, )) = β(ξn(t, )) (2.14)· ·
Ω Ω 
for every s, t ∈ R \ W . Now as in the proof of lemma 2.15(iv), for each n ∈ N we may choose 
a tn ∈ R \ W such that 
1 ||ξn(tn, ·) − ξn(0, ·)||p < n (2.15) 
Now ﬁx β ∈ Q (recall that β is Lipschitz). The following now holds for t ∈ R \ W , using 
(2.13), (2.14), (2.15) and (2.13) again: 
β(ξ(t, )) = β(ξn(t, )) = β(ξ(tn, )) = β(ξ
n(0, )) = β(ξ(0, )).· · · · ·
Ω Ω Ω Ω Ω 
We can now deduce that ξ(t, ·) ∈ R(ξ(0, ·)) for every t ∈ R\W , just as we did in the proof of 
lemma 2.15(ii). We can also deduce that ξ(t, ·) ∈ R(ξ(0, ·))w and that ||ξ(t, ·)||p ≤ ||ξ(0, ·)||p 
for every t ∈ R, just as we did in the proof of lemma 2.15(iii). 
For p ∈ (43 , 2) we thus require the aforementioned additive property of solutions of the 
transport equation, which the remaining results will rely upon. Therefore for simplicity we 
shall state these for p ≥ 2 only. 
Theorem 2.17. Let p ∈ [2, ∞), let α ∈ RN , and let ξ0 ∈ Lp(Ω). Then there exists an 
L∞(R, Lp(Ω)) solution ξ of (2.1) with ξ(0, ) = ξ0 and ρ = α. Also, ξ(t, ) is a rearrangement · ·
of ξ0 for almost every t ≥ 0, and for every t ≥ 0 we have 
.||ξ(t, ·)||p ≤ ||ξ0||p 
Proof. By molliﬁcation we may choose a sequence (ξ0 
n)n∈N ∈ C∞(Ω) converging in Lp(Ω) 
to ξ0, that satisﬁes ||ξ0 n||p ≤ ||ξ0||p for each n ∈ N. We now show that each ξn is initial data 0 
for a unique global solution ξn of (2.1) with ρ = α. Let ψ be the stream function of the ﬂow 
with vorticity ξn and circulations α1, α2, ..., αN , so that ψ = Pξ0 n + hα. (We shall suppress 0 
dependence upon n in this paragraph for ease of notation.) Let ψ1, ψ2, ..., ψN ∈ H satisfy 
ψi|∂Γj = δij for j ∈ {0, 1, ..., N}. By the bijectivity of Φ, there exist λ10, λ20, ..., λN 0 such �Nthat hα − hKξ0 = i=1 λi0ψi. Now we use [32, theorem 5.1] with f = 0 and ϕ0 = Kξ0, and 
λ1(0) = λ10, λ2(0) = λ20, ..., λN (0) = λN0. There thus exists a solution ψ0, λ1, λ2, ..., λN 
solving [32, (5.13)-(5.17)]. Now put ψ = ψ0 + 
�N λiψi, u = �⊥ψ and ξ = −Δψ. Byi=1 
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Kelvin’s circulation theorem [37, proposition 1.11], the circulations of the velocity corre­
sponding to the stream function ψ around each boundary component of Ω are constant in 
time. We may therefore write ψ(t, ) = Pω(t, ) + hα( ), since the stream function is al­· · ·
ways uniquely determined by the vorticity ω and the circulations α1, α2, ..., αN . Therefore, 
re-introducing n, we have 
ξn(t, ) + �.(ξn(t, )un(t, )) = 0; t · · ·
un(t, ) = �⊥(Pξn(t, ) + hα( )).· · ·
Next, lemma 2.15 tells us that ||ξn(t, ·)||p is independent of t. So (ξn)n∈N is bounded in 
L∞(R, Lp(Ω)) and (un)n∈N is bounded in L∞(R,W 1,p(Ω)). By lemma 2.12, we deduce that 
(ξt
n)n∈N is bounded in L∞(R,W −1,s(Ω)), where s = 4
2
−
p
p ≤ 2 if p ∈ (34 , 2), and s is chosen 
arbitrarily in (1, 2] if p ∈ [2, ∞). By lemma 2.13 we can now, after passing to a subsequence, 
suppose that (ξn)n∈N converges in C([T1, T2],W −1,s(Ω)) for each interval [T1, T2] ∈ R, to 
ξ ∈ C(R,W −1,s(Ω)) say, by the Arzela-Ascoli theorem. By lemma 1.8, we deduce that 
ξn(t, ·) → ξ(t, ·) weakly in Lp(Ω) for each t. Then un(t, ·) → u(t, ·) := �⊥(Pξ(t, ·) + hα(·)) 
weakly in W 1,p(Ω), and therefore strongly in Lq(Ω) for each t, since p > 3
4 . By Ho¨lder’s 
inequality and the dominated convergence theorem, we can now pass to the limit in 
ϕtξ
n + ξn u n .�ϕ = 0, for all ϕ ∈ D(R × Ω) 
R×Ω R×Ω 
to get � � 
ϕtξ + ξu.�ϕ, for all ϕ ∈ D(R × Ω), 
R×Ω R×Ω 
so that ξ is our desired distributional solution. Moreover, for every t we have 
||ξ(t, )||p ≤ lim inf = lim inf .· n→∞ ||ξ
n(t, ·)||p n→∞ ||ξ0 
n||p ≤ ||ξ0||p 
Lastly, lemma 2.15 shows that ξ(t, ) is a rearrangement of ξ0 for almost every t ≥ 0.·
2.7 Conservation of kinetic energy 
Burton [11] proved that in the simply connected case, C(R, Lp(Ω)) solutions of the vorticity 
equation are kinetic energy conserving if p ≥ 32 . We believe that this result extends to 
the multiply connected case, but it has been diﬃcult to generalise his proof to this setting. 
We therefore state the following result as a conjecture, and provide some discussion of the 
adaptation of Burton’s proof. 
Conjecture 2.18. Let α ∈ RN , and let p ∈ [32 , ∞). Let ω(·, ) ∈ C(R, Lp(Ω)) be a solution ·
of the vorticity equation (2.1) with ρ = α. Then the kinetic energy Eα is conserved. 
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Idea of proof. For ε > 0, deﬁne Ω(ε) = {x ∈ Ω|dist(x, ∂Ω) < ε}, and let ε0 > 0 be such that 
Ω contains discs of radius ε0 touching at all boundary points. 
Firstly consider any function ω ∈ C∞(R × Ω) that vanishes in a neighbourhood of 
R × ∂Ω. Let ψ(t, ) = Pω(t, ) + hα( ), and let ψ˜(t, ) = 12 Pω(t, ) + hα( ). Then a standard · · · · · ·
calculation shows that 
d d ˜
dt
(Jα(ω(t, ·), α)) = 
dt 
ψω = ψωt. (2.16) 
Ω Ω 
Now consider ω ∈ C([−T, T ], Lp(Ω)) satisfying equation (2.1) with ρ = α. Let ψ(t, ) = ·
Pω(t, ) + hα( ), let ψ˜(t, ) = 12 Pω(t, ) + hα( ), and let and u = �⊥ψ. Also, for ε ∈ (0, ε0)· · · · ·
let θε ∈ D(Ω) satisfy 
0 ≤ θε ≤ 1; 
θε = 0 in Ω(2ε); 
θε = 1 in Ω \ Ω(3ε); 
< in Ω.|�θε| 2 ε 
Also, let ρε 1 and ρ
ε 
2 be standard molliﬁers supported in ε-neighbourhoods of 0 in R and R2 
respectively, and let ρε(t, x) = ρε 1(t)ρ2
ε(x). Let ωε = ρε ∗ (θεω), where ∗ denotes convolution, 
let ψε(t, ) = Pωε(t, )+ hα( ), and let ψ˜ε(t, ) = 12 Pωε(t, )+ hα( ). Then for any χ ∈ D(R),· · · · · ·
we have from (2.16) the following: 
− 
R 
χt 
Ω 
ψ˜εωε = 
R Ω 
χψεωt
ε . (2.17) 
Furthermore, ωε → ω strongly in C([−T, T ], Lp(Ω)), and hence ψ˜ε → ψ˜ strongly in 
C([−T, T ],W 2,p(Ω)) �→ C([−T, T ], Lq(Ω), where q is the conjugate exponent of p. Thus 
the left-hand side of (2.17) satisﬁes 
ψ˜εωε ˜− 
R Ω 
χt → − 
R Ω 
χtψω, as ε → 0. 
Meanwhile, as in Burton’s proof, the right-hand side of (2.17) satisﬁes 
χψεωε = ωu.θε(ρε ∗ χ�ψε) + ωu.ρε 1 ∗ (χ(ρ2 ε ∗ ψε)�θε). (2.18)t 
R Ω R Ω R Ω 
Suppose that p ∈ [23 , 2). Let us put s = 42−pp , and let r be the conjugate expo­
nent of s. Then by lemma 2.12, we have ωu ∈ C([−T, T ], Ls(Ω)), and �ψε → �ψ in 
2p 
C([−T, T ], L 2−p (Ω)) as ε 0. Thus we have → 
χθε(ρε ∗ �ψε) → χ�ψ in C([−T, T ], L 22−pp (Ω)) as ε → 0. 
Now since p ≥ 32 , we have 22−pp ≥ 3p2−p 4 = r, so 
ωu.θε(ρε ∗ χ�ψε) → ωu.χ�ψ = 0. (2.19) 
R Ω R Ω 
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Next, suppose that p ∈ [2, ∞). Let us put s ∈ (1, 2], and let r be the conjugate exponent of 
s. Again ωu ∈ C([−T, T ], Ls(Ω)), and �ψε → �ψ in C([−T, T ], Lr(Ω)) as ε → 0. Thus we 
have χθε(ρε ∗ �ψε) → χ�ψ in C([−T, T ], Lr(Ω)) as ε → 0, and we derive (2.19) as before. 
We are thus able to pass to the limit in the ﬁrst term of (2.18). 
The problem lies with the second term in (2.18), which we would like to show tends to 
zero as ε 0. In the simply connected case, Burton used Poincare´’s inequality to cancel a → 
factor of 1 ε ; speciﬁcally we have 
||ψε||r,Ω(ε) ≤ 4ε ||�ψε||r,Ω(ε) , 
because ψε ∈ W01,r(Ω). Hence 
||(ρε 2 ∗ ϕ)�θε||r,Ω ≤ 
2 
ε 
||ρε 2 ∗ ϕ||r,Ω(3ε) ≤ 
2 
ε 
||ϕ||r,Ω(4ε) ≤ 8 ||�ϕ||r,Ω(4ε) , as ε → 0. 
˜He used this to show that the second term in (2.18) tends to zero, so that ψω is constant 
Ω 
in time. Therefore the kinetic energy Eα is conserved. 
However, in the multiply connected case, there is no reason that ψε should be zero on 
all the boundary components, and so Poincare´’s inequality is not applicable here. We now 
outline an alternative method of proof, although the details have been diﬃcult to make 
precise. The key idea here is that near the boundary, �θε is roughly perpendicular to the 
boundary, while u is roughly parallel with the boundary - at least if u is suﬃciently smooth. 
This suggests that the scalar product u.�θε may be small near the boundary, even though 
the magnitude of �θε is not. Writing the second term in (2.18) as 
ωρε 1 ∗ (χ(ρ2 ε ∗ ψε))u.�θε 
R Ω 
shows the beneﬁt of this approach. However, this does require some extra smoothness of u, 
or at least that it lies in C([−T, T ], C(Ω)) rather than merely C([−T, T ],W 1,p(Ω)). Even 
assuming this, it is not at all clear how to ensure that u.�θε 
convergence may need to happen in a rather strong sense. 
→ 0 as ε → 0, and this 
2.8 Proofs of the stability theorems 
Lemma 2.19. Let p ∈ (4 3 , ∞), let ξ ∈ Lp(Ω) and let α ∈ RN . Let ψ = Pξ + hα and let 
u = �⊥ψ. Suppose that there exists a monotonic function f : R → R such that ξ = f ◦ ψ 
almost everywhere in Ω. Then �.(ξu) = 0 distributionally. 
Proof. Note that �ψ ∈ L2(Ω), since we have hα ∈ W 2,p(Ω) �→ H1(Ω). The rest of the 
proof of this is exactly as that of [11, lemma 6]. 
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Theorem 2.20. Let p ∈ [2, ∞), let ξ0 ∈ Lp(Ω) be non-negative, and let α ∈ RN . Suppose 
that ξ0 is the (unique) minimiser of Eα relative to R(ξ0). Then ξ0 is a steady solution of 
(2.1) with ρ = α, and is stable, in the following sense: 
For each ε > 0, there exists a δ > 0 such that for all β ∈ RN , whenever ω ∈ 
L∞ (R, Lp(Ω)) is an Eβ -conserving solution of (2.1) with ρ = β and with ||ω(t,loc ·)||p ≤ 
||ω(0, ·)||p for almost every t in a neighbourhood of 0, we have 
||ω(0, ·) − ξ0||p + |α − β| < δ ⇒ ||ω(t, ·) − ξ0||p < ε, for all t ≥ 0. 
Proof. Theorem 2.9(i) shows that ξ0 is the only minimiser of Eα, and therefore of Jα, rela­
tive to R(ξ0)w . By theorem 2.9(ii), there exists a decreasing function ϕ : R → R such that 
ω0 = ϕ (Pξ0 + hβ ) almost everywhere. Then by lemma 2.19 we deduce that ξ0 is a steady ◦ 
solution of (2.1) with ρ = α. 
Fix ε ∈ (0, 1). Put F = B(ξ0, 23 ε), G = B(ω0, 2 ||ξ0||p) and H = G \ F . Note that G is 
weakly compact, and that distLp(Ω)(H, ξ0) ≥ 1 ε. We claim that there exists an κ > 0 such 3 
that 
inf{Jα(ξ) | ξ ∈ H ∩R(ξ0)w} < Jα(ξ0) + κ. (2.20) 
If this is not the case, then there exists a minimising sequence (ωn)n∈N for Jα relative to 
H ∩R(ξ0)w, which after passing to a subsequence converges weakly to some ω0 ∈ G∩R(ξ0)w . 
Weak sequential continuity of Jα gives Jα(ω0) = Jα(ξ0), so ω0 = ξ0. Also each ||ωn||p ≤ 
||ξ0||p = ||ω0||p, since each ωn ∈ R(ξ0)w . So we have ||ωn||p → ||ω0||p as n → ∞. By 
uniform convexity of Lp(Ω) this convergence is strong, which contradicts the fact that for 
all n ∈ N, we have ||ωn − ξ0||p ≥ 1 ε.3 
Next, by lemma 2.10 there exists a δ ∈ (0, 1 ε) such that, for ξ1, ξ2 ∈ BLp(Ω)(0, 3||ξ0||p +1) 3 
and for γ1, γ2 ∈ BRN (0, |α| + 1), we have 
1 ||ξ1 − ξ2||p + |γ1 − γ2| < δ ⇒ |Jγ1 (ξ1) − Jγ2 (ξ2)| < κ. (2.21)2 
Now ﬁx β ∈ RN , and suppose that ω ∈ L∞ (R, Lp(Ω)) is an Jβ -preserving solution of loc
(2.1) with ρ = β and with ||ω(t, ·)||p ≤ ||ω(0, ·)||p for almost every t in a neighbourhood of 
0, such that 
||ω(0, ·) − ξ0||p + |α − β| < δ. 
Let u = �⊥(Pω +hβ ) be the corresponding velocity ﬁeld. Then by lemma 2.14, there exists 
a solution σ ∈ L∞ (R, Lp(Ω)) of the transport equation loc
σt + �.(σu) = 0, 
σ(0, ) = ξ0,·
50 
with ||σ(t, ·)||p ≤ ||ξ0||p for all t ∈ R. So by lemma 2.15(iii) we have ω(t, ·) ∈ R(ξ0)w for all 
t ∈ R. Note that we also have 
||ω(t, ·) − ξ0||p ≤ 2 ||ξ0||p . (2.22) 
Next, by linearity we have 
(ω − σ)t + �.((ω − ξ0)u) = 0. 
By lemma 2.15(v), for every t ≥ 0 we have 
||ω(t, ·) − σ(t, ·)||p + |α − β| ≤ ||ω(0, ·) − ξ0||p + |α − β| < δ. (2.23) 
So for t ≥ 0, we have 
|Jα(σ(t, ·)) − Jα(ξ0)| ≤ |Jα(σ(t, ·)) − Jβ (ω(t, ·))| + |Jβ(ω(t, ·)) − Jβ (ω(0, ·))| 
+ |Jβ(ω(0, ·)) − Jα(ξ0)|
1 1 
< 
2 
κ + |Jβ(ω(t, ·)) − Jβ (ω(0, ·))| +
2 
κ, by (2.21) and by (2.22) 
= κ, by the fact that ω is Eβ-preserving. 
By (2.20) we have σ(t, ) ∈/ H, for every t ≥ 0. But by (2.22) we have σ(t, ) ∈ G for all · ·
t ≥ 0, so 
2 ||σ(t, ·) − ξ0||p < 3 ε, for all t ≥ 0. (2.24) 
Therefore by (2.23) and (2.24) for every t ≥ 0 we have 
2 1 2 ||ω(t, ·) − ξ0||p ≤ ||ω(t, ·) − σ(t, ·)||p + ||σ(t, ·) − ξ0||p < δ + 3 ε < 3 ε + 3 ε = ε. 
Theorem 2.21. Let p ∈ [2, ∞), let ξ0 ∈ Lp(Ω) and let α ∈ RN . Then any ξ ∈ Σα,ξ0 is 
a steady solution of (2.1) with ρ = α. Moreover, the set Σα,ξ0 is orbitally stable, in the 
following sense: 
For all ε > 0, there exists a δ > 0 such that for all β ∈ RN , whenever ω ∈ L∞ (R, Lp(Ω))loc
is an Eβ -conserving solution of (2.1) with ρ = β and with ||ω(t, ·)||p ≤ ||ω(0, ·)||p for almost 
every t in a neighbourhood of 0, we have 
distLp(Ω)(ω(0, ·), Σα,ξ0 ) + |α − β| < δ ⇒ distLp(Ω)(ω(t, ·), Σα,ξ0 ) < ε, for all t ≥ 0. 
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Proof. Firstly, recall from theorem 2.8 that ∅ =� Σα,ξ0 ⊂ R(ξ0). Now ﬁx ξ ∈ Σα,ξ0 . By 
theorem 2.8, there exists an increasing function ϕ : R → R such that ξ = ϕ ◦ (Pξ + hα) 
almost everywhere. Lemma 2.19 shows that ξ is a steady solution of (2.1) with ρ = α. 
Secondly, recall from theorem 2.8 that Σα,ξ0 is compact. Now ﬁx ε ∈ (0, 1). The 
family {B(τ, 13 ε)|τ ∈ Σα,ξ0 } is an open cover of Σα,ξ0 , so we may choose a ﬁnite subcover 
1 1 1 k 2 k {B(τ1, 3 ε), B(τ2, 3 ε), ..., B(τk, 3 ε)}. Put F = n=1 B(τn, 3 ε), G = n=1 B(τn, 2 ||ξ0||p) and 
H = G \ F . Note that G is weakly compact, and that distLp(Ω)(H, Σα,ξ0 ) ≥ 1 ε. We claim 3 
that there exists an κ > 0 such that 
sup{Jα(ξ) | ξ ∈ H ∩R(ξ0)w} < Jα,ξ0 − κ. (2.25) 
If this is not the case, then there exists a maximising sequence (ωn)n∈N for Jα relative to 
H ∩R(ξ0)w, which after passing to a subsequence converges weakly to some ω0 ∈ G∩R(ξ0)w . 
Weak sequential continuity of Jα gives Jα(ω0) = Jα,ξ0 , so ω0 ∈ Σα,ξ0 ⊂ R(ξ0). Also each 
||ωn||p ≤ ||ξ0||p = ||ω0||p, since each ωn ∈ R(ξ0)w . So we have ||ωn||p → ||ω0||p as n → ∞. 
By uniform convexity of Lp(Ω) this convergence is strong, so distLp(Ω)(ωn, Σα,ξ0 ) 0 as → 
n →∞. This contradicts the fact that for all n ∈ N, we have distLp(Ω)(ωn, Σα,ξ0 ) ≥ 13 ε. 
Now we proceed in a very similar way to that of the proof of theorem 2.20, but we 
present the argument again for completeness. By lemma 2.10, there exists a δ ∈ (0, 1 ε)3 
such that, for ξ1, ξ2 ∈ BLp(Ω)(0, 3||ω0||p + 1) and for γ1, γ2 ∈ BRN (0, |α| + 1), we have 
1 ||ξ1 − ξ2||p + |γ1 − γ2| < δ ⇒ |Jγ1 (ξ1) − Jγ2 (ξ2)| < 2 κ. (2.26) 
Now ﬁx β ∈ RN , and suppose that ω ∈ L∞ (R, Lp(Ω)) is an Jβ -preserving solution of loc
(2.1) with ρ = β and with ||ω(t, ·)||p ≤ ||ω(0, ·)||p for almost every t in a neighbourhood of 
0, such that 
distLp(Ω)(ω(0, ·), Σα,ξ0 ) + |α − β| < δ. 
Let u = �⊥(Pω + hβ) be the corresponding velocity ﬁeld, and choose ω0 ∈ Σα,ξ0 such that 
||ω(0, ·) − ω0||p + |α − α| < δ. 
By lemma 2.14, there exists a solution σ ∈ L∞ (R, Lp(Ω)) of the transport equation loc
σt + �.(σu) = 0, 
σ(0, ) = ω0,·
with ||σ(t, ·)||p ≤ ||ω0||p for all t ∈ R. So by lemma 2.15(iii) we have ω(t, ·) ∈ R(ω0)w = 
R(ξ0)w for all t ∈ R. (The set equality follows from [20, lemma 2.2].) Note that we also 
have 
||ω(t, ·) − ω0||p ≤ 2 ||ξ0||p . (2.27) 
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Next, by linearity we have 
(ω − σ)t + �.((ω − ω0)u) = 0. 
By lemma 2.15(v), for every t ≥ 0 we have 
||ω(t, ·) − σ(t, ·)||p + |α − β| ≤ ||ω(0, ·) − ω0||p + |α − β| < δ. (2.28) 
So for t ≥ 0, we have 
|Jα(σ(t, ·)) − Jα,ξ0 | ≤ |Jα(σ(t, ·)) − Jβ(ω(t, ·))| + |Jβ(ω(t, ·)) − Jβ (ω(0, ·))| 
+ |Jβ(ω(0, ·)) − Jα(ω0)|
1 1 
< 
2 
κ + |Jβ (ω(t, ·)) − Jβ(ω(0, ·))| +
2 
κ, by (2.26) and by (2.27) 
= κ, by the fact that ω is Eβ-preserving. 
By (2.25) we have σ(t, ) ∈/ H, for every t ≥ 0. But by (2.27) we have σ(t, ) ∈ G for all · ·
t ≥ 0, so 
2 
distLp(Ω)(σ(t, ), Σα,ξ0 ) < ε, for all t ≥ 0. (2.29)· 3 
Therefore by (2.28) and (2.29) for every t ≥ 0 we have 
2 1 2 
distLp(Ω)(ω(t, ·), Σα,ξ0 ) ≤ ||ω(t, ·) − σ(t, ·)||p +distLp(Ω)(σ(t, ·), Σα,ξ0 ) < δ+3 ε < 3 ε+3 ε = ε. 
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Chapter 3 
A ﬂow in a quarter-plane 
3.1 Introduction 
In this chapter we investigate the ﬂow of a two-dimensional ideal ﬂuid occupying the ﬁrst 
quadrant Π+ = R+ × R+ and containing a vortex of ﬁnite area. The stream function 
ψ : Π+ → R of such ﬂows will satisfy ψ → −λx1x2 at inﬁnity, for some given λ > 0. 
The vorticity of the ﬂow is then given by −Δψ. Given any non-negative vorticity ﬁeld 
ξ0 ∈ Lp(Π+), for p ∈ (2, ∞), with support of ﬁnite area, we prove that the set of maximisers 
of the kinetic energy relative to R(ξ0)w are contained in R(ξ0), provided that λ is suﬃciently 
small. Given this containment, we also prove the L2-convergence to the set of maximisers 
of the kinetic energy of any maximising sequence relative to R+(ξ0), and non-emptiness of 
the set of maximisers. 
The setting for this chapter was inspired by Emamizadeh [26], who investigated the 
existence of ﬂows containing bounded vortices in Π+. We use several of his preliminary 
results to investigate the behaviour of the stream function. Although a number of his re­
sults focus only on those Lp(Π+) functions that vanish outside bounded sets, we have been 
able to generalise them to functions with unbounded supports, provided that these sup­
ports have ﬁnite area. As in Emamizadeh’s paper, we attempt to overcome the diﬃculty 
of the unboundedness of Π+ by ﬁnding a bounded set that contains the supports of all the 
maximisers of the kinetic energy relative to R(ξ0)w . From here we show that the suprema 
of the kinetic energy relative to the sets R(ξ0) and R(ξ0)w are equal, and we are then able 
to prove the main two results of the chapter. 
3.2 Notation and deﬁnitions 
We denote the ﬁrst quadrant by Π+ = R+ × R+ and the upper half plane by Π = R × R+. 
For a point x ∈ R2, we let x be the reﬂection of x in the x1-axis and x the reﬂection of 
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x in the x2-axis. The respective Green’s functions G+ and G for −Δ with zero Dirichlet 
boundary conditions on Π+ and Π are 
G+(x, y) = 
1
log 
|x − y||x − y| 
=
1
log 1 + 
16x1
2
x2y1y2
2 
. 
2π |x − y||x − y| 4π |x − y| |x − y|
GΠ(x, y) = 
2
1 
π 
log 
|x − y| 
= 
4
1 
π 
log 1 + 
4x2y2
2 
. |x − y| |x − y|
It is useful to note that for all x, y ∈ Π+ with x =� y, we have 
0 < G+(x, y) ≤ GΠ(x, y). 
and that G+ is non-zero and continuous at (x, y) if x, y ∈ Π+. We can then deﬁne the 
following integral operators for measurable ξ on Π+, whenever the integrals exist: 
GΠξ : Π+ → R : x �→ 
Π+ 
GΠ(x, y)ξ(y)dy 
G+ξ : Π+ → R : x �→ 
Π+ 
G+(x, y)ξ(y)dy. 
Now we introduce the kinetic energy E and the impulse I. For measurable ξ, we deﬁne 
the following, whenever the integrals converge: 
E(ξ) = ξ(x)G+ξ(x)dx; �Π+ 
I(ξ) = ξ(x)x1x2dx. 
Π+ 
We also introduce two extra norms on measurable functions on Π+: 
||·||X = ||·||2 + I(| · |) and ||·||Y = ||·||2 + |I(·)|, 
and we let X and Y be the spaces of measurable functions f with ||f ||X < ∞ and ||f ||Y < ∞ 
respectively. We later prove that if ξ ∈ L1(Π+)∩X, then GΠξ, G+ξ and E(ξ) are well-deﬁned. 
Lastly, for non-negative ξ ∈ L1(Π+) ∩ X and λ ∈ R, we deﬁne the following: 
Eλ,ξ = sup (E − λI); 
R(ξ)w ∩X 
Σλ,ξ = {η ∈ R(ξ)w ∩ X|(E − λI)(η) = Eλ,ξ}. 
3.3 Statements of the results 
In this chapter we prove the following: 
Theorem 3.10. Let p ∈ (2, ∞), let λ > 0, let a > 0, and let ξ0 ∈ Lp(Π+) be non-negative 
with µ2(suppξ0) ≤ πa2 . Then there exists a Λ > 0 such that for all λ ∈ (0, Λ), we have 
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Σλ,ξ0 ⊂ R(ξ0). 
Variational theorem (theorem 3.11). Let p ∈ (2, ∞) and let λ > 0. Let ξ0 ∈ Lp(Π+) 
be non-negative with µ2(suppξ0) < ∞. Suppose that Σλ,ξ0 ⊂ R(ξ0). Then 
(i) every maximising sequence for E − λI relative to R+(ξ0) ∩ X has a subsequence that 
converges in L2(Π+) to an element of Σλ,ξ0 ; 
(ii) every maximising sequence (ξn)n∈N for E − λI relative to R+(ξ0) ∩ X satisﬁes 
distL2(Π+)(ξn, Σλ,ξ0 ) 0 as n →∞;→ 
(iii) Σλ,ξ0 =� ∅. 
We now state the main stability theorem of this chapter. Since its proof is very similar 
to (and simpler than) that of chapter six, we shall not include the proof in this chapter. 
Stability theorem. Let p ∈ (2, ∞), let λ > 0 and let ξ0 ∈ Lp(Π+) be non-negative with 
µ2(suppξ0) < ∞. Suppose that ∅ =� Σλ,ξ0 ⊂ R(ξ0). Let us also assume that, for each 
ω ∈ L∞(R, Lp(Π+)), there exists an L∞(R, Lp(Π+)) solution ξ of the transport equation 
ξt + �.(ξu) = 0 on Π+ 
u = �⊥(G+ω − λx1x2), 
and that any such solution is rearrangement-preserving, and does not suﬀer blow-up of the 
impulse I. Then the set Σλ,ξ0 is orbitally stable, in the following sense: 
For all A > µ2(suppξ0) and ε > 0, there exists a δ > 0 such that, for all non-negative 
ω0 ∈ Lp(Π+) with µ2(suppω0) ≤ A, whenever ω is an (E − λI)-conserving L∞(R, Lp(Π+)) 
solution of the vorticity equation 
ξt + �.(ξu) = 0 on Π+ 
u = �⊥(G+ξ − λx1x2) 
with ω(0, ) = ω0 that does not suﬀer blow-up of I, we have ·
distY (ω0, Σλ,ξ0 ) < δ distL2(Π+)(ω(t, ), Σλ,ξ0 ) < ε, for all t ≥ 0.⇒ ·
3.4 Preliminaries concerning the operator G+ 
Lemma 3.1. Let p ∈ (2, ∞) and let a > 0. Then there exists a c1(a) > 0 such that for all 
ξ ∈ Lp(Π+) with µ2(suppξ) ≤ πa2, we have that G+ξ is weakly diﬀerentiable with 
�G+ξ = �xG+( , y)ξ(y)dy, (3.1)·
Π+ 
and ||�Gξ||sup ≤ c1(a) ||ξ||p, so that Gξ is Lipschitz with Lipschitz constant c1(a). 
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Proof. Firstly, for x = y, we have: 
1
 x − y 
+ 
x − y x − y 
2 
− x − y |
�xG+(x, y)| = 2 −2π
 |x − y|2 |x − y|
2 
|x − y|
 |x − y|2 
.≤ 
π|x − y| 
Secondly, ﬁx ξ ∈ Lp(Π+) with µ2(suppξ) ≤ πa2 . Fix x ∈ Π+ and write ρ = |x − y|. Then

2 1

G+(x, y)||ξ(y)|dy ≤ ξ(y)|dy

Π+ 
|�x |

π ρ
Π+ 
2 1 S≤ 
π R2 ρ
|ξ|x (y)dy � 1 a2
 q1 S2π ρdρ
 |
ξ|
≤
 xπ ρq0 p � 1 
a2−q2
 q 
2π
 ||ξ||p≤
 ,
π 2 − q

where q is the conjugate exponent of p. An application of Fubini’s theorem gives (3.1), and 
thus the required estimate. 
Lemma 3.2. There exists a c2 > 0 such that for all ξ ∈ L1(Π+) ∩ X, we have 
||G+ξ||sup ≤ c2(||ξ||1 + ||ξ||X ). 
Proof. Fix ξ ∈ L1(Π+) ∩ X, ﬁx x ∈ Π+, and recall that G+(x, y) ≤ GΠ(x, y) for all y ∈ S 
with x �= y. In what follows, denote ρ = |x − y|. Then 
4π
 G+(x, y)ξ(y)dy 
1 1 
2 
x1;y2≥y1≥ x22 
16x1x2y1y2 ≤ 
1 1 x2 
log 1 + 
ρ4 
|ξ(y)|dy 
x1;y2≥y1≥ 2 2 
≤ (log 2 + max{0, log(64y1y2)} + max{0, log(ρ−4)})|ξ(y)|dy 
Π+ 
(log 2)
ξ(y)|dy + 64y1y2|ξ(y)|dy 
Π+ 
≤
 |

Π+� 
+ max{0, log(ρ−4)}|ξ(y) dy|

Π+ 
≤ (log 2) ||ξ||1 + 64 |ξ(y)|y1y2dy + (−4 log ρ)|ξ(y)|dy 
Π+ ρ≤1 �� � 1 
2 
≤ (log 2) ||ξ||1 + 64I(|ξ|) + 4 (log ρ)2dy ||ξ||2 . 
ρ≤1 
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Also, 
4π 
x2 
G+(x, y)ξ(y)dy ≤ 4π 
1 
GΠ(x, y)|ξ(y)|dy 
x22 
1 
2
y2≤ y2≤ 
≤
 2x2
2 
log 1 + 
x
|ξ(y)|dy1 2 
4 2Π+ 
= (log 9) ||ξ||1 . 
By a similar comparison with the Green’s function for −Δ on R+ × R, we also have

G+(x, y)ξ(y)dy

1 y1≤ 2 x1 
≤ (log 9) ||ξ||1 . 
This gives the required result. 
Lemma 3.3. Let p ∈ (2, ∞) and let a > 0. Let ξ ∈ Lp(Π+) be such that suppξ is bounded 
with µ2(suppξ) ≤ πa2 . Then there exists a c3(a) > 0, which only depends upon p and a, 
such that 
|G+ξ(x)| ≤ c3(a)min{x1, x2} ||ξ||p , for each x ∈ Π+. 
Proof. This is stated and proved in [26, lemma 1]. 
Now we extend lemma 3.3 to functions with unbounded support. 
Lemma 3.4. Let p ∈ (2, ∞) and let a > 0. Then for any ξ ∈ Lp(Π+) ∩ X and µ2(suppξ) ≤ 
πa2, we have 
|G+ξ(x)| ≤ c3(a)min{x1, x2} ||ξ||p , for each x ∈ Π+. 
(The constant c3(a) is as in lemma 3.3.) 
Proof. Fix ξ ∈ Lp(Π+)∩X with and µ2(suppξ) ≤ πa2 . Next, ﬁx z ∈ Π+ and ﬁx ε > 0. Now 
|ξ|, |ξ|2 and |ξ|x1x2 are all integrable on Π+, so by the dominated convergence theorem, 
there exists an R > |z| such that η = ξ − ξ�B(0,R) satisﬁes 
1 1 1 ||η||1 < 3c2 ε, ||η||2 < 3c2 ε and I(η) < 3c2 ε. 
(The constant c2 is as in lemma 3.2.) By lemma 3.2, we then have that ||G+η||sup < ε. 
Therefore 
|G+ξ(z)| = |G+ξ(z) − G+η(z) + G+η(z)| 
≤ |G+(ξ�B(0,R))(z)|

≤ c3(a)min{z1, z2} 
+ ||G+η||sup 
ξ�B(0,R) + ε, by lemma 3.3 p 
≤ c3(a)min{z1, z2} ||ξ||p + ε. 
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Since ε was arbitrary, we conclude that 
|G+ξ(z)| ≤ c3(a)min{z1, z2} ||ξ||p . 
Since z was also arbitrary, we have the required result. 
Lemma 3.5. Let p ∈ (2, ∞), let a > 0, let λ > 0 and let M > 0. Then there exists an 
R(a, λ,M) > 0 such that, for all ξ ∈ Lp(Π+) ∩ X with µ2(suppξ) ≤ πa2 and ||ξ||p ≤ M , 
and for all x ∈ Π+, we have 
|x| > R(a, λ,M) ⇒ G+ξ(x) − λx1x2 < 0. 
Proof. Choose R(a, λ,M) > 
√
2c3(
λ
a)||ξ||p . (The constant c3(a) is as in lemma 3.3.) Now 
ﬁx ξ ∈ Lp(Π+) ∩ X with µ2(suppξ) ≤ πa2, then ﬁx x ∈ Π+ with |x| > R. Observe that 
max{x1, x2} ≥ 1 R(a, λ,M). Then by lemma 3.4 we have: √2 
G+ξ(x) − λx1x2 ≤ c3(a)min{x1, x2} ||ξ||p − λx1x2 
≤ c3(a)min{x1, x2} ||ξ||p − λ min{x1, x2} max{x1, x2} 
1 ≤ min{x1, x2} c3(a) ||ξ||p − λ√
2 
R(a, λ,M) < 0. 
3.5 Preliminaries concerning the energy 
Lemma 3.6. Let p ∈ (2, ∞), let λ > 0 and let a > 0. Let ξ0 ∈ Lp(Π+) be non-negative 
with µ2(suppξ) ≤ πa2, and let ξ ∈ R(ξ0)w ∩ X. If ξ ∈ R+(ξ0), then ξR = ξ�B(0,R(a,λ,||ξ0||p)) 
satisﬁes 
(E − λI)(ξR) > (E − λI)(ξ) unless ξR = ξ. 
Also, if ξ ∈ Σλ,ξ0 , then it is supported in B(0, (a, λ, ||ξ0||p)). 
Proof. By lemma 3.5 we have 
(E − λI)(ξR) = (E − λI)(ξ) − (G+ξ − λx1x2)(ξ − ξR) + E(ξ − ξR) 
Π+ 
> (E − λI)(ξ), unless ξ − ξR = 0. 
Also, if ξ is a maximiser of E − λI relative to R(ξ0)w, then by [25, theorem 3.1] we have ξ ∈ 
RC(ξ0), since E−λI is strictly convex. In particular, ξ ∈ R+(ξ0). So if ξ were not supported 
in B(0, R(a, λ, ||ξ0||p)), then the ﬁrst part of this lemma would be contradicted. 
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Lemma 3.7. For any M > 0, the operator E is Lipschitz continuous in ||·||2 relative to the 
set 
V = {ξ ∈ X| ||ξ||X ≤ M and µ2(suppξ) ≤ M}. 
Proof. Fix M > 0 and ﬁx ξ, η ∈ V . Then 
1 |E(ξ) − E(η)| =
2 Π+ 
(ξ − η)G+(ξ + η) 
1 ≤ 
2 
||ξ − η||1 ||G+(ξ + η)||sup 
1 ≤ 
2 
||ξ − η||1 c2(||ξ + η||1 + ||ξ + η||2 + I(|ξ + η|) by lemma 3.2 
) + I( η|))≤ 1
2 
√
2M ||ξ − η||2 c2(||ξ||1 + ||η||1 + ||ξ||2 + ||η||2 + I(|ξ| |
) + I( η|))≤ 
2
1√
2M ||ξ − η||2 c2(
√
M ||ξ||2 + 
√
M ||η||2 + ||ξ||2 + ||η||2 + I(|ξ| |
√
2MMc2(
√
M + 1) ||ξ − η||2 .≤ 
Lemma 3.8. Let λ ∈ R and let ξ0 ∈ L1(Π+)∩L2(Π+) be non-negative. Let ξ ∈ R(ξ0)w ∩X. 
Then for every ε > 0, there exists a ζ ∈ R+(ξ0) ∩ X such that 
|(E − λI)(ζ) − (E − λI)(ξ)| < ε. 
−1 
Proof. Fix ε > 0, and put δ = 3 ||ξ||1 + 2|λ|3c2 ε. (The constant c2 is as in lemma 3.2.) 
Now |ξ|, |ξ|2 and |ξ|
x1x2 are all integrable on Π+, so by the dominated convergence theorem 
there exists an R > |z| such that η = ξ − ξ�B(0,R) satisﬁes 
1 1 1 ||η||1 < 3c2 δ, ||η||2 < 3c2 δ and I(|η|) < 3c2 δ. 
By lemma 3.2, we then have that ||G+η||sup < δ. Put ξR = ξ�B(0,R). By [25, theorem 3.1], 
ξR ∈ R(ξ0)w . Also we have 
1

2 Π+ 
ηG+η +

Π+ 
ξG+η +
 λ ηx1x2|
(E − λI)(ξ) − (E − λI)(ξR)| = 
Π+ 
1 ≤ 
2 
||η||1 ||G+η||sup + ||ξ||1 ||G+η||sup + |λ|I(|η|) 
≤ 
2
1 ||ξ||1 δ + ||ξ||1 δ + 3
|λ
c2 
| 
δ 
1 ≤ 
2 
ε. 
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Secondly, x1x2 ∈ L2(B(0, R)), and G+ is compact as an operator on L2(B(0, R)) by [26, 
lemma 2], so we can ﬁnd a ζ ∈ R+(ξ0) supported in B(0, R) such that 
1 |(E − λI)(ξR) − (E − λI)(ζ)| < 
2 
ε. 
Clearly I(|ζ|) < ∞, so we have the required result. 
Lemma 3.9. Let p ∈ (2, ∞), let λ > 0 and let ξ0 ∈ Lp(Π+) be non-negative with µ2(suppξ0) < 
∞. Then E − λI has the same supremum on all of R(ξ0) ∩ X, RC(ξ0) ∩ X, R+(ξ0) ∩ X 
and R(ξ0)w ∩ X. 
Proof. It suﬃces to prove that 
sup (E − λI) ≤ sup (E − λI). 
R(ξ0)w ∩X ξ∈R(ξ0)∩X 
Fix ξ ∈ R(ξ0)w ∩ X, and ﬁx ε > 0. By lemma 3.8, there exists a ζ ∈ R+(ξ0) ∩ X such that 
1 |(E − λI)(ξ) − (E − λI)(ζ)| < 
2 
ε. 
Next, let a be such that µ2(suppξ0) = πa
2 . Now put δ = (2 ||ξ0||1 (c3(a) ||ξ0||p +λ))−1 . (The 
constant c3(a) is as in lemma 3.3.) If ζ ∈ R(ξ0), then we can choose a function κ whose/
support is bounded and contained in the set 
Z := {x ∈ Π+|x1 ≥ 1 and x1x2 ≤ δ} \ suppζ, 
such that ζ + κ ∈ R(ξ0) ∩ X. Then 
=| 1
|
(E − λI)(ζ) − (E − λI)(ζ + κ)
 κG+( κ + ζ) + λ κx1x2
2Π+ 
1
G+(
2 
κ + ζ)�Z 
Π+ 
≤ ||ξ0||1 + |λ| ||ξ0||1 δ 
sup 
≤ ||ξ0||1 c3(a)δ ||ξ0||p + |λ| ||ξ0||1 δ, by lemma 3.4 
1 
< ε. 
2 
3.6 Proofs of the theorems 
Theorem 3.10. Let p ∈ (2, ∞), let λ > 0, let a > 0, and let ξ0 ∈ Lp(Π+) be non-negative 
with µ2(suppξ0) ≤ πa2 . Then there exists a Λ > 0 such that for all λ ∈ (0, Λ), we have 
Σλ,ξ0 ⊂ R(ξ0). 
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Proof. For each t > a, deﬁne ξt = ξ(
S
a+t,a+t); note that suppξt ⊂ B((a + t, a + t), a). Then 
by [26, lemma 8], there exists a k > 0 such that, for all suﬃciently large t, we have 
Eλ,ξ0 ≥ (E − λI)(ξt) = 
1
2 Π+ 
ξtG+ξt − λ 
Π+ 
ξtx1x2 ≥ 1
2 
k log t − λ(2a + t)2 ||ξ0||1 . 
Hence Eλ,ξ0 →∞ as λ → 0. So we can choose Λ > 0 such that 
λ ∈ (0, Λ) ⇒ Eλ,ξ0 > 3ac1(a) ||ξ0||1 ||ξ0||p . 
(The constant c1(a) is as in lemma 3.1.) Next, ﬁx λ ∈ (0, Λ), and ﬁx ξ ∈ Σλ,ξ0 . By 
[25, theorem 3.1], we have ξ ∈ RC(ξ0), so in particular ξ ∈ R+(ξ0). Now put m = 
supx∈Π+ (2
1 G+ξ(x) − λx1x2). Then 
ξ

1

m ||ξ0||1 ≥ m 1 ≥ 
Π+ 
ξ(x)(
2
G+ξ(x) − λx1x2)dx = (E − λI)(ξ) 
= Eλ,ξ0 > 3ac1(a) ||ξ0||1 ||ξ0||p . 
. Now choose any x ∈ Π+ such that 12 G+ξ(x) − λx1x2 > 1So m > 3ac1(a) ||ξ0||p m, and put
2 
Q = {(w1, w2) ∈ Π+|w1 < x1, w2 < x2 and |w − x| < 
√
8a} 
Now ﬁx y ∈ Q; we have 
1 1

2
G+ξ(y) − λy1y2 ≥ (G+ξ(x) − c1(a)
2
ξ

p 
|x − y|) − λy1y2, by lemma 3.1 
1 1 
> 
2
G+ξ(x) − λx1x2 −
√
8ac1(a) ||ξ0||p2 
> 
1 
m −
√
2ac1(a) ||ξ0||p2

3

> ( 
√
2)ac1(a) ||ξ0||p > 0. 2 − 
1We see that this shows that x1 > 
√
8a and x2 > 
√
8a, because 2 G+ξ(y) − λy1y2 = 0 if 
y1 = 0 or y2 = 0. So µ2(Q) = 2πa
2 and G+ξ − λy1y2 > 0 for all y ∈ Q. Now suppose 
that ξ /∈ R(ξ0). Then we can choose a measurable function ζ, supported in Q \ suppξ, such 
that ξ + ζ ∈ R(ξ0) ∩ X. Then 
Eλ,ξ0 ≥ (E − λI)(ξ + ζ) = (E − λI)(ξ) + E(ζ) + ζ(y)(G+ξ(y) − λy1y2)dy 
Π+ 
> (E − λI)(ξ) = Eλ,ξ0 . 
This is a contradiction. So ξ ∈ R(ξ0). 
Theorem 3.11. Let p ∈ (2, ∞) and let λ > 0. Let ξ0 ∈ Lp(Π+) be non-negative with 
µ2(suppξ0) < ∞. Suppose that Σλ,ξ0 ⊂ R(ξ0). Then 
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(i) every maximising sequence for E − λI relative to R+(ξ0) ∩ X has a subsequence that 
converges in L2(Π+) to an element of Σλ,ξ0 ; 
(ii) every maximising sequence (ξn)n∈N for E − λI relative to R+(ξ0) ∩ X satisﬁes 
distL2(Π+)(ξn, Σλ,ξ0 ) → 0 as n →∞; 
(iii) Σλ,ξ0 =� ∅. 
Proof. (i) Let a be such that µ2(suppξ0) = πa
2 . Fix a maximising sequence (ζn)n∈N for 
E − λI relative to R+(ξ0) ∩ X, and for each n ∈ N, put ξn = ζn�B(0,R(a,λ,||ξ0||p)). Af­
ter passing to a subsequence, (ξn)n∈N converges weakly in L2(Π+), to ξ say. Note that 
suppξ ⊂ B(0, R(a, λ, ||ξ0||p)), so that ξ ∈ X. Now x1x2 ∈ L2(B(0, R(a, λ, ||ξ0||p))), and G+ 
is compact as an operator on L2(B(0, R(a, λ, ||ξ0||p))) by [26, lemma 2]. So (E − λI)(ξn) → 
(E − λI)(ξ) as n →∞, so (E − λI)(ξ) = Eλ,ξ0 
particular, 
. Since Σλ,ξ0 ⊂ R(ξ0), we have ξ ∈ R(ξ0). In 
ξ

2 
= ||ξ0||2. Therefore, by uniform convexity, (ξn)n∈N converges strongly to 
ξ in L2(Π+). 
Next, observe that for all n ∈ N, we have 
2 2 .||ζn|| 2 = ||ζn − ξn||22 + ||ξn|| 2 
Also, we have

lim 
n→∞ ||ξn|| 
2 
2 =
 ξ

2 
2 
= ||ξ0|| 2 2 . 
Combining these facts gives the following: 
lim sup ||ζn − ξn|| 2 = lim sup (||ζn|| 22 − ||ξn|| 2) ≤ ||ξ0||2 − nlim →∞ ||ξn|| 
2 = 0.2 2 2 
n→∞ n→∞ 
So after passing to a subsequence if necessary, we conclude that (ζn)n∈N converges strongly 
to ξ in L2(Π+). 
(ii) Fix a maximising sequence (ξn)n∈N for E − λI relative to R(ξ0)w that is contained in 
R+(ξ0). Suppose for a contradiction that distL2(Π+)(ξn, Σλ,ξ0 ) � 0 as n ∈ N. Then there 
exists a δ > 0 such that, after passing to a subsequence, we have distL2(Π+)(ξn, Σλ,ξ0 ) > δ 
for all n ∈ N. Then by part (i), we may pass to further a subsequence, to deduce that 
(ξn)n∈N converges in L2(Π+) to some ξ ∈ Σλ,ξ0 . So 
distL2(Π+)(ξn, Σλ,ξ0 ) ≤ ||ξn − ξ||2 → 0, as n →∞. 
This contradiction proves (ii). 
(iii) Finally, lemma 3.9 shows that there exists a maximising sequence for E − λI relative to 
R(ξ0)w that is contained in R+(ξ0). By part (i), there exists a subsequence thereof whose 
L2(Π+) limit is contained in Σλ,ξ0 . Therefore Σλ,ξ0 �= ∅. 
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Chapter 4 
A shear ﬂow in a strip 
4.1 Introduction 
In this chapter we investigate the shear ﬂow of a two-dimensional ideal ﬂuid occupying a 
strip S = R × (0, π) and containing a vortex of ﬁnite area. The stream function ψ : S → R 
of such ﬂows will satisfy ψ → −λx2 − λσx22 at inﬁnity, for some given λ > 0 and σ ≥ 0. The 
vorticity of the ﬂuid is then given by −Δψ, and σ represents the severity of the shearing. 
Given any non-negative vorticity ﬁeld ξ0 ∈ Lp(S), for p ∈ (2, ∞), with support of ﬁnite area, 
we prove that the set of maximisers of the kinetic energy relative to R(ξ0)w are contained 
in R(ξ0), provided that λ is suﬃciently small. Given this containment, we also prove the 
compactness of maximising sequences for the kinetic energy functional relative to R(ξ0), the 
L2-convergence to the set of maximisers of the kinetic energy of any maximising sequence 
that is contained in R+(ξ0), and non-emptiness of the set of maximisers. 
This chapter was inspired by Burton, Lopes and Lopes [19], and complements the previous 
chapter. As there, we show that the supremum of the kinetic energy relative to the sets 
R(ξ0) and R(ξ0)w are equal, but the change of the domain here requires modiﬁcation of the 
rest of the strategy used there. We make use of the notion of concentration-compactness to 
deduce that any maximising sequences of the kinetic energy relative to R(ξ0)w must satisfy 
one of three properties - vanishing, compactness or dichotomy. For λ suﬃciently small, we 
then prove that the vanishing and dichotomy properties are not held by such sequences. 
4.2 Notation and deﬁnitions 
Let S = R × (0, π), and for σ ≥ 0, we deﬁne the background shear ﬂow ισ = x2 + σx22. Next, 
we introduce Green’s functions for S and for the half plane Π = R × [0, ∞). The Green’s 
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function GΠ for −Δ with Dirichlet boundary conditions on Π is 
1 (x1 − y1)2 + (x2 + y2)2 1 4x2y2
GΠ(x, y) = 
4π 
log 
(x1 − y1)2 + (x2 − y2)2 = 4π log 1 + |x − y|2 . 
The corresponding Green’s function GS on S will be given explicitly later. Next, we deﬁne 
the inverse GΠ for −Δ in Π, and the inverse GS for −Δ in S, both with zero Dirichlet 
boundary conditions, as follows: 
GS ξ = GS (x, y)ξ(y)dy, for all ξ ∈ L1(S) ∩ L2(S); �S 
GΠξ = GΠ(x, y)ξ(y)dy, for all ξ ∈ L1(S) ∩ L2(Π). 
Π 
Now we introduce the kinetic energy E and the impulse I of linear momentum in the 
x1-direction. For ξ ∈ L2(S), we deﬁne the following, whenever the integrals converge: 
E(ξ) = ξGS ξ; �S 
I(ξ) = ξισ. 
S 
(We later show that if ξ ∈ L1(S) ∩ L2(S), then GSξ, GΠξ and E(ξ) are well deﬁned.) Lastly, 
for non-negative ξ ∈ L1(S) ∩ L2(S) and λ ∈ R, we deﬁne the following: 
Eλ,ξ = sup (E − λI); 
R(ξ)w 
Σλ,ξ = {η ∈ R(ξ)w|(E − λI)(η) = Eλ,ξ}. 
4.3 Statements of the results 
In this chapter, we prove the following theorems: 
Theorem 4.10. Let p ∈ (2, ∞). Let ξ0 ∈ Lp(S) be non-negative with µ2(suppξ0) < ∞. 
Then there exists a Λ > 0 such that for all λ ∈ (0, Λ), we have Σλ,ξ0 ⊂ R(ξ0). 
Variational theorem (theorem 4.11). Let p ∈ (2, ∞) and λ > 0. Let ξ0 ∈ Lp(S) be 
non-negative with µ2(suppξ0) < ∞. Suppose that Σλ,ξ0 ⊂ R(ξ0). Then 
(i) every maximising sequence for E − λI that is contained in R+(ξ0) has a subsequence 
that, after suitable x1-translations of its elements, converges in L
2(S) to an element of Σλ,ξ0 ; 
(ii) every maximising sequence (ξn)n∈N for E − λI that is contained in R+(ξ0) satisﬁes 
distL2(S)(ξn, Σλ,ξ0 ) 0 as n →∞;→ 
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(iii) Σλ,ξ0 =� ∅. 
We now state the main stability theorem of this chapter. Since its proof is very similar 
to (and simpler than) that of chapter six, we shall not include the proof in this chapter. 
Stability theorem. Let p ∈ (2, ∞), let λ > 0 and let ξ0 ∈ Lp(S) be non-negative with 
µ2(suppξ0) < ∞. Suppose that ∅ �= Σλ,ξ0 ⊂ R(ξ0). Let us also assume that, for each 
ω ∈ L∞(R, Lp(S)), there exists an L∞(R, Lp(S)) solution ξ of the transport equation 
ξt + �.(ξu) = 0 on S 
u = �⊥(GS ω − λισ), 
and that any such solution is rearrangement-preserving. Then the set Σλ,ξ0 is orbitally 
stable, in the following sense: 
For all A > µ2(suppξ0) and ε > 0, there exists a δ > 0 such that, for all non-negative 
ω0 ∈ Lp(S) with µ2(suppω0) ≤ A, whenever ω is an (E − λI)-conserving L∞(R, Lp(S)) 
solution of the vorticity equation 
ξt + �.(ξu) = 0 on S 
u = �⊥(GS ξ − λισ), 
with ω(0, ) = ω0, we have ·
distL2(S)(ω0, Σλ,ξ0 ) < δ distL2(S)(ω(t, ), Σλ,ξ0 ) < ε, for all t ≥ 0.⇒ ·
4.4 Preliminaries concerning the operator GS 
Lemma 4.1. The Green’s function GS for −Δ with Dirichlet boundary conditions on S is 
GS (x, y) = 
1
log 
e2y1 + e2x1 − 2ex1+y1 cos(x2 + y2) 
4π e2y1 + e2x1 − 2ex1+y1 cos(x2 − y2) 
1 2 sin x2 sin y2 
= log 1 + . 
4π cosh(x1 − y1) − cos(x2 − y2) 
Proof. In this proof we associate R2 with C. Firstly, observe that exp : S Π is a→ 
conformal, injective mapping. It is also clear that G is zero if one or both of its arguments 
lie on ∂S. Now ﬁx a y ∈ S; we show that GS ( , y) is a fundamental solution of the Laplace ·
equation. GS ( , y) is harmonic on S \ {y}, because · � � �� 
GS (x, y) = Re 
1 
2π 
log 
exp x − exp y 
exp x − exp y for all x ∈ S \ {y}. 
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Next, due to the analyticity of exp, we have exp x − exp y = (x − y)g(y) near y, for some 
analytic function g with g(y) = 0. So near y we have 
GS (x, y) = 
1
log 
| exp x − exp y| 1
log +
1
log 
| exp x − exp y| 
. 
2π | exp x − exp y| = −2π |x − y| 2π |g(x)| 
The second summand is the real part of an analytic function, so is harmonic at and near y. 
Therefore GS( , y) has the required singularity at y.·
0 ≤ GS (x, y) ≤ GΠ(x, y). 
and G(x, y) is positive if x, y /∈ ∂S. 
Proof. Observe that GS (x, y) 0 and GΠ(x, y) as |x − y| → ∞, and that GS(x, y) = 0 and → 
GΠ(x, y) ≥ 0 whenever x ∈ ∂S or y ∈ ∂S. The result now follows by a simple proof by 
contradiction, using the maximum principle. 
x2
� 
|GSξ(x1, x2)| ≤ b1| |b3 ||ξ||2, for all x2 ∈ (0, b2); 
Lemma 4.2. For S with , we have ∈ �x, y x = y
Lemma 4.3. Let 0 There exist b , b 0 and b (0 1), which only depend upon a > > ∈ a1 2 3. , , 
2 2such that for all ξ L (S) with ξ πa , we have ∈ ≤supp
b3ξ( ) b π ξ , for all (π b , π)|G | ≤ | − | || || ∈ −x , x x xS 1 2 1 2 2 2 .2
1 2Lemma 4.4. There exists a 0 such that for all ξ L (S) L (S), we have > ∈ ∩c1 
1 2Proof. Fix ξ L (S) L (S), ﬁx S, and recall that G ( ) G ( ) for all S∈ ∩ ∈ ≤ ∈x x, y x, y yS Π
with , by lemma 4.2 In what follows, denote ρ Then� | − |x = y = x y. . �����
Proof. This follows from [15, lemma 1] and lemma 4.2. For the second inequality, note that 
for all x, y ∈ S, with x =� y, we have GS (x1, x2, y1, y2) = GS (x1, π − x2, y1, π − y2). 
||GS ξ||sup ≤ c1(||ξ||1 + ||ξ||2). 
4π2 
4π
 GS (x, y)ξ(y)dy ≤ 
S 
log 1 + 
ρ2 
|ξ(y)|dy 
1 y2≥ x22 
(log 2 + max{0, log(4π2ρ−2)})|ξ(y)
≤ (log 2)|ξ(y)|dy + 
ρ≤2π 
(log(8π2) − 2 log ρ)|ξ(y)|dy 
≤
 |
dy

S 
S 
≤ 
S 
log(8π2)|ξ(y)|dy + 
ρ≤2π 
2| log ρ||ξ(y)|dy �� � 1 
2 
≤ log(8π2) ||ξ||1 + 2 
ρ≤2π 
(log ρ)2dy ||ξ||2 . 
This gives the required result. 
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4.5 Preliminaries concerning the energy 
Lemma 4.5. For any M , the operators E and I are Lipschitz continuous in ||·||2 relative 
to the set 
V = {ξ ∈ L2(S)| ||ξ||2 ≤ M and µ2(suppξ) ≤ M}. 
Proof. Fix M > 0 and ﬁx ξ, η ∈ V . Then 
1 |E(ξ) − E(η)| =
2 S 
(ξ − η)GS (ξ + η) 
1 ≤ 
2 
||ξ − η||1 ||GS(ξ + η)||sup 
1 ≤ 
2 
||ξ − η||1 c1(||ξ + η||1 + ||ξ + η||2) by lemma 4.4 
)≤ 
2
1√
2M ||ξ − η||2 c1(||ξ||1 + ||η||1 + ||ξ||2 + ||η||2
)≤ 
2
1√
2M ||ξ − η||2 c1(
√
M ||ξ||2 + 
√
M ||η||2 + ||ξ||2 + ||η||2
≤
√
2Mc1(R + 
√
R) ||ξ − η||2 . 
Also, 
|I(ξ) − I(η)| = 
S 
(ξ − η)ισdx 
≤ (π + σπ2) ||ξ − η||1 
≤ (π + σπ2)
√
2M ||ξ − η||2 . 
Lemma 4.6. Let ξ0 ∈ L2(S) have support of ﬁnite area, and let λ ∈ R. Then E − λI has 
the same supremum on all of R(ξ0), RC(ξ0), R+(ξ0) and R(ξ0)w . 
Proof. It suﬃces to prove that 
sup (E − λI) ≤ sup (E − λI). 
R(ξ0)w R(ξ0) 
To see this, ﬁx ξ ∈ R(ξ0)w and ﬁx ε > 0. By the dominated convergence theorem, and 
lemma 4.4, there exists an R > 0 such that ξ1 = ξ�(−R,R)×(0,π) ∈ R(ξ0)w satisﬁes 
1 |(E − λI)(ξ1) − (E − λI)(ξ)| < 
3 
ε. 
Next, by compactness of GS as an operator on L2((−R,R) × (0, π)), there exists a 
ξ2 ∈ R+(ξ0), supported in [−R,R] × (0, π), that satisﬁes 
1 |(E − λI)(ξ2) − (E − λI)(ξ1)| < 
3 
ε. 
68 
� 
Finally, for each n > max{R, π 1 }, choose any function ηn supported on the subset [n, n+ 
nµ2(suppξ0)] × [0, 1 ], such that κn = ξ2 + ηn is a rearrangement of ξ0. Moreover, (E −n 
λI)(κn) (E − λI)(ξ2), as n → ∞, by lemma 4.3 and Ho¨lder’s inequality. So we may → 
choose an N > max{R, π 1 } small enough that: 
1 |(E − λI)(κN ) − (E − λI)(ξ2)| < 
3 
ε. 
Therefore, writing ξ3 = κN , we have ξ3 ∈ R(ξ0) and (E − λI)(ξ3) > (E − λI)(ξ) − ε. 
Lemma 4.7. Let ξ0 ∈ L2(S) with µ2(suppξ0) < ∞, and let λ ∈ R. Then 
Eλ,ξ0 ≥ E0,ξ − |λ|(π + σπ2) ||ξ0||1 . 
Proof. Fix ε > 0. By lemma 4.6, there exists a ξ ∈ R+(ξ0) such that E(ξ) ≥ E0,ξ − ε. So 
we have: 
Eλ,ξ0 ≥ (E − λI)(ξ) = E(ξ) − λI(ξ) ≥ E0,ξ − ε − |λ|(π + σπ2) ||ξ0||1 . 
The last step follows by Ho¨lder’s inequality, noting that ||ξ||1 ≤ ||ξ0||1. Since ε was arbitrary, 
the result follows. 
4.6 Concentration-compactness 
We now investigate the properties of maximising sequences for the energy, with the aim of 
using lemma 1.9 to prove that under certain conditions, these sequences have the compact­
ness property. 
Deﬁnition 
Let (ξn)n∈N ⊂ L1(S) and let r ∈ [0, 21 π). We say that (ξn)n∈N has the r-vanishing 
property if and only if, for all R > 0, we have 
lim sup ξn(x)dx = 0. 
n→∞ y∈S B(y,R)∩{r<x2<π−r} 
Notice that if the ξn are non-negative, then for r < s, the r-vanishing property implies the 
s-vanishing property. 
Lemma 4.8. Let p ∈ (2, ∞) and λ ≥ 0. Let ξ0 ∈ Lp(S) \ {0} be non-negative with 
µ2(suppξ0) < ∞. Suppose that Eλ,ξ0 > 0. (This always holds if λ = 0.) Then there exists 
an r0 > 0 such that for all r ∈ [0, r0], no maximising sequence (ξn)n∈N for E −λI relative to 
R+(ξ0) has the r-vanishing property. In particular, none such have the vanishing property 
either. 
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Proof. Choose any Q ∈ (0, Eλ,ξ0 ), and let ⎧⎨
 � 1 Q b3 ⎫⎬

r0 = min b2, .
⎩
 b1 ||ξ0||1 ||ξ0||p ⎭

(The constants b1, b2 and b3 are as in lemma 4.3.) Now ﬁx a maximising sequence (ξn)n∈N 
for E − λI relative to R+(ξ0), and suppose that it has the r0-vanishing property. Write 
A = S ∩ {r0 < y2 < π − r0} and T = S \ A, and then for each n ∈ N, write ζn = ξn�A and 
ηn = ξn�T . Now observe that for all n ∈ N, we have 
E(ξn) = E(ζn) + E(ηn) + ηnGS ζn. 
S 
Also,

1 
E(ηn) + ηnGSζn = ηnGS (ηn + 2ζn)
2S T 
≤ 
T 
ηnGS ξn 
≤ ||ηn||1,T ||GS ξn||sup,T 
≤ ||ηn||1,T b1r0 b3 ||ξn||p , by lemma 4.3 
0≤ ||ξ0||1 b1r b3 ||ξ0||p 
≤ Q. 
So it now remains to estimate E(ζn). Choose R = ||ξ0||1 π Eλ,ξ0 −Q . Then by the 
r0-vanishing property we have 
limn→∞ sup ζn�B(x,R) 
ζn�B(x,R) 
= 0;
x∈S 1 (4.1)

limn→∞ sup = 0.
x∈S 2 
The second statement follows from the interpolation inequality, having noted that with each 
ζn ∈ R+(ξ0), we have ζn p ≤ ||ξ0||p . Then we have �B(x,R) 
1 1 
ζn(x)GS (ζn�S\B(x,R))(x)dx = ζn(x) GS (x, y)ζn(y)dy dx 2 2x∈S x∈S y/∈B(x,R) 
1 ≤ 
2 
ζn(x) GΠ(x, y)ζn(y)dy dx, by lemma 4.2 
x∈S y/∈B(x,R) 
4π21 1 
ζn(x) ||ζn||1 dx≤
 R22
 4π
x∈S 
1
 π2 
1 R2 
= 
2 
||ζn|| 
1 2 π ≤ 
2 
||ξ0|| 
R2 
, because ζn ∈ R+(ξ0)1 
1 
= (Eλ,ξ0 − Q). 2
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2 
Also,

1 1

ζn(x)GS (ζn�B(x,R))(x)dx ≤ ζn(x)2 GS (ζn�B(x,R)) sup x∈S x∈S 
1

2 
||ζn||1 sup 
x∈S 
GS (ζn�B(x,R))≤
 sup 
1

2 
||ζn||1 sup c1( 
x∈S 
ζn ζn 2), by lemma 4.4
�B(x,R) �B(x,R)+
≤
 1 
1

c1 ||ξ0||1 sup( 
x∈S 
ζn ζn 2),
�B(x,R) �B(x,R)+
≤
 12

because ζn ∈ R+(ξ0). 
Putting all the above estimates together gives 
1 1 
(E − λI)(ξn) ≤ E(ξn) ≤ (Eλ,ξ0 + Q) + c1 ||ξ0||1 sup(2 2 x∈S ζn ζn 2)
�B(x,R) �B(x,R)+
1 
1 → 
2
(Eλ,ξ0 + Q) as n →∞, by (4.1). 
Therefore we have the following contradiction to lemma 4.6: 
sup (E − λI)(ξ) = lim (E − λI)(ξn) < Eλ,ξ0 = sup (E − λI). 
R+(ξ0) n→∞ R+(ξ0) 
Lemma 4.9. Let p ∈ (2, ∞) and λ > 0. Let ξ0 ∈ Lp(S) \ {0} be non-negative with 
µ2(suppξ0) < ∞. Suppose that Σλ,ξ0 ⊂ R(ξ0). Then no maximising sequence (ξn)n∈N for 
E − λI relative to R+(ξ0) has the dichotomy property. 
Proof. Fix a maximising sequence (ξn)n∈N for E − λI relative to R+(ξ0), and suppose that 
it has the dichotomy property. Then there exist α, β > 0 and sequences (A1 n)n∈N, (An2 )n∈N 
nnnn 
of measurable subsets of S such that, with ξn 
1 = ξ�A1 , ξn 
2 = ξ�A2 and ξn
3 
�S\(A1 ∪A2 ), we 
have after passing to a subsequence the following:

2
ξ1 n α as n →∞;
2 →
2
ξ2 n β as n →∞;
2 →
2
ξ3 n 0 as n →∞;
2 → 
dist(suppξn
1 , suppξn
2 ) →∞ as n →∞; 
(E − λI)(ξn 1 + ξn 2 + ξn3 ) → Eλ,ξ0 as n →∞. 
Lemma 4.4 in conjunction with Ho¨lder’s inequality tells us that 
(E − λI)(ξ3 n
ξn
1 GS ξn 3 
) 0,→ 
1 
→ 0, 
ξn
2 GS ξn 3 1 → 0, 
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as n →∞. So redeﬁning ξ3 = 0 for all n ∈ N still leaves us with a maximising sequence for n 
E − λI relative to R+(ξ0). Furthermore, for suﬃciently large n, we have 
) = = (E − λI)(ξn) − 
S 
ξn
1GS ξn 2(E − λI)(ξ1) + (E − λI)(ξ2 n n
= ≥ (E − λI)(ξn) − ξn1GΠξn2, by lemma 4.2 
S 
π
 ξ1 n 1 ξ
2 
n 1= ≥ (E − λI)(ξn) − 
dist(suppξn
1 , suppξn
2)2 
= Eλ,ξ0 . (4.2)→ 
Now by [15, lemma 5], there exists a k > 0 such that for all c ∈ R, and for all ξ ∈ R+(ξ0) 
that are Steiner symmetric about the line {x1 = c}, we have 
|x1 − c| > k ⇒ GS ξ − λx2 ≤ 0. 
So for each n ∈ N, let ζ1 be the Steiner symmetrisation of ξ1 about the line {x1 = k} and let n n 
ζn 
2 be the Steiner symmetrisation of ξn 
2 about the line {x1 = −k}. Steiner symmetrisation 
does not change I, and does not reduce E, because GS is a decreasing function of |x1 − y1|, 
so 
(E − λI)(ζ1) ≥ (E − λI)(ξ1) and (E − λI)(ζ2) ≥ (E − λI)(ξ2). (4.3)n n n n
Letting ηn 
1 = ζn
1 
2S ζ{ ∈ |Gx S nand η
2 = ζ2� ensures that both n n� 1ζS n{x∈S|G 
)n∈N ⊂ R+(ξ0) and (η2 
(x)−λx2>0} (x)−λx2>0} 
(ηn
1 )n∈N ⊂ R+(ξ0), and that for all n ∈ N we have n
suppηn 
1 ⊂ [0, 2k] × [0, π]; 
suppηn 
2 ⊂ [−2k, 0] × [0, π]. 
Moreover, for each n ∈ N, we have

) −

S 
(GS ζn1(x) − λx2)(ζn 1 − ηn1 ) ≥ (E − λI)(ζn1(E − λI)(ηn1 ) = (E − λI)(ζn1) + E(ζn 1 − ηn1 );

(E − λI)(ηn2 ) = (E − λI)(ζn2) + E(ζn 2 − ηn2 ) − (GS ζn2(x) − λx2)(ζn 2 − ηn2 ) ≥ (E − λI)(ζn2). 
S 
(4.4) 
2
η2 n 
note that α∗ ≤ α and β∗ ≤ β. Passing to a further subsequence, ηn 1 + ηn 2 � ξ ∈ R(ξ0)w , 
say, in L2((−2k, 2k) × (0, π)). But GS is compact as an operator on L2((−2k, 2k) × (0, π)), 
so after passing to another subsequence, (4.2), (4.3) and (4.4) give 
(E − λI)(ξ) = lim (E − λI)(η1 ) = lim (E − λI)(η1 ) + lim (E − λI)(η2 ) ≥ Eλ,ξ0 .n n nn→∞ n→∞ n→∞ 
From this we deduce that ξ ∈ Σλ,ξ0 ⊂ R(ξ0). So 
2
η1 nNext, passing to a subsequence if necessary, let α
∗ = limn→∞ and β∗ = limn→∞ ;
2 2
α + β ≤ ||ξ0|| 2 2 ≤ ξ

2 
2 
≤ lim inf η1 + η2 n n 2 2 =
 lim (
 η1 n 
2 
2 
+
 η2 n 
2 
2
) = α∗ + β∗ ≤ α + β. 
n→∞ n→∞ 
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Since α∗ ≤ α and β∗ ≤ β, we conclude that limn→∞ η1 n 2 2 = α and limn→∞ η2 n 
2 
2 
= β.

Now we ﬁnd a lower bound for ηn
1 GS ηn2 . Put 
S 
γn = min{µ2(suppηn1 ), µ2(suppηn2 )} for each n ∈ N;

γ = lim infn→∞ γn.

Suppose that γ = 0. Then there exists a subsequence (γnk )k∈N such that γnk 0 as n →∞.
→ 
Then there exists a K ∈ N such that for k > K, we have 
1 2 2 
η1 nk η
2 
nk 
0 < min{α, β} ≤ min 
2 
,

2 2 �� suppη1 suppη2 
= min 
nk 
((ηn
1 
k 
)Δ)2 , 
nk 
((ηn
2 
k 
)Δ)2 
0 0 �� suppη1 suppη2 
≤ min 
nk 
(ξ0
Δ)2 , 
nk 
(ξ0
Δ)2 , because η1 , η2 ∈ R+(ξ0)nk nk 
0 0 � γnk 
= (ξ0
Δ)2 
0 
→ 0 as k →∞. 
The last step follows by the dominated convergence theorem, because ξΔ ∈ L2([0, πa2]).0 
This contradiction shows that in fact γ > 0, so there exists an N1 ∈ N such that for all 
n ≥ N1, we haveγn > 3 γ. Put m = ξ0Δ(µ2(supp(ξ0) − 1 γ), and then for all n ≥ N1, we 4 4 
have η1 ≥ m and η2 ≥ m on an area of at least 1 γ, in [0, 2k] × (0, π) and [−2k, 0] × (0, π)n n 2 
respectively. So for such n, we have η1 ≥ m on C1 and η2 ≥ m on C2, where C1 andn n n n n 
Cn 
2 are sets of area at least 8
1 γ, contained in Cn 
1 ⊂ [8γk , 2k] × [16γk , π − 16γk ] and Cn 2 ⊂ 
[−2k, γ ] × [ γ , π − γ 8k 16k ] respectively. Write
16k 
1 2 sin2 
γ 
κ = m 2γ2 log 1 + 16k > 0. 
256π cosh 4k + 1 
Then for n ≥ N1, we have 
ηn
1 GS ηn 2 ≥ ηn1 (x)GS (x, y)ηn2 (y)dydx 
S C1 C2 n n 
1 2 sin2 
γ 
≥ µ2(C1)µ2(C2)m 2 log 1 + 16k ≥ κ.n n 4π cosh 4k + 1 
Finally, by (4.2), (4.3) and (4.4), there exists an N ≥ N1 such that 
(E − λI)(η1 N ) ≥ Eλ,ξ0 − 2
1 
κ.N ) + (E − λI)(η2 
Therefore we also have 
(E − λI)(η1 N ) = (E − λI)(η1 N ) + η1 N + η2 N ) + (E − λI)(η2 N GS ηn 2 
S 
1 ≥ Eλ,ξ0 + κ. 2 
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But ηN 
1 + η2 ∈ R+(ξ0), contradicting the deﬁnition of Eλ,ξ0 .N 
4.7 Proofs of the theorems 
Theorem 4.10. Let p ∈ (2, ∞). Let ξ0 ∈ Lp(S) be non-negative with µ2(suppξ0) < ∞. 
Then there exists a Λ > 0 such that for all λ ∈ (0, Λ), we have Σλ,ξ0 ⊂ R(ξ0). 
Proof. If ξ0 = 0 then the statement is vacuous, so suppose otherwise. Suppose for a con­
tradiction that no such Λ > 0 exists. Then for each n ∈ N, there exists a λn ∈ (0, 1 ) and n 
a ξn ∈ Σλn,ξ0 with ξn / ∈ RC(ξ0), so in particular ∈ R(ξ0). By [25, theorem 4.1] we have ξn 
ξn ∈ R+(ξ0), for each n ∈ N. Lemma 4.7 then gives us 
E(ξn) ≥ (E − λnI)(ξn) = Eλn,ξ0 ≥ E0,ξ0 − n 
1
(π + σπ2) ||ξ0||1 . 
So (ξn)n∈N is a maximising sequence for E relative to R+(ξ0), and by lemma 4.8, there 
exists an r > 0 such that (ξn)n∈N does not have the r-vanishing property. So after passing 
to a subsequence, there exist k,R > 0 and a sequence (yn)n∈N ⊂ S such that for all n ∈ N, 
we have � 
ξn(w)dw ≥ k. (4.5) 
B(yn,R)∩{r<w2<π−r} 
Now let a be such that µ2(suppξ0) = πa
2, and choose N ∈ N such that 
N 
1 ≤ 
4
k
π 
(π + σπ2)−1 log 1 + 
sin r
. 
cosh(32 a
2 + R) + 1 
Now let AN = [yN − 3 a2, yN + 3 a2] × [π 5π ]. Then for each x ∈ AN , we have 2 2 6 , 6 
GS (ξN )(x) = GS(x,w)ξN (w)dw
�S

≥ 
B(yN ,R)∩{r<w2<π−r} 
GS (x,w)ξN (w)dw 
1 sin r ≥ 
4π 
log 1 + 
cosh(3 a2 + R) + 1 
ξN (w)dw 
2 B(yN ,R)∩{r<w2π−r} 
≥ 
N 
1
(π + σπ2), by equation (4.5) 
> λN ισ. 
Therefore GS (ξN )−λN ισ > 0 on the set AN , which has area 2πa2 . Also, µ2(suppξN ) ≤ πa2 , 
because ξN ∈ R+(ξ0). So we can choose an ηN ≥ 0, supported in AN \ suppξN , such that 
ξN = ηN + ξN ∈ R(ξ0). But then 
EλN ,ξ0 ≥ (E − λN I)(ξN ) = (E − λN I)(ξN ) + E(ηN ) + (GS ξN − λN ισ)ηN > EλN ,ξ0 . 
S 
This gives the required contradiction. 
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Theorem 4.11. Let p ∈ (2, ∞) and λ > 0. Let ξ0 ∈ Lp(S) be non-negative with µ2(suppξ0) < 
∞. Suppose that Σλ,ξ0 ⊂ R(ξ0). Then 
(i) every maximising sequence for E − λI relative to R+(ξ0) has a subsequence that, after 
suitable x1-translations of its elements, converges in L
2(S) to an element of Σλ,ξ0 ; 
(ii) every maximising sequence (ξn)n∈N for E − λI relative to R+(ξ0) satisﬁes 
distL2(S)(ξn, Σλ,ξ0 ) → 0 as n →∞; 
(iii) Σλ,ξ0 =� ∅. 
Proof. (i) Fix a maximising sequence (ξn)n∈N for E − λI that is contained in R+(ξ0). By 
lemmas 1.9, 4.8 and 4.9, we know that after passing to a subsequence, (ξn)n∈N has the 
compactness property: there exists a sequence (yn) ∈ S such that for all ε > 0, there exists 
an R > 0 such that for all n ∈ N we have 
2
ξn�S\B(yn,R) < ε. (4.6)
2 
By x1-translation invariance of E−λI, we can replace yn = (yn1, yn2) by (0, yn2) for all n ∈ N 
and still have a maximising sequence for E − λI that is contained in R+(ξ0). Moreover, 
writing ξR = ξn�[−R,R]×(0,π) for each n ∈ N and R > 0, we have by (4.6) that n 
ξn − ξnR 2 → 0 uniformly over n, as R →∞. (4.7) 
By lemma 4.5, we then have 
|E(ξn) − E(ξnR)| → 0 uniformly over n, as R →∞. (4.8) 
Next, after passing to a subsequence, (ξn)n∈N converges weakly in L2(S), to ξ ∈ R(ξ0)w 
R 
say. Write ξ = ξ�[−R,R]×(0,π) for each R > 0. 
We now show that E(ξn) E(ξ) as n → ∞. To do this, ﬁx ε > 0. By the dominated → 
convergence theorem, and lemma 4.4, there exists R1 > 0 such that 
R 1 
R ≥ R1 ⇒ |E(ξ ) − E(ξ)| < 
3 
ε. 
By equation (4.8), there exists an R2 > 0 such that 
R ≥ R2 ⇒ for all n ∈ N, we have |E(ξn) − E(ξnR)| < 3
1 
ε. 
Now choose R0 = max{R1, R2}. By compactness of GS as an operator on L2((−R0, R0) × 
(0, π)), we have that for all R > 0: 
E(ξn
R) → E(ξ R ) as n →∞. (4.9) 
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there exists an N ∈ N such that n ≥ N ⇒ |E(ξnR0 ) − E(ξ R0 )| < 1 ε. Then we have 3 
n ≥ N ⇒ |E(ξn) − E(ξ)| ≤ |E(ξn) − E(ξnR0 )| + |E(ξnR0 ) − E(ξ R0 )| + |E(ξ R0 ) − E(ξ)|
1 1 1 
< ε + ε + ε = ε. 
3 3 3 
So E(ξn) E(ξ) as n →∞.→ 
We now show that I(ξn) I(ξ) as n → ∞. To do this, ﬁx ε > 0. By the dominated → 
convergence theorem, there exists an R1 > 0 such that: 
R 1 |I(ξ ) − I(ξ)| < 
3 
ε. 
By equation (4.7), there exists an R2 > 0 such that 
R ≥ R2 ⇒ for all n ∈ N, we have |I(ξn) − I(ξnR)| < 3
1 
ε. 
Lastly, choose R0 = max{R1, R2}. Since (ξn)n∈N converges weakly in L2(S) to ξ, there 
exists an N ∈ N such that n ≥ N ⇒ |I(ξR0 ) − I(ξ R0 )| < 1 ε. Then we have n 3 
n ≥ N ⇒ |I(ξn) − I(ξ)| ≤ |I(ξn) − I(ξnR0 )| + |I(ξnR0 ) − I(ξ R0 )| + |I(ξ R0 ) − I(ξ)|
1 1 1 
< ε + ε + ε = ε. 
3 3 3 
So I(ξn) I(ξ) as n → ∞. Therefore (E − λI)(ξn) (E − λI)(ξ). But (ξn→ → ) N∈n ��maximising sequence for E − λI, so ξ ∈ Σλ,ξ0 ⊂ R(ξ0). In particular, ||ξn||2 
n →∞. By uniform convexity, ξn → ξ in L2(S) as n →∞. This proves (i). 
(ii) Fix a maximising sequence (ξn)n∈N for E − λI that is contained in R+(ξ0). Suppose for 
a contradiction that distL2(S)(ξn, Σλ,ξ0 ) � 0 as n ∈ N. Then there exists a δ > 0 such that, 
after passing to a subsequence, we have distL2(S)(ξn, Σλ,ξ0 ) > δ for all n ∈ N. Then by part 
(i), we may pass to a further subsequence, to deduce that for some sequence (an)n∈N ⊂ R, 
writing ηn(x1, x2) = ξn(x1 − an, x2) gives convergence of (ηn)n∈N to some ξ ∈ Σλ,ξ0 . Passing 
to a further subsequence, we may assume that for all n ∈ N, we have ||ηn − ξ||2 < 1 . But n 
by x1-translation invariance of E − λI, writing ωn(x1, x2) = ξ(x1 + an, x2) gives ωn ∈ Σλ,ξ0 
for all n ∈ N. So 
1 
distL2(S)(ξn, Σλ,ξ0 ) ≤ ||ξn − ωn||2 = ||ηn − ξ||2 < n → 0 as n ∈ N. 
This contradiction proves (ii). 
(iii) Finally, lemma 4.6 shows that there exists a maximising sequence for E − λI that is 
contained in R+(ξ0). By part (i), there exists a subsequence thereof whose L2(S) limit is 
contained in Σλ,ξ0 . Therefore Σλ,ξ0 =� ∅. 
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Chapter 5 
A ﬂow in an inﬁnite pipe 
5.1 Introduction 
In this chapter we investigate the ﬂow of a three-dimensional axisymmetric ideal ﬂuid oc­
cupying an inﬁnite pipe 
C = {(r cos θ, r sin θ, z)|r ∈ [0, π), θ ∈ (−π, π], z ∈ R}. 
and containing a vortex of ﬁnite area. We intend the velocity of the ﬂuid to approach −λ 
at inﬁnity, for some given λ > 0. Because of the axisymmetry we again work in an inﬁnite 
strip, but in this chapter we deﬁne S = {(r, z)|0 < r < π and z ∈ R}. We endow this 
set with the measure ν, which has density 2πr with respect to two-dimensional Lebesgue 
measure µ2. (In this chapter we shall consider rearrangements with respect to ν rather than 
µ2.) We deﬁne a diﬀerential operator L as follows: 
1 ∂ 1 ∂ 1 ∂2 
.L = −
r ∂r r ∂r 
− 
r2 ∂z2 
The vorticity is then given by ω = rLψ, and in axisymmetric motions, the function ω r 
at any two instants are rearrangements of each other (as discussed in more detail in section 
1.6). Given any non-negative function ξ0 ∈ Lp(S, ν), for p ∈ (52 , ∞), with support of ﬁnite 
ν-measure, we prove that the set of maximisers of the kinetic energy of ﬂows satisfying 
ω 
r ∈ R(ξ0)w is contained in R(ξ0), if λ is suﬃciently small. Given this containment, we also 
prove the compactness of maximising sequences for the kinetic energy functional relative to 
R(ξ0), the L2-convergence to the set of maximisers of the kinetic energy of any maximising 
sequence that is contained in R+(ξ0), and non-emptiness of the set of maximisers. 
The setting for this chapter was inspired by Burton [18]. He investigated the existence 
of weak solutions of the boundary value problem for a steady vortex ring in an ideal ﬂuid 
ﬂowing through C. Central to his approach was the variational problem posed by Benjamin 
[7] of maximising a convex functional over the set of rearrangements of a prescribed function 
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ξ0. (In fact, Burton required ξ0 to be non-trivial, non-negative and in L
p(S, ν) for some 
p > 5.) Burton considered the sets Rn, which comprise those functions in R(ξ0) that vanish 
for |z| > n. He deﬁned an inverse QS for L satisfying suitable boundary conditions, and for 
λ > 0, a variational functional thus: 
Φλ : L
p(S, ν) → R : ξ �→ 
2
1 
S 
ξQS ξdν − 
2
1 
λ 
S 
r 2ξdν. 
Firstly, he showed that if suppξ0 ⊂ S ∩ {|z| < n} then Φλ attains a maximum relative 
to Rn, and that if ξ is such a maximiser then 
ξ = L(QS ξ) = ϕ ◦ (QS − 
2
1 
λr2) in S ∩ {|z| < n} (5.1) 
for some increasing function ϕ. Secondly, he showed that Steiner symmetrisation with 
respect to the line {z = 0} does not decrease Φλ. Thirdly, he showed that for some λ0 > 0 
and N ∈ N, if λ ∈ (0, λ0) and n ≥ N , then Steiner symmetric maximisers ξ vanish outside 
S ∩ {|z| < n}, so that (5.1) holds throughout S. 
A natural question to ask is whether the approach works for large λ, and Burton [18, 
section 5] shows that in fact the method fails for 
λ > 2
 sup

1

r
2 
QS ξ .

supξ∈R(ξ0) 
To do so, he showed that any maximiser for Φλ relative to Rn vanishes for r > rn, where 
(rn)n∈N is a sequence that converges to zero. Thus no uniform bound can exist on the 
support of the maximisers over all n. Indeed, if ξn is a maximiser for Φλ relative to Rn , 
then the sequence (ξn)n∈N so formed will tend weakly in L2(S, ν) to zero. 
One more result worth mentioning is a related investigation in the whole of R3 by 
Badiani and Burton [6]. They endowed the upper half-plane Π with the measure ν, and 
considered a non-trivial, non-negative ξ0 ∈ Lp(Π, ν), for some p ∈ (52 , ∞). Also using the 
operator L, they deﬁned an inverse QΠ for L, and a variational functional Eλ, representing 
a linear combination of kinetic energy and impulse in the z-direction. They showed that 
for λ > 0, any maximiser ξ for Eλ relative to R(ξ0)w lies in RC(ξ0), and satisﬁes 
ξ−1(0, ∞) ⊂ {(r, z) ∈ Π|QΠξ − 1 λr2 > 0},
2 
apart from a set of measure zero. Equality of these sets (apart from a set of measure zero) 
holds if ξ /∈ R(ξ0). Moreover, 
ξ = L(QΠξ) = ϕ (QΠξ − 1 λr2) in Π,◦ 
2 
for some increasing function ϕ, and ξ vanishes outisde a bounded set. Furthermore, there 
exists a λ0 > 0, which only depends upon ξ0, such that if λ > λ0, then 0 is the only 
maximiser. 
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5.2 Notation and deﬁnitions 
We (re-)introduce the sets 
Π = {(r, z) ∈ R2|r > 0}

S = {(r, z) ∈ R2|r ∈ (0, π)}

U = {(x1, x2, x3, x4, z) ∈ R5|x12 + x22 + x32 + x42 ∈ [0, π2)}.

Also, we endow Π and S with the measure ν, which has density 2πr with respect to two-
dimensional Lebesgue measure µ2, and we endow U with the measure µ, which has density π 
1 
with respect to ﬁve-dimensional Lebesgue measure µ5. Functions deﬁned almost everywhere 
on S can be identiﬁed with cylindrically symmetric functions deﬁned almost everywhere on 
U . Then for a function f on S, we formally have 
L(r 2f) = −Δ5f, 
where Δ5 is the ﬁve-dimensional Laplacian, as noted by Amick and Fraenkel [2]. This 
motivates the use of R5 in this formulation. In addition, note that for any f ∈ L1(S, ν), we 
have f ∈ L1(U, µ) and 
||f ||L1(U,µ) =
 fr2 L1(S,ν) ≤ π2 ||f ||L1(S,ν) . 
Also, for any g ∈ L1(S, µ2), we have g ∈ L1(s, ν) and 
||g||L1(S,ν) ≤ 2π2 ||g||L1(S,µ2) . 
Hence Lp(S, µ2) �→ Lp(S, ν) �→ Lp(U, µ) for any p ∈ [1, ∞]. 
Next, we follow Amick and Fraenkel [2] in choosing spaces appropriate to the study 
of L. For weakly diﬀerentiable functions f, g, we also deﬁne the following inner-products, 
whenever the integrals converge: 
�f, g�U =

U 
�f.�gdµ;

1
�f, g�S = 2 �f.�gdν; 
S r
1 �f, g�Π = 2 �f.�gdν. 
Π r
We use these inner products respectively to equip the following spaces: 
J = {weakly diﬀerentiable f | ||f ||J := �f, f�U < ∞}; 
H = {weakly diﬀerentiable f | ||f ||H := �f, f�S < ∞}; 
F = {weakly diﬀerentiable f | ||f ||F := �f, f�Π < ∞}. 
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Also, we deﬁne Hilbert spaces J0, H0 and F0 as the respective completions of D(U), D(S) 
and D(Π), with the respective scalar products �·, ·�U , �·, ·�S and �·, ·�Π. The calculations 
�ϕ, χ�U = −ϕΔχdµ for all ϕ, χ ∈ D(U) �U 
�ϕ, χ�S = ϕLχdν for all ϕ, χ ∈ D(S) �S 
�ϕ, χ�Π = ϕLχdν for all ϕ, χ ∈ D(Π) 
Π 
motivate the use of the aforementioned scalar products in the following. Exactly as in [6, 
section 2(a)] and [18, section 3], we follow Amick and Fraenkel in deﬁning inverses K for 
−Δ with zero Dirichlet boundary conditions in U , QS for L in S and QΠ for L in Π in the 
weak sense: 
�Kξ, ϕ�U = ξϕdµ for all ϕ ∈ D(U), for ξ ∈ L2(U, µ) �U 
�QS ξ, ϕ�S = ξϕdν for all ϕ ∈ D(S), for ξ ∈ L2(S, ν) � S 
�QΠξ, ϕ�Π = ξϕdν for all ϕ ∈ D(Π), but only for ξ ∈ L2(S, ν). 
Π 
(For each ξ ∈ L2(S, ν), we extend QSξ by zero to Π, for later convenience.) By [6, lemmas 
2.3 and 2.4] and [18, section 3.1], the following are bounded linear operators: 
K : L2(U, µ) → J0

QS : L2(S, ν) → H0 �→ F0

QΠ : L2(S, ν) → F0 �→ H.

As stated in [6, section 1(b)], we have an explicit formula for the Green’s function PΠ for 
L in Π: � π r1r2 cos θdθ 
PΠ(r1, z1, r2, z2) = 
4π2 1 
. 
0 ((r1 − r2)2 + 2r1r2(1 − cos θ) + (z1 − z2)2) 2 
[6, Lemma 2.7] states that if p > 5 and ξ ∈ L1(S) ∩ Lp(S), then 2 
QΠξ(x) = PΠ(x, y)ξ(y)dν(y) on S. 
S 
Now we introduce the kinetic energy E and the impulse I of linear momentum in the 
z-direction. For measurable ξ, we deﬁne the following, whenever the integrals converge: 
1 
E(ξ) = ξQSξdν;
2 �S 
I(ξ) = 
1 
ξr2dν. 
2 S 
(For convergence of E, it is suﬃcient that ξ ∈ L2(S, ν). Lastly, for non-negative ξ ∈ L2(S, ν) 
and λ ∈ R, we deﬁne the following, whenever they exist: 
Eλ,ξ = sup (E − λI); 
R(ξ)w 
Σλ,ξ = {η ∈ R(ξ)w|(E − λI)(η) = Eλ,ξ}. 
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5.3 Statements of the results 
In this chapter we prove the following theorems: 
Theorem 5.14. Let p ∈ (52 , ∞) and a > 0. Let ξ0 ∈ Lp(S, ν) be non-negative with 
ν(suppξ0) = πa
3 . Then there exists a Λ > 0 such that for all λ ∈ (0, Λ), we have 
Σλ,ξ0 ⊂ R(ξ0). 
Variational theorem (theorem 5.15). Let p ∈ (52 , ∞) and λ > 0. Let ξ0 ∈ Lp(S, ν) be 
non-negative with ν(suppξ0) < ∞. Suppose that Σλ,ξ0 ⊂ R(ξ0). Then 
(i) every maximising sequence for E − λI that is contained in R+(ξ0) has a subsequence 
that, after suitable z-translations of its elements, converges in L2(S, ν) to an element of 
Σλ,ξ0 ; 
(ii) every maximising sequence (ξn)n∈N for E − λI that is contained in R+(ξ0) satisﬁes 
distL2(S,ν)(ξn, Σλ,ξ0 ) 0 as n →∞;→ 
(iii) Σλ,ξ0 =� ∅. 
We now state the main stability theorem of this chapter. Since its proof is very similar 
to (and simpler than) that of chapter six, we shall not include the proof in this chapter. 
Stability theorem. Let p ∈ (2, ∞), let λ > 0 and let ξ0 ∈ Lp(S, ν) be non-negative 
with ν(suppξ0) < ∞. Suppose that ∅ =� Σλ,ξ0 ⊂ R(ξ0). Let us also assume that, for each 
ω ∈ L∞(R, Lp(S, ν)), there exists an L∞(R, Lp(S, ν)) solution ξ of the transport equation 
ξt + u.�ξ = ξ.�u on S 
u = 1 (−ψz, 0, ψr − λ)r 
ψ = QS ω − 21 λr2 , 
and that any such solution is rearrangement-preserving. Then the set Σλ,ξ0 is orbitally 
stable, in the following sense: 
For all A > µ2(suppξ0) and ε > 0, there exists a δ > 0 such that, for all non-negative 
ω0 ∈ Lp(S, ν) with µ2(suppω0) ≤ A, whenever ω is an (E − λI)-conserving L∞(R, Lp(S, ν)) 
solution of the vorticity equation 
ξt + u.�ξ = ξ.�u on S 
u = 1 (−ψz, 0, ψr − λ)r 
ψ = QS ξ − 21 λr2 
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with ω(0, ) = ω0, we have ·
distL2(S,ν)(ω0, Σλ,ξ0 ) < δ distL2(S,ν)(ω(t, ), Σλ,ξ0 ) < ε, for all t ≥ 0.⇒ ·
5.4 Preliminaries concerning the operator QS 
Lemma 5.1. Let f ∈ H1(S, µ2). Then f ∈ H01(S, µ2) if and only if f |∂S = 0. 
Proof. For each k ∈ N, let Sk = {(r, z) ∈ S||z| < k}, let Ak ⊂ S be a bounded C1 set that 
contains Sk+3, and let χk ∈ C∞(S) be such that 
0 ≤ χ ≤ 1 on S;

χk = 0 on S \ Sk+2;

χk = 1 on Sk+1;

||�χk||sup ≤ 2. 
Next, note that for any g ∈ H1(S, µ2) and any k ∈ N, the product rule gives weak diﬀeren­
tiability of gχk with 
|�(gχk)|2 = |g�χk + χk�g|2 ≤ 2(|�χk|2 + |χk|2)(|g|2 + |�g|2). 
Hence for any measurable R ⊂ S we have 
||gχk||H2 1(R,µ2) = ||gχk||L2 2(R,µ2) + ||�(gχk)||L2 2(R,µ2) 
L2(R,µ2) H1(S,µ2)
≤ ||g|| 2 + 10 ||g|| 2 
≤ 11 ||g||H2 1(S,µ2) . 
Now suppose that f ∈ H01(S, µ2). Then there exists a sequence (ϕn)n∈N that converges 
in H1(S, µ2) to f . Fix k ∈ N. Then 
||(f − ϕn)χk||H2 1(Ak,µ2) ≤ 11 ||f − ϕn||H
2 
1(Ak,µ2) 
→ 0 as n →∞. 
Also (ϕnχk)n∈N ⊂ D(Ak), so fχk ∈ H01(Ak, µ2). Since Ak is C1 and bounded, [27, theorem 
2, page 259] gives fχk|∂Ak = 0. Since k was arbitrary, f |∂S = 0. 
Conversely, suppose that f |∂S = 0. Then for each n ∈ N, we have fχn ∈ H1(An, µ2). 
Also fχn|∂An = 0, so since An is C1 and bounded, [27, theorem 2, page 259] gives fχn ∈ 
H0
1(An, µ2) ⊂ H01(S, µ2). Moreover by the above calculation we have 
||f − fχn||H2 1(S,µ2) ≤ ||f ||H2 1(S\Sn,µ2) + ||fχn||H2 1(S\Sn,µ2) 
≤ 12 ||f ||H2 1(S\Sn,µ2) 
→ 0 as n →∞. 
Therefore f ∈ H01(S, µ2). 
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Lemma 5.2. F0 ∩ H01(S, µ2) ⊂ H0. 
Proof. Fix f ∈ F0 ∩ H01(S, µ2). Then there exist sequences (ϕn)n∈N ⊂ D(Π) and (ψn)n∈N ⊂ 
D(S) such that 
||f − ϕn||H ≤ ||f − ϕn||F → 0 as n →∞; 
||f − ψn||H1(S,µ2) → 0 as n →∞. 
Now let χ0, χ1 ∈ C∞(S) be such that 
χ0 + χ1 = 1 on S;

0 ≤ χ0 ≤ 1 and 0 ≤ χ1 ≤ 1 on S;

χ1(r, z) = 0 if r < 
1
3 π;

χ0(r, z) = 0 if r > 3
2 π;

||�χ0||sup < ∞ and ||�χ1||sup < ∞.

Now for each n ∈ N put τn = χ0ϕn + χ1ψn, so that (τn)n∈N ⊂ D(S). We claim that τn → f

in H as n →∞. To see this, note that for all n ∈ N, we have

||f − τn||H = ||(χ0 + χ1)f − (χ0ϕn + χ1ψn)||H

≤ ||χ0(f − ϕn)||H + ||χ1(f − ψn)||H .

The ﬁrst summand can be estimated using the product rule as follows. (For the purposes

of this proof, we denote by k the Poincare´ constant for S.)
� � 
2

||χ0(f − ϕn)||H 2 ≤ 
r< π r
2 
|�(f − ϕn)|2dν + 
π<r< π r
2 
|�(χ0(f − ϕn))|2dν 
1 
1 1 
1 
3
 3 3
� 
2
 2dµ2≤ ||f − ϕn|| + 6
 |�(χ0(f − ϕn))|H 
1 
3
2
π<r< π
3

2

H 
π 
(1 + |�χ0|
2)(|f − ϕn|2 + |�(f − ϕn)|2)dµ2≤ ||f − ϕn|| + 12

1 2π<r<
3 3
H + 12(1 + ||�χ0||sup≤ ||f − ϕn|| 2 2 ) ||f − ϕn||H1(S,µ2) 2

H sup≤ ||f − ϕn|| 2 + 12k2(1 + ||�χ0|| 2 ) ||�(f − ϕn)||L2(S,µ2)
2

H sup≤ ||f − ϕn|| 2 + 6k2(1 + ||�χ0|| 2 ) ||f − ϕn||H .
2 
The second summand can be estimated as follows, using the product rule in a similar way: 
||χ1(f − ψn)||H 2 =
1 |�(χ1(f − ψn))|2dν 
π r
21

3

r>
|�(χ1(f − ψn))|
π 
2dµ2≤ 6

1 
3
r>
2)( f − ψn 2 + �(f − ψn)|2)dµ2≤ 12

1 
3
π 
(1 + |�χ1|
 |
 |
 |

r>
sup≤ 12(1 + ||�χ1|| 2 ) ||f − ψn||H1(S,µ2) . 2

So ||f − τn||H → 0 as n →∞. Since (τn)n∈N ⊂ D(S), we conclude that f ∈ H0.
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Lemma 5.3. (i) H � F0 � H
1(S, µ2);→ → 
(ii) QS is symmetric: for all ξ, η ∈ L2(S, ν) we have 
ξQS η = ηQS ξ. 
S S 
(iii) The operator QS : L2(A, ν) → L2(A, ν) is compact whenever A ⊂ S is measurable, 
bounded and C1 . 
Proof. (i) This is stated and proved in [6, lemma 2.4]. 
(ii) Fix ξ, η ∈ L2(S, ν), and let (ϕn)n∈N ⊂ D(S) converge in H to QS η. In view of the 
embeddings H �→ H1(S, µ2) �→ L2(S, µ2) �→ L2(S, ν), part (i) gives ϕn → QSη in L2(S, ν). 
Therefore we may pass to the limit in the following calculation to get the required result: � � 
1 
dν = ξϕndν. 2 �QS ξ.�ϕn = �QS ξ, ϕn�S 
S r S 
(iii) Fix a measurable, C1, bounded A ⊂ S, and recall that QS : L2(A, ν) → F0 is bounded. 
Part (i) gives F0 � H
1(S, µ2). We also have H
1(S, µ2) � H
1(A,µ2), and H
1(A,µ2) �→ → → 
L2(A,µ2) is compact. The proof is complete by recalling that L
2(A,µ2) � L
2(A, ν).→ 
Lemma 5.4. Let p ∈ (52 , 5). Then there exists a c1 > 0 such that, for all ξ ∈ L2(S, ν) ∩ 
Lp(S, ν), we have Kξ ∈ C(U) with 
||Kξ||C(U) ≤ c1(||ξ||L2(S,ν) + ||ξ||Lp(S,ν)), 
and Kξ(x) → 0 as |x| → ∞. 
Proof. Fix ξ ∈ L2(S, ν)∩Lp(S, ν), and let s = 55−pp . By [18, lemma 3], there exists a constant 
c� > 0, independent of ξ, such that Kξ ∈ W 2,p(U, µ) and: 
||Kξ||W 2,p(U,µ) ≤ c�(||ξ||L2(U,µ) + ||ξ||Lp(U,µ)). 
Combining this with the embeddings L2(S, ν) � L2(U, µ) and Lp(S, ν) � Lp(U, µ), there → → 
exists a c�� > 0, independent of ξ, such that 
||Kξ||W 2,p(U,µ) ≤ c��(||ξ||L2(S,ν) + ||ξ||Lp(S,ν)). 
We now need to obtain the continuity of Kξ and the decay of Kξ at inﬁnity. Let A0 be a 
smooth bounded subset of U , containing the set {(x1, x2, x3, x4, z) ∈ U | − 1 < z < 1}, and 
for each n ∈ Z, let An be the translate of A0 by a distance of n in the z direction. Then for 
all n ∈ Z, the embeddings W 2,p(An, µ) �→ W 1,s(An, µ) �→ C(An) are bounded by the same 
constant, M say. Moreover, since Kξ ∈ W 2,p(U, µ), the dominated convergence theorem 
gives 
||Kξ||C(An) ≤ M ||Kξ||W 2,p(An,µ) → 0 as |n| → ∞, 
hence the required decay. 
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Lemma 5.5. Let p ∈ (52 , 5). Then for all non-negative ξ ∈ L2(S, ν) ∩ Lp(S, ν), we have 
QS ξ ∈ C(S) with 
0 ≤ QS ξ(r, z) ≤ c1r 2(||ξ||L2(S,ν) + ||ξ||Lp(S,ν)) for all (r, z) ∈ S, 
and QS ξ(x) → 0 as |x| → ∞. (The constant c1 is as in lemma 5.4.) 
Proof. Fix ξ ∈ L2(S, ν) ∩Lp(S, ν). We see that, from [18, lemma 1], QS ξ = r2Kξ. Applying 
lemma 5.4 then gives us the required upper estimate and the required decay at inﬁnity. 
That QS ξ ≥ 0 follows from [18, lemma 2]. 
Lemma 5.6. Let (r1, z1), (r2, z2) ∈ S with (r1, z1) = (� r2, z2). Then 
r1r2
0 ≤ PΠ(r1, z1, r2, z2) ≤ 
4π|(r1, z1) − (r2, z2)| . 
Proof. The second estimate follows immediately from the explicit formula for PΠ; the ﬁrst 
estimate also follows with a little more work. Observe that for 0 ≤ θ ≤ π we have cos θ ≥ 02 
and 1 − cos θ ≤ 1, while for π ≤ θ ≤ π we have cos θ ≤ 0 and 1 − cos θ ≥ 1. Now ﬁx 2 
(r1, z1), (r2, z2) ∈ S with (r1, z1) = (� r2, z2). Then �� π � π � cos θdθ 2r1r2
PΠ(r1, z1, r2, z2) = + 
4π2 1 2(|(r1, z1) − (r2, z2)|2 + 2r1r2(1 − cos θ))π0 2 � ππ cos θdθ
2r1r2 
= 0.
≥ 
4π2 
+ 
0 
1 
2(|(r1, z1) − (r2, z2)|2 + 2r1r2)π 2 
Lemma 5.7. Let p ∈ (52 , 5). Then for all ξ ∈ L1(S, ν) ∩ Lp(S, ν), we have 0 ≤ QS ξ ≤ QΠξ 
everywhere. 
Proof. Fix ξ ∈ L2(S, ν) ∩ Lp(S, ν), and set u = QΠξ −QS ξ ∈ F0, so that Lu = 0 distribu­
tionally on S. Now put A = {v ∈ F0|v|∂S = u|∂S }. We claim that u is a minimiser over A 
of the following functional: 
Φ : A → R : v �→ ||v|| 2 H . 
To see this, ﬁx v ∈ A and put g = v − u ∈ F0 � H1(S, µ2), so that g|∂Π = 0. Then we have → 
g ∈ H01(S, µ2) by lemma 5.1. Therefore g ∈ H0 by lemma 5.2. So we can choose a sequence 
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(ϕn)n∈N ⊂ D(S) converging to g in H. Then � 
Φ(v) = 
S� 
1 
r2 
|�v|2dν � � 
= 
S� 
1 
r2 
|�u|2dν + 
S� 
1 
r2 
|�g|2dν + 2 
S 
1 
r2 
�u.�gdν � 
= 
S� 
1 
r2 
|�u|2dν + 
S� 
1 
r2 
|�g|2dν + 2 lim 
n→∞ S� 
1 
r2 
�u.�ϕndν 
= 
S 
1 
r2 
|�u|2dν + � S 
1 
r2 
|�g|2dν + 2 lim 
n→∞ S 
(ξϕn − ξϕn)dν 
1 
= Φ(u) + 
r2 
|�g|2dν + 0 
S 
≥ Φ(u). 
This proves our claim. Also, by [6, lemmas 2.3 and 2.5] and lemma 5.5, we have u ∈ C(S) 
and u(x) → 0 as |x| → ∞. In addition we have QΠξ ≥ 0 on ∂S by lemma 5.6 and [6, 
lemma 2.7], so we have u ≥ 0 on ∂S. Now suppose for a contradiction that it is not the 
case that u ≥ 0 on S. Thus u attains a minimum m < 0 on S, and Z m ]) will = u−1((−∞, 2 
be a non-empty, compact subset of S. Now put w = m )�Z , so that by [29, theorem (u − 2 
7.8], w is weakly diﬀerentiable on S. Next, let Y be a bounded C1 subset of S with Z ⊂ Y 
and Y ⊂ S. Since u ∈ H1(S, µ2), we have w ∈ H1(S, µ2), and in particular w ∈ H1(Y, µ2). 
In addition, w|∂Y = 0, so since Y is smooth and bounded, we have w ∈ H01(Y, µ2) by [27, 
theorem 2, page 259]. So we can choose a sequence (ψn)n∈N ⊂ D(Y ) that converges to 
w in H1(Y, µ2). Now dist(Y, ∂Π) > 0, so (ψn)n∈N also converges to w in H. Therefore 
w ∈ H0 ⊂ F0, and since w|∂S = 0, we have u − w ∈ A. Finally, Φ(u − w) < Φ(u), a 
contradiction. 
5.5 Preliminaries concerning the energy 
Lemma 5.8. Let p ∈ (52 , 5). For any M > 0, the operators E and I are Lipschitz continuous 
in ||·||L2(S,ν) relative to the set 
V = {ξ ∈ Lp(S, ν)| ||ξ||Lp(S,ν) ≤ M and ν(suppξ) ≤ M}. 
Proof. Fix M > 0 and ﬁx ξ, η ∈ V . Then 
86

� 
� 
1 |E(ξ) − E(η)| =
2 
(ξ − η)QS (ξ + η)dν 
S 
1 ≤ 
2 
||ξ − η||L1(S,ν) ||QS (ξ + η)||sup 
1 ≤ 
2 
π2 c1 ||ξ − η||L1(S,ν) (||ξ + η||L2(S,ν) + ||ξ + η||Lp(S,ν)) by lemma 5.5 
1 ≤ 
2 
π2 c1
√
2M ||ξ − η||L2(S,ν) (||ξ||L2(S,ν) + ||η||L2(S,ν) + ||ξ||Lp(S,ν) + ||η||Lp(S,ν)) 
≤ 
2
1 
π2 c1
� 
M 
p
2
−
p 
2 p
2
−
p 
2 �√
2M ||ξ − η||L2(S,ν) ||ξ||Lp(S,ν) + M ||η||Lp(S,ν) + ||ξ||Lp(S,ν) + ||η||Lp(S,ν) 
p−2

2p
≤ π2 c1M
√
2M 
� 
M + 1 
� 
||ξ − η||L2(S,ν) . 
Also, 
|I(ξ) − I(η)| =
2
1 
(ξ − η)r 2dν 
S 
1 ≤ 
2 
π2 ||ξ − η||L1(S,ν) 
1 
π2
√
2M ||ξ − η||L2(S,ν) .≤ 2 
Lemma 5.9. Let p ∈ (52 , 5) and let ξ0 ∈ Lp(S, ν) be non-negative with ν(suppξ0) < ∞, 
and let λ ∈ R. Then E − λI has the same supremum on all of R(ξ0), RC(ξ0), R+(ξ0) and 
R(ξ0)w . 
Proof. It suﬃces to prove that 
sup (E − λI) ≤ sup (E − λI). 
R(ξ0)w R(ξ0) 
To see this, ﬁx ξ ∈ R(ξ0)w and ﬁx ε > 0. By the dominated convergence theorem, and 
lemma 5.5, there exists a bounded C1 set A ⊂ S such that ξ1 = ξ�A ∈ R(ξ0)w satisﬁes 
1 
(E − λI)(ξ1) > (E − λI)(ξ) − ε. 
3 
Next, lemma 5.3(iii) ensures that QS is compact as an operator on L2(A), so there exists 
a ξ2 ∈ R+(ξ0), supported in A, which satisﬁes 
1 |(E − λI)(ξ2) − (E − λI)(ξ1)| < 
3 
ε. 
Finally, for every n ∈ N, there exists a function ηn supported on the subset 
[0, 2n 2ν(suppξ0)] × [0, 1 ], 
n 
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such that κn = ξ2 + ηn is a rearrangement of ξ0. Moreover (E − λI)(κn) (E − λI)(ξ2),→ 
as n →∞, by lemma 5.5 and Ho¨lder’s inequality. So choose an N ∈ N large enough that 
1 |(E − λI)(κN ) − (E − λI)(ξ2)| < 
3 
ε. 
Therefore, writing ξ3 = κN , we have ξ3 ∈ R(ξ0) and (E − λI)(ξ3) > (E − λI)(ξ) − ε. 
5.6 Concentration-compactness 
As in chapter four, we now aim to apply lemma 1.9 to show compactness of maximising 
sequences for the energy, under certain conditions. 
Deﬁnition 
Let (ξn)n∈N ⊂ L1(S, ν) and let r0 ∈ [0, π). We say that (ξn)n∈N has the r0-vanishing 
property if and only if, for all R > 0, we have 
lim sup ξn(x)dx = 0. 
n→∞ y∈S B(y,R)∩{r>r0} 
Notice that if the ξn are non-negative, then for r0 < s0, the r0-vanishing property implies 
the s0-vanishing property. 
Lemma 5.10. Let p ∈ (52 , ∞) and λ ≥ 0. Let ξ0 ∈ Lp(S, ν) \ {0} be non-negative with 
ν(suppξ0) < ∞. Suppose that Eλ,ξ0 > 0. (This always holds if λ = 0.) Then there exists 
an rλ,ξ0 > 0 such that no maximising sequence (ξn)n∈N for E − λI relative to R+(ξ0) has 
the rλ,ξ0 -vanishing property. 
Proof. Choose any Q ∈ (0, Eλ,ξ0 ), let s = 1 (p + 5 ), and let rλ,ξ0 > 0 be such that 2 2 
2 c1rλ,ξ0 ||ξ0||L1(S,ν) (||ξ0||L2(S,ν) + ||ξ0||Lp(S,ν)) ≤ Q. 
(The constant c1 is as in lemma 5.4.) Fix a maximising sequence (ξn)n∈N for E −λI relative 
to R+(ξ0), and suppose that it has the rλ,ξ0 -vanishing property. Now write A = S ∩ {r > 
rλ,ξ0 } and T = S ∩ {r < rλ,ξ0 }, and then for each n ∈ N, put ζn = ξn�A and ηn = ξn�T . 
Observe that by lemma 5.5, we have 
1 
ηnQS ξn + ηnQS ηn ≤ ηnQS ξn ≤ Q.
2S S T

Next, in order to estimate E(ζn), choose

π

L1(S,ν) .
R = ||ξ0|| 2 4(Eλ,ξ0 − Q) 
Then by the rλ,ξ0 -vanishing property we have 
limn→∞ sup ζn�B(x,R) = 0;
x∈S L1(S,ν) 
limn→∞ sup ζn�B(x,R) = 0; (5.2)
x∈S L2(S,ν) 
limn→∞ supx∈S ζn�B(x,R) = 0.
Ls(S,ν) 
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The second and third statements follows from the interpolation inequality, having noted 
that, since each ζn ∈ R+(ξ0), we have ζn Lp(S,ν) ≤ ||ξ0||Lp(S,ν). Now observe that �B(x,R) 
for all n ∈ N, we have 
1 1 
ζn(x)QS (ζn�S\B(x,R))(x)dν(x) ≤ ζn(x)QΠ(ζn�B(x,R))(x)dν(x)2 2x∈S �� x∈S 
1 
= ζn(x) PΠ(x, y)ζn(y)dν(y) dν(x)
2 x∈S y/∈B(x,R) 
1
 π
≤ 
2 
ζn(x)
4R 
||ζn||L1(S,ν) dν(x), by lemma 5.7 
x∈S 
1 π 
= L1(S,ν)2 
||ζn|| 2 
4R 
1 2 π ≤ 
2 
||ξ0||L1(S,ν) 4R, because ζn ∈ R+(ξ0) 
1 
= (Eλ,ξ0 − Q). 2
Also, 
1 1

ζn(x)QS (ζn�B(x,R))(x)dν(x) ≤ ζn(x)2 2x∈S 
QS (ζn�B(x,R)) dν(x)
sup 
x∈S 
1

2 
||ζn||L1(S,ν) sup 
x∈S 
QS(ζn�B(x,R))≤
 sup 
1 
2 
||ζn||L1(S,ν) sup c1π2( 
x∈S 
ζn ζn ),
�B(x,R) �B(x,R)+
≤
 L2(S,ν) Ls(S,ν)
by lemma 5.5

≤
1 c1π2 ||ξ0||L1(S,ν) sup(2 x∈S ζn ζn ),
�B(x,R) �B(x,R)+
L2(S,ν) Ls(S,ν)
because ζn ∈ R+(ξ0). 
Putting these together gives: 
(E − λI)(ξn) ≤ E(ζn) + ηnQSζn + E(ζn) 
S 
≤
1 1 (Eλ,ξ0 + Q) + ||ξ0||L1(S,ν) sup c1π2(2 x∈S 2 ζn ζn )
�B(x,R) �B(x,R)+
L2(S,ν) Ls(S,ν)
1 → 
2
(Eλ,ξ0 + Q) as n →∞, by (5.2). 
Therefore we have the following contradiction to lemma 5.9:

sup (E − λI) < Eλ,ξ0 = sup (E − λI).

R+(ξ0) ∈R+(ξ0) 
Lemma 5.11. Let p ∈ (52 , ∞). Let ξ0 ∈ Lp(S, ν) \ {0} be non-negative with ν(suppξ0) < 
∞. Then we have uniform non-r0,ξ0 -vanishing of maximising sequences, in the following 
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sense: there exist Rξ0 > 0 and kξ0 > 0 such that, for any maximising sequence (ξn)n∈N 
for E relative to R+(ξ0), there exists a sequence (yn)n∈N ⊂ S such that, after passing to a 
subsequence, we have 
ξndν ≥ kξ0 . 
B(yn,Rξ0 )∩{r>r0,ξ0 } 
Proof. Suppose that our claim is not true. Then for every q ∈ N, there exists a maximising 
sequence (ξn
q )n∈N for E relative to R+(ξ0) and an Nq ∈ N such that, for all n > Nq, we have 
1 
sup ξn
q dν < . 
y∈S B(y,q)∩{r>r0,ξ0 } q 
Now for each q ∈ N, choose a nq > Nq such that E(ξq ) > E0,ξ0 − q 1 . Then the sequence nq 
(ξn
q 
q )q∈N is a maximising sequence for E relative to R+(ξ0). By the choice of nq, we also 
have for each q ∈ N that 
1 
sup ξn
q 
q 
dν < . 
y∈S B(y,q)∩{r>r0,ξ0 } q 
Now ﬁx R > 0. Then there exists a Q ∈ N such that Q > R. Then for all q ≥ Q, we have 
1 
sup ξn
q 
q 
dν ≤ sup ξnq q dν < q → 0 as q →∞. y∈S B(y,R)∩{r>r0,ξ0 } y∈S B(y,q)∩{r>r0,ξ0 } 
That is (ξn
q 
q )q∈N has the r0,ξ0 -vanishing property. This contradicts lemma 5.10. 
Lemma 5.12. Let p ∈ (52 , ∞), let k1, k2 > 0, let A1 be bounded and open in S with 
dist(A1, ∂Π) > 0, and let A2 be compact in S. Suppose that the following set is non-empty: 
D = v ∈ L2(S, ν) ∩ Lp(S, ν)|v is non-negative, ||v||Lp(S,ν) ≤ k1 and vdν ≥ k2 . 
A1 
Then inf{QS v(x)|x ∈ A2 and v ∈ D} > 0. 
Proof. Although A1 ⊂ S, we can also regard A1 as a subset of U , by cylindrical symmetry. 
Since dist(A1, ∂Π) > 0, we have L
1(A1, ν) � L
1(A1, µ) � L
1(A1, ν). Note also that → → 
Lp(S, ν) �→ Lp(U, µ), and that QS v = r2Kv for v ∈ L2(S, ν), by [18, lemma 1]. The result 
now follows by [18, lemma 5]. 
Lemma 5.13. Let p ∈ (52 , ∞) and let λ > 0. Let ξ0 ∈ Lp(S, ν) \ {0} be non-negative with 
ν(suppξ0) = πa
3 . Suppose that Σλ,ξ0 ⊂ R(ξ0). Then no maximising sequence (ξn)n∈N for 
E − λI relative to R+(ξ0) has the dichotomy property. 
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Proof. Fix a maximising sequence (ξn)n∈N for E − λI relative to R+(ξ0), and suppose that 
it has the dichotomy property. Then there exist α, β > 0 and sequences (A1 n)n∈N, (An2 )n∈N 
�S\(A1 n of ν-measurable subsets of S such that, with ξn 
1 = ξ�A1 , ξn 
2 = ξ�A2 and ξn
3 
nn 
, we 2A )∪ n 
have after passing to a subsequence that

2 
L2(S,ν) 
→ 
ξ1 n α as n →∞;

β as n →∞;

L2(S,ν) 
→ 
2
ξ2 n 
2
ξ3 n 0 as n →∞;
L2(S,ν) → 
dist(suppξn
1 , suppξn
2 ) →∞ as n →∞; 
(E − λI)(ξ1 + ξ2 + ξ3 ) → Eλ,ξ0 as n →∞.n n n
Lemma 5.5 in conjunction with Ho¨lder’s inequality gives 
(E − λI)(ξ3 n ξ1 nQSξn 3 ξ2 nQSξn 3) 0,
 0,
 0,
L1(S,ν) → L1(S,ν) →→

So redeﬁning ξ3 = 0 for all n ∈ N still leaves us with a maximising sequence for E − λIn 
1 2 1 2(E λI)(ξ ) + (E λI)(ξ ) = (E λI)(ξ ) ξ ξ− − − − Q= Snn n n �� 
relative to R+(ξ0). Furthermore, for suﬃciently large n, we have 
dν
n
S 
ξ2 n 1ξ
1 
nπ
 1=
 ≥ (E − λI)(ξn) − , by lemma 5.6

4dist(suppξn
1 , suppξn
2)
nn
= Eλ,ξ0 . (5.3)→ 
Now by [18, lemma 4], there exists a k > 0 such that for all c ∈ R, and for all ξ ∈ R+(ξ0) 
that are Steiner symmetric about the line {z = c}, we have 
|z − c| > k ⇒ QS ξ − 
2
1 
λr2 = r 2(Kξ − 
2
1 
λ) ≤ 0. 
For each n ∈ N, let ζ1 be the Steiner symmetrisation of ξ1 about the line {z = k} and let n n 
ζn 
2 be the Steiner symmetrisation of ξn 
2 about the line {z = −k}. Steiner symmetrisation 
does not change I, and does not reduce E by [18, lemma 2], so 
(E − λI)(ζ1) ≥ (E − λI)(ξ1) and (E − λI)(ζ2) ≥ (E − λI)(ξ2). (5.4)n n n n
Letting ηn 
1 = ζn
1
�{(r,z)∈S|QS ζ1 − 1 λr2>0} and ηn 
2 = ζn
2 
{x∈S|QS ζ2 − 1 λr2>0} ensures that both �
)n∈N ⊂ R+(ξ0), and that 
2 2 
(ηn
1 )n∈N ⊂ R+(ξ0) and (ηn2 
suppηn 
1 ⊂ [0, 2k] × [0, π]; 
suppηn 
2 ⊂ [−2k, 0] × [0, π]. 
Moreover, for each n ∈ N, we have:

(E − λI)(ηn1 ) = (E − λI)(ζn1) + E(ζn 1 − ηn1 ) −

S 
(QSζn 1 − 
1

2

λr2)(ζn 
1 − ηn1 )dν ≥ (E − λI)(ζn1);

(E − λI)(ηn2 ) = (E − λI)(ζn2) + E(ζn 2 − ηn2 ) − (QSζn 2 − 
1 
λr2)(ζn 
2 − ηn2 )dν ≥ (E − λI)(ζn2). 2S 
(5.5) 
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= limn→∞ η1 n L2(S,ν) ≤ α and β∗
2
Next, passing to a subsequence if necessary, let α∗ =

limn→∞ η2 n 
2 
Passing to a further subsequence, ηn 
1 + ηn 
2 → ξ ∈ R(ξ0)w, say, L2(S,ν) ≤ β. 
weakly in L2((−2k, 2k) × (0, π), ν). But QS is compact as an operator on L2((−2k, 2k) × 
(0, π), ν) by lemma 5.3(iii), so we also have 
(E − λI)(ξ) = lim (E − λI)(η1 + η2 ) ≥ lim inf ((E − λI)(η1 ) + (E − λI)(η2 )) = Eλ,ξ0 .n n n nn→∞ n→∞ 
Thus ξ ∈ Σλ,ξ0 ⊂ R(ξ0). So 
α + β ≤ ||ξ0|| 2 L2(S,ν) ≤ ξ

2 2 
η1 + η2 n nlim
L2(S,ν) ≤ L2(S,ν)n→∞ 
η1 n η
2 
n 
2 
L2(S,ν)
2 
) = α∗ + β∗.lim (
 +
=

L2(S,ν)n→∞ 
η1 n η
2 
n 
2 2 
L2(S,ν)
Since α∗ ≤ α and β∗ ≤ β, we conclude that limn→∞ = α and limn→∞ =
L2(S,ν) 
β.

Now we ﬁnd a lower bound for ηn
1 QS ηn2 dν. Put 
S 
γn = min{ν(suppη1 ), ν(suppη2 )} for each n ∈ N;n n

γ = lim infn→∞ γn.

Suppose that γ = 0. Then there exists a subsequence (γnk )k∈N such that γnk 0, as→ 
n →∞. Then there exists a K ∈ N such that for k > K, we have 
1 2 2 
η1 nk η
2 
nk 
min{α, β} ≤ min

L2(S,ν) 
, 
L2(S,ν)2

suppη1 nk 
suppη2 
)2dµ1, 
nk 
(ηn
2 
k 
Δ Δ 
(η1 nk )
2dµ1= min

0 0 �� suppη1 suppη2 
≤ min 
nk 
(ξ0
Δ)2dµ1, 
nk 
(ξ0
Δ)2dµ1 , because ηn
1 
k 
, ηn
2 
k 
∈ R+(ξ0) 
0 0 � γnk ≤ 
0 
(ξ0
Δ)2dµ1 
→ 0 as n →∞. 
The last step follows by the dominated convergence theorem, because we have (ξ0
Δ)2 ∈ 
L1((0, ν(suppξ0), dµ1). This contradiction shows that in fact γ > 0, so there exists an 
N1 ∈ N such that for all n ≥ N1 we have γn > 3 γ. Put m = ξ0Δ(ν(suppξ0) − 1 γ), and 4 4 
then for all n ≥ N1, we have η1 ≥ m and η2 ≥ m on sets of ν-measure of at least 1 γ, in n n 2 
[0, 2k] × (0, π) and [−2k, 0] × (0, π) respectively. So for such n, we have ηn 1 ≥ m and ηn 2 ≥ m 
on sets of ν-measure at least 18 γ, in 
8π
1 
3 , 2k 
1 1 
16kπ2 
γ, (π − 
16kπ2 
)γ× 
8π3 
× 
16kπ2 
γ, (π − 
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respectively. Then by lemma 5.12, we have

κ := inf ηn
1 QS η2 dν > 0.n
n≥N1 S 
Finally, by (5.3), (5.4) and (5.5), there exists an N ≥ N1 such that 
(E − λI)(η1 N ) ≥ Eλ,ξ0 − 
1
2N 
) + (E − λI)(η2 κ. 
Therefore we also have 
(E − λI)(η1 N ) = (E − λI)(η1 N ) + N QS ηn2 dν ≥ Eλ,ξ0 +
1 
κ.N + η
2 
N ) + (E − λI)(η2 η1 2S 
But ηN 
1 + η2 ∈ R+(ξ0), contradicting the deﬁnition of Eλ,ξ0 .N 
5.7 Proofs of the theorems 
Theorem 5.14. Let p ∈ (52 , ∞) and a > 0. Let ξ0 ∈ Lp(S, ν) be non-negative with 
ν(suppξ0) = πa
3 . Then there exists a Λ > 0 such that for all λ ∈ (0, Λ), we have 
Σλ,ξ0 ⊂ R(ξ0). 
Proof. The statement is vacuous if ξ0 = 0, so suppose otherwise. Now let Q = max{R, 23πa
3
2 } 
and put 
A1 = S ∩ {|z| < Q} ∩ {r > r0,ξ0 }, 
A2 = [−23πa
3
2 , 2
3
π
a3
2 ] × [π 6 , 56 π ]. 
Then we deduce from lemma 5.12 that 
d := inf QS ξ(x)|ξ ∈ R+(ξ0) and 
A1 
ξ ≥ kξ0 > 0. 
Also, choose N > π2d 
2 
. Now suppose for a contradiction that no such Λ > 0 exists. Then for 
each n ∈ N, there exists a λn ∈ (0, n 1 ) and an ξn ∈ Σλn with ξn ∈ R(ξ0). By [25, theorem /
4.1] we have ξn ∈ RC(ξ0), so in particular ξn ∈ R+(ξ0), for each n ∈ N. Also 
E(ξn) = Eλn,ξ0 ≥ E0,ξ0 − 2
1 
n
π2 ||ξ0||L1(S,ν) . 
So (ξn)n∈N is a maximising sequence for E relative to R+(ξ0), so by lemma 5.11, there 
exists a sequence (yn)n∈N ⊂ S such that, after passing to a subsequence we have 
ξndν ≥ k, for each n ∈ N. 
B(yn,R)∩{r>r0,ξ0 } 
Now for each n ∈ N, let ζn( ) = ξn( + yn). By z-translation invariance of E, (ζn)n∈N is also · · 
a maximising sequence for E relative to R+(ξ0), and 
ζndν ≥ k, for each n ∈ N. 
A1 
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Then for each x ∈ A2, we have

1 2
QS (ζN )(x) ≥ d > λN r . 
2 
Therefore QS ζN − 1 λN r2 > 0 on the set A2, and ν(A2) = 2πa3 . Also, ν(suppζN ) ≤ πa3 ,2 
because ζN ∈ R+(ξ0). So we can choose an ηN ≥ 0, supported in A2 \ suppζN , such that 
ξN = ηN + ζN ∈ R(ξ0). But then 
EλN ,ξ0 ≥ (E − λN I)(ξN ) = (E − λN I)(ζN ) + E(ηN ) + (QS ζN − 
1 
λN r 
2)ηN dν 
2S 
> (E − λN I)(ζN ) 
= (E − λN I)(ξN ) 
= EλN ,ξ0 . 
This gives the required contradiction. 
Theorem 5.15. Let p ∈ (25 , ∞) and λ > 0. Let ξ0 ∈ Lp(S, ν) be non-negative with 
ν(suppξ0) < ∞. Suppose that Σλ,ξ0 ⊂ R(ξ0). Then 
(i) every maximising sequence for E − λI that is contained in R+(ξ0) has a subsequence 
that, after suitable z-translations of its elements, converges in L2(S, ν) to an element of 
Σλ,ξ0 ; 
(ii) every maximising sequence (ξn)n∈N for E − λI that is contained in R+(ξ0) satisﬁes 
distL2(S,ν)(ξn, Σλ,ξ0 ) → 0 as n →∞; 
(iii) Σλ,ξ0 =� ∅. 
Proof. (i) Fix a maximising sequence (ζn)n∈N for E − λI that is contained in R+(ξ0). By 
lemmas 1.9, 5.10 and 5.13, we know that after passing to a subsequence, (ζn)n∈N has the 
compactness property: there exists a sequence (yn) ∈ S such that for all ε > 0, there exists 
an R > 0 such that for all n ∈ N, we have 
2
ζn�S\B(yn,R) < ε.
L2(S,ν) 
For each n ∈ N, put ξn( ) = ζn( + yn). Then by z-translation invariance of E − λI, the · · 
sequence (ξn)n∈N also maximises E −λI, and is also contained in R+(ξ0). Moreover, writing 
ξR = ξn�[−R,R]×(0,π) for each n ∈ N and R > 0 gives n 
ξn − ξnR L2(S,ν) → 0 uniformly over n, as R →∞. (5.6) 
By lemma 5.8, we then have 
|E(ξn) − E(ξnR)| → 0 uniformly over n, as R →∞. (5.7) 
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Next, after passing to a subsequence, (ξn)n∈N converges weakly in L2(S, ν), to ξ say. Write 
R 
ξ = ξ�[−R,R]×(0,π) for each R > 0. 
We now show that E(ξn) E(ξ) as n → ∞. To do this, ﬁx ε > 0. By the dominated → 
convergence theorem and lemma 5.5, there exists R1 > 0 such that 
R 1 
R ≥ R1 ⇒ |E(ξ ) − E(ξ)| < 
3 
ε. 
By equation (5.7), there exists an R2 > 0 such that: 
R ≥ R2 ⇒ for all n ∈ N we have |E(ξn) − E(ξnR)| < 3
1 
ε. 
Lastly, choose R0 = max{R1, R2}. By compactness of QS as an operator on L2((−R,R) × 
(0, π), ν), there exists an N ∈ N such that 
R0 1 
n ≥ N ⇒ |E(ξnR0 ) − E(ξ )| < 3 ε. 
Then we have 
n ≥ N ⇒ |E(ξn) − E(ξ)| ≤ |E(ξn) − E(ξnR0 )| + |E(ξnR0 ) − E(ξ R0 )| + |E(ξ R0 ) − E(ξ)|
1 1 1 
< ε + ε + ε = ε. 
3 3 3 
So E(ξn) E(ξ) as n →∞.→ 
We now show that I(ξn) I(ξ) as n → ∞. To do this, ﬁx ε > 0. By the dominated → 
convergence theorem, there exists an R1 > 0 such that 
R 1 
R ≥ R1 ⇒ |I(ξ ) − I(ξ)| < 
3 
ε. 
By equation (5.6), there exists an R2 > 0 such that 
2

R ≥ R2 ⇒ for all n ∈ N, we have ξn − ξnR L2(S,ν) < ε
3π2 ν(suppξ0) 
1 ⇒
 for all n ∈ N, we have |I(ξn) − I(ξR)n | < 3 ε.

Lastly, choose R0 = max{R1, R2}. Since (ξn)n∈N converges weakly in L2(S, ν) to ξ, there 
exists an N ∈ N such that 
n ≥ N ⇒ |I(ξnR0 ) − I(ξ R0 )| < 3
1 
ε. 
Then we have 
n ≥ N ⇒ |I(ξn) − I(ξ)| ≤ |I(ξn) − I(ξnR0 )| + |I(ξnR0 ) − I(ξ R0 )| + |I(ξ R0 ) − I(ξ)|
1 1 1 
< ε + ε + ε = ε. 
3 3 3 
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�� �� �� So I(ξn) I(ξ) as n →∞. Therefore (E − λI)(ξn) (E − λI)(ξ). But (ξn→ → )n∈N is a max­
L2(S,ν) 
��imising sequence for E λI ξ Σ (ξ ). In particular, ξ ξ− ∈ ⊂ R || ||, so 0λ,ξ 2n L (S,ν) →0 
2 2Therefore ξ ξ in L (S, ν) by uniform convexity of L (S, ν). This proves (i). →∞as n . n → 
(ii) Fix a maximising sequence (ξ ) for E λI that is contained in (ξ ). Suppose for − RN 0+∈n n
� Na contradiction that dist (ξ Σ ) 0 as Then there exists a δ > 0 such that, ∈n2 , λ,ξ .L (S,ν) n 0 
Nafter passing to a subsequence, we have dist (ξ Σ ) > δ for all Then by part ∈n2 , λ,ξ .L (S,ν) n 0 
R(i), we may pass to a further subsequence, to deduce that, for some sequence ( ) ⊂a N ,∈n n
writing η ( ) ξ ( ) gives convergence of (η ) ζ Σ But by to some − ∈r, z = r, z a N λ,ξ .∈n n n n n 0 
-translation invariance of E λI, writing ζ ( ) = ζ( ) gives (ζ ) Σ So+− ⊂z r, z r, z a N λ,ξ .∈n n n n 0 
Ndist (ξ Σ ) ξ ζ η ζ 0 as ≤ || − || || − || ∈= n2 , λ,ξ .L (S,ν) n n n 2 n 2 →0 
(iii) Finally, lemma 5.9 shows that there exists a maximising sequence for E λI relative to − 
This contradiction proves (ii). 
R(ξ0)w that is contained in R+(ξ0). By part (i), there exists a subsequence thereof whose 
L2(S, ν) limit is contained in Σλ,ξ0 . Therefore Σλ,ξ0 =� ∅. 
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Chapter 6 
A ﬂow in a strip with a bounded 
obstacle 
6.1 Introduction 
In this chapter we investigate the ﬂow of a two-dimensional ideal ﬂuid, occupying a strip 
S = R × (0, π) that contains a bounded, simply-connected midstream obstacle Γ, and con­
taining a vortex of ﬁnite area. The stream function ψ : Ω := S \ Γ → R of such ﬂows will 
satisfy ψ → −λx2 at inﬁnity, for some given λ > 0. Also, the ﬂow will have a prescribed 
circulation α around Γ. The vorticity of the ﬂuid is then given by −Δψ. Given any non­
negative vorticity ﬁeld ξ0 ∈ Lp(Ω), for p ∈ (2, ∞), with support of ﬁnite area, and given 
any suﬃciently large circulation α > 0, we prove that the set of maximisers of the kinetic 
energy relative to R(ξ0)w is contained in R(ξ0), provided that λ is suﬃciently small. Given 
this containment, we also prove the compactness of maximising sequences for the kinetic 
energy functional relative to R(ξ0), the L2-convergence to the set of maximisers of the ki­
netic energy of any maximising sequence that is contained in R+(ξ0), and non-emptiness of 
the set of maximisers. 
This chapter combines ideas from the second and fourth chapters. However here we 
do not have an explicit formula for the Green’s function for −Δ with Dirichlet boundary 
conditions on Ω, due to the unknown shape of the obstacle. Therefore we must make 
comparisons with the corresponding functions on S and (0, ∞) × (0, π). The lack of Steiner­
symmetrisation in Ω is a signiﬁcant obstacle in proving that maximising sequences of the 
kinetic energy relative to R(ξ0)w do not have the dichotomy property. A key result in this 
chapter is that, under certain conditions on α and λ, if a maximising sequence (ξn) ∈ R+(ξ0) 
satisﬁes dist(suppξn, Γ) →∞ as n →∞, then translating the sequence into a bounded set 
(if this is possible) again gives a maximising sequence. 
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6.2 Notation and deﬁnitions 
Deﬁne Π = R×(0, ∞) and S = R×(0, π), let γ ∈ N with γ ≥ 3, and let Γ ⊂ S be non-empty, 
open and simply-connected, with Γ ⊂ (1 − γ, −1) × (0, π), and with C2 boundary. Now 
deﬁne Ω = S \ Γ; the set Ω will be the domain under investigation. 
Now we investigate the inversion of the Laplacian operator Δ in two diﬀerent ways; we 
shall later prove that these coincide under certain conditions. Firstly, Poincare´’s inequality 
gives the existence of a bounded linear operator K : L2(Ω) → H01(Ω) such that for each 
ξ ∈ L2(Ω), the function Kξ is the unique H01(Ω) solution of −Δu = ξ in Ω. Secondly, in due 
course we prove the existence of the Green’s function G for −Δ on Ω. Then for measurable 
ξ deﬁned on Ω, we deﬁne the following, whenever the integral converges 
Gξ(x) = G(x, y)ξ(y)dy. 
Ω 
Next, for any α ∈ R, we later prove the existence of harmonic functions hα, ι ∈ C1(Ω) ∩ 
C∞(Ω) ∩ H1(Ω) which satisfy 
hα|∂S = 0;

hα|∂Γ is constant;

|hα| + |��hα| = O(x−2) as |x| → ∞;

�hα.nds = α; 
∂Γ 
and 
ι|∂Γ = 0; 
ι|∂S = x2; 
0 ≤ x2 − ι(x) + |�(x2 − ι(x))| = O(x−2) as |x| → ∞. 
Now for measurable u, ξ deﬁned on Ω, we deﬁne the following, whenever they make sense: 
circu = �u.nds; 
∂Γ 
hu = hcircu; 
Pξ = Gξ − hGξ. 
(The sign change in the deﬁnition of circ is for later notational convenience only.) Then 
ψ = Pξ + hα − λ(ι − hι) will be a stream function for the ﬂuid with vorticity ξ, a circulation 
of α around ∂Γ, and a velocity approaching −λ at inﬁnity. 
Now we introduce the kinetic energy E and the impulse I of linear momentum in the 
x1-direction. For α ∈ R and for measurable ξ deﬁned on Ω, we now deﬁne the following, 
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� � � whenever they make sense: 
Eα(ξ) = 
1
2� Ω ξPξ + � Ω hαξ + 
1
2 Ω 
|�hα|2; 
1 
Jα(ξ) = ξPξ + hαξ; � 2 Ω Ω 
I(ξ) = ξ(ι − hι). 
Ω 
Lastly, for non-negative, measurable ξ deﬁned on Ω, for α ∈ R and for λ ∈ R, we deﬁne the 
following, whenever they exist: 
Jα,λ,ξ = sup (Jα − λI); 
R(ξ)w 
Σα,λ,ξ = {η ∈ R(ξ)w|(Jα − λI)(η) = Jα,λ,ξ}. 
Of course, we later give conditions for the existence of all these quantities. 
6.3 Statements of the results 
In this chapter, we prove the following theorems: 
Theorem 6.32. Let p ∈ (2, ∞) and a > 0. Let ξ0 ∈ Lp(Ω) be non-negative with 
µ2(suppξ0) ≤ πa2 . Then for each α ≥ c6 ||ξ0||2, there exists a Λ2 > 0 such that for all 
λ ∈ [0, Λ2), we have Σα,λ,ξ0 ⊂ R(ξ0). (c6 is a constant that only depends upon Ω.) 
Variational theorem (theorem 6.33). Let p ∈ (2, ∞), let Λ > 0 and let M > 0. Let 
ξ0 ∈ Lp(Ω) be non-negative with µ2(suppξ0) < ∞, and ||ξ0||1 ≤ M and ||ξ0||2 ≤ M . Then 
for all λ ∈ (0, Λ) and α > 2A(Λ,M) satisfying Σα,λ,ξ0 ⊂ R(ξ0), we have 
(i) every maximising sequence for Jα − λI that is contained in R+(ξ0) has a subsequence 
that converges in L2(Ω) to an element of Σα,λ,ξ0 ; 
(ii) every maximising sequence (ξn)n∈N for Jα − λI that is contained in R+(ξ0) satisﬁes 
distL2(Ω)(ξn, Σα,λ,ξ0 ) 0 as n →∞;→ 
(iii) Σα,λ,ξ0 =� ∅. 
Stability theorem (theorem 6.34). Let p ∈ (2, ∞), let Λ > 0 and let M > 0. Let 
ξ0 ∈ Lp(Ω) be non-negative with µ2(suppξ0) < ∞, and ||ξ0||1 ≤ M and ||ξ0||2 ≤ M . Also 
let λ ∈ (0, Λ), and let α > 2A(Λ,M) satisfy ∅ =� Σα,λ,ξ0 ⊂ R(ξ0). Let us also assume 
that, for each ω ∈ L∞(R, Lp(Ω)) and ρ ∈ R, there exists an L∞(R, Lp(Ω)) solution ξ of the 
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transport equation 
ξt + �.(ξu) = 0 on Ω 
u = �⊥(Pω + hρ − λ(ι − hι)), 
and that any such solution is rearrangement-preserving. Then the set Σα,λ,ξ0 is orbitally 
stable, in the following sense: 
For all A > µ2(suppξ0) and ε > 0, there exists a δ > 0 such that, for all β ∈ R, and for 
all non-negative ω0 ∈ Lp(Ω) with µ2(suppω0) ≤ A, whenever ω is an (Eβ − λI)-conserving 
L∞(R, Lp(Ω)) solution of the vorticity equation 
ξt + �.(ξu) = 0 on Ω

u = �⊥(Pξ + hρ − λ(ι − hι))

with ω(0, ) = ω0 and ρ = β, we have ·
|α − β| + distL2(Ω)(ω0, Σα,λ,ξ0 ) < δ ⇒ distL2(Ω)(ω(t, ·), Σα,λ,ξ0 ) < ε, for all t ≥ 0. 
6.4 Preliminaries concerning the domain 
Notation and deﬁnitions 
For later convenience, for r < s, deﬁne sets Ωr,s = Ω ∩ {r < x1 < s} and Ωr = Ω−r,r, 
and deﬁne constants r1 = π + 2 γ2 + π2 and b(Γ) = dist(∂Γ, ∂S) > 0. Next, for each 
n ∈ {0, −1, −2, ..., −γ}, let Xn, Yn be C2 domains with 
Ω−∞,n− 2
5 
⊂ Xn ⊂ Ω−∞,n− 1
5 
; 
Ω n+ 2
5 
,∞ ⊂ Yn ⊂ Ω n+ 1
5 
,∞; 
µ1(∂Xn \ ∂Ω) ≤ 5 and µ1(∂Yn \ ∂Ω) ≤ 5. 
Now, for n ∈ Z \ {0, 1, 2, ..., γ}, we deﬁne 
Xn = {(x1, x2) ∈ Ω|(x1 − n − γ, x2) ∈ X−γ };

Yn = {(x1, x2) ∈ Ω|(x1 − n, x2) ∈ Y0}.

Also, for m,n ∈ Z, with m < n, we deﬁne Zm,n = Xn ∩ Ym and Zn = Z−n,n. The sets that 
we have just deﬁned will be useful for later embedding and trace results. 
Lemma 6.1. Let p ∈ [1, ∞). There exists a constant ||T ||, which only depends upon p and 
Ω, such that, for all m,n ∈ Z with m ≤ n − 2, and for all u ∈ W 1,p(Zm,n), we have 
||u||p,∂Xn\∂Ω ≤ ||T || ||u||1,p,Zn−2,n ; 
||u||p,∂Ym\∂Ω ≤ ||T || ||u||1,p,Zm,m+2 ; 
.||u||p,∂Zm,n ≤ ||T || ||u||1,p,Zm,n

In particular, ||u||p,∂Ω ≤ ||T || ||u||1,p,Ω.
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Proof. For k ∈ Z, we let Rk = Zk−1,k+1, and we let Tk be the bound for the trace 
W 1,p(Rm) � L
p(∂Rm). Note that due to the geometry of the Rk, we have Tk = T0→ 
1 
pfor k /∈ {−1, −2, ..., −γ}. Now take ||T || = 2 max{T0, T−1, T−2, ..., T−γ }. 
For the ﬁrst inequality, we note that ∂Xn \ Ω ⊂ ∂Rn−1, so the trace W 1,p(Zn−2,n) �→ 
Lp(∂Rn−1) � Lp(∂Xn \∂Ω) is bounded by Tn−1 ≤ ||T ||. The proof of the second inequality → 
is very similar. For the third inequality, we note that, for each u ∈ W 1,p(Zm,n), we have 
n−1 n−1
p,∂Zm,n p,∂Rk 1,p,Rk 1,p,Zm,n 
.||u||p ≤ ||u||p ≤ Tkp ||u||p ≤ ||T ||p ||u||p 
k=m+1 k=m+1 
Lemma 6.2. Let a ∈ Ω, and let f ∈ C1(S \ {a}) ∩ C2(S \ {a}) be harmonic with f ≥ 0. 
Suppose that either f is harmonic on Ω, or that f(x) → ∞ as x a. Then there exists a → 
harmonic function uf ∈ C1(Ω)∩C∞(Ω) such that uf |∂Γ = f and uf |∂S = 0, and 0 ≤ uf ≤ f 
on Ω \ {a}. 
Proof. For each n ≥ γ, let un be harmonic on Zn with un = 0 on ∂Zn \ ∂Γ and un = f on 
∂Γ. By [29, theorem 2.14] we have un ∈ C(Zn) ∩ C2(Zn), and by the maximum principle 
we have 0 ≤ un ≤ un+1 ≤ f on Zn \ {a}, and 0 ≤ un ≤ un+1 ≤ ||f |∂Γ||sup on Zn. Next, 
since for each x ∈ Ω the sequence (un(x))n≥γ+|x| is non-decreasing and bounded above, 
we may deﬁne uf = limn→∞ un pointwise on Ω. By [29, theorems 2.8 and 2.9], uf is har­
monic in Ω, and (un(x))n≥γ+|x| converges uniformly on compact subsets of Ω. In particular, 
uf ∈ C∞(Ω). Note also that uf |∂S = 0 and uf |∂Γ = f |∂Γ, and that uf ≤ f on Ω. 
We now show boundary regularity of uf - ﬁrst, that u ∈ C(Ω). Fix x0 ∈ ∂Ω. If x0 ∈ ∂Γ, 
then uf is continuous at x0, because 
f(x0) − f(x) ≤ u f (x0) − u f (x) ≤ u f (x0) − uγ (x) = uγ (x0) − uγ (x) for all x ∈ Zγ\{a}, 
and f and uγ are continuous at x0. So suppose now that x0 ∈/ ∂Γ, so that x0 ∈ ∂S. For each 
n ≥ γ, put vn = un + ||f |∂Γ||sup, and extend vn to V = Ωn−1 ∩ (1 − n, n − 1) × (−b(Γ), 0) ∩ 
(1 − n, n − 1) × (π, π + b(Γ)) in the following manner: ⎧
⎨
2 ||f |∂Γ||sup − vn(x1, 2π − x2), for x2 ∈ (π, π + b(Γ)) 
vn(x) = ⎩2 ||f |∂Γ||sup − vn(x1, −x2), for x2 ∈ (−b(Γ), 0). 
Then each vn is continuous, so by the mean value property each vn is harmonic on V . Also, 
each vn is non-negative on V , so Harnack’s inequality gives the following estimate: 
4 |vn(x) − vn(x0)| ≤ 
b(Γ) 
||vn||sup |x − x0|, 
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for all x ∈ B(x0, 12 b(Γ)) and for all n ≥ γ + |x0|. Hence for such x we have 
u f (x) − u f (x0) = lim un(x) − un(x0)| | 
n→∞ | | 
= lim vn(x) − vn(x0)
n→∞ | | 
8 ≤ 
b(Γ) 
||f |∂Γ||sup |x − x0|. 
Therefore uf ∈ C(Ω). Next, we show that uf ∈ C1(Ω). For n ∈ N, set Sn = ∂S ∩{|x1| < n}; 
this is a relatively open subset of ∂Zn. Also, ∂Sn is regular manifold of class W 
3,∞, as in 
[22, page 461]. So by [22, proposition 1(ii), page 461] we have uf ∈ C1(Zn ∪∂Sn). Since n is 
arbitrary, we deduce that uf ∈ C1(Ω∪∂S). Lastly, [29, theorem 9.15] gives uf ∈ C1(Ω∪∂Γ), 
so uf ∈ C1(Ω). 
Lemma 6.3. Let f , and uf be as in lemma 6.2. Then there exists c1 > 0, which only 
depends upon Ω, such that 
(0 ≤)u f (x) ≤ ||f |∂Γ||sup x
c1 
, for |x| ≥ r1 − π; | |2 
c1 |�u f (x)| ≤ 6 ||f |∂Γ||sup , for |x| ≥ r1. |x|2 
In particular, uf ∈ H1(Ω). 
Proof. Let (un)n∈N be as in the proof of lemma 6.2. Put 
4b(Γ)2 
k = log 1 + . 
diam(Γ)2 
Next, pick a0 ∈ Γ. Then 
g(x) := ||f |∂Γ||sup k−1 log 1 + 
4a2x2 
|x − a0|2 
is harmonic on Ω and satisﬁes g ≥ un on ∂Zn, so g ≥ un on Zn by the maximum principle. 
This holds for all n ∈ N, so g ≥ uf on Ω. In particular, for |x| ≥ 2 γ2 + π2, we have 
u k−1 
4a2x2 
k−1 
4π2 
k−1 
16π2 
. f (x) ≤ ||f |∂Γ||sup |x − a0|2 ≤ ||f |∂Γ||sup |x − a0|2 ≤ ||f |∂Γ||sup |x|2 
The last inequality holds because a0 ∈ Γ, so |a0| < γ. Deﬁning c1 = 16kπ
2 
gives the 
required estimate for uf . Now we develop the required estimate for f . Fix x ∈ Ω with � |�u |
c1|x| ≥ r1 = π + 2 γ2 + π2, and put k� = ||f |∂Γ||sup (|x|−π)2 . Then put w(y) = k� + uf (y), 
and extend w to B(x, π) in the following manner: ⎧ ⎨2k� − w(y1, 2π − y2) , for y2 ∈ (π, 2π) 
w(y) = ⎩2k� − w(y1, −y2) , for y2 ∈ (−π, 0). 
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Then w is continuous, so by the mean value property w is harmonic on B(x, π). Also, 
0 ≤ w ≤ 2k� on B(x, π), so for any δ ∈ (0, 21 π), Harnack’s inequality gives the following 
estimate: 
4k� |w(y) − w(x)| ≤ 
π − δ |y − x|, for all y ∈ B(x, δ). 
Therefore we have the following estimate for |�uf |: 
f (x) inf sup 
|uf (y) − uf (x)
|y − x| 
w(y) − w(x)|
|
 |

inf
|�u
 | ≤
 ≤
 sup

1 1|y − x|
δ∈(0, π) δ∈(0, π)y∈B(x,δ) y∈B(x,δ)2 2
4 c1 c1 
.≤ 
π 
||f |∂Γ||sup (|x| − π)2 ≤ 6 ||f |∂Γ||sup |x|2 
since 1 x 1 r1 ≥ π and 16 ≤ 6.2 | | ≥ 2 π 
Lemma 6.4. There exists a harmonic function ι ∈ C1(Ω) ∩ C∞(Ω), with ι|∂Γ = 0 and 
ι|∂S = x2, that satisﬁes 
0 ≤ ι ≤ x2, on Ω; 
c1
(0 ≤)x2 − ι(x) ≤ 4 
x
, for |x| ≥ r1; |
c
|
1
2 
|�(x2 − ι(x))| ≤ 19 |x| , for |x| ≥ r1.2 
In particular, x2 − ι ∈ H1(Ω). (The constant c1 is as in lemma 6.3.) 
Proof. Let f and uf be as in lemma 6.2, and now select f = x2. Deﬁne ι = x2 − uf , so that 
ι ∈ C1(Ω) ∩ C∞(Ω) and is harmonic by lemma 6.2. The required estimates now follow by 
lemma 6.3 and the facts that π ≤ 4 and 6π ≤ 19. 
Lemma 6.5. Let f and uf be as in lemma 6.2, and now select f = 1. Deﬁne h = uf ; then 
circh > 0. 
Proof. By the maximum principle, the value of h at any point of ∂Γ is strictly less than at 
any point of Ω. We can now apply Hopf’s lemma (as in [27, section 6.4.2]) to deduce that 
�h.n > 0 on ∂Γ. Hence circh > 0. 
Deﬁnition 
For α ∈ R, deﬁne hα = α h, so that circhα = α. Note that hα and α have the same circh 
sign by lemma 6.5. Recall from lemma 6.2 that hα ∈ C1(Ω) ∩ C∞(Ω) and is harmonic, and 
is constant on ∂Γ and zero on ∂S. 
Lemma 6.6. There exists a c2 > 0 such that for all α ∈ R, we have 
|hα(x)| ≤ |α| |xc2 |2 for |x| ≥ r1; 
|�hα(x)| ≤ 6|α| |xc2 |2 for |x| ≥ r1. 
In particular, hα ∈ H1(Ω). 
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Proof. Deﬁne c2 = c1h1|∂Γ. (The constant c2 is as in lemma 6.6.) The required estimates 
now follow from lemma 6.3. 
Lemma 6.7. There exists an r2 > 0, which only depends upon Ω, such that for |x| > r2 we 
have 
1 3 
x2 ≤ ι(x) − hι(x) ≤ x2. 
2 2 
1 
Proof. Deﬁne r2 = max{r1, (38c1 + 12c2|circι|) 2 }, and ﬁx |x| > r2. (The constants c1 and 
c2 are as in lemma 6.3 and 6.6 respectively.) Then in particular, |x| > r1, so by lemma 6.4 
we have for �(x2 − ι − hι) the following estimate: 
c1 c2 1 |�(x2 − ι + hι)| ≤ |�(x2 − ι)| + |circι||�h1| ≤ 19 + 6|circι| 
x
≤ 
2 
. |x|2 | |2 
We deduce from this that 
1 ∂ 3 
2 
≤ 1 − |�(−x2 + ι − hι)| ≤ 
∂x2 
(x2 − x2 + ι − hι) ≤ 1 + |�(−x2 + ι − hι)| ≤ 
2 
. 
That is, 12 ≤ ∂x∂ 2 (ι − hι) ≤ 32 . Also, (ι − hι)|x2=0 = 0, so an application of the mean value 
theorem will give the required result. 
Lemma 6.8. The Green’s function G for Ω exists, is symmetric and for each x ∈ Ω, 
satisﬁes G(x, y) → 0 as |y| → ∞. 
Proof. Let f and uf be as in lemma 6.2. Now for each a ∈ Ω, select f = GS(a, ) ∈·
C∞(S \ {a}), and deﬁne ga = ufa . (GS is introduced in chapter 4.) For a ∈ Ω, let 
fa = GS (a, ) ∈ C(∂Γ), and let ga = ufa , where ufa is as given in lemma 6.2. Then deﬁne ·
G(a, ) = ·
⎧⎨ ⎩
GS (a, ) − ga , for a ∈ Ω·0 , for a ∈ ∂Ω.

We claim that G is then the Green’s function for Ω. Note that for each a ∈ Ω, we have 
ga(x) → 0, by lemma 6.3, and GS (a, x) → 0 as |x| → ∞. So G(a, x) → 0 as |x| → ∞. 
Also, lemma 6.2 gives the required smoothness on Ω and regularity on ∂Ω. That G has 
the required singularity and boundary conditions is clear from the formula for GS , but it 
remains to show that G is symmetric. 
nTo see this, for each n ∈ N and each a ∈ Zn, let g ∈ C2(Zn) ∩ C(Zn) be the harmonic a 
function on Zn such that ga
n = GS (a, ) on ∂Zn. Then put ·
Gn(a, ) = ·
⎧⎨ ⎩
GS (a, ) − gan , for a ∈ Zn·0 , for a ∈ ∂Zn. 
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Then Gn is the Green’s function for Zn, and by the symmetry of Green’s functions on 
bounded C1 sets, we have Gn(a, b) = Gn(b, a) for a, b ∈ Zn. Hence by the symmetry of GS 
also, we have ga
n(b) = gb
n(a) for a, b ∈ Zn. 
Next, ﬁx distinct a, b ∈ Ω, and choose N ∈ N such that a, b ∈ ZN −1. Note that for n ≥ N , 
the function ga − gn is harmonic on Zn, zero on ∂Zn ∩ ∂Ω, and for x ∈ ∂Zn \ ∂Ω we have a 
|ga(x) − gan(x)| = |ga(x) − GS (a, x)| ≤ |ga(x)| + GS (a, x). 
So for n ≥ N , the maximum principle on Zn shows that 
sup ga(x) − g n(x) sup ga(x) − g n(x)|a a 
x∈Zn 
| | ≤ 
x∈∂Zn\∂Ω 
|
≤ sup (|ga(x)| + GS (a, x)) 
|x|>n−1 
→ 0 as n →∞. 
Hence for n ≥ N we have 
|ga(b) − gb(a) ≤ |ga(b) − gan(b)| + |gan(b) − gbn(a)| + |gbn(a) − gn(a)| → 0 as n →∞. 
Therefore, G(a, b) = GS (a, b) − ga(b) = GS (b, a) − gb(a) = G(b, a). That G(a, b) = G(b, a) 
holds for a ∈ ∂Ω and/or b ∈ ∂Ω is trivial by continuity of G(x, ) on Ω \ {x}.·
Notation and deﬁnitions 
Observe that Poincare´’s inequality gives the existence of a bounded linear operator 
KS : L2(S) → H01(S) such that for each ξ ∈ L2(S), the function KS ξ is the unique H01(S) 
solution of −Δu = ξ in S. Let ||K|| denote a bound for KS and for K. 
We have the following explicit formulae for the Green’s functions for −Δ on Π, S and 
Ω0,∞, respectively: 
GΠ(x, y) = 
1
log 
|x − y| 
=
1
log 1 + 
4x2y2 
;
2π |x − y| 4π |x − y|2 
GS (x, y) = 
1
log 
| exp x − exp y| 
= 
1 
log 1 + 
2 sin x2 sin y2 
;
2π | exp x − exp y| 4π cosh(x1 − y1) − cos(x2 − y2) 
1 
log 
| exp x − exp y|| exp x − (exp y)∗|
G0(x, y) = . 
2π | exp x − exp y|| exp x − (exp y)∗| 
Here, z∗ denotes inversion of z in the unit circle with centre 0, and z denotes complex 
conjugation of z (identifying R2 with C). By symmetry with G0, the Green’s function Gγ 
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for −Δ on Ω−∞,−γ can also be written explicity. Note that for x, y ∈ Ω with x =� y, we now 
have by the maximum principle the following useful inequalities: 
G(x, y) > 0;

GΠ(x, y) ≥ GS (x, y) ≥ G(x, y);

G(x, y) ≥ G0(x, y) > 0 if x1, y1 > 0;

G(x, y) ≥ Gγ (x, y) > 0 if x1, y1 < −γ.

Next, for measurable ξ deﬁned on Ω, we now deﬁne the following, whenever they make 
sense: 
GΠξ(x) = GΠ(x, y)ξ(y)dy; �Ω 
GS ξ(x) = GS (x, y)ξ(y)dy; � Ω 
Gξ(x) = G(x, y)ξ(y)dy; �Ω 
G0ξ(x) = G0(x, y)ξ(y)dy; �Ω0,∞ 
Gγ ξ(x) = Gγ (x, y)ξ(y)dy. 
Ω−∞,−γ 
We also deﬁne, for later use, the following variants of energy and impulse: 
ES (ξ) = ξGS ξ; � Ω 
IS(ξ) = ξx2. 
Ω 
Lemma 6.9. Let x, y ∈ Ω with x =� y. Then 
G0(x, y) ≥ 1 log 1 + 1 sech2(x1−y1 )(1 − e−2x1 )(1 − e−2y1 ) sin x2 sin y2 , if x, y ∈ Ω0,∞;4π 4 2 
Gγ (x, y) ≥ 41 π log 1 + 14 sech2(x1−2 y1 )(1 − e2x1−2γ )(1 − e2y1−2γ ) sin x2 sin y2 , if x, y ∈ Ω−∞,−γ . 
Proof. We see that, by the symmetry of Ω0,∞ and Ω−∞,−γ , and thus the similarity of G0 
and Gγ , it is suﬃcient just to prove the ﬁrst estimate. Now for w, z ∈ C with |w| ≥ 1, 
|z| ≥ 1, and Imw ≥ 0, Imz ≥ 0, we note the following identity: 
4 |w − z|2|w − z∗|2 − |w − z|2|w − z∗|2 = |z|2 (|w|
2 − 1)(|z|2 − 1)ImwImz, 
where z∗ denotes inversion of z in the unit circle with centre 0. Using this identity, we 
develop the following estimate: 
|w − z|2|w − z∗|
2
2 
= 1 + 
4 
2 
(|w|2 − 1)(|z|2 − 1)Im
2 
wImz

z
|w − z|2|w − z∗| | | |w − z|2|w − z∗|
(|w 2 − 1)( z 2 − 1)ImwImz ≥ 1 + | |w|2|z|
| |
|w| + |z|)2 , since |w − z
∗| ≤ |w| + 1 ≤ 2|w|
2(
= 1 + (|w| + |z|)−2(1 − |w|−2)(1 − |z|−2)ImwImz. 
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Setting w = exp x = exp(x1 + ix2) and z = exp y = exp(y1 + iy2) gives 
x14πG0(x, y) ≥ log 1 + (e + ey1 )−2(1 − e−2x1 )(1 − e−2y1 )e x1 sin x2ey1 sin y2 
≥ log 1 + 1sech2( x1 − y1 )(1 − e−2x1 )(1 − e−2y1 ) sin x2 sin y2 . 
4 2 
Lemma 6.10. Let x, y ∈ Ω with x =� y. Then: 
GS (x, y) − G(x, y) ≤ 1 cosech2 x1 + y1 , if x, y ∈ Ω0,∞;
4π 2 
GS (x, y) − G(x, y) ≤ 1 cosech2 −2γ − x1 − y1 , if x, y ∈ Ω
4π 2 
−∞,−γ . 
Proof. We see that, by the symmetry of Ω0,∞ and Ω−∞,−γ , and thus the similarity of G0 
and Gγ , it is suﬃcient just to prove the ﬁrst estimate. Now for w, z ∈ C with |w| ≥ 1, 
|z| ≥ 1, and Imw ≥ 0, Imz ≥ 0, we note the following identity: 
4 |w − z∗|2 − |w − z∗|2 = ImwImz. |z|2 
Using this, we develop the following estimate: 
1 
log 
|w − z∗| 
= 
1 
log 1 + 
4ImwImz 1 
log 1 + 
ImwImz
. 
2π |w − z∗| 4π |w|z| − z/|z||2 ≤ 4π (|w||z| − 1)2 
Setting w = exp x = exp(x1 + ix2) and z = exp y = exp(y1 + iy2) gives: 
GS (x, y)−G(x, y) ≤ GS (x, y)−G0(x, y) ≤ 1 log 1 + sin x2 sin y2 1 cosech2 x1 + y1 . 
4π sinh2(x1+x2 ) 
≤ 
4π 2
2 
6.5 Preliminaries concerning the operator G 
Lemma 6.11. Let a > 0. There exist constants b1, b2 > 0 and b3 ∈ (0, 1), that only depend 
upon a, such that for all ξ ∈ L2(Ω) with µ2(suppξ) ≤ πa2, we have: 
|Gξ(x1, x2)| ≤ b1x b3 ||ξ||2 , for all x2 < b2;2 
|Gξ(x1, x2)| ≤ b1|π − x2|b3 ||ξ||2 , for all x2 > π − b2. 
Proof. We note that G ≤ GS ≤ GΠ and that for all x, y ∈ S, with x =� y, we have 
GS (x1, x2, y1, y2) = GS (x1, π − x2, y1, π − y2). The result then follows follows from [15, 
lemma 1]. 
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Lemma 6.12. There exists a constant c3 > 0 such that for all ξ ∈ L1(S) ∩ L2(S), we have 
||G(ξ�Ω)||sup ≤ ||GS(ξ�Ω)||sup ≤ c3(||ξ�Ω||1 + ||ξ�Ω||2); 
||GS ξ||sup ≤ c3(||ξ||1 + ||ξ||2). 
Proof. This is proved in lemma 4.4, noting the fact that 0 ≤ G(x, y) ≤ GS(x, y) ≤ GΠ(x, y) 
for all x, y ∈ Ω with x =� y. 
Lemma 6.13. Let ξ ∈ L1(Ω) ∩ L2(Ω). Then Gξ(x) → 0 and GS ξ(x) → 0 as |x| → ∞. 
Proof. Fix ε > 0. By the dominated convergence theorem, there exists an N ∈ N such that 
1

ξ�Ω\ZN ξ�Ω\ZN ε.
+
 <
1 2 1 + 2c3 ||ξ||1 
|x1| > max{3, 2N, 2 cosh−1(2 ε(The constant c3 is as in lemma 6.12.) So for )} we have

Gξ(x) ≤ GSξ(x) = GS (x, y)(ξ�ZN )(y)dy + GS (ξ�Ω\ZN )(x) 
Ω 
1 2π

log 1 + 
cosh(|x1| − N) − 1 ||ξ�ZN ||1 GS (ξ�Ω\ZN )+
≤ 4π
 sup 
1 1
 1

) − 1)−1(cosh(
 ||ξ||1 + 2 ε, by the ﬁrst inequality of lemma 6.12≤ 2
≤ sech( 1
2
|x1|) + 1
2 
ε, since if |x| > 3, then cosh 1 |x| > 22 
< ε. 
Lemma 6.14. Let ξ ∈ L1(Ω) ∩ L2(Ω). Then Gξ ∈ C(Ω) and GSξ ∈ C(Ω). 
Proof. We may assume without loss of generality that ξ ≥ 0. Fix x0 ∈ Ω, let (xn)n∈N 
converge to x0 and ﬁx ε > 0. Note that GΠ(x0, )ξx
S 
0 
( ) is integrable, by for example lemma · ·
4.4. (Recall that ξx
S 
0 
denotes the Schwarz symmetrisation of ξ about x0.) So choose r > 0 
|x1|
2

such that

GΠ(x0, y)ξx
S 
0 
(y)dy < 
1 
ε. 
B(x0,r) 3 
Also, choose N ∈ N such that 
1 
n ≥ N ⇒ |xn − x0| < 
2 
r. 
Next, observe that G is uniformly continuous on (Ω ∩ B(x0, 1 r)) × (Ω \ B(x0, r)). So choose 2 
δ > 0 such that for all n ≥ N and y ∈ Ω \ B(x0, r), we have 
1 |xn − x0| < δ ⇒ |G(xn, y) − G(x0, y)| < ε. 
3 ||ξ||1 
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Also, choose N1 ≥ N such that 
n ≥ N ⇒ |xn − x0| < δ. 
Then for n ≥ N1 we have 
1 |G(ξ�Ω\B(x0,δ))(xn) − G(ξ�Ω\B(x0,δ))(x0)| ≤ 
Ω\B(x0,δ) 
|G(xn, y) − G(x0, y)||ξ(y)|dy < 
3 
ε. 
Also, for such n we have 
G(ξ�B(x0,δ))(xn) ≤ 
Ω∩B(x0,δ) 
GΠ(xn, y)ξ(y)dy ≤ 
B(x0,δ) 
GΠ(x0, y)ξ
S (y)dy < 
1
3 
ε.x0 
Similarly, G(ξ�B(x0,δ))(x0) < 1 ε. Hence for n ≥ N1 we have |Gξ(xn) − Gξ(x0)| < ε, giving 3 
continuity of Gξ. By the same method we have continuity of GS ξ. 
Lemma 6.15. There exists a c4 > 0 such that for all ξ ∈ L2(Ω), we have Kξ ∈ W 2,2(Ω) 
with 
1 ||Kξ||2,2,Zn−1,n+1 ≤ 2 c4(||Kξ||2,Zn−1,n+1 + ||ξ||2,Zn−1,n+1 ) for all n ∈ Z, 
and 
||Kξ||2,2 ≤ c4(||Kξ||2 + ||ξ||2). 
Moreover Kξ ∈ C(Ω), and Kξ(x) → 0 as |x| → ∞. 
Proof. Fix ξ ∈ L2(Ω). Recall that K : L2(Ω) → H01(Ω) is bounded, so Kξ ∈ L2(Ω). Now we 
show that Kξ in W 2,2(Ω). Observe that for u, v ∈ H01(Ω) with Δu ∈ L2(Ω), approximation 
of v in H1(Ω) by test functions shows that 
�u.�v = − (Δu)v. 
Ω Ω 
Now ﬁx ϕ ∈ C2(Ω) with bounded support and with ϕ|∂Ω = 0. Note that ϕ, Kξ ∈ H01(Ω) 
and that Δϕ, ΔKξ ∈ L2(Ω). Thus by the previous equality we have 
− 
Ω 
KξΔϕ = 
Ω 
�Kξ.�ϕ = − 
Ω 
(ΔKξ)ϕ = 
Ω 
ξϕ. 
Hence by [1, theorem 8.2], and by the similar geometries of all but ﬁnitely many of the

Zn−1,n+1, there exists a constant c4 > 0, independent of ξ, such that for all n ∈ Z we have

1 ||Kξ||2,2,Zn−1,n+1 ≤ 2 c4(||Kξ||2,Zn−1,n+1 + ||ξ||2,Zn−1,n+1 ). 
Moreover, by a domain-covering argument we have 
||Kξ|| 22,2 ≤ ||Kξ|| 22,2,Zn−1,n+1

n∈Z
� 1 
c 2,Zn−1,n+1 2,Zn−1,n+1≤ 
n∈Z 4 
4
2(||Kξ|| 2 + ||ξ|| 2 )2 
1 2 
� 
2 1 2 
� 
2 ≤ 
2 
c4 ||Kξ||2,Zn−1,n+1 + 2 c4 ||ξ||2,Zn−1,n+1 
n∈Z n∈Z 
≤ c 24(||Kξ|| 22,Zn−1,n+1 + ||ξ|| 22,Zn−1,n+1 ). 
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Next, due to the geometries of the Zn−1,n+1, we may choose one bound M > 0 for all the 
embeddings W 2,2(Zn−1,n+1) �→ C(Zn−1,n+1). So we have Kξ ∈ C(Ω), and in particular 
||Kξ||sup,Zn−1,n+1 ≤ M ||Kξ||2,2,Zn−1,n+1 → 0 as n →∞ 
by the dominated convergence theorem. Thus we get the required decay at inﬁnity. 
Lemma 6.16. Let ξ ∈ L1(Ω) ∩ L2(Ω). Then Gξ = Kξ everywhere. 
Proof. Let u = Gξ − Kξ. Then u is distributionally harmonic on Ω, so is harmonic on Ω 
by Weyl’s lemma. By lemmas 6.14 and 6.15, we have u ∈ C(Ω). By lemmas 6.13 and 
6.15, we have u(x) → 0 as |x| → ∞. Since u|∂Ω = 0, the maximum principle gives u = 0 
everywhere. 
Next we simplify the estimate of lemma 6.15. 
Lemma 6.17. There exists a constant ||G|| > 0 such that for any ξ ∈ L1(Ω) ∩ L2(Ω), we 
have 
||Gξ||2,2 ≤ ||G|| ||ξ||2 . 
Proof. Fix ξ ∈ L1(Ω) ∩ L2(Ω). By lemmas 6.15 and 6.16 we have 
||Gξ||2,2 ≤ c4(||Gξ||2 + ||ξ||2) ≤ c4(||Gξ||1,2 + ||ξ||2) ≤ c4(||K|| ||ξ||2 + ||ξ||2). 
Therefore, applying lemma 6.16 gives: 
||Gξ||2,2,Ω ≤ k(||K|| ||ξ||2,Ω + ||ξ||2,Ω). 
Lemma 6.18. There exists a constant c5 > 0 such that for all ξ ∈ L1(Ω) ∩ L2(Ω) we have 
|circGξ| ≤ c5(||Gξ||2,Zγ + ||ξ||2,Zγ ). 
Proof. Fix ξ ∈ L1(Ω) ∩ L2(Ω). Now lemmas 6.15 and 6.16, together with a similar domain-
covering argument to that in the proof of lemma 6.15, show that 
||Gξ||W 2,2(Zγ ) ≤ c4(||Gξ||L2(Zγ ) + ||ξ||L2(Zγ )). 
1 
Deﬁne c5 = ||T || c4µ1(∂Γ) 2 . Then by lemma 6.1 we have 
1 c5 |circGξ| ≤ ||�Gξ||2,∂Γ µ1(∂Γ) 2 ≤ c4 ||Gξ||2,2,Zγ ≤ c5(||Gξ||2,Zγ + ||ξ||2,Zγ ). 
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Lemma 6.19. There exist constants c6 > 0 and c7 > 0 such that for any ξ ∈ L1(Ω)∩L2(Ω), 
we have 
|circGξ| ≤ c6 ||ξ||2 .

If in addition, suppξ ∩ Ωr = ∅ for some r > r1, then

1
|circGξ| ≤ c7sech( 
2 
r) ||ξ||1 . 
1 
2
√
2πγ.
Proof. Deﬁne c6 = ||T || ||G|| µ1(∂Γ) 
6.18.) Now ﬁx ξ ∈ L1(Ω) ∩ L2(Ω); then by lemmas 6.1 and 6.17 we have 
and c7 = πc5 (The constant c5 is as in lemma 
1 
2|circGξ| ≤ ||�Gξ||2,∂Γ µ1(∂Γ) ≤ c6 ||ξ||2 . 
Now suppose in addition that suppξ ∩ Ωr = ∅ for some r > r1. Then ||ξ||2,Zγ = 0, so by 
lemma 6.18 we have � � 1 |circGξ| ≤ c5 ||Gξ||2,Zγ ≤ c5 2πγ ||GSξ||sup,Zγ ≤ πc5 2πγsech( 2 r) ||ξ||1 . 
The last inequality follows by the deﬁnition of GS . Speciﬁcally, r > r1 > 3, so cosh(
1 r) ≥ 2,2 
and so 
1 1 1 
cosh(r − γ) − 1 ≥ cosh( r1) − 1 ≥ cosh( r). 
2 2 2 
6.6 Preliminaries concerning the operator P 
Lemma 6.20. There exists a constant ||P|| > 0, such that for any ξ ∈ L1(Ω) ∩ L2(Ω), we 
have 
||Pξ||1,2,Ω ≤ ||P|| ||ξ||2,Ω . 
Proof. Fix ξ ∈ L1(Ω) ∩ L2(Ω), and recall that Pξ = Gξ − (circGξ)h1. Boundedness of P 
follows by lemmas 6.6, 6.17 and 6.19. In fact, a suitable bound is ||G|| + c6 ||h1||1,2. 
Lemma 6.21. P is a symmetric and positive linear operator, in the sense that, for all 
ξ, η ∈ L1(Ω) ∩ L2(Ω), we have 
ξPη = ηPξ; � Ω Ω 
ξPξ > 0 unless ξ = 0. 
Ω 
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Proof. Fix ξ, η ∈ L1(Ω) ∩ Lp(Ω), and choose sequences (ξn)n∈N, (ηn)n∈N ⊂ C∞(Ω), with 
suppξ ⊂ Zn−1 and suppηn ⊂ Zn−1 for each n ∈ N, that converge respectively to ξ, η in 
L1(Ω) ∩ Lp(Ω). For each n ∈ N, we recall that hGξn and hGηn are constant on ∂Γ and zero 
on ∂S, while Gξn and Gηn are zero on ∂Ω. We ﬁrst prove symmetry of P; note that by 
symmetry of G and boundedness of P, we have 
(ξPη − ηPξ) = lim (ξnPηn − ηnPξn) 
n→∞Ω Ω 
= lim (ηnhGξn − ξnhGηn ). n→∞ Ω 
We now show that this limit is zero. By Green’s identity, we have 
(ηnhGξn − ξnhGηn ) = (−(ΔGηn)hGξn + (ΔGξn)hGηn ) 
Ω Zn 
= (−hGξn �Gηn + Gηn�hGξn + hGηn �Gξn − Gξn�hGηn ).nds 
∂Zn+1 
= (−hGξn �Gηn + hGηn �Gξn).nds 
∂Γ 
+ 
∂Zn\∂Ω 
(hGξn �Gηn − Gηn�hGξn − hGηn �Gξn + Gξn�hGηn ).nds. 
The ﬁrst summand equals zero: 
(−hGξn �Gηn + hGηn �Gξn).nds = −circGξn(h1|∂Γ)circGηn + circGηn(h1|∂Γ)circGξn = 0. 
∂Γ 
The second summand can be estimated for n ≥ r1 + 1 as follows: 
∂Zn\∂Ω 
(hGξn �Gηn − Gηn�hGξn − hGηn �Gξn + Gξn�hGηn ).nds 
1 ≤ 2µ1(∂Zn \ ∂Ω) 2 (||Gξn||1,2,∂Zn\∂Ω + ||Gηn||1,2,∂Zn\∂Ω) 
× (|||hGξn | + |�hGξn | + |hGηn | + |�hGηn |||sup,∂Zn\∂Ω) 
) (|circGξn| + circGηn|), by lemma 6.6≤ 2
√
10 ||T || (||Gξn||2,2,Ω + ||Gηn||2,2,Ω (n 
7
− 
c2 
1)2 
|
14
√
10 ≤ 
(n − 1)2 c2c6 ||T || ||G|| (||ξn||2 + ||ηn||2)(||ξn||2 + ||ηn||2), by lemma 6.19 
14
√
10 ≤ 
(n − 1)2 c2c6 ||T || ||G|| (1 + ||ξ||2 + ||η||2)
2, for suﬃciently large n 
→ 0 as n →∞. 
Now we prove positivity of P. By the boundedness of P (lemma 6.20), we have that 
each Pξn ∈ W 1,2(Ω). By the dominated convergence theorem, for each n ∈ N, we may 
choose g(n) > n such that 
1 
.(|�Pξn|2 − ξnPξn) ≤ 
nΩ\Zg(n) 
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Then we have

summand can be estimated for n ≥ 1 + r1 as follows: 
|hGξn ||�hGξn |ds ≤ µ1(∂Zg(n) \ ∂Ω) ||hGξn ||sup,∂Zg(n)\∂Ω ||�hGξn ||sup,∂Zg(n)\∂Ω 
∂Zg(n)\∂Ω 
c2 6c2 ≤ 10 
n
|circGξn| 
n2 
|circGξn|, by lemma 6.42 
2 
≤ 60 
n
c2 c 26 ||ξn|| 2 , by lemma 6.194 2 
2 
≤ 60 c2 c62(1 + ||ξ|| 2), for suﬃciently large n4 2n
→ 0 as n →∞. 
Pξn�Pξn.nds 
(|�Pξ|2 − ξPξ) = lim (|�Pξn|2 − ξnPξn). 
Ω n→∞ Zg(n) 
We now show that this limit is zero. By Green’s identity, we have: 
∂Zg(n)\∂Ω 
(|�Pξn|2 − ξnPξn) Pξn�Pξn.nds =

+ ( h + + )ds. 
∂Zg(n)\∂Ω 
| Gξn | |�hGξn |)(|Gξn| |�Gξn|
The ﬁrst summand can be estimated using lemma 6.1 as follows: 
∂Zg(n)\∂Ω 
|Gξn||�Gξn|ds ≤ ||Gξn||2,∂Zg(n)\∂Ω ||�Gξn||2,∂Zg(n)\∂Ω 
≤ ||T || 2 (||Gξn|| 22,2,Zg(n)−2,g(n) + ||Gξn|| 
2
2,2,Z−g(n),2−g(n) ) 
≤ ||T || 2 (||Gξ||2,2,Ω\Zg(n)−2 + ||G|| ||ξn − ξ||2,Ω)
2 
→ 0 as n →∞. 
The last step follows by the dominated converge theorem, since Gξ ∈ W 2,2(Ω). The second 
The third summand can be estimated for n ≥ 1 + r1 as follows: 
∂Zg(n)\∂Ω 
(|hGξn | 
Zg(n) 
≤ 
∂Zg(n)\∂Ω 
|Gξn||�Gξn|ds + 
∂Zg(n)\∂Ω 
|hGξn ||�hGξn |ds 
∂Zg(n) 
+ |�hGξn |)(|Gξn| + |�Gξn|)ds 
1 ≤ 2µ1(∂Zg(n) \ ∂Ω) 2 (||Gξn||2,∂Zg(n)\∂Ω + ||�Gξn||2,∂Zg(n)\∂Ω) 
× (||hGξn |||sup,∂Zg(n)\∂Ω + �hGξn sup,∂Zg(n)\∂Ω) 
, by lemmas 6.6 and 6.19
2
≤ 2
√
10 ||T || ||Gξn||2,2,Ω 
7
n
c2 
c6 ||ξn||2 
c2 ≤ 14
√
10 
n
c6 ||T || ||G|| (1 + ||ξ||2)2, for suﬃciently large n2 
→ 0 as n →∞. 
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6.7 Preliminaries concerning the energy functional 
Lemma 6.22. Let λ ∈ R and let M > 0. Then the maps (α, ξ) �→ (Jα − λI)(ξ) and 
(α, ξ) �→ (Eα − λI)(ξ) are Lipschitz continuous relative to the set 
A = {(α, ξ) ∈ R × L2(Ω)|µ2(suppξ) ≤ M , ||ξ||2 ≤ M and |α| ≤ M}. 
Proof. Fix (α, ξ), (β, η) ∈ A. The required Lipschitz continuity follows from the following 
three estimates: 
≤
 ξP(ξ − η)
 +
 ηP(ξ − η)
 , by symmetry of P
ξPξ − ηPη

Ω Ω Ω Ω 
≤ ||ξ||2 ||P|| ||ξ − η||2 + ||η||2 ||P|| ||ξ − η||2 
≤ 2M ||P|| ||ξ − η||2 ; 
≤
 hα(ξ − η) +
 hα−β ηhαξ − hβη 
Ω Ω Ω Ω 
≤ |α| ||h1||sup ||ξ − η||2 
√
2M + |α − β| ||h1||sup ||η||2 
√
M 
≤ M ||h1||sup (
√
2M ||ξ − η||2 + 
√
M |α − β|). 
|λI(ξ) − λI(η)| ≤ |λ| ||ι − hι||sup ||ξ − η||2 
√
2M. 
Lemma 6.23. Let λ ∈ R and let α ∈ R. Let (ξn)n∈N ⊂ L1(Ω) ∩ L2(Ω) be such that 
(||ξn||1)n∈N is bounded, and suppξn ∩ Ωn = ∅ for each n ∈ N. Then 
|(Jα − λI)(ξn) − (ES − λIS )(ξn)| → 0, as n →∞. 
Proof. It is suﬃcient to assume the condition that suppξn ⊂ Ωn,∞ for each n ∈ N: the proof 
for suppξn ⊂ Ω−∞,−n is very similar, and in the general case, we may split (ξn)n∈N into two 
subsequences, each satisfying one of the two aforementioned conditions. We then have 
1 1 |(Jα −λI)(ξn)−(ES −λIS )(ξn)| ≤ |ξn|(
2
|Gξn −GS ξn|+ |− 
2 
hGξn +hα +λhι|+ |λ||x2 −ι|). 
Ω 
Moreover, for n > r1 we can bound this using the following three estimates: 
1 1 
2 Ωn,∞ 
|ξn||Gξn − GS ξn| ≤ 
8π 
||ξn||1 cosech2 n, by lemma 6.10 
→ 0 as n →∞; 
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1 c2 1 
Ωn,∞ 
|ξn|| − 
2 
hGξn + hα + λhι| ≤ ||ξn||1 n2 (2 |circGξn| + |α| + |λ||circι|), by lemma 6.6 
c2 1 1 ≤ ||ξn||1 n (2 c7sech( 2 n) ||ξn||1 + |α| + |λ||circι|), by lemma 6.192 
→ 0 as n →∞; 
c1 
Ωn,∞ 
|ξn||λ||x2 − ι| ≤ 4 ||ξn||1 |λ|n , by lemma 6.62 
→ 0 as n →∞. 
Lemma 6.24. Let λ ∈ R, let α ∈ R, and let ξ ∈ L1(Ω) ∩ L2(Ω) be non-negative. Suppose 
that there exists a measurable set U ⊂ Ω such that f = Pξ + hα − λ(ι − hι) ≤ 0 on Ω \ U . 
Then 
(Jα − λI)(ξ�U ) > (Jα − λI)(ξ), unless ξ�Ω\U = 0. 
Proof. This is immediate from the following estimate, which uses the positivity and sym­
metry of P: 
(Eα − λI)(ξ�U ) − (Eα − λI)(ξ) = J0(ξ�Ω\U ) − fξ ≥ J0(ξ�Ω\U ). 
Ω\U 
Lemma 6.25. Let ξ0 ∈ L2(Ω) have support of ﬁnite area, and let α ∈ R and λ ∈ R. Then 
Jα − λI has the same supremum on all of R(ξ0), RC(ξ0), R+(ξ0) and R(ξ0)w . 
Proof. It suﬃces to prove that 
sup (Jα − λI) ≤ sup (Jα − λI). 
R(ξ0)w R(ξ0) 
To see this, ﬁx ξ ∈ R(ξ0)w and ﬁx ε > 0. By the dominated convergence theorem, and 
boundedness of P, there exists an r > r2 such that ξ1 = ξ�Ωr ∈ R(ξ0)w satisﬁes 
1 |(Jα − λI)(ξ1) − (Jα − λI)(ξ)| < 
3 
ε. 
(The constant r2 is as in lemma 6.7.) Next, by compactness of P as an operator on L2(Ωr), 
there exists a ξ2 ∈ R+(ξ0), supported in Ωr, that satisﬁes 
1 |(Jα − λI)(ξ2) − (Jα − λI)(ξ1)| < 
3 
ε. 
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Finally, for every n > r, choose any function ηn supported on the subset [n, n + 
nµ2(suppξ0)] × [0, 1 ], such that κn = ξ2 + ηn is a rearrangement of ξ0. Moreover n 
(Jα − λI)(κn) → (Jα − λI)(ξ2), as n →∞, 
by the decay of hα = αh1, ι − hι and G at the x1-axis (quantiﬁed in lemma 6.11). So choose 
an N > r large enough that 
1 |(Jα − λI)(κN ) − (Jα − λI)(ξ2)| < 
3 
ε. 
Therefore, writing ξ3 = κN , we have ξ3 ∈ R(ξ0) and (Jα −λI)(ξ3) > (Jα −λI)(ξ)−ε. 
Lemma 6.26. Let ξ0 ∈ L2(Ω) have support of ﬁnite area. Then there exists a c8 > 0 such 
that for all λ ∈ R and α ≥ 0, we have 
Jα,λ,ξ0 ≥ Jα,0,ξ0 − c8|λ| ||ξ0||1 ≥ J0,0,ξ0 − c8|λ| ||ξ0||1 . 
In particular, setting Λ1 = (2c8 ||ξ0||1)−1J0,0,ξ0 , we have 
inf Jα,λ,ξ0 > 0. 
λ∈(0,Λ1) 
Proof. Fix ε > 0. By lemma 6.25, there exists a ξ ∈ R+(ξ0) such that Jα(ξ) ≥ Jα,0,ξ0 − ε. 
So we have 
Jα,λ,ξ0 ≥ (Jα − λI)(ξ) = Jα(ξ) − λI(ξ) ≥ Jα,0,ξ0 − ε − λ(π + |circι| ||h1||sup) ||ξ0||1 . 
Deﬁne c8 = π + |circ| ||h1||sup; this gives the required estimate. Moreover, Jα,0,ξ0 ≥ J0,0,ξ0 
since α ≥ 0. 
6.8 Concentration-compactness 
Once again, we now aim to use lemma 1.9 to prove compactness of maximising sequences 
for the energy, under certain conditions. 
Deﬁnition 
Let (ξn)n∈N be a sequence of non-negative elements of L1(Ω) and let r ∈ [0, 1 π]. Then 2 
we say that (ξn)n∈N has the r-vanishing property if and only if, for all R > 0, we have 
lim sup ξ(x)dx = 0. 
n→∞ y∈Ω x∈B(y,R)∩{r<x2<π−r} 
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Lemma 6.27. Let p ∈ (2, ∞), let M > 0 and let A ≥ 0. Let ξ0 ∈ Lp(Ω) \ {0} be non­
negative with µ2(suppξ0) < ∞, and ||ξ0||1 ≤ M and ||ξ0||2 ≤ M . Then 
(i) There exists an r(A,M) > 0 such that for all α ∈ [0, A] and r ∈ [0, r(A,M)], no max­
imising sequence for Jα relative to R+(ξ0) has the r-vanishing property. 
(ii) For all λ ≥ 0 with J0,λ,ξ0 > 0, no maximising sequence for JA − λI relative to R+(ξ0) 
has the vanishing property. 
Proof. (i) Choose any Q ∈ (0, J0,0,ξ0 ); since α ≥ 0 we also have Q < Jα,0,ξ0 . Now for the 
purposes of this proof only, for r > 0, write 
Ar = Ω ∩ {r < x2 < π − r};

Dr = Ω \ Ar.

Recall that h1 ∈ C1(Ω) is zero on ∂S, and that |�h1| = O(|x|−2) as |x| → ∞. Hence we 
may choose r(A,M) ∈ (0, b2) small enough that 
M(b1r(A,M)
b3 M + ( 
1 
c6M + A) ||h1||sup,D ) ≤ Q.2 r(A,M ) 
(The constants b1, b2 and b3 are as in lemma 6.11; the constant c6 is as in lemma 6.19.) Now 
ﬁx α ∈ [0, A], ﬁx r ∈ [0, r(A,M)] ﬁx a maximising sequence (ξn)n∈N for Jα − λI relative to 
R+(ξ0), and suppose that it has the r-vanishing property. For each n ∈ N, write ζn = ξn�Ar 
and ηn = ξn�Dr . Then by the r-vanishing property, we have for all R > 0 that 
lim sup
 ζn = 0;
�B(x,R)n→∞ 1 (6.1)

lim sup
 ζn = 0.
�B(x,R)n→∞ 2 
The remainder of this proof will estimate Jα(ξn); we use the symmetry of P to group 
the terms in its expansion in the following way: 
|Jα(ξn)| ≤
 ζnGζn +
 +
 .
1
 1
 1 1
ζn(− hGξn + hα)2 ηn(Gζn + 2Gηn − 2 hGξn + hα)2
 Ω Ω Dr 
Firstly, lemma 6.12 gives the following for all n ∈ N and R > 0: 
||Gζn||sup ≤ sup G(ζn�B(x,R))(x) + sup G(ζn�Ω\B(x,R))(x) 
x∈Ω x∈Ω 
G(ζn�B(x,R)) + sup GΠ(ζn�Ω\B(x,R))(x)≤ sup 
x∈Ω sup x∈Ω 
π

(
 ζn�B(x,R) ζn�B(x,R) ) + R2 
||ξ0||1 .+
≤ c3 sup 
x∈Ω 1 2
Applying (6.1), and then observing that R > 0 was arbitrary tells us that the lim sup of 
this as n → ∞ is zero. Therefore the lim sup of the ﬁrst term in the estimation of Jα(ξn) 
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as n →∞ is zero, by Ho¨lder’s inequality.

Secondly, we have by lemmas 6.19 and 6.6 the following for all n ∈ N and R > r1: 
1
 1

ζn(− hGξn + hα)2 ≤ B(0,R) 
+ 
Ω\B(0,R) 
|ζn|(
2
|circGξn| + α|h1|) 
Ω 
1

ζ�B(0,R) ( c6 ||ξn||2 + α) ||h1||sup2≤
 1 
1

+ ||ζn||1 
ζn�B(0,R) 
(
 c6 ||ξn||2 + α) ||h1||sup,Ω\B(0,R) 
c2 1 
2

≤ (

1 
||h1||sup + ||ξ0||1 )(2 c6 ||ξ0||2 + α). R2 
Therefore the lim sup of the second term in the estimate of Jα(ξn) as n →∞ is also zero. 
Thirdly, we have by lemmas 6.19 and 6.11 the following for all n ∈ N: 
1 1 
ηn(Gζn +
2
Gηn − 
2 
hGξn + hα) 
Dr 
1

ηn|(G(ζn + 
≤ ||ηn||1 (b1r b3 
ξn) + |circGξn||h1
1 
+ α h1 )≤ 
Dr 
| |
 |
 |

2

ζn + ηn + (c6 ||ξn||2 + α) ||h1||sup,Dr )2
 2 
≤ Q. 
Therefore we have the following contradiction: 
lim sup Jα(ξn) ≤ Q < Jα,0,ξ0 . 
n→∞ 
(ii) Now ﬁx λ ≥ 0 and suppose that J0,λ,ξ0 > 0. Fix a maximising sequence (ξn)n∈N for 
JA − λI relative to R+(ξ0) that has the vanishing property. Then for all R > 0 we have 
lim sup ξn�B(x,R) = 0;
n→∞ 1 
lim sup
 ξn = 0.
�B(x,R)n→∞ 2 
As in part (i), we can prove that 
1 
lim sup ξnGξn = 0. 
2n→∞ Ω 
Also, we can estimate the rest of JA − λI as follows. For each n ∈ N and R > r2 we have 
1 
ξn(−
2 
hGξn + hA − λ(x2 − ι + hι)) 
Ω 
≤ 
B(0,R) 
+ 
Ω\B(0,R) 
|ξn|(|circGξn||h1| + A|h1| + λ|x2 − ι + hι|) 
≤ ξn
≤ ξn
(c6 ||ξn||2 ||h1||sup + A ||h1||sup + λ ||x2 − ι + hι||sup) 
c2 c2 c1 
+ ||ξn||1 
�B(0,R) 1 
(c6 ||ξn||2 R2 + AR2 + λR2 ) 
(c6 ||ξ0||2 ||h1||sup + A ||h1||sup + λ ||x2 − ι + hι||sup)�B(0,R) 1 
1

+ 
R2 
||ξ0||1 (c2c6 ||ξ0||2 + Ac2 + λc1). 
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(The constant r2 is as in lemma 6.7.) Therefore we have the following contradiction: 
lim sup (JA − λI)(ξn) ≤ 0 < J0,λ,ξ0 . 
n→∞ 
The next three results will assist in our consideration of dichotomy of maximising se­
quences. 
Lemma 6.28. Let p ∈ (2, ∞), let Λ ≥ 0, and let M > 0; then there exists an A(Λ,M) > 0 
such that the following is true. For non-negative ξ0 ∈ L1(Ω) ∩ Lp(Ω) with µ2(suppξ0) < ∞, 
and ||ξ0||1 ≤ M and ||ξ0||2 ≤ M , for λ ∈ [−Λ, Λ], for α > A(Λ,M), for all r > 0, for all 
k > 0 and for all sequences (ln)n∈N that diverge to inﬁnity, we have that if (ξn)n∈N ⊂ R+(ξ0) 
is such that each suppξn ⊂ Ωln,ln+k, then the following estimate holds, after passing to a 
subsequence: 
lim (Jα − λI)(ξn) ≤ lim (Jα − λI)(ηn), 
n→∞ n→∞ 
where ηn(x1, x2) = ξn(x1 −r + ln, x2) for each n ∈ N. If instead each suppξn ⊂ Ω−(ln+k),−ln , 
then the same estimate holds with ηn(x1, x2) = ξn(x1 − r − k − ln, x2) for each n ∈ N. 
Moreover, if (||ξn||1)n∈N does not converge to zero, then the inequality is strict. 
Proof. Choose A = A(Λ,M) > 0 large enough that the following is true: 
2Mc3 + c6Mh1|∂Γ + Λπ + Λ|circι|h1|∂Γ ≤ Ah1|∂Γ. 
(The constants c3 and c6 are as in lemmas 6.12 and 6.19 respectively.) Fix non-negative 
ξ0 ∈ L1(Ω) ∩ Lp(Ω) with µ2(suppξ0) < ∞, and ||ξ0||1 ≤ M and ||ξ0||2 ≤ M , ﬁx λ ∈ [−Λ, Λ] 
and ﬁx α > A. Also ﬁx r > 0, ﬁx k > 0, ﬁx a sequence (ln)n∈N that diverges to inﬁnity, 
and ﬁx (ξn)n∈N ⊂ R+(ξ0) that satisﬁes suppξn ⊂ Ωln,ln+k. (The proof when each suppξn ⊂ 
Ω−(ln+k),−ln is very similar.) After passing to a subsequence, we may assume that ln ≥ n 
for all n ∈ N. So by x1-translation invariance of ES − λIS and lemma 6.23, we have 
|(ES − λIS )(ηn) − (Jα − λI)(ξn)| = |(ES − λIS )(ξn) − (Jα − λI)(ξn)| → 0 as n →∞. 
Now recall that hα, hι and x2 − ι are harmonic on Ω, continuous on Ω and are zero on 
∂S, and tend to zero at inﬁnity. Also each GS ηn − Gηn is harmonic in Ω by Weyl’s lemma, 
continuous on Ω and zero on ∂S, and tends to zero at inﬁnity. Also, by the choice of 
A = A(Λ,M), and by lemmas 6.12 and 6.19, we have 
1 1 1 −
2
GS ηn +
2
Gηn − 
2 
hGηn − λ(ι − x2) + λhι ≥ −hA 
on ∂Γ, and so also on ∂Ω. So by the maximum principle we have this inequality holding on 
the whole of Ω. Hence 
(Jα − λI)(ηn) − (ES − λIS )(ηn) ≥ ηnhα−A ≥ 0 for all n ∈ N. 
Ω 
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This proves the non-strict inequality. 
Now suppose that ||ξn||1 � ∞, and thus ||ηn||1 � ∞, as n →∞. Since 
µ2(suppηn) 
ξΔ ηΔ 0 n≥ = ||ηn||1 
0 R 
we have κ0 := lim infn→∞ µ2(suppηn) > 0. After passing to a subsequence, we may assume 
that µ2(suppκn) ≥ 21 κ0 for all n ∈ N. Hence ηn ≥ m := ξ0Δ(µ2(suppξ0) − 41 κ0) holds on a 
set of area at least 1 κ0 in Ωr,r+k. So ηn ≥ m also holds on a set of area at least 1 κ0 in4 8 
κ0 κ0
F := Ωr,r+k ∩ < x2 < π − . 
16k 16k 
Now hα−A is positive and continuous on F , so attains a minimum there, say δ > 0. Hence 
after passing to a subsequence, we have 
1 
lim (Jα − λI)(ξn) = lim (ES − λIS )(ηn) ≤ lim (Jα − λI)(ηn) − 
8 
κ0mδ. 
n→∞ n→∞ n→∞ 
Lemma 6.29. Let p ∈ (2, ∞) and let b > 0. Then there exists a constant c9(b, p) > 0 such 
that for any z > 0, for any subsets B ⊂ A ⊂ Ω with dist(B, Ω\A) ≥ z, for any non-negative 
ξ ∈ Lp(Ω) with µ2(suppξ) ≤ b, and for any x ∈ B, we have 
π Gξ(x) ≤ x2(c9(b, p) + ||ξ||1)max ||ξ�A||p , z .2 
Proof. By [15, lemma 3(ii)], there exists a constant c9(b, p) > 0 such that for all η ∈ Lp(Ω) 
with bounded support of area less than b, and for all x ∈ Ω, we have 
GΠη(x) ≤ c9(b, p)x2 ||η||p . 
Now ﬁx z > 0, ﬁx subsets B ⊂ A ⊂ Ω with dist(B, Ω \ A) ≥ z, ﬁx non-negative ξ ∈ Lp(Ω) 
with µ2(suppξ) ≤ b, and ﬁx x ∈ B. Then we have 
Gξ(x) ≤ GΠξ(x) ≤ GΠ(ξ�A)(x) + GΠ(ξ�Ω\A)(x� ) � 
1 4πx2 ≤ x2c9(b, p) ||ξ�A||p + 4π log 1 + z ||ξ||12 
π ≤ x2c9(b, p) ||ξ�A||p + x2 ||ξ||1 z .2 
Lemma 6.30. Let p ∈ (2, ∞), let M > 0, let b > 0, let α ∈ R and let λ > 0. Then there 
exist constants r3(α, λ,M) > 0 and z(b,M, p) > 0, such that for any non-negative ξ ∈ Lp(Ω) 
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with µ2(suppξ) ≤ b, and ||ξ||1 < M and ||ξ||2 < M , and for any subsets B ⊂ A ⊂ Ω with 
dist(B, Ω \ A) ≥ z(b,M, p) and B ∩ Ω = ∅, we have r3(α,λ,M) 
π ||ξ�A||p ≤ z(b,M, p)2 ⇒ Gξ − hGξ + hα − λ(ι − hι) ≤ 0 on B. 
Proof. Firstly, deﬁne � � 1 
6π 2 1 
z(b,M, p) = (c9(b, p) + M) 2 . 
λ 
(The constant c9(b, p) is as in lemma 6.29.) Next, in view of the decay of �h1 at inﬁnity 
(quantiﬁed in lemma 6.6), we may choose r3(α, λ,M) ≥ r2(≥ r1) large enough that for 
|x| ≥ r3(α, λ,M), we have 
λx2
(0 ≤)h1(x) ≤ 
6max{c6M, . (6.2)|α|} 
(The constant c6 is as in lemma 6.19.) Having deﬁned the two constants, we now show 
that they do what is required. Fix non-negative ξ ∈ Lp(Ω) with µ2(suppξ) ≤ b, and 
||ξ||1 < M and ||ξ||2 < M , and ﬁx subsets B ⊂ A ⊂ Ω with dist(B, Ω \ A) ≥ z(b,M, p) and 
B ∩ Ωr3(α,λ,M ) = ∅. Then for x ∈ B, lemma 6.19 and (6.2) give 
|hα(x)| = |α|h1(x) ≤ 16 λx2; (6.3) |hGξn (x)| = |circGξn|h1(x) ≤ c6Mh1(x) ≤ 61 λx2. 
Also, for x ∈ B, lemma 6.7 gives 
1 
ι(x) − hι(x) ≥ x2. (6.4)
2 
π 
Now suppose that ||ξ�A||p ≤ z(b,M, p)2 . Then for x ∈ B, lemma 6.29 gives 
π 1 Gξ(x) ≤ x2(c9(b, p) + ||ξ||1)max ||ξ�A||p , z(b,M, p)2 ≤ 6 λx2. (6.5) 
Therefore, for all x ∈ B, we have by (6.3), (6.4) and (6.5) that

1 1 1 1 Gξ(x) − hGξ(x) + hα(x) − λ(ι − hι)(x) ≤ (
6 
+ 
6 
+ 
6 
− 
2
)λx2 ≤ 0. 
Lemma 6.31. Let p ∈ (2, ∞), let Λ > 0 and let M > 0. Let ξ0 ∈ L1(Ω) ∩ Lp(Ω) \ {0} be 
non-negative with µ2(suppξ0) < ∞, and ||ξ0||1 ≤ M and ||ξ0||2 ≤ M . Then for λ ∈ (0, Λ) 
and for α > 2A(Λ,M) satisfying Σα,λ,ξ0 ⊂ R(ξ0), no maximising sequence for Jα − λI 
relative to R+(ξ0) has the dichotomy property. 
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Proof. Fix λ ∈ (0, Λ), ﬁx α ∈ 2A(λ,M), and ﬁx a maximising sequence (ξn)n∈N for

Jα − λI relative to R+(ξ0) that has the dichotomy property. Then there exist w1, w5 > 0

and sequences (A1 )n∈N, (A2 )n∈N of measurable subsets of Ω such that, with η1 n n n 
= ξn�Ω\(A1 ∪A2 nn
n 
= ξn�A1 , 
ξn 
2 = ξn�A2 and ξn 
3 
n )
, we have 
2
η1 n 2 → w1 as n →∞; 
2
ξ2 n w5 as n →∞;2 →
2
ξ3 n 0 as n →∞;
2 → 
dist(suppηn
1 , suppξn
2) →∞ as n →∞; 
(E − λI)(ηn 1 + ξn 2 + ξn3) → Jα,λ,ξ0 as n →∞. 
In conjunction with Ho¨lder’s inequality, boundedness of P gives 
(Jα − λI)(ξ3 ) → 0 as n →∞,n
ξn
1 Pξn 3 → 0, 
S 
ξn
2 Pξn 3 → 0, 
S 
as n → ∞. So redeﬁning ξ3 = 0 for all n ∈ N still leaves us with a maximising sequence n 
for Jα − λI relative to R+(ξ0). Also, without loss of generality, we may assume that after 
passing to a subsequence, each suppηn 
1 ⊂ Ωn,∞. Then by lemma 6.19 we have

ξn
2 Pηn 1 ξ2 n||GΠη1 ξ2 n||circGηn1 ||h1lim
 lim
 +
≤ |
lim 
π ||ξ0||1 + c7sech( 1 = 0.≤ 
n→∞ ||ξ0||1 dist(suppηn1 , suppξn2)2 2 
n) ||ξ0||1 ||h1||sup 
So after passing to a subsequence we have 
lim (Jα − λI)(ηn1 ) + lim (Jα − λI)(ξn2) = lim (Jα − λI)(ξn) = Jα,λ,ξ0 . (6.6) n→∞ n→∞ n→∞ 
Next, we examine the sequence (ξ2)n∈N. We aim to curtail its elements using lemmas n
6.24 and 6.30, in order to improve the properties of their supports. Put b = µ2(supp(ξ0)), 
and put r3 = r3(α, λ,M) and z = z(b,M, p); recall that these constants are introduced in 
lemma 6.30. Also, for m ∈ Z, put 
Am = Ω(m−1)z,(m+2)z, 
Bm = Ωmz,(m+1)z. 
Now choose W ∈ N such that Wz ≥ r3. Then for each m ∈ Z with m ≥ W or m ≤ −1 −W , 
we have Bm ∩ Ωr3 = ∅. Hence for such m, lemma 6.30 gives 
|
 |
 |
nn→∞ n→∞Ω Ω 
η1 nπ
 1

n≤ ξ2 η1 n 1lim
 + c7sech( n) 1 ||h1||sup .
1 dist(suppηn1 , suppξn2 )2 2
n→∞ 
ξ2 n�Am p ≤ 
π
 2ξ h⇒ G − 2ξGn n + hα − λ(ι − hι) ≤ 0 on Bm. (6.7)2z
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�� �� �� �� Next, choose Z ∈ N such that Zδp ≥ ||ξ0||p Then for each n ∈ N, we may choose a set Fn ⊂ Z with at most 3Z elements such that for m /. p ∈ Fn, we have ξ2 n�Am p ≤ δ. For each 
n ∈ N, put 
Ln = Fn ∪ {−W, −W + 1, −W + 2, ...,W − 1} 
and if necessary, add arbitrary integers into Ln to ensure that it has exactly V := 3Z +2W 
elements. Let us label these elements m(n, 1) < m(n, 2) < ... < m(n, V ). For each n ∈ N, 
put Cn = m∈Ln Bm. Notice that by (6.7), we have 
Gξn 2 − hGξ2 + hα − λ(ι − hι) ≤ 0 on Cn. n 
So deﬁning ζn 
2 = ξn
2
�Cn , and applying lemma 6.24, we have 
(Jα − λI)(ζ2) ≥ (Jα − λI)(ξ2 ), for all n ∈ N. (6.8)n n
We have thus curtailed each ξn 
2 to being zero apart from on V equal-length portions 
of Ω. The aim now is to separate each ζn 
2 into three parts: a ”bounded part”, a ”part 
tending to −∞” and a ”part tending to ∞”, and we make this precise as follows. It will be 
convenient to write 
L2 = {j ∈ {1, 2, ..., V }|the sequence (m(n, j))n∈N is unbounded below};

L4 = {j ∈ {1, 2, ..., V }|the sequence (m(n, j))n∈N is unbounded above} \ L2;

L3 = {1, 2, ..., V } \ (L2 ∪ L4).

 
(Of course, any one or two of these three sets could be empty.) Next, for i ∈ {2, 3, 4}, put 
j∈Li Bm(n,j), and then deﬁne η
i = ζi . Now by the deﬁnitions of L2 , L3 and�Cin n n 
we may choose an M > 0, and then pass to a subsequence to have suppη2 
 
Ci n =

L4 n ⊂ Ω−∞,−n, 
suppηn 
3 ⊂ ΩM and suppηn 2 ⊂ Ωn,∞. As in the justiﬁcation of (6.6), after passing to a 
subsequence we have 
lim (Jα − λI)(η2 ) + lim (Jα − λI)(η3 ) + lim (Jα − λI)(η4 ) = lim (Jα − λI)(ζ2). (6.9)n n n n
n→∞ n→∞ n→∞ n→∞

We now have four sequences (ηn
i )n∈N, where i ∈ {1, 2, 3, 4}, and for i =� 3, we have 
dist(Γ, suppηn
i ) → ∞ as n → ∞. By [15, lemma 5], there exists a k > 0 such that for all 
s ∈ R, and for all ξ ∈ R+(ξ0) that are Steiner symmetric in S about the line {x1 = s}, we 
have 
|x1 − s| > k ⇒ GS ξ(x) − λx2 ≤ 0. 
Now for i = 3 and for each � n ∈ N, extend ηi by zero to the whole of S, then let σi be its n n 
Steiner symmetrisation in S about the line {x1 = n + k}. Steiner symmetrisation does not 
change IS , and does not reduce JS , because GS is a decreasing function of |x1 − y1|, so for 
i = 3 and for all � n ∈ N we have 
(ES − λIS )(σi ) ≥ (ES − λIS )(ηi ). (6.10)n n
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For i =� 3 and for each n ∈ N, deﬁne τ i = σi n n�
(τn
i )n∈N ⊂ R+(ξ0) and that suppτni ⊂ Ωn,n+2k. 
This ensures that each
{x∈S|GS σin(x)−λx2>0}. 
= 3 and for each n ∈ N, we Moreover, for i 
have 
(ES −λIS )(τni ) = (ES −λIS)(σni )+ES (σni −τni )− (GS σni (x)−λx2)(σni −τni ) ≥ (ES −λIS )(σni ). 
S 
(6.11) 
Then by (6.11), (6.10) and two applications of lemma 6.23, we have for i = 3 the following 
after passing to a subsequence: 
limn→∞(J 1 
2
α − λI)(τ i ) = limn→∞(ES − λIS )(τ i ) ≥ limn→∞(ES − λIS)(σi n n n)
 (6.12)

≥ limn→∞(ES − λIS )(ηi ) = limn→∞(Jα − λI)(ηi ).n n
Now we combine all the sequences. For i = 3 and for each � n ∈ N, let 
ωi (x1, x2) = τ
i (x1 + n − M − (3i − 2)k, x2)n n
so that ωn
i is a translate of τn
i with suppωn
i ⊂ ΩM+(3i−2)k,M+3ik. Also, for each n ∈ N, let 
ω3 = η3 . (Recall that suppωn 
3 ⊂ ΩM .) Now let ω5 =ω2 + ω3 + ω4 . Then after passing to a n n n n n n
subsequence, we have by lemma 6.28 the following for i = 3: 
α − λI)(ωi n) ≥ lim n →∞(J
1 
2
α − λI)(τ i n). (6.13)
lim (J
1 n→∞ 2
1 1 1Now since c6 ||ξ0||2 ≤ A(Λ,M) < α, we have h
 hα and h hα|
 | ≤
 |
 | ≤
 every­
3 n 4 n 4 nG(ω +ω ) Gω2 2 2 
where, for all n ∈ N. From this and the symmetry of P, we have 
(Jα − λI)(ω5 ) = (Jα − λI)(ω2 ) + (Jα − λI)(ω3 ) + (Jα − λI)(ω4 )n n n n
ωn
2 Gωn 3 + ωn2 Gωn 4 + ωn4 Gωn 3 − ωn2 + ω2 n + ω4 nh
Gω3 n h
 h
+
 Gω4 n 3 nGω
Ω Ω 
≥ (Jα − λI)(ωn2 ) + (Jα − λI)(ωn3 ) + (Jα − λI)(ωn4 ) − (ωn 2 + ωn4 )
1 
hα
2Ω 
α − λI)(ω2 ) + (Jα − λI)(ω3 n n) + (J
1 
2
α − λI)(ω4 n).
= (J
1 
2
Combining this with (6.8), (6.9), (6.12) and (6.13), we have after passing to a subsequence 
that 
α − λI)(ω1 )+ lim (Jα − λI)(ω5 ) ≥ lim (Jα − λI)(ξ1)+ lim (Jα − λI)(ξ2 n n n nlim (J
n→∞ 1 2 ). (6.14)
n→∞ n→∞ n→∞ 
1 hα everywhere, for all n ∈ N.2Also, by the choice of α, we have h
|
 Hence in a similar
Gω5 n | ≤

fashion to the above, we have 
(Jα − λI)(ω1 + ω5 n n) ≥ (J
1 
2
α − λI)(ωn1 ) + (Jα − λI)(ωn5 ) + ωn1 Gωn5 . (6.15)

Ω 
Combining this with (6.6) and (6.14) gives 
lim (Jα − λI)(ωn 1 + ωn5 ) ≥ Jα,λ,ξ0 + lim inf ωn1 Gωn 5 ≥ Jα,λ,ξ0 . (6.16) n→∞ n→∞ Ω 
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So (ω1 + ω5 )n∈N is a maximising sequence for Jα − λI relative to R+(ξ0), and its elements n n
all have supports contained in Ω
ω1 n 
After passing to a further subsequence, we can
−M,M+12k. 
ω5 nassume that (
 )n∈N and ( )n∈N converge, respectively to v1 ≤ w1 and v5 ≤ w5, 
say. We now prove that v1 = w1 and v5 = w5. After passing to another subsequence, 
ωn 
1 + ωn 
5 → ξ ∈ R(ξ0)w, say, weakly in L2(ΩM,M+12k). Also, P is compact as an operator on 
L2(ΩM,M+12k), because of the compact embedding H
1 � L2 on bounded sets. Therefore → 
(Jα − λI)(ξ) = lim (Jα − λI)(ω1 + ω5 ) = Jα,λ,ξ0 .n nn→∞ 
ξ
So ξ ∈ Σα,λ,ξ0 ⊂ R(ξ0), and in particular, 2 = ||ξ0||2. Thus we have: 
ξ
 ω1 + ω5 n n||ξ0||2 =
 2 ≤ lim inf = v1 + v5 ≤ w1 + w5 ≤ ||ξ0||2 .2n→∞ 
This proves our claim, and so (
 ω1 n ω
5 
n)n∈N, ( )n∈N converge, respectively to w1 > 0, 
w5 > 0. Now put w = min{w1, w5}, and for n ∈ N, write 
χn = min{µ2(suppωn1 ), µ2(suppωn5 )}, 
χ = lim infn→∞ χn. 
Suppose that χ = 0. Then there exists a subsequence (χnk )k∈N such that χnk 0, as→ 
n →∞. Then there exists a K ∈ N such that for k > K, we have 
1 2 2 
ω1 nk ω
5 
nk 
0 < min{w1, w5} ≤ min 
2 
,

2 2 �� suppω1 suppω5 
= min 
nk 
((ωn
1 
k 
)Δ)2 , 
nk 
((ωn
2 
k 
)Δ)2 
0 0 �� suppω1 suppω5 
≤ min 
nk 
(ξ0
Δ)2 , 
nk 
(ξ0
Δ)2 , because ωn
1 
k 
, ωn
5 
k 
∈ R+(ξ0) 
0 0 � χnk ≤ 
0 
(ξ0
Δ)2 
→ 0 as k →∞. 
The last step follows by the dominated convergence theorem, because ξΔ ∈ L2([0, πa2]).0 
This contradiction shows that in fact χ > 0, and there exists an N1 ∈ N such that for all 
n ≥ N1, we have χn > 3 χ. Put m = ξ0Δ(πa2 − 1 χ), and then for all n ≥ N1, the estimates 4 4 
ω1 ≥ m and ω5 ≥ m each hold on an area of at least 1 χ. Now choose ε > 0 small enough n n 2 
that the set 
Ωε = {x ∈ Ω−M,M+12k|dist(x, ∂Ω)} 
has area at most 1 χ. So for such n, the estimates ωn 
1 ≥ m and ω2 ≥ m hold on an area of 4 n 
at least 1 χ in Ω−M,M+12k \ Ωε . Also, G is continuous and non-zero on 4 
(ΩM+k,M+3k \ Ωε) × ((Ω−M,M ∪ ΩM+4k,M+12k) \ Ωε), 
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so achieves a minimum υ > 0 there. Therefore, for n ≥ N1 we have 
ωn
1 Gωn 5 ≥ 
1 
υχ2 m 2 . 
16Ω 
Finally, by (6.6) and (6.14), there exists an N ≥ N1, such that 
(J 1 α − λI)(ω1 N ) ≥ Jα,λ,ξ0 
1 
υχ2 m 2 . 
2 
N ) + (Jα − λI)(ω5 − 32 
Therefore we also have 
(Jα − λI)(ω1 α − λI)(ω1 N ) + ω1 N , by (6.15)N + ω5 N ) + (Jα − λI)(ω5 N ) ≥ (J 1 N Gω5 
2 Ω 
≥ Jα,λ,ξ0 +
1 
υχ2 m 2 . 
32

But ωN 
1 + ω5 ∈ R+(ξ0), contradicting the deﬁnition of Jα,λ,ξ0 .
N 
6.9 Proofs of the theorems 
Theorem 6.32. Let p ∈ (2, ∞) and a > 0. Let ξ0 ∈ Lp(Ω) be non-negative with µ2(suppξ0) ≤ 
πa2 . Then for each α ≥ c6 ||ξ0||2, there exists a Λ2 > 0 such that for all λ ∈ [0, Λ2), we 
have Σα,λ,ξ0 ⊂ R(ξ0). (The constant c6 is as in lemma 6.19.) 
Proof. The statement is vacuous if ξ0 = 0, so suppose otherwise. Now ﬁx α ≥ c6 ||ξ0||2, and 
suppose for a contradiction that no such Λ2 > 0 exists. Then for each n ∈ N, there exists a 
λn ∈ (0, 1 ) and a ξn ∈ Σα,λn,ξ0 /with ξn ∈ R(ξ0). By [25, theorem 4.1] we have ξn ∈ RC(ξ0),n 
so in particular ξn ∈ R+(ξ0), for each n ∈ N. Lemma 6.26 then gives us 
1 
Jα,λ,ξ0 ≥ Jα,0,ξ0 − nc8 ||ξ0||1 . 
So (ξn)n∈N is a maximising sequence for Jα relative to R+(ξ0). Applying lemma 6.27, there 
exists a d0 ∈ (0, 1 b(Γ)) such that (ξn)n∈N does not have the d0-vanishing property. So after 3 
passing to a subsequence, there exist k,R > 0 and a sequence (yn)n∈N ⊂ Ω such that for all 
n ∈ N, we have 
ξn(w)dw ≥ k. (6.17) 
B(yn,R)\{d0<w2<π−d0} 
Now we divide into two cases. Suppose ﬁrst that (yn = (yn1, yn2))n∈N is unbounded. Then 
after passing to a subsequence, we may assume without loss of generality that for each 
n ∈ N, we have yn1 > n + 3 a2 + R. Next, put An = [yn − 3 a2, yn + 3 a2] × [π 5π ]. Then for 2 2 2 6 , 6 
each n ∈ N and x ∈ An, we have 
G(ξn)(x) = G(x,w)ξn(w)dw �Ω 
≥ G0(x,w)ξn(w)dw 
B(yn,r)�∩{d0<w2<π−d0} � 
≥ 
4
1 
π 
log 1 + 
1
4
sech2(
3
4 
a 2 + R)(1 − e−2)2 1
2 
sin d0 k. 
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Also, for each n > r1 + 
3 a2 and x ∈ An, lemmas 6.6 and 6.19 gives 2 
c2 |hGξn (x)| = |circGξn|h1(x) ≤ c6 ||ξ0||2 n2 . 
Lastly, for each n ∈ N and x ∈ An, we have: 
1 
λn|(ι − hι)| ≤ 
n 
(π + |circι| ||h1||sup). 
Therefore there exists an N ∈ N such that P(ξN ) − λN (ι − hι) > 0 on the set AN , which has 
area 2πa2 . Also, µ2(suppξN ) ≤ πa2, because ξN ∈ R+(ξ0). So we can choose an ηN ≥ 0, 
supported in AN \ suppξN , such that ξN = ηN + ξN ∈ R(ξ0). But then: 
Jα,λN ,ξ0 ≥ (Jα−λN I)(ξN ) = (Jα−λN I)(ξN )+Jα(ηN )+ (PξN −λN (ι−hι))ηN > Jα,λN ,ξ0 +0. 
Ω 
This gives the required contradiction in the case that (yn)n∈N is unbounded. Now suppose 
that (yn)n∈N is bounded, by M > 0 say. We may now simplify (6.17) to give the following 
for all n ∈ N: 
ξn(w)dw ≥ k. 
w∈[−M−R,M +R]×[d0,π−d0] 
Now for δ > 0, let us deﬁne Γδ = {x ∈ Ω|dist(x, ∂Γ) < δ}. Note that by the dominated 
convergence theorem, we may choose ε ∈ (0, 1 b(Γ)) small enough that 3 
µ2(Γε) 
ξ0
Δ ≤ 1
2 
k. 
0 
Now let us put 
A1 = ([−M − R,M + R] × [d0, π − d0]) \ Γε. 
Then for all n ∈ N, we have 
ξn ≥ k − ξn 
A1 Γε 
µ2(Γε) Δ 
= k − ξn 
0 
µ2(Γε) 
≥ k − ξΔ ≥ 1
2 
k. 0 
0 
Next, recall that by lemma 6.19, we have |hGξ| ≤ c6 ||ξ0||2 h1 ≤ hα. Put 
q = max{r2,M + R + 1},

A0 = [q, q + 2πa
2(π − 2d0)−1] × [d0, π − d0],

so that µ2(A0) = 2πa
2 . Note that by lemma 6.7, the deﬁnition of r2 ensures that ι − hι ≤ 23 
on A0. Note also that G is continuous and non-zero on A0 ×A1, and so achieves a minimum 
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there, say κ. Now, for each n ∈ N, we may choose an ηn ≥ 0, supported in A0, such that 
ξn = ηn + ξn ∈ R(ξ0). But then, for N ∈ N with N > 3π , we have κk 
Jα,λN ,ξ0 ≥ (Jα − λN I)(ξn) + J0(ηN ) + (GξN − hGξN + hα − λN (ι − hι))ηN 
Ω 
1 1 3 ≥ (Jα − λN I)(ξN ) + 0 + ( κk − x2)ηN
2 N 2A0

> Jα,λN ,ξ0 + 0.

This gives the required contradiction in the case that (yn)n∈N is bounded, and completes 
the proof. 
Theorem 6.33. Let p ∈ (2, ∞), let Λ > 0 and let M > 0. Let ξ0 ∈ Lp(Ω) be non-negative 
with µ2(suppξ0) < ∞, and ||ξ0||1 ≤ M and ||ξ0||2 ≤ M . Then for all λ ∈ (0, Λ) and 
α > 2A(Λ,M) satisfying Σα,λ,ξ0 ⊂ R(ξ0), we have 
(i) every maximising sequence for Jα − λI that is contained in R+(ξ0) has a subsequence 
that converges in L2(Ω) to an element of Σα,λ,ξ0 ; 
(ii) every maximising sequence (ξn)n∈N for Jα − λI that is contained in R+(ξ0) satisﬁes 
distL2(Ω)(ξn, Σα,λ,ξ0 ) → 0 as n →∞; 
(iii) Σα,λ,ξ0 =� ∅. 
Proof. (i) Fix λ ∈ (0, Λ), ﬁx α > 2A(Λ,M) and ﬁx a maximising sequence (ξn)n∈N for 
Jα − λI that is contained in R+(ξ0). By lemmas 1.9, 6.27 and 6.31, we know that after 
passing to a subsequence, (ξn)n∈N has the compactness property: there exists a sequence 
(yn) ∈ R such that for all ε > 0, there exists an R > 0 such that for all n ∈ N, we have 
2 
ξn�Ω\Ωyn−R,yn+R < ε. 2 
1Next, we prove that (yn)n∈N is bounded. Firstly, put b = µ2(suppξ0) and p∗ (p +2),
=
 2 
and put r3 = r3(α, λ,M) and z = z(b,M, p
∗); recall that the last two constants were 
introduced in lemma 6.30. Next, since Σα,λ,ξ0 ⊂ R(ξ0), we have 0 ∈/ Σα,λ,ξ0 , so Jα,λ,ξ0 > 0. 
So ||ξn||1 � 0 as n → ∞. By this, the compactness of (ξn)n∈N and the interpolation 
inequality, there exists an R ≥ z such that 
lim
 ξn�Ωyn−2R,yn+2R 
π 
for all n ∈ N.
2z
> 0;
1n→∞ 
ξn�Ω\Ωyn−R,yn+R ≤
p∗ 
Then for n ∈ N and for all x /∈ Ωyn−2r,yn+2r ∪ Ωr3 , lemma 6.30 gives 
Gξn(x) − hGξn (x) + hα(x) − λ(ι − hι)(x) ≤ 0. 
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Now suppose for a contradiction that (yn)n∈N is unbounded. Then without loss of 
generality we may assume, after passing to a subsequence, that yn ≥ n +2R + r3. Next, for 
each n ∈ N, put ηn = ξn�Ωyn−2r,yn+2r and ζn = ξn�Ωz0 . Then lemma 6.24 gives 
(Jα − λI)(ηn + ζn) ≥ (Jα − λI)(ξn) for all n ∈ N. 
Now just as in the proof of lemma 6.31, after passing to a subsequence we have 
lim (Jα − λI)(ηn) + lim (Jα − λI)(ζn) = lim (Jα − λI)(ηn + ζn) = Jα,λ,ξ0 . n→∞ n→∞ n→∞ 
Also, by lemma 6.23, after passing to a subsequence we have 
lim (J 1 α − λI)(ηn) = lim (ES − λIS )(ηn) = lim (Jα − λI)(ηn). n→∞ 2 n→∞ n→∞ 
Finally, let σn(x1, x2) = ηn(x1 − z0 + yn − 2r, x2) for each n ∈ N. After passing to a 
subsequence, and recalling that ||ηn||1 � 0 as n →∞, lemma 6.28 gives 
lim (J 1 α − λI)(σn) > lim (J 1 α − λI)(ηn). n→∞ 2 n→∞ 2 
Set ωn = ζn + σn ∈ R+(ξ0). Then just as in the proof of lemma 6.31, and by the choice of 
α, we have the following contradiction: 
lim (Jα − λI)(ωn) > Jα,λ,ξ0 . n→∞ 
Therefore (yn)n∈N is bounded. 
Without loss of generality, we may replace all the yn by 0. Now writing ξn
R = ξn�ΩR for 
each n ∈ N and R > 0 gives 
ξn − ξnR 2 → 0 uniformly over n, as R →∞. (6.18) 
By boundedness of P, we then have 
|J0(ξn) − J0(ξR)| → 0 uniformly over n, as R →∞. (6.19)n 
Next, after passing to a subsequence, (ξn)n∈N converges weakly in L2(Ω), to ξ say. Write 
ξ 
R 
= ξ�ΩR for each R > 0. By compactness of P as an operator on L2(ΩR), we have for all 
R > 0 that 
J0(ξ
R) → J0(ξ R ) as n →∞. (6.20)n 
We now show that J0(ξn) J0(ξ) as n →∞. To do this, ﬁx ε > 0. By the dominated → 
convergence theorem, there exists an R1 > 0 such that 
R 1 
R ≥ R1 ⇒ |J0(ξ ) − J0(ξ)| < 
3 
ε. 
By (6.19), there exists an R2 > 0 such that 
R ≥ R2 ⇒ for all n ∈ N, |J0(ξn) − J0(ξnR)| < 
1 
ε. 
3 
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Lastly, choose R0 = max{R1, R2}. By equation (6.20), there exists an N ∈ N such that 
R0 1 
n ≥ N ⇒ |J0(ξnR0 ) − J0(ξ )| < 3 ε. 
Then we have 
n ≥ N ⇒ |J0(ξn) − J0(ξ)| ≤ |J0(ξn) − J0(ξnR0 )| + |J0(ξnR0 ) − J0(ξ R0 )| + |J0(ξ R0 ) − J0(ξ)|
1 1 1 
< ε + ε + ε = ε. 
3 3 3 
So J0(ξn) J0(ξ) as n →∞.→ 
Let us now write F = Jα − J0 + λI, and show that F (ξn) F (ξ) as n → ∞. To do → 
this, ﬁx ε > 0. By the dominated convergence theorem, there exists an R1 > 0 such that 
R 1 
R ≥ R1 ⇒ |F (ξ ) − F (ξ)| < 
3 
ε. 
By equation (6.18), there exists an R2 > 0 such that 
R ≥ R2 ⇒ for all n ∈ N we have |I(ξn) − I(ξnR)| < 
1
3 
ε. 
Lastly, choose R0 = max{R1, R2}. Since (ξn)n∈N converges weakly in L2(Ω) to ξ, there 
exists an N ∈ N such that n ≥ N ⇒ |F (ξnR0 ) − F (ξ R0 )| < 1 ε. Then we have 3 
n ≥ N ⇒ |F (ξn) − F (ξ)| ≤ |F (ξn) − F (ξnR0 )| + |F (ξnR0 ) − F (ξ R0 )| + |F (ξ R0 ) − F (ξ)|
1 1 1 
< ε + ε + ε = ε. 
3 3 3 
So F (ξn) F (ξ) as n →∞.→ 
Therefore (Jα − λI)(ξn) (Jα − λI)(ξ). But (ξn→ 
Jα − λI, so ξ ∈ Σα,λ,ξ0 ⊂ R(ξ0). In particular, ||ξn||2 → 
in L2(Ω). This proves (i). 
)n∈N 
ξ 
is a maximising sequence for

2 
as n →∞. Therefore, ξn → ξ 
(ii) Fix a maximising sequence (ξn)n∈N for Jα − λI that is contained in R+(ξ0). Suppose 
for a contradiction that distL2(Ω)(ξn, Σα,λ,ξ0 ) � 0 as n ∈ N. Then there exists a δ > 0 such 
that, after passing to a subsequence, we have distL2(Ω)(ξn, Σα,λ,ξ0 ) > δ for all n ∈ N. Then 
by part (i), we may pass to further a subsequence and have convergence to some ξ ∈ Σα,λ,ξ0 . 
So distL2(Ω)(ξn, Σα,λ,ξ0 ) → 0 as n ∈ N. This contradiction proves (ii). 
(iii) Finally, lemma 6.25 shows that there exists a maximising sequence for Jα − λI that is 
contained in R+(ξ0). By part (i), there exists a subsequence thereof whose L2(Ω) limit is 
contained in Σα,λ,ξ0 . Therefore Σα,λ,ξ0 = ∅. 
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Theorem 6.34. Let p ∈ (2, ∞), let Λ > 0 and let M > 0. Let ξ0 ∈ Lp(Ω) be non­
negative with µ2(suppξ0) < ∞, and ||ξ0||1 ≤ M and ||ξ0||2 ≤ M . Also let λ ∈ (0, Λ), 
and let α > 2A(Λ,M) satisfy ∅ =� Σα,λ,ξ0 ⊂ R(ξ0). Let us also assume that, for each 
ω ∈ L∞(R, Lp(Ω)) and ρ ∈ R, there exists an L∞(R, Lp(Ω)) solution ξ of the transport 
equation 
ξt + �.(ξu) = 0 on Ω 
(6.21) 
u = �⊥(Pω + hρ − λ(ι − hι)), 
and that any such solution is rearrangement-preserving. Then the set Σα,λ,ξ0 is orbitally 
stable, in the following sense: 
For all A > µ2(suppξ0) and ε > 0, there exists a δ > 0 such that, for all β ∈ R, and for 
all non-negative ω0 ∈ Lp(Ω) with µ2(suppω0) ≤ A, whenever ω is an (Eβ − λI)-conserving 
L∞(R, Lp(Ω)) solution of the vorticity equation 
ξt + �.(ξu) = 0 on Ω 
(6.22) 
u = �⊥(Pξ + hρ − λ(ι − hι)). 
with ω(0, ) = ω0 and ρ = β, we have ·
|α − β| + distL2(Ω)(ω0, Σα,λ,ξ0 ) < δ ⇒ distL2(Ω)(ω(t, ·), Σα,λ,ξ0 ) < ε, for all t ≥ 0. 
Proof. Suppose for a contradiction that for each n ∈ N, there exists a βn ∈ R, a non­
negative ωn ∈ Lp(Ω) with µ2(suppω) ≤ A, and a (Jβn − λI)-conserving solution ωn of the 0 
vorticity equation (6.22) with ωn(0, ·) = ω0 n and ρ = βn, such that 
|α − βn| + distL2(Ω)(ω0 n , Σα,λ,ξ0 ) → 0, as n →∞, (6.23) 
but 
sup distL2(Ω)(ω
n(t, ), Σα,λ,ξ0 ) � 0, as n →∞. (6.24)·
t≥0 
Now by (6.24), we may choose a κ > 0 and a sequence (tn)n∈N ⊂ R+ such that, after passing 
to a subsequence, we have 
distL2(Ω)(ω
n(tn, ), Σα,λ,ξ0 ) ≥ κ, for all n ∈ N. (6.25)·
Meanwhile, by (6.23), we may choose a sequence (ξ0 
n)n∈N ⊂ Σα,λ,ξ0 such that ||ω0 n − ξ0 n||2 → 
0, as n →∞. Then for all t ≥ 0 we have 
(Jα − λI)(ωn(t, )) = (Jβn − λI)(ωn(t, )) + (Jα − Jβn )(ωn(t, ))· · ·
= (Jβn − λI)(ωn(0, )) + (Jα − Jβn )(ωn(t, )), by conservation of Jβn − λI· ·
= (Jα − λI)(ξ0 n) + ((Jβn − λI)(ω0 n) − (Jα − λI)(ξ0 n)) + (Jα − Jβn )(ωn(t, )).·
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So we have: 
|(Jα−λI)(ωn(t, ·))−Jα,λ,ξ0 | ≤ |(Jβn −λI)(ω0 n)−(Jα−λI)(ξ0 n)|+|(Jα −Jβn )(ωn(t, ·))|. (6.26) 
Since by assumption each ωn is rearrangement-preserving, each ||ωn(t, ·)||2 is independent 
of t. Now we can apply lemma 6.22 to (6.26) to deduce that: 
(Jα − λI)(ωn(tn, ·)) → Jα,λ,ξ0 , as n →∞. (6.27) 
Next, for each n ∈ N, by assumption there exists a solution ξn of the transport equation 
ξn + �.(ξnun) = 0 on Ω t 
nu = �⊥(Pωn + hβn − λ(ι − hι)). 
with ξn(0, ) = ξ0 
n . By assumption, such solutions are rearrangement-preserving, so that by ·
linearity we have 
||ωn(tn, ·) − ξn(tn, ·)||2 = ||ω0 n − ξ0 n||2 . (6.28) 
Then by lemma 6.22 we have 
(Jα − λI)(ωn(tn, ·) − ξn(tn, ·)) → 0, as n →∞. (6.29) 
Combining (6.27) and (6.29), we deduce that (ξn(tn, ))n∈N is a maximising sequence for ·
Jα − λI relative to R(ξ0). By theorem 6.33, we have 
distL2(Ω)(ξ
n(tn, ·), Σα,λ,ξ0 ) → 0, as n →∞. 
In view of (6.28), we get the following contradiction to (6.25): 
distL2(Ω)(ω
n(tn, ·), Σα,λ,ξ0 ) ≤ distL2(Ω)(ξn(tn, ·), Σα,λ,ξ0 ) + ||ω0 n − ξ0 n||2 → 0, as n →∞. 
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Chapter 7 
Further work 
With regards to our results concerning ﬂuid ﬂow in a bounded domain, it would be satisfy­
ing to ﬁnd a ﬁx for the ﬂaw in Burton’s [11, lemma 12]. This result concerns the behaviour 
of solutions of a transport equation, and in particular whether such solutions move as rear­
rangements. The lemma was originally stated for solutions in Lp(R, Lp(Ω)) for p > 43 , but 
we discovered a ﬂaw in the proof in the case p ∈ (43 , 2). (This was due to a mis-application 
of Bouchut’s [8, theorem 3.2(i)]. We have found that for such p, a certain condition on the 
uniqueness of such solutions does give the desired properties; this is shown in lemma 2.16. 
However it would be nice not to have to rely upon this. 
It would also be satisfying to be able to prove conjecture 2.18, concerning the conserva­
tion of kinetic energy of solutions of the vorticity equation. It may be that we would need 
to restrict ourselves to high enough values of p in order to get continuity of the velocity. 
We explore this in more detail in the discussion that follows the statement of the conjecture. 
More generally, it would be interesting to investigate the case of vorticity in Lp(Ω) for 
p ∈ [1, 4 ]. However we believe that the techniques used in our proofs either would be use­3 
less or would need major reconstruction; this is due to the embedding W 1,p(Ω) � Lq(Ω)→ 
not being compact for p ≤ 4 (where q is the conjugate exponent of p). We used this and 3 
other embedding results extensively in our investigation of the properties of solutions of the 
vorticity equation. 
Stability results have of course been developed by various authors even for p = 1, but 
in less general situations than ours. For example, Wan and Pulvirenti [48] studied vortex 
patches (where the vorticity has the form λ�A for some strength λ ∈ R and some mea­
surable area A ⊂ Ω), and proved the stability in L1 of circular patches among all possible 
patches. They did this by means of an estimate relating the L1-distance between patches 
to their diﬀerence in either energy or angular momentum. (They proved this estimate for 
patches that are close in L1, although more recently Sideris and Vega [44] generalised this 
to all patches with the same strength.) 
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Background work on solutions of the two-dimensional vorticity equation has even been 
done by various authors in the case of vortex sheets. For example, Vecchi and Wu [47] 
proved the existence of weak solutions of the two-dimensional incompressible Euler equa­
tions, with the intial vorticity being the sum of a compactly-supported L1(R2) ∩ H−1(R2) 
function and a compactly-supported positive Radon measure in H−1(R2). They did this 
by constructing an approximating sequence of smooth solutions that converged strongly at 
time t = 0. In a similar vein, Diperna and Majda [23] constructed approximate solution 
sequences in various ways, and study the related concentration-cancellation phenomena. 
Lastly, Schochet [43] showed that a weak limit of approximate solutions will be a solution 
if the approximate vorticities concentrate only along a curve that is Ho¨lder continuous with 
1exponent 2 . 
Despite these results on existence of solutions, we made very little headway in our at­
tempt to investigate these solutions’ behaviour, let alone the stability of steady solutions, 
and a major departure from the general theme of our existing methods would have been 
necessary. 
With regards to our results in unbounded domains, recall that we were not able to 
establish existence, conservation and rearrangement properties of solutions of the vorticity 
equation. The compact embeddings and related results used in chapter 2 would not have 
been applicable here, and no results have been found in the literature that were especially 
suitable to our settings. Actaully, we believe that the scale of the tasks involved in making a 
thorough investigation into this would be formidable. In the inﬁnite pipe setting of chapter 
5, for example, even for steady vortex rings, Burton [18] did not establish any smoothness 
of the functional dependence of the vorticity and the stream function, and so was not able 
to assert that the evolved ﬂow satisﬁed the Euler equations. 
A more tractable area of further research would be an investigation into prescribed-
impulse problems. A theme of chapters 3 to 6 is the consideration of two functionals ­
energy, E, and impulse, I. Benjamin [7] proposed two approaches - maximising E − λI over 
R(ξ0), for a ﬁxed function ξ0 and a prescribed parameter λ (which corresponds with the 
background velocity of the ﬂow), or maximising E over R(ξ0) ∩ I−1(I0), for a ﬁxed ξ0 and a 
prescribed impulse I0. In our research we focussed upon the former approach, but the later is 
equally serviceable. Perhaps a good place to start would be Burton’s investigation of vortex 
rings of prescribed impulse [17] in R3 . Working in the upper half-plane Π equipped with the 
measure ν, he ﬁxed a non-trivial non-negative function ξ0 ∈ Lp(Π, ν) with compact support, 
for some p > 52 , and prescribed an impulse I0 > 0. He then showed in [17, theorem 1] that 
E attains its surpremum relative to R(ξ0)w ∩ I−1(I0), that every maximiser is member of 
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RC(ξ0) with compact support, and that

sup R(ξ0)w ∩ I−1(I0) = sup R(ξ0) ∩ I−1(I0).

He also conjectured that for I0 greater than a certain critical value, every maximiser lies 
in RC(ξ0), whereas for I0 less than this value, every maximiser lies in RC(ξ0) \ R(ξ0). An 
interesting application of his results to Hill’s spherical vortex is also given, and in addition 
he proves [17, corollary 3] his conjecture about a critical impulse value in the case of a 
vortex patch. Some of Burton’s technical lemmas in his paper could be used with the aim 
of developing a stability result, and we expect that a condition that the prescribed impulse 
be large enough would need to be stipulated. In the two-dimensional setting, results from 
Burton’s investigation of properties of Lamb’s circular vortex pair [12] might prove useful. 
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