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Uncalibrated  building  energy  models,  as  well  as models  calibrated  only  on  a  single  performance  indica-
tor  such  as energy  consumption  or indoor  temperature,  can  be  signiﬁcantly  unreliable  regarding  model
parameters  and  other  performance  indicators.  The  risk  of obtaining  a calibrated  model  whose  parameters
are  far from  the actual  values  is  particularly  high  in historic  buildings  because  of  the  increased  uncertainty
about  the  building  construction.  In  this  paper,  we  propose  a  calibration  methodology  aimed  at reducing
this  risk  and  apply  it on  a  medieval  building.  The  building  was  modeled  in  EnergyPlus  based  on  an  energy
audit.  A  sensitivity  analysis  was  performed  to identify  signiﬁcant  parameters  affecting  the  errors  between
simulated  and  monitored  indoor  air temperatures.  The  model  was  calibrated  on the  hourly  indoor  air
temperatures  in  summer  by  minimizing  the  root  mean  square  error  averaged  over the  building  using aonitoring
alibration
ensitivity analysis
article swarm optimization
nergyPlus
particle  swarm  optimization  algorithm.  A  second  calibration  was  performed  by varying  the  parameters
of a representative  room.  By  comparing  the  results  from  these  two calibrations,  we  obtained  indica-
tions  about  the  accuracy  of  the  model  parameters.  Finally,  the  model  was  validated  on hourly  indoor
air  and  surface  temperatures  in  winter  where  temperature  root  mean  square  errors  ranged  from  0.4  to
0.8  K.
©  2015  The  Authors.  Published  by  Elsevier  B.V. This  is  an  open  access  article  under  the  CC  BY-NC-ND. Introduction
.1. The context
Historic buildings represent the cultural identity of our
ountries, characterizing many cities and giving continuity with
he past. Energy retroﬁtting is an effective strategy to preserve this
eritage, reducing operation costs and improving comfort. Because
ach historic building is unique, designers have to develop spe-
iﬁc retroﬁt solutions compatible with conservation, taking into
ccount renovation costs. Energy simulation models can help in
omparing alternative retroﬁt interventions, but they might lead
o wrong conclusions if not carefully calibrated. The challenge is
o build a model that not only ﬁts monitoring data but also repre-
ents the real building, allowing evaluation of alternative retroﬁts
n a reliable fashion. This is particularly important when deal-
ng with historic buildings, as choosing an inappropriate retroﬁt
ction could cause degradation of valuable parts of the build-
ng or represent a signiﬁcant waste of money. The aim of this
∗ Corresponding author. Tel.: +39 0471055644; fax: +39 0471055699.
E-mail address: francesca.roberti@eurac.edu (F. Roberti).
ttp://dx.doi.org/10.1016/j.enbuild.2015.09.010
378-7788/© 2015 The Authors. Published by Elsevier B.V. This is an open access article u
http://creativecommons.org/licenses/by-nc-nd/4.0/).license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
work is to present a methodology that tackles this challenge by
performing semi-automatic calibration as the ﬁrst step in the
design of a historic building retroﬁt. We  applied this methodol-
ogy on a vacant medieval building in northern Italy, calibrating the
model with respect to monitored indoor air temperatures. Main
issues related to model complexity and uncertainty about the input
data were considered and addressed. First, we performed a sensitiv-
ity analysis on an initial model, deciding on parameters, parameter
ranges, and design of experiment. Second, we calibrated the model,
choosing model outputs to be compared with measured data and
goodness-of-ﬁt indicators. Third, we  selected the model with the
best goodness-of-ﬁt. Finally, we  validated the model analyzing the
errors using a different period of the year from the calibration. Fur-
thermore, we calculated the errors of the surface temperatures,
a monitored parameter not involved in the calibration. Particular
attention was paid to the envelope properties. They may  be related
speciﬁcally to the uncertainty in building geometry, wall composi-
tion (for example, stone, wood, and mortar) and thickness, and glass
properties of the windows. In historic buildings, envelope proper-
ties often vary considerably from place to place. Components can be
damaged, partially destroyed or dirty. Therefore, historic building
energy models have usually either important limitations or high
complexity, requiring numerous measurements for calibration.
nder the CC BY-NC-ND license
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.2. Review of previous work
In recent years, many authors have demonstrated the impor-
ance of calibrating building simulation models, in particular to
redict the effects of energy conservation measures. Calibration
echniques include iterative revisions of an initial model, driven
y identiﬁed discrepancies, which are corrected based on evi-
ence and expert’s knowledge [1]. Calibration methodologies have
een formalized in the following ﬁve steps: (a) preparing a pre-
iminary simulation input ﬁle; (b) identifying the most inﬂuential
odel parameters; (c) coarse search using Monte Carlo simula-
ion; (d) guided search; and (e) using a small number of plausible
alibrated models to determine the prediction uncertainty [2].
ayesian approaches have been suggested to quantify uncertain-
ies associated with model parameters and retroﬁt interventions
3]. Raftery et al. [1] calibrated a detailed EnergyPlus model of a new
fﬁce building consisting of over 100 thermal zones. The authors
radually reduced the coefﬁcient of variation of the root mean
quare error between predicted and actual energy consumption
ased on a source hierarchy of information ordered by decreasing
resumed accuracy. Sources higher in the hierarchy have a prior-
ty over sources lower down, with logged measurements at the top
nd standards and guidelines at the bottom. Following this method-
logy, uncertainties are not investigated. In contrast, Heo et al.
3] quantiﬁed the uncertainty in the retroﬁt decision-making pro-
ess by applying Bayesian calibration to an ofﬁce building model.
ayesian calibration requires assigning prior Probability Density
unctions (PDFs) to model parameters and computing posterior
DFs from results. The computational effort required to quantify
ncertainty is balanced by using quasi-steady-state models instead
f transient models, especially when the objective is to evalu-
te macro-level retroﬁt measures based on monetary savings. All
apers underline the risk of working with a calibrated model whose
arameters or outputs do not correspond to reality. Recommenda-
ions to reduce this risk are: (a) using hourly measured data as the
arget function for the calibration; (b) tightening the acceptance
riteria; (c) reducing the amplitude of the parameter space through
isual inspection and walk-through audits; (d) calibrating against
ore than one outcome variable; (e) combining more acceptance
riteria to a single goodness-of-ﬁt indicator; and (f) using a small
umber of calibrated models rather than one single model to obtain
obust predictions of the energy and demand reductions.
Only a few papers focus on historic building calibration. Pernetti
t al. [4] calibrated the model of a 19th century manufacturing facil-
ty in Italy with respect to indoor air and surface temperatures using
 fully factorial combination of the weather data, air change rate
nd envelope properties. For each factor, two to four levels were
elected according to measurements and standards, for a total of
4 simulations. After the ﬁrst calibration, a sensitivity analysis was
erformed to identify parameters for further model improvement.
esults demonstrated the indoor temperature mitigation effect by
he thermal mass and the importance of reliable weather data. Car-
inale et al. [5] performed an energy and comfort assessment of
wo vernacular building districts at world heritage sites in southern
taly through in-situ and lab measurement and dynamic simulation.
he model parameters were set according to measurements. No
xplicit calibration was used. As a means of validation, measured
nd simulated indoor air temperatures were compared. Ascione
t al. [6] manually calibrated an EnergyPlus model of a historic
uilding in southern Italy to monthly energy bills.
As opposed to manual calibration, we found only a couple of
tudies concerned with semi-automatic calibration of historic
or old) buildings. Caucheteux et al. [7] calibrated a transient
nergy model of a 16th century manor house in western France
onsidering the daily gas consumption monitored during two
eeks in December. The authors performed a sensitivity analysisings 108 (2015) 236–243 237
to identify seven inﬂuential model parameters and applied a
solver to determine the values for the identiﬁed parameters that
minimize the coefﬁcient of variation of the root mean square
error. O’Neill and Eisenhower [8] performed a sensitivity analysis
on a transient energy model of an ofﬁce building dating back to
1901 and reﬁned the inﬂuential model parameters by applying an
optimization algorithm to an approximation model.
2. Method
The focus of our work consisted in the calibration of a XIII
century building model in EnergyPlus 7.2, performing two opti-
mizations with the Particle Swarm Optimization algorithm (PSO)
[9] on data monitored in summer. In the ﬁrst calibration, building
properties were varied uniformly for all zones. In the second cali-
bration, we kept the parameters from the ﬁrst calibration except for
a single reference room. The differences between the two optimiza-
tions gave indications about the trustworthiness of the optimized
parameters. As further control, we  validated the model on the
air temperature in winter and on the monitored temperatures of
three internal surfaces of the exterior wall. Summarizing the whole
methodology, we performed six steps: (1) energy diagnosis of the
building; (2) creation of an initial model (IM) using the measure-
ment results from the energy diagnosis as inputs; (3) deﬁnition
of the most inﬂuencing parameters along with uncertainty ranges
through a sensitivity analysis based on the elementary effects
method; (4) model calibration using as target averaged indoor air
temperatures monitored in summer weighted on the rooms’ vol-
umes; (5) model validation comparing simulated and monitored
indoor air temperatures in winter; (6) model validation compar-
ing simulated and monitored inside surface temperatures of the
exterior wall in summer.
This general calibration methodology helps deﬁne envelope
parameters of a historic building simulation model. Steps 1 and
2 are crucial as starting point for a fairly accurate initial model.
Step 3 is useful to understand the most inﬂuencing parameters
on the calibration and is foundational to the calibration, Step 4.
Steps 5 and 6 are validation steps that complete the calibration
process. Step 5 is necessary to check the model parameters during
a period not included in the calibration, during which the model
could behave differently than the actual building because of differ-
ent climate conditions. Step 6 gives indications about the accuracy
of the external wall material properties, which have a high impact
on the calibration errors (see the results from the sensitivity anal-
ysis).
3. Case study
The Waaghaus (weigh house) is located in the historic center of
Bolzano in northern Italy (Fig. 1). Constructed in the 13th century in
Romanesque style, it was  rebuilt in the 17th and 18th century. Until
1780 it was  the ofﬁcial seat of the city scales. The building has three
ﬂoors, an attic and a basement, for a total volume of 2000 m3. Except
for the roof, the envelope is made of stone. The lightweight roof
is composed by timber beams and badly damaged mineral wool
insulation. All original windows were replaced by coupled windows
during the 1950s/60s. The building has been vacant since the 1990s.
After a thorough structural and energy renovation, it is going to be
transformed into a museum of photography.
3.1. Energy audit3.1.1. Thermal conductance
We  measured the thermal conductance of the external walls
at a representative spot on the north side of the building with a
238 F. Roberti et al. / Energy and Buil
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aig. 1. The main fac¸ ade of the “Waaghaus” located in the historic center of
olzano©Florian Berger/EURAC.
eat ﬂow meter, using the average method as per ISO 9869:1994
10]. Unfortunately, we could not measure it at more spots because
f time and sun exposure constraints. We  took two measure-
ents, the ﬁrst for 4 days obtaining a thermal conductance of
.355 W/m2 K and the second for 5 days, obtaining 1.375 W/m2 K.
he storage effect of the walls contributed less than the maximum
olerance of 5% allowed by the standard.
.1.2. Air inﬁltration
We  measured the inﬁltration rates with a blower door test.
e did not succeed in maintaining a pressure difference of 50 Pa
cross the whole building envelope as suggested by the UNI EN
3289:2013 [11] due to insufﬁcient air tightness, therefore we
epeated the test at room level where we could reach this pressure
ifference. Tracer gas tests showed that the air ﬂow was  predomi-
antly near the windows.
.1.3. Indoor temperatures
In 2012 we installed a monitoring system including internal
ir and surface temperature sensors for each ﬂoor and for three
ac¸ ades. Data were available from 8th to 25th January 2012 and
rom 1st May  to 26th October 2012. The maximum measurement
rror of the sensors as per datasheet was 0.2 ◦C for the range of
ncountered temperatures.
.1.4. Weather data
Outdoor temperature and humidity were measured on the north
ide of the rooftop. Solar radiation was taken from satellite data
19]. For wind speed, we used a constant average value of 1 m/s  dur-
ng summer and of 0.2 m/s  during winter because on-site measured
ata was not available. These are the average values in the summer
nd winter period as calculated from the Typical Meteorological
ear for Bolzano.
.2. Initial model (IM)
We  modeled the Waaghaus in EnergyPlus v7.2, dividing the
uilding into 29 homogeneous thermal zones. We  chose Energy-
lus because it is an open source dynamic simulation software
hat was validated according to ANSI/ASHRAE Standard 140-2011
12] and compared with TRNSYS [13]. Most zones contained one
r more air and surface temperature sensors. A measured aver-
ge of 1.37 W/(m2 K) was used as thermal conductance of the
xternal walls. To balance beneﬁt and cost, we made simplifying
ssumptions regarding geometry and thermal properties of thedings 108 (2015) 236–243
envelope. Although exterior walls, partition walls and roof insu-
lation had variable thicknesses along the perimeter and across the
height of the building, were damaged in places, and consisted of
materials with uncertain properties, we  used the average thickness
and the thermal properties of the predominant material for each of
these components. The windows and window frames were very
dirty, cracked or damaged in places. The window pane properties
were unknown. We  modeled the windows as dirty but intact and
estimated the window pane parameters from windows with sim-
ilar properties taken from technical literature. Because, as shown
by the tracer gas test, the inﬁltration appeared to be concentrated
near the windows, we averaged the air ﬂow from the blower door
tests according to the number of windows in the room, obtaining
0.029 m3/s for a single window. This value was  then assigned to
each window in the rest of the building. We  used the air inﬁltra-
tion model proposed by Coblenz and Achenbach [14] implemented
in EnergyPlus:
I = DI × (CTC + TTC × |TZ − TODB|)
The variables in the formula denote: Design Inﬁltration (DI),
Constant Term Coefﬁcient (CTC), Temperature Term Coefﬁcient
(TTC), Zone air Temperature (TZ), and Outdoor Dry Bulb air Tem-
perature (TODB). This equation holds for unoccupied houses whose
outside openings are closed, as in the case of the Waaghaus.  It is
a simple model compared to models based on Effective Leakage
Area (ELA) or Computational Fluid Dynamics (CFD). Nevertheless,
we decided to use this simple model because it gave much bet-
ter results in our experiments than the ELA model. Moreover,
measurements of air tightness and ﬂow rate were not sufﬁciently
accurate to create a reasonable CFD model because of the difﬁ-
culties in reaching a pressure difference of 50 Pa. We  set the DI
at 4 Pa pressure difference based on the air tightness measure-
ments, assuming an independence of the temperature difference,
corresponding to a CTC and TTC of one and zero, respectively.
These parameters were then varied during the calibration. Wind
dependence was also neglected as we had no reliable wind
speed data. The time step during the simulation was 10 min.
Table 1 summarizes the difﬁculties faced during modeling and
the parameters used for the initial model (IM) along with their
sources.
3.3. Sensitivity analysis
The elementary effects method [15] was  applied to the IM in
order to identify the inﬂuence of the model parameters on the
errors between simulated and monitored indoor air temperatures
in summer 2012. Since the method requires representing these
errors by a single value, we ﬁrst calculated the absolute values of the
errors for each thermal zone and then computed the spatial average
weighted by the zone volumes. Afterwards, we calculated the mean
absolute error (MAE) and the root mean square error (RMSE) of the
resulting time series and used them as target functions. We  selected
44 model parameters for screening and deﬁned ranges according
to presumed uncertainty. Table 1 lists all screened model parame-
ters and their ranges. Ranges were taken from technical literature,
norms and datasheets.
For each screened parameter, the elementary effects method
computes the average inﬂuence of the parameter on the errors. An
elementary effect is a change of the target (the errors) caused by a
change in a single model parameter while keeping all other model
parameters ﬁxed. In general, the elementary effect of a parameter
on the errors depends on: (a) the range of values the parameter
can take; (b) the base value of the parameter; (c) the magnitude
and direction of change (increase or decrease) of the parameter;
and (d) the values of the other parameters. Therefore, in order
F. Roberti et al. / Energy and Buildings 108 (2015) 236–243 239
Table  1
Modeling difﬁculties, parameters used for the initial model and parameter ranges used for the sensitivity analysis.
Component Modeling
challenge
Parameter Source for initial
model value
Initial model
value
Range for
sensitivity analysis
Exterior
wall
Varying fabric
and thickness
Ext wall conductivity [W/(m K)] Measured at north fac¸ ade 0.89 0.75–1.1
Ext wall thickness [m]  Measured at north fac¸ ade 0.65 0.4–0.8
Ext wall density [kg/m3] Measured* 2450 1300–2500
Ext wall speciﬁc heat [J/(kg K)] Measured* 700 600–1000
Roof
insulation
Varying thickness,
heavily damaged
Roof mineral wool thickness [m]  Measured 0.03 0.02–0.04
Roof mineral wool conductivity [W/(m K)] Measured 0.3 0.03–1
Roof mineral wool density [kg/m3] UNI 10351:1994 30 12–100
Roof mineral wool speciﬁc heat [J/(kg K)] Datasheets 800 700–1000
Partition
wall
Varying fabric and
thickness
Partition wall conductivity [W/(m K)] Measured* 0.89 0.75–1.30
Partition wall thickness [m]  Average measure 0.2 0.15–0.4
Partition wall density [kg/m3] Measured* 2450 1300–2500
Partition wall speciﬁc heat [J/(kg K)] Measured* 700 600–1200
Envelope Varying air leakage Air inﬁltration of each zone [m3/s] Measured 27 values 30% deviation from
measured values
Air  inﬁltration temperature term coefﬁcient (TTC) Default value in EnergyPlus 0 0–0.04
Air  inﬁltration constant term coefﬁcient (CTC) Default value in EnergyPlus 1 0.50–1
Windows Damaged and dirty
panes and frames
Glass dirt-correction factor Guessed from observation 0.6 0.4–1
Glass solar transmittance Typical clear 4 mm ﬂoat glass 0.6 0.4–0.95
Window frame conductance [W/(m2K)] WINDOW LBL library (ASHRAE) 2.3 2.0–3.0
Window divider conductance [W/(m2K)] WINDOW LBL library (ASHRAE) 2.3 2.0–4.0
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o obtain robust sensitivity measures, more elementary effects
er parameter have to be computed, varying directions of change
nd base values. Also, one has to ﬁnd a compromise between a
omplete, detailed spectrum of inﬂuences for all parameters and a
imited number of simulation runs. As the total number of possible
lementary effects associated with a single parameter grows
xponentially with the number of parameters, in all meaningful
pplications of the elementary effects method only an extremely
mall part of the full set of elementary effects can be computed. It is
herefore crucial to choose the combinations to consider carefully,
ith the objective of uniformly covering the parameter space.
To reach these objectives, each parameter range was divided
nto four equally spaced levels, from the minimum to the maximum
alue. We selected the parameters to be varied in random order.
lso the base values and directions of change of the parameters
ere chosen randomly. The base value sampling was  performed
nder the assumption of uniform probability distributions. Start-
ng from the base value, we always changed a parameter by two
hirds of its range, thereby ensuring that each elementary effect
as selected with equal probability [15]. We  started by computing
en elementary effects per parameter. To compute an elemen-
ary effect, two simulations have to be performed that differ in
xactly one parameter value. Therefore, 880 simulations would
e needed to obtain ten elementary effects for each of the 44
creened parameters. We  created a more economical sampling
lan that achieves this goal with 450 simulations by using the
ame parameter value combination for the computation of more
han one elementary effect [15]. However, the increased economy
omes at the cost of a reduced stochastic independence between
he elementary effects. To better cover the full range of parameter
alue combinations and, hopefully, elementary effects, we  gener-
ted more than 200,000 combinations at negligible computational
ost. For the simulations we selected the 450 combinations with
aximum spread. The spread was deﬁned and computed as in Cam-
olongo et al. [16]. For each parameter, we computed the average
f the absolute values of its elementary effects (the “mean abso-
ute effect”). This is an indicator of the parameter’s inﬂuence on
he output and can be used to rank the parameters in order of
mportance.
To check whether ﬁndings were robust to sampling error,
e computed 20 additional elementary effects for each screened
arameter, corresponding to 900 simulations. Doubling thenumber of simulations made the sensitivity measures change by
less than 5% of their maximum value for each parameter.
4. Model calibration and validation
4.1. Calibration
We calibrated the parameters that were relevant according to
the sensitivity analysis, dropping the roof mineral wool thickness,
conductivity, density and speciﬁc heat, and the thermal conduc-
tance of the frame and divider of the windows because of their
negligible importance (see Fig. 2). However, we  kept all inﬁltration
parameters, because their apparent importance is mainly caused
by the presence or absence of sensors in a zone. Furthermore, as
glass properties showed high inﬂuence, we  decided to add win-
dow glass conductivity and window solar reﬂectance. The ranges
were deﬁned according to the uncertainties related to measure-
ment and building fabric. Starting from the initial model (IM), we
created a calibrated model (CM) with respect to the indoor air tem-
perature averaged on the volume and measured from 1st May  2012
to 26th October 2012. We calibrated by minimizing the RMSE, using
the particle swarm optimization algorithm [9] implemented in the
software GenOpt [17]. Table 2 reports the calibration parameters
as well as their ranges. To identify potentially inaccurate parame-
ters, we  performed an additional whole building calibration (CM+)
where we  ﬁxed all parameters obtained in the ﬁrst calibration
except for those related to one reference room on the ﬁrst ﬂoor.
When the values associated with a parameter were similar in both
calibrations, this indicated that the parameter value identiﬁed for
the whole building was  also valid for this room and therefore for
most rooms of the building.
4.2. Validation
We validated the CM by simulating the period from 8th to 25th
January 2012 and calculating the RMSE of the indoor air tem-
peratures. Additionally, we compared three surface temperatures
located on the ﬁrst and second ﬂoor to reduce the risk of using a
model that is supposedly calibrated but whose input parameters
do not correspond to the real building.
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Fig. 2. Mean absolute effects on the MAE  of the average indoor air temperature.
Table 2
Calibrated values for the two optimized models.
Component Parameter IM MIN  MAX  CM CM+  IM/CM (%) CM/CM+
Exterior
wall
Ext wall conductivity [W/(m K)] 0.89 0.75 1.10 0.80 0.80 −10 0
Ext  wall thickness [m]  0.65 0.40 0.80 0.65 0.80 0 19
Ext  wall density [kg/m3] 2450 1300 2500 1300 1600 −47 19
Ext  wall speciﬁc heat [J/(kg K)] 700 600 1000 600 950 −15 37
Partition
wall
Partition wall conductivity [W/(m K)] 0.89 0.75 1.30 1.16 1.30 31 11
Partition wall thickness [m]  0.20 0.15 0.40 0.16 0.30 −20 47
Partition wall density [kg/m3] 2450 1300 2500 1400 1300 −43 −8
Partition wall speciﬁc heat [J/(kg K)] 700 600 1200 650 600 −7 −8
Envelope Air  inﬁltration temperature term coefﬁcient (TTC) 0 0 0.04 0.02 0.03 0 33
Air  inﬁltration constant term coefﬁcient (CTC) 1 0.50 1 0.51 0.91 −49 44
5
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CWindows Glass  dirt-correction factor 1 
Glass  solar transmittance 0.6 
. Results
.1. Sensitivity analysis
Fig. 2 shows the mean absolute effect of each model parameter
n the mean absolute error (MAE) calculated as per Section 3.3.
he parameter that most reduced the MAE  was the thickness of the
xternal walls, followed by the CTC in the air inﬁltration model and
he solar transmittance of the windows.
.2. Calibration and validationTable 2 reports the parameters for the two calibrated mod-
ls CM and CM+. Table 3 shows the RMSE and the MAE
f the indoor air temperatures over the calibration period
able 3
MSE and MAE  for the initial model (IM), calibrated model (CM), calibrated model where 
M  over the validation period (CMVP). All reported values represent temperature errors 
IM CM CM+  CMVP 
RMSE 0.96 0.66 0.66 0.62 
MAE  0.89 0.63 0.62 0.60 0.40 1 0.40 0.40 −60 0
0.40 0.95 0.40 0.44 −33 9
(summer 2012) for the initial model (IM), the calibrated model
(CM), and the CM where the parameters for a representative
thermal zone were further adjusted (CM+). The column headed
“CMVP” shows the RMSE and the MAE  of the indoor air temper-
atures over the validation period (January 2012). The last three
columns of Table 3 show the RMSE and the MAE  of three external
wall interior surface temperatures (ST F2N N; ST F2N S; ST F1N E;
ST: surface temperature, F2N: second ﬂoor north side, N: north
faced).
Fig. 3 shows a carpet plot with the RMSE of the CM as a function
of the hour of the day and month.Fig. 4 reports the monitored and simulated air temperatures
averaged over the whole building during two  weeks in June 2012.
Fig. 5 shows the differences between the simulated and moni-
tored surface temperatures during a week in July 2012.
the parameters of the representative zone were further adjusted (CM+), and for the
expressed in Kelvin.
ST F2N N ST F2N S (broken window) ST F1N E
0.48 0.80 0.49
0.40 0.67 0.38
F. Roberti et al. / Energy and Buildings 108 (2015) 236–243 241
Fig. 3. Carpet plot of the RMSE depending on the hour of the day and month.
Fig. 4. Simulated and monitored air temperatures averaged over the whole building. The shaded area represents a measurement uncertainty of ±0.2 ◦C.
Fig. 5. Simulated and monitored surface temperature ST F1N E (ﬁrst ﬂoor, northern side of the building, east exposed wall). The shaded area represents a measurement
uncertainty of ±0.2 ◦C.
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. Discussion
.1. Sensitivity analysis
From the sensitivity analysis, we understood that the most
nﬂuential factors on the air temperature errors were thickness
nd material properties of the exterior wall, air inﬁltration (DI,
TC, and TTC), and window properties. Somewhat unexpected, the
indow dirt correction factor inﬂuenced the MAE  as much as the
all material properties. Thickness, thermal capacity, and thermal
ransmittance of the envelope acted on time shift and weekly
eaks of the simulated temperatures. Instead, inﬁltrations were
ainly responsible for the hourly variations and daily peaks. Their
nﬂuence varied from zone to zone. This does not necessarily mean
hat inﬁltration was more important in some zones compared to
thers, because in the rooms where the indoor air temperature
as not monitored the inﬁltrations did not directly inﬂuence the
emperature sensor readings. Window solar transmittance and
irt correction factor largely impacted the MAE  because shading
evices were missing. Parameters related to the internal mineral
ool insulation of the roof were negligible because the insulation
as heavily damaged and largely missing.
.2. Calibration
The MAE  and the RMSE of the CM were considerably lower than
n the IM (Table 3). To our knowledge there are no standards or
uidelines that deﬁne acceptance criteria for models calibrated to
ir or surface temperatures. The ASHRAE GUIDELINE [18] deﬁnes
he acceptance criteria only in terms of energy consumption.
If a model parameter differed considerably between CM and
M+ (see Table 2), this indicated that it should be varied from zone
o zone. This is the case of the external wall thickness and the CTC.
lso, the external wall density and speciﬁc heat changed from CM
o CM+  by 19% and 37%, respectively. This means that, by using the
ame density for all stone walls, thus neglecting the variability of
he mortar, and by using only one sample to measure the speciﬁc
eat, we obtained a rather bad approximation of the real wall. This
s a typical problem in modeling the envelope of historic buildings,
hich is usually composed of many different materials. The air ﬂow
ate is often high in historic buildings due to damages or cracks in
he envelope and windows. In our case, the air inﬁltration rate for
he representative room increased by 38% from CM to CM+. This
onﬁrms that accurate measurements of the air inﬁltration should
e performed for each zone. The lowest monthly average RMSE
Fig. 3) in the CM was obtained in July (0.51 K), the highest in June
0.78 K). The lowest RMSE per hour-of-day was concentrated dur-
ng the night and the highest during the day. This behavior could
ot be connected to solar radiation, because the RMSE in June was
igher than in July, although June had more cloudy days (for exam-
le, the period from 9th to 12th June 2012 present in Fig. 3 was
loudy). The monitored air temperatures averaged over the build-
ng were smoother than the simulated ones. This effect indicated
hat air inﬁltration rates were probably overestimated in the IM.
uring the calibration, thermal mass was lowered to the minimum
llowed by the selected ranges. This is connected to the difﬁculty
n estimating the thermal inertia of exterior walls composed by
tone with high amounts of unknown ﬁlling material, which is
ypical for historical buildings of the medieval period in Tyrol. Par-
icular attention is required whenever the calibration algorithm
hooses an extreme value of a parameter interval. By just enlarg-
ng the parameter intervals, one risks ending up with unrealistic or
mprobable values. In fact, calibration is a ﬁtting process that mini-
izes the error between measured and simulated data varying a set
f parameters, but is not able to evaluate the accuracy of a single
arameter. It is the modeler who has to think about the causes ofdings 108 (2015) 236–243
the speciﬁc choices made by the calibration algorithm and to revise
the model accordingly. For example, the algorithm might have low-
ered the thermal inertia of the exterior walls to compensate for an
overestimated thickness, which we  did however measure in more
points.
Other parameters were less than 10% different between CM and
CM+. This was the case for the glass solar transmittance and glass
dirt correction factor. During the calibration, they were reduced to
the minimum allowed. Hence, solar transmittance or dirt correction
factor were probably overestimated in the IM.  The exterior wall
conductivity, the partition wall density, and partition wall speciﬁc
heat also changed by less than 10% between CM and CM+. This made
us conﬁdent about their values.
6.3. Validation
Validating over a different time period and performing the sur-
face temperature comparisons improved our conﬁdence in the
calibrated envelope parameters. In particular, because the RMSE of
the surface temperatures was 0.4 K, we  concluded that the proper-
ties of the exterior wall were appropriately set. The only exception
is ST F2N S (Table 3) which has an RMSE close to 0.8 K. We  think that
this RMSE was  high because of the broken window near the sensor.
We decided to retain the F2N S surface temperature to underline
that every part of the building should be taken into account, even
if damaged. Modeling broken or damaged building components is
one of the typical difﬁculties in historic building simulation. We
think that a calibrated model should also capture these aspects as
much as possible, to better represent the real building and con-
sequently evaluate the beneﬁts of a retroﬁt. The relatively high
RMSE of the surface temperature near the broken window reminds
us to continuously compare a model against the actual building,
especially when dealing with complex historic buildings.
7. Conclusions
We  presented a methodology to calibrate a historic building
simulation model and applied it to a medieval building located in
northern Italy. The aim of the methodology was to obtain model
parameters close to reality, which is not at all trivial for cali-
brated models of historic buildings, as their building fabric is often
composed of heterogeneous, unknown materials, with variable
dimensions, and partially or completely damaged parts. Models
that simplify these aspects can introduce large errors in the simu-
lation. Our methodology included three calibration steps after the
sensitivity analysis to investigate the trustworthiness of the model
parameters.
The most important aspect was performing two calibrations.
In the ﬁrst calibration, the properties of the building fabric varied
uniformly for all zones. In this way, we could reduce the RMSE
from 0.96 K in the IM to 0.66 K in the CM.  In the second calibration,
we varied only the parameters for one representative zone of the
building, while keeping the parameters for the other zones at the
values obtained during the ﬁrst calibration. The differences in the
parameters’ values between the ﬁrst and the second calibration
gave us indications about possible modeling ﬂaws. In our case, the
highest uncertainties were related to the inﬁltration rates and to
the damaged components (roof and windows).
The second step was to validate the whole building model with
respect to a different period than the one used for the calibration.
We calibrated the model using summer data and veriﬁed its behav-
ior with winter data, reaching a RMSE of 0.62 K in the validation
phase.
The third step was to validate the model also with respect to the
interior surface temperatures of the exterior walls, for which we
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btained a RMSE of 0.4 K. This conﬁrmed that the overall thermal
ehavior of the building envelope was modeled well in the CM.
Applying the methodology presented in this paper requires con-
iderable effort. However, the effort is justiﬁed by the importance
f having a calibrated model of a historic building. In fact, his-
oric buildings are subject to conservation constraints that force
he designer to think carefully about speciﬁc retroﬁt solutions on
 case-by-case basis. Basing the retroﬁtting solution on a non-
alibrated model may  lead to preservation issues, discomfort,
xcessive energy consumption and wasted money. Depending on
he application and time available, it may  be possible or neces-
ary to simplify the approach presented in this paper. In fact, any
kipped step except for the sensitivity analysis will increase the
ncertainty in the calibrated model parameters. Omitting the sensi-
ivity analysis requires a certain experience in identifying negligible
arameters.
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