Pouget and Sejnowski, 1997) to invariant object recognition (Salinas and Abbott, 1997). Gain modulation is not equivalent to the enhancement Summary or suppression of neuronal responses by pure excitation or inhibition. To illustrate the distinction, consider the Gain modulation is a prominent feature of neuronal firing rate of a neuron in response to injected current activity recorded in behaving animals, but the mecha-(which we call driving current) shown schematically in nism by which it occurs is unknown. By introducing a Figure 1A . Increased excitation shifts the firing-rate barrage of excitatory and inhibitory synaptic conduccurve to the left, and increased inhibition, whether of tances that mimics conditions encountered in vivo into the hyperpolarizing or shunting variety (Holt and Koch, pyramidal neurons in slices of rat somatosensory cor-1997), shifts it to the right (as discussed below, see tex, we show that the gain of a neuronal response to Figure 3A ). Gain modulation, on the other hand, is a excitatory drive can be modulated by varying the level change in the slope of the firing-rate curve, correspondof "background" synaptic input. Simultaneously ining to a multiplicative or divisive scaling, which is distinct creasing both excitatory and inhibitory background from these additive or subtractive shifts. Mechanisms firing rates in a balanced manner results in a divisive that generate true gain modulation from fast, ionotropic gain modulation of the neuronal response without apsynaptic input have proven elusive (Srinivasan and Berpreciable signal-independent increases in firing rate nard, 1976; Koch and Poggio, 1992; Mel, 1993; Salinas or spike-train variability. These results suggest that, and Abbott, 1996; Hahnloser et al., 2000; Doiron et al., within active cortical circuits, the overall level of syn-
ing the total synaptic input to a neuron if excitatory and Typically, this background activity is treated as a coninhibitory rates are modulated in an opposing or pushstant source of noise that continuously underlies the pull manner (Anderson et al., 2000b). Thus, the excitatory stimulus-evoked increases in excitation that drive neudrive and the total level of synaptic input can be moduronal responses. Here we consider the impact of varying lated independently and comprise two separate input the level of background activity. We find that changing channels. Traditionally, the push-pull channel has been the level of background input, rather than affecting reconsidered to be the primary information conduit to the sponse variability, modulates the gain of neuronal reneuron. Here, we find that the "noise" channel, consponses. Our results suggest that the gain modulation sisting of the overall level of synaptic input, can carry a commonly seen in vivo may arise from varying levels of second, independent control signal that modulates the background synaptic input.
gain of neuronal responses. Gain modulation is a primary mechanism by which cortical neurons combine and process information (for Results a review, see Salinas and Thier, 2000) . It appears in a wide range of contexts, including the gaze-direction
Introducing In Vivo Synaptic Input dependence of visual neurons in posterior parietal corinto In Vitro Neurons
To show how background synaptic input modulates the gain of neuronal responses, we introduced conductance To simulate typical in vivo conditions, excitatory insynaptic conductances driven by uncorrelated inputs, which is what we used. More variable responses can puts were generated at a rate of 7000 Hz and inhibitory inputs at a rate of 3000 Hz, representing the summed be obtained by using correlated synaptic input (Stevens and Zador, 1998; Hô and Destexhe, 2000), but we deeffects of many simulated afferents. We refer to this as the 1X condition. For the synaptic conductances and cided against this both because of uncertainties about the amount and nature of the correlations that exist in reversal potentials we used, these rates imply that the average total synaptic current reverses at Ϫ57 mV, and vivo, and because the gain modulation effect we report is most robust when variability is high (discussed later; that excitatory and inhibitory contributions to the total synaptic current approximately cancel each other at typand see Figure 4) . Thus, the conservative levels of variability produced by uncorrelated synaptic input provide ical membrane potentials. Because the excitatory and inhibitory synaptic inputs that make up the background a more rigorous test of the mechanism. synaptic activity were in such a balanced configuration, high levels of input noise and shunting could be intro-
Multiplicative Gain Modulation of Neurons In Vitro
The point of our study is not only to introduce realistic duced without producing excessive hyperpolarization or depolarization. We use the term input noise to mean background synaptic input into the quiet environment of the slice but also to see how varying its level affects specifically the variance of the total synaptic input current, and shunting to mean the change in total conducneuronal responses. We modified the level of back-ground synaptic input by scaling the computer-generated excitatory and inhibitory input rates by the same factor, which we call the rate factor (going to 2X or 3X conditions refers to doubling or tripling both input rates, for example). This manipulation increases both the input noise (the variance of the synaptic current) and the amount of shunting (the average total synaptic conductance) in proportion to the rate factor. Specifically, the average amount of shunting for excitatory and inhibitory inputs with rates r E and r I , peak unitary conductances g E and g I , synaptic decay constants E and I , and reversal potentials E E and E I is given by g E E r E ϩ g I I r I , and the variance of the fluctuations in the total synaptic current at membrane potential V is proportional to
. Because the background input is in a balanced configuration, equal scaling of excitatory and inhibitory input rates produces little net hyperpolarization or depolarization.
To characterize neuronal responses, we drove the neuron by injecting constant current, which we call driving current, along with the mimicked background synaptic input. We also performed studies in which neurons were driven by dynamic-clamp-generated excitatory synaptic inputs, rather than by injected current. Additional excitatory synaptic input introduces noise and shunting that are negligible in comparison to that produced by the balanced synaptic input. As a result, excitatory synaptic drive produces effects that are indistinguishable from those of constant injected current. For the experiments reported here, we used injected current to drive the neurons because this allows us to separate clearly the effects of excitatory drive from those of background synaptic input. We studied gain modulation effects due to backShunting generates a shift rather than a slope change in the firing-rate curve, similar to what occurs with hyperground synaptic input in 18 neurons, 15 of which showed polarizing inhibition ( Figure 1A ). For example, the firing consistent decreases in gain as the background input rate of an integrate-and-fire model, for sufficiently high was increased across all levels tested. In Figure 2D , we rates, is approximately proportional to (A ϩ IR)/ m , where characterize the gain of each neuron in each condition A is a constant and m is the effective membrane time by the slope of the best straight-line fit to the correconstant (see, for example, Dayan and Abbott, 2001). sponding firing-rate curve (as in Figure 2C ) normalized This shows the expected dependence on the depolarby the gain of the neuron in the 1X condition. On average, ization IR, but also includes a dependence on the memchanging the level of background input by rate factors brane time constant m , because this parameter sets the ranging from 0 to 3 produced gain modulation by more time scale for the dynamics of the model. Substituting than a factor of two, and this effect extended up to firing the definition m ϭ RC into the above expression yields rates of at least 100 Hz. In these experiments, the same a firing rate proportional to (A ϩ IR)/RC ϭ A/(RC) ϩ I/C. parameters were used for each neuron (see Experimen-
The first term in this expression produces an additive tal Procedures), which indicates that the mechanism of shift in the firing-rate curve when R is modified by gain modulation does not require fine tuning.
shunting, but the second term, which determines the Gain modulation by background synaptic input can dependence of the firing rate on the input current, is be quite accurately multiplicative, as illustrated in theoretical results, we found that increased shunting We return to this issue in a later section.
shifted the firing-rate curve but did not change its slope For the fixed set of parameters we used in generating (n ϭ 8; for an example see Figure 3A , control [closed the background synaptic input, some of the neurons circles], with additional conductance [open squares]). showed gain modulation that was not purely multiplicaIncreasing the rate of background synaptic input intive because changing the rate factor shifted the firingcreases the input noise as well as the amount of rate curves as well as changing their slopes. This shifting shunting. Because shunting alone does not change the effect occurred at least in part because the parameters slope of the firing-rate curve, we next consider the role we used introduced a slight excess of inhibition. An that input noise plays in the gain modulation effect. To example of such a shift, which is at the large end of the examine the effects of noise alone, we used the dynamic range for neurons showing significant gain modulation clamp to change the level of input noise without modiby background synaptic input, is shown in Figure 2F (0X, fying the amount of synaptic shunting. This is done by closed diamonds; 1X, open circles; 2X, closed squares). multiplying the unitary synaptic conductances and diPurely multiplicative gain modulation could be obtained viding the input firing rates by the same factor (whereas for this neuron by adjusting the balance between the changing the level of background input corresponds to inhibitory and excitatory components that make up the scaling firing rates without changing unitary synaptic background synaptic input (see below), but we did not conductances). The average synaptic conductance redo this because we wanted to avoid fine tuning of pamains constant with this manipulation because it is prorameters for each of the neurons studied.
portional to the product of the unitary synaptic conductance and the input firing rate. On the other hand, the Contributions of Shunting and Noise input current variance increases because it is proporto Gain Modulation tional to the square of the unitary synaptic conductance Increasing the rate of background synaptic input intimes the input rate. creases both the level of input noise and the amount of Figure 3B shows the effects of using the dynamic shunting. Because shunting produces a change in the clamp to increase input noise without changing the input resistance (R ), which affects the relationship bemean levels of total excitatory or inhibitory conductance tween input current (I ) and membrane potential (V ) in a (control, closed circles; with additional noise, open multiplicative manner (V ϭ IR), it is often assumed that squares). It is well known that input noise enhances multiplicative gain modulation of neuronal responses neuronal responses (see, for example, Hô and Destexhe, can be generated purely by shunting. However, a theo-2000), as seen in this figure. However, an important and retical study by Holt and Koch (1997) shows that this less appreciated feature shown in Figure 3B is that the enhancement is not uniform across different levels of assumption is incorrect in a variety of neuron models. . In other words, increasing balanced synaptic input decreases the sensienhancing effect of input noise is most pronounced at low firing rates, and it decreases steadily as the firing tivity of the response to changes in driving current while decreasing the magnitude of the neuronal response for rate increases. This induces a slope change in the firingrate curve ( Figure 3B ; n ϭ 6). In other words, increasing a given level of driving current. In summary, an increase in input noise causes a leftward shift and a slope change input noise increases the magnitude of the neuronal response for a given level of driving current, but it dein the firing-rate curve, and shunting causes a rightward shift. A balanced increase in background synaptic input creases the sensitivity of the response to changes in this current. Only the first of these effects has been causes both to occur, and the left and right shift cancel, leaving a pure gain decrease.
widely discussed (although see Doiron et al., 2001).
Although a complete analysis of the effects of noise on neuronal firing is complex (see, for example, Ricciardi, 1977) we can provide an intuitive explanation for why Effects of Background Input on Response Variability noise enhances firing rates and why this effect diminishes at high rates. In the absence of noise and at a low Although varying the amount of input noise is crucial for changes in gain, gain modulation by this mechanism firing rate, the membrane potential spends an appreciable amount of time hovering slightly below the threshold is not accompanied by significant changes in the response variability of a neuron. We quantified the degree for action potential generation before the neuron fires. Noise-induced fluctuations can cause the neuron to fire of response variability by measuring the coefficient of variation (CV) of the interspike intervals and the variance earlier than it would have fired in the absence of noise at any time during this hovering period. This effect of the subthreshold membrane fluctuations for the recorded neurons. Although increasing the amount of incauses the increase in firing rate at low rates. However, when the neuron is firing rapidly, the membrane potenput noise with a fixed level of shunting (as in Figure  3B ) increases response variability ( Figure 3D Gain modulation by background synaptic input, as were quadrupled from the 1X condition, the CV did not change appreciably ( Figures 3E and 3F , closed diaseen in Figure 3C , is the combined result of a noiseinduced slope change ( Figure 3B ) and a shuntingmonds), and the standard deviation of subthreshold membrane potential fluctuations changed by less than induced rightward shift ( Figure 3A) . A consequence of these combined effects is that, unlike what happens 30% ( Figure 3F , open diamonds; these were measured at a level of driving current that produced no action with noise alone (Figure 3B ), increasing the level of background input decreases response gain without the acpotentials). Thus, background synaptic input acts as a source, but not as a modulator, of response variability. companying overall enhancement of firing ( Figure 3C , Instead, as we have shown, it acts as a modulator of response gain.
Response variability does not vary appreciably with the level of background synaptic input over the range we consider because the effects of the increased input noise are cancelled by increased synaptic shunting. We can illustrate this directly in a passive neuron model (without spiking) for the case of subthreshold membrane potential fluctuations (also see Figure 3F for experimental data). The synaptic current arising from incoming Poisson spike trains that activate conductances with an instantaneous rise time and a decay time constant s has a correlation function that decays exponentially with time constant s , and which has an amplitude equal to I 2 , the variance of the synaptic current. In a passive neuron model, the membrane potential is simply a lowpass filtered version of the synaptic current, and the relationship between the current and voltage fluctuations can be computed in a straightforward manner to give Figure 3A) . A multiplicative effect, as in Figure 2E , will trace; 4X, thin trace). Although the shapes of the firing rate and gain curves are different for the model and real arise only if the rightward shift of the curve is of the appropriate magnitude (for example, Figure 4D shows neurons, noise affects the real and model neurons in qualitatively similar ways. We found that the real neurons what happens when the shift is too small). Furthermore, achieving gain modulation over an appreciable range of were more sensitive to noise than the model neurons we studied, and therefore gain modulation effects could firing rates requires sufficiently high levels of input noise. To explore the sensitivity of gain modulation to these be obtained in the real neurons using lower levels of input noise than in the model. requirements, we used a modeling approach in which parameters can be varied freely.
The rate-dependent enhancement of firing due to input noise ( Figure 3B ) fades at high firing rates. Because We observed gain modulation through background synaptic input in a variety of models, ranging from relagain modulation relies on this effect, the gain changes are restricted to firing rates below some critical value. tively realistic conductance-based descriptions to simplified integrate-and-fire neurons. Here, we report reFor the mechanism to be a viable candidate for the types of gain modulation seen in vivo, this critical rate must be sults using a particularly convenient approach, an analytic expression for the firing rate of an integratesufficiently high. Figure 4B shows the gain modulation produced by changing background input rates when the and-fire neuron receiving noisy input (Ricciardi, 1977 Figure 4D ). At 2.5 s, the effect on firing rates. However, the effect they reported background input to the neuron was increased as it was for the thin was limited to low firing rates because it involved noise trace in Figure 4D , but the oscillating input remained the same.
arising solely from inhibitory input. This produces con- combination of excitation and inhibition that we study. For gain modulation to be multiplicative, as in Figure  2E , the amount of shunting and the amount of noise the gain-modulated curves in Figure 4A , they still display introduced by the background synaptic input must be a form of response scaling that can be a useful feature, appropriately matched. This might be a source of conas illustrated in Figure 5 . In this example, an oscillating cern because, in our experiments, the dynamic clamp driving current caused oscillations in the firing rate of an simulates synaptic conductances located at or near the integrate-and-fire neuron. When the level of background soma of the neuron. Distal synapses can contribute to synaptic input was modified at 2.5 s during the middle the input noise, but they may not produce much of the trace in Figure 5 , the amplitude of the response shunting. In the balanced configuration we use, shunting oscillations, but not the average level of the response, arises primarily from inhibitory inputs, and the noise is decreased. This result, which is quite distinct from what dominated by excitation. Thus, our results should apply could be obtained by conventional inhibitory effects, even if the excitatory inputs are too distal to produce arises because the crossing point for the firing-rate shunting, provided that inhibitory synapses are proximal curves was equal to the average response rate. enough to do so.
While the effect shown in Figure 5 is fairly modest, However, another effect can compensate if the significantly larger effects can be obtained when neushunting-induced shift of the firing-rate curve is too rons are connected together in a network. Recurrent small (or, for that matter, if it is too large). Recall from excitation in such a circuit can amplify neuronal re- Figure 1A , that ordinary excitation and inhibition also sponses. In this case, reducing the gain of the neurons shift the firing-rate curve. Therefore, any deficiencies in has two effects: it reduces their responsiveness to exterthe amount of shifting produced by shunting can be nal input; and it also decreases the impact of the excitcompensated for by adjusting the ratio of excitation to atory drive that they exert on each other. Because of inhibition that make up the background synaptic input. this dual effect, the impact of gain modulation on the For example, introducing a slight excess of inhibition responses of network neurons can be considerably over excitation within the mixture of background synaplarger than what is seen for the single neuron in Figure  tic input more issue related to gain modulation, the nature of the Nevertheless, multiplicative gain modulation requires multiplicative scaling produced by background synaptic an appropriate combination of the effects of shunting input ( Figure 2E) . Examination of the analytic expression and the degree of balance between excitation and inhibifor the firing rate indicates that the relevant scaling faction. Figure 4D shows what happens if this condition is tor in the model is g V (see Appendix). Over the range not met. In this example, the excitatory rate was inwe study, this factor varies in proportion to the rate creased 1.3 times as much as the inhibitory rate when factor x. In the Appendix, we show that, under approbackground input was increased (rather than in a onepriate conditions, the dependence of the firing rate on to-one ratio as for all the other figures). This has no the rate factor x and the driving current I is of the form effect on the noise-induced slope change of the firingxF(I/x), where F is a nonlinear function. Thus, multiplicarate curve, but it causes the rightward shift seen in the tive gain modulation of the firing rate in the analytic transition from Figure 3B to 3C to be incomplete, so model arises from a combination of divisive scaling of that the firing-rate curves cross. Thus, instead of the the current and multiplicative scaling of the firing rate. firing-rate curves for different gains converging at zero, Although gain modulation in more realistic models and they converge at approximately 35 Hz in this example.
Although the curves in Figure 4D no tion. Our observation that levels of background input If local excitatory and inhibitory synaptic connections modify response gain suggests that such activity is not provide significant, balanced synaptic input, a strong simply a source of response variability, but instead, population response evoked by a potent stimulus (such plays an important role in controlling cortical proas a high-contrast image in the case of the visual system) cessing. In summary, we propose that cortical neurons will generate a high level of balanced synaptic input that in vivo operate in a transistor-like mode in which sets will lower response gain. This can produce the type of of excitatory and inhibitory inputs with covarying firing divisive response normalization that has been proposed rates act as gain control signals to gate other sets of to account for a number of observed phenomena in driving inputs with opposing, push-pull excitation and primary visual cortex, including response saturation inhibition. (Heeger, 1992).
Experimental Procedures
Background input from distal sources could be responsible for effects associated with attention, by inSlices of rat somatosensory cortex were prepared for whole-cell creasing gain for attended stimuli. Interactions between recording as described previously (Reyes and Sakmann, 1999 the feedback signal, could reduce the gain of responses Excitatory and inhibitory synaptic currents were calculated using in a primary sensory area. Conversely, neurons in the an analog multiplier as I syn ϭ g syn (E rev Ϫ V ), where g syn is the computerprimary area would remain at high gain if they failed controlled synaptic conductance generated from simulated presynaptic spike trains, E rev is the reversal potential of the synaptic conto generate a strong response in the secondary area ductance (0 mV for excitatory inputs and Ϫ80 mV for inhibitory
