Chronic heart failure (CHF) affects over 26 million of people worldwide, and its incidence is increasing by 2% annually. Despite the significant burden that CHF poses and despite the ubiquity of sensors in our lives, methods for automatically detecting CHF are surprisingly scarce, even in the research community. We present a method for CHF detection based on heart sounds. The method combines classic Machine-Learning (ML) and end-to-end Deep Learning (DL). The classic ML learns from expert features, and the DL learns from a spectro-temporal representation of the signal. The method was evaluated on recordings from 947 subjects from six publicly available datasets and one CHF dataset that was collected for this study. Using the same evaluation method as a recent PhysoNet challenge, the proposed method achieved a score of 89.3, which is 9.1 higher than the challenge's baseline method. The method's aggregated accuracy is 92.9% (error of 7.1%); while the experimental results are not directly comparable, this error rate is relatively close to the percentage of recordings labeled as ''unknown'' by experts (9.7%). Finally, we identified 15 expert features that are useful for building ML models to differentiate between CHF phases (i.e., in the decompensated phase during hospitalization and in the recompensated phase) with an accuracy of 93.2%. The proposed method shows promising results both for the distinction of recordings between healthy subjects and patients and for the detection of different CHF phases. This may lead to the easier identification of new CHF patients and the development of home-based CHF monitors for avoiding hospitalizations.
I. INTRODUCTION
Chronic heart failure (CHF) is a chronic, progressive condition underscored by the heart's inability to supply enough perfusion to target tissues and organs at the physiological filling pressures to meet their metabolic demands [1] . CHF has reached epidemic proportions in the population, as its incidence is increasing by 2% annually. In the developed world, CHF affects 1-2% of the total population and 10% of people older than 65 years. Currently, the diagnosis and treatment of CHF uses approximately 2% of the annual healthcare budget. In absolute terms, the USA spent approximately 35 billion The associate editor coordinating the review of this manuscript and approving it for publication was Juan Liu .
USD to treat CHF in 2018 alone, and the costs are expected to double in the next 10 years [2] . Despite the progress in medical-and device-based treatment approaches in the last decades, the overall prognosis of CHF is still dismal, as 5-year survival rate of this population is only approximately 50%. In the typical clinical course of CHF, we observe alternating episodes of compensated phases, when the patient feels well and does not display symptoms and signs of fluid overload, and decompensated phases, when symptoms and signs of systemic fluid overload (such as breathlessness, orthopnea, peripheral edema, liver congestion, pulmonary edema) can easily be observed. During the latter episodes, patients often require hospital admission to receive treatment with intravenous medications (diuretics, inotropes) to achieve a VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Example PCG recording with the PCG regions of interests (S1, S2, Systole and Diastole) marked.
successful negative fluid balance and return to the compensation state. Early detection of HF worsening would allow a treating physician to adjust the patient's medical management on an outpatient basis in a timely manner and thus avoid the need for a hospital admission. Currently, an experienced physician can detect the worsening of HF by examining the patient and by characteristic changes in the patient's heart failure biomarkers, which are determined from the patient's blood. Unfortunately, clinical worsening of a CHF patient likely means that we are already dealing with a fully developed CHF episode that will most likely require a hospital admission. Additionally, in some patients, characteristic changes in heart sounds can accompany heart failure worsening and can be heard using phonocardiography. An example of a phonocardiogram (PCG) recording of a healthy subject is presented in Fig. 1 . In healthy subjects, 2 heart sounds are typically heard (called S1 and S2). S1 is caused by the closure of the mitral valve and ventricular wall in the early systole, S2 is caused by the closure of the aortic and pulmonary valves at the beginning of the diastole. Here, the interval between S1 and S2 is called systole, i.e., the contraction phase of the cardiac cycle, and the interval between S2 and S1 is called diastole, i.e., the relaxation phase of the cardiac cycle. Additional heart sounds (such as S3 and S4) can be heard in certain cardiac conditions and are never regarded as normal.
In the case of CHF (in the course of decompensation), we can often hear a third sound (S3) that typically appears 0.1-0.2 s after the second sound, i.e., S2.
Recently, it has been demonstrated that some physiological parameters, such as the occurrence of additional heart sounds or increased blood pressure in the pulmonary circulation, already start to appear several weeks before the CHF patient develops a clinically evident decompensation episode. This is also an important therapeutic window where outpatientbased treatment interventions can reverse CHF deterioration and return the patient to the compensated state without the need for a hospital admission.
In recent years, many studies have proposed Machine-Learning (ML) approaches for the automatic detection of different heart conditions using PCG signals recorded with a digital stethoscope [1] . Nevertheless, methods that explicitly focus on CHF detection are quite scarce. The typical ML pipeline for the detection of different heart conditions is as follows: segmentation of the signals by detecting the ''typical'' heart sounds (i.e., S1 and S2), denoising of the signals, extracting individual frequency-domain and timedomain features, and learning a feature-based ML model (e.g., using ML algorithms, such as Random Forest or Support Vector Machine -SVM) that is capable of classifying healthy vs. unhealthy sounds. Most of the features currently used are based on medical and audio/signal analysis knowledge.
However, a PCG recording that sounds unhealthy to one expert may sound healthy to another one; therefore, doctors never diagnose a CHF patient using only heart sounds, but rather use a holistic view of the patient instead (i.e., extensive medical history, blood pressure, laboratory tests, etc.). This uncertainty is one reason why 9.7% of the recordings in the recent PhysioNet cardiology challenge [3] were actually labeled as ''unknown'' by experts, while the rest of the recordings were labeled as healthy or unhealthy.
The recent advancements in Deep Learning (DL) suggest that end-to-end learning (i.e., ML models that learn directly from the raw data and no features are needed) can outperform the classic, feature-based ML. For example, DL has achieved breakthrough performance in tasks such as pattern recognition problems [4] , image processing [5] , [6] , natural language processing [7] , [8] , speech and audio processing [9] , [10] , and sensor data processing [11] , [12] . For CHF detection, a successful combination of classic ML and end-to-end DL can outperform each single approach [13] . The classic ML approach learns from a large body of expert-defined features, and the DL approach learns both from a time-domain (the raw PCG signal) representation of the signal and a temporaldomain representation (the spectrogram) of the signal. This approach was successful in our previous study of human activity recognition from smartphone sensor data [14] .
In addition to distinguishing the CHF patients and healthy individuals, we focus on detecting the CHF state (compensated vs. decompensated) based on the analysis of heart sound recordings. Our work builds upon the initial studies, where we demonstrated that it is possible to distinguish between healthy individuals and patients in a decompensated CHF episode using a stack of machine-learning classifiers and expert features, showing promising results on a limited dataset [15] . We expand upon this approach using a considerably larger patient dataset, including six additional PhysioNet datasets, and an improved ML method that uses end-to-end DL. Furthermore, we investigate the differences in the heart sounds during the transition between the decompensated and recompensated states of CHF, with the aim of developing personalized monitoring models. Early detection of the worsening of CHF has the potential to reduce hospitalizations due to the worsening of the condition, which both improves the quality of life of patients and decreases the financial and logistic burden on the patient and the health system.
II. RELATED WORK
A typical ML pipeline includes segmentation of the signals, denoising of the signals, extracting individual frequency-domain and time-domain features, and learning ML capable of classifying healthy vs. unhealthy sounds [1] , [3] . Regarding the segmentation process, Schmidt et al. [16] developed an algorithm (later improved by Springer et al. [17] ) that segments the signals into the following four stages: S1, S2, systole, and diastole. The algorithm extracts a variety of features that are then used to train a duration-dependent hidden semi-Markov model to segment the PCG. To ease the segmentation process, some researchers apply denoising techniques to remove environmental sounds and the noises caused by the human body itself. The next phase in the ML pipeline is the feature extraction, as the features are the basis for a successful classification. Most researchers focus mainly on time, frequency, and statistical features. The widely used features are as follows: heart rate, duration of S1, S2, SYS or DIA, total power of the PCG signal, zero crossing-rate, Mel-frequency Cepstral Coefficients, Wavelet Transform, Linear Predictive Coefficients, and Shannon entropy [18] , [19] .
The final phase in the ML pipeline is learning and evaluation of the ML models. The most systematic comparison of the ML models was performed via the PhysioNet challenge [1] . The challenge aimed to encourage the development of algorithms to classify heart sound recordings collected from a variety of clinical or nonclinical (such as in-home visits) environments. More details about the challenge dataset can be found in section 2.2 of the PhysioNet datasets. During the challenge, the ML models were ranked using an average of the weighted-sensitivity and the weighted-specificity scores achieved by the models. The weights were used as a normalization factor for the noisy recordings in the data. The best score of 86.0 was achieved by Potes et al. [20] using a method that was based on an ensemble of classifiers combining the outputs of an AdaBoost classifier and a Convolutional Neural Network (CNN). The second-best result, which was 85.9, was achieved by Zabihi et al. [21] using an ensemble of feature-based feedforward neural networks. Similarly, Kay and Agarwal [22] used a fully connected, neural network and achieved a score of 85.2. In fourth place, Bobillo [23] achieved a score of 84.5 using a tensor technique. Homsi et al. [18] , who achieved a score of 84.5, introduced an approach using a nested ensemble of algorithms that includes Random Forest, LogitBoost and a Cost-Sensitive Classifier. A probabilistic approach based on logical rules and a probability assessment was proposed by Plesinger et al. [19] , which achieved a score of 84.1. Rubin et al. [24] , who achieved a score of 84.0, used CNNs on MFCC heat maps.
Although the challenge datasets present a great opportunity to compare methods for classifying heart sounds, unfortunately, the challenge did not specifically include recordings from CHF patients, and second, it does not provide full access to the challenge test datasets. Thus, we cannot make any CHF-detection comparison. However, we used the publicly available challenge datasets 1 for evaluation and compared the results to the challenge baseline method [3] .
With respect to the related work, our approach differs in the following aspects. (i) Most of the approaches from the PhysioNet challenge used the algorithm developed by Schmid et al. [16] for the initial segmentation of the PCG signals, which is based on the detection of the typical heart sounds. However, in noisy environments, the detection of these sounds may be even more challenging than the classification itself. For that reason, our method does not use such a strict segmentation, but rather an overlapping-sliding window technique in combination with a segment-based classifier. We present the analysis of the method's performance with respect to the segment (window) size. (ii) The proposed end-to-end DL architecture learns both from the temporal representation of the signal and the spectral representation of the signal, whereas most of the approaches in the related works use end-to-end learning in one of the domains only (either spectral or temporal [14] ). (iii) We used the PhysioNet Challenge datasets to evaluate our approach and to provide a comparison with the challenge baseline method; additionally, we used our own dataset, which, in addition to including the typical healthy vs. patient labels, is also labeled for the specific CHF phase, i.e., compensated (when the patient feels well) and decompensated (when the patient does not feel well) for some of the patients. This allowed us to extend the study beyond the typical healthy vs. patient analysis and to explore personalized models for detecting the different CHF phases. To the best of our knowledge, this is the first computer-science study developing CHF detection models.
III. DATA DESCRIPTION A. UKC-JSI DATASET
Seven datasets were used in our study. The first was collected by the authors of this paper, while the rest of the datasets originated from the 2016's PhysioNet challenge [1] . Our dataset (UKC-JSI, Table 1 ) was obtained using a professional digital stethoscope 3M TM Littmann Electronic Stethoscope Model 3200. The stethoscope allows the recording of up to 12 clips of up to 30 s in length, with a sampling rate of 4 KHz. The device uses built-in filters to reduce the ambient noise and allows different settings to focus on listening to heart or lungs -for our experiments, we always opted for the option with the minimal filtering. The recordings were transferred to a computer via a Bluetooth connection and were analyzed offline.
The study was approved by the medical ethics committee beforehand. We recorded 110 healthy people (meaning that they had no medical condition) and 51 people diagnosed with CHF. For 22 CHF patients, recordings were obtained both during the decompensation episode (when hospitalized) and during the compensated phase (when discharged).
The recordings were always obtained at Erb's point, and each recording was up to 30 s long (stethoscope's limit). For some healthy people, more than one recording was obtained to increase the amount of data in the study (recordings of patients were obtained in clinical settings, which limited the available time). 
B. PhysioNet DATASET
The PhysioNet 2016 Cardiology Challenge database consists of six datasets (A through F, recorded by six research groups -participants of the competition) containing a total of 3,153 heart sound recordings, lasting from 5 seconds to just over 2 minutes. The recordings were obtained in either a clinical or a nonclinical environment, from both healthy subjects and pathological patients, and from different locations on the body. The four typical locations were the aortic area, the pulmonic area, the tricuspid area, and the mitral area, but could be one of nine different locations. Both the healthy subject and pathological patient samples include both children and adults. Each subject/patient may have contributed between one and six recordings. However, there is no information in the dataset regarding which recording belongs to whom. All recordings were resampled to 2,000 Hz and stored in the ''wav'' format. Each recording contains only one PCG lead. As the recordings were often collected in uncontrolled environments, many of the recordings are corrupted by various noise sources, such as talking, stethoscope motion, breathing, and intestinal sounds. In addition, some recordings were difficult or even impossible to classify as normal or abnormal. The summary of the recordings in the Challenge database can be found in Table 2 . In addition, each of the six teams recording the training sets also produced a testing set, which was used for the evaluations of the contributed algorithms. We did not have access to the testing sets; therefore, we do not include them in our analysis.
IV. METHOD
The outline of our method is presented in Fig. 2 . It consists of the following two main components: a classic ML component (represented with colored squares on the right side of the figure) and an end-to-end DL component (represented with noncolored squares). The input to the classic ML pipeline is the same as the input to the end-to-end DL pipeline, but the classic ML pipeline contains a feature extraction process to extract features from the raw data and to format the data into a classic ML format. The end-to-end DL does not require feature extraction, and it works directly with the raw data. Additionally, both pipelines work with signals from the time and frequency domains. The outputs of the two components are then merged by a recording-based ML model that outputs the final prediction, i.e., whether a recording comes from a healthy subject or from a patient. The details of the method are explained in the following subsections.
A. CLASSIC MACHINE LEARNING
The classic ML component consists of feature extraction, feature selection, and a segment-based ML model. As noises not related to heart sounds are expected to be present in the recordings, the first step is filtering. Most cardiovascular sounds are most likely to occur in the frequency range below 1 kHz [25] ; thus, we applied a low-pass Butterworth filter with a threshold of 1 kHz to the raw audio files. For the segmentation of the filtered audio signal, we used a sliding window technique.
Next, the audio features were extracted using the OpenSMILE feature extraction tool [26] . The tool was originally created for acoustic emotion recognition in 2009 but was later expanded to more general uses [27] . For example, in addition to affect recognition, it is widely used for music information retrieval (e.g., chord labeling, beat tracking, etc.).
Based on the related work [18] , [20] , [21] , we extracted features from the recordings in the time and frequency domains. For example, Potes et al. [20] extracted features in the time and frequency domains. The time-domain features include the mean, variance, skewness, kurtosis, etc. The frequency domain features include the power across different frequency bands, 13 MFCCs, etc. Similarly, Zabihi et al. [21] used features in both the time and frequency domains. Their features include the following: Linear Predictive Coefficient (LPC), Entropy-based features, MFCCs, features extracted over power spectral density, etc. In addition to the typical time-and frequency-based features, Homsi et al. [18] added entropy and the Zero Crossing Rate (ZCR). Additionally, we included features that describe the noise in the signal, e.g., jitter, shimmer and the Harmonics-to-Noise Ratio.
The complete list of features is described by Florian and Schuller et al. [26] , [28] , [29] . For each segment, 1941 features were extracted on a segment level and 1941 additional features were extracted on a recording-level. Thus, each segment is represented by segment-based features, which describe only the segment itself, and recording-based features, which describe the whole recording. The shortest segment size used in our experiments was one second so that each segment contained at least one complete heartbeat (with common heart rates above 60 beats per minute). By extracting features both form the segments and from the whole recordings, we aim to capture both short-term information and the long-term information. The short-term information from the segment-based features mainly describes the heart beats, and the long-term information describes the overall recording. The output of the feature extraction component is marked as Fig. 2 , since we obtain F-features for each R-recording and S-segment.
As the number of available features for each segment (1941×2) is several times larger than the number of available recordings in most of the experimental datasets, a feature selection step is required to avoid overfitting. In general, the feature selection methods can be divided into wrapper methods, ranking methods (also known as filter methods) and a combination of the two. The wrapper methods (e.g., based on ROC [30] , Bhattacharyya distance [31] , etc.) produce better results compared to the ranking methods (e.g., methods based on mutual information [32] , information entropy [33] , Fisher score [34] , Wilcoxon signed-rank test [35] , etc.), but they induce a heavy computation burden. We decided to use mutual information because it is very efficient and fast to compute. However, any other feature selection or dimensionality reduction methods (e.g., PCA [36] ) can be used.
Mutual information is a measure that estimates the dependency between two random variables. We ranked the features using mutual information values between the features and the class values. We used only the top-ranked m features, where m was set to be equal to the number of training samples. The features were ranked using 10% of the instances from the training data, which were randomly selected. The output of the feature selection component is marked as ''R × S × Fs features'' in Fig. 2 .
After the feature selection, a segment-based classifier was trained. The segment-based classifier uses the segments as input instances, represented via the selected features from the previous step, and outputs the estimated class probabilities for each segment (segment-class probabilities) of each recording. The output probabilities are marked as ''R × S predictions'' in Fig. 2 . The segment-class probabilities are later used as the input to the recording-based classifier. The segmentbased classifier was trained using the Random Forest (RF) algorithm. We chose the RF algorithm because it is robust to noise in the input features. The recording-based classifier is described in the Combining Classic ML and end-to end DL section.
B. DEEP LEARNING
DL represents a class of ML algorithms that use a cascade of multiple layers of nonlinear processing units [37] . The first layer receives the input data, and each successive layer uses the output from the previous layer as input. DL architectures are able to solve complicated AI tasks (e.g., in computer vision, language, biomedicine, etc.) by learning high-level abstractions from raw data [38] .
A cascade of multiple layers of nonlinear processing units, where each processing unit receives input from the previous layer, is called a Fully Connected Neural Network (FCNN). In a typical FCNN, layer i computes an output vector z i using the following equation:
where b i (biases) and W i (weights) are the parameters for the i th layer. z i−1 is the output vector of the previous layer, and z 0 is the input data. The activation function f can be a Rectified Linear Unit (ReLU), as follows [39] :
or some other nonlinear function, for example, sigmoid or tanh. For classification problems, the final output layer (z i ) usually uses a softmax activation function, as follows:
where j represents the j th row of the weights W i . The softmax function has a nice property, as follows:
and it is always positive; thus, it can be used as an estimator for an input data sample x to belong to the j th class for a specific problem, as follows:
The parameters of the network (b i and W i ) are learned using an optimization algorithm, for example, gradient descent [40] . For a binary classification problem (e.g., y is either 1 or 0), binary cross-entropy is used as a loss function that is minimized over the N pairs of data samples and labels (x n , y n ).
where, p n is the estimated probability for the N th sample to belong to class 1.
CNNs are a type of NN that are designed with three main architectural ideas to ensure some degree of shift, scale, and distortion invariance. This is achieved by utilizing the following: (i) local receptive fields, i.e., each unit in a layer receives input from a set of neighboring units in the previous layers; (ii) shared weights (units in a layer are organized in groups and all units in one group share the same set of weights); the set of outputs of the units in one group is called a feature map, and the set of connection weights used by the units to create the feature map is called a kernel or filter [41] , [42] ; (iii) spatial or temporal sampling, where, if the input is shifted, the feature map output will also be shifted [43] . In addition, because of the specific architecture (parameter sharing and local connections), the CNNs have much fewer connections and parameters to train, while their theoreticalbest performance is likely to be only slightly worse compared to that of FCNNs [5] .
The DNN architecture used in this study is deep Spectrotemporal ResNet. A similar Spectro-temporal ResNet architecture has already proved successful for human activity recognition in our previous study [14] by achieving comparable accuracy to state-of-the-art feature-based models. The structure is based on an idea for training very deep end-to-end networks for image recognition; i.e., it uses shortcut (residual) connections to fight the gradient-vanishing problem [44] . Additionally, our architecture consists of two branches, i.e., one that works with the raw PCG signal in the time domain and another that works with the spectral representation of the signal. The temporal information is extracted by residual blocks that contain 1D CNN filters. To reduce the internal covariance shift, each CNN layer is followed by a batch normalization layer [45] . To speed up the training process, ReLU activation layers are used [46] . For the dimensionality reduction, each residual block ends up with a maximum pooling layer. The network obtains the spectral information by calculating a spectrogram of the input signal. Toward the end of the network, the two branches, i.e., the spectral and the temporal branch, are merged using FC layers. The output of the end-to-end DL component is marked as ''R × S DNN predictions'', as it outputs one prediction for each segment (S) of each recording R . Additionally, the output of the second to last FC layer is marked as ''R×S × 32 DNN features'', as it contains 32 hidden units; thus, it outputs a vector with a size of 32 for each segment. This vector represents the spectrotemporal encoding of each segment and is also the input to the recording-based ML model.
The FC layer learns a spectro-temporal encoding, which is further utilized by the recording-based ML model. We used two FC layers, each with a size of 32 units; thus, the spectrotemporal encoding is represented by a vector of a size of 32.
The Spectro-Temporal ResNet was trained by minimizing the binary cross-entropy loss function using the Adam optimizer with a learning rate of 10 −3 and a decay of 10 −3 . The batch size was set to 256, and the maximum number of training epochs was set to 20. The network parameters, including the number of residual blocks, the number of CNN layers per block, the size of the CNN filters, the learning rate, and the batch size, were determined experimentally.
C. COMBINING CLASSIC MACHINE-LEARNING AND END-TO-END DEEP LEARNING
The four outputs of the components before the recordingbased ML model (''R × S × Fs features'', ''R × S predictions'', ''R × S × 32 DNN features'' and ''R × S DNN predictions'') are first averaged for each recording (thus, we obtain the averaged ''R × Fs features'', ''R predictions'', ''R × 32 DNN features'' and ''R DNN predictions'') and are then used as the input to the recording-based ML model. Finally, the recording-based ML model outputs the final prediction for each recording. The motivation here is the fact that all the segments in a chosen recording belong to the same class. However, some segments may be more informative than others; therefore, a segment-based classification followed by the aggregation of segment-based forecasts should improve the overall classification. The recording-based classifier was trained using the RF algorithm.
Each of the three classifiers (the segment-based classifier, the Spectro-temporal ResNet and the recording-based classifier) were trained separately on the training data. Since the recording-based classifier is a meta-learner that utilizes the output of the segment-based classifier and the Spectrotemporal ResNet, a holdout set is required for its training. More specifically, we used a 10-fold cross-validation process on the method's training data to train the ML and DL segments. During the 10-fold cross-validation process, both the segment-based classifier and the Spectro-temporal ResNet provided output for each of the 10 folds. The recording ML was trained on those outputs. Note that once trained, the whole method was evaluated on a separate test set, which was not used in the training phase of the three ML models.
D. BASELINE METHOD
The baseline method starts with heart sound segmentation using the Springer's algorithm [17] for detecting the four states, i.e., S1, systole, S2, and diastole (see Fig. 1 ). After that, it extracts twenty features from the position information of the four states mentioned above. The first ten features are defined as the averages and standard deviations of the beat-to-beat intervals (RR intervals), S1, S2, systolic and diastolic intervals. The last ten features describe the averages and standard deviations of the ratios between the different intervals and the ratios between the mean absolute amplitude during systole or diastole to that during the S1 or S2 period in each heartbeat. The features are fed to a binary logistic regression classifier. To provide a better comparison, we also used an ensemble method (Random Forest) as another baseline classifier.
V. EXPERIMENTS
We performed three types of experiments. In the first set of experiments, i.e., the PhysioNet experiments, we evaluated the method for classifying healthy vs. patient recordings on seven datasets and compared the results against the baseline methods. In the second set of experiments, i.e., the UKC-JSI experiments, we evaluated the method for different window sizes and performed subject-independent evaluation for the classification of healthy vs. patient recordings. In the third set of experiments, i.e., the personalization experiments, we analyzed the expert-features for the classification of recompensated vs. decompensated recordings on the UKC-JSI dataset and performed a subject-independent evaluation of a model built with those features. In these experiments, we used only the expert-features, as the number of recompensated/ decompensated recordings is fairly small (44) for training an end-toend DL model. For the evaluation of the ML models, we used the following evaluation metrics (in percent): In these experiments, we used the same evaluation approach that the organizers of the PhysioNet Challenge used to evaluate their baseline model [3] . The evaluation procedure is a recording-independent 10-fold cross-validation process, which means that one recording can be either only in the training dataset or only in the testing dataset. We performed the 10-fold evaluation for each dataset specifically. The folds were not randomized to ensure that each recording is used as a test recording at least once. The 10-fold evaluation was performed 10 times for each dataset, and the average accuracy for each dataset is presented in Table 3 . For each of these datasets, our method -the recording-based classifier (Rec. in Table 3 ) -outperformed the other classifiers (the majority classifier, the baseline LogReg classifier, the baseline RF classifier and the segment-based classifier (Seg. in Table 3 ). For the segment-based classifier, the prediction for a recording is calculated as a majority of the predictions of its segments. Additionally, the accuracy highly depends on the dataset. More specifically, the recording-based classifier achieved the lowest accuracy, i.e., 77.6%, for dataset F and the highest accuracy, i.e., 99.6%, for dataset E. For our dataset, the hboxUKC-JSI dataset (U in Table 3 ), the accuracy is 84.6%.
It is interesting to note that, for the datasets C, D, and F, the number of participants is almost equal to the number of recordings (see Table 2 ); thus, the evaluation is almost the same as a person-independent 10-fold cross-validation process (one person can be either only in the training dataset or only in the testing dataset). This means that for these datasets, the models are roughly person-independent.
The results presented in Table 3 show that our method achieves the highest accuracy, which indicates the practical significance of the results. To check for statistical significance, we used the McNemar's statistical test, which is a recommended statistical test for comparing two classifiers over one dataset because it has a low type I error [47] , [48] . For each dataset, we performed pairwise comparisons between our method and each of the other methods. More specifically, the test compares the prediction errors made by both models and checks whether there is a significant difference between them. The p-values of these tests are presented in Table 4 . It can be observed that the differences between our method and the baseline RF and baseline LogReg are statistically significant (p < 0.05) for six out of the seven datasets. When compared to the recording-based method, the differences are significant for four out of the seven datasets, which is expected because the recording-based classifier is one module of our method (the recording-based method). Most importantly, for the UKC-JSI dataset (U in Table 4 ), there are statistically significant differences between our method and all of the comparison methods (with p-values of 0.005, 0.004 and 0.000). Table 5 presents a normalized confusion matrix, i.e., the rows sum up to 100, as well as the sensitivity, specificity, and score for the UKC-JSI dataset using the recording-based classifier and a recording-independent 10-fold cross-validation process. TABLE 5. Normalized confusion matrix (first two rows and columns), sensitivity, specificity, and score (average value of the sensitivity and specificity) for the UKC-JSI dataset using the recording-based classifier recording-independent 10-fold cross-validation. The results suggest that the sensitivity is lower than the specificity, which means that the classifier produces more false negatives in these experiments.
To present a clearer comparison with the scoring method from the PhysioNet Challenge, in Table 6 we present the aggregated (and normalized) confusion matrix over all the datasets for each classifier, and the achieved sensitivity, specificity, and score. Again, it can be observed that the recordingbased classifier is the best performing classifier, with a score of 89.3 and an accuracy of 92.9%.
B. UKC-JSI EXPERIMENTS
In these experiments, we analyzed the relation between the window size and the performance of the recording-based classifier. For that reason, the experiments were performed using varying window sizes (10, 8, . . . , 2, and 1 second) and a 50% overlap. One second was chosen as the shortest window so that each segment contains at least one complete heartbeat (with common heart rates above 60 beats per minute). The evaluation was performed using the same recordingindependent 10-fold cross-validation process as before to obtain comparable results. We only used the UKC-JSI dataset for these experiments, as our goal is to tune the algorithm for this dataset. The results are presented in Table 7 .
Finally, the best performing classifier -the recordingbased classifier using a sliding window of 2 seconds and a 50% overlap -was evaluated using a Leave-One-Subject- Out   TABLE 8 . Normalized confusion matrix (first two rows and columns), sensitivity, specificity, and score (average values of the sensitivity and specificity) for the UKC-JSI dataset using the recording-based classifier and a leave-one-subject-out evaluation.
(LOSO) evaluation procedure. This evaluation produces more a reliable estimate of the method's performance for a new (unseen) subject. The LOSO evaluation is a type of personindependent k-fold cross-validation, where k is equal to the number of participants in the dataset. We could carry out the LOSO experiment only on the UKC-JSI dataset since the PhysioNet dataset does not specify which recording belongs to which individual. The results are presented in Table 8 . The accuracy of 86.3% is similar to the accuracy from the previous experiments (84.6%), which confirms that overfitting was avoided in the previous evaluation. Similarly, as in previous experiments, the sensitivity is lower than the specificity.
C. PERSONALIZATION
For 22 out of 51 patients in the UKC-JSI dataset, we obtained one recording in the decompensated phase, i.e., when the patient needs medical attention, namely, at the time of hospital admission, and one in the recompensated phase, i.e., when the patient feels well and is released from the hospital. We analyzed whether we can distinguish between the two phases, as this is the first step toward the long-term goal of building a model that would allow us to continuously monitor the worsening of the CHF condition.
We preformed statistical tests to check whether there is a difference in the features when calculated from the recompensated recordings compared to the decompensated recordings. We used the Wilcoxon signed-rank test, a nonparametric statistical hypothesis test used to determine whether two paired samples are sampled from the same distribution [49] . In this experimental setting, one sample contains the values of a specific feature extracted from the recompensated recordings and the other sample contains the values for the same feature but extracted from the decompensated recordings. The informative features should have different distributions depending on the type of recording. Table 9 presents the 15 features for which the tests showed p-values smaller than 0.001.
Finally, we built a transparent ML model that can distinguish between the two phases. Since the dataset, which contains 44 recordings from 22 patients, is too small, we used a simple decision tree classifier conditioned to a maximum depth of two, to minimize overfitting. For training the model, we used the features in Table 9 .
Before feeding them to the algorithm, the features were normalized by subtracting the person-specific mean value from each feature. Table 10 presents the evaluation results (normalized confusion matrix, sensitivity, specificity, score, and accuracy). Only 3 out of 44 recordings were TABLE 9. features that showed a statistically significant difference (p<0.001) in the distribution depending on the CHF phase from which they were extracted. misclassified, which lead to sensitivity, specificity, score, and accuracy values higher than 90%.
The decision tree model built in the final iteration of the LOSO evaluation is presented in Fig. 3 . From the figure, we can see that the model is quite simple. By using just two features (X3 -spectralRollOff90.0_sma_de_pctlrange 0-1 and X9-pcm_fftMag_spectralRollOff90.0_sma_de_ flatness), the training data can be divided in a way where only one sample is misclassified. More specifically, at the beginning, there are 42 training samples (21 subjects, each with 2 samples) and 2 test samples. The ''gini'' value is a measure of how often a randomly chosen sample would be incorrectly labeled if it were randomly labeled according to the distribution of labels in the subset of the specific node. By checking the value of the feature X 3 , the model splits the samples into two subsets, where one subset has a feature value smaller than the specific value (−0.345) and the other subset has a feature value larger than the specific value. The samples that have a smaller feature value (19 out of 42 samples) are classified as ''1'' (recompensated recordings). The samples that have a larger value are further split by using one more feature, i.e., X 9 . After the second split, again, the samples that have a smaller feature value are classified as ''1'', and the rest of the samples are classified as ''0'' (decompensated).
VI. DISCUSSION
To analyze the influence of the spectrograms in the end-toend DL component, we analyzed the learning curves (average loss values and standard deviations) for the end-to-end DL pipeline with spectrograms (Spectro-Temporal DL) and those without spectrograms (Temporal DL). The results are presented in Fig. 4 . It can be observed that both models achieved low loss values with the training data. However, for the testing data, the Spectro-Temporal model achieves significantly lower loss values. This indicates that the spectrograms contain additional information. Additionally, the difference between the training and validation loss for the Spectro-Temporal model is much smaller that the difference between the training and validation loss for the Temporal model.
The discrepancy between the training and validation loss is a key indicator of overfitting. The results show that the Spectro-Temporal model avoids overfitting better than the Temporal model.
Regarding the evaluation of the overall method, the aggregated results (Table 6 ) showed that the method achieved an overall accuracy of 92.9% and a score of 89.3, which represents an improvement compared to the results achieved by the baseline RF (accuracy of 86.7% and score of 80.2) and baseline LogReg (accuracy of 83.1% and score of 70.2). Additionally, our method's accuracy of 92.9% (or the method's error of 7.1%) is quite close to the percentage of recordings labeled as ''unknown'' by experts (see Table 2 ), with the rest of the recordings labeled as healthy or unhealthy. This is another indicator that our method performs well for heartsound classification. Most importantly, our method achieved a 10% higher accuracy compared to the baseline RF for the CHF domain (see the results in Table 3 for the dataset U -UKC-JSI).
The windowing analysis in the UKC-JSI experiments section showed that for the UKC-JSI dataset, the method achieves an accuracy higher than 81% for all of the tested window sizes. The accuracy achieved by the baseline RF on the same dataset was 74.2%, and the accuracy achieved by the baseline LogReg was 64.1% (see Table 3 ). Thus, our method outperforms the baseline methods for any window size, indicating that the method is quite robust with respect to the window size, which was also supported by the LOSO evaluation (see Table 8 ). It seems that better accuracy is achieved for smaller rather than larger window sizes (see Table 7 ).
Regarding the related work, one very recent study for measuring the timing of heart sound components through PCG data was presented by Giordano and Knaflitz [50] . Their study focuses on the detection of the typical S1, S2 and S3 heart sounds. A very similar approach was presented by Tseng et al. [51] . These approaches depend heavily on the detection of the typical S3 sound, which is mostly conditioned by the quality of the PCG signal. A direct comparison with the related work is presented in Table 11 . The baseline methods in this study (baseline RF and baseline LogReg) use features that are based exactly on the detection of the typical heart sounds [16] . The evaluation results showed that these methods perform poorly compared to our method. The main reason for the poor performance is the noise in the data. More general ML approaches for healthy vs. unhealthy heart sound classification are the methods from the PhysioNet challenge. The winning algorithm of the challenge achieved a score of 85 in their internal evaluation [20] . For the evaluation, they used 20% of the PhysioNet data, which was randomly selected. Our method achieves a score of 89 using a 10-fold cross-validation process, which is basically 10 evaluations over 10% of the data, which was randomly selected. Although the results are not directly comparable, the scores indicate that our method performs quite well compared to the state-of-theart methods.
Additionally, our main goal was not to create a general method for healthy vs. unhealthy heart-sound detection, but rather, our focus is on CHF detection. In addition to the studies that use the detection of the typical heart sounds (S1, S2, S3), we were not able to find any studies on CHF using machine learning except for our previous work in this field [1] , [53] . One very recent study on CHF detection was presented by Porumb et al. [52] , where they used CNNs on data collected with ECG devices. Our work differs from theirs, as we used PCG.
The feature selection step of the proposed method can significantly influence the classification performance of the feature-based ML methods. In the future, we will conduct an extensive feature selection study to find the optimal feature subset. Additionally, in this work, we tested datasetspecific models. In the future, one could employ transferlearning techniques [54] to utilize data from other similar studies/datasets. We envision a system capable of detecting new CHF patients by using the proposed method in this study. Once detected, our initial analysis showed that it is relatively simple to build personalized models (e.g., by using some of the identified features in this study) for monitoring the different CHF phases. In the long term, our approach would allow patients to actively cooperate in the process and the treating physicians would be able to adjust patients' medical management in a timely manner and thus avoid hospital admissions.
VII. CONCLUSION
In this paper, we presented a novel method for CHF detection from PCG audio recordings. The method combines classic ML and end-to-end DL. The classical ML learns from a large body of expert-defined features and the DL learns both from the time-domain (i.e., the raw PCG signal) representation of the signal and the spectral representation of the signal. We evaluated the method on our own dataset for CHF detection and additionally on six publicly available PhysioNet datasets used for the recent PhysioNet Cardiology Challenge. The challenge datasets allowed us to extensively evaluate the performance of the method on similar domains. The evaluation results on all the datasets showed that, compared to the challenge baseline methods, our method achieves the best performance (see the PhysioNet experiments section). The facts that most of these datasets are labeled for different types of heart-related conditions and that the PCG audio is recorded from a different body position in most of the datasets (e.g., aortic area, pulmonic area, tricuspid area, and mitral area) strongly indicate that the proposed method is quite robust and that it is useful for detecting different types of heart-sound classification problems and not just for CHF detection, as long as domain-specific labeled data are provided.
Finally, we extended the study beyond the typical healthy vs. patient classification and explored personalized models for detecting different CHF phases, i.e., the recompensated phase (i.e., when the patient feels well) and the decompensated phase (i.e., when the patient needs medical attention). We identified 15 features that have different distributions depending on the phase. By using just two of these features, we were able to build a simple and transparent decision tree classifier (see Fig. 3 ) that is capable of distinguishing between the recompensated and the decompensated phases with an accuracy of 93.2%, calculated using a LOSO evaluation. While we are aware that there is a risk of overfitting in these final experiments, especially since the dataset contains only 44 samples, we believe that these results are very encouraging and represent a solid base for further development of personalized models. To the best of our knowledge, this is the first study to address such a problem. GREGOR POGLAJEN received the M.D. and Ph.D. degrees. He is a Cardiologist staff at the Advanced Heart Failure and Transplantation Center, UMC Ljubljana, Slovenia. He is a member of a focused team, led by prof. Bojan Vrtovec, M.D., Ph.D., whose main clinical interests are advanced heart failure, heart transplantation, and mechanical circulatory support, and his main research focus is in regenerative medicine and remote patient management.
