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Abstrat
In this paper it is shown that a generalized irulant matrix under-
lies every weakly Coupled Map Lattie (CML), independently of the
form of the oupling term. Therefore, this matrix will appear always
perturbative methods are used to get the analytial solutions. In fat,
the inverse of this matrix provides the analytial solution of the CML
after using rst order approximation methods. This inverse matrix, of
arbitrary order, is expliitly alulated, thus providing the analytial
expression for the temporal evolution of the CML.
1
1 Introdution
Sine some deades ago haos represents an authenti revolution in the way
many problems are onfronted. Its tools and appliations have spread over
all sienes from mathematis to physis, passing through hemistry, biol-
ogy, eonomy, so on. At the beginning, haos only studied one-dimensional
systems. The most remarkable and well-known work of this lass is the
Feigenbaum's job [1, 2℄ about asymptoti behaviour of unimodal funtion
ruling equations like
xn+1 = f(xn) (1)
In spite of the amazing analytial results in one-dimensional systems,
they are not suitable to desribe olletive behaviour, beause they do not
take into aount interation among elements of a system, so, they an not
desribe many natural phenomena. One way to solve this problem, and take
into onsideration interation in a system, is by using Coupled Map Latties
(CML) [3℄.
The expliit form of CML an be given by the equations
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
m
m∑
i=1
f(Xi(n)) i = 1, · · · , m (2)
where Xi(n) i = 1, · · · , m represents the state of elements in the system at
time n, f rules the individual dynamis of any element Xi(n) aording to
equation (1) and the interation among the individual elements is given by
α
m
∑m
i=1 f(Xi(n)); in other ases a rst neighbours interation is hosen.
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CML are used to model physial, hemial, eonomial and biologial
systems [4, 5℄. From a mathematial point of view, they show many and
interesting behaviours: travelling waves, synhronized states, period doubling
asades, and so on. Nonetheless, most of this behaviours have been observed
numerially [6, 7, 8, 9℄ and do not have theoretial support. Furthemore,
numerial results present another problem: they are restrited by a nite
and xed set of parameter values, spei funions, and a nite number of
elements in the CML. Therefore, it is unknown whether or not results are
general results. On the other hand, some models need an arbitrary number
of elements in the CML to be desribed properly.
This problem has been reently solved in [10℄, where the authors get
analytial results. To get the analytial solution perturbative methods are
applied and then a linear system with an arbitrary number of equations has
to be solved. An arbitrary order funtional matrix has to be inverted, at this
time, the matrix is a generalized irulant matrix, as it would be expeted
and we will show in setion onlusions and disussion.
The goal of this paper is to alulate the inverse of the generalized iru-
lant matrix, a matrix that will underlie in every weakly oupled map lattie.
Futhermore, using the inverse matrix we will expliitly solve the linear sys-
tem whih provides an analytial expression for the time evolution of the
oupled map lattie.
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2 Theoretial results
Given that the CML
Xi(n + 1) = (1− εα)f(Xi(n)) +
αε
p
p∑
i=1
f(Xi(n)) i = 1 · · · p ε≪ 1 (3)
is weakly oupled, we seek a solution in the form:
Xi(n+ j) = x
∗
i+j + εAi+j
i = 1, · · · , p
j = 0, · · · , p− 1
where f p(x∗i ) = x
∗
i i = 1, · · · , p and f
p′(x∗i ) 6= 1 (bifuration point).
Solving the system (3) to order ε it is obtained:
−Aif
′(x∗i ) + Ai+1 = αx
∗
i +
α
p
p∑
j=1
x∗j+1 i = 1, · · · , p
whose matriial expression is:


−f ′(x∗
1
) 1 0 0 · · · 0
0 −f ′(x∗
2
) 1 0 · · · 0
0 0 −f ′(x∗
3
) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 0 · · · −f ′(x∗p)




A1
A2
A3
.
.
.
Ap


= α


−x∗
2
+ 1
p
Σp
j=1
x∗
j
−x∗
3
+ 1
p
Σp
j=1
x∗
j
−x∗
4
+ 1
p
Σp
j=1
x∗
j
.
.
.
−x∗
1
+ 1
p
Σp
j=1
x∗
j


(4)
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The order p matrix of the system
B =


−f ′(x∗1) 1 0 0 · · · 0
0 −f ′(x∗2) 1 0 · · · 0
0 0 −f ′(x∗3) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 0 · · · −f ′(x∗p)


(5)
is not a irulant one, beause x∗1 6= x
∗
2 6= · · · 6= x
∗
p.
The system (4) has p equations and p unknown oeients whose matrix
has determinant
|B| = (−1)p
p∏
i=1
f ′(x∗i ) + (−1)
p+1
(6)
Hene, given that
∏p
i=1 f
′(x∗i ) = f
p′(x∗i ) 6= 1 (by hypothesis), the system
is ompatible and determined for every α 6= 0. Moreover, as the independent
term olumn is not null beause x∗1 6= x
∗
2 6= · · · 6= x
∗
p, it results


−x∗2 +
1
p
∑p
j=1 x
∗
j
−x∗3 +
1
p
∑p
j=1 x
∗
j
−x∗4 +
1
p
∑p
j=1 x
∗
j
.
.
.
−x∗1 +
1
p
∑p
j=1 x
∗
j


6=


0
0
0
.
.
.
0


Therefore, the solution of the system (4) is dierent from the trivial one,
and is obtained by inversion as follows
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

A1
A2
.
.
.
Ap


= α


−f ′(x∗1) 1 0 · · · 0
0 −f ′(x∗2) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · −f ′(x∗p)


−1

−x∗2 +
1
p
∑p
j=1 x
∗
j
−x∗3 +
1
p
∑p
j=1 x
∗
j
.
.
.
−x∗1 +
1
p
∑p
j=1 x
∗
j


(7)
The inversion of the matrix (whih is not a irulant one) results in the
following 

A1
A2
A3
.
.
.
Ap


= α
1
(−1)p+1(1− (f p(x∗1))
′)
MN (8)
where the matrix M (as we will show later) is given by


f ′(x∗2) . . . f
′(x∗p) f
′(x∗3) . . . f
′(x∗p) f
′(x∗4) . . . f
′(x∗p) · · · 1
1 f ′(x∗3) . . . f
′(x∗p)f
′(x∗1) f
′(x∗4) . . . f
′(x∗p)f
′(x∗1) · · · f
′(x∗1)
f ′(x∗2) 1 f
′(x∗4) . . . f
′(x∗p)f
′(x∗1)f
′(x∗2) · · · f
′(x∗1)f
′(x∗2)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
f ′(x∗2) . . . f
′(x∗p−1) f
′(x∗3) . . . f
′(x∗p−1) f
′(x∗4) . . . f
′(x∗p−1) · · · f
′(x∗1)f
′(x∗2) . . . f
′(x∗p−1)


(9)
and N by
6


−x∗2 +
1
p
∑p
j=1 x
∗
j
−x∗3 +
1
p
∑p
j=1 x
∗
j
−x∗4 +
1
p
∑p
j=1 x
∗
j
.
.
.
−x∗1 +
1
p
∑p
j=1 x
∗
j


After operating in (8) it results in:
Ak =
α
1−(fp(x∗1))
′
[∑p−1
n=1
((
−x∗k+n +
1
p
∑p
j=1 x
∗
j
)∏p−1
l=n f
′(x∗k+l)
)
+
(
−x∗k +
1
p
∑p
l=1 x
∗
l
)]
k = 1, . . . , p
(10)
Not every Ak = 0, beause the solution is known to be dierent from the
trivial one.
If some f ′(x∗i ) were zero then the determinant of the matrix would be
(−1)p+1, aording to equation (6), and the inverse matrix would still exist.
We need to show that
1
1−(fp(x∗
1
))′
M is the inverse of B in order to prove
that equation (10) is the solution of system (4). Inverting a funional matrix
with arbitrary size is quite ompliated, it is enough have a look at M (see
eq. 9) to assume this onlusion. But, if an expliit expression of the inverse
matrix is known, no matter how it is found, then the easiest way to prove
that it is really the inverse matrix is by diret multipliation. We use this
tehnique in the following theorem.
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Theorem 1 The matrix D = 1
(1−(fp(x∗
1
))′)
M , where
M =


f ′(x∗
2
) . . . f ′(x∗p) f
′(x∗
3
) . . . f ′(x∗p) f
′(x∗
4
) . . . f ′(x∗p) · · · 1
1 f ′(x∗
3
) . . . f ′(x∗p)f
′(x∗
1
) f ′(x∗
4
) . . . f ′(x∗p)f
′(x∗
1
) · · · f ′(x∗
1
)
f ′(x∗
2
) 1 f ′(x∗
4
) . . . f ′(x∗p)f
′(x∗
1
)f ′(x∗
2
) · · · f ′(x∗
1
)f ′(x∗
2
)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
f ′(x∗
2
) . . . f ′(x∗
p−1
) f ′(x∗
3
) . . . f ′(x∗
p−1
) f ′(x∗
4
) . . . f ′(x∗
p−1
) · · · f ′(x∗
1
)f ′(x∗
2
) . . . f ′(x∗
p−1
)


is the inverse matrix of
B =


−f ′(x∗1) 1 0 0 · · · 0
0 −f ′(x∗2) 1 0 · · · 0
0 0 −f ′(x∗3) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 0 · · · −f ′(x∗p)


Proof Let bi,j be the elements of the matrix B and mi,j the elements of the
matrix M , then
bi,j =


−f ′(x∗i ) if i = j
1 if j = i+ 1, i 6= p
1 if i = p, j = 1
0 otherwise
mi,j =


1 if j = i− 1, i 6= 1
1 if i = 1, j = p
∏p
k=1 k 6=i f
′(x∗k) if j = i
mi−1,jf
′(x∗i−1) otherwise
Let us denote by ci,j the elements of matrix C, where C = BM , then it
yields
8
ci,j =
p∑
k=1
bikmkj = bi,imi,j + bi,i+1mi+1,j
hene:
i) When j = i− 1, i 6= 1 it results
ci,i−1 = biimi,i−1 + bi,i+1mi+1,i−1 = −f
′(x∗i ) + f
′(x∗i ) = 0
ii) When i = 1, j = p it results
c1,p = b11m1,p + b1,2m2,p = −f
′(x∗1) + f
′(x∗1) = 0
iii) when i = j it results
ci,i = bi,imi,i + bi,i+1mi+1,i
= −f ′(x∗i )
∏p
k=1 k 6=i f
′(x∗k) + 1 = −
∏p
k=1 f
′(x∗k) + 1 = −(f
p(x∗1))
′ + 1
iv) Otherwise
ci,j = biimi,j + bi,i+1mi+1,j = −f
′(x∗i )mi,j +mi,jf
′(x∗i ) = 0
Summarizing C = (1 − (f p(x∗1))
′)I, with I the order p identity matrix, and
the theorem is proved.
Remark. Observe that if, instead of having a global neighbour interation
CML, we had any other, the generalised irulant matrix would not hange
beause the oupling terms lie in the intependent term olumn (see equation
(7)).
9
Conlusions and disussion
Most of the results in CML are numerial, despite the great eorts to get
analytial results in this eld [11, 12℄. An interesting theoretial result was
given by Lemaitré and Chat [13℄ who proved that global properties emerge
from loal ones in CML.
This result is very relevant in weakly oupled map latties beause a
perturbative solution an be seeked from loal behaviour. Perturbative teh-
niques lead to linear problems. In this paper, the theorems are proved that
allow to get the solution of the CML.
In the linearized CML given by (4) one would expet to nd a irulant
matrix taking into aount the periodi boundary onditions of the CML.
However, the matrix of system (4) must also take into aount the loal
properties, due to the fat that global properties emerge from them. There-
fore, the matrix of system (4) is one that simultaneously inludes periodi
boundary onditions and loal properties, resulting in a generalized irulant
matrix. As we have pointed out, global properties emerge from loal ones, so
this kind of generalized irulant matrix must underlie every weakly CML.
Its inverse, expliitly alulated in this paper, gives the sought for analytial
solutions of the CML, independently of the form of the oupling term (see
Remark after the proof of the theorem).
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