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Abstract
In this paper, we consider the problem of link scheduling in multi-hop wireless networks under
general interference constraints. Our goal is to design scheduling schemes that do not use per-flow or
per-destination information, maintain a single data queue for each link, and exploit only local information,
while guaranteeing throughput optimality. Although the celebrated back-pressure algorithm maximizes
throughput, it requires per-flow or per-destination information. It is usually difficult to obtain and maintain
this type of information, especially in large networks, where there are numerous flows. Also, the back-
pressure algorithm maintains a complex data structure at each node, keeps exchanging queue length
information among neighboring nodes, and commonly results in poor delay performance. In this paper,
we propose scheduling schemes that can circumvent these drawbacks and guarantee throughput optimality.
These schemes use either the readily available hop-count information or only the local information for
each link. We rigorously analyze the performance of the proposed schemes using fluid limit techniques
via an inductive argument and show that they are throughput-optimal. We also conduct simulations to
validate our theoretical results in various settings, and show that the proposed schemes can substantially
improve the delay performance in most scenarios.
I. INTRODUCTION
Link scheduling is a critical resource allocation functionality in multi-hop wireless networks, and also
perhaps the most challenging. The seminal work of [1] introduces a joint adaptive routing and scheduling
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2algorithm, called back-pressure, that has been shown to be throughput-optimal, i.e., it can stabilize the
network under any feasible load. This paper focuses on the settings with fixed routes, where the back-
pressure algorithm becomes a scheduling algorithm consisting of two components: flow scheduling and
link scheduling. The back-pressure algorithm calculates the weight of a link as the product of the link
capacity and the maximum “back-pressure” (i.e., the queue length difference between the queues at the
transmitting nodes of this link and the next hop link for each flow) among all the flows passing through
the link, and solves a MaxWeight problem to activate a set of non-interfering links that have the largest
weight sum. The flow with the maximum queue length difference at a link is chosen to transmit packets
when the link is activated.
The back-pressure algorithm, although throughput-optimal, needs to solve a MaxWeight problem,
which requires centralized operations and is NP-hard in general [2]. To this end, simple scheduling
algorithms based on Carrier Sensing Multiple Access (CSMA) [3]–[5] are developed to achieve the
optimal throughput in a distributed manner for single-hop traffic, and are later extended to the case of
multi-hop traffic [3] leveraging the basic idea of back-pressure.
However, the back-pressure-type of scheduling algorithms (including CSMA for multi-hop traffic) have
the following shortcomings: 1) require per-flow or per-destination information, which is usually difficult
to obtain and maintain, especially in large networks where there are numerous flows, 2) need to maintain
separate queues for each flow or destination at each node, 3) rely on extensive exchange of queue length
information among neighboring nodes to calculate link weights, which becomes the major obstacle to
their distributed implementation, and 4) may result in poor overall delay performance, as the queue
length needs to build up (creating the back-pressure) from a flow destination to its source, which leads to
large queues along the route a flow takes [6], [7]. An important question is whether one can circumvent
the above drawbacks of the back-pressure-type of algorithms and design throughput-optimal scheduling
algorithms that do not require per-flow or per-destination information, maintain a small number of data
queues (ideally, a single data queue for each link), exploit only local information when making scheduling
decisions, and potentially have good delay performance.
There have been some recent studies (e.g., [6], [8]–[10]) in this direction. A cluster-based back-pressure
algorithm that can reduce the number of queues is proposed in [9], where nodes (or routers) are grouped
into clusters and each node needs only to maintain separate queues for destinations within its cluster. In
[6], the authors propose a back-pressure policy making scheduling decisions in a shadow layer (where
counters are used as per-flow shadow queues). Their scheme only needs to maintain a single First-In First-
Out (FIFO) queue instead of per-flow queues for each link and shows dramatic improvement in the delay
October 22, 2018 DRAFT
3performance. However, their shadow algorithm still requires per-flow information and constant exchange
of shadow queue length information among neighboring nodes. The work in [8] proposes to exploit
the local queue length information to design throughput-optimal scheduling algorithms. Their approach
combined with CSMA algorithms can achieve fully distributed scheduling without any information
exchange. Their scheme is based on a two-stage queue structure, where each node maintains two types
of data queues: per-flow queues and per-link queues. The two-stage queue structure imposes additional
complexity, and is similar to queues with regulators [11], which have been empirically noted to have
very large delays. In [10], the authors propose a back-pressure algorithm that integrates the shortest path
routing to minimize the average number of hops between each source and destination pair. However,
their scheme further increases the number of queues by maintaining a separate queue {i, d, k} at each
node i for the packets that will be delivered to destination node d within k hops.
Although these algorithms partly alleviate the effect of the aforementioned disadvantages of the
traditional back-pressure algorithms, to the best of our knowledge, no work has addressed all the aforemen-
tioned four issues. In particular, a critical drawback of the earlier mentioned works is that they require per-
flow or per-destination information to guarantee throughput optimality. In this paper, we propose a class
of throughput-optimal schemes that can remove this per-flow or per-destination information requirement,
maintain a single data queue for each link, and remove information exchange. As a by-product, these
proposed schemes also improve the delay performance in a variety of scenarios.
The main contributions of our paper are as follows.
First, we propose a scheduling scheme with per-hop queues to address the four key issues mentioned
earlier. The proposed scheme maintains multiple FIFO queues Ql,k at the transmitting node of each link
l. Specifically, any packet whose transmission over link l is the k-th hop forwarding from its source node
is stored at queue Ql,k. This hop-count information is much easier to obtain and maintain compared to
per-flow or per-destination information. For example, hop-count information can be obtained using Time-
To-Live or TTL information in packet headers. Moreover, as mentioned earlier, while the number of flows
in a large network is very large, the number of hops is often much smaller. In the Internet, the longest
route a flow takes typically has tens of hops1, while there are billions of users or nodes [14] and thus the
number of flows could be extremely large. A shadow algorithm similar to [6] is adopted in our framework,
where a shadow queue is associated with each data queue. We consider the MaxWeight algorithm based
1In the Routing Information Protocol (RIP) [12], the longest route is limited to 15 hops. In general, an upper bound on the
length of a route is 255 hops in the Internet, as specified by TTL in the Internet Protocol (IP) [13].
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4on shadow queue lengths, and show that this per-Hop-Queue-based MaxWeight Scheduler (HQ-MWS) is
throughput-optimal using fluid limit techniques via a hop-by-hop inductive argument. For illustration, in
this paper, we focus on the centralized MaxWeight-type of policies. However, one can readily extend our
approach to a large class of scheduling policies (where fluid limit techniques can be used). For example,
combining our approach with the CSMA-based algorithms of [3]–[5], one can completely remove the
requirement of queue length information exchange, and develop fully distributed scheduling schemes,
under which no information exchange is required. To the best of our knowledge, this is the first work
that develops throughput-optimal scheduling schemes without per-flow or per-destination information in
wireless networks with multi-hop traffic. In addition, we believe that using this type of per-hop queue
structure to study the problem of link scheduling is of independent interest.
Second, we have also developed schemes with per-link queues (i.e., a single data queue per link)
instead of per-hop queues, extending the idea to per-Link-Queue-based MaxWeight Scheduler (LQ-MWS).
We propose two schemes based on LQ-MWS using different queueing disciplines. We first combine it
with the priority queueing discipline (called PLQ-MWS), where a higher priority is given to the packet
that traverses a smaller number of hops, and then prove throughput optimality of PLQ-MWS. It is of
independent interest that this type of hop-count-based priority discipline enforces stability. This, however,
requires that nodes sort packets according to their hop-count information. We then remove this restriction
by combining LQ-MWS with the FIFO queueing discipline (called FLQ-MWS), and prove throughput
optimality of FLQ-MWS in networks where flows do not form loops. We further propose fully distributed
heuristic algorithms by combining our approach with the CSMA algorithms, and show that the fully
distributed CSMA-based algorithms are throughput-optimal under the time-scale separation assumption.
Finally, we show through simulations that the proposed schemes can significantly improve the delay
performance in most scenarios. In addition, the schemes with per-link queues (PLQ-MWS and FLQ-
MWS) perform well in a wider variety of scenarios, which implies that maintaining per-link queues not
only simplifies the data structure, but also can contribute to scheduling efficiency and delay performance.
The remainder of the paper is organized as follows. In Section II, we present a detailed description of
our system model. In Section III, we prove throughput optimality of HQ-MWS using fluid limit techniques
via a hop-by-hop inductive argument. We extend our ideas to show throughput-optimality of PLQ-MWS
and FLQ-MWS in Section IV. Further, we show that our approach combined with the CSMA-based
algorithms leads to fully distributed scheduling schemes in Section V. We evaluate different scheduling
schemes through simulations in Section VI. Finally, we conclude our paper in Section VII.
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5II. SYSTEM MODEL
We consider a multi-hop wireless network described by a directed graph G = (V, E), where V denotes
the set of nodes and E denotes the set of links. Nodes are wireless transmitters/receivers and links are
wireless channels between two nodes if they can directly communicate with each other. Let b(l) and e(l)
denote the transmitting node and receiving node of link l = (b(l), e(l)) ∈ E , respectively. Note that we
distinguish links (i, j) and (j, i). We assume a time-slotted system with a single frequency channel. Let
cl denote the link capacity of link l, i.e., link l can transmit at most cl packets during a time slot if none
of the links that interfere with l is transmitting at the same time. We assume unit capacity links, i.e.,
cl = 1 for all l ∈ E . A flow is a stream of packets from a source node to a destination node. Packets are
injected at the source, and traverse multiple links to the destination via multi-hop communications. Let
S denote the set of flows in the network. We assume that each flow s has a single, fixed, and loop-free
route that is denoted by L(s) = (ls1, · · · , ls|L(s)|), where the route of flow s has |L(s)| hop-length from
the source to the destination, lsk denotes the k-th hop link on the route of flow s, and | · | denotes the
cardinality of a set. Let Lmax , maxs |L(s)| <∞ denote the length of the longest route over all flows.
Let Hsl,k ∈ {0, 1} be 1, if link l is the k-th hop link on the route of flow s, and 0, otherwise. Note
that the assumption of single route and unit capacity is only for ease of exposition, and one can readily
extend the results to more general scenarios with multiple fixed routes and heterogeneous link capacities,
applying the techniques used in this paper. We also restrict our attention to those links that have flows
passing through them. Hence, without loss of generality, we assume that
∑
s
∑|L(s)|
k=1 H
s
l,k ≥ 1, for all
l ∈ E .
The interference set of link l is defined as I(l) , {j ∈ E | link j interferes with link l}. We consider
a general interference model, where the interference is symmetric, i.e., for any l, j ∈ E , if l ∈ I(j),
then j ∈ I(l). A schedule is a set of (active or inactive) links, and can be represented by a vector
M ∈ {0, 1}|E|, where component Ml is set to 1 if link l is active, and 0 if it is inactive. A schedule M is
said to be feasible if no two links of M interfere with each other, i.e., l /∈ I(j) for all l, j with Ml = 1
and Mj = 1. Let M denote the set of all feasible schedules over E , and let Co(M) denote its convex
hull.
Let Fs(t) denote the cumulative number of packet arrivals at the source node of flow s up to time slot
t. We assume that packets are of unit length. We assume that each arrival process Fs(t) − Fs(t − 1) is
an irreducible positive recurrent Markov chain with countable state space, and satisfies the Strong Law
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6of Large Numbers (SLLN): That is, with probability one,
limt→∞
Fs(t)
t
= λs, (1)
for each flow s ∈ S , where λs is the mean arrival rate of flow s. We let λ , [λs] denote the arrival
rate vector. Also, we assume that the arrival processes are mutually independent across flows. (This
assumption can be relaxed as in [15].)
As in [15], a stochastic queueing network is said to be stable, if it can be described as a discrete-
time countable Markov chain and the Markov chain is stable in the following sense: The set of positive
recurrent states is non-empty, and it contains a finite subset such that with probability one, this subset is
reached within finite time from any initial state. When all the states communicate, stability is equivalent
to the Markov chain being positive recurrent [16]. We define the throughput region of a scheduling policy
as the set of arrival rate vectors for which the network is stable under this policy. Further, we define
the optimal throughput region (or stability region) as the union of the throughput regions of all possible
scheduling policies, including the offline policies [1]. We denote by Λ∗ the optimal throughput region,
whereby Λ∗ can be represented as
Λ∗ , {λ | for some φ ∈ Co(M),
∑
s
∑
kH
s
l,kλs ≤ φl for all links l ∈ E}.
(2)
An arrival rate vector is strictly inside Λ∗, if the inequalities above are all strict.
Throughout the paper, we let (z)+ , max(z, 0) denote the larger value between z and 0.
III. SCHEDULING WITH PER-HOP QUEUES
In this section, we propose scheduling policies with per-hop queues and shadow algorithm. We will later
extend our ideas to developing schemes with per-link queues in Section IV. We describe our scheduling
schemes using the centralized MaxWeight algorithm for ease of presentation. Our approach combined with
the CSMA algorithms can be extended to develop fully distributed scheduling algorithms in Section V.
A. Queue Structure and Scheduling Algorithm
We start with the description of queue structure, and then specify our scheduling scheme based on
per-hop queues and a shadow algorithm. We assume that, at the transmitting node of each link l, a single
FIFO data queue Ql,k is maintained for packets whose k-th hop is link l, where 1 ≤ k ≤ Lmax. Such
queues are called per-hop queues. For notational convenience, we also use Ql,k(t) to denote the queue
length of Ql,k at time slot t. Let Πl,k(t) denote the service of Ql,k at time slot t, which takes a value
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7of cl (i.e., 1 in our setting), if queue Ql,k is active, or 0, otherwise. Let Dl,k(t) denote the cumulative
number of packet departures from queue Ql,k up to time slot t, and let Ψl,k(t) , Dl,k(t) −Dl,k(t− 1)
be the number of packet departures from queue Ql,k at time slot t. Since a queue may be empty when
it is scheduled, we have Ψl,k(t) ≤ Πl,k(t) for all time slots t ≥ 0. Let Us,k(t) denote the cumulative
number of packets transmitted from the (k − 1)-st hop to the k-th hop for flow s up to time slot t for
1 ≤ k ≤ L(s), where we set Us,1(t) = Fs(t). And let Al,k(t) be the cumulative number of aggregate
packet arrivals (including both exogenous arrivals and arrivals from the previous hops) at queue Ql,k up
to time slot t. Then, we have Al,k(t) =
∑
sH
s
l,kUs,k(t), and in particular, Al,1(t) =
∑
sH
s
l,1Fs(t). Let
Pl,k(t) , Al,k(t)−Al,k(t− 1) denote the number of arrivals for queue Ql,k at time slot t. We adopt the
convention that Al,k(0) = 0 and Dl,k(0) = 0 for all l ∈ E and 1 ≤ k ≤ Lmax. The queue length evolves
as
Ql,k(t) = Ql,k(0) +Al,k(t)−Dl,k(t). (3)
For each data queue Ql,k, we maintain a shadow queue Qˆl,k, and let Qˆl,k(t) denote its queue length
at time slot t. The arrival and departure processes of the shadow queues are controlled as follows.
We denote by Aˆl,k(t) and Dˆl,k(t) its cumulative amount of arrivals and departures up to time slot t,
respectively. Also, let Πˆl,k(t), Pˆl,k(t) , Aˆl,k(t)− Aˆl,k(t− 1) and Ψˆl,k(t) , Dˆl,k(t)− Dˆl,k(t− 1) denote
the amount of service, arrivals and departures of queue Qˆl,k at time slot t, respectively. Likewise, we
have Ψˆl,k(t) ≤ Πˆl,k(t) for t ≥ 0. We set by convention that, Aˆl,k(0) = 0 and Dˆl,k(0) = 0 for all queues
Qˆl,k. The arrivals for shadow queue Qˆl,k are set to (1 + ǫ) times the average amount of packet arrivals
at data queue Ql,k up to time slot t, i.e.,
Pˆl,k(t) = (1 + ǫ)
Al,k(t)
t
, (4)
where ǫ > 0 is a sufficiently small positive number such that (1 + ǫ)λ is also strictly inside Λ∗ given
that λ is strictly inside Λ∗. Then, the shadow queue length evolves as
Qˆl,k(t) = Qˆl,k(0) + Aˆl,k(t)− Dˆl,k(t). (5)
Using these shadow queues, we determine the service of both data queues and shadow queues using
the following MaxWeight algorithm.
Per-Hop-Queue-based MaxWeight Scheduler (HQ-MWS): At each time slot t, the scheduler serves
data queues Ql,k∗(l) for l ∈M∗, where
k∗(l) ∈ argmaxk Qˆl,k(t), for each link l ∈ E , (6)
M∗ ∈ argmaxM∈M
∑
l∈E Qˆl,k∗(l)(t) ·Ml. (7)
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8In other words, we set the service of data queue as Πl,k(t) = 1 if l ∈M∗ and k = k∗(l), and Πl,k(t) = 0
otherwise. We also set the service of shadow queues as Πˆl,k(t) = Πl,k(t) for all l and k.
Remark: The algorithm needs to solve a MaxWeight problem based on the shadow queue lengths, and
ties can be broken arbitrarily if there is more than one queue having the largest shadow queue length at a
link or there is more than one schedule having the largest weight sum. Note that we have Πl,k(t) = Πˆl,k(t)
under this scheduling scheme, for all links l ∈ E and 1 ≤ k ≤ Lmax and for all time slots t ≥ 0. Once a
schedule M∗ is selected, data queues Ql,k∗(l) for links l with M∗l = 1 are activated to transmit packets
if they are non-empty, and shadow queues Qˆl,k∗(l) “transmit” shadow packets as well. Note that shadow
queues are just counters. The arrival and departure process of a shadow queue is simply an operation of
addition and subtraction, respectively.
B. Throughput Optimality
We present the main result of this section as follows.
Proposition 1: HQ-MWS is throughput-optimal, i.e., the network is stable under HQ-MWS for any
arrival rate vector λ strictly inside Λ∗.
We prove the stability of the network in the sense that the underlying Markov chain (whose state
accounts for both data queues and shadow queues; see Appendix A for the detailed state description) is
stable under HQ-MWS, using fluid limit techniques [15], [17]. We provide the proof of Proposition 1 in
Appendix A, and discuss the outline of the proof as follows.
Note that the shadow queues serve only single-hop traffic, i.e., after packets in the shadow queues are
served, they leave the system without being transmitted to another shadow queue. We also emphasize
that the single-hop shadow traffic gets smoothed under the arrival process of (4), and in the fluid limits
(which will be formally established in Appendix A), after a finite time, the instantaneous shadow arrival
rate is strictly inside the optimal throughput region Λ∗ with small enough ǫ > 0. Then, using the standard
Lyapunov approach, we can show the stability for the sub-system consisting of shadow queues.
Now, we consider the data queues in the fluid limits starting from the first hop data queue for each
link l ∈ E . Since the arrival process of data queue Ql,1 satisfies the SLLN, the instantaneous arrival of
shadow queue Qˆl,1 will be equal to (1+ ǫ)
∑
sH
s
l,1λs. This implies that the service rate of shadow queue
Qˆl,1 is no smaller than (1 + ǫ)
∑
sH
s
l,1λs due to the stability of shadow queues. Then, the service rate
of data queue Ql,1 is also no smaller than (1+ ǫ)
∑
sH
s
l,1λs because Πl,k(t) = Πˆl,k(t) under HQ-MWS.
Since the arrival rate of data queue Ql,1 is
∑
sH
s
l,1λs, the service rate is strictly greater than the arrival
rate for Ql,1, establishing its stability. Using this as an induction base, we can show the stability of data
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9queues via a hop-by-hop inductive argument. This immediately implies that the fluid limit model of the
joint system is stable under HQ-MWS.
Although our proposed scheme shares similarities with [6], [8], it has important differences. First, in [6],
per-flow information is still required by their shadow algorithm. The shadow packets are injected into the
network at the sources, and are then “transmitted” to the destinations via multi-hop communications. Their
scheme strongly relies on the information exchange of shadow queue lengths to calculate the link weights.
In contrast, we take a different approach for constructing the instantaneous arrivals at each shadow
queue according to (4) that is based on the average amount of packet arrivals at the corresponding data
queue. This method of injecting shadow packets allows us to decompose multi-hop traffic into single-hop
traffic for shadow queues and exploit only local information when making scheduling decisions. Second,
although the basic idea behind the shadow arrival process of (4) is similar to the service process of the
per-flow queues in [8], the scheme in [8] requires per-flow information and relies on a two-stage queue
architecture that consists of both per-flow and per-link data queues. In contrast, our scheme needs only
per-hop (and not per-flow) information, i.e., the number of hops each packet has traversed, completely
removing per-flow information and per-flow queues. This simplification of required information and data
structure is critical, due to the fact that the maximum number of hops in a network is usually much
smaller than the number of flows in a large network. For example, in the Internet, the longest route a
flow takes typically has tens of hops, while there are billions of nodes and thus the number of flows
could be extremely large.
Note that the hop-count in our approach is counted from the source. Such per-hop information is easy
to obtain (e.g., from Time-to-Live or TTL information in the Internet and ad hoc networks). At each
link, packets with the same hop-count (from the source of each packet to the link) are kept at the same
queue, regardless of sources, destinations, and flows, which significantly reduces the number of queues.
In Section IV, we extend our approach to the schemes with per-link queues, and further remove even
the requirement of per-hop information.
IV. SCHEDULING WITH PER-LINK QUEUES
In the previous section, we show that per-hop-queue-based MaxWeight scheduler (HQ-MWS) achieves
optimal throughput performance. In this section, we extend our ideas to developing schemes with per-
link queues. To elaborate, we show that per-link-queue-based MaxWeight scheduler, when associated
with priority or FIFO queueing discipline, can also achieve throughput optimality.
October 22, 2018 DRAFT
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A. MaxWeight Algorithm with Per-link Queues
We consider a network where each link l has a single data queue Ql. Let Ql(t), Al(t), Dl(t), Πl(t),
Ψl(t) and Pl(t) denote the queue length, cumulative arrival, cumulative departure, service, departure
and arrival at the data queue Ql, respectively. Also, we maintain a shadow queue Qˆl associated with
each Ql, and let Qˆl(t), Aˆl(t), Dˆl(t), Πˆl(t), Ψˆl(t) and Pˆl(t) denote the queue length, cumulative arrival,
accumulative departure, service, departure and arrival at the shadow queue Qˆl, respectively. Similar to
(4) for per-hop shadow queues, we control the arrivals to the shadow queue Qˆl as
Pˆl(t) = (1 + ǫ)
Al(t)
t
, (8)
where ǫ > 0 is a sufficiently small positive number.
Next, we specify the MaxWeight algorithm with per-link queues as follows.
Per-Link-Queue-based MaxWeight Scheduler (LQ-MWS): At each time slot t, the scheduler serves
links in M∗ (i.e., Πl(t) = 1 for l ∈M∗, and Πl(t) = 0 otherwise), where
M∗ ∈ argmaxM∈M
∑
l∈E Qˆl(t) ·Ml.
Also, we set the service of shadow queues as Πˆl(t) = Πl(t) for all l.
Similar as in HQ-MWS, the shadow traffic under LQ-MWS gets smoothed due to the shadow arrival
assignment of (8), and the instantaneous arrival rate of shadow queues can be shown to be strictly inside
the optimal throughput region Λ∗. Hence, we show in Lemma 20 (see Appendix D) that the fluid limit
model for the sub-system consisting of shadow queues is stable under LQ-MWS, using the standard
Lyapunov approach and following the same line of analysis for HQ-MWS.
B. LQ-MWS with Priority Discipline
We develop a scheduling scheme by combining LQ-MWS with priority queueing discipline, called
PLQ-MWS. Regarding priority of packets at each per-link queue, we define hop-class as follows: A
packet has hop-class-k, if the link where the packet is located is the k-th hop from the source of the
packet. When a link is activated to transmit packets, packets with a smaller hop-class will be transmitted
earlier; and packets with the same hop-class will be transmitted in a FIFO fashion.
Proposition 2: PLQ-MWS is throughput-optimal.
We provide the outline of the proof and refer to Appendix E for the detailed proof. Basically, we follow
the line of analysis for HQ-MWS using fluid limit techniques and induction method. Since a link transmits
packets according to their priorities (i.e., hop-classes or hop-count from their respective source nodes), we
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can view packets with hop-class-k at link l as in a sub-queue Ql,k (similar to the per-hop queues under
HQ-MWS). Now, we consider the data queues in the fluid limits. Since the exogenous arrival process
satisfies the SLLN, the instantaneous arrival to shadow queue Qˆl will be at least (1 + ǫ)
∑
sH
s
l,1λs for
each link l ∈ E . This implies that the service rate of shadow queue Qˆl is no smaller than (1+ǫ)
∑
sH
s
l,1λs
due to the stability of the shadow queues (see Lemma 20 in Appendix D). Then, the service rate of sub-
queue Ql,1 is also no smaller than (1 + ǫ)
∑
sH
s
l,1λs, because: 1) Πl(t) = Πˆl(t) under PLQ-MWS; and
2) the highest priority is given to sub-queue Ql,1 when link l is activated to transmit. Since the arrival
rate of sub-queue Ql,1 is
∑
sH
s
l,1λs, the service rate is strictly greater than the arrival rate for sub-queue
Ql,1, establishing its stability. Similarly, we can show that the hop-class-j sub-queues are stable for all
j ≤ k + 1, given the stability of the hop-class-j′ sub-queues for all j′ ≤ k. Therefore, we can show the
stability of the data queues via a hop-by-hop inductive argument. This immediately implies that the fluid
limit model of the joint system is stable under PLQ-MWS.
We emphasize that a “bad” priority discipline may cause instability (even in wireline networks). See
[18], [19] for two simple counterexamples showing that in a two-station network, a static priority discipline
that gives a higher priority to customers with a larger hop-count, may result in instability. (Interested
readers are also referred to Chapter 3 of [16] for a good summary of the instability results.) The key
intuition of these counterexamples is that, by giving a higher priority to packets with a larger hop-count
in one station, the priority discipline may impede forwarding packets with a smaller hop-count to the
next-hop station, which in turn starves the next-hop station. On the other hand, PLQ-MWS successfully
eliminates this type of inefficiency by giving a higher priority to the packets with a smaller hop-count,
and continues to push the packets to the following hops.
Note that PLQ-MWS is different from HQ-MWS, although they appear to be similar. HQ-MWS makes
scheduling decisions based on the queue length of each per-hop shadow queue. This may result in a waste
of service if a per-hop queue is activated but does not have enough packets to transmit, even though
the other per-hop queues of the same link have packets. In contrast, PLQ-MWS makes decisions based
on the queue length of each per-link shadow queue and allows a link to transmit packets of multiple
hop-classes, avoiding such an inefficiency. The performance difference due to this phenomenon will be
illustrated through simulations in Section VI. Furthermore, the implementation of PLQ-MWS is easier
than HQ-MWS, since PLQ-MWS needs to maintain only one single shadow queue per link.
Another aspect of PLQ-MWS we would like to discuss is about the hop-count-based priority discipline
in the context of multi-class queueing networks (or wireline networks). In operations research, stability
of multi-class queueing networks has been extensively studied in the literature (e.g., see [16] and the
October 22, 2018 DRAFT
12
references therein). To the best of our knowledge, however, there is very limited work on the topic of
“priority enforces stability” [20]–[22]. In [20], [21], the authors obtained sufficient conditions (based
on linear or piecewise linear Lyapunov functions) for the stability of a multiclass fluid network and/or
queueing network under priority disciplines. However, to verify these sufficient conditions relies on
verifying the feasibility of a set of inequalities, which in general can be very difficult. The most related
work to ours is [22]. There, the authors showed that under the condition of “Acyclic Class Transfer”,
where customers can switch classes unless there is a loop in class transfers, a simple priority discipline
stabilizes the network under the usual traffic condition (i.e., the normalized load is less than one). Their
priority discipline gives a higher priority to customers that are closer to their respective sources.
Interestingly, our hop-count-based priority discipline (for wireline networks) is similar to the discipline
proposed in [22]. However, there is a major difference in that while [22] studies stability of wireline
networks (without link interferences) under the usual traffic condition, we consider stability of wireless
networks with interference constraints that impose the (link) scheduling problem, which is much more
challenging. In wireless networks, the service rate of each link depends on the underlying scheduling
scheme, rather than being fixed as in wireline networks. Hence, the difficulty is to establish the usual traffic
condition by designing appropriate wireless scheduling schemes. In this paper, we develop PLQ-MQS
scheme and show that the usual traffic condition and then stability can be established via a hop-by-hop
inductive argument under the PLQ-MWS scheme.
C. LQ-MWS with FIFO Discipline
In this section, we develop a scheduling scheme, called FLQ-MWS, by combining the LQ-MWS
algorithm developed in Section IV-A with FIFO queueing discipline (instead of priority queueing disci-
pline), and show that this scheme is throughput-optimal if flows do not form loops. We emphasize that
FLQ-MWS requires neither per-flow information nor hop-count information.
To begin with, we define a positive integer r(l) as the rank of link l ∈ E , and call R(E) = (r(l), l ∈ E)
a ranking of E . Recall that L(s) denotes the loop-free route of flow s. In the following, we prove a key
property of the network where flows do not form loops, which will be used to prove the main results in
this section.
Lemma 3: Consider a network G = (V, E) with a set of flows S , where the flows do not form loops.
There exists a ranking R(E) such that the following two statements hold:
1) For any flow s ∈ S , the ranks are monotonically increasing when one traverses the links of flow
s from ls1 to ls|L(s)|, i.e., r(l
s
i ) < r(l
s
i+1) for all 1 ≤ i < |L(s)|.
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2) The packet arrivals at a link are either exogenous, or forwarded from links with a smaller rank.
We provide the proof of Lemma 3 in Appendix F. Note that such a ranking with the monotone property
exists because the flows do not form a loop. In contrast, it is clear that if flows form a loop, then such
a ranking does not exist. Two examples of the networks where flows do not form loops are provided in
Figs. 5(b) and 5(c), and an example of the network where flows do form a loop is provided in Fig. 5(a).
Note that the ranking is only for the purpose of analysis and plays a key role in proving the system
stability under FLQ-MWS, while it will not be used in the actual link scheduling algorithm.
Now, we give the main results of this section in the following proposition.
Proposition 4: FLQ-MWS is throughput-optimal in networks where flows do not form loops.
We omit the detailed proof and refer to Appendix F. In the following, we provide the outline of the
proof. Motivated by Lemma 3, we extend our analysis for HQ-MWS (or PLQ-MWS). Compared to the
PLQ-MWS algorithm, there are differences only in the operations with data queues, and the underlying
LQ-MWS algorithm remains the same. Thus, the shadow queues will exhibit similar behaviors, and the
fluid limit model for the sub-system of shadow queues is stable under FLQ-MWS (see Lemma 20 in
Appendix D). Also, note that Lemma 3 implies that given the qualified ranking (without loss of generality,
assuming that the smallest rank is 1), the packet arrivals at links with rank 1 are all exogenous, then
following a similar argument in the proof of Proposition 1, we can prove the stability of the corresponding
data queues by showing that the instantaneous arrival rate is less than the instantaneous service rate. Since
Lemma 3 also implies that the packet arrivals at links with rank 2 are either exogenous or from links
with rank 1, we can similarly show the stability of links with rank 2. Repeating the above argument, we
can prove the stability of all data queues by induction, which completes the proof of Proposition 4.
Corollary 5: FLQ-MWS is throughput-optimal in tree networks.
The above corollary follows immediately from Proposition 4, because a tree network itself does not
contain a cycle of links and flows are all loop-free.
V. EXTENSION TO CSMA-BASED DISTRIBUTED ALGORITHMS
In this section, we employ CSMA techniques to develop fully distributed throughput-optimal scheduling
schemes for multi-hop traffic. We consider per-link-queue-based schemes combined with the CSMA-based
scheduling of [4].
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A. Basic Scheduling Algorithm
We start with description of basic scheduling algorithm based on CSMA. As in [4], we divide each
time slot t into a control slot and a data slot, where the control slot is further divided into W mini-slots.
The purpose of the control slot is to generate a collision-free transmission schedule M(t) ∈ M. To
this end, the distributed CSMA scheduling selects at each time slot a set of links that form a feasible
schedule. Such a schedule is called a decision schedule and used to change links’ state (between active
and inactive). Let σ(t) denote a decision schedule at time slot t.
Let M0 ⊆ M denote the set of possible decision schedules under our CSMA-based algorithm. A
decision schedule is selected through a randomized procedure, e.g., a decision schedule σ(t) ∈ M0 is
selected with a positive probability α(σ(t)) satisfying that
∑
σ(t)∈M0 α(σ(t)) = 1. Based on the decision
schedule, the schedule for actual data transmission is determined as follows. For each link l ∈ σ(t), if no
link in its interfering neighbors I(l) was active at time slot t− 1, then the state of link l becomes active
with probability pl (which will be specified later) and inactive with probability p¯l = 1− pl during time
slot t. If at least one link in I(l) was active in the previous time slot, then link l remains inactive2 in
the current data slot. Any link l′ /∈ σ(t) will have its state unchanged from the previous time slot. Since
the current state M(t) depends only on the previous state M(t− 1) and the randomly selected decision
schedule σ(t), the transmission schedule M(t) evolves as a discrete-time Markov chain (DTMC). Our
basic scheduling algorithm is very similar to that of [4]. The key difference is that the link activation
probability is based on the shadow queue lengths instead of the data queue lengths. We refer the readers
to [4] for the detailed operations of the CSMA-based algorithms.
B. Distributed Implementation with Per-link Queues
In this section, we describe our distributed CSMA-based scheduling scheme with per-link queues,
called LQ-CSMA. The LQ-CSMA algorithm can be combined with priority or FIFO queueing discipline
to develop fully distributed scheduling schemes.
We use the system settings and notations of per-link-queue structure as in Section IV. We also control
the shadow arrivals as (8). As in [4], we set link activation probability pl = ewl(t)ewl(t)+1 , where wl(t) is the
weight of link l. We begin with defining a class of functions that will be used for weight calculation. As
in [4], [23], let B denote the set of functions g(·) : [0,∞]→ [0,∞] that satisfy the following conditions:
1) g(x) is a non-decreasing and continuous function with limx→∞ g(x) =∞.
2In the previous data slot, link l must be inactive since the schedule must be feasible.
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2) Given any M1 > 0,M2 > 0 and 0 < ǫ < 1, there exists a B < ∞, such that for all x > B, we
have (1− ǫ)g(x) ≤ g(x−M1) ≤ g(x+M2) ≤ (1 + ǫ)g(x).
For example, functions g(x) = log(x+ 1), g(x) = xα with α > 0, and g(x) = e
√
x belong to B, while
g(x) = ex does not. Similar to Chapter 4 of [24], to guarantee the existence of the fluid limit, we further
define C as a subset of B such that g(0) = 0, and for any (x1, . . . , xn) and (y1, . . . , yn) in [0,∞]n and
for any η ∈ [0, 1],
∑
i
g(xi) ≥ η
∑
i
g(yi)⇒
∑
i
g(rxi) ≥ η
∑
i
g(ryi), for all r > 0. (9)
For example, g(x) = xα with α > 0 is in C.
We set the weight of link l ∈ E at time slot t as wl(t) = gl(Qˆl(t)), where gl ∈ C. We highlight the
differences from the original CSMA-based scheduling schemes as follows: i) the link weight is calculated
by a function in set C instead of B. This restriction is necessary to apply the fluid limit techniques; ii) the
shadow queue length Qˆl(t) is used for the weight calculation instead of the data queue length Ql(t). The
following scheduling scheme is an extension of per-link-queue-based scheduling schemes to CSMA-based
algorithm.
Per-Link-Queues-and-CSMA-based Scheduling Algorithm (LQ-CSMA):
Let pl = e
wl(t)
ewl(t)+1
, where wl(t) = gl(Qˆl(t)) is an appropriate function of the shadow queue length
of link l as shown above. At the beginning of each time slot, each link l randomly selects a backoff
time among {0, 1, 2, · · · ,W − 1}, where W denotes the contention window size. Link l will send an
INTENT message to announce its decision of attempting channel when this backoff time expires, unless
an interfering link in I(l) sent an INTENT message in an earlier mini-slot. The details are shown in
Algorithm 1, which is similar to the Q-CSMA algorithm of [4], except that the activation probability pl
is now determined based on the shadow queue lengths.
Remark: The weight function gl(Qˆl(t)) needs to be appropriately chosen such that the DTMC of the
transmission schedules converge faster compared to the dynamics of the link weights. For example3,
gl(Ql(t)) = αQl(t) with a small α is suggested as a heuristic to satisfy the time-scale separation
assumption in [3] and gl(Ql(t)) = log log(Ql(t) + e) is used in the proof of throughput optimality
in [5] to essentially separate the time scales. In addition, it has been reported in [4] that the weight
function gl(Ql(t)) = log(αQl(t)) with a small α gives the best empirical delay performance. In this
3In [3]–[5], the weight function gl is a function of the queue length Ql(t) rather than Qˆl(t).
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Algorithm 1 LQ-CSMA (at time slot t)
1) Link l selects a random (integer) backoff time Bl uniformly in [0,W − 1] and waits for Bl control
mini-slots.
2) IF link l hears an INTENT message from a link in I(l) before the (Bl + 1)-st control mini-slot,
l will not be included in σ(t) and will not transmit an INTENT message anymore. Link l will set
Ml(t) = Ml(t− 1).
3) IF link l does not hear an INTENT message from any link in I(l) before the (Bl + 1)-st control
mini-slot, it will send (broadcast) an INTENT message to all links in I(l) at the beginning of the
(Bl + 1)-st control mini-slot.
- If there is a collision (i.e., if there is another link in I(l) transmitting an INTENT message in
the same mini-slot), link l will not be included in σ(t) and will set Ml(t) = Ml(t− 1).
- If there is no collision, link l will be included in σ(t) and decide its state as follows:
if no links in I(l) were active in the previous data slot then
Ml(t) = 1 with probability pl, 0 < pl < 1;
Ml(t) = 0 with probability p¯l = 1− pl.
else
Ml(t) = 0.
end if
4) IF Ml(t) = 1, link l will transmit a packet in the data slot, and will set Qˆl(t) = (Qˆl(t)− 1)+.
paper, we make the time-scale separation assumption as in [3], [4] and assume that the DTMC is in the
steady state at every time slot.
Applying Lemma 3 of [4], we can show that the transmission schedule M(t) produced by LQ-CSMA
is feasible and the decision schedule σ satisfies
⋃
σ∈M0 σ = E when W ≥ 2. Applying Proposition 1
of [4], we can obtain that the DTMC of the transmission schedules is irreducible and aperiodic (and
reversible in this case), and has the following product-form stationary distribution:
µ(M) = 1
κ
∏
l∈M
pl
p¯l
, (10)
κ =
∑
M∈M
∏
l∈M
pl
p¯l
. (11)
Then from Proposition 2 of [4], we can obtain the following lemma.
Lemma 6: If the window size W ≥ 2, LQ-CSMA has the product-form distribution given by (10).
Further, given any ζ and γ, 0 < ζ, γ < 1, there exists a QB > 0 such that: at any time slot t, with
October 22, 2018 DRAFT
17
probability greater than 1− ζ , LQ-CSMA chooses a schedule M(t) ∈ M that satisfies
∑
l∈E
wl(t) ·Ml(t) ≥ (1− γ) max
M∈M
∑
l∈E
wl(t) ·Ml (12)
whenever ‖Qˆ(t)‖ > QB.
We omit the proof and refer interested readers to [4] (Lemma 3, Propositions 1 and 2) for details.
Note that we have (80) since Lemma 19 also holds under LQ-CSMA. Applying Lemma 6 and following
the same line of analysis for the proof of Lemma 15, we can easily show that the sub-system of shadow
queues qˆ is stable under LQ-CSMA in the fluid limit model.
Lemma 7: Given any ζ and γ, 0 < θ, γ < 1, with probability greater than 1 − θ, the sub-system of
shadow queues qˆ operating under LQ-CSMA satisfies that: For any ζ > 0, there exists a finite T4 > 0
such that, for any fluid model solution with ‖qˆ(0)‖ ≤ 1, we have
‖qˆ(t)‖ ≤ ζ, for all t ≥ T4, (13)
for any arrival rate vector strictly inside (1− γ)Λ∗.
The proof is provided in Appendix I.
The LQ-CSMA algorithm combined with priority queueing discipline and FIFO queueing discipline is
called PLQ-CSMA and FLQ-CSMA, respectively. We present the main results of this section as follows.
Proposition 8: PLQ-CSMA is throughput-optimal.
Proposition 9: FLQ-CSMA is throughput-optimal in networks where flows do not form loops.
Since the fluid limit model for the sub-system of shadow queues qˆ is stable from Lemma 7, the results
of Propositions 8 and 9 follow the same line of analysis for the proof of Propositions 2 and 4, respectively.
We omit the proofs.
VI. NUMERICAL RESULTS
In this section, we evaluate different scheduling schemes through simulations. We compare scheduling
performance of HQ-MWS, PLQ-MWS, FLQ-MWS with the original back-pressure (BP) algorithm under
the node-exclusive4 interference model. Note that we focus on the node-exclusive interference model only
for the purpose of illustration. Our scheduling schemes can be applied to general interference constraints
as specified in Section II. We will first focus on a simple linear network topology to illustrate the
advantages of the proposed schemes, and further validate our theoretical results in a larger and more
4It is also called the primary or 1-hop interference model, where two links sharing a common node cannot be activated
simultaneously. It has been known as a good representation for Bluetooth or FH-CDMA networks [2].
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Fig. 1. Performance of BP, HQ-MWS, PLQ-MWS and FLQ-MWS in a linear network topology (ǫ = 0.005).
realistic grid network topology. The impact of the parameter ǫ on the scheduling performance will also
be explored and discussed.
First, we evaluate and compare the scheduling performance of HQ-MWS, PLQ-MWS, FLQ-MWS and
the back-pressure algorithm in a simple linear network that consists of 11 nodes and 10 links as shown
in Fig. 1(a), where nodes are represented by circles and links are represented by dashed lines with link
capacity, respectively. We establish 10 flows that are represented by arrows, where each flow i is from
node 1 to node i + 1 via all the nodes in-between. We consider uniform traffic where all flows have
packet arrivals at each time slot following Poisson distribution with the same mean rate λ > 0. We run
our simulations with changing traffic load λ. Clearly, in this scenario, any traffic load with λ < 0.5 is
feasible. We use ǫ = 0.005 for HQ-MWS, PLQ-MWS and FLQ-MWS. We evaluate the performance
by measuring average packet delays (in unit of time slot) over all the delivered packets (that reach their
respective destination nodes) in the network.
Fig. 1(b) plots the average delays under different offered loads to examine the performance limits of
different scheduling schemes. Each result represents a simulation run that lasts for 107 time slots. Since
the optimal throughput region Λ∗ is defined as the set of arrival rate vectors under which queue lengths
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Fig. 2. Performance of BP, HQ-MWS, PLQ-MWS and FLQ-MWS in a linear network topology (ǫ = 0.005).
and thus delays remain finite, we can consider the traffic load, under which the average delay increases
rapidly, as the boundary of the optimal throughput region. Fig. 1(b) shows that all schemes achieve the
same boundary (i.e., λ < 0.5), which supports our theoretical results on throughput optimality. Moreover,
all the three proposed schemes achieve substantially better delay performance than the back-pressure
algorithm. This is because under the back-pressure algorithm, the queue lengths have to build up along
the route a flow takes from the destination to the source, and in general, earlier hop link has a larger
queue length. This leads to poor delay performance especially when the route of a flow is lengthy, which
is the case in Fig. 1(a). Note that in this specific scenario, there is only one per-hop queue at each link
under HQ-MWS. Hence, HQ-MWS is equivalent to PLQ-MWS and FLQ-MWS in this scenario, which
explains why the three proposed schemes perform the same as in Fig. 1(b).
Second, we evaluate the performance of the proposed schemes in the same linear network as in the
previous case while reversing the direction of each flow. The new topology is illustrated in Fig. 2(a). In this
scenario, the number of per-hop queues HQ-MWS maintains for each link is the same as the number of
flows passing through that link. Hence, HQ-MWS is expected to operate differently from PLQ-MWS and
FLQ-MWS, and achieves different (and potentially poorer) delay performance. All the other simulation
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(a) A grid network topology
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Fig. 3. Performance of all the proposed scheduling schemes in a grid network with 16 nodes and 24 links. In Fig. 3(b), the
vertical dotted line λ = 0.37 denotes an upper bound for the feasible values of λ.
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settings are kept the same as in the previous case. Fig. 2(b) shows that all schemes achieve the same
boundary (i.e., λ < 0.5) in this scenario, which again supports our theoretical results on throughput
performance. However, we observe that HQ-MWS has the worst delay performance, while PLQ-MWS
and FLQ-MWS achieve substantially better performance. This is because PLQ-MWS and FLQ-MWS
transmit packets more efficiently and do not waste service as long as there are enough packets at the
activated link, while the back-pressure algorithm and HQ-MWS maintain multiple queues for each link,
and may waste service if the activated queue has less packets than the link capacity. HQ-MWS has
larger delays than the back-pressure algorithm because the scheduling decisions of HQ-MWS are based
on the shadow queue lengths rather than the actual queue lengths: a queue with very small (or even
zero) queue length could be activated. This introduces another type of inefficiency in HQ-MWS. Note
that PLQ-MWS and FLQ-MWS also make scheduling decisions based on the shadow queue lengths.
However, their performance improvement from a single queue per link dominates delay increases from
the inefficiency. These observations imply that maintaining per-link queues not only simplifies the data
structure, but also improves scheduling efficiency and reduces delays.
Next, we evaluate the performance of all the proposed schemes in a larger grid network with 16 nodes
and 24 links as shown in Fig. 3(a), where the capacity of each link has been shown beside the link and
carefully assigned to avoid traffic symmetry. Similar type of grid networks have been adopted in the
literature (e.g., [4], [6], [25]) to numerically evaluate scheduling performance. We establish 10 multi-hop
flows that are represented by arrows in Fig. 3(a). Again, we consider uniform traffic where each flow
has independent packet arrivals at each time slot following Poisson distribution with the same mean rate
λ > 0. In this scenario, we can calculate an upper bound of 1/(4/8 + 2/10 + 2) = 10/27 ≈ 0.37 for
the feasible value of λ, by looking at the flows passing through node 6, which is the bottleneck in the
network.
We choose ǫ = 0.05 for HQ-MWS, PLQ-MWS and FLQ-MWS. Under each scheduling scheme
along with the back-pressure algorithm, we measure average packet delays under different offered loads
to examine their performance limits. Fig. 3(b) shows that the proposed schemes have higher packet
delays than the back-pressure algorithm when traffic load is light (e.g., λ < 0.15). This is due to the
aforementioned inefficiency under the proposed schemes: since the scheduling decisions are based on
the shadow queue lengths rather than the actual queue lengths, queues with very small (or even zero)
queue length can be activated. However, the effect tends to decrease with heavier traffic load, since
the queue lengths are likely to be large. The results also show that the proposed schemes consistently
outperform the back-pressure algorithm when λ > 0.15. Note that with ǫ = 0.05, the shadow traffic rate
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Fig. 4. The impact of the value of ǫ on the scheduling performance.
vector is outside the optimal throughput region when λ > 0.37/(1+0.05) ≈ 0.35, however, interestingly,
the schedules chosen based on the shadow queue lengths can still stabilize the data queues even if
0.35 < λ < 0.37 (which is still feasible). Nevertheless, we later will show that this is not always the
case. For PLQ-CSMA and FLQ-SMA, similar as in [4], we choose contention window size W = 48,
weight function wl(t) = log(0.1Qˆl(t)), and link activation probability pl = e
wl(t)
ewl(t)+1
. We choose ǫ = 0.005
for PLQ-CSMA and FLQ-CSMA, and plot their average delays over offered loads in Fig. 3(c), along
with the back-pressure algorithm. Fig. 3(c) shows that although PLQ-CSMA and FLQ-CSMA achieve
the optimal throughput performance, they suffer from very poor delay performance as expected. This
is due to the long mixing time of the underlying Markov chain formed by the transmission schedules
[4]. Note that in the above scenario, FLQ-MWS does not guarantee throughput optimality, since flows
(5→ 9→ 10→ 11→ 12→ 8) and (12→ 8→ 7→ 6→ 5→ 9) form a loop. However, the results in
Fig. 3(b) suggest that all the schemes, including FLQ-MWS, empirically achieve the optimal throughput
performance. This opens up an interesting question about throughput performance of FLQ-MWS in
general settings.
Finally, we investigate sensitivity of parameter ǫ on the scheduling performance, by runing simulations
for PLQ-CSMA and FLQ-CSMA with different values of ǫ in the grid network in Fig. 3(a). Since
the performances of PLQ-CSMA and FLQ-CSMA are very close, we report only the results for FLQ-
CSMA in Fig. 4, where we plot average packet delays over the offered load λ for FLQ-CSMA with
ǫ = 0, 0.001, 0.005 and 0.05, respectively. The results show that the delay performance generally improves
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with a larger value of ǫ, in particular under moderate and heavy traffic loads (e.g., λ > 0.25). This is
because a larger value of ǫ leads to more aggressive link activations. However, it can be observed that
a larger value of ǫ (e.g., ǫ = 0.05) could make the system unstable when the offered load is close to
the capacity boundary (e.g., λ > 0.35). On the other hand, the impact of ǫ becomes marginal under
light traffic loads (i.e., λ is small), as the inefficiency of small queue activation dominates the scheduling
performance. Interestingly, although we require ǫ be positive in the analysis for throughput optimality,
the simulation results show that the proposed schemes can empirically achieve the optimal throughput
performance even when ǫ = 0, leading to much larger delays though.
VII. CONCLUSION
In this paper, we developed scheduling policies with per-hop or per-link queues and a shadow algorithm
to achieve the overall goal of removing per-flow or per-destination information requirement, simplifying
queue structure, exploiting only local information, and potentially reducing delay. We showed throughput
optimality of the proposed schemes that use only the readily available hop-count information, using
fluid limit techniques via an inductive argument. We further simplified the solution using FIFO queueing
discipline with per-link queues and showed that this is also throughput-optimal in networks without
flow-loops. The problem of proving throughput optimality in general networks with algorithms (like
FLQ-MWS) that use only per-link information remains an important open and challenging problem.
Further, it is also worthwhile to investigate the problem with dynamic routing and see if per-flow and
per-destination information can be removed even when routes are not fixed.
APPENDIX A
PROOF OF PROPOSITION 1
To begin with, let Q(t) , [Ql,k(t)] and Qˆ(t) , [Qˆl,k(t)] denote the queue length vector and the
shadow queue length vector at time slot t, respectively. We use ‖ · ‖ to denote the L1-norm of a
vector, e.g., ‖Q(t)‖ =
∑
l∈E
∑Lmax
k=1 Ql,k(t). We let ml,k(i) be the index of the flow to which the
i-th packet of queue Ql,k belongs. In particular, ml,k(1) indicates the index of the flow to which
the head-of-line packet of queue Ql,k belongs. We define the state of queue Ql,k at time slot t as
Ql,k(t) = [ml,k(1), · · · ,ml,k(Ql,k(t))] in an increasing order of the arriving time, or an empty sequence
if Ql,k(t) = 0. Then we denote its vector by Q(t) , [Ql,k(t)]. Define ZS , {1, 2, · · · , |S|}, and let
Z
∞
S be the set of finitely terminated sequences taking values in ZS . It is evident that Ql,k(t) ∈ Z∞S , and
hence Q(t) ∈ (Z∞S )|E|×L
max
. We define X (t) , (Q(t), Qˆ(t), 1
t+1A(t)), and then X = (X (t), t ≥ 0) is
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the process describing the behavior of the underlying system. Note that in the third term of X (t), we
use 1
t+1A(t) instead of
1
t
A(t) so that it is well-defined when t = 0. Clearly, the evolution of X forms
a countable Markov chain under HQ-MWS. We abuse the notation of L1-norm by writing the norm
of X (t) as ‖X (t)‖ , ‖Q(t)‖ + ⌈‖Qˆ(t)‖⌉ + ⌈ 1
t+1‖A(t)‖⌉. Let X
(x) denote a process X with an initial
condition such that
‖X (x)(0)‖ = x. (14)
The following Lemma was derived in [18] for continuous-time countable Markov chains, and it follows
from more general results in [26] for discrete-time countable Markov chains.
Lemma 10 (Theorem 4 of [15]): Suppose that there exist a ξ > 0 and a finite integer T > 0 such that
for any sequence of processes { 1
x
X (x)(xT ), x = 1, 2, · · · }, we have
lim supx→∞E
[
1
x
‖X (x)(xT )‖
]
≤ 1− ξ. (15)
Then, the Markov chain X is stable.
Lemma 10 implies the stability of the network. A stability criterion of type (15) leads to a fluid limit
approach [17] to the stability problem of queueing systems. We start our analysis by establishing the fluid
limit model as in [15], [17]. We define another process Y ,
(
F,U,Q,Π,Ψ, A,D, P, Qˆ, Πˆ, Ψˆ, Aˆ, Dˆ, Pˆ
)
,
where the tuple denotes a list of vector processes. Clearly, a sample path of Y(x) uniquely defines the
sample path of X (x). Then we extend the definition of Y to each continuous time t ≥ 0 as Y(x)(t) ,
Y(x)(⌊t⌋).
Recall that a sequence of functions fn(·) is said to converge to a function f(·) uniformly over compact
(u.o.c.) intervals if for all t ≥ 0, limn→∞ sup0≤t′≤t |fn(t′)− f(t′)| = 0. Next, we consider a sequence of
processes { 1
xn
Y(xn)(xn·)} that is scaled both in time and space. Then, using the techniques of Theorem 4.1
of [17] or Lemma 1 of [15], we can show the convergence properties of the sequences in the following
lemma.
Lemma 11: With probability one, for any sequence of processes { 1
xn
Y(xn)(xn·)}, where {xn} is a
sequence of positive integers with xn →∞, there exists a subsequence {xnj} with xnj →∞ as j →∞
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such that the following u.o.c. convergences hold:
1
xnj
F
(xnj )
s (xnj t)→ fs(t), (16)
1
xnj
U
(xnj )
s,k (xnj t)→ us,k(t), (17)
1
xnj
A
(xnj )
l,k (xnj t)→ al,k(t), (18)
1
xnj
Aˆ
(xnj )
l,k (xnj t)→ aˆl,k(t), (19)
1
xnj
Q
(xnj )
l,k (xnj t)→ ql,k(t), (20)
1
xnj
Qˆ
(xnj )
l,k (xnj t)→ qˆl,k(t), (21)
1
xnj
D
(xnj )
l,k (xnj t)→ dl,k(t), (22)
1
xnj
Dˆ
(xnj )
l,k (xnj t)→ dˆl,k(t), (23)
1
xnj
∫ xnj t
0 Π
(xnj )
l,k (τ)dτ →
∫ t
0 πl,k(τ)dτ, (24)
1
xnj
∫ xnj t
0 Πˆ
(xnj )
l,k (τ)dτ →
∫ t
0 πˆl,k(τ)dτ, (25)
1
xnj
∫ xnj t
0 Ψ
(xnj )
l,k (τ)dτ →
∫ t
0 ψl,k(τ)dτ, (26)
1
xnj
∫ xnj t
0 Ψˆ
(xnj )
l,k (τ)dτ →
∫ t
0 ψˆl,k(τ)dτ, (27)
1
xnj
∫ xnj t
0 P
(xnj )
l,k (τ)dτ →
∫ t
0 pl,k(τ)dτ, (28)
1
xnj
∫ xnj t
0 Pˆ
(xnj )
l,k (τ)dτ →
∫ t
0 pˆl,k(τ)dτ, (29)
where the functions fs, us,k, al,k, dl,k, ql,k, aˆl,k, dˆl,k, qˆl,k are Lipschitz continuous in [0,∞).
Note that the proof of the above lemma is quite standard using the techniques developed in [15], [17],
[27]. We provide the proof in Appendix B for completeness.
Any set of limiting functions (f, u, q, π, ψ, a, d, p, qˆ, πˆ, ψˆ, aˆ, dˆ, pˆ) is called a fluid limit. The family of
these fluid limits is associated with our original stochastic network. The scaled sequences { 1
xn
Y(xn)(xn·)}
and their limits are referred to as a fluid limit model [16]. Since some of the limiting functions, namely
fs, us,k, al,k, dl,k, ql,k, aˆl,k, dˆl,k, qˆl,k, are Lipschitz continuous in [0,∞), they are absolutely continuous.
Therefore, these limiting functions are differentiable at almost all time t ∈ [0,∞), which we call regular
time.
Next, we will present the fluid model equations of the system, i.e., Eqs. (30)-(45). Fluid model equations
can be thought of as belonging to a fluid network which is the deterministic equivalence of the original
stochastic network. Any set of functions satisfying the fluid model equations is called a fluid model
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solution of the system. We show in the following lemma that any fluid limit is a fluid model solution.
Lemma 12: Any fluid limit (f, u, q, π, ψ, a, d, p, qˆ, πˆ, ψˆ, aˆ, dˆ, pˆ) satisfies the following equations:
fs(t) = λst, (30)
ql,k(t) = ql,k(0) + al,k(t)− dl,k(t), (31)
al,k(t) =
∑
sH
s
l,kus,k(t), (32)
al,k(t) =
∫ t
0 pl,k(τ)dτ, (33)
dl,k(t) =
∫ t
0 ψl,k(τ)dτ, (34)
ψl,k(t) ≤ πl,k(t), (35)
d
dt
ql,k(t) = pl,k(t)− ψl,k(t), (36)
d
dt
ql,k(t) =

 pl,k(t)− πl,k(t), if ql,k(t) > 0,(pl,k(t)− πl,k(t))+, otherwise, (37)
qˆl,k(t) = qˆl,k(0) + aˆl,k(t)− dˆl,k(t), (38)
aˆl,k(t) =
∫ t
0 pˆl,k(τ)dτ, (39)
dˆl,k(t) =
∫ t
0 ψˆl,k(τ)dτ, (40)
ψˆl,k(t) ≤ πˆl,k(t), (41)
d
dt
qˆl,k(t) = pˆl,k(t)− ψˆl,k(t), (42)
d
dt
qˆl,k(t) =

 pˆl,k(t)− πˆl,k(t), if qˆl,k(t) > 0,(pˆl,k(t)− πˆl,k(t))+, otherwise, (43)
‖q(0)‖ + ‖qˆ(0)‖ ≤ 1, (44)
πl,k(t) = πˆl,k(t). (45)
Proof: Note that (30) follows from the strong law of large numbers. Eqs. (31)-(35) and (38)-(41) are
satisfied from the definitions. Since each of the limiting functions ql,k(t) is differentiable at any regular
time t ≥ 0, (36) is satisfied from (33) and (34), by taking derivative of both sides of (31). Similarly, (42)
is satisfied. Further, (36) and (42) can be rewritten as (37) and (43), respectively. Eq. (44) is from the
initial configuration (14), and (45) is due to the operations of HQ-MWS algorithm.
Due to the result of Lemma 10, we want to show that the stability criterion of (15) holds. Note
that from system causality, we have al,k(t) ≤ t
∑
sH
s
l,kλs +
∑
s
∑
h qs,h(0) for all link l ∈ E and all
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1 ≤ k ≤ Lmax, for all t ≥ 0. Then, we have
limj→∞ 1xnj ‖A
(xnj )(xnj t)‖
≤
∑
l
∑
k(t
∑
sH
s
l,kλs +
∑
s
∑
h qs,h(0))
almost surely, and thus,
limj→∞ 1xnj
⌈
1
xnj t+1
‖A(xnj )(xnj t)‖
⌉
= 0 (46)
almost surely, for all t ≥ 0. Therefore, it remains to be shown that the fluid limit model for the joint
system of data queues and shadow queues is stable (Lemma 18). Then, by uniform integrability of the
sequence { 1
x
‖X (x)(xT )‖, x = 1, 2, · · · } it implies that (15) holds. We divide the proof of Lemma 18 into
two parts: 1) in Lemma 15, we show that the sub-system consisting of shadow queues is stable; 2) in
Lemma 17, the sub-system consisting of data queues is stable. Before proving Lemmas 15 and 17, we
state and prove Lemmas 13 and 16, which are used to prove Lemmas 15 and 17, respectively.
The following lemma shows that the instantaneous shadow arrival rate is bounded in the fluid limit,
and is used to show that the fluid limit model for the sub-system consisting of shadow queues is stable
under HQ-MWS.
Lemma 13: For all (scaled) time t > 0, and for all links l ∈ E and 1 ≤ k ≤ Lmax, with probability
one, the following inequality holds,
pˆl,k(t) ≤ (1 + ǫ)
(∑
sH
s
l,kλs +
1
t
)
, (47)
and in particular,
pˆl,1(t) = (1 + ǫ)
∑
sH
s
l,1λs. (48)
Proof: We start by stating the following lemma, which will be used to prove Lemma 13.
Lemma 14: If a sequence {F (n), n = 1, 2, · · · } satisfies limn→∞ F (n) = f , then the following holds,
limn→∞
∑
n
τ=1 F (τ)
n
= f.
Proof: We want to show that, for any ǫ1 > 0, there exists an N <∞ such that
∣∣∣∑nτ=1 F (τ)n − f ∣∣∣ < ǫ1,
for all n ≥ N .
Since limn→∞ F (n) = f , then for any ǫ1 > 0, there exists a N1 <∞ such that |F (n)− f | < ǫ13 , for
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all n ≥ N1. Letting N = max
{
N1,
3(N1−1)f
ǫ1
, 3
∑N1−1
τ=1 F (τ)
ǫ1
}
, then for all n ≥ N , we have
∣∣∣∣
∑n
τ=1 F (τ)
n
− f
∣∣∣∣ =
∣∣∣∣∣
∑N1−1
τ=1 F (τ)
n
+
∑n
τ=N1
F (τ)
n
− f
∣∣∣∣∣
≤
ǫ1
3
+
∣∣∣∣
∑n
τ=N1
F (τ)
n
−
n−N1 + 1
n
f
∣∣∣∣+
∣∣∣∣N1 − 1n f
∣∣∣∣
<
ǫ1
3
+
n−N1 + 1
n
ǫ1
3
+
ǫ1
3
≤ ǫ1.
(49)
Now, we prove Lemma 13. Note that we have
Al,k(t) ≤
∑
s∈S H
s
l,kFs(t) +
∑
i∈E
∑Lmax
h=1 Qi,h(0), (50)
for any t > 0 and for any link l ∈ E and 1 ≤ k ≤ Lmax due to system causality.
Since the arrival processes satisfy SLLN of type (1), we obtain from Lemma 14 that with probability
one,
limn→∞
∑
n
τ=1
Fs(τ)
τ
n
= λs, for all s ∈ S. (51)
Note that we will omit the superscript (xnj ) of the random variables (depending on the choice of
the sequence {xnj}) throughout the rest of the proof for notational convenience (e.g., we use Al,k(t) to
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denote A(xnj )l,k (t)). Then, for all regular time t > 0, all links l ∈ E and 1 ≤ k ≤ Lmax, we have
pˆl,k(t)
=
d
dt
∫ t
0 pˆl,k(τ)dτ = limδ→0
∫ t+δ
0 pˆl,k(τ)dτ −
∫ t
0 pˆl,k(τ)dτ
δ
(29)
= lim
δ→0
lim
j→∞
∑⌊(t+δ)xnj ⌋
τ=⌈txnj ⌉ Pˆl,k(τ)
δxnj
(4)
= (1 + ǫ) lim
δ→0
lim
j→∞
∑⌊(t+δ)xnj ⌋
τ=⌈txnj ⌉
Al,k(τ)
τ
δxnj
(50)
≤ (1 + ǫ) lim
δ→0
lim
j→∞
∑⌊(t+δ)xnj ⌋
τ=⌈txnj ⌉
∑
s
Hsl,kFs(τ)+
∑
i
∑
h
Qi,h(0)
τ
δxnj
= (1 + ǫ)
∑
s
Hsl,k lim
δ→0
lim
j→∞
∑⌊(t+δ)xnj ⌋
τ=1
Fs(τ)
τ
⌊(t+ δ)xnj⌋
·
⌊(t+ δ)xnj ⌋
δxnj
− (1 + ǫ)
∑
s
Hsl,k lim
δ→0
lim
j→∞
∑⌈txnj ⌉−1
τ=1
Fs(τ)
τ
⌈txnj⌉ − 1
·
⌈txnj⌉ − 1
δxnj
+ (1 + ǫ) lim
δ→0
lim
j→∞
∑
i
∑
hQi,h(0)
δxnj
·
⌊(t+δ)xnj ⌋∑
τ=⌈txnj ⌉
1
τ
≤ (1 + ǫ)
∑
s
Hsl,kλs lim
δ→0
(
t+ δ
δ
−
t
δ
)
+ (1 + ǫ)
1
t
= (1 + ǫ)
(∑
s
Hsl,kλs +
1
t
)
,
where in the last inequality, the first term is from (51), and the second term is from the fact that: i)
‖q(0)‖ + ‖qˆ(0)‖ ≤ 1 implies limj→∞
∑
j
∑
hQj,h(0)
xnj
≤ 1; and ii)
lim
j→∞
∫ ⌊(t+δ)xnj ⌋
τ=⌈txnj ⌉
1
τ + 1
dτ ≤ lim
j→∞
⌊(t+δ)xnj ⌋∑
τ=⌈txnj ⌉
1
τ
≤ lim
j→∞
∫ ⌊(t+δ)xnj ⌋
τ=⌈txnj ⌉
1
τ
dτ
⇐⇒ lim
j→∞
log
(
⌊(t+ δ)xnj⌋+ 1
⌈txnj⌉+ 1
)
≤ lim
j→∞
⌊(t+δ)xnj ⌋∑
τ=⌈txnj ⌉
1
τ
≤ lim
j→∞
log
(
⌊(t+ δ)xnj⌋
⌈txnj⌉
)
⇐⇒ lim
j→∞
⌊(t+δ)xnj ⌋∑
τ=⌈txnj ⌉
1
τ
= log
t+ δ
t
.
(52)
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Combining i) and ii), we have
limδ→0 limj→∞
∑
i
∑
h
Qi,h(0)
δxnj
·
∑⌊(t+δ)xnj ⌋
τ=⌈txnj ⌉
1
τ
≤ limδ→0
(
1
δ
· log t+δ
t
)
= 1
t
,
where the equality is from the L’Hospital’s Rule.
So far, we have shown (47). Note that when k = 1, Eq. (50) reduces to Al,1(t) =
∑
s∈S H
s
l,1Fs(t).
Then, in the above derivation of pˆl,k(t), the first inequality (which follows from (50)) becomes an equality
and the right-hand side of this inequality becomes
(1 + ǫ) limδ→0 limj→∞
∑⌊(t+δ)xnj ⌋
τ=⌈txnj
⌉
∑
s H
s
l,1
Fs(τ)
τ
δxnj
.
Hence, we obtain (48).
Remark: Lemma 13 holds when the exogenous arrival processes satisfy the SLLN, and the shadow
arrivals are controlled as in (4). Note that Lemma 13 does not hold for data queues Ql,k, since the data
arrival processes do not satisfy (4) due to their dependency on the service of the previous hop queues.
Lemma 13 is important to proving the stability of the shadow queues, and implies that in the fluid limit
model, the instantaneous arrival rate of shadow queues is strictly inside the optimal throughput region
Λ∗ after a finite time.
Then, in the following lemma, we show that the fluid limit model for the sub-system consisting of
shadow queues is stable5 under HQ-MWS.
Lemma 15: The fluid limit model for the sub-system of shadow queues qˆ operating under HQ-MWS
satisfies that: For any ζ > 0, there exists a finite T1 > 0 such that for any fluid model solution with
‖qˆ(0)‖ ≤ 1, we have that with probability one,
‖qˆ(t)‖ ≤ ζ, for all t ≥ T1,
for any arrival rate vector strictly inside Λ∗.
Proof: Suppose λ is strictly inside Λ∗, we can find a small ǫ > 0 such that (1+ ǫ)λ is strictly inside
Λ∗. Then, there exists a vector φ ∈ Co(M) such that (1 + ǫ)λ < φ, i.e., (1 + ǫ)
∑
s
∑
kH
s
l,kλs < φl,
for all l ∈ E . Let β denote the smallest difference between the two vectors, which is defined as β ,
minl∈E(φl − (1 + ǫ)
∑
s
∑
kH
s
l,kλs). Clearly, we have β > 0. Let T ′ be a finite time such that T ′ >
5Similar to [15], we consider a weaker criterion for the stability of the fluid limit model in Lemma 15, which can imply the
stability of the original system from Lemma 10.
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(1+ǫ)Lmax
β
, then we have (1 + ǫ)
(∑
s
∑
kH
s
l,kλs +
Lmax
T ′
)
< φl. Let φl,k , (1 + ǫ)
(∑
sH
s
l,kλs +
1
T ′
)
+
φl−(1+ǫ)(
∑
k
∑
sH
s
l,kλs+
Lmax
T ′ )
Lmax
. Then, we have
∑
k φl,k = φl, (53)
and from (47), we have
pˆl,k(t) ≤ (1 + ǫ)
(∑
sH
s
l,kλs +
1
T ′
)
< φl,k, (54)
for all regular time t ≥ T ′. This implies that the instantaneous arrival rate of shadow queues is strictly
inside the optimal throughput region Λ∗.
We consider a quadratic-form Lyapunov function Vˆ (qˆ(t)) = 12
∑
l
∑
k(qˆl,k(t))
2
. It is sufficient to show
that for any ζ1 > 0, there exist ζ2 > 0 and a finite time T ∗ > 0 such that at any regular time t ≥ T ∗,
Vˆ (qˆ(t)) ≥ ζ1 implies D
+
dt+
Vˆ (qˆ(t)) ≤ −ζ2. Since qˆ(t) is differentiable for any regular time t ≥ T ′, we can
obtain the derivative of Vˆ (qˆ(t)) as
D+
dt+
Vˆ (qˆ(t)) =
∑
l
∑
k qˆl,k(t) · (pˆl,k(t)− πˆl,k(t))
=
∑
l
∑
k qˆl,k(t) · (pˆl,k(t)− φl,k)
+
∑
l
∑
k qˆl,k(t) · (φl,k − πˆl,k(t)) ,
(55)
where D+
dt+
Vˆ (qˆ(t)) = limδ↓0
Vˆ (qˆ(t+δ))−Vˆ (qˆ(t))
δ
, and the first equality is from (43).
Let us choose ζ3 > 0 such that Vˆ (qˆ(t)) ≥ ζ1 implies maxl∈E,1≤k≤Lmax qˆl,k(t) ≥ ζ3. Then in the final
result of (55), we can conclude that the first term is bounded. That is,∑
l
∑
k qˆl,k(t) · (pˆl,k(t)− φl,k) ≤ −ζ3minl,k(φl,k − pˆl,k(t))
≤ −ζ3minl,k(φl,k − (1 + ǫ)(
∑
sH
s
l,kλs +
1
T ′
)) , −ζ2 < 0,
where the second inequality is from (54). For the second term, since HQ-MWS chooses schedules that
maximize the shadow queue length weighted rate, the service rate satisfies that
πˆ(t) ∈ argmaxφ∈Co(M)
∑
l qˆl,k∗(l)(t) · φl, (56)
where i) qˆl,k∗(l)(t) = maxk qˆl,k(t), and ii) πˆl(t) =
∑
k πˆl,k(t) with πˆl,k(t) = 0 when qˆl,k(t) < qˆl,k∗(l)(t).
This implies that
∑
l
∑
k qˆl,k(t) · φl,k ≤
∑
l
∑
k qˆl,k∗(t) · φl,k =
∑
l qˆl,k∗(t) · φl ≤
∑
l qˆl,k∗(t) · πˆl(t) =∑
l
∑
k qˆl,k(t) · πˆl,k(t), for all φ ∈ Co(M), where the first equality and the second inequality are from
(53) and (56), respectively. Then, we obtain that the second term of (55) is non-positive. This shows that
Vˆ (qˆ(t)) ≥ ζ1 implies D
+
dt+
Vˆ (qˆ(t)) ≤ −ζ2 for all regular time t ≥ T ∗. Hence, it immediately follows that
for any ζ > 0, there exists a finite T1 ≥ T ∗ > 0 such that ‖qˆ(t)‖ ≤ ζ , for all t ≥ T1.
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We next present Lemma 16 that is used to show that the sub-system consisting of data queues is stable
under HQ-MWS in the fluid limit model.
Lemma 16: If data queues ql,j are stable for all l ∈ E and for all j ≤ k, then there exists a finite
T k1 > 0 such that for all regular time t ≥ T k1 and for all l ∈ E , we have that with probability one,
pˆl,k+1(t) ≥ (1 + ǫ)
∑
sH
s
l,k+1λs.
The proof follows a similar argument used in the proof for Lemma 13, and is referred to Appendix C.
In the following lemma, using a hop-by-hop inductive argument, we show that the fluid model for the
sub-system of data queues is stable.
Lemma 17: The fluid limit model of the sub-system of data queues q operating under HQ-MWS is
stable, i.e., there exists a finite T2 > 0 such that, for any fluid model solution with ‖q(0)‖ ≤ 1, we have
‖q(t)‖ = 0, for all t ≥ T2,
for any arrival rate vector strictly inside Λ∗.
Proof: We prove the stability of data queues by induction.
Suppose λ is strictly inside Λ∗, the sub-system of shadow queues qˆ is stable from Lemma 15. Let us
choose sufficiently small ζ > 0 such that ζ < ǫmins λs, then there exists a finite time T1 > 0 such that
we have ‖qˆ(t)‖ ≤ ζ for any regular time t ≥ T1. Thus, we have ψˆl,k(t) ≥ pˆl,k(t) − ζ from (42), for all
t ≥ T1. Hence, for all data queues and all regular time t ≥ T1, we have
πl,k(t) = πˆl,k(t) ≥ pˆl,k(t)− ζ, (57)
from (45) and (41).
Now we show by induction that all data queues are stable in the fluid limit model.
Base Case:
First, note that πl,1(t) ≥ (1 + ǫ)
∑
sH
s
l,1λs − ζ from (48) and (57). Consider a sub-system that
contains only queue ql,1. From pl,1(t) =
∑
sH
s
l,1λs and (37), we have ddtql,1(t) = pl,1(t) − πl,1(t) ≤
−ǫ
∑
sH
s
l,1λs + ζ < 0, if ql,1(t) > 0. This implies that the sub-system that contains only ql,1 is stable,
for all l ∈ E .
Induction Step:
Next, we show that, if ql,j is stable for all l ∈ E and all j ≤ k, then each queue ql,k+1 is also stable
for all l ∈ E , where 1 ≤ k < Lmax.
Since ql,j(t) is stable for all l ∈ E and all j ≤ k, i.e., there exists a finite T k1 > 0 such that ql,j(t) = 0
for all regular time t ≥ T k1 , then us,k+1(t) = us,k(t) + qs,k(0) = · · · = us,1(t) +
∑
h≤k qs,h(0) = λst+
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∑
h≤k qs,h(0) for all s ∈ S and for all regular time t ≥ T k1 . Thus, we have al,k+1(t) = t
∑
sH
s
l,k+1λs +∑
sH
s
l,k+1
∑
h≤k qs,h(0) from (32), and pl,k+1(t) =
∑
sH
s
l,k+1λs from (33) by taking derivative, for
all l ∈ E and all regular time t ≥ T k1 . Then, note that we have pˆl,k+1(t) ≥ (1 + ǫ)
∑
sH
s
l,k+1λs
from Lemma 16. Hence, we have πl,k+1(t) ≥ (1 + ǫ)
∑
sH
l
s,k+1λs − ζ from (57). Therefore, we have
d
dt
ql,k+1(t) = pl,k+1(t)− πl,k+1(t) ≤ −ǫ
∑
sH
l
s,k+1λs + ζ < 0, if ql,k+1(t) > 0. This implies that ql,k+1
is stable for all l ∈ E .
Therefore, the result follows by induction.
The following lemma says that the fluid limit model of joint data queues and shadow queues is stable,
which follows immediately from Lemmas 15 and 17.
Lemma 18: The fluid limit model of the joint system of data queues q and shadow queues qˆ operating
under HQ-MWS satisfies that: For any ζ > 0, there exists a finite T2 > 0 such that for any fluid model
solution with ‖q(0)‖ + ‖qˆ(0)‖ ≤ 1, we have that with probability one,
‖q(t)‖ + ‖qˆ(t)‖ ≤ ζ, for all t ≥ T2,
for any arrival rate vector strictly inside Λ∗.
Now, consider any fixed sequence of processes { 1
x
X (x)(xt), x = 1, 2, · · · } (for simplicity also denoted
by {x}). By Lemmas 11 and 18, we have that for any fixed ξ1 > 0, we can always choose a large enough
integer T > 0 such that for any subsequence {xn} of {x}, there exists a further (sub)subsequence {xnj}
such that
limj→∞ 1xnj (‖Q
(xnj )(xnjT )‖+ ⌈‖Qˆ
(xnj )(xnjT )‖⌉)
= ‖q(T )‖ + ‖qˆ(T )‖ ≤ ξ1
almost surely. This, along with (46), implies that
limj→∞ 1xnj ‖X
(xnj )(xnjT )‖ ≤ ξ1
almost surely, which in turn implies (for small enough ζ1) that
lim supx→∞
1
x
‖X (x)(xT )‖ ≤ ξ1 , 1− ξ < 1 (58)
almost surely. This is because there must exist a subsequence of {x} that converges to the same limit as
lim supx→∞
1
x
‖X (x)(xT )‖.
Next, we will show that the sequence { 1
x
‖X (x)(xT )‖, x = 1, 2, · · · } is uniformly integrable. Note that
link capacities are all finite (equals one, as we assumed in the system model), then for all time slots
t > 0, we have that
Pˆl,k(t) = (1 + ǫ)
Al,k(t)
t
≤ (1 + ǫ)
|E|t+∑
s∈S Fs(t)
t
, (59)
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for all l and k. Define a random variable
Θ(T ) , 1
x
(
(1 + |E| · Lmax)(x+
∑
s F
(x)
s (xT )) +
∑
l
∑
k
∑xT
τ=1 Pˆ
(x)
l,k (τ) + 2
)
.
Note that we have ∑
l
∑
kQ
(x)
l,k (xT ) ≤ x+
∑
s F
(x)
s (xT ),
Qˆ
(x)
l,k (xT ) ≤
∑xT
τ=1 Pˆ
(x)
l,k (τ)
and
A
(x)
l,k (xT ) ≤ x+
∑
s F
(x)
s (xT ).
Then, we have
1
x
‖X (x)(xT )‖ = 1
x
(
∑
l
∑
kQ
(x)
l,k (xT ) + ⌈
∑
l
∑
k Qˆ
(x)
l,k (xT )⌉+ ⌈
1
xT+1
∑
l
∑
k A
(x)
l,k (xT ))⌉ ≤ Θ(T ),
and
E[Θ(T )] ≤ 1
x
(
(1 + |E| · Lmax)(x+
∑
s λsxT ) + (1 + ǫ)
∑
l
∑
k
∑xT
τ=1(|E| +
∑
s λs) + 2
)
≤ 1
x
(x(1 + |E| · Lmax)(1 + T
∑
s λs) + (1 + ǫ)xT · |E| · L
max(|E|+
∑
s λs) + 2)
≤ (1 + |E| · Lmax)(1 + T
∑
s λs) + (1 + ǫ)T · |E| · L
max(|E|+
∑
s λs) + 2
<∞,
where the first inequality is from (59) and the assumption on our arrival processes.
Therefore, it follows from the Dominated Convergence Theorem that the sequence { 1
x
‖X (x)(xT )‖, x =
1, 2, · · · } is uniformly integrable. Then, the almost surely convergence in (58) along with uniform
integrability implies the following convergence in the mean:
lim supx→∞ E[
1
x
‖X (x)(xT )‖] ≤ 1− ξ.
Since the above convergence holds for any sequence of processes { 1
x
X (x)(xT ), x = 1, 2, · · · }, the
condition of type (15) in Lemma 10 is satisfied. This completes the proof of Proposition 1.
APPENDIX B
PROOF OF LEMMA 11
First, we prove the convergence and continuity properties for the processes associated with data queues.
It follows from the strong law of large numbers that 1
xn
F
(xn)
s (xnt) → λst, hence, the convergence
(16) holds, and each of the limiting functions fs is Lipschitz continuous. Also, note that for any fixed
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0 ≤ t1 ≤ t2, due to finite link capacities (in particular, all equal to one under our unit capacity assumption),
we have that
1
xn
(
D
(xn)
l,k (xnt2)−D
(xn)
l,k (xnt1)
)
≤ t2 − t1. (60)
Thus, the sequence of functions { 1
xn
D
(xn)
l,k (xn·)} is uniformly bounded and uniformly equicontinuous.
Consequently, by the Arzela-Ascoli Theorem, there must exist a subsequence under which (22) holds.
Note that (60) also implies that each of the limiting functions dl,k is Lipschitz continuous. Recall that
Us,k(t) denotes the cumulative number of packets transmitted from the (k−1)-st hop to the k-th hop for
flow s up to time slot t, then convergence (17) holds similarly as (22) for k > 1, and holds from (16)
for k = 1. Hence, convergence (18) trivially follows from the definition of Al,k(t) and (17). Similarly,
each of the limiting functions us,k and al,k is Lipschitz continuous.
Since the sequence { 1
xn
Q
(xn)
l,k (0)} are bounded by 1 from (14), there exists a further subsequence (of
the subsequence already chosen above, and for simplicity still denoted by xnj ) such that 1xnjQ
(xnj )
l,k (0)→
ql,k(0). Hence, convergence (20) trivially follows from the queue evolution equation (3) and convergences
(18) and (22). Also, it follows that each of the limiting functions ql,k is Lipschitz continuous.
Recall that Ψl,k(t) = Dl,k(t)−Dl,k(t− 1) and Pl,k(t) = Al,k(t) −Al,k(t− 1), hence, the sequences
{ 1
xnj
∫ xnj t
0 Ψ
(xnj )
l,k (τ)dτ} and {
1
xnj
∫ xnj t
0 P
(xnj )
l,k (τ)dτ} are identical to the sequences {
1
xnj
D
(xnj )
l,k (xnj t)}
and { 1
xnj
A
(xnj )
l,k (xnj t)}, respectively. This in turn implies that the convergences (26) and (22) hold, where∫ t
0 ψl,k(τ)dτ = dl,k(t) and
∫ t
0 pl,k(τ)dτ = al,k(t). The convergence (24) follows from an inequality
similar to (60) by applying the Arzela-Ascoli Theorem.
Using similar arguments, we can prove the results for the processes associated with the shadow queues.
This completes the proof of Lemma 11.
APPENDIX C
PROOF OF LEMMA 16
Note that the total number of packets waiting in the previous hops for Ql,k+1 at time slot t is no
greater than
∑
i
∑
h≤kQi,h(t). Then, we have
Al,k+1(t) ≥
∑
sH
s
l,k+1Fs(t)−
∑
i
∑
h≤kQi,h(t). (61)
Since qi,h is stable for all i ∈ E and all h ≤ k, there exists a finite T k1 > 0 such that
∑
i
∑
h≤k qi,h(t) = 0,
for all regular time t ≥ T k1 . Let δ > 0 be fixed, and consider all times ν ∈ [t, t + δ], where t ≥ T k1 .
Recall that xnj is a positive subsequence for which the convergence to the fluid limit holds u.o.c. For an
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arbitrary θ > 0, there exists a large enough j so that∣∣∣∣∣∣
∑
i
∑
h≤kQi,h(xnjν)
xnj
−
∑
i
∑
h≤k
qi,h(ν)
∣∣∣∣∣∣ < θ, (62)
for all ν ∈ [t, t+ δ].
Consider time slots Υ , {⌈xnj t⌉, ⌈xnj t⌉+ 1, · · · , ⌊xnj (t+ δ)⌋}. Eq. (62) can be rewritten as
∑
i
∑
h≤kQi,h(τ) < θxnj , (63)
for all time slots τ ∈ Υ. Then for all t ≥ T k1 and all l ∈ E , we have
pˆl,k+1(t) =
d
dt
∫ t
0 pˆl,k+1(τ)dτ = limδ→0
∫ t+δ
0 pˆl,k+1(τ)dτ −
∫ t
0 pˆl,k+1(τ)dτ
δ
= lim
δ→0
lim
xnj→∞
∑⌊(t+δ)xnj ⌋
τ=⌈txnj ⌉ Pˆl,k+1(τ)
δxnj
(a)
= (1 + ǫ) lim
δ→0
lim
xnj→∞
∑⌊(t+δ)xnj ⌋
τ=⌈txnj ⌉
Al,k+1(τ)
τ
δxnj
(b)
≥ (1 + ǫ) lim
δ→0
lim
xnj→∞
∑⌊(t+δ)xnj ⌋
τ=⌈txnj ⌉
∑
s
Hsl,k+1Fs(τ)−
∑
i
∑
h≤kQi,h(τ)
τ
δxnj
(c)
> (1 + ǫ)
∑
s
Hsl,k+1 lim
δ→0
lim
xnj→∞
∑⌊(t+δ)xnj ⌋
τ=1
Fs(τ)
τ
⌊(t+ δ)xnj⌋
·
⌊(t+ δ)xnj ⌋
δxnj
− (1 + ǫ)
∑
s
Hsl,k+1 lim
δ→0
lim
xnj→∞
∑⌈txnj ⌉−1
τ=1
Fs(τ)
τ
⌈txnj⌉ − 1
·
⌈txnj⌉ − 1
δxnj
− (1 + ǫ) lim
δ→0
lim
xnj→∞

1
δ
·
θxnj
xnj
·
⌊(t+δ)xnj ⌋∑
τ=⌈txnj ⌉
1
τ


(d)
= (1 + ǫ)
∑
s
Hsl,k+1λs lim
δ→0
(
t+ δ
δ
−
t
δ
)
− (1 + ǫ) lim
δ→0
(
θ
δ
· log
t+ δ
t
)
= (1 + ǫ)
(∑
s
Hsl,k+1λs −
θ
t
)
,
where (a), (b) and (c) are from (4), (61) and (63), respectively, and (d) is from (51) and (52).
Since θ > 0 can be arbitrary, we complete the proof by letting θ → 0.
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APPENDIX D
STABILITY OF THE SHADOW QUEUES UNDER LQ-MWS
Similarly to (16)-(29), we can establish the fluid limits of the system: (f, u, q, π, ψ, a, d, p, qˆ, πˆ, ψˆ, aˆ,
dˆ, pˆ), and we have the following fluid model equations:
fs(t) = λst, (64)
ql(t) = ql(0) + al(t)− dl(t), (65)
al(t) =
∑
s
∑
kH
s
l,kus,k(t), (66)
al(t) =
∫ t
0 pl(τ)dτ, (67)
dl(t) =
∫ t
0 ψl(τ)dτ, (68)
ψl(t) ≤ πl(t), (69)
d
dt
ql(t) = pl(t)− ψl(t), (70)
d
dt
ql(t) =

 pl(t)− πl(t), if ql(t) > 0,(pl(t)− πl(t))+, otherwise, (71)
qˆl(t) = qˆl(0) + aˆl(t)− dˆl(t), (72)
aˆl(t) =
∫ t
0 pˆl(τ)dτ, (73)
dˆl(t) =
∫ t
0 ψˆl(τ)dτ, (74)
ψˆl(t) ≤ πˆl(t), (75)
d
dt
qˆl(t) = pˆl(t)− ψˆl(t), (76)
d
dt
qˆl(t) =

 pˆl(t)− πˆl(t), if qˆl(t) > 0,(pˆl(t)− πˆl(t))+, otherwise, (77)
‖q(0)‖ + ‖qˆ(0)‖ = 1, (78)
πl(t) = πˆl(t). (79)
We present a lemma similar to Lemma 13. This will be used to show that the fluid limit model for
the sub-system consisting of shadow queues is stable under LQ-MWS. We omit its proof since it follows
the same line of analysis for the proof of Lemma 13.
Lemma 19: For all (scaled) time t > 0 and for all links l ∈ E , we have that with probability one,
pˆl(t) ≤ (1 + ǫ)
(∑
s
∑
kH
s
l,kλs +
1
t
)
. (80)
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Now, we can show that the fluid limit model for the sub-system of shadow queues qˆ is stable under
LQ-MWS.
Lemma 20: The fluid limit model for the sub-system of shadow queues qˆ operating under LQ-MWS
satisfies that: For any ζ > 0, there exists a finite T3 > 0 such that for any fluid model solution with
‖qˆ(0)‖ ≤ 1, we have that with probability one,
‖qˆ(t)‖ ≤ ζ, for all t ≥ T3, (81)
for any arrival rate vector strictly inside Λ∗.
The proof is similar to that of Lemma 15 and is thus omitted.
APPENDIX E
PROOF OF PROPOSITION 2
To show the stability of the network under PLQ-MWS, it is enough to show that the fluid limit model
of the joint system of data queues and shadow queues is stable. Since the fluid limit model for the
sub-system of shadow queues is stable from Lemma 20, it remains to show that the fluid model for the
sub-system of data queues is stable, i.e., it is equivalent to show that all the sub-queues for hop-class k
packets are stable for each 1 ≤ k ≤ Lmax. We will prove the stability of sub-queues via a hop-by-hop
inductive argument.
Let Ql,k(t) denote the number of packets of hop-class k at Ql at time slot t, and let Al,k(t), Dl,k(t),
Πl,k(t), Ψl,k(t) and Pl,k(t) denote the cumulative arrival, cumulative departure, service, departure and
arrival for packets of hop-class k at Ql, respectively. As before, we establish the fluid limits of the system,
and obtain (64)-(79) and the following additional fluid model equations: for all (scaled) time t ≥ 0,
al,k(t) =
∑
sH
s
l,kus,k(t), (82)
al,k(t) =
∫ t
0 pl,k(τ)dτ, (83)
d
dt
ql,k(t) = pl,k(t)− ψl,k(t), (84)
d
dt
ql,k(t) =

 pl,k(t)− πl,k(t), if ql,k(t) > 0,(pl,k(t)− πl,k(t))+, otherwise. (85)
Clearly, packets of hop-class k at link l will not be transmitted under PLQ-MWS unless link l is active
at time slot t and
∑
j<kQl,j(t) < cl (Equivalently, Ql,j(t) = 0 for all j < k in our setting, since cl = 1.),
i.e., for all 1 ≤ k ≤ Lmax, we have
Πl,k(t) =
(
Πl(t)−
∑
j<kQl,j(t)
)+
, (86)
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where Πl(t) = 1, if link l is active at time slot t, and Πl(t) = 0, otherwise. Hence, we have an additional
fluid model equation as follows:
πl,k(t) = πl(t)−
∑
j<k ψl,j(t), (87)
for all 1 ≤ k ≤ Lmax, and in particular, we have
πl,1(t) = πl(t), (88)
for all l ∈ E and for all t ≥ 0.
From Lemma 20, the fluid limit model for the sub-system consisting of shadow queues is stable, i.e.,
there exists a finite T3 > 0 such that, for all l ∈ E and for all time t ≥ T3,
πl(t) = πˆl(t) ≥ pˆl(t). (89)
Next, we show the stability of sub-queues by induction.
Base Case:
We first show that sub-queues ql,1 are stable for all l ∈ E . Note that E[Pˆl(t)] = (1 + ǫ)Al(t)t ≥
(1 + ǫ)
∑
s
Hsl,1Fs(t)
t
, and following the same line of analysis for the proof of Lemma 16, we show that,
pˆl(t) ≥ (1 + ǫ)
∑
sH
s
l,1λs,
for all t ≥ 0. This, along with (88) and (89), implies that
πl,1(t) ≥ (1 + ǫ)
∑
sH
s
l,1λs,
for all l ∈ E and for all time t ≥ T3.
Consider the sub-system that only contains sub-queue ql,1, and note that pl,1(t) =
∑
sH
s
l,1λs, then for
all t ≥ T3, we have ddtql,1(t) = pl,1(t)−πl,1(t) ≤ −ǫ
∑
sH
s
l,1λs < 0, if ql,1(t) > 0. This implies that the
sub-system that consists of ql,1 is stable, for all l ∈ E .
Induction Step:
Next, we show that, if sub-queues ql,j for all l ∈ E and all j ≤ k is stable, then each sub-queue ql,k+1
for all l ∈ E is also stable, along with the stability of ql,j for all l ∈ E and all j ≤ k.
Recall that Us,k(t) is the number of packets transmitted from the (k − 1)-st hop to the k-th hop for
flow s up to time slot t, and us,k(t) is its fluid limit. Since ql,j(t) is stable for all l ∈ E and all j ≤ k,
i.e., there exists a finite T k2 > 0 such that ql,j(t) = 0 for all regular time t ≥ T k2 , then us,k+1(t) =
us,k(t)+ qs,k(0) = · · · = us,1(t)+
∑
h≤k qs,h(0) = λst+
∑
h≤k qs,h(0) for all s ∈ S , for all regular time
t ≥ T k2 . Thus, for all l ∈ E and for all j ≤ k+1, we have al,j(t) = t
∑
sH
s
l,jλs+
∑
sH
s
l,j
∑
h<j qs,h(0)
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from (82), and pl,j(t) =
∑
sH
s
l,jλs from (83) by taking derivative, for all l ∈ E and all regular time
t ≥ T k1 . Hence, from (84) and the stability of ql,j (i.e., ddtql,j(t) = 0) for all j ≤ k, we have that for all
j ≤ k,
ψl,j(t) = pl,j(t) =
∑
sH
s
l,jλs. (90)
Note that since
E[Pˆl(t)] = (1 + ǫ)
Al(t)
t
≥ (1 + ǫ)
∑
s
∑
j≤k+1 H
s
l,jAl,j(t)
t
,
we can obtain that
pˆl(t) ≥ (1 + ǫ)
∑
s
∑
j≤k+1H
s
l,jλs, (91)
following the same line of analysis of Lemma 16. Hence, from (87), (89), (90) and (91), we have that
for all j ≤ k,
πl,k+1(t) ≥ (1 + ǫ)
∑
sH
l
s,k+1λs + ǫ
∑
s
∑
j≤kH
s
l,jλs. (92)
This implies that for all time t ≥ T k2 , ddtql,k+1(t) = pl,k+1(t) − πl,k+1(t) ≤ −ǫ
∑
s
∑
j≤k+1H
s
l,jλs < 0,
if ql,k+1(t) > 0. Hence, we can conclude that ql,k+1 is stable for all l ∈ E .
Now by induction, we can show that all the data queues in fluid limits are stable. With Lemma 20,
this implies that the fluid limit model of the joint system of data queues and shadow queues is stable.
Then, we can conclude Proposition 2 following the same arguments used in the proof of Proposition 1.
APPENDIX F
PROOF OF LEMMA 3
Recall that L(s) denotes the loop-free route of the flow s. We prove Lemma 3 in a constructive way,
i.e., for a network where flows do not form loops, we will give an algorithm that generates a ranking
such that the following statements in Lemma 3 hold: 1) for any flow s ∈ S , the ranks are monotonically
increasing when one traverses the links on the route of the flow s from ls1 to ls|L(s)|, i.e., r(l
s
i ) < r(l
s
i+1)
for all 1 ≤ i < |L(s)|; and 2) the packet arrivals at a link are either exogenous, or forwarded from links
with a smaller rank.
We start with some useful definitions.
Definition 1: Two flows s1, s2 ∈ S are connected, if they have common (directed) links on their
routes, i.e., L(s1)
⋂
L(s2) 6= ∅, and disconnected, otherwise. A sequence of flows (τ1, · · · , τn) is a
communicating sequence, if every two adjacent flows τi and τi+1 are connected with each other. Two
flows s1 and s2 communicate, if there exists a communicating sequence between s1 and s2.
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Definition 2: Let S(l) ⊆ S denote the set of flows passing through link l, and let S(Z) , ⋃l∈Z S(l)
denote the set of flows passing through a set of links Z ⊆ E . A non-empty set of links Z is called a
component, if the following conditions are satisfied:
1) Z = ⋃s∈S(Z)L(s).
2) Either |S(Z)| = 1, or any two flows s1, s2 ∈ S(Z) communicate.
Definition 3: Consider a component Z , a sequence6 of flows (s1, s2, · · · , sN ) ⊆ S(Z), where N ≥ 2,
is said to form a flow-loop, if one can find two links lsnin and lsnjn for each n = 1, 2, · · · , N , satisfying
1) in < jn for each 1 ≤ n ≤ N ,
2)

 l
sn
jn
= l
sn+1
in+1
for each n < N,
lsNjN = l
s1
i1
.
An example of a component that contains a flow-loop is presented in Fig. 5(a), where the network
consists of seven links and six flows. The routes of the flows are as follows: L(s1) = (1, 2, 3),L(s2) =
(3, 4),L(s3) = (4, 5),L(s4) = (5, 6),L(s5) = (6, 7),L(s6) = (7, 2).
Definition 4: A component Z is called a flow-tree, if Z does not contain any flow-loops.
Definition 5: Consider a component Z , a link l ∈ Z is called a starting link, if there exists a flow
s′ ∈ S(Z) such that Hs′l,1 = 1 and Hsl,k = 0 for all other s ∈ S(Z) and all k ≥ 2, i.e., a starting link has
only exogenous arrivals. Similarly, a link l ∈ Z is called an ending link, if there exists a flow s′′ ∈ S(Z)
such that, Hs′′
l,|L(s′′)| = 1, and H
s
l,k = 0 for all other s ∈ S(Z) and all k < |L(s)|, i.e., an ending link
transmits only packets that will leave the system immediately. A path P = (lP,1, lP,2, · · · , lP,len(P )),
where len(P ) denotes the length of path P and lP,i denotes the i-th hop link of P , is called a flow-path,
if the following conditions are satisfied:
1) Links lP,1 and lP,len(P ) are the only starting and ending link on the path P , respectively.
2) Either len(P ) = 1, or for each 1 ≤ i < len(P ), there exists a flow s such that, lP,i ∈ L(s) and
lP,i+1 ∈ L(s), i.e., two adjacent links lP,i and lP,i+1 are on the route of some flow.
In general, a flow-tree consists of multiple (possibly overlapped) flow-paths. An illustration of flow-
loop, flow-path, and flow-tree is presented in Fig. 5. It is clear from Definition 3 that, if there exists
a flow-loop in a component, this component must contain a cycle of links, while the opposite is not
necessarily true. For example, the components in Figs. 5(b) and 5(c) both contain a cycle, while neither
of them contains a flow-loop.
6By slightly abusing the notation, we also use (s1, s2, · · · , sN) to denote the set of unique elements of the sequence.
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(a) A component containing a flow-
loop
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(b) A flow-tree with one flow-path
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jk
lm nop
(c) A flow-tree with five flow-paths
Fig. 5. Examples of different types of components. Links and flows are denoted by dashed lines with numbers and solid lines
with arrows, respectively. Note that links without data flows are omitted (not numbered), and two numbers labeled beside a
dashed line stand for two links with opposite directions, e.g., links 1 and 8 in Fig. 5(b). In Fig. 5(a), all flows together forms
a flow-loop (2, 3, 4, 5, 6, 7), and the component is not a flow-tree. In Fig. 5(b), the component is a flow-tree and consists of
one single flow-path: (1, 2, 3, 4, 5, 6, 7, 8). In Fig. 5(c), the component is a flow-tree and consists of five flow-paths: P1 =
(1, 2, 3, 4, 5, 8, 10), P2 = (1, 2, 6, 11, 12), P3 = (7, 8, 10), P4 = (7, 8, 9, 11, 12) and P5 = (1, 2, 3, 4, 5, 8, 9, 11, 12).
Now, we describe Algorithm 2, which is used to generate a ranking for a network without flow-loops
such that the monotone property in Lemma 3 holds.
Let E(P ) denote the set of links belonging to flow-path P . Let T denote a flow-tree, and let P(T )
denote the set of all flow-paths in T , i.e., P(T ) , {P is a flow-path | E(P ) ⊆ T }. Let Pk(T ) denote the
flow-path chosen in the k-th while-loop when running Algorithm 2 for T , and let Pk(T ) ,
⋃
j<k Pk(T ).
Let r(l) denote the rank of link l ∈ T , and let P(l) denote the set of flow-paths passing through link l,
i.e., P(l) , {P ∈ P(T ) | l ∈ E(P )}. Let Γk(l) , {l′ ∈
⋃
P∈P(l)⋂Pk(T ) E(P ) | r(l
′) > r(l)} denote the
set of links that belong to the flow-paths of P(l)
⋂
Pk(T ) (i.e., flow-paths that pass through link l and
are chosen in the j-th while-loop for j < k) and have a rank greater than r(l).
The details of ranking are provided in Algorithm 1. In line 2, we do initialization by setting the rank
of all links of T to −1. In lines 4-21, we pick a flow-path P ∈ P ′, and assign a rank to each link of
October 22, 2018 DRAFT
43
Algorithm 2 Rank Assignment
1: procedure ASSIGNRANK(T )
2: r(l)← −1 for all l ∈ T
3: P ′ ← P(T )
4: while P ′ 6= ∅ do
5: pick a flow-path P ∈ P ′
6: count← 1
7: for 1 ≤ i ≤ len(P ) do
8: if r(lP,i) = −1 then
9: r(lP,i)← count
10: else if r(lP,i) ≥ count then
11: count← r(lP,i)
12: else
13: for all l ∈ Γk(lP,i) do
14: r(l)← r(l) + (count− r(lP,i))
15: end for
16: r(lP,i)← count
17: end if
18: count← count+ 1
19: end for
20: P ′ ← P ′\{P}
21: end while
22: end procedure
P starting from link lP,1. We may update a link’s rank if we already assigned a rank to that link. The
set of flow-paths P ′ is updated in line 20. The while-loop continues until P ′ becomes empty. We set
count = 1 in line 6, and assign a rank to links lP,i for each 1 ≤ i ≤ len(P ). For each link lP,i, we
consider the following three cases: 1) r(lP,i) = −1; 2) r(lP,i) ≥ count; 3) 0 < r(lP,i) < count.
Case 1): link lP,i has not been assigned a rank yet. We set r(lP,i) = count in line 9.
Case 2): link lP,i already has a rank that is no smaller than the current count. In this case, the rank does
not need an update, and we set count = r(lP,i) in line 11.
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TABLE I
THE EVOLUTION OF THE RANKING FOR THE FLOW-TREE IN FIG. 5(C)
Iteration k Ranking of links 1− 12
0 (-1,-1,-1,-1,-1,-1,-1,-1,-1,-1,-1,-1)
1 ( 1 , 2 , 3 , 4 , 5 ,-1,-1, 6 ,-1, 7 ,-1,-1)
2 ( 1 , 2 , 3 , 4 , 5 , 3 ,-1, 6 ,-1, 7 , 4 , 5 )
3 ( 1 , 2 , 3 , 4 , 5 , 3 , 1 , 6 ,-1, 7 , 4 , 5 )
4 ( 1 , 2 , 3 , 4 , 5 , 3 , 1 , 6 , 7 , 7 , 8 , 9 )
5 ( 1 , 2 , 3 , 4 , 5 , 3 , 1 , 6 , 7 , 7 , 8 , 9 )
Case 3): link lP,i already has a rank that is smaller than the current count. In this case, we update the
rank of some other links as well as that of link lP,i. Specifically, for all the links l ∈ Γk(lP,i), i.e., links
that belong to the flow-paths in P(l)
⋂
Pk(T ) and have a rank greater than r(lP,i), we increase their
ranks by count− r(lP,i) in lines 13-15. Then, we update the rank of link lP,i by setting it to count in
line 16.
After considering all three cases, we increase the value of count by 1 in line 18.
The intention of this ranking is to assign a rank to each link such that the ranks are monotonically
increasing when one traverses any flow-path from its starting link. Algorithm 2 may give different ranking
to a given flow-tree depending on the order of choosing flow-paths. We give two examples for illustration
as follows. In Fig. 5(b), one (and the unique one in this case) example of the ranking for the flow-
tree is (1, 2, 3, 4, 5, 6, 7, 8) for links 1-8. In Fig. 5(c), one example of the ranking for the flow-tree is
(1, 2, 3, 4, 5, 3, 1, 6, 7, 7, 8, 9) for links 1-12. The evolution of the ranking for the flow-tree in Fig. 5(c) is
presented in Table I, where flow-path Pi is chosen in the i-th while-loop, for i = 1, 2, 3, 4, 5.
Since we assume
∑
s
∑|L(s)|
k=1 H
s
l,k ≥ 1 for all l ∈ E , a network graph G can be decomposed into multiple
disjoint components. Clearly, a network with no flow-loops is equivalent to that all the components of the
network are flow-trees. Without loss of generality, in the rest of the proof, we assume that the network
that we consider consists of one single component, which is a flow-tree under the condition of Lemma 3.
The same argument applies to the case with multiple disjoint components. We claim the following lemma
and provide its proof in Appendix G.
Lemma 21: Algorithm 2 assigns a rank to each link of a flow-tree T such that for any flow-path
P ∈ P(T ), the ranks are monotonically increasing when one traverses the links of P from lP,1 to
lP,len(P ), i.e., r(lP,i) < r(lP,i+1) for all 1 ≤ i < len(P ) and for any P ∈ P(T ).
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Now, consider any flow s ∈ S . The statement 1) holds trivially for the case of |L(s)| = 1. Hence, we
assume that |L(s)| > 1. It is clear that for any 1 ≤ i < |L(s)|, the links lsi and lsi+1 must belong to some
flow-path P ∈ P(E), where E is assumed to be a flow-tree. Therefore, the statement 1) follows from
Lemma 21.
Note that the packet arrivals at a link are either exogenous or from the previous hop on the route of
some flow passing through it. Owing to the monotonically increasing rank assignment, it is clear that
these previous hop links have a smaller rank. Hence, the statement 2) immediately follows from statement
1). This completes the proof of Lemma 3.
APPENDIX G
PROOF OF LEMMA 21
We want to show that Algorithm 2 assigns a rank to each link of flow-tree T satisfying that r(lP,i) <
r(lP,i+1), for all 1 ≤ i < len(P ) and for any P ∈ P(T ). We use the method of induction.
Recall that Pk(T ) denotes the flow-path chosen in the k-th while-loop, and Pk(T ) =
⋃
j<k Pk(T ).
We denote Pk(T ) and Pk(T ) by Pk and Pk, respectively, whenever there is no confusion.
Base Case:
It is trivial for the case of k = 1. Since we initialize r(lP1,i) = −1 for all 1 ≤ i ≤ len(P1), we should
have r(lP1,i) = i for all 1 ≤ i ≤ len(P1) from lines 9 and 18 of Algorithm 2, after running the first
while-loop.
Induction Step:
We show that after running the k-th while-loop of Algorithm 2, if
r(lPj ,i) < r(lPj ,i+1) for all 1 ≤ i < len(Pj) and for all j ≤ k, (93)
then after running the (k + 1)-st while-loop the same result holds for all j ≤ k + 1. In other words,
once Algorithm 2 assigns the ranks for links of a flow-path in a monotonically increasing way, then this
property does not change afterward. We also prove this induction step using method of induction.
We first show that if (93) holds, then after the first iteration (for assigning a rank to link lPk+1,1) of
the (k + 1)-st while-loop, (93) still holds. When we start the (k+ 1)-st while-loop, we have count = 1,
and r(lPk+1,1) must be in one of the following two cases: 1) r(lPk+1,1) = −1 if the rank of link lPk+1,1 is
not assigned yet, or 2) r(lPk+1,1) ≥ count, otherwise. Then, Algorithm 2 will assign a rank of 1 to link
lPk+1,1 in the former case (line 9), or will not change its rank in the latter case (line 11). Hence, (93)
still holds.
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Now suppose that after assigning the ranks of links up to link lPk+1,n, which is the n-th hop of the
flow-path chosen in the (k + 1)-st while-loop, we have r(lPk+1,m−1) < r(lPk+1,m) for all 1 < m ≤ n,
and (93) holds. Then we want to show that after assigning a rank to the next hop lPk+1,n+1, we still
have both r(lPk+1,m−1) < r(lPk+1,m) for all m ≤ n+ 1, and (93). We show this when n = 2 for ease of
presentation. One can easily extend the analysis to the case when n ≥ 2. After assigning a rank to link
lPk+1,1, we have count = r(lPk+1,1) + 1 from line 18 of Algorithm 2. At this moment, the rank of link
lPk+1,2 is either 1) r(lPk+1,2) = −1, 2) r(lPk+1,2) ≥ count, or 3) 0 < r(lPk+1,2) < count. We discuss the
three cases as follows.
Case 1): r(lPk+1,2) = −1.
In this case, since Algorithm 2 sets r(lPk+1,2) to count from line 9, we have r(lPk+1,2) > r(lPk+1,1).
The rank of links of Pj for all j ≤ k is not changed, and (93) still holds.
Case 2): r(lPk+1,2) ≥ count.
In this case, since Algorithm 2 does not change the rank r(lPk+1,2), we have r(lPk+1,2) ≥ count >
r(lPk+1,1). The rank of links of Pj for all j ≤ k is not changed, and (93) still holds.
Case 3): 0 < r(lPk+1,2) < count.
Note that in this case, we have r(lPk+1,1) ≥ r(lPk+1,2) before assigning a new rank to link lPk+1,2.
Since Algorithm 2 sets r(lPk+1,2) to count in line 16, we will have r(lPk+1,2) > r(lPk+1,1) = count− 1.
Now what remains to show is that after the rank update for links of Γk(lPk+1,2) in lines 13-15, we still
have r(lPk+1,2) > r(lPk+1,1) and (93) still holds.
Recall that Γk(l) = {l′ ∈
⋃
P∈P(l)⋂Pk E(P ) | r(l
′) > r(l)} denotes the set of links that belong
to the flow-paths of P(l)
⋂
Pk(T ) (i.e., flow-paths that pass through link l and are chosen in the j-th
while-loop for j < k) and have a rank greater than r(l). Let Ω , Γk+1(lPk+1,2)
⋃
{lPk+1,2} denote the
union of Γk+1(lPk+1,2) and {lPk+1,2}. Algorithm 2 updates only the rank of the links in Ω by adding the
rank with count− r(lPk+1,2). We claim that lPk+1,1 /∈ Ω, i.e., the rank r(lPk+1,1) is not changed after the
update, which implies that r(lPk+1,2) > r(lPk+1,1) still holds after the update. We prove this claim by
contradiction. Suppose that lPk+1,1 ∈ Ω, then there exists a flow-path P ′ ∈ P(lPk+1,2)
⋂
Pk+1 such that
lPk+1,1, lPk+1,2 ∈ E(P
′) and link lPk+1,2 appears earlier than lPk+1,1 on the flow-path P ′. This implies that
flow-paths P ′ and Pk+1 form a flow-loop, which contradicts with the definition of flow-tree.
Next, we want to show that (93) still holds after the rank update. Note that before the rank update,
due to (93), two adjacent links lPj ,i and lPj,i+1 satisfy that r(lPj ,i) < r(lPj ,i+1) for any j ≤ k and any
i < len(Pj). We want to show that, after the rank update, we still have r(lPj ,i) < r(lPj,i+1). We consider
the following four cases for two adjacent links lPj ,i and lPj ,i+1.
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Case i): lPj ,i ∈ Ω and lPj,i+1 ∈ Ω.
In this case, since Algorithm 2 increases the rank of links lPj ,i and lPj,i+1 by count− r(lPk+1,2), we
still have r(lPj ,i) < r(lPj ,i+1) after the update.
Case ii): lPj ,i /∈ Ω and lPj ,i+1 /∈ Ω.
In this case, since Algorithm 2 does not change the rank of links lPj ,i and lPj ,i+1, we still have
r(lPj ,i) < r(lPj ,i+1) after the update.
Case iii): lPj ,i /∈ Ω and lPj ,i+1 ∈ Ω.
In this case, since Algorithm 2 increases the rank of link lPj ,i+1 by count − r(lPk+1,2) and does not
change the rank of links lPj ,i, we still have r(lPj ,i) < r(lPj ,i+1) after the update.
Case iv): lPj ,i ∈ Ω and lPj ,i+1 /∈ Ω.
This is an infeasible case from the definition of Ω and (93) of the previous step. Note that since links lPj ,i
and lPj ,i+1 are two adjacent links on the flow-path Pj , there exists a flow s such that lPj ,i, lPj ,i+1 ∈ L(s)
from the definition of flow-path (Definition 5), we should have r(lPj ,i) < r(lPj ,i+1) before the rank
update. Hence if lPj ,i ∈ Ω, we should have lPj,i+1 ∈ Ω from the definition of Ω.
We can show the property of monotonically increasing ranking for Case 3) by combining sub-cases i),
ii), iii) and iv). Results for Cases 1), 2) and 3) complete the induction step when n = 2. One can easily
extends the analysis to the case when n ≥ 2, and this completes the proof.
APPENDIX H
PROOF OF PROPOSITION 4
We want to show that, a network where flows do not form loops, i.e., all the components are flow-trees,
is stable under FLQ-MWS for any traffic with arrival rate vector that is strictly inside Λ∗.
We know from Lemma 3 that, there exists a ranking R(E) such that the monotone property holds.
Without loss of generality, we assume that the minimum rank is 1, and use r(E) , maxl∈E r(l) to denote
the maximum rank among all the links. We give the following definitions that are used in the proof.
Definition 6: We divide E into r(E) disjoint subsets: Rk , {l ∈ E | r(l) = k}, for 1 ≤ k ≤ r(E).
Then Rk is called the depth-k set, and a link lk ∈ Rk is called a depth-k link.
Recall that the fluid limit model for the sub-system consisting of shadow queues is stable from
Lemma 20. We show by induction that all data queues are stable.
Base Case:
First, Lemma 3 implies that for any l1 ∈ R1, its arrivals are exogenous, i.e., Al1(t) =
∑
sH
s
l1,1
Fs(t).
Following the same line of analysis for the proof of Proposition 1, we can show that πl1(t) ≥ (1 +
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ǫ)
∑
sH
s
l1,1
λs and pl1(t) =
∑
sH
s
l1,1
λs, then ddtql1(t) = pl1(t)− πl1(t) ≤ −ǫ
∑
sH
s
l1,1
λs < 0, if ql1(t) >
0. This implies that ql1(t) is stable, for all l1 ∈ R1.
Induction Step:
Next, we show that, if ql is stable for all l ∈
⋃
j≤kRj , then qlk+1 is also stable for all lk+1 ∈ Rk+1,
along with the stability of all ql, for 1 ≤ k < K.
Lemma 3 implies that for any lk+1 ∈ Rk+1, its arrivals are either exogenous or from certain links of⋃
j≤kRj . Since ql is stable for all l ∈
⋃
j≤kRj , following the same line of analysis for the proof of
Proposition 1, we can show that there exists a finite time T k3 > 0 such that, for all time t ≥ T k3 , we have
πlk+1(t) ≥ (1 + ǫ)
∑
s:lk+1∈L(s) λs and plk+1(t) =
∑
s:lk+1∈L(s) λs. Therefore, for all time t ≥ T
k
3 , we
have d
dt
qlk+1(t) = plk+1(t)− πlk+1(t) ≤ −ǫ
∑
s:lk+1∈L(s) λs < 0, if qlk+1(t) > 0. This implies that qlk+1 is
stable for all lk+1 ∈ Rk+1.
Therefore, the fluid limit model for the sub-sytem of data queues is stable from the induction. With
Lemma 20, this implies that the fluid limit model of the joint system of data queues and shadow queues
is stable. Then, we complete the proof following the same arguments used in the proof of Proposition 1.
APPENDIX I
PROOF OF LEMMA 7
Given any γ ∈ (0, 1), suppose that λ is strictly inside (1− γ)Λ∗ , then there exists a sufficiently small
ǫ > 0 such that (1+ǫ)λ is strictly inside (1−γ)Λ∗, and we can find a vector φ ∈ (1−γ)Co(M) such that
(1+ ǫ)λ < φ, i.e., (1+ ǫ)
∑
s
∑
kH
s
l,kλs < φl for all l ∈ E . Let β , minl∈E(φl− (1+ ǫ)
∑
s
∑
kH
s
l,kλs).
By definition, we have β > 0. Let T ′ be a finite time such that T ′ > (1+ǫ)
β
. Then, for all regular time
t ≥ T ′, we have
pˆl(t) ≤ (1 + ǫ)
(∑
s
∑
k
Hsl,kλs +
1
t
)
< φl, (94)
from Lemma 19. This implies that the instantaneous arrival rate of shadow queues is strictly inside (1−γ)
fraction of the optimal throughput region Λ∗.
Let Wl(qˆl) ,
∫ qˆl
0 gl(y)dy and consider a Lyapunov function Vˆ (qˆ(t)) ,
∑
lWl(qˆl(t)). It is sufficient
to show that for any ζ1 > 0, there exists a ζ2 > 0 such that Vˆ (qˆ(t)) ≥ ζ1 implies D
+
dt+
Vˆ (qˆ(t)) ≤ −ζ2,
for any regular time t ≥ T ′. Since Wl(qˆl)’s and qˆl’s are differentiable, for any regular time t ≥ T ′, we
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can obtain the derivative of Vˆ (qˆ(t)) as
D+
dt+
Vˆ (qˆ(t)) =
∑
l∈E
gl(qˆl(t)) ·
d
dt
qˆl(t) =
∑
l∈E
gl(qˆl(t)) · (pˆl(t)− πˆl(t))
=
∑
l∈E
gl(qˆl(t)) · (pˆl(t)− φl) +
∑
l∈E
gl(qˆl(t)) · (φl − πˆl(t)) .
(95)
Let us choose ζ3 > 0 such that Vˆ (qˆ(t)) ≥ ζ1 implies maxl qˆl(t) ≥ ζ3. Then following a similar
argument as in the proof of Lemma 15, for the final result of (55), we can conclude that the first term
is bounded as follows: ∑
l∈E
gl(qˆl(t)) · (pˆl(t)− φl) ≤ −ζ2 < 0,
and that the second term becomes non-positive due to the following. We first note that ‖qˆ(t)‖ > 0 from
Vˆ (qˆ(t)) > 0. Then at time slots Υ , {⌈xnj t⌉, ⌈xnj t⌉+ 1, · · · , ⌊xnj (t+ δ)⌋}, for any QB > 0, we have
‖Qˆ(τ)‖ ≥ QB for all time slots τ ∈ Υ with large enough j and small enough δ. From Lemma 6, given
any θ ∈ (0, 1), for all time slots τ ∈ Υ, with probability greater than 1−θ, LQ-CSMA chooses a schedule
M(τ) ∈ M that satisfies∑
l∈E
gl(Qˆl(τ)) ·Ml(τ) ≥ (1− γ) max
M∈M
∑
l∈E
gl(Qˆl(τ)) ·Ml. (96)
Hence, similar as in Chapter 4 of [24], from condition (9), with probability greater than 1− θ, the fluid
limit πˆ(t) under LQ-CSMA satisfies∑
l∈E
gl(qˆl(t)) · πˆl(t) ≥ (1− γ) max
φ′∈Co(M)
∑
l∈E
gl(qˆl(t)) · φ
′
l
= max
φ∈(1−γ)Co(M)
∑
l∈E
gl(qˆl(t)) · φl.
(97)
Therefore, Vˆ (qˆ(t)) ≥ ζ1 implies D
+
dt+
Vˆ (qˆ(t)) ≤ −ζ2. This completes the proof.
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