Abstract: This paper qualifies the duration pattern of trade relationships across three country groups (Developing South, Emerging South and North) and aims at identifying its major determinants. The duration of trade relationships is found to increase monotonically with the level of economic development of the exporting country. Empirical investigations reveal three key results. First, initial export value is positively correlated with export survival. Second, the relationship between export duration and the type of product illustrates the degree of competition/information patterns characterizing products. Third, fixed costs to export affect export duration differently across country groups. They increase duration of exporting in Developing South economies and decrease it in Emerging South and North countries. Estimation is based on HS 6-digit product level data for 96 countries from 1995 to 2004.
Introduction
Trade duration (and its determinants) has been most of the time overlooked in both theoretical and empirical literature. This is rather surprising considering that the length of trade relationships remains the main driver of the intensive margin, which is the most influential component of export growth (see inter alia Kehoe and Ruhl, 2009; Helpman et al., 2008; Besedes and Prusa, 2007; Brenton and Newfarmer 2007; , Felbermayr and Kohler, 2006; Evenett and Venables, 2002) . 1 Our data show that the number of times trade is disrupted after a short period of time is very large. 2 On average 3 out of 5 new trade relationships fail within our period of investigation (i.e. 10 years), implying that improving survival rates is a key component of a country's export strategy. This paper examines the potential factors influencing the length of trade partnerships.
There is no theoretical framework that directly analyzes the duration of trade relationships. Yet, one possible explanation for trade relationships' stability (i.e. persistence of export status) goes back to the hysteresis trade literature of the 80's (Baldwin, 1988 (Baldwin, , 1990 Krugman, 1989 and Dixit, 1989) . Inspired by the effects of the dollar overvaluation between 1980 and 1985, these models explain the persistence, i.e. hysteresis, of firms' export participation as a consequence of the sunk costs associated with the entry into new markets. Following the dollar appreciation, foreign firms entered the US market (while American firms exited some markets), but since they incurred entry costs -firms have to meet market-specific standards and regulations, adapt their packaging, establish distribution channels, accumulate information about foreign markets, etc. -they did not necessarily exit once the exchange rate went back to its initial value. These studies suggest, thus, that fixed costs of entry, that are mostly sunk, can have an impact on firm's export status and therefore on trade duration. Theoretical insights in that vein can be found in Irarrazabal and Opromolla (2009) , who introduce ex-post uncertainty (firms' productivity evolves stochastically as a Brownian motion) in a trade model with heterogeneous firms and fixed cost to export. The latter can be either sunk or paid on a per-period basis. Using simulations, they test how a cut in per-period fixed costs and sunk costs could affect exporters and non-exporters' status.
They find that history-dependent export decisions are a salient feature when export fixed costs are sunk upon entry in a foreign market. It is not necessarily the case when fixed costs are paid on a per-period basis. Moreover, the implications for the persistence of the export status are also different. An increase in per-period fixed costs decreases the average time spent as an exporter. The logic behind this result is that 1 Trade can be decomposed into an intensive and extensive margin. An expansion of the intensive margin implies an increase in the exports of existing products with existing partners. Growth can also take place at the extensive margin, that is, countries can expand their exports by introducing a new product in a new market, an existing product in a new market or a new product in an existing market. 2 i.e. the number of times trade amounts to zero.
as fixed costs increase, the probability that an exporter would be able to cover his fixed costs decreases.
On the other hand, an increase in sunk costs increases the average time spent as an exporter. In line with the latter theoretical result, Eaton et al. (2008) find that a significant fraction of Colombian exporting firms switch to lower export quintiles on a year-to-year basis without changing status. It is also consistent with Das, Roberts and Tybout (2007) theoretical predictions and empirical findings obtained using plantlevel panel data on Colombian chemical producers. Other empirical evidence of the role of entry fixed costs in the export decision process is provided by Roberts and Tybout (1997) and Jensen (1999, 2004) . They explicitly investigate the presence of entry sunk costs and its influence on firms'
market participation. They all use lagged export status as a proxy for entry sunk costs and find that they play a significant role in the decision to export. Roberts and Tybout (1997) Following entry, firms only bear variable costs. They introduce dummies to control for the firm's past export status and show that exporting history matters. Bernard and Jensen (2004) use a linear probability framework to investigate the role and magnitude of sunk costs in a panel of U.S. manufacturing plants.
They also find that the entry costs are significant and that the probability of being an exporter today increases by 36% the probability of being an exporter tomorrow.
All these contributions point to the importance of entry fixed costs whether they are sunk or periodic for export duration. Empirically, we should then observe a negative relationship between per-period fixed costs and survival rates, and a positive relationship between sunk costs and survival rates.
Another study that indirectly analyzes the duration of business relationships is by Rauch and Watson (2003) , who explore the creation and evolution of partnerships between buyers (in developed countries) and suppliers (in less developed countries). One of their findings suggests a positive relationship between the size of the initial transaction and the expected length of a partnership. Their model consists of three stages: search, investment (deepening), and rematch (abandon current relationship and search for another supplier). A unique solution exists and three actions are possible for a buyer who has just been matched with a foreign supplier: immediate investment implying a large initial value of trade, a small initial value of trade to learn about the supplier before investing, or rejection of the supplier. The model predicts that the length of a trade relationship is positively correlated with the initial amount of the transaction, and that the propensity to start low value transactions increases with the cost of search and decreases with reliability.
On the empirical side, few studies have focused on the duration of trade. Besedes and Prusa (2006a and 2006b ) are pioneers. In their first seminal contribution, the authors focus on the length of US imports, while in the second they test some of the main implications of the Rauch-Watson model using data on imports from the United States at the TS (Tariff scheduled) 7-digit level and at the HS 10-digit level. The authors find that the duration of U.S. imports is short; the median duration being two years, and it is shorter for homogeneous goods than for differentiated products. Their results also suggest that short trading relationships tend to be low-valued. In a more recent study Besedes (2008) The scope of this paper is essentially to account for the set of predictions obtained in the various theoretical frameworks found in the literature and to assess their empirical relevance using a dataset with large country coverage. The main contribution of the paper thus stays in the enlargement of the list of duration determinants taken into consideration, the list being inspired by the recent theoretical developments on the dynamics of trade relationships. In particular, we focus on the role of countries' income level, the type of product, exports values and fixed costs to export.
We explore the patterns and determinants of trade duration for a set of 96 countries over the [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] period.
To this end, we analyze the sequence of export status at the HS 6-digit level using an extended version of the semi-parametric Cox survival model and a Probit model with random effects controlling for factors likely to influence export survival. The use of the Probit specification is motivated by the presence of unobserved heterogeneity that can not be fully accounted for in our version of the Cox model.
We find that the initial export size appears to be positively correlated with export survival in the long run.
Our results further suggest that the relationship between trade duration and the type of product portrays the degree of competition/information patterns characterizing traded products. Finally, export fixed costs do affect trade duration, but their effect differs across country groups.
The rest of the paper is organized as follows. The next section describes the raw data and identifies geographic specificities of trade duration. Section 3 presents the empirical strategy adopted. Empirical results are summarized in Section 4. The last section concludes. Trade matrix composition (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) 1 to 2 years 3 to 6 years 7 to 9 years 10 years
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matrix: 32% in the case of the North, 20% in the case of the Emerging South and 4% in the case of the Developing South group. The distribution of other durations i.e. durations longer than two years and shorter than 10 years, exhibits a remarkably similar pattern across country groups as shown in Figure 1b .
We then examine the extensive margin for each group of countries. New trade relationships 8 represent 81% of total trade relationships recorded for the Developing South group. The figure is 62% and 47% for the Emerging South and North group respectively. We then qualify trade failure patterns, by counting the number of these trade relationships that disappeared during the period under consideration. The data show that 68% of the trade relationships initiated by the Developing South's exporters failed within that period.
In the case of the Emerging South 57% of the new trading relationships failed, while in the North group failure affected 62% of the new trading relationships.
These figures show that although trade failure affects country groups in a similar way; the length of the period of time before failure varies strongly across country groups.
Duration and trade values
Another important feature of a trade relationship is its value. All existing models dealing with trade We obtain that between 55% (North) and 75% (Developing South) of the total number of trade relationships generate less than US$ 50,000 on average per year. Trade relationships with an average value between US$ 50,000 and US$ 500,000 per year account for around 30% in the North and Emerging 8 A trade relationship is assumed to be "new" in our sample if it appeared in 1996 or latter. We also conducted the analysis including as new only those relationships appeared in 1997 or after. In the latter case results in relative terms are only marginally modified. 9 For accuracy purposes we exclude from our sample the one-year old trade relationships observed in 1995 (since we don't know if it started before) and in 2004 (for we don't know if they continue), as well as the ones concerning transportation equipment goods which are often a one-year-only transaction involving high trade values (these correspond to HS 2-digit codes 86 to 89). 
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South, and for 20% in the Developing South. Trade relationships with an average value of more than US$ 500,000 per year are rare, representing less than 15% in all three country groups but again occurring relatively more in the North.
Figure 2a: Average trade values by duration in the North
Figures 2b and 2c: Average trade values by duration in the South
Across country groups more than half of the trade relationships that last for only one year have an average trade value lower or equal to US$ 10,000 per year. This is also the case for around half of trade relationships that last for 2 years. From 2 years on, the majority of trade relationships have an average trade value larger than US$ 10,000. In other words as duration increases, the share of low-valued trade relationships (less than US$ 10,000) decrease (i.e. the bottom zone shrinks). At the other end most of the relationships that lasted for 9 to 10 years have an average trade value that is larger than US$ 50,000 per year.
The above figures suggest that a positive relationship exists between duration and trade value. Country level analysis does confirm it. It further indicates that the length of a trade relationship varies across country groups. Export survival and the average value by trade relationship seemed to increase with the level of development of an economy. The median duration among developing countries is at most 2 years, against 10 years in developed countries. As for the average trade value, the median in developing and developed economies amounts up to US$ 20,000 and US$80,000 respectively.
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Overall, results from our descriptive analysis reveal two features that call for further and more in-depth analysis as presented in the next section. First, the patterns of trade relationships duration portray the exporting country level of development. Second, the relative influence of the determinants of duration is also expected to vary the exporting country level of development.
Empirical analysis
In this section, we discuss our empirical strategy and present the explanatory variables used in our analysis. The statistical details of our empirical specifications, which are standard, are omitted as they have been extensively presented in other papers pertaining to the same literature.
Empirical strategy
The length of trade relationships and its determinants can be examined using survival analysis techniques.
In this paper we use the semi-parametric Cox (1972) model to assess the impact of explanatory variables on the hazard rate. This model treats time as a continous variable and has the main advantage that it does not require the specification of the survival distribution. Despite the suitability of its properties, the use of the Cox model has been questioned when applied to the duration of trade relationships as discussed in details in Hess and Persson (2010) . One of the major concerns is the validity of the proportionality assumption. We carried out the Schoenfeld test based on the regression residuals to assess the validity of the latter. The overall result pointed to the rejection of this assumption. This is common, especially when time-varying covariates are included in the model, which is the case in the present study (i.e. GDP, trade 10 Figures are not shown due to space considerations.
value, exchange rate). 11 To take into account of the time dependency of certain covariates, we relax the proportionality hypothesis and implement an extended version of the Cox model by including timedependent covariates of the variables whose effects are suspected to vary with time. This is for instance the case of export fixed costs (e.g. the time spent on export procedures). It is reasonable to think that once exporters have learnt how to proceed, the time required to export in the next period would be lower. To account for such possibility we add an interaction term between the fixed costs and the time duration of a relationship (i.e. number of years, in logs). 12 Interaction terms will correct for intrinsically nonproportional effects of some control variables but they can not account for non-proportional effects due to unobserved heterogeneity. 13 Another issue is the handling of ties that is the presence of a large number of spells of trade with the same duration. Such feature is proper to non-continuous cases and in the case of our continuous model this implies that the partial likelihood can only be approximated. As a consequence estimated coefficients and standard errors could be biased. There is unfortunately no satisfactory way to tackle the problem of ties in a Cox model framework.
Following Hess and Persson (2010) results and conclusions, we also estimate a probit model with random effects. The latter estimation strategy proves to be the most efficient in handling non-proportionality and tied duration times. Moreover, it can easily treat unobserved heterogeneity whenever present. Sueyoshi (1995) provides an extensive presentation and discussion of the use of binary responses models in the context of duration analysis.
Duration Data
A number of caveats in our dataset need to be highlighted. First and as already mentioned observations are likely to be subject to left and/or right censoring. Unlike left censoring, right censoring can be easily handled by survival methods.
Second, there is the issue of multiple spells: a trading relationship can stop and be re-established once or several times over our 10-year period, after an interruption of one or more years. 14 In our dataset 13% (in the case of the Developing South) to 20% (in the case of the North) of the trading relationships show multiple spells. 15 In this exercise, we include only first spells duration, while controlling for the existence of multiple spells.
Finally, trade data can suffer from measurement errors. This is particularly important in the case of multiple spells. However if the interval between spells is just one year, the probability that this is due to misreporting is very high i.e. no trade recorded when in reality there was trade. Overlooking this issue could lead to the underestimation of the duration of the first spell. In order to correct for this possibility we assume that a one-year gap is a measurement error and thus merge into one all the spells with a oneyear gap.
Control variables
Our main interest is to identify the factors that could explain the duration of trading relationships across country groups. Our set of possibly explanatory variables consists of "gravity" type, product type, trade costs and other standard control variables. Sources and details for each variable are provided in Appendix 2. Rauch (1999) suggests that proximity to markets, common language and colony ties are important factors in the establishment of business relationships. These variables facilitate business partnerships and are most likely to influence also their success (i.e. their duration). We include distance (in log), landlocked 16 , border, common language and colonial links as explanatory variables in our analysis. These are also used in standard gravity equations. Our findings in section 2.2 suggest a positive relationship between export duration and development, hence we add the GDP per capita (in log) of both importers and exporters to account for countries level of development. The GDP per capita is an average over the period of service and is included in its log form for both exporting and importing countries.
Gravity type variables
Products characteristics
We control for the type of product. We follow the classification used by Rauch (1999) in which products are classified according to their degree of differentiation: commodities or reference priced goods, homogeneous products and differentiated products. The first category of goods refers to goods that are traded on organized exchange markets and that involve specialized traders that centralize prices.
Homogeneous goods are goods that are not traded in organized exchange but have a reference price (for instance quoted in trade publications). Finally heterogeneous goods are "branded" goods. We expect that trade relationships based on differentiated goods will exhibit longer duration as they face lower competition.
Fixed costs
To control for the fixed costs that exporters face, we use data from the Doing Business (DB) project, namely the time required to export. 17 This variable refers to the time (in days) necessary to comply with all procedures required to export. 18 In our analysis, we prefer this time variable to the number of documents required to export (also provided by the DB database), which we consider less accurate:
countries with the same number of procedures can require a different amount of time to complete them.
We also consider the time required to import as a proxy for import costs and the time to start a business as Time is recorded in days. The time calculation for a procedure starts from the moment it is initiated and runs until it is completed. The procedures include preparation of bank documents, customs declaration and clearance documents, port filing documents, import/export licenses and other official documents exchanged between the concerned parties. Logistic procedures are also included; these range from packing the goods at the factory to their departure from the port of exit, like for instance the time to load a cargo. This implies that this variable, although it refers to fixed costs, its impact on business could decrease across time as a result of learning effects. 18 Other authors have also identified time as a trade barrier, although they have only focused on the time associated to transport (Hummels, 2001; Djankov S., Freund C. and Pham C. S., 2006) . that variation of costs over the period 2004-2008 is relatively low. Therefore the probability of a country switching from one half to the other over the 1995-2004 period will also be low. At the same time a change in the ranking within one half does not affect the value of the dummy and thus of the results. We construct three cost related variables in the same way: one for the export costs, one for the import costs and finally one for the costs related to starting a business.
Other control variables
We also add the initial value of exports 19 , which can reflect the degree of uncertainty as suggested by Rauch (1999) and Albornoz et al. (2010) . We test for the impact of the macroeconomic environment (i.e. competitiveness) by accounting for the variation in the real exchange rate with respect to the US Dollar over the spell of each trade relationship. We control for multiple spells by adding a dummy that is 1 whenever a relationship has more than one spell. By doing so, we want to control for the possibility that the first spell in a multiple-spell relationship is systematically shorter than single-spell relationships. 20 If that was the case and uncontrolled for that could bias the results. 21 Finally, country group dummies are included whenever relevant.
Several variables of interest such as the fixed costs indicators are exporter/importer and spell-specific. As a consequence we can not include exporter/exporter-product fixed effects in our estimations of the Cox model, since they would absorb most of the effect of these covariates. In all Cox specifications, however, dummies for the initial year of the trade spell and for sectors defined at the HS 2-digit level (97 sectors) have been included.
In probit estimations exporter-importer-product random effects can be included without affecting the set of other covariates. Results obtained with the latter specification would give an indication of how important unobserved export-product factors are in affecting the termination rate of a trade relationship.
Results
We first estimate our survival models for the whole sample. Results are reported in Table 1 . We then estimate an augmented version of the standard Cox model and the probit random effects model for each country group separately. Results are reported in Table 2 .
All coefficients are presented in their exponential form. A value lower than one indicates that the effect of the covariate on the hazard rate is negative: higher values of the covariate decrease the hazard rate and so have a positive effect on duration. A value larger than one indicates that the effect of the covariate on the hazard rate is positive (higher values of the covariate increase the hazard rate), thus implying a negative effect on duration. A first glance at the results obtained in columns (2) and (3) points to possibly opposite effects across estimation strategies. The comparison is not straightforward for variables interacted with the log of duration as the overall impact of the very variable is conditional on the value the two interacted variables take. 22 Nevertheless, the sign of the interaction still characterizes how the direct impact varies over the length of the trade relationship.
Export survival, all countries
22 Additional computations based on Ai and Norton (2003) show that the sign of the impact obtained for the interacted variable alone prevails for short duration relationships (no more than 2 years), while the sign of the estimate of the interaction (with the duration variable) term effect prevails for longer duration relationships (more that 2 years) whenever different from the former one. Once accounting for the latter features, the most striking contrasting results are obtained for the GDP per capita of the exporter variable, initial trade values, the real exchange rate variable, and the three costs variables.
In the augmented-Cox estimation the exporter GDP is found to lower the hazard rate although only slightly. In the Probit estimation the probability of terminating a trade relationship increases with the exporter's GDP. This may sound counter-intuitive as we found that duration grows on average with the level of economic development. Yet, what these contrasting results reveal is that unobserved heterogeneity is at play. Probit results would be coherent with a situation where, once exporter, importer and product characteristics are all taken into consideration, an increase in the internal expenditure could redirect exports towards the domestic market. As a consequence exporters may become less eager to stay in international markets and this reasonably could decrease the average duration of trade relationships.
This result may also reflect a greater ability of exporters in Northern countries to adjust to new markets and business conditions implying a relatively greater turnover in products and destinations. Finally the relationship is also consistent with the fact exporters in Northern countries are on average larger and (potentially) generate more new trade relationships. Larger exporters tend to sell more products, serve more markets, and are likely willing to look for more export opportunities. Yet, exploring new markets involve higher risk and therefore greater volatility in terms of duration.
23 In Cox models the likelihood function is approximated by the pseudo-likelihood.
Higher initial trade values are also associated with longer duration in the probit estimation. This would confirm the result already established in Rauch and Watson (2003) . 24 The opposite result is found with the Cox-augmented model which again coulsd reflect the existence of unaccounted heterogeneity.
Results obtained with the Cox-augmented model show that the changes in the real exchange rate have a negative impact on the hazard rate. However, the effect diminishes with duration. In other words depreciation could lead to longer duration spells but primarily for short periods of time. However, changes in the real exchange rate with respect to the US dollar seem not to affect the termination rate in the Probit model estimation. Its coefficient equals one and is not significantly different from zero. It is plausible to think that in the case of assessing the impact of changes in the real exchange rate factors that are exporter and product specific play an important role.
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Column (3) results show a negative effect of the business environment variable on the probability of termination while column (2) results show an opposite effect on the hazard rate although the magnitude of the effect remains limited. Overall we may want to take the two set of results as indicating that a sound business environment (captured in our case by the Doing Business variable measuring the cost in terms of days of starting a business) affects only marginally the length of trade relationships of exporting firms.
Augmented-Cox model estimation results suggest that higher export fixed costs will increase the hazard rate but that the effect diminishes with the length of the trade relationship. Yet the results in the Probit estimation suggest that net effect of export costs on the duration of trade relationships would be negative.
This result could also imply that the dominant effect of export costs is the one faced by new entrants in export markets. As for the imports costs variables, they have a negative effect on the hazard rate in the case of the Augmented-Cox model. The probit model results reveal the opposite effect. Here again, unobserved factors are likely to be the main driver of contrasting results across estimation approaches.
Results obtained for other control variables are less controversial across estimation strategies and essentially echo those found in the literature. We thus discuss only the results that we find the most interesting. 24 As a robustness check, we used the average trade value as a measure for the size of the trade relationship instead of the initial trade value. Results are similar but are not shown due to space considerations. In terms of magnitude, the variation between the two sets of results is at maximum 5%. This difference could highlight the endogeneity problem that was mentioned previously and that could associated with the used of average trade values. 25 It could also be argued that the inclusion of the US in sample affect the results as their currency is the reference. We therefore run both regressions excluding the US from the sample with no significant impact on any coefficient estimates.
Exporting to richer destination countries is associated with longer spells. Trade relationships that are disrupted at least once and re-established face a hazard rate/termination rate larger than trade relationships that consist of one spell. In other words, the first spell of a multiple spell trade relationships will be systematically shorter than single spells trade relationships. If the second spell is larger, this could suggest that a first export experience positively affects the success of exporters' futures experiences. Such finding could indicate the presence of a learning effect. The analysis of the structure of multiple spells goes however beyond the scope of this study.
As for the type of products, we choose reference priced goods as the base category. Our results show that the hazard rate/termination rate for differentiated goods is lower than that of reference priced goods. In the case of homogeneous goods the hazard rate/ termination rate is higher than the one for reference priced goods. These results are comparable to those of Besedes and Prusa (2006b) . Differentiated products survive the longest, followed by reference priced goods and then by homogeneous goods. In other words, trade duration increases as products become more differentiated. A possible explanation for this result could be that exporters of homogeneous products such as primary goods are likely to face fiercer competition in international market, which probably increases the probability to exit the market.
Coefficients on the country group dummies DS and ES are both statistically significant in all specifications. The North country group is the reference group. In the Cox approach trade relationships from the Developing South are shorter while the ones from the Emerging South last longer. With the probit estimation we obtain that both country groups are associated with higher termination rates and thus shorter durations compared to the North country group. Nonetheless the termination rate of trade relationships from the ES country group is only slightly larger.
Export survival by stage of development
Results shown in Table 2 are obtained with estimations done for each country-group separately using the augmented version of the Cox model (columns (1)) and the probit model with random effects (columns (2)). Each country group sub-sample is made up of the exports from that country group's countries to the world. This exercise allows us to evaluate more formally our previous findings. We want to identify for instance those elements that could explain the relatively high incidence of short duration spells in the Developing South country group.
Differences in results across estimation strategies reflect to a large extent those found with estimations based on the whole sample. In what follows, we focus on the differences observed across country groups.
We take the probit model as our reference as unobserved heterogeneity has proved to play a significant role in framing previous estimation results.
The most remarkable differences especially in terms of analytical implications are found for the exporter and importer GPD per capita variable, the homogenous good variable, and the three Doing Business costs variables. The effect of homogeneous goods also differs significantly across country groups. In the case of the Developing South, the corresponding coefficient is below unity, while those obtained for the two other country groups are significantly larger than one. The results obtained with the full-sample are thus driven by the Emerging and Developed country groups. This set of estimated coefficients could suggest that despite an overall fiercer competition in homogenous goods markets, Developing South countries enjoy some comparative/competitive advantage and as a consequence longer duration spells compared to the base group.
The estimated coefficients obtained for the domestic business environment variable are coherent with straightforward theoretical conjecture for both Developing and Northern countries. A better domestic business environment is associated with lower termination rates. In the case of Emerging countries the contrary is verified. There is no easy interpretation of such a result. In that context, costs to set up an activity would act as sunk costs in the sense of Irarrazabal and Oppromola (2009) and then could give rise to some hysterisis in exporters' behaviour.
For Developing South countries we find that both export and import costs are negatively related to terminations rates. This implies that trade relationships from developing countries with high export and/or import costs have a higher probability of survival. This result could be once again consistent with the hysteresis mechanism. In the case of emerging and developed economies the reverse is observed. This suggests that high export costs increase the termination rate (i.e. negatively affect duration). If the fixed costs were to reflect mainly per-period costs this would be in line with Irarrazabal and Oppromola (2009) who find a negative correlation between fixed export costs per-period and the persistence of export status.
Overall the number a days that need to be spent in dealing with exporting act as a sunk cost for exporters in Developing South and as a per-period cost for exporters in Emerging South and Developed North country groups. This difference could be due to differences in the structure and composition of exports across the three country groups. Namely, as countries develop from an economic point of view their exports are less exposed to time delays in export procedures.
Differences appear also for two gravity variables: common language and border. A common language is found to increase the survival of trade relationships only in the case of exporters in the Developed country group. This may reveal that exporters from the Developing and Emerging South groups face higher difficulties in establishing a trade relationship even when the language is common. The existence of a common border increases the termination rates of exporters from Developing Southern economies and decreases, although only slightly, those of exporters from the Emerging South and Developed North. In the case of the Developed North, the effect is not statistically significant.
We implemented a series of robustness checks. We excluded the US from all sub-samples to assess the sensitivity of the exchange-rate variable coefficient. We also estimated a stratified Cox model to allow for group-specific variation in the baseline hazard. We set our stratification group to be the type of product defined at the 4-digit level of the HS classification. In all specifications results remained qualitatively similar to those presented above.
Conclusions
Exporters' survival in foreign markets is essential to achieve sustained export growth. This paper presents Some of these unconditional properties are confirmed by the results of our survival analysis. Our estimation strategy is twofold. We use an extended version of the Cox model that relaxes the proportionality hypothesis by including time-dependent covariates (i.e. time interaction terms) and a
Probit model with exporter-importer-product specific random effects to control for heterogeneity. Our results show that overall trade relationships with higher initial trade values face lower termination rates.
This confirms a result already established in Rauch and Watson (2003) . We also find that the duration of trade varies with the type of product, which is in line with Besedes and Prusa (2006b) . Moreover, this result is consistent across country groups. Trade relationships involving differentiated goods show a probability of failure that is lower than the one obtained for trade relationships involving homogeneous goods.
As for trade costs, export and import fixed costs have a positive effect on the duration of trade relationships in the case of the Developing South. This is consistent with predictions obtained in a model where fixed costs to export are sunk. This gives rise to hysteresis in exporting status. Firms continue to export even if current profits are negative. This would occur if their expected discounted profits are larger compare to an exit-re-entry strategy in which they would have to pay again the sunk costs. In the case of the North and the Emerging South, the opposite is true. High export and import costs increase termination rates in these regions which is in line with theoretical predictions based on the existence of export fixed costs to be paid on a periodic basis.
Our results highlight the challenge that survival in foreign markets is for exporters. One way of improving export survival rates could be to implement policies that aim to increase export revenues and therefore to consolidate exporters' market position. As stated in Das and al. (2007) , these policies can range from having preferential access to inputs, credits, insurance to policies that reduce transports costs or any other variable cost that firms face. According to their findings on a sample of Colombian manufacturing producers, these type of policies can have a more significant impact on export revenues (per dollar spent) than subsidies that aim to reduce the entry (sunk) costs or entry fixed costs faced by new exporters.
Indeed, such policies would not only help incumbent exporters to increase their profits and therefore to improve their survival rates, but also encourage the entry of firms into the export market.
Further research could explore to what extent poor survival prevents developing economies from diversifying into new products or new markets. 
