In this paper, quadrature methods for solving Volterra integral equations of the first kind with smooth kernels under the presence of noise in the right-hand sides are considered, with the quadrature methods generated by linear multistep methods. The regularizing properties of an a priori choice of the step size are analyzed, and the smoothness of the involved functions is carefully taken into consideration. The balancing principle as an adaptive choice of the step size is also studied. It is considered in a version which sometimes requires less amount of computational work than the standard version of this principle. Numerical results are included.
Introduction
In this paper we consider linear Volterra integral equations of the following form: In the sequel we suppose that the kernel function does not vanish on the diagonal a ≤ x = y ≤ b, and without loss of generality we may assume that
holds. Composite quadrature methods for the approximate solution of equation (1.1) are well-investigated if the right-hand side f is exactly given, see, e.g., Brunner and van der Houwen [3] , Brunner [2] , Lamm [13] , Linz [15] or Hoog and Weiss [4] and the references therein. A special class of composite quadrature methods for the approximate solution of (1.1) is obtained by using in an appropriate manner multistep methods that usually are used to solve initial value problems for first order ordinary differential equations. That class of methods is considered thoroughly by Wolkenfelt [24, 25] . A related survey is given by Brunner and van der Houwen [3] ; see Holyhead, McKee, and Taylor [11] , Holyhead and McKee [10] and Taylor [23] for related results. In the present paper, the results and techniques presented in the two papers by Wolkenfelt are modified and extended in order to analyze the regularizing properties of those multistep methods for Volterra integral equations (1.1) when perturbed right-hand sides are available only. An a priori choice of the step size is considered, followed by the balancing principle as an adaptive choice of the step size. Finally, some numerical illustrations are presented.
Numerical Integration Based on Multistep Methods
As a preparation for the numerical solution of Volterra integral equations of the first kind (1.1) with smooth kernels, in this section we introduce linear multistep methods for solving the associated direct problem. For this purpose we consider equidistant nodes x s = a + sh, s = , , . . . , N, with h = b−a N , (2.1) where N denotes a positive integer. In a first step we consider, for each ≤ n ≤ N, the integral (Iψ)(x n ) :=
x n a ψ(y) dy, (2.2) where ψ : [a, x n ] → ℝ is a given continuous function which may depend on n. In the course of this paper, this integral will be considered for the special case ψ(y) = k(x n , y)u(y), a ≤ x n ; see Section 3 for the details. The integral (2.2) can be computed by solving the elementary ordinary differential equation
Introduction of Multistep Methods
A linear m-step method, with an integer m ≥ , is determined by coefficients a j ∈ ℝ and b j ∈ ℝ for j = , , . . . , m, where a m ̸ = and |a | + |b | ̸ = . When applied to problem (2.3), this scheme is of the form m j= a j φ r+j = h m j= b j ψ r+j for r = , , . . . , n − m, (2.4) where n ≥ m, and ψ s = ψ(x s ), s = , , . . . , n are given, and the step size h and the nodes x s are given by (2.1) . In addition we have φ = , and the other starting values φ s ≈ φ(x s ) for s = , , . . . , m − are determined by some procedure specified below (see Example 2.7). The scheme (2.4) is used to compute approximations φ r+m ≈ φ(x r+m ) for r = , , . . . , n − m.
Example 2.1. (a) We first consider a well-known class of multistep methods of the form (2.4), depending on three integers τ, μ and m, with ≤ τ ≤ m and ≤ μ ≤ m. It is obtained by integrating, for each ≤ r ≤ n − m, the ordinary differential equation (2. 3) from x r+m−τ to x r+m . For the integral of the resulting right-hand side, an interpolatory numerical integration scheme with interpolation nodes x r , x r+ , . . . , x r+m−μ is applied afterwards. This leads to φ r+m − φ r+m−τ =
x r+m
x r+m−τ P r (y) dy, r = , , . . . , n − m, (2.5) where P r ∈ Π m−μ satisfies P r (x s ) = ψ s for s = r, r + , . . . , r + m − μ. This means that τh is the length of the interval used for the local integration, and m − μ + is the number of nodes used for the interpolation of the function ψ. Prominent examples are obtained for μ ∈ { , } and τ ∈ { , }. Next some special cases are considered very briefly. For more details see, e.g., the references given just before the present subsection. The Adams-Bashforth methods are obtained for τ = , μ = and m ≥ ; for the special case m = this in fact gives the composite forward rectangular rule. The Adams-Moulton methods are obtained for τ = , μ = and m ≥ , with the composite trapezoidal rule obtained for the special case m = . The Nyström methods are given by τ = , μ = and m ≥ . For m = this gives the repeated midpoint rule. Finally, the Milne-Simpson methods are obtained for τ = , μ = and m ≥ , with the repeated Simpson's rule obtained in the case m = . Each of these methods is in fact of the form (2.4) and leads to a repeated quadrature method for solving (2.2), with interpolation polynomials P r that, for m > τ, have nodes outside the local integration interval [x r+m−τ , x r+m ].
(b) Another class of linear multistep methods of the form (2.4) are BDF methods (backward differentiation formulas), where the left-hand side in (2.3) is replaced by a finite difference scheme. More precisely, for m fixed, approximations φ r+m ≈ φ(x r+m ) for r = , , . . . , n − m are given by φ r+m = P r (x r+m ), where P r ∈ Π m satisfies P r (x s ) = φ s for s = r, r + , . . . , r + m − and P ὔ r (x r+m ) = ψ r+m . For m = this leads to the composite backward rectangular rule.
Zero-Stability, Order of the Method
We next recall some basic notation for multistep methods applied to the simple initial value problem (2.3).
(a) The considered multistep method is called zero-stable, if the corresponding first characteristic polynomial
is a simple von Neumann polynomial, i.e., (i) ϱ(ξ) = implies |ξ| ≤ , (ii) ϱ(ξ) = , |ξ| = implies ϱ ὔ (ξ) ̸ = . This means that all roots of the characteristic polynomial ϱ belong to the closed unit disk, and each root on the unit circle is simple.
(b) We next consider the local truncation error of the considered multistep method. For technical reasons it is introduced here on arbitrary intervals [c, d] for c < d, which in fact can be [a, x n ] as above, or an interval of fixed length.
For a continuous function ψ : [c, d] → ℝ the local truncation error is given by 
uniformly for n, ψ and y as given in the lemma, where R j = R(φ, p, y, jh) and R j = R(ψ, p − , y, jh).
We note that the considered intervals [a, x n ] in Lemma 2.3 depend on h, and we do not require x n to be fixed. This causes no problem in (2.7), however, since the estimates of the local truncation error are considered uniformly there.
The basic convergence result in multistep method theory is as follows: each zero-stable linear multistep method (2.4) of order p ≥ is convergent of order p. Details are given in Section 2.4.
Reflected Coefficients, Reflected Polynomials
As a preparation we introduce some more notation. We assume that at least one of the coefficients on the righthand side of (2.4) does not vanish, and we identify the leading nonvanishing coefficient then:
(2.8)
In the sequel we make use of a relation between linear difference equations and discrete convolution equations. As a preparation we consider infinite sequences of reflected coefficients (α j ) j≥ and (β j ) j≥ of the multistep method under consideration:
In addition we introduce sequences α (− ) , α (− ) , . . . and γ , γ , . . . by the following discrete convolution equations: where δ r denotes the Kronecker symbol, i.e., we have δ = and δ r = for each r ̸ = . There is a relation between those discrete convolutions and the products of the associated (formal) power series: for
we have
In addition, there is a relation between products of (formal) power series considered in (2.10) on the one side and the products of associated semicirculant matrices on the other side. This relation will be tacitly used in the sequel. For an introduction to that topic, see, e.g., Henrici [9] . It follows from (2.9) and standard results for difference equations (see, e.g., [8, p. 242, Lemma 5.5]) that a zero-stable multistep method satisfies
(2.11)
In the stability analysis to be considered, the coefficients of the inverse power series /β(ξ) and /γ(ξ) also play a significant role. Their behavior will be considered later.
A Global Error Representation
We next present a global error representation in terms of linear combinations of local truncation errors. This representation will be crucial in the subsequent analysis. 
The desired result now follows from the fact that the inverse of the semicirculant system matrix is given by
. This completes the proof. ) . This result, however, does not allow optimal error estimates for the approximate inversion of Volterra integral equations of the first kind to be considered in this paper, so we make use of (2.12) instead. We note that in the papers by Wolkenfelt [24, 25] , a global error expansion with an integral representation is used for the inversion process to obtain best possible error estimates. The latter approach, however, requires stronger smoothness assumptions on the involved functions than our approach based on (2.12) does.
Explicit Representation of the Values φ r
For the numerical analysis to be considered later on, we need to express the values φ m , φ m+ , . . . , φ n generated by the multistep method (2.4) in terms of the numbers ψ s and the starting values φ , φ , . . . , φ m− (as indicated, we always choose φ = ). To simplify notation somewhat and to adapt our notation to the existing literature on the topic, we shall assume that the starting values are of the form
where w rs ∈ ℝ for r = , , . . . , m − and s = , , . . . , m − are starting weights which are independent of h and which will be specified below. We note that in (2.13), each starting value φ r ( ≤ r ≤ m − ) obviously may depend on future states, in general, which is rather unnatural for a Volterra type problem. Such an approach, however, allows sufficiently good accuracy of those starting values. As a further preparation for Lemma 2.6 considered below, we introduce weights needed in that lemma:
where the numbers γ s are given by (2.9).
(b) For n ≥ m we next consider starting weights w ns , ≤ s ≤ m − . For s fixed, they are recursively determined by the following inhomogeneous discrete convolution equation: This follows, similarly to (2.11), (2.14), from standard results for difference equations.
We are now in a position to represent the multistep method (2.4) in quadrature form. Note that the numbers ψ , ψ , . . . , ψ n−μ considered in the following lemma do not necessarily coincide with the values of the previously considered function ψ : [a, x n ] → ℝ at the given nodes. Lemma 2.6. Let φ , φ , . . . , φ n and ψ , ψ , . . . , ψ n−μ be arbitrary two sequences of real numbers satisfying (2.13) and the multistep method recurrence (2.4) with n ≥ m + μ and φ = . Then the following identity holds: 
A Starting Quadrature Procedure
For multistep methods (2.4) to solve the initial value problem (2.3), we next consider, for m ≥ , the determination of starting values φ , φ , . . . , φ m− of the form (2.13) that have the approximation properties required in Lemma 2.4. A standard procedure is presented in the following example.
Example 2.7. We consider (2.13) for fixed r ∈ { , , . . . , m} with m ≥ . The case r = m is not considered there in fact, but below this will be needed for the computation of initial approximations to the solution of the Volterra integral equation of the first kind (1.1). Note also that in the case r = m there is a notational conflict with (2.16), for n = m there. We will take care of this at every instance. We now consider an interpolatory quadrature method for the integral ∫
x r a ψ(y) dy using interpolation nodes x , x , . . . , x m− . This in fact means that the resulting quadrature scheme
is exact for all polynomials ψ of degree at most m − , with quadrature weights that are given by the following nonsingular linear system of equations: 
uniformly for n and ψ satisfying m + μ ≤ n ≤ N and ψ ∈ C p− L [a, x n ].
Linear Multistep Methods for Perturbed First Kind Volterra Integral Equations

Some Preparations
We now return to the first kind Volterra integral equation (1.1). For the numerical approximation we consider this equation at equidistant nodes x n = a + nh, n = , , . . . ,
In the sequel we suppose that the right-hand side of equation (1.1) is only approximately given, with
where δ > is a known noise level. For the main convergence results we impose the following conditions. Assumption 3.1. For the Volterra integral equation (1.1) of the first kind and a given m-step method with m ≥ (see (2.4)), we introduce the following assumptions and notations.
(a) The considered m-step method with m ≥ is zero-stable and has maximal order ≤ p ≤ m.
with μ as in (2.8), is a Schur polynomial: Next we give some comments on the Schur polynomial property considered in item (b) of Assumption 3.1.
Remark 3.2. (a)
In the stability analysis to be considered, the coefficients of the inverse power series 
It is easy to see that for the m-step Adams-Bashforth methods with ≤ m ≤ , and the m-step Nyström methods with ≤ m ≤ as well, the second characteristic polynomial σ is a Schur polynomial (see condition (3.2)), respectively. In addition, (3.2) is obviously satisfied by the BDF methods.
(c) The Schur polynomial condition (3.2) is violated for each multistep method of class (2.5) with μ = (the implicit case) and with maximal order p > m. More generally, it is an essential observation made by Gladwin and Jeltsch [6] that the second characteristic polynomial σ is even not a simple von Neumann polynomial in that situation, with the case m = τ = (the repeated trapezoidal rule) as an exception. In addition, the associated scheme for solving Volterra integral equations of the first kind introduced below is necessarily divergent then, in general. For the mentioned exception m = τ = , the associated second characteristic polynomial is obviously a simple von Neumann polynomial but not a Schur polynomial.
As a consequence of the observations made in the beginning of item (c) of this remark, in the special situation μ = in the local quadrature approach (2.5), it is no loss of generality to restrict the considerations to m-step methods of maximal order ≤ p ≤ m (see Assumption 3.1 (a)).
(d) We note that in [24, 25] , the second characteristic polynomial σ is required to be a von Neumann polynomial, not a Schur polynomial which is the assumption made in the present paper (see condition (3.2) ). The latter assumption results in noise amplification terms which in general are smaller than for simple von Neumann polynomials σ. In addition, the Schur polynomial assumption on σ allows to use a proof technique which in part is much simpler than the elaborated technique used in [24] .
The Numerical Scheme
We now consider, under the conditions given in Assumption 3.1, the following scheme for the numerical solution of a Volterra integral equation (1.1). where the weights ω ns are given by (2.14) and (2.15), respectively. The representation (3.6) will be used in the proof of the main result, cf. Theorem 3.7. In addition, for multistep methods of the form (2.5), those weights can also be easily computed in practice, and (3.6) can then be used for the practical implementation of (3.5).
For an illustration see Example 5.3 below.
(d) The considered numerical scheme in Algorithm 3.3 is quite universal and can be simplified in special cases. For example, for the backward rectangular rule (which is the 1-step BDF method) considered in Example 2.1 (b), an implementation of Algorithm 3.3 without the starting procedure considered in Example 2.1 (a) is possible. This means, however, that no approximation u δ will be available then.
Uniqueness, Existence and Approximation Properties of the Initial Approximations
We now consider uniqueness, existence as well as the approximation properties of the initial approximations u δ , u δ , . . . , u δ m− . In a first step we consider in more detail the corresponding linear system of equations (3.4). This system of equations can be written in the form Proof. We first consider the situation k ≡ . In a first step we observe that (2.18) applied for r = , , . . . , m, and a subsequent transposition imply the identity
where M ∈ ℝ m×m denotes the transpose of the system matrix in (2.18), and D = diag τ : τ = , , . . . , m ∈ ℝ m×m , B = (n τ ) n,τ= ,...,m ∈ ℝ m×m .
The matrices D, B and M are regular, and hence the matrix T ∈ ℝ m×m introduced in (3.9) is regular. In the case k ≡ , the latter matrix coincides with the matrix S h . We now consider the general case for k. We have k(x, x) = and x n = a + O(h) for n = , , . . . , m − , and thus k(x n , x s ) = + O(h) for n = , . . . , m and s = , . . . , m − . We thus have S h = T + O(h) for h → , and from this the proposition immediately follows.
Next we consider the approximation properties of the initial approximations. 
The Main Result
We next present the main result of this paper which extends the results by Wolkenfelt [24, 25] to the case of perturbed right-hand sides. Proof. The initial approximation errors are already covered by Theorem 3.6, so it remains to estimate the error u δ n − u(x n ) for n = m, m + , . . . , N − μ. For this we may assume N ≥ m + μ, since otherwise nothing is to be done for.
(1) In a first step we observe that the following system of error equations holds: (2) We next consider a matrix-vector formulation of (3.12). As a preparation we introduce the notation N := N − m − μ + and consider the system matrix A h ∈ ℝ N ×N given by
In addition we consider the vectors
Using these notations, the linear system of equations (3.12) obviously takes the form
where ‖⋅‖ ∞ denotes the maximum norm on ℝ N .
(3) For a further treatment of identity (3.16), let the matrix W h ∈ ℝ N ×N and its inverse W − h ∈ ℝ N ×N be given by
. We next show that
where ‖⋅‖ ∞ denotes the matrix norm induced by the maximum vector norm on ℝ N . In fact, the estimate ‖W − h ‖ ∞ = O( ) as h → follows immediately from the exponential decay of the coefficients of the inverse of the generating function γ(ξ), cf. Remark 3.2 (a). For the proof of the second statement in (3.17) , below it will be shown that the matrix W − h A h can be written in the form
18)
where I h ∈ ℝ N ×N denotes the identity matrix, and L h = (ℓ nj (h)) ∈ ℝ N ×N denotes some lower triangular matrix which satisfies max ≤j≤n≤N−m−μ |ℓ nj (h)| = O(h) as h → . The representation (3.18) shows that the matrix W − h A h is nonsingular for h small enough, and the discrete version of Gronwall's inequality then yields
The third estimate in (3.17) follows immediately from the other two estimates considered in (3.17) .
In the sequel it will be shown that the representation (3.18) is valid, and for this purpose we consider the lower triangular matrix
in more detail. In fact, we have, for ≤ j < n ≤ N − m − μ,
Thus we have
uniformly with respect to j and n. Note that ∑ uniformly with respect to n, which follows from the identity γ (− ) = /γ and the assumptions on the kernel function k made in items (d) and (e) of Assumption 3.1. The statements (3.20) and (3.21) show that the lower triangular matrix W − h A h in fact can be written as in (3.18 ). (4) We still have to take a closer look at the vector R h ∈ ℝ N considered in (3.15) . It can be written as 
, and observe that
hold. From the fact that the second characteristic polynomial (see (3.2) ) is a Schur polynomial it follows
In the sequel we consider the lower triangular matrix U h B h in more detail. It can be written as follows,
In addition, C h = (c nj (h)) ∈ ℝ N ×N denotes some lower triangular matrix with max
See the third part of this proof for similar results with respect to the matrix W − h A h . Here we additionally use the mean value theorem with respect to the first variable of g and the fact that the local truncation error g defined in (3.14) satisfies Remark 3.8. The stability analysis presented in part (3) of the above proof uses techniques similar to those used by Eggermont [5] ; see also Lubich [17] as well as Plato [21, 22] .
In the sequel, for step sizes h = h(δ) = b−a N , with N = N(δ), with a slight abuse of notation, for β > fixed we write h ∼ δ β as δ → , if there exist real constants c ≥ c > such that c h ≤ δ β ≤ c h holds for δ → . As an immediate consequence of Theorem 3.7 we obtain the following main result of this paper. We conclude this section with some remarks. (b) For results on the regularization properties of the composite midpoint rule, see, e.g., Apartsin [1] or Kaltenbacher [12] . For other special regularization methods for the approximate solution of Volterra integral equations of the first kind with smooth kernels and perturbed right-hand sides, see, e.g., Lamm [13] .
The Balancing Principle
Preparations
The a priori choice of the step size h considered in Corollary 3.9 requires knowledge of the smoothness of the exact solution u : [a, b] → ℝ. The balancing principle as an a posteriori strategy for choosing h has no such requirement and thus seems to be an interesting alternative. Its implementation, however, requires a determination of the coefficient of the error propagation term δ/h that appears in the basic error estimate (3.11) . This is the subject of the following proposition. where C and C denote some constants chosen independently of h, and h is chosen sufficiently small. The constant C may be chosen as follows:
where the notation ‖k‖ ∞ = max (x,y)∈E |k(x, y)| is used, and L ≥ denotes a Lipschitz constant of the kernel k with respect to the first variable. In addition, for the definition of the sequence (γ (− ) s
) and the matrix T, see (3.3) and (3.9), respectively.
Moreover, h in (4.1) can be chosen as
where h max is taken from Assumption 3.1. In the special case k ≡ , the estimate (4.1) holds with h = h max .
Proof. Let e δ s = u δ s − u(x s ) for s = , . . . , N − μ. We first consider the starting errors. A closer look at the proof of Theorem 3.6 shows that
2)
where S h denotes the system matrix considered in (3.7)-(3.8) and (3.10), and h is chosen so small (details are given below) such that the inverse matrix of S h exists. In addition, C denotes some constant that may be chosen independently of h. So we need to estimate ‖S − h ‖ ∞ which is done below. First we consider the error of the present multistep scheme. A closer look at the reasoning of (3.12) shows that
holds uniformly for n = m + μ, . . . , N, where γ , γ , . . . are given by (2.9). Representation (3.16) in the proof of Theorem 3.7 thus can be written as
with some vectors G h, ∈ ℝ N and G δ h, ∈ ℝ N satisfying
So in view of (4.2)-(4.4) we need to provide upper bounds for ‖S − h ‖ ∞ and ‖A − h ‖ ∞ . For this purpose let L ≥ denote a Lipschitz constant of the kernel k with respect to the first variable, i.e.,
where the set E is introduced in Assumption 3.1. Then the matrix S h , h ≤ h max , can be written in the form S h = T + F h , where the perturbation matrix F h ∈ ℝ m×m satisfies ‖F h ‖ ∞ ≤ ‖T‖ ∞ mLh. It then follows from standard perturbation results for matrices that
where cond ∞ (T) = ‖T‖ ∞ ‖T − ‖ ∞ , and the upper bound for h in (4.5) can be neglected if L = .
For the estimation of ‖A − h ‖ ∞ we have to take a closer look at part (3) of the proof of Theorem 3.7. We
| for h > , and we next estimate the entries of W − h A h = (b nj ) (cf. (3.19) ). Continuing from (3.21) gives
Proceeding from (3.20) yields |b nj | ≤ C Lh for j < n, where the constant C is chosen as in the statement of the proposition. An application of the discrete version of Gronwall's lemma now results in
where the considered upper bound for h can be ignored if μ = or L = holds. Note also that this upper bound for h is not smaller than the upper bound for h given in (4.5) which justifies the definition of h given in the proposition. This completes the proof.
Implementation of the Balancing Principle
In the sequel we assume that the conditions of Assumption 3.1 are satisfied. It is convenient to introduce new notation for the set of nodes and for the approximations generated by the considered multistep method to indicate dependence on the step size h:
In the sequel we consider the following sequence of geometrically increasing step sizes:
where s = s(δ) ≥ and N = N(δ) ≥ N min are some integers that may depend on δ, and κ ≥ is some fixed integer. The set of those step sizes will be denoted by Σ, i.e.,
Note that due to the special form of the step sizes we have
In the sequel we assume that s ≥ and N ≥ N min are chosen so that the step sizes h and h s are respectively sufficiently small and sufficiently large. More precisely, we assume the following:
where c * , c * * and δ > denote some constants, and h is chosen as in Proposition 4.1. In addition, c * * is chosen sufficiently small such that an h s satisfying (4.8) exists.
We consider the following a posteriori choice of the step size h = h(δ):
where
where β > C holds, with C chosen as in Proposition 4.1. Note that by definition we have h = min Σ ∈ H δ so that H δ ̸ = ⌀, and thus h(δ) in (4.9) is well-defined. The adaptive choice of the step size given by (4.9) is in fact a balancing principle. For a general introduction to this class of a posteriori parameter choice strategies see, e.g., Lepskiȋ [14] , Mathé [18] , Pereverzev and Schock [19] , or Lu and Pereverzev [16] .
Remark 4.2. The strategy (4.9) is in fact a nonstandard balancing principle. We recall that the classical balancing principle chooses, in our framework, the maximum from the set
The latter maximum may be larger than h(δ) introduced in (4.9), in general. It turns out, however, that the step size h(δ) is sufficiently large to get similar estimates as for the standard balancing principle; see the following theorem for details.
The nonstandard version (4.9) of the balancing principle is considered for computational reasons: it may require less computational amount than the standard version. In fact, a possible strategy to determine h(δ) is to verify for s = , , . . . whether h s ∈H δ is satisfied, and this procedure stops if h s ̸ ∈H δ holds for the first time, or if s = s. In the former case we have h(δ) = h s− , and then there is no need to consider the step sizes h s+ , h s+ , . . . , h s .
For our balancing principle, the following convergence result holds. where C > denotes some constant which is independent of δ.
Proof. The proof is a compilation of techniques used, e.g., by Lu and Pereverzev [16] , and we thus give a sketch of a proof only. A basic ingredient in the following analysis is provided by the following estimate, which follows from Proposition 4.1 and (4.9):
It now remains to determine some h ∈ Σ with h ≤ h(δ) and h ∼ δ /(p+ ) ; the estimates (4.10) and (4.11) then easily follow from (4.12) . For this purpose we consider the set
where C > is chosen so small such that (C C + C ) ≤ β holds, with C and C as in 
where h, h ὔ ∈ M δ is taken into account. This shows h * ∈ H δ and completes the proof of relation (4.13).
We are now in a position to verify (4.10) and (4.11) , and for this we consider two situations. In the case M δ ̸ = ⌀ we define h + (δ) = max M δ and obtain 
Numerical Experiments
As an illustration of the main results considered in Corollary 3.9 and Theorem 4.3, we next present the results of numerical experiments for four Volterra integral equations of the first kind with smooth kernels of the form (1.1), treated by different kinds of multistep methods, respectively.
Here are two comments on the first three numerical tests, where a priori choices of the step size are considered in fact:
• Numerical experiments on the interval [a, b] = [ , ] are employed for step sizes h = / ν for ν = , , . . . , , with the exception of the order 4 BDF method. In the latter method, the influence of rounding errors becomes clearly visible for ν ≥ .
• For each considered step size h and each considered multistep method with maximal order p , we consider (1.1) with some function u ∈Ĉ p − [ , ], and the noise level δ = h /(p + ) is considered. In all numerical experiments, the perturbations are of the form f δ n = f(x n ) + ∆f n with uniformly distributed random values ∆f n with |∆f n | ≤ δ.
Example 5.1. First we consider the repeated midpoint rule which in fact coincides with the 2-step Nyström method (see Example 2.1). In the formulation (2.4), this quadrature method reads as follows: φ r+ − φ r = hψ r+ for r = , , . . . , n − . This method is applied to the following linear Volterra integral equation of the first kind:
with exact solution u(y) = for ≤ y ≤ . The conditions of Assumption 3.1 are satisfied with m = p = p = .
The numerical results are shown in Table 1 
This method is applied to the same operator as for the first numerical experiment but with a different righthand side: with exact solution u(y) = y for ≤ y ≤ . The conditions of Assumption 3.1 are satisfied with m = p = p = .
Step sizes, noise levels, initial approximations and starting values are chosen similar to the example considered above. The results are shown in Table 2 . where the latter identity follows from the fact that w = w = , see (2.18 ). This method is applied to the following test problem: with exact solution u(y) = ye −y for ≤ y ≤ . The conditions of Assumption 3.1 are satisfied with m = p = p = .
Step sizes, noise levels, initial approximations and starting values are chosen similar to the examples considered above. The results are shown in Table 3 . Note that the relative errors in the right-hand side presented in the third column (of all three tables in fact) are rather small, respectively. which means u ∈Ĉ [ , ] in fact. We consider the balancing principle, and for this we need to take a closer look at Proposition 4.1. Elementary computations show that ‖T − ‖ ∞ = and ∑ ∞ s= |γ (− ) s | = . This shows that estimate (4.1) holds with C = , and thus we may choose β = . in (4.9) . N δ ⋅ δ/‖f‖ ∞ max n |u δ n − u(x n )| max n |u δ n − u(x n )|/δ / For each considered noise level δ, the integers s and N are chosen such that h is the largest step size not exceeding δ / , and h s is the smallest step size greater than or equal to δ / (see (4.8) ). We choose κ = in (4.7). The results of the numerical experiments are shown in Table 4 .
Conclusions
In the present paper we consider the regularization of linear first kind Volterra integral equations with smooth kernels and perturbed given right-hand sides. As regularization scheme we consider quadrature methods that are generated by linear multistep methods for solving ODEs, with an appropriate starting procedure. The regularizing properties of an a priori choice of the step size as well as the balancing principle as an adaptive choice of the step size are analyzed, with a variant of the balancing principle which sometimes requires less amount of computational work than the standard version of this principle.
In the case of exact data, the considered scheme is similar to that by Wolkenfelt [24, 25] . However, our analysis is different from that in those two papers and allows less smoothness of the involved functions in fact. All used smoothness assumptions in the present paper are of the formĈ p− instead of C p which enlarges the classes of admissible functions further.
It turns out that an application of the balancing principle for the choice of the step size is possible, but for general kernels k the coefficient of the error propagation term δ/h turns out to be rather large which in fact results from an application of the discrete Gronwall inequality in the proof of Theorem 3.7.
