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MODELOS DE GRUBBS
Vı́ctor Hugo Lachos Dávila
Orientador : Prof. Dr. Filidor E. Vilca Labra
- Campinas, Fevereiro de 2002 -
.
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Neste trabalho estudamos uma subclasse de modelos de calibração comparativa,
proposto por Grubbs (1948, 1973), que assume que os instrumentos medem a carac-
teŕıstica de interesse na mesma escala.
Apresentamos um estudo de inferência no modelo de calibração comparativa
estrutural, baseado no método de máxima verossimilhança. Estudos de testes de
hipóteses são considerados utilizando as estat́ısticas de Wald, Escore e da Razão de
Verossimilhanças. Usamos o algoritmo EM para obter os estimadores de máxima
verossimilhança.
Utilizando o método de influência local proposto por Cook (1986) e Poon & Poon
(1999), apresentamos um estudo de diagnóstico no modelo de Grubbs. Ilustramos a
metodologia proposta com dados encontrados na literatura.
Abstract
In this work we study a special subclass of comparative calibration models propo-
sed by Grubbs (1948, 1973). This subclass of models assume that the instruments
measure the interested characteristic in the same scale.
We presented a study o statistical inference in comparative calibration structural
models based in the maximum likelihood methods. Hypotheses test studies are con-
sidered using the Wald, Score and Likelihood Ratios statistics. The EM algorithm
is used to obtained the maximum likelihood estimators.
Using the method of local influence, proposed by Cook (1986) and Poon & Poon
(1999), we presented o study of diagnostics in the Grubbs models. We illustrated
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3.2 Dados de urânio sintetizado. Gráfico de influência local para perturbação
de ponderação de casos. . . . . . . . . . . . . . . . . . . . . . . . . . . 76
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3.7 Medidas de diagnóstico clássicas usadas em análises de regressão. (a) Com-
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1.1 O Problema de Calibração Comparativa
Calibração estat́ıstica é bastante importante em aplicações práticas de diversas áreas.
Na f́ısica como na engenharia tem despertado muito interesse na aferição de instru-
mentos de medição de grandezas f́ısicas (como ampeŕımetros, trenas, etc.). Na
medicina, é muito importante para a calibração de instrumentos indicadores do es-
tado de saúde individual (termômetros, medidores de pressão sangǘınea, etc.). Na
biologia e na qúımica a técnica é aplicada para determinar concentrações de soluções
e composições de materiais através de fotômetros de chama, de cromatrógrafos, etc.
A calibração estat́ıstica é o processo através do qual a escala de um instrumento
de medição é determinada ou ajustada a partir de um instrumento de calibração,
conhecido na inferência bayesiana como experimento informativo.
Em qualquer discussão sobre calibração é importante fazer distinção entre ”cali-
bração absoluta”e ”calibração comparativa”. Williams (1969) enfatiza que o termo
calibração, na literatura, é aplicado sem distinção aos dois tipos de problemas que
são conceitualmente diferentes, e conduzindo a modelos estat́ısticos diferentes. Na
calibração absoluta, uma técnica para a obtenção de medidas de forma rápida ou
não-padrão é calibrada por uma medida conhecida ou feita com erro experimental
despreźıvel. O uso deste termo é o que está mais próximo do significado original da
palavra calibração, que segundo Willians (1969) correspondia à medida do calibre
(ou diâmetro interno) de um tubo. Neste contexto, a calibração é uma forma de
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predição inversa que alguns autores chamam de regressão inversa.
Na calibração comparativa, pretende-se determinar a relação entre diversos tes-
tes ou instrumentos que fornecem medidas indiretas similares. Um exemplo é a
capacidade pulmonar humana, que pode ser medida, por exemplo, por dois instru-
mentos, um mais tradicional, e outro mais moderno, portátil e de operação mais
simples. Submetendo um grupo de indiv́ıduos aos dois instrumentos, as medidas
(ambas sujeitas a erros) dos dois aparelhos podem ser calibradas. Barnett (1969);
Theobald e Mallison (1978) e Galea-Rojas (1995) discutem o problema de calibração
comparativa.
A necessidade de se comparar instrumentos de medição tem aparecido com
freqüência em diversas áreas do conhecimento, por exemplo: Grubbs (1948,1973),
compara três cronômetros; Barnett (1969) dá um exemplo onde quatro combinações
instrumento-operador concebidos para medir a capacidade vital num grupo de paci-
entes são avaliados e Jaech (1985) dá vários exemplos na área industrial. Mas recen-
temente, Christensen e Blackwood (1993) compara cinco ”thermocouples”; Galea-
Rojas (1995) apresenta um estudo de inferência no modelo ”t-Student”e Bedrick
(2001) compara três métodos para medir sedimentos de solo.
Em muitas aplicações cient́ıficas, por exemplo, na área industrial e agricultura, é
assumido que todos os instrumentos medem a caracteŕıstica de interesse na mesma
escala. Uma classe particular do modelo utilizado para comparar instrumentos de
medição foi introduzida por Grubbs (1948,1973). Outros trabalhos mais recentes
são, por exemplo, Christensen e Blackwood (1993) e Bedrick (2001), este último
apresentando um estudo de inferência baseado na estat́ıstica de ”Escore”, usando
uma parametrização diferente da qual será considerada neste trabalho. De fato, a
parametrização que iremos considerar, corresponde a uma subclasse dos modelos de
calibração comparativa introduzida por Barnett (1969), que assume que os instru-
mentos medem a carateŕıstica de interesse na mesma escala. Este modelo é definido
como segue:
Suponha que dispomos de p (p ≥ 3) instrumentos para medir uma caracteŕıstica
ou resposta x num grupo de n unidades. Sejam
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xj : O verdadeiro valor da caracteŕıstica de interesse na unidade j;
yij : Medida fornecida pelo instrumento i para a caracteŕıstica da unidade j,
i = 1, . . . , p e j = 1, . . . , n.
O modelo conhecido na literatura, como modelo de Grubbs, é definido pela
relação
yij = αi + xj + εij , i = 1, . . . , p, j = 1, . . . , n, (1.1)
onde os erros aleatórios de medição εij são não-correlacionados e para cada i,
εi1, . . . , εin são tais que
E(εij) = 0 , V ar(εij) = φi , (1.2)
e αi é o v́ıcio aditivo do instrumento i , i = 1, . . . , p.
O modelo definido em (1.1-1.2) representa uma classe particular de modelos de
regressão linear com erros nas variáveis, amplamente discutida em Fuller (1987).
Deste ponto de vista, o modelo definido em (1.1-1.2) pode ser especificado segundo
as quantidades xj como:
1. As x′js são constantes desconhecidas, chamadas de parâmetros incidentais.
2. As x′js são variáveis aleatórias não-correlacionadas com média µx e variância
φx e são não-correlacionadas com εij .
3. As x′js são variáveis aleatórias não-correlacionadas com média µxj e variância
φx e são não-correlacionadas com os εij .
O modelo descrito por (1) e (1.1-1.2) é denominado modelo funcional de Grubbs,
neste caso o número de parâmetros cresce com o número de observações. Para fazer
um estudo de inferência neste modelo é necessário considerar suposições adicionais
de alguns parâmetros, especialmente sobre as quantidades desconhecidas x1, . . . , xn ;
veja por exemplo, Vilca Labra et al. (1998). Neste caso os parâmetros do modelo
são
(x1, . . . , xn , θ
′)′, onde θ = (α1, . . . , αp, φ1, . . . , φp)
′.
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O modelo descrito por (2) e (1.1-1.2) é denominado modelo estrutural de Grubbs,
ao contrário do modelo funcional, neste modelo não é posśıvel encontrar uma solução
de máxima verossimilhança para os parâmetros do modelo, pois o mesmo não é
identificável, no sentido que dois diferentes vetores de parâmetros podem dar origem
a uma mesma distribuição. Assim, faz-se necessário o conhecimento adicional de
algum parâmetro do modelo para possibilitar a estimação dos parâmetros de maior
interesse. Neste caso o vetor de parâmetros do modelo é
θ = (µx, α1, . . . , αp, φx, φ1, . . . , φp)
′.
Finalmente, o modelo descrito por (3) e (1.1-1.2) é denominado modelo ultraes-
trutural. Neste caso, os modelos funcional e estrutural podem ser vistos como casos
especiais deste modelo. Sob o modelo ultraestrutural os parâmetos do modelo são
(µx1 , . . . , µxn , θ
′)′, onde θ = (α1, . . . , αp, φx, φ1, . . . , φp)
′.
Do ponto de vista de aplicação, o modelo funcional é adequado quando temos
interesse apenas nos indiv́ıduos participantes do estudo, enquanto que o estrutural é
adequado quando o interesse é generalizar os resultados do estudo para a população
de onde vem os indiv́ıduos envolvidos no estudo.
O modelo estrutural definido em (1.1-1.2) e (2) pode ser escrito em forma ma-
tricial como:
Yj = a+ 1p xj + εj, j = 1, . . . , n, (1.3)
onde a = (α1, . . . , αp)
′ , Yj = (y1j, . . . , ypj)
′ , εj = (ε1j, . . . , εpj)
′ são vetores p× 1 e
1p é um vetor p× 1 com todos os elementos iguais à unidade. Note que
E(Yj) = a+ 1p µx = µ e V ar(Yj) = D(φ) + φx 1p1
′
p = Σ, (1.4)
onde D(φ) = Diag(φ1, . . . , φp) é uma matriz diagonal p× p , φ = (φ1, . . . , φp)′ e A′
significa a transposta de A, com
θ = (µx, a
′, φx,φ
′)′. (1.5)
Sob as condições do modelo estrutural definido em (1.3), θ não é identificável,
isto é, existem θ∗ e θ∗∗ tais que F (y,θ∗) = F (y,θ∗∗), para todo y ∈ Rp, onde F é
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a função de distribuição de Yj , j = 1, . . . , n . Por exemplo, para o caso de p = 3,
sejam
θ∗ = (1, 1, 1, 1, 1, 1, 1, 1)
′
e
θ∗∗ = (4,−2,−2,−2, 1, 1, 1, 1)′ ,
de (1.4) é facil verificar que para ambos valores de θ definidos acima, geram a mesma
média e a mesma matriz de covariância de Yj , isto é











A falta de identificabilidade implica ausência de estimadores consistentes, o que
tem serias implicações na teoria assintótica de estimação e testes de hipóteses. Con-
tudo, o fato de ser identificável não implica que exista um estimador consistente
para θ . Uma das formas de contornar o problema de identificabilidade é colocar
restrições sobre o parâmetro θ. Similarmente como em Barnett (1969) vamos assu-
mir que exista um método de medição, o qual chamamos instrumento de referência
ou de controle, que mede x sem v́ıcio. Especificamente, supondo que o instrumento
de referência seja o número um, vamos assumir que
α1 = 0 . (1.6)
Assim, o modelo proposto por Grubbs (1948,1973) considerando um instrumento
de referência, é dado por
Yj = a+ 1p xj + εj , j = 1, . . . , n , (1.7)
onde a = (0,α′)′, com α = (α2, . . . , αp)
′ , Yj e εj como em (1.3). Agora, sob a
condição de identificabilidade, o vetor de parâmetros dado em (1.5) reduz-se a um




Em muitos trabalhos encontrados na literatura utilizando o modelo de Grubbs,
a análise é feita desde um ponto de vista multivariado, onde não é necessário
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preocupar-se com a falta de identificabilidade; veja por exemplo, Christensen e
Blackwood (1993), Deutler (1991), Brindley e Bradley (1995), entre outros.
Consideremos o modelo estrutural de Grubbs definido em (1.1) ou (1.7), isto é,
yij = αi + xj + εij , (1.9)
onde i = 1, . . . , p e j = 1, . . . , n. Na literatura é assumido que os εij têm distri-
buição normal, são independentes e identicamente distribúıdos (iid) através dos p
instrumentos com média zero e variância φi , i = 1, . . . , p, que os verdadeiros valores
xj são variáveis aleatórias, tendo distribuição normal com média µx e variância φx,
e independente dos εij. Assim, yij ∼ N(αi + µx, φx + φi) e cov(yij, ykj) = φx , i 6= k,
i, k = 1, ..., p , j = 1, ..., n, com α1 = 0.
O estudo apresentado por Grubbs (1948, 1973) é baseado considerando as di-
ferenças pareadas dijk = yik − yjk e em um estimador tipo momentos, que tem
sido contestado, devido às dificuldades encontradas no desenvolvimento de procedi-
mentos de inferência estat́ıstica. Jaech (1985) faz um estudo baseado também nas
diferenças pareadas e nos dados originais, mas aplica o prinćıpio de máxima verossi-
milhança somente nas variâncias φi , i = 1, . . . , p, e φx. Portanto, uma contribuição
importante neste trabalho é a apresentação de um procedimento estat́ıstico baseado
no método de máxima verossimilhança para os dados originais, aplicável em todos
os parâmetros do modelo.
No contexto do modelo de Grubbs a qualidade de um instrumento de medição é
avaliada em termos do v́ıcio ou acurácia e da precisão (inversa da variância). Con-
tudo é importante distinguir os conceitos de acurácia e precisão; precisão se refere à
proximidade de cada observação à sua própria média, enquanto que acurácia mede
a proximidade das medidas ao verdadeiro valor. Assim, a acurácia está relacionada
com os v́ıcios, enquanto que precisão está relacionada com a dimensão dos erros de
medida, ou seja, um instrumento é preciso se φi é pequena.
Pelo exposto acima, o problema de comparar instrumentos ou métodos de medição
pode ser estudado fazendo inferência sobre os v́ıcios α2, . . . , αp dos instrumentos
2, . . . , p , respectivamente, e comparando-os com o instrumento de referência. A
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precisão de um instrumento, que é baseado na variancia é um ı́ndice ou medida para
avaliar a qualidade de um instrumento, veja por exemplo, Shyr e Gleser (1986).




, i = 1, . . . , p . (1.10)
Outra medida ou ı́ndice utilizado na literatura, no contexto de calibração com-
parativa, é a confiabilidade do instrumento, veja por exemplo, Carter (1981). A




, i = 1, . . . , p , (1.11)
o coeficiente ρi é uma medida tipo coeficiente de determinação usada em regressão
linear e pode ser interpretada como a proporção da variação observada ”expli-
cada”pelo i-ésimo instrumento, ou seja, ρi = ρ
2
yij , xj
e 0 ≤ ρi ≤ 1, i = 1, . . . , p.
Das relações em (1.10) e (1.11), pode-se mostrar facilmente que
ρk = ρl ⇔ πk = πl ⇔ φk = φl , l 6= k = 1, 2, ..., p , (1.12)
isto é, comparar confiabilidade dos instrumentos no modelo de Grubbs é equivalente
a comparar as precisões dos instrumentos ou as variâncias dos erros.
Assim, comparar p instrumentos de medição utilizando o modelo de Grubbs
reduz-se a fazer inferências sobre os v́ıcios αi e as variâncias φ1, . . . , φp. Considerar
os v́ıcios e as variâncias simultaneamente é importante para verificar se o instru-
mento i fornece medidas exatas da caracteŕıstica x, pois um valor de φi próximo de
zero implica só que yi (medida fornecida pelo instrumento i) é uma medida confiável
ou de alta precisão de αi + x. O instrumento i forneceria medidas exatas da carac-
teŕıstica x só se φi for próximo de zero e se ele é não-viciado (αi = 0).
Assim, uma hipótese inicial de interesse usando o modelo (1.7) é
H01 : α2 = α3 = ... = αp = 0 e π1 = π2 = ... = πp , (1.13)
ou equivalentemente, de (1.12)
H01 : α2 = α3 = ... = αp = 0 e φ1 = φ2 = ... = φp , (1.14)
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ou seja, estamos interessados em testar se os p instrumentos medem a caracteŕıstica
x sem v́ıcio (aditivo) ou acurácia e com a mesma precisão.
Outras hipóteses que poderiam ser consideradas são:
H02 : α2 = α3 = ... = αp = 0 , (1.15)
isto é, estamos avaliando a accurácia das medições feitas pelos diferentes instrumen-
tos. Para avaliar se os instrumentos são igualmente precisos, a hipótese poderia
ser
H03 : φ1 = φ2 = ... = φp . (1.16)
Logicamente, dependendo do problema, poderia ser de interesse testar outro tipo
de hipótese, embora as mencionadas acima sejam de interesse geral.
Para testar as hipóteses acima, vamos utilizar as estat́ısticas da Razão de Veros-
similhanças, Escore e de Wald. Estimadores de máxima verossimilhança sob H0 e
sob o modelo irrestrito são apresentados no decorrer deste trabalho.
Para p = 2, Grubbs (1948,1973) apresenta um estudo de inferência estat́ıstica
baseado em técnicas multivariadas. Maloney e Rastogi (1970) mostram que o teste
de Pitman (1939) é equivalente a testar H03. O teste de Pitman é baseado em avaliar
a significância do coeficiente de correlação entre as somas e diferenças do conjunto de
pares de medida. Blackwood e Bradley (1991) desenvolveram um teste para testar
H01 usando regressão simples.
Para p ≥ 2 Choi e Wette (1972) desenvolveram um teste para avaliar a igualdade
da variância dos instrumentos (H03) e mostra que é equivalente ao teste de Pitman
(1939) para o caso p = 2. Para p = 3, Grubbs (1973) apresenta um estudo consi-
derando conceitos de acurácia e precisão dos instrumentos. Jaech (1985, pag. 215)
desenvolve um teste para avaliar a igualdade das variâncias H03 baseado no teste da
Razão das Verossimilhanças, assumindo que a soma dos v́ıcios αi , i = 1, . . . , p , é zero
e aplica o prinćıpio de máxima verossimilhança somente nas variâncias do modelo.
Recentemente, Christensen e Blackwood (1993) propõe um modelo linear multiva-
riado para testar H01, H02 e H03, e mostram que o teste para H01 é equivalente a
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testar H0 : γi = δi = 0 , i = 1, . . . , p− 1 , no modelo de regressão multivariado
yij − ȳ.j = δi + γiȳ.j + εij , j = 1, . . . , n, i = 1, . . . , p− 1 , (1.17)
Bedrick (2001) desenvolve um teste baseado na estat́ıstica de ”Escore”, mas usando
uma parametrização diferente à parametrização considerada neste trabalho.
1.2 Diagnóstico
Modelos estat́ısticos são ferramentas úteis para extrair e compreender as carac-
teŕısticas essenciais de um conjunto de dados. Modelos são, quase sempre, descrições
aproximadas de processos reais bem complexos e portanto são quase sempre inexatos.
Devido a estas inexatitudes, o estudo de uma análise sobre pequenas modificações
da formulação do problema torna-se importante. Se uma modificação pequena de
uma descrição aproximada afeta seriamente os resultados de uma análise, esta deve
ser o centro de nosso interesse. Por outro lado, se as alterações encontradas são
despreźıveis, a amostra é robusta com respeito às perturbações induzidas e nossa
ignorância do modelo preciso poderia não causar dano.
Se o modelo ajustado aos dados não apresentar uma boa descrição dos dados
que foram observados, a utilização do modelo pode conduzir à inferências errôneas.
Por esta razão é importante que se faça um estudo sobre robustez dos resultados
obtidos, em termos dos vários aspectos que envolvem a formulação do modelo, e as
estimativas dos seus parâmetros. Ou seja, uma análise de diagnóstico consiste de
métodos para avaliar o grau de sensibilidade das inferências à pequenas perturbações
nos dados ou no modelo proposto.
Durante a construção de um modelo é importante examinar os pontos amostrais
que estão sendo usados, com o objetivo de determinar se existe alguns deles que
estejam controlando propriedades importantes no modelo. Se os pontos influentes
detectados tivessem surgido como resultado da ocorrência de eventos não usuais
(tais como registros incorretos dos dados, leitura errônea no levantamento da in-
formação, erros de medição ou de cálculo ou funcionamento inadequado de algum
equipamento), então estes pontos devem ser corrigidos, se isto for posśıvel, ou exclui-
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los do conjunto de dados. Por outro lado, pode não ter havido nada errado durante a
obtenção destes pontos, mas mesmo assim é importante descobrir se estes controlam
propriedades importantes do modelo, já que a ocorrência deste fato pode afetar o
uso do modelo. Numa análise estat́ıstica é importante levar em consideração a es-
tabilidade dos resultados obtidos e das inferências de um modelo geral, com relação
a posśıveis perturbações nos dados ou no modelo estat́ıstico.
As análises de reśıduos são feitas para investigar eventuais problemas com o
modelo ajustado, enquanto que uma análise de diagnóstico é feita assumindo o
modelo como correto e então investigando a robustez das conclusões a pequenas
perturbações.
Os elementos do conjunto de dados que efetivamente controlam aspectos da
análise são ditos influentes. Em particular, uma observação, é dita influente se ela
produzir alterações relevantes no resultado de análise quando for exclúıda, ou sub-
metida a uma pequena perturbação.
Uma noção geral para avaliar a influência de pequenas perturbações no modelo
ou nos dados é proposto por Cook (1986), que se baseia na análise das curvatu-
ras das seções normais do gráfico de influência, numa vizinhança do ponto em que
o modelo postulado e o modelo perturbado coincidem. Este método é conhecido
como Método de Influência Local, que permite avaliar a influência que pequenas
perturbações podem exercer sobre os componentes do modelo, tais como estimativa
dos parâmetros, e outros resultados da análise. Em particular, o método proposto
por Cook (1986), permite avaliar o efeito da exclusão de alguma observação na es-
timativa dos parâmetros.
O método proposto por Cook (1986), pode ser aplicado em uma grande vari-
edade de modelos estat́ısticos. Esta técnica de diagnóstico tem sido estudada por
muitos outros autores, dentre os quais citamos: Thomas e Cook (1990), que apli-
cam o método de influência local para predições em modelos lineares generalizados;
Laurent e Cook (1993) consideram a influência local em um modelo de regressão
não-linear, enfatizando a relação entre o jacobiano do ”leverage”e a influência local
sobre os valores do modelo ajustado; Paula (1996) faz uma extensão desse estudo
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para os modelos próprios de dispersão, proposto por Jorgensen (1997); Lee e Zhao
(1996) consideram o método de influência local em modelos lineares generalizados
quando as covariáveis são medidas sem erro e Lesaffre e Verbeke (1998) consideram
o método no efeito do modelo linear misto.
Alguns trabalhos recentes na área de modelos com erros nas variáveis são por
exemplo: Kim (2000) que aplica o método de influência local no modelo com erro nas
variáveis simples, amplamente estudado em Fuller (1987); Galea-Rojas, Bolfarine e
Castro (1999) aplicam o método no modelo de calibração comparativa, estrutural e
funcional considerado por Barnett (1969) e Kimura (1992), respectivamente e Aoki
(2001) que apresenta um estudo de influência no modelo com erros nas variáveis
com intercepto nulo.
1.3 Objetivo do Trabalho
O objetivo deste trabalho é apresentar um estudo de inferência estat́ıstica e di-
agnóstico no modelo estrutural de Grubbs, para p ≥ 3 instrumentos. O estudo de
diagnóstico é baseado no método de influência proposto por Cook (1986) e Poon e
Poon (1999), cuja implementação depende da estimativa de máxima verossimilhança
sob o modelo proposto e do esquema de perturbação considerado. A obtenção dos
estimadores de máxima verossimilhança serão via algoritmo EM (Dempster et al.
1997). Baseado no método de máxima verossimilhança apresentamos um estudo
de testes de hipóteses para aquelas hipóteses de interesse. Assim, os objetivos es-
pećıficos deste trabalho podem ser resumidos como segue:
1. Apresentar um estudo de inferência estat́ıstica no modelo de calibração estru-
tural de Grubbs, o que inclui obter a matriz de Fisher observada e esperada
que será de utilidade para testar hipóteses de interesse e para desenvolver os
métodos de diagnóstico.
2. Aplicar o método de influência local proposto por Cook (1986) no modelo es-
trutural de Grubbs, considerando alguns esquemas de perturbação, por exem-
plo, ponderação de casos e perturbação na variável resposta. O método de
influência local proposto por Poon e Poon (1999) também será considerado.
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1.4 Organização do Trabalho
Este trabalho consta de 4 caṕıtulos e 3 apêndices. No caṕıtulo 2 apresentamos
um estudo de inferência no modelo de calibração comparativa proposto por Grubbs
(1948, 1973). São obtidas as matrizes de informação observada e esperada de Fisher.
Estimação de parâmetros via algoritmo EM e testes de hipóteses são discutidos, ba-
seados nas estat́ısticas de Wald, Escore e Razão das Verossimilhanças. Um pequeno
estudo de simulação é apresentado para estudar o comportamento dos três testes.
Estimadores de momentos são também considerados, assim como suas propriedades
assintóticas.
No caṕıtulo 3 tratamos da aplicação dos métodos de influência local propostos
por Cook (1986) e Poon e Poon (1999). Consideramos dois tipos de perturbação:
ponderação de casos e perturbação na variável resposta. Para cada caso é apresen-
tada uma aplicação dos resultados obtidos a um conjunto de dados reais encontrados
na literatura.
O caṕıtulo 4 é dedicado à conclusões e alguns direcionamentos para estudos sub-
seqüentes.
Finalmente, nos apêndices, apresentamos alguns resultados da literatura para
obter a matriz de informação esperada, além de um programa implementado no
software Matlab 6.0 utilizado para obter os EMV para os parâmetros do modelo.
Quando mencionarmos manipulações algébricas no decorrer da tese, estamos re-
ferindo à manipulações algébricas desenvolvidas ”manualmente”e conferidas através





Emmuitas aplicações cient́ıficas e de engenharia é necessário avaliar a qualidade rela-
tiva de vários instrumentos utilizados para fazer uma medida particular. Métodos de
medida freqüentemente diferem em custo, velocidade ou outros fatores. Estes vários
instrumentos podem ser um instrumento avaliado várias vezes e nosso interesse seria
se o v́ıcio e a precisão dos instrumentos variam com o tempo. Freqüentemente a
avaliação dos instrumentos é feita baseada em dados obtidos utilizando cada ins-
trumento para medir uma caracteŕıstica comum em varias unidades experimentais.
Em muitas situações de aplicação, é necessário a comparação de instrumentos que
medem a caracteŕıstica de interesse na mesma escala, por exemplo, na área indus-
trial. Um modelo que tem sido muito utilizado na literatura é o modelo proposto
por Grubbs (1948, 1973).
O objetivo principal deste caṕıtulo é apresentar um estudo de inferência es-
tat́ıstica sob o modelo estrutural de Grubbs, onde é de interesse comparar vários
instrumentos de medição da mesma quantidade desconhecida x em um grupo comum
de n unidades experimentais, supondo que as observações obtidas pelos diferentes
instrumentos seguem uma distribuição normal multivariada e a caracteŕıstica de
interesse x é medida na mesma escala. No contexto do modelo de Grubbs, a quali-
dade de um instrumento é avaliada em termos da precisão (inversa da variância) e
da acurácia (v́ıcio) dos diferentes instrumentos.
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Na Seção 2.2 apresentamos a matriz de informação observada e esperada de
Fisher, a implementação do algoritmo EM para a obtenção do estimador de máxima
verossimilhança (EMV) e sua distribuição assintótica.
A Seção 2.3 é dedicada à obtenção do EMV restrito. Em alguns casos é apre-
sentada sua distribuição assintótica e a implementação do algoritmo EM para a
obtenção dos EMV restritos.
A Seção 2.4 é dedicada a discussão de testes de hipóteses usando as estat́ısticas
de Wald, Escore e Razão de Verossimilhanças, onde um estudo de simulação é apre-
sentado.
Finalmente, na Seção 2.5 apresentamos um estudo do comportamento assintótico
do estimador de momentos proposto por Grubbs (1948).
2.2 Modelo de Grubbs Estrutural Normal
Nesta seção apresentamos um estudo estat́ıstico do modelo estrutural de Grubbs de-
finido em (1.7), supondo que as observações da caracteŕıstica de interesse x seguem
uma distribuição normal.
Consideremos novamente o modelo definido em (1.7)
Yj = a+ 1p xj + εj j = 1, . . . , n , (2.1)
onde o modelo normal é obtido ao considerar
εj
iid∼ Np (0,D(φ)) e xj iid∼ N(µx , φx) , j = 1, . . . , n , (2.2)
com εj e xj independentes. De (2.1), (2.2) e das propriedades da distribuição normal
temos que
Yj
iid∼ Np(µ , Σ) , j = 1, . . . , n , (2.3)
onde µ = a+ 1p µx e Σ = φx1p1
′
p +D(φ) , com D(φ) como em (1.4) e a como em
(1.7).
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2.2.1 Matriz de Informação Observada
Nesta subseção, vamos apresentar a matriz de informação observada baseada no
modelo estrutural de Grubbs definido em (2.1). Esta matriz será utilizada posteri-
ormente para aplicar o método de influência local. Além disso, será utilizada para
obter a matriz de informação esperada, amplamente usada em procedimentos de
inferência estat́ıstica baseado no método de máxima verossimilhança.
Sob normalidade, a função de densidade de probabilidade do modelo de Grubbs




(yj − µ)′Σ−1(yj − µ)} , (2.4)
onde
Σ = φx 1p1
′
p +D(φ) , Σ
−1 = D−1(φ)− c−1M e |Σ| = c|D(φ)|,
com c = 1 + φx1
′
pD




−1(φ) e µ definido em (2.3).







(yj − µ)′Σ−1(yj − µ)} ,

















com ‖Tj‖2 = (yj − µ)′Σ−1(yj − µ).
A fim de usar os resultados no caṕıtulo 3, relacionados com o método de in-
fluência local, precisaremos das derivadas parciais de primeira e segunda ordem da
função `(θ) com relação a θ.
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Assim, temos que as derivadas de primeira ordem de `(θ) dependem das deriva-
das de log |Σ| e ‖Tj‖2 com respeito a µx, α, φx eφ, respectivamente.
Consideremos as seguintes notações: Sejam a = (a1, ..., ap)
′ um vetor em Rp
e Wj = Yj − µ, I(p) = [0, Iq] matriz q × p, com Iq matriz identidade de ordem
q = p− 1, então definimos D(a) = Diag(a1, ..., ap) e D−k(a) = Diag(a−k1 , ..., a−kp ). A
última notação também é valida se a for um vetor aleatório.
Considerando as notações acima, derivando em forma vetorial e após algumas
manipulações algébricas, temos que
∂
∂µx
log |Σ| = 0 ,
∂
∂α
log |Σ| = 0q ,
∂
∂φx





log |Σ| = −c−1φxD−2(φ)1p +D−1(φ)1p ,
∂
∂µx
‖Tj‖2 = −21′pΣ−1Wj ,
∂
∂α


























































Esta matriz é importante, na implementação do método de influência local pro-
posto por Cook (1986), principalmente na perturbação de ponderação de casos, e
na obtenção da estat́ıstica de Escore.
b) Derivadas parciais de segunda ordem de `(θ)
Seja `(θ) a função de log-verossimilhança definida em (2.5). Então, a matriz de























Assim, temos que as derivadas de segunda ordem de `(θ) dependem das deriva-
das de log |Σ| e de ‖Tj‖2 com respeito a µx, α, φx eφ respectivamente.
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= 0 , λ = µx,α, φx,φ ,
∂2 log|Σ|
∂α∂λ′












′ = −c−21pD−2(φ) ,
∂2 log|Σ|
∂φ∂φ′

















































































































































































Portanto, dos resultados acima, temos que a matriz de informação observada é
dada por












é como em (2.9).
2.2.2 Matriz de Informação Esperada
Nesta seção vamos obter a matriz de informação esperada do modelo de Grubbs. A
obtenção da matriz de informação esperada será importante para testar as hipóteses
de interesse apresentadas na Seção 1.1 e para estudar o comportamento assintótico
do estimador de máxima verossimilhança de θ ou de uma função diferenciável de θ.
A matriz de informação esperada de Fisher, que denotamos por JF (θ), é definida
como sendo















como as variáveis aleatórias consideradas são identicamente distribúıdas







Para propósitos de inferência, a matriz de interesse será a matriz JF1(θ), cha-







Os elementos da matriz −JF1(θ) são obtidos calculando o valor esperado da ma-
triz definida em (2.9). Logo, utilizando os resultados dos Lemas A.1 e A.2 (veja,




















































































−2c−2φxD−2(φ)ΣMD−1(φ) + c−1φxD−2(φ)ΣD−2(φ) .
Dos resultados apresentados anteriormente e de (2.11), provamos o seguinte te-
orema.
Teorema 2.1. Sob o modelo estrutural de Grubbs definido em (2.1). A matriz de




Jµxµx Jµxα 0 0
Jαµx Jαα 0 0
0 0 Jφxφx Jφxφ












−1I′(p) = J ′αµx ,



























Note que, esta matriz é diagonal em bloco, a qual significa que os EMV dos
parâmetros (µx , α
′), e os EMV dos parâmetros (φx,φ
′) são assintoticamente inde-
pendentes, como veremos na seção seguinte.
2.2.3 Estimação de Máxima Verossimilhança (EMV)
Encontrar os EMV de θ por métodos convencionais é complicado, dado que as
equações resultantes não têm forma fechada. Embora existam muitas metodologias
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para encontrar os EMV, aqui mostramos como obter os EMV de θ usando o algo-
ritmo EM, o qual é fácil de implementar e computacionalmente conveniente, além
disso, as estimativas das variâncias são todas não negativas.
Como é conhecido, o algoritmo EM (Dempster et al., 1977) aumenta os dados
Y = (Y1, . . . ,Yn)
′ por adicionamento de dados hipotéticos, ou não-observáveis,
x = (x1, . . . , xn)
′ de tal forma que o EMV de θ baseado em Z = (Y,x) seja fácil de
calcular. Dada a estimativa θ(m), na iteração m, a iteração m+ 1 do algoritmo EM
consiste de duas etapas: uma etapa E de esperança e uma etapaM de maximização.
Na etapa E calculamos o valor esperado do logaritmo da função de verossimilhança
completa `(θ/Z) com respeito à distribuição condicional de x dado Y e θ(m). Na
etapa M maximizamos a função resultante com respeito a θ, e obtemos assim uma
nova estimativa θ(m+1). Cada iteração do EM incrementa o logaritmo da função de
verossimilhança observada `(θ/Y); `(θ(m)/Y) ≤ `(θ(m+1)/Y) .
O algoritmo EM é utilizado em problemas de estimação onde a função de verossi-
milhança é dificultosa de maximizar, mas os dados observados (yj) podem ser vistos
como uma função de alguma variável não-observável (xj) sob a qual o cômputo
dos EMV podem ser obtidos diretamente. A função de verossimilhança com dados
completos é uma famı́lia exponencial regular, a qual tipicamente simplifica a imple-
mentação do algoritmo EM. Desde que estamos tratando com famı́lia exponencial re-
gular (distribuição normal), é suficiente calcular os valores esperados das estat́ısticas
suficientes que seguem da função de log-verossimilhança dos dados completos. Por-
tanto, desde que as estat́ısticas suficientes dependam somente de x = (x1, . . . , xn)
′ ,
então a etapa E é implementada estimando xj e x
2
j . A etapa M obtém os próximos
valores dos parâmetros desconhecidos maximizando a função de log-verossimilhança
dos dados completos com as estat́ısticas suficientes substitúıdas pelos valores espe-
rados obtidos na etapa E. A seguir, discutimos a implementação do algoritmo EM






, j = 1, . . . , n . Então, de (2.2) temos que
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com µ como em (2.3).
Logo, segue que o logaritmo da função de verossimilhança completa, denotado
por `(θ/z) é dado por




















com c como em (2.4). Usando (2.13) e (2.14), temos após manipulações algébricas
que

















− 2(xj − µx)(y1j − µx)
φ1




+ [y2j −α− 1qµx]′D−11 (φ)[y2j −α− 1qµx] ,
com D1(φ) = Diag(φ2, . . . , φp) matriz diagonal q × q , y2j = (y2j, . . . , ypj)′ vetor
q × 1 e q = p− 1.
Usando propriedades da distribuição normal multivariada (Muirhead, 1982) e a
condição em (2.12), podemos implementar a etapa E do algoritmo EM, onde obtemos
as estimativas de xj e x
2
j dadas por
























A etapa M do algoritmo, é implementada maximizando a função de log-verossimilhança
completa dada em (2.15), com as estat́ısticas suficientes substitúıdas pelos valores
esperados obtidas no passo E. Derivando `(θ/z) com relação a θ e após algumas






xj = x̄ ,

























yij e i = 2, . . . , p.
Portanto, se θ(m) maximiza (2.13) na m-ésima iteração, então na iteração m+1
o algoritmo EM procede como segue:
etapa E: Calcule x̂j(θ
(m)) e x̂2j(θ
(m)), j=1,. . . ,n , dados por (2.16) e (2.17) res-
pectivamente, com θ = θ(m).
etapa M: Calcule (θ = θ(m+1)) a partir de (2.18).
Note que as estimativas das variâncias são sempre não-negativas, o que não acon-
tece necessariamente com os estimadores propostos por Grubbs (1973), mostrados
na Seção 2.5, e a implementação do algoritmo EM é bastante simples e computaci-
onalmente conveniente.
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Como estimativas iniciais θ = θ(0) podemos utilizar os estimadores de momentos
propostos por Grubbs (veja, Seção, 2.5 ) e como critério de convergência podemos
usar
‖θ(m) − θ(m−1)‖ < ε ,
onde, ‖a‖ indica norma do vetor a e ε > 0.
2.3 Estimação de Máxima Verossimilhança Res-
trita
Nesta seção apresentamos expressões para os EMV quando alguma informação adi-
cional é inclúıda no modelo de Grubbs definido em (2.1-2.2). Como veremos, em
muitos casos os EMV são obtidos em forma exata e nenhum procedimento iterativo
é requerido. Aqui consideramos cinco casos:
1. Os v́ıcios são todos iguais a zero e as variâncias dos instrumentos são iguais,
isto é, α2 = α3 = . . . = αp = 0 e φ1 = φ2 = . . . = φp ;
2. As variâncias dos instrumentos são iguais, isto é, φ1 = φ2 = . . . = φp ;
3. Os v́ıcios dos instrumentos são todos iguais a zero, isto é, α2 = α3 = . . . =
αp = 0 ;
4. O instrumento de referência mede sem erro a caracteŕıstica de interesse, isto
é, φ1 = 0 e
5. Um dos instrumentos mede sem erro a caracteŕıstica de interesse, isto é, φi =
0 , i = 2, . . . , p.
Para os casos 1, 2, 4, 5 os EMV são obtidos em forma exata e apresentamos
expressões expĺıcitas para os EMV. No caso 3 as estimativas dos parâmetros do
modelo são calculadas via algoritmo EM. Para os casos 4 e 5, também, damos a
matriz de covariância assintótica a qual pode ser usada para testar as hipóteses de
interesse. Os casos 1,2 e 3 serão de grande utilidade na seção de testes de hipóteses,
quando necessitaremos dos EMV sob as hipóteses nulas H01, H02 e H03 definidas na
Seção 1.1.
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2.3.1 O Caso α2 = α3 = . . . = αp = 0 e φ1 = φ2 = . . . = φp
Nesta seção vamos considerar a possibilidade de que os instrumentos meçam a carac-
teŕıstica de interesse sem v́ıcio e com a mesma variabilidade, as quais consideramos
como sendo iguais a φ, isto é, α2 = α3 = . . . = αp = 0 e φ1 = φ2 = . . . = φp = φ .
Logo, segue que
Yj
iid∼ Np(µ,Σ) , (2.19)
onde µ = µx1p e Σ = φx1p1
′
p + φIp , com Ip matriz identidade de ordem p e a










‖Tj‖2 , com ‖Tj‖2 = W′jΣ−1Wj , Wj = yj − µ ,
|Σ| = c(φ)p, Σ−1 = 1
φ









θ = (µx, φx, φ)
′ .
Maximizando a função de log-verossimilhança em (2.20), encontramos que os
EMV de θ para este modelo são dados por


































Note que φx pode ser estimado negativamente, então procedemos como em Jaech








(yij − ȳ..)2 . (2.22)
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2.3.2 O Caso φ1 = φ2 = . . . = φp
Sem perda de generalidade, vamos considerar que as variâncias são iguais a φ, isto é
φ1 = φ2 = . . . = φp = φ .
Então, a distribuição dos Yj é dada por
Yj
iid∼ Np(µ,Σ) , (2.23)
onde Σ = φx1p1
′
p + φIp e µ = a + 1pµx, com Ip matriz identidade de ordem p e
a definido como em (1.7). Neste caso
θ = (µx, α
′, φx, φ).
































com ‖Tj‖2 = W′jΣ−1Wj e Wj = yj − µ .
De (2.24), segue após algumas manipulações algébricas que o EMV dos parâmetros
do modelo tem uma forma fechada, dado por
µ̂x = ȳ1. ,






















Note também que, φx pode ser estimado negativamente, assim consideramos








(yij − ȳi.)2 . (2.26)
2.3.3 O Caso α2 = α3 = . . . = αp = 0
Considerando a possibilidade de que os diferentes instrumentos medem a carac-
teŕıstica de interesse sem v́ıcio, isto é, α2 = α3 = . . . = αp = 0, segue que
Yj
iid∼ Np(µ,Σ) , (2.27)
onde




θ = (µx, φx,φ
′)′ = (µx, φx, φ1, . . . , φp)
′ .
É fácil verificar que as equações de verossimilhança não têm uma solução fechada,
isto é, não conduzem a nenhuma expressão isolada dos parâmetros do modelo em
função dos valores amostrais. Para encontrar os EMV, vamos implementar o algo-
ritmo EM sob este modelo , segundo os passos da estimação feita na Seção 2.2.3 .
Seja Zj = (xj , Y
′
j)
′. Então o logaritmo da função de verossimilhança completa
é dada por




















com c como em (2.4).
Da relação acima, `(θ/z) pode ser escrita como



















De uma maneira similar à discutida na Seção 2.2.3, temos que o algoritmo EM pro-
cede como segue
Etapa E: Esta etapa é implementada calculando




−1(φ)(yj − µ) ,
e
























(yij − xj)2 , i = 1, . . . , p .
Note que, a implementação deste algoritmo é simples e as estimativas das variâncias
(φx,φ) são sempre não-negativas. Como estimativas iniciais podemos usar os esti-
madores de momentos propostos na Seção 2.5, com exceção da estimativa de α, que
como sabemos é considerada como sendo zero.
Segundo Jaech (1985), quando uma das variâncias é estimada como sendo zero
(perto ou menor que zero), a conclusão pode ser que o correspondente instrumento
meça a caracteŕıstica de interesse sem erro ou em forma precisa. No caso onde um
dos instrumentos meça precisamente a caracteŕıstica de interesse, a variância dos
erros de medida correspondente a tal instrumento, pode ser considerada zero. No
que se segue desta seção consideraremos mais dois casos φ1 = 0 e φp = 0, como
veremos, os EMV são obtidos em forma exata e nenhum procedimento iterativo é
requerido. Também é obtida a matriz de covariância assintótica dos EMV.
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2.3.4 O Caso φ1 = 0
Existem situações, especialmente na área da medicina, onde é posśıvel considerar,
numa primeira aproximação, que o instrumento de referência mede a caracteŕıstica
de interesse sem erro de medição, esta suposição se for razoável, é atrativa pois sim-
plifica a obtenção dos EMV. No caso p=2, a restrição φ1 = 0 é usada para identificar
o modelo estrutural, veja por exemplo, Kaaks et al.(1994).
Considerando φ1 = 0, segue que Yj é normal multivariada com média µ dada











21 e Σ22 = φx1q1
′
q + D(ψ) , com D(ψ) = Diag(φ2, ..., φp)
matriz diagonal q × q , ψ = (φ2, . . . , φp)′ vetor de dimensão q = p− 1.
Utilizando propriedades de matrizes (veja, Graybill, 1983), segue que








onde c1 = 1 + φx1
′
qD
−1(ψ)1q. Agora, o vetor de parâmetros do modelo que é de
dimensão 2p é dado por θ = (µx, α2, ..., αp, φx, φ2, ..., φp)
′ = (µx, α
′, φx, ψ
′)′ e a

















− 2W1jW′2jD−1(ψ)1q +W′2jD−1(ψ)W2j , (2.30)
com W1j = y1j − µx, W2j = (y2j − α2 − µx, ..., ypj − αp − µx)′ vetor de dimensão
q × 1, q = p − 1 e j = 1, ..., n. Considerando a função de log-verossimilhança em
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(2.29) e após manipulações algébricas, encontramos que os estimadores de máxima
verossimilhança são dados em forma exata por
µ̂x = ȳ1. ,
α̂i = ȳi. − ȳ1. ,
φ̂i = S11 + Sii − 2S1i, i = 2, . . . , p ,
e











(ykj − ȳk)(ylj − ȳl) , k, l = 1, ..., p.
Além disso, é fácil verificar que os EMV das variâncias são sempre não-negativas.
Como em (2.6), o vetor de derivadas parciais de primeira ordem,
∂`j
∂θ











































































































D−2(ψ)−W 21jD−3(ψ) + 2W1jD(W2j)D−3(ψ)−D2(W2j)D−3(ψ) .
Logo, a matriz de informação observada de θ = (µx, α2, ...αp, φx, φ2, ..., φp)
′, é
obtida ao considerar









Dos resultados anteriores, tem-se o seguinte Teorema.
Teorema 2.2. Sob o modelo de Grubbs definido em (2.1) e supondo que φ1 = 0, a




Jµxµx 0 0 0
0 Jαα 0 0
0 0 Jφxφx 0




















Demonstração. A prova segue da relação em (2.11) e dos resultados dos Lemas A.1
e A.2 dados no Apêndice A.
O fato importante de ser salientado do Teorema anterior é que os EMV dos
parâmetros do modelo considerando φ1 = 0, são assintoticamente independentes.
Assim, usando a estat́ıstica de Wald, podemos testar hipóteses similares a H01, H02
e H03 consideradas na Seção 1.1.
2.3.5 O Caso φp = 0
Considerando agora a possibilidade que uma das variâncias φ2, ..., φp é estimada
como zero, sem perda de generalidade vamos considerar φp = 0. Assim Yj =
(y1j, ..., ypj)
′ tem distribuição normal multivariada com vetor de médias µ dada







onde Σ11 = φx1q1
′
q+D(τ ) e Σ12 = φx1q = Σ
′
21 , com D(τ ) = Diag(φ1, ..., φq) matriz
diagonal q × q, τ = (φ1, ..., φq)′ vetor q × 1 e q = p− 1. Utilizando propriedades
de matrizes (ver, Graybill, 1983), segue que
















Neste caso, o vetor de parâmetros do modelo que tem dimensão 2p é dado por
θ = (µx, α2, . . . , αp, φx, φ1, . . . , φq)
′ = (µx, α
′, φx, τ
′)′ e a função de log-verossimilhança
















− 2W1jW′2jD−1(τ )1q +W′2jD−1(ψ)W2j ,
com W1j = ypj − αp − µx e W2j = (y1j − µx, y2j − α2 − µx, ..., yqj − αq − µx)′ vetor
de dimensão q × 1 , j = 1, ..., n.
Para efeitos de estimação vamos considerar o vetorα como sendoα = (α2, . . . , αp)
′ =
(α′∗, αp)
′, com α∗ = (α2, ..., αp−1)
′ e θ pode ser representado por (µx,α
′
∗, αp, φx, τ
′)′.
Neste caso o EMV de θ tem forma fechada e é dado por
µ̂x = ȳ1. ,
α̂i = ȳi. − ȳ1. , i = 2, . . . , p ,
φ̂i = Spp + Sii − 2Spi , i = 1, . . . , q ,
e











(ykj − ȳk)(ylj − ȳl) , k, l = 1, ..., p.
Observe que os EMV das variâncias são não-negativos.
No que se segue desta seção vamos estudar o comportamento assintótico do EMV
θ̂ de θ. Derivando a função da log-verossimilhança `(θ) definido em (2.37) temos
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−W 21jD−3(τ ) + 2W1jD(W2j)D−3(τ )−D2(W2j)D−3(τ ) .
Logo, a matriz de informação observada de θ = (µx, α
′
∗, αp, φx, φ1, ..., φq)
′ é
obtida ao considerar









Dos resultados acima, da relação em (2.11), e dos resultados nos Lemas A.1 e
A.2, dados no apêndice A, temos o seguinte Teorema.
Teorema 2.3. Sob o modelo de Grubbs definido em (2.1), com φp = 0, a matriz de




Jµxµx 0 Jµxαp 0 0
0 Jα∗α∗ Jα∗αp 0 0
Jαpµx Jαpα∗ Jαpαp 0 0
0 0 0 Jφxφx 0














Jα∗α∗ = I(q)D−1(τ )I′(q) ,













Dos resultados nos Teoremas 2.2 e 2.3, e de resultados gerais de teoria assintótica
(veja, Sen e Singer, 1993), segue que o EMV θ̂ de θ em ambos casos, têm distri-
buição assintótica com média θ e matriz de covariância V = J−1F1(θ)/n, que pode ser
utilizado, por exemplo, para testar alguma hipótese de interesse.
É importante observar que sob a condição φ1 = 0, os estimadores α̂, µ̂x, φ̂x e ψ̂
são assintoticamente independentes, pois a matriz de covariância assintótica é dia-
gonal em bloco. No caso em que φp = 0, os estimadores µ̂x e α̂ são assintoticamente
independentes de φ̂x e ψ̂.
2.4 Testes de Hipóteses
Nesta seção apresentamos um estudo de testes de hipóteses para avaliar as hipóteses
definidas na Seção 1.1 utilizando as estat́ısticas da Razão de Verossimilhanças (Q),
Escore (E) e de Wald (W). Estas estat́ısticas são derivadas para algumas suposições
sobre o vetor de parâmetros θ do modelo definido em (2.1-2.2).
Sejam θ̂ e θ̃ os EMV de θ sob o modelo irrestrito e sob a hipótese nula,
respectivamente. Como as hipóteses definidas na Seção 1.1, podem ser escritas
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como H0 : Aθ = ϕo , onde a matriz A de dimensão r × (2p + 1) tem posto
pos(A) = r ≤ 2p+ 1 e ϕo : r × 1 é um vetor conhecido. Logo as estat́ısticas Q, E
e W podem ser escritas, respectivamente como










W = n[Aθ̂ −ϕo]′[A′J−1F1(θ̂)A]−1[Aθ̂ −ϕo],
onde `(θ) é a função de log-verossimilhança definida em (2.5) e JF1 é a matriz de
informação de Fisher esperada definida em (2.11).
As três estat́ısticas definidas acima são assintoticamente equivalentes sob H0, de
fato elas convergem em distribuição para uma variável aleatória tendo distribuição
qui-quadrado com r graus de liberdade (χ2r). Isto é, sob H0, Q, E ou W tem a
mesma distribuição assintótica, veja por exemplo, Sen e Singer (1993).
2.4.1 Teste de Wald
Seja θ = (θ′L, θ
′
E)
′, onde θL = (µx, α2, . . . , αp)
′ e θE = (φx, φ1, . . . , φp)
′. Então a ma-
triz de informação de Fisher esperada, dada no Teorema 2.1, pode ser representada











são as submatrizes de informação dos vetores na locação φL = (µx,α
′)′ e na escala
φE = (φx,φ
′)′, respectivamente.
Agora, se θ̂ é o EMV de θ, então utilizando o Teorema 5.2.1 dado em Sen e
Singer (1993), temos que
√
n(θ̂ − θ) d−→ N2p+1(0,J−1F1(θ)), (2.40)





Por outro lado, se θ∗ = g(θ) = (α2, . . . , αp, φ1, . . . , φp)
′ = (g1(θ), g2(θ), . . . , g2p−1(θ))
′,
então, usando o método delta temos que
√
n(θ̂∗ − θ∗) d−→ N2p−1(0,Ω∗), (2.41)
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onde Ω∗ = DJ
−1
F1D
′, com JF1 a matriz de informação esperada, definida no Teorema

















onde I(r), r = p, p+ 1, como definido na Seção 2.2.1 (a).
Para testar se os instrumentos medem a caracteŕıstica de interesse sem v́ıcio e
com a mesma precisão, a hipótese é
H01 : α2 = α3 = ... = αp = 0 e φ1 = φ2 = ... = φp . (2.43)
Note que, H01 pode ser escrita como






é uma matriz (2p − 2) × (2p − 1) de posto 2p − 2, com




1 −1 0 . . . 0 0










matriz (p− 1)× p e qo vetor nulo de dimensão 2(p− 1). Logo, a estat́ıstica de Wald
para testar a hipótese H01 é dada por
W01 = n(Cθ̂∗ − qo)′[CΩ̂∗C′]−1(Cθ̂∗ − qo), (2.46)
onde Ω̂∗ denota a matriz Ω∗ com os parâmetros desconhecidos θ∗, substitúıdos pelo





denota o percentil 100(1− α)% da distribuição qui-quadrado com 2(p− 1) graus de
liberdade.
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Observe que de (2.42) e após as manipulações algébricas, CΩ∗C




















Para testar a hipótese de interesse
H02 : α2 = α3 = ... = αp = 0 , (2.48)
isto é, para testar se os instrumentos medem sem v́ıcio a caracteŕıstica de interesse
x, vamos escrever H02 como
H02 : Cθ∗ = 0q , (2.49)
onde C = [Iq 0] é uma matriz (p − 1) × (2p − 1) de posto q = p − 1. Assim, a






L I′(p))−1α̂ , (2.50)
que converge em distribuição para uma variável aleatória χ2(p−1) sob H02. Portanto,




1−α denota o percentil 100(1−α)%
da distribuição qui-quadrado com p− 1 graus de liberdade.
Finalmente, para testar se os instrumentos são igualmente precisos, a hipótese é
H03 : φ1 = φ2 = ... = φp ou Cθ∗ = 0q , (2.51)
onde C = [0 A1] é uma matriz (p− 1)× (2p− 1) de posto q = p− 1, com A1 como








E I′(p+1)A′1)−1A1φ̂ , (2.52)
que converge em distribuição para uma variável aleatória χ2(p−1) sob H03. Portanto,




1−α denota o percentil 100(1−α)%
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da distribuição qui-quadrado com p− 1 graus de liberdade.
É importante observar que das relações em (2.47), (2.50) e (2.52), segue que
W01 = W02 +W03, (2.53)
onde W02 e W03 são as estat́ısticas de Wald utilizadas para testar H02 e H03, respec-
tivamente.
2.4.2 Teste de Escore







onde S(θ) é o vetor de derivadas parciais da log-verossimilhança `(θ) definido em
(2.5), θ̃ é o vetor de EMV restrito sob a hipótese nula, e J̃F1 é a matriz de informação
esperada avaliado em θ̃. Esta estat́ıstica é atrativa porque somente requer calcular
os EMV sob a hipótese nula e é assintoticamente equivalente ao teste de Wald e
teste da Razão de Verossimilhanças sob a hipótese nula.
A estat́ıstica de Escore tem sido utilizada no trabalho desenvolvido por Bedrick
(2001), que apresenta um estudo de inferência no modelo de Grubbs sob uma pa-
rametrização diferente. É importante observar que os EMV sob H01, apresentados
abaixo, coincidem com o EMV proposto por Bedrick (2001).
Sob H01, os EMV foram encontrados em (2.21) e são dados por
























(yij − ȳ..)2 − φ̃ ,
onde φ é considerado como sendo a variância comum na hipótese
H01 : α2 = α3 = ... = αp = 0 e φ1 = φ2 = ... = φp = φ . (2.56)
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(yij − ȳ..)2 . (2.57)
Mostramos no Apêndice C que a estat́ıstica de Escore para testar H01 é dada
por









































Como JF1 é uma matriz diagonal em bloco (veja, Teorema, 2.1), então as es-
tat́ısticas E1 e E2 são assintoticamente independentes. Além disso, as estat́ısticas
E1 e E2 são as estat́ısticas de Escore para testar H02 e H03 individualmente, assu-
mindo que a outra hipótese é verdadeira. Resultado similar é obtido no trabalho
de Bedrick (2001), para o modelo de Grubbs, usando uma parametrização diferente
deste trabalho.
Para amostras grandes, temos que E01 converge em distribuição a uma variável
aleatória χ22(p−1) sob H01. Portanto, H01 é rejeitada ao ńıvel α se E01 > χ
2
1−α, onde
χ21−α denota o percentil 100(1 − α)% da distribuição qui-quadrado com 2(p − 1)
graus de liberdade.
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Sob H03 : φ1 = φ2 = ... = φp = φ os EMV tem uma forma fechada e são dados
por
µ̃x = ȳ1. ,































































com Wj = yj − (0, α̃′)′ − 1p µ̃x , τ̃ =
φ̃x
φ̃+ p φ̃x
e µ̃x, α̃i, φ̃x, φ̃ como em (2.59).
Para amostras grandes temos que a E03 converge em distribuição a uma variável
aleatória χ2(p−1) sob H03. Portanto, H03 é rejeitada ao ńıvel α se E03 > χ
2
1−α, onde
χ21−α denota o percentil 100(1−α)% da distribuição qui-quadrado com (p−1) graus
de liberdade.
Finalmente, sob H02 o EMV de θ não tem uma forma expĺıcita, neste caso o
EMV de θ pode ser obtido via um procedimento iterativo, neste trabalho é obtido
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A implementação pode ser facilmente manipulada com programas computacionais,
como por exemplo, Mathematica ou Matlab. Note que sob H02 a estat́ıstica E02
converge em distribuição para uma variável aleatória χ2p−1
2.4.3 Teste da Razão de Verossimilhanças






onde `(θ) é a função de log-verossimilhança definida em (2.5), θ̂ é o EMV do modelo
irrestrito , e θ̃ é o EMV sob a hipótese nula que tem a forma Aθ∗, onde θ∗ é como
em (2.41) e A uma matriz de ordem r × (2p− 1), com posto r.
Neste caso requeremos os EMV de θ sob a hipótese nula e sob o modelo irrestrito,
cujo método de implementação para obter θ̂ e θ̃ é apresentado na Seção 2.2.
Embora não seja posśıvel obter uma expressão fechada da estat́ıstica Q, sua
implementação é computacionalmente simples, dado que os EMV sob as hipóteses
nulas H01, H02 e H03 têm uma forma fechada ou é de fácil implementação.
2.4.4 Ilustração Numérica
Consideremos os seguintes dados, tomados de Jaech (1985), relativos a um expe-
rimento, no qual a densidade de 43 pastilhas de combust́ıvel de urânio sintetizado
para uso em reatores nucleares foram medidas por seis ”instrumentos”.
Instrumento 1: Método geométrico, operador 1
Instrumento 2: Método geométrico, operador 2
Instrumento 3: Método geométrico, operador 3
Instrumento 4: Método de imersão, operador 4
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Tabela 2.1: Medidas de densidade(%TD) de pastilhas de urânio sintetizado, forne-
cidas por seis instrumentos.
obs. Instrum.1 Instrum. 2 Instrum. 3 Instrum. 4 Instrum. 5 Instrum. 6
1 4.30 4.06 4.14 4.68 5.22 4.75
2 4.51 4.35 4.53 5.15 4.45 4.79
3 4.42 4.52 4.57 4.78 4.79 4.72
4 4.90 4.67 4.75 5.55 5.10 4.75
5 4.60 4.70 4.84 5.08 4.82 5.05
6 4.29 4.30 4.21 4.80 4.47 4.93
7 4.30 4.47 4.01 4.41 4.27 4.66
8 4.69 4.59 4.47 5.32 4.95 4.75
9 4.02 4.05 4.09 4.12 4.48 4.40
10 4.61 4.78 4.60 4.41 4.75 5.18
11 4.35 4.25 4.40 4.37 4.06 4.39
12 4.46 4.55 4.70 4.73 5.14 4.75
13 4.08 4.12 3.85 4.60 4.22 4.33
14 3.95 3.95 4.13 4.62 4.49 3.94
15 4.21 4.27 3.94 4.34 4.29 4.62
16 4.62 4.47 4.50 5.09 5.44 4.70
17 4.81 4.81 4.98 5.26 4.86 5.22
18 4.47 4.34 4.33 5.05 4.62 4.38
19 4.38 4.24 4.47 4.60 4.27 4.2
20 4.43 4.37 4.57 5.23 5.04 4.51
21 4.74 4.52 4.58 5.24 5.36 4.77
22 4.35 4.37 4.45 4.42 4.66 4.54
23 4.11 4.23 4.07 4.46 4.48 4.26
24 3.97 3.98 4.19 4.07 4.69 4.29
25 4.40 4.36 4.33 4.55 4.73 4.62
26 4.24 4.30 4.36 4.84 4.56 4.97
27 4.51 4.52 4.57 4.70 4.20 4.69
28 4.49 4.33 4.61 4.85 4.26 4.67
29 4.42 4.14 4.22 4.35 4.39 4.46
30 4.49 4.59 4.69 5.06 5.50 4.75
31 4.14 4.32 4.45 4.02 4.30 4.58
32 4.38 4.25 4.44 4.86 4.81 4.63
33 4.45 4.60 4.28 4.40 4.17 4.81
34 4.39 4.38 4.64 4.86 4.98 4.54
35 4.56 4.35 4.83 4.53 5.36 4.46
36 4.38 4.40 4.60 4.96 4.92 4.56
37 4.44 4.34 4.66 4.60 5.59 4.66
38 4.21 4.24 4.07 4.21 4.39 4.40
39 4.51 4.52 4.54 4.79 4.85 4.77
40 4.23 4.12 4.35 4.62 4.45 4.15
41 4.33 4.47 4.68 5.05 4.29 4.92
42 4.27 4.21 4.45 4.74 5.24 4.41
43 4.67 4.52 4.60 4.42 5.06 4.73
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Instrumento 5: Método de imersão, operador 5
Instrumento 6: Método de imersão, operador 6.
O método geométrico para medir a densidade, neste experimento, é baseado em
pesar uma pastilha e encontrar seu volume, medindo o diâmetro e longitude da
pastilha. O método de imersão é baseado em notar a mudança no peso quando as
pastilhas são pesadas no ar e num determinado ĺıquido.
Seja yij a densidade fornecida pelo instrumento i e a pastilha j, com i = 1, . . . , 6
e j = 1, . . . , 43, expressada como densidade teórica percentual (%TD) menos 90%
por conveniência. O conjunto de observações yij é apresentado na Tabela 2.1.
A suposição de normalidade requerida para o estudo estat́ıstico foi avaliada fa-
zendo o gráfico de probabilidade normal para cada um dos seis instrumentos. Os
gráficos indicam que os dados seguem uma distribuição normal de maneira razoável.
Seguindo Jaech (1985), vamos supor um modelo de Grubbs estrutural normal,
ver (2.1), com p=6 e n=43. Adotaremos o instrumento 1, como sendo de referência,
isto é, α1 = 0.
A Tabela 2.2 mostra algumas iterações do algoritmo EM, indicando que a con-
vergência é atingida rapidamente e aproximadamente na iteração 50, dando estima-
tivas para φi, i = 1, . . . , 6 .
Tabela 2.2: Convergência do algoritmo EM.
iter φ̂1 φ̂2 φ̂3 φ̂4 φ̂5 φ̂6
11 0.0095 0.0042 0.0275 0.0813 0.1394 0.0274
21 0.0072 0.0073 0.0251 0.0759 0.1319 0.0304
31 0.0069 0.0076 0.0249 0.0754 0.1313 0.0308
41 0.0068 0.0076 0.0249 0.0753 0.1313 0.0309
51 0.0068 0.0076 0.0249 0.0753 0.1313 0.0309
desv. pad. (0.0024) (0.0026) (0.0060) (0.0168) (0.0289) (0.0073)
Note que as estimativas das variâncias são aproximadas às obtidas por Jaech
(1985, pags. 162 e 193) considerando diferenças pareadas e modelo de v́ıcios cons-
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tantes para os dados originais. Além disso, os seguintes EMV de µx , φx e α foram
obtidos
µ̂x = 4.3972 (0.0316);
φ̂x = 0.0361 (0.0084);
α̂2 = −0.0270 (0.0183), α̂3 = 0.0386 (0.0272), α̂4 = 0.3188 (0.0437),
α̂5 = 0.3230 (0.0567), α̂6 = 0.2228 (0.0296),
onde os números entre parênteses indicam os desvios padrões assintóticos estimados
dos respectivos estimadores dos parâmetros.













0.0258 0.0091 0.0028 0.0009 0.0005 0.0022
0.0091 0.0882 −0.0133 −0.0044 −0.0025 −0.0107
0.0028 −0.0133 0.0361 −0.0013 −0.0008 −0.0033
0.0009 −0.0044 −0.0013 0.0128 −0.0003 −0.0011
0.0005 −0.0025 −0.0008 −0.0003 0.0075 −0.0006







0.3324 0.0515 0.0418 0.0039 0.0004 0.0001 0.0025
0.0515 4.2839 1.1622 0.1080 0.0118 0.0039 0.0703
0.0418 1.1622 3.8894 0.0878 0.0096 0.0032 0.0571
0.0039 0.1080 0.0878 0.6515 0.0009 0.0003 0.0053
0.0004 0.0118 0.0096 0.0009 0.0823 0.0000 0.0006
0.0001 0.0039 0.0032 0.0003 0.0000 0.0279 0.0002




Para calcular as estat́ısticas de Escore e Razão de Verossimilhanças será ne-
cessário calcular os EMV sob as hipóteses nulas H01, H02 e H03. Assim, dos resul-
tados da Seção 2.3, segue que: Sob H01, as estimativas de máxima verossimilhança
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de θ são
µ̃x = 4.5433 , φ̃ = 0.0709 , φ̃x = 0.0350 .
Sob H02, os EMV de θ são calculados mediante o algoritmo EM e são dados por
µ̃x = 4.4152 , φ̃x = 0.0360 , φ̃1 = 0.0063 , φ̃2 = 0.0118 , φ̃3 = 0.0246 ,
φ̃4 = 0.1665 , φ̃5 = 0.2231 , φ̃6 = 0.0776 ,
notando que a convergência é atingida aproximadamente na iteração 40, e final-
mente, sob H03 os EMV são dados por
µ̃x = 4.3972 , α̃2 = −0.0270 , α̃3 = 0.0386 , α̃4 = 0.3188 , α̃5 = 0.3230 ,
α̃6 = 0.2228 , φ̃x = 0.0393 , φ̃ = 0.0449 .
Usando estes resultados e as estat́ıstica de Wald, Escore e Razão de Verossimi-
lhanças dadas nas subseções precedentes, podemos testar hipóteses de interesse H01,
H02 e H03 definidas no Capitulo 1. Com efeito, dos resultados da Seção 2.4.1, com
p=6 e n=43, temos que W01 = 200.8226, com 10 graus de liberdade, para testar
H01, para H02 temos que W02 = 151.5859, com cinco graus de liberdade, para H03
temos que W03 = 49.2366, com cinco graus de liberdade, significa que mediante uso
da estat́ıstica de Wald, todas as hipóteses são rejeitadas a um ńıvel de 5%. Dos
resultados da Seção 2.4.2 e 2.4.3, temos que E01 = 124.7358 e Q01 = 192.7844, com
10 graus de liberdade, para testar H01, para testar H02 temos que E02 = 74.8692
e Q02 = 103.9554, com cinco graus de liberdade, e para testar H03 temos que
E03 = 77.9824 e Q03 = 94.7256, com cinco graus de liberdade, indicando, que todas
as hipóteses são rejeitadas a um ńıvel de 5%. Note que W01 = W02 +W03, o qual
verifica o argumento prévio dado em (2.53). A conclusão geral é que os instrumentos
são viciados, i.e., medem com vicio a densidade das pastilhas de urânio e não são
igualmente precisos.
A fim de ilustrar os resultados da Seção 2.3.4, referente à EMV restrita e segundo
Jaech (1985, pag. 242), vamos supor que φ1 = 0 para os dados da Tabela 2.1. Note
que a estimativa correspondente a esta variância foi calculada como sendo perto de
zero.
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Da equação (2.31), as estimativas de máxima verossimilhança são
µ̂x = 4.3972 (0.0320);
α̂2 = −0.0270 (0.0187), α̂3 = 0.0386 (0.0263), α̂4 = 0.3188 (0.0408),
α̂5 = 0.3230 (0.0549), α̂6 = 0.2228 (0.0318);
φ̂x = 0.0439 (0.0095);
φ̂2 = 0.0151 (0.0032), φ̂3 = 0.0297 (0.0064), φ̂4 = 0.0714 (0.0154),
φ̂5 = 0.1294 (0.0279), φ̂6 = 0.0435 (0.0094),
onde os números entre parênteses são os desvios padrões assintóticos estimados dos
respectivos estimadores dos parâmetros. Note que estas estimativas obtidas são li-
geiramente aproximadas às obtidas usando o algoritmo EM e as variâncias dos erros
coincidem com as obtidas por Jaech (1985, pag. 242).
Do Teorema 2.2, segue que a matriz de informação esperada de Fisher do vetor
de parâmetros θ∗ = g(θ) = (α2, . . . , αp, φ2, . . . , φp)

































é uma matriz (2p− 2)× (2p) e θ̂∗ = g(θ̂) é AN(g(θ);DJ−1F1 (θ)D′/n).
Assim, para testar H01 : α2 = . . . = αp = 0, φ2 = . . . = φp, temos que W01 =
185.4772, com 9 graus de liberdade, para testar H02 : α2 = . . . = αp = 0, temos
que W02 = 149.2166, com 5 graus de liberdade e para testar H03 : φ2 = . . . = φp,
temos que W03 = 36.2605, com 4 graus de liberdade, significa que mediante uso da
estat́ıstica de Wald e considerando φ1 = 0, todas as hipótese também são rejeitadas
a um ńıvel de 5%.
2.4.5 Um Estudo de Simulação
Nesta seção apresentamos um pequeno estudo de simulação, no qual os ńıveis de
significância e o poder dos três testes ( Wald, Escore e Razão de Verossimilhanças )
para a hipótese H01 de igualdade de variâncias e v́ıcios são considerados.
Para cada estimação Monte Carlo do ńıvel de significância, 1000 amostras inde-
pendentes foram geradas de acordo com o modelo (2.1-2.2), para α2 = . . . = αp = 0;
φ1 = φ2 = . . . = φp = 1, com p = 3, p = 5 e tamanhos de amostra n=25, 50,
100. As estat́ısticas de Wald (W), Escore (E) e Razão de Verossimilhanças (Q)
foram calculadas de acordo com (2.46), (2.58) e (2.61), respectivamente. O poder
dos três testes foram estimados sob o modelo (2.1-2.2), para p = 3 e tamanhos de
amostra n = 25, 50, 100, 200, considerando H1 : α2 = 0, α3 = 0.5, φ1 = φ2 =
1, φ3 = 1.5 como hipótese alternativa. Em ambos casos a caracteŕıstica de interesse
xj, j = 1, . . . , n, foi gerada de acordo a uma distribuição normal N(0, φx), com
φx = 0.25, 1, acrescentando φx = 0.01 para o estudo do poder dos três testes.
Na Tabela 2.3 apresentamos os ńıveis de significância estimados, em porcenta-
gens, dos três testes estat́ısticos, correspondentes ao ńıvel nominal de 5%. Podemos
observar que o teste de Wald converge lentamente para o ńıvel nominal a medida
que n cresce com relação aos outros dois testes. O teste de Escore é ligeiramente
consistente e converge rapidamente, ainda para valores pequenos de n, enquanto que
os outros dois testes superestimam o ńıvel nominal do 5%(principalmente o teste de
Wald), esta tabela parece indicar nenhuma diferença notável nos resultados quando
variamos valores de p e φx. Isto também foi notado em outros estudos de simulação
e pode ser observado na Figura 2.1 que representa para n = 25, 50, e 100, com p = 5
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Tabela 2.3: Nı́vel de significância para os testes de Wald (W), Escore (E) e Razão
de Verossimilhanças (Q) com ńıvel nominal de 5%.
Tamanho de amostra p = 3 p = 5
xj n W E Q W E Q
25 7.6 4.9 7.9 10.5 4.5 7.2
N(0, 0.25) 50 5.2 4.4 5.0 7.1 4.9 6.0
100 6.6 5.4 6.3 7.1 4.9 6.3
25 7.6 4.5 6.9 9.8 4.0 6.0
N(0, 1.0) 50 5.8 4.9 5.6 7.4 4.0 5.8
100 5.8 4.4 5.3 6.3 4.4 5.3
comparação das freqüências acumuladas estimadas dos três testes estat́ısticos, para
H01, com as freqüências acumuladas teóricas das correspondentes distribuições limi-
tes das estat́ısticas de Wald, Escore e Razão de Verossimilhanças, isto é χ28.
Tabela 2.4: Poder estimado dos três testes para a hipótese alternativa H1 : α2 =
0, α3 = 0.5, φ1 = φ2 = 1, φ3 = 1.5, com p = 3.
xj N(0, 0.01) N(0, 0.25) N(0, 1.0)
n W E Q W E Q W E Q
25 37.2 36.2 37.5 34.6 35.6 37.4 34.5 32.0 35.6
50 67.1 70.4 66.4 60.8 64.1 64.4 57.6 60.3 60.2
100 94.9 96.5 94.9 91.5 93.0 92.7 90.8 93.1 92.0
200 100 100 100 100 100 100 99.9 99.9 99.9
A Tabela 2.4 apresenta o poder estimado dos três testes para os valores dos
parâmetros mostrados acima. O teste de Escore parece apresentar similar compor-
tamento em termos de poder que o teste da Razão de Verossimilhanças, enquanto
que o comportamento do teste de Wald é ligeiramente menor. Note que para n
grande o comportamento dos três testes é otimizado consideravelmente. Nenhuma
diferença relevante é notada quando φx cresce.
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Assim, para o modelo de Grubbs estrutural normal recomendamos usar o teste
de Escore, por apresentar um melhor comportamento em termos de ńıvel de signi-
ficância e é claro que sua distribuição assintótica é aproximada a uma distribuição
qui-quadrado, ainda para pequenos valores de n, como a Figura 2.1 parece indicar.
Figura 2.1: Distribuição emṕırica (...) e teórica (–) das estat́ısticas de Wald, Escore
e Razão de Verossimilhanças, respectivamente para testar H01, onde a) n = 25 , b)
n = 50 e c) n = 100 , com p = 5.
(a)

































































































































2.5 Estudo Assintótico dos Estimadores de Mo-
mentos
Considere a média amostral Ȳ e a matriz de covariância amostral Sn da seqüência











(Yj − Ȳ)(Yj − Ȳ)′ . (2.62)
Sob o modelo estrutural, Grubbs (1948), considera os seguintes estimadores




(µ̃x, α̃2, ...α̃p, φ̃x, φ̃1, ..., φ̃p)
′, onde





















φ̃i = Sii − φ̃x , (2.63)
para i = 1, . . . , p, onde Sij, i, j = 1, . . . , p , são os elementos da matriz de covariância
amostral Sn. Grubbs (1948) não faz um estudo do comportamento assintótico do
estimador θ̃, nem outros autores, por esta razão nesta parte do trabalho, vamos
apresentar um estudo assintótico do estimador θ̃. Note que as estimativas φ̃i e φ̃x
têm o inconveniente de poder assumir valores negativos e por esta razão têm sido
discutidas por alguns autores. Em particular, para p = 2 o estimador θ̃ corresponde
ao estimador de máxima verossimilhança de θ, se φ̃i > 0 e φ̃x > 0.
Para estudar o comportamento assintótico dos estimadores em (2.63), primeiro
apresentaremos alguns resultados do comportamento assintótico de Ȳn e Sn. As se-
guintes notações serão necessárias para uma explicação mais detalhada desta parte
do trabalho. Sejam A = (aij) e B = (bij) matrizes de ordem r× s e p× q, respecti-
vamente. Então
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i) ei(j) denota o vetor de dimensão i × 1 com um na j-ésima posição e zero nos
outros casos;
ii) Vec(A) denota o vetor de dimensão rs × 1 dado por Vec(A) = (A′1., . . . ,A′s.)′,
onde Ai. denota a i-ésima coluna de A ;
iii) A⊗B é uma matriz de ordem rp× sq, que denota o produto Kroneker de A e
B, isto é, A⊗B = (aijB);
iv) Existe uma matriz Kpq, chamada de matriz de permutação tal que (veja, Hen-
derson e Searle, 1979)
Vec(A′) = Kp qVec(A). (2.64)
Quando p = q, escrevemos Kp em lugar de Kpp. Além disso, se A = A
′, então
Vech(A) contém os p(p + 1)/2 elementos distintos de A e, Vec(A) e Vech(A′) são
uma transformação linear um do outro. Assim existe uma matriz H de ordem
p(p+ 1)/2× p2 tal que
Vech(A) = HVec(A). (2.65)
Agora, consideremos a seqüênciaY1, . . . ,Yn definida em (2.1) e εj = Yj−µ , j =
1, . . . , n . No seguinte resultado apresentamos o comportamento assintótico de Ȳn e
Sn.
Teorema 2.4. Sejam Ȳn e Sn a média e matriz de covariância amostral dos vetores
Y1, . . . ,Yn definidos em (2.1). Então
i) Ȳ




n(Ȳ − a− 1p µx) d−→ Np(0,Σ) e
√
nVec(Sn −Σ) d−→ Np2(0,∆) ,
onde ∆ = V ar(vec(εε′)) = (Ip2 +Kp)(Σ⊗Σ) .
iii) Ȳ e Sn são assintoticamente independentes.
A prova deste Teorema pode ser encontrada, por exemplo em Vilca-Labra et
al.(1998).
Note que, como Sn é uma matriz simétrica, então o Vec(Sn) contém elemen-
tos que são iguais, de modo que a distribuição assintótica de
√
nVec(Sn) é singular.
Contudo, se consideramos somente os p(p+1)/2 elementos diferentes de Sn, isto é, os
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O seguinte resultado segue como conseqüência imediata do Teorema 2.4 e das
relações em (2.64) e (2.65).
Corolário 2.1. Sob a condição do Teorema 2.4,
√
n(Ȳ − a− 1p µx) d−→ Np(0,Σ) e
√
nVech(Sn −Σ) d−→ Np(p+1)/2(0,∇) ,
onde ∇ = H(Ip2 +Kp)(Σ⊗Σ)H′ .
Note que o estimador θ̃ de θ, apresentado em (2.63) depende da média amos-
tral Ȳ e da matriz de covariância amostral Sn, isto é, θ̃ = F (Ȳ,Vech(Sn)), onde
Vech(Sn) = (S11, S21, . . . , Sp 1, S22, S32, . . . , Sp 2, . . . , Sp−1 p−1, Sp−1 p, Spp)
′ e Ȳ = (Ȳ1, . . . , Ȳp)
′.
A seguir apresentamos o comportamento assintótico do estimador θ̃ de θ para
p ≥ 2.
Teorema 2.5. Seja o modelo de Grubbs estrutural normal definido em (2.1). Então
θ̃ é um estimador consistente de θ e
√




































matriz (p − i + 1) × (p + 1) para i = 1, . . . , q , q = p − 1 e cp = e′p+1(p + 1); ei(j)




′ = Υ um vetor de dimensão (p+p(p+1)/2)×1.
Como θ̃ = F (Ȳ,Vech(Sn)) é uma função diferenciável de Ȳ e Vech(Sn), então
θ̃ = F (Ȳ,Vech(Sn))
q.c−→ F (µ , Vech(Σ)) = θ.
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onde ∇∗ = Diag(Σ,H(Ip2 +Kp)(Σ⊗Σ)H′). Aplicando o método delta, temos que
√
n(θ̃ − θ) =
√














i, j = 1, . . . , p , C =
∂Fi(Υ)
∂Υj
i = p + 1, . . . , 2p + 1 , j =
p + 1, . . . , p + p(p + 1)/2. Após as manipulações algébricas obtém-se A e C como
no enunciado do teorema, para mais detalhes sobre a obtenção das matrizes Kp e
H, veja por exemplo, Henderson e Searle (1979).
Observação : Note que para p = 3, as matrizes A, C, H e Kp, no Teorema acima,












0 1 0 0
1/3 −1/3 −1/3 −1/3
1/3 −1/3 −1/3 −1/3
0 0 1 0
1/3 −1/3 −1/3 −1/3








1 0 0 0 0 0 0 0 0
0 1/2 0 1/2 0 0 0 0 0
0 0 1/2 0 0 0 1/2 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1/2 0 1/2 0







1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0








1 −1 −1 −1
0 1 0 0
0 0 1 0
0 0 0 1








0 1 0 0 0
1/6 −1/6 −1/6 −1/6 −1/6
1/6 −1/6 −1/6 −1/6 −1/6
1/6 −1/6 −1/6 −1/6 −1/6
0 0 1 0 0
1/6 −1/6 −1/6 −1/6 −1/6
1/6 −1/6 −1/6 −1/6 −1/6
0 0 0 1 0
1/6 −1/6 −1/6 −1/6 −1/6







1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0.5 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0
0 0 0.5 0 0 0 0 0 0.5 0 0 0 0 0 0 0
0 0 0 0.5 0 0 0 0 0 0 0 0 0.5 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0.5 0 0 0.5 0 0 0 0 0 0
0 0 0 0 0 0 0 0.5 0 0 0 0 0 0.5 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0.5 0 0 0.5 0 0 0 0 0








1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0




Na Figura 2.2, mostramos um estudo de comparação da eficiência assintótica
relativa ”ARE”dos EMV (θ̂) e os estimadores de momentos (θ̃), definido como o




Foram gerados 200 valores arbitrários para o vetor de parâmetros θ, com p =
3 e variâncias positivas. Para cada valor do vetor de parâmetros gerado (θ7×1),
avaliamos na relação em (2.67). Note nesta figura, que os valores da ARE são
menores que um (< 1), indicando que o EMV é assintoticamente mais eficiente que
o estimador de momentos propostos por Grubbs. Resultados similares são obtidos
quando tomamos os traços das respectivas variâncias assintóticas.
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Figura 2.2: Valores de ARE para distintos valores do parâmetro θ.


























Indices dos parâmetros considerados
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Caṕıtulo 3
Diagnóstico no Modelo de Grubbs
3.1 Introdução
Modelos estat́ısticos que são aplicados para analisar as caracteŕısticas essenciais de
um conjunto de dados são quase sempre descrições aproximadas dos mais compli-
cados processos. Numa análise estat́ıstica é importante levar em consideração a
estabilidade dos resultados obtidos e das inferências de um modo geral, com relação
a posśıveis perturbações nos dados ou no modelo estat́ıstico.
Enquanto as análises de reśıduos são feitas para investigar problemas com o mo-
delo ajustado, uma análise de diagnóstico é feita assumindo o modelo como correto,
e investigando a robustez das conclusões a pequenas perturbações dos dados.
Os elementos de um conjunto de dados que efetivamente controlam aspectos da
análise são ditos influentes. Em particular, uma observação é dita influente se ela
produzir alterações relevantes no resultado da análise, quando a mesma for exclúıda
ou submetida a uma pequena perturbação. De fato, uma investigação completa de
observações influentes é somente posśıvel uma vez que elas tenham sido identificadas.
Na literatura não existem trabalhos desenvolvidos sobre influência e diagnóstico
em modelos de Grubbs. Alguns trabalhos precursores em influência e diagnóstico
são dados para modelos com erros nas variáveis e foram desenvolvidos por Kelly
(1984) que propõe um procedimento de diagnóstico baseado em uma função de in-
fluência; Tanaka, Watadoni e Moon (1991) usam a função de influência de Hampel
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para desenvolver métodos de análise de influência de uma observação individual em
estruturas de covariância. Abdullah (1995) apresenta vários métodos para detectar
observações influentes no modelo de regressão funcional com erro nas variáveis. Mas
essas medidas de diagnóstico avaliam o efeito dos parâmetros de regressão estimados
depois de excluir uma única observação do conjunto de dados.
Mais do que eliminar casos, Cook (1986) propõe um método geral para avaliar
o efeito, sob o estimador de máxima verossimilhança, de pequenas perturbações no
modelo estat́ıstico e/ou nos dados, baseado no afastamento pela verossimilhança. O
método de influência local proposto por Cook (1986) tem sido aplicado em diversos
modelos estat́ısticos. Recentemente, Kim (2000) e Galea et al. (2001) aplicam o
método de influência local no modelo com erro nas variáveis simples (p=2). Além
disso, Galea et al. (1999) aplicam o método de diagnóstico no modelo de calibração
comparativa proposto por Barnett (1969).
Embora o método influência local proposto por Cook (1986) tenha sido aplicado
com sucesso, alguns autores tem criticado o método. Recentemente, Poon e Poon
(1999) propõem um método de influência local baseado na curvatura normal confor-
malizada, que é uma medida padronizada da curvatura normal utilizada por Cook
(1986) e Loynes (2001) propõe uma nova medida de influência local que chama de
”propagação de curvatura”(tradução livre de ”spread of curvature”) baseado num
estudo probabiĺıstico da curvatura normal.
Neste caṕıtulo vamos desenvolver um estudo de diagnóstico no modelo de Grubbs,
baseado no método de influência local proposto por Cook (1986) e a metodologia de
Poon e Poon (1999). Vamos considerar dois esquemas de perturbação: ponderação
de casos e perturbação na resposta. Os resultados serão aplicados a dados reais.
3.2 Influência Local
Nesta seção vamos apresentar em forma resumida o método de influência local pro-
posto por Cook (1986); e alguns métodos alternativos que têm sido utilizados para
avaliar a influência de determinada observação.
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Para um conjunto de dados, seja `(θ) =
∑n
i=1 `i(θ) a função de log-verossimilhança
do modelo postulado, onde θ é um vetor p× 1 de parâmetros desconhecidos e `i(θ)
é a contribuição da i-ésima observação à log-verossimilhança. A perturbação no
modelo é introduzida através de um vetor ω de dimensão q × 1, onde ω ∈ Ω ⊆ Rq,
Ω um aberto. Seja `(θ/ω) a função de log-verossimilhança do modelo perturbado.
Assumiremos que existe um ωo ∈ Ω tal que `(θ) = `(θ/ωo), para todo θ e que
`(θ/ω) é duas vezes diferenciável em (θ′,ω′)′.
Sejam θ̂ e θ̂ω os EMV de θ sob o modelo postulado e perturbado, respectiva-
mente. O objetivo é comparar θ̂ e θ̂ω quando ω varia emΩ. Cook (1986) sugere que
a comparação entre θ̂ e θ̂ω seja feita através do afastamento pela verossimilhança
LD(ω), definida por
LD(ω) = 2[`(θ̂)− `(θ̂ω)], ω ∈ Ω . (3.1)
A função definida acima, pode ser vista como uma generalização do afastamento
pela verossimilhança LDi, considerado para avaliar a exclusão da i-ésima observação
como proposto por Cook e Weisberg (1982), e definido por
LDi(θ) = 2[`(θ̂)− `(θ̂(i))] , (3.2)
onde θ̂(i) é o EMV de θ obtido após se eliminar a i-ésima observação, i = 1, . . . , n.
O sentido da distância entre θ̂ e θ̂ω, baseado na função LD(ω), pode depender
da concavidade da função de log-verossimilhança `(θ). Se `(θ) é suficientemente
achatada, pode-se dizer que θ̂ e θ̂ω estão próximos entre si, enquanto que se `(θ)
for suficientemente concentrada em torno de θ̂ estas estimativas podem estar dis-
tantes entre si (veja, Cook, 1987).
A idéia de Cook (1986) é investigar o comportamento da função LD(ω) numa
vizinhança de ωo. Para isso considerou o gráfico de LD(ω) versus ω que pode ser







onde ω varia em Ω. A função α(ω) é chamada de gráfico de influência local, esta
é uma superf́ıcie em Rq+1 e pode ser usada para avaliar a influência ao variar ω
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através de Ω. Uma ilustração gráfica é dada na Figura 3.1.
Figura 3.1: Representação gráfica do enfoque de influência local.
Aqui gostaŕıamos ter um gráfico da influência completa (isto é, gráfico de α(ω)
variando ω) para avaliar a influência de um modelo particular e um conjunto parti-
cular de dados, no entanto, isto somente é posśıvel nos casos onde q ≤ 2. O método
de influência local utiliza a curvatura normal de α(ω) em ωo que é um ponto de
mı́nimo local da função LD(ω).
A idéia principal do método de Cook (1986) baseado na superf́ıcie α(ω) em torno
de ωo, consiste em considerar o plano tangente (To) à superf́ıcie α(ω) em ωo. Como
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LD(ω) atinge o mı́nimo em ωo, temos que To é paralelo a Ω ⊆ Rq. Cada vetor h
em Ω, de norma um, determina um plano que contém h e que é ortogonal a To.
A intersecção, chamada de seção normal, deste plano com a superf́ıcie é chamada
de linha levantada (tradução livre de ”lifted line”) e pode ser obtida ao conside-
rar o gráfico de LD(ωo + ah) em função de a, onde a ∈ R. A curvatura normal
da linha levantada, denotada por Ch, é agora definida como a curvatura da curva
plana (a, LD(ωo + ah)) em a = 0 e pode ser visualizado como a inversa do raio do
ćırculo que melhor se ajusta em ωo. Valores ”grandes”de Ch indicam sensibilidade
em relação à perturbação considerada na direção h.
Cook (1986) mostra que a curvatura normal na direção h pode ser expressa na
seguinte forma:
Ch = 2|h′ F̈ h| , (3.3)
onde F̈ = ∆′(L̈)−1∆, com ∆ sendo uma matriz p × q com elementos ∆ij =
∂2`(θ/ω)
∂θi∂ωj
, i = 1, . . . , p, j = 1, . . . , q e −L̈ é a matriz de informação observada
para o modelo postulado avaliada no ponto θ = θ̂ e ω = ωo.
Existem muitas maneiras na qual (3.3) pode ser usada para estudar α(ω), cada
uma correspondendo a uma espećıfica escolha do vetor unitário h. Seja Cmax =
maxh : ‖h‖=1 Ch que corresponde ao maior autovalor de −2F (veja, Seber, 1984; pag.
526) e seja hmax o autovetor associado ao maior autovalor Cmax . Neste caso hmax é a
direção que produz a maior mudança local nas estimativas dos parâmetros, sendo que
os elementos mais influentes podem ser identificados através do ”tamanho”relativo
dos elementos em hmax, enquanto que a sensibilidade em relação a perturbação cau-
sada pode ser indicada pelo valor de Cmax.
O afastamento pela verossimilhança descrito acima é uma medida de influência
da perturbação ω na estimação de máxima verossimilhança do vetor paramétrico
completo θ. Quando o interesse for um subconjunto θ1 de θ




lente a (3.1) é dado por
LDs(ω) = 2[`(θ̂)− `(θ̂1ω, g(θ̂1ω))] , (3.4)
onde g é a função que maximiza `(θ1, θ2) para cada θ1 fixo de θ̂1ω e é determinada







′. Neste caso, a curvatura normal na direção h é
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dada por (Cook, 1986)
Ch(θ1) = 2[h
′∆′ (L̈−1 −B22)∆h] , (3.5)

































isto significa que a curvatura normal para θ1 na direção h, nunca pode ser maior
que a curvatura normal para θ na mesma direção.












= Ch(θ1) + Ch(θ2). (3.7)
Portanto, temos que para qualquer direção h, a curvatura normal para θ nesta
direção é então a soma das curvaturas normais para θ1 e θ2 na mesma direção.
Expressando o fato de que a influência para θ1 é independente da influência para
θ2.
Uma outra escolha evidente corresponde à perturbação na direção do i-ésimo
caso que é obtida tomando h igual ao vetor hi com um na i-ésima posição e zero
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nas outras posições, dando como resultado a seguinte medida de influência local
Ci = Chi = 2|∆i L̈−1 ∆i|, i = 1, . . . , q , (3.8)
Verbeke e Molenberghs (1997), propõe considerar a i-observação como influente se
Ci é maior que o valor 2
q∑
i=1
Ci/q. Note que Ci é de interesse particular desde que
representa a influência local de cada observação separadamente na estimação de θ.
Finalmente, existem muitas formas posśıveis de escolher o vetor h. Por exemplo,
a influência local na estimação de θ1 na direção do i-ésimo caso, denotado por hi, o
qual é um vetor com um na posição i e zero nas outras posições . A correspondente
curvatura normal será denotada por Ci(θ1).
Embora, o método de influência local proposto por Cook (1986) tem sido aplicado
com sucesso em muitos problemas estat́ısticos, alguns aspectos têm sido questiona-
dos por alguns autores (veja, discussão em Cook, 1986), por exemplo, a falta de um
critério objetivo para avaliar a grandeza da curvatura normal e tamanho relativo
das componentes da direção correspondente à maior curvatura normal.
Recentemente, Poon e Poon (1999) apresentaram um método de influência local
similar ao método proposto por Cook (1986), que no lugar de usar a curvatura nor-
mal, recomenda o uso da curvatura normal conformalizada, sendo esta invariante
sob reparametrização e assume valores entre 0 e 1.
Segundo Poon e Poon (1999), a curvatura normal conformalizada em ωo do





avaliadas em θ = θ̂ e ω = ωo. De (3.3) e (3.9) podemos observar que o trabalho
para obter Ch e Bh são os mesmos, mas Bh tem várias propriedades importantes,
que serão apresentadas mais adiante.
Seja Ω o conjunto de vetores de perturbação definido em (3.1) e seja Ω∗ ou-
tro conjunto de vetores de perturbação com a mesma dimensão de Ω. Uma re-
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parametrização é uma função diferenciável φ : Ω → Ω∗ tal que o jacobiano da
transformação é não-singular, isto é, uma reparametrização é uma modificação do
esquema de perturbação. Diremos que uma reparametrização é conformalizada em
ωo se seu jacobiano que denotamos por J é tal que JJ
′ = τIq, para algum número
positivo τ .
As propriedades mais importantes de Bh são:
1. Se uma reparametrização de Ω é normal conformalizada em ωo, então a cur-
vatura normal conformalizada em ωo é invariante sob reparametrização, isto
é
Bφ(h) = Bh ,
para qualquer direção h.
2. Para qualquer direção h, Bh satisfaz a relação
0 ≤ |Bh| ≤ 1 ,
ou seja, Bh é uma medida normalizada e é fácil de interpretar sua magnitude.
As provas dos resultados 1) e 2) podem ser encontradas em Poon e Poon (1999).
Por Poon e Poon (1999), a curvatura normal conformalizada total em ω0 da






onde hi e ∆i são como em (3.8), com i = 1, . . . , q. Se λ1 ≥ . . . ≥ λk > 0 denota os













onde aji é o i-ésimo componente do vetor aj, i = 1, . . . , q. Isto mostra que casos
individuais podem ter uma grande curvatura local total Bhi sem ter uma grande
componente |a1i| na direção hmax. Por isso, a metodologia de Poon e Poon (1999)
é usada para avaliar a influência local. Por Poon e Poon (1999), a contribuição
conjunta da j-ésima base de vetores de perturbações para todo autovetor r-influente
(o autovetor b é r-influente, se |Bb| ≥ r/
√







onde s é o número de autovalores maiores a r/
√
q, j = 1, . . . , q e uma adequada
marca de ńıvel para julgar a grandeza da influência local é 2m̄(r) para r > 0 e 2b
para r = 0, onde m̄(r) =
∑s
i=1 λi/q e b = tr(A)/(q
√
tr(A2)), comA = −∆′(L̈)−1∆.
Dos argumentos precedentes, encontramos que se s = 1(ou r suficientemente
grande) as observações influentes identificadas são as mesmas que as encontradas
por hmax. Por outro lado r = 0 identifica as mesmas observações que a medida de
influência local Ci, isto é, os gráficos resultantes são proporcionais (veja, ilustração
numérica) com a diferença que esta nova metodologia é mas objetiva, assim Poon
e Poon (1999) propõe um método de diagnóstico unificado para avaliar a influência
local de pequenas perturbações no conjunto de dados.
Um dos métodos de diagnóstico empregados em modelos de regressão utiliza a
exclusão de casos que consiste em comparar os EMV θ̂ e θ̂(i). Estes métodos são
utilizados com freqüência para diagnosticar globalmente posśıveis observações influ-
entes e podem ser facilmente adaptados ao modelo de Grubbs, dado que podemos
calcular os EMV com e sem a i-ésima observação.
Neste trabalho, utilizaremos duas medidas de diagnóstico de influência global,
uma chamada de LDi definida em (3.2), e outra chamada de Distância de Cook
Generalizada, definida como
Di = (θ̂ − θ̂(i))′(−L̈(θ̂))(θ̂ − θ̂(i)), (3.14)
onde −L̈ é a matriz de informação de Fisher observada e θ̂(i) como em (3.2). Com-
parações entre (3.8) e (3.14) mostram que Ci/2 e Di são aproximadamente as mes-
mas, para n suficientemente grande. Assim, a medida de influência local Ci pode
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ser interpretada como uma aproximação de medida da influência global. Para mais
detalhes sob esta medida, veja por exemplo, Verbeke e Molenberghs (1997) e Bo-
Cheng Wei (1998, pag. 103).
Outro método de diagnóstico que é utilizado na literatura de análise multiva-
riada, e que pode ser adaptado para detectar outliers no modelo de Grubbs, é a
distância quadrada generalizada d2j , definida por
d2j = (Yj − Ȳ)′S−1n (Yj − Ȳ), j = 1, . . . , n, (3.15)
onde Sn é como em (2.58). Um valor grande de d
2
j , poderia indicar que a observação
j é um outlier.
Diversas aplicações e resultados adicionais sobre o método de influência local po-
dem ser encontrados em Lawrence (1988); Tomas e Cook (1989, 1990); Paula (1993,
1995, 1996); Galea, Paula e Bolfarine (1997); Kim (2000), entre outros.
Thomas e Cook (1990) empregam esse método para fazer diagnóstico de in-
fluência sobre predições nos modelos lineares generalizados, utilizando uma função
objetiva baseada em diferença de predições. Paula (1996) faz uma extensão desse
estudo para os modelos próprios de dispersão de Jorgensen (1997).
Fung e Kwan (1997) apresentam uma discussão interessante sobre a aplicação
de influência local para outras medidas de influência, digamos T̂ω, é invariante de





= 0, quando esta derivada é diferente de zero a or-
dem entre os componentes de hmax não é necessariamente preservada sob mudanças






= 0. Esta propriedade segue também, por exemplo, para as
medidas de influência propostos por Thomas e Cook (1990) e Paula (1993). Porém
ela não vale para outras medidas de influência discutida por Fung e Kwan (1997).
Cadigan e Farrel (1999) sugerem o uso do valor esperado da influência local
como uma ferramenta útil na interpretação da análise de diagnóstico e Loynes (2001)
propõe uma nova medida de influência local, chamada de propagação de curvatura,
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que tem a propriedade de ser invariante sob reparametrização das perturbações.
3.3 Aplicação no Modelo de Grubbs
Nesta seção, vamos desenvolver o método de influência local para o modelo de
Grubbs estrutural normal, considerando dois tipos de perturbações: ponderação
de casos e perturbação na variável resposta.
3.3.1 Perturbação de Ponderação de Casos
Considere o modelo definido em (2.1-2.2) e o vetor de pesos ω = (ω1, . . . , ωn)
′.
A função de verossimilhança do modelo perturbado, considerando ponderação de





onde `j(θ), j = 1, . . . , n , foi definido em (2.5) e θ = (µx, α2, . . . , αp, φx, φ1, . . . , φp)
′.
Note que, neste caso o modelo não perturbado é obtido ao considerar ωo = 1n.
Derivando (3.16) com respeito a ω′ temos que
∂`(θ/ω)
∂ω′
= (`1(θ), . . . , `n(θ)) ,



























, j = 1, . . . , n, com
∂`j(θ)
∂θ







































avaliadas em θ = θ̂ = (µ̂x, α̂2, . . . , α̂p, φ̂x, φ̂1, . . . , φ̂p)
′.
Observe que, para o esquema de perturbação de casos, a matriz ∆ não depende
do vetor ω. O vetor hmax é o autovetor normalizado correspondente ao maior auto-
valor da matriz −2∆′L̈−1∆ que contém informação sobre quais são as observações
que exercem maior influência sobre as estimativas dos parâmetros.
3.3.2 Perturbação na Variável Resposta
Vamos considerar aqui, a seguinte perturbação na variável resposta
Yωj = Yj + Sy ωj , j = 1, . . . , n, (3.19)
onde Sy = (s1, . . . , sp)
′ é um vetor p× 1, com si, fator de escala correspondente ao
i-ésimo instrumento, i = 1, . . . , p e ωj um número real de pequenas perturbações.
Neste caso ωo = (0, . . . , 0)
′
n×1 e podemos utilizar, por exemplo, como fator de escala,
o desvio padrão amostral correspondente ao i-ésimo instrumento.














‖Tωj‖2 = (Yωj − µ)′Σ−1(Yωj − µ) ,
com Σ, µ como em (2.3) e ω = (ω1, . . . , ωn)




= (A1(θ, ω1), . . . ,An(θ, ωn)), (3.21)
onde





‖Tωj‖2 = −(Yω − µ)′Σ−1Sy, j = 1, . . . , n.


































































Aj(θ, ωj) = D(Yωj − µ)D−2(φ)Sy + c−2φxD−2(φ)1p(Yωj − µ)′MSy
− c−1φxD−2(φ)(Yωj − µ)1′pD−1(φ)Sy
− c−1φx(Yωj − µ)′D−1(φ)1pD−2(φ)Sy,
para j = 1, . . . , n , onde c, M são como em (2.4) e a matriz ∆ é avaliada em
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ω = ωo = (0, . . . , 0)
′ e θ̂ = (µ̂x, α̂2, . . . , α̂p, φx, φ̂1, . . . , φ̂p)
′.
Segundo o método de Cook (1986), o vetor normalizado correspondente ao maior
autovalor da matriz −2∆′L̈−1∆ fornece a direção de maior influência local. Este
valor denotado por hmax contém informação sobre quais são as observações que exer-
cem maior influência sobre as estimativas dos parâmetros.
Uma outra forma de perturbar a variável resposta é considerar
Yωj = Yj +D(Sy)ωj , j = 1, . . . , n, (3.23)
onde D(Sy) = Diag(s1, . . . , sp) é uma matriz de ordem p, com si, fator de escala
correspondente ao i-ésimo instrumento, i = 1, . . . , p e ωj um vetor p×1 de pequenas
perturbações. Neste caso ωo = (0, . . . , 0)
′
np×1 e podemos utilizar como fator de
escala, o desvio padrão amostral correspondente ao i-ésimo instrumento. Neste caso
a matriz ∆ é similar a encontrada em (3.22), com os mesmos elementos só que agora
o vetor Sy é substitúıdo em todos os casos pela matriz diagonal D(Sy).
3.4 Ilustração Numérica
Nesta seção, dois exemplos serão usados para ilustrar as técnicas introduzidas nas
seções anteriores. Será desenvolvida a análise de diagnóstico com ênfase especial
no método de influência local proposto por Cook (1986) e Poon e Poon (1999),
considerando os dois tipos de perturbação desenvolvida na seção prévia.
3.4.1 Exemplo 1
A primeira aplicação que faremos consiste em analisar o conjunto de dados apre-
sentados na Tabela 2.1, tomados de Jaech (1985), relativos a um experimento, na
qual a densidade de 43 pastilhas de combust́ıvel de urânio sintetizado para uso em
reatores nucleares foram medidas por seis ”instrumentos”.
Para estes dados, examinemos primeiro a influência local de ponderação de ca-
sos baseados na análise descrito por Cook (1986) e Poon & Poon (1999), discutidos
na Seção 3.2, os resultados são mostrados na Figura 3.2. A Figura 3.2(a) mostra
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Figura 3.2: Dados de urânio sintetizado. Gráfico de influência local para perturbação de
ponderação de casos.



























































# 10 # 26 
# 33 
# 37 



















# 26 # 33 




















a direção |hmax| correspondente à maior curvatura normal Ch definido em (3.3).
Note que neste gráfico não é fácil distinguir que observações são verdadeiramente
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influentes na estimação do vetor de parâmetros θ. As Figuras 3.2(b), (c), (d) e (e)
são os index plot das contribuições conjuntas m(r)j, com r = 3, 2, 1, 0, respectiva-
mente. A Figura 3.2(b) indica que as observações 4, 7, 10, 15 e 33 são influentes na
estimação do vetor de parâmetro completo θ, note também que as figuras 3.2(a) e
(b) são proporcionais, o qual verifica o argumento dado na Seção 3.2. As marcas
de ńıvel (benchmarks) para r = 3, 2, 1, 0 são 0.0299, 0.063, 0.117 e 0.1390, respecti-
vamente, representadas nas figuras por linhas pontilhadas. Examinando as Figuras
3.2(c) e (d) encontramos que as observações 1, 4, 6, 7, 10, 26, 33 e 37 são influen-
tes, enquanto que os casos 1, 4, 7 e 10 são encontradas como influentes na Figura
3.2(e). As observações 7 e 33 são encontradas como mais influentes na Figura 3.2(b),
embora as observações 1 e 7 sejam as mais influentes para as Figuras 3.2(c), (d) e (e).









































Figura 3.3: Ponderação de casos. (a) Gráfico de influência local total Ci vs. Observações.
(b) Gráfico das medidas de influência local Ci(µx,α) vs Ci(φx,φ).
Na Figura 3.3(a) mostramos um index plot da influência local total Ci definida
em (3.8), a marca de ńıvel usada para avaliar as observações influentes dada por
2
∑n
i=1 Ci/n é igual a 1.1147 e é indicada no gráfico por uma ĺınea pontilhada.
O gráfico indica que as observações 1, 4, 7, e 10 são influentes na estimação com-
pleta do vetor de parâmetro θ. Na Figura 3.3(b), mostramos um scatter plot de
Ci(µx, α
′) vs. Ci(φx, φ
′), as respectivas marcas de ńıvel são dadas por 0.5581 e
0.5566, indicando que somente a observação 10 é localmente influente para ambas
partes do parâmetro θ, isto é, (µx,α
′)′ e (φx,φ
′)′. Note que as observações local-
mente influentes encontradas em 3.3(a) coincidem com as encontradas na Figura
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3.2(e) correspondente ao método de Poon & Poon (1999), para r = 0, indicando que
ambas figuras são proporcionais e a marca de ńıvel proposta aqui, é adequada.
Figura 3.4: Perturbação na variável resposta (a) |hmax| vs. Observações. (b),(c), (d) e
(e) Contribuições conjuntas. (f) Gráfico de influência total local Ci vs. observações.












































































































Tabela 3.1: Estimativas de máxima verossimilhança com os respectivos desvios padrões
assintóticos, com a utilização dos dados completos, dados sem as observações A (1, 4, 7, 10),
sem as observações B (4, 7, 10, 15, 33), e sem as observações C (1, 4, 6, 7, 10, 15, 26, 33, 37).
θ̂ Todas as obs. Sem as obs. A Sem as obs. B Sem as obs. C
4.3972 4.3838 4.3845 4.3924
µ̂x (0.0316) (0.0324) (0.0334) (0.0375)
-0.0270 -0.0264 -0.0389 -0.0356
α̂2 (0.0183) (0.0174) (0.0178) (0.0188)
0.0386 0.0582 0.0671 0.0721
α̂3 (0.0272) (0.0285) (0.0264) (0.0290)
0.3188 0.3274 0.3439 0.3359
α̂4 (0.0437) (0.0444) ( 0.0438) ( 0.0491)
0.3230 0.3246 0.3626 0.3297
α̂5 (0.0567) (0.0600) (0.0610) (0.0612)
0.2228 0.2141 0.2113 0.1762
α̂6 (0.0296) (0.0291) (0.0310) (0.0272)
0.0361 0.0330 0.0340 0.0374
φ̂x (0.0084) (0.0080) (0.0083) (0.0094)
0.0068 0.0080 0.0085 0.0103
φ̂1 (0.0024) (0.0025) (0.0026) (0.0029)
0.0076 0.0038 0.0036 0.0017
φ̂2 (0.0026) (0.0018) (0.0018) (0.0014)
0.0249 0.0237 0.0180 0.0183
φ̂3 (0.0060) (0.0059) (0.0046) (0.0048)
0.0753 0.0688 0.0644 0.0717
φ̂4 (0.0168) ( 0.0160) (0.0152) ( 0.0177)
0.1313 0.1326 0.1330 0.1168
φ̂5 (0.0289) (0.0305 ) ( 0.0310) (0.0286)
0.0309 0.0249 0.0280 0.0148
φ̂6 (0.0073) ( 0.0061) (0.0069) (0.0040)
Na Tabela 3.1 encontram-se os valores as estimativas de máxima verossimi-
lhança do vetor de parâmetros θ e os respectivos desvios padrões assintóticos entre
parênteses com a utilização dos dados completos, dos dados sem as observações
1, 4, 7 e 10 encontrados como influentes por Ci, dos dados sem as observações
4, 7, 10, 15, 33 encontrados como influentes por |hmax| e dos dados sem as ob-
servações 1, 4, 6, 7, 10, 15, 26, 33 e 37 encontrados como influentes pelo método de
Poon e Poon (1999), todas correspondentes à perturbação de ponderação de casos,
para efeito de comparação dos resultados.
Agora vamos a examinar a influência local da perturbação na variável resposta deta-
lhada na Seção 3.3.2. Na Figura 3.4, mostramos os index plots das contribuições con-
juntasm(r)j, r = 4, 3, 1 e 0, as marcas de ńıvel respectivas são 0.0359, 0.0626, 0.0730
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Figura 3.5: Medidas de diagnóstico clássicas usadas em análises de regressão. (a) Com-
paração da distância de Cook generalizada e a curvatura local total Ci. (b) Afastamento
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e 0.0842, r = 2 não é mostrado por ser equivalente a r = 3. Note que |hmax| é pro-
porcional a m(4)j e todos os gráficos indicam que as observações 4, 14, 17 e 24 são
influentes na estimação do vetor de parâmetro θ, sendo a observação 17 a mais in-
fluente. Na Figura 3.4(b) pode-se observar que as observações 5, 9 e 13 são também
influente. Resultados similares a m(0)j são encontrados na Figura 3.4(f) (marca de
ńıvel igual a 0.5743), que mostra o index plot da influência local total Ci, indicando
que ambas figuras são proporcionais como já t́ınhamos argumentado na seção prévia.
Como uma ilustração, na Figura 3.5 realizamos um análise de influência global
com as medidas de diagnóstico clássicas, usadas geralmente em análises de regressão
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para detectar outliers e observações influentes, e discutidas na Seção 3.2; estas me-
didas são : afastamento pela verossimilhança LDi; distância de Cook generalizada
Di e a distância quadrada generalizada d
2
j . Note que as medidas de influência global
LDi e Di podem ser interpretadas como uma aproximação da medida de influência
local Ci, além disso, a medida Ci é aproximadamente o dobro da medida Di, como
t́ınhamos argumentado na Seção 3.2.
3.4.2 Exemplo 2
Como uma segunda aplicação analisaremos o conjunto de dados apresentado em
Grubbs (1948), que representa os tempos de queima de fuśıveis (fuse-buring time),
em segundos, que são reportados por três observadores A, B e C. O conjunto de
observações yij, com i = 1, 2, 3 e j = 1, . . . , 30 são apresentados na Tabela 3.2.
Suporemos que o observador dois é o mais experiente, sendo assim e sem perda de
generalidade consideraremos α1 = 0. A normalidade dos dados requerida para a
análise é razoável (veja, Manuel Galea, 1995).
No conjunto de dados da Tabela 3.2, temos que a observação 19 correspondente
ao segundo observador foi perdida, esta unidade perdida foi calculada usando o al-
goritmo EM e é dado por 10.0436. Para mais detalhes sobre este algoritmo veja,
por exemplo, Johnson e Wichern (1998).
Como no exemplo anterior, analisaremos primeiro a ponderação de casos base-
ados na análise descrita por Cook (1986) e Poon e Poon (1999), este último com
a finalidade de ter um critério objetivo para julgar as observações que verdadeira-
mente são influentes. Os resultados são mostrados na Figura 3.6. A Figura 3.6(a)
mostra o index plot de |hmax| correspondente à maior curvatura normal Ch, este
gráfico indica que as observações 2 e 4 são claramente influentes na estimação do
vetor de parâmetros θ. As Figuras 3.6(b), (c), (d) e (e) são os index plot das contri-
buições conjuntas m(r)j, com r = 3, 2, 1 e 0, respectivamente. As marcas de ńıvel
respectivas encontradas são 0.046, 0.1043, 0.1257 e 0.1475. A Figura 3.6(b) indica
que as observações 2, 4 e 17 são influentes, sendo a observação 4 a mais influente.
Nas Figuras 3.6(c), (d) e (e) notamos que as observações 9, 12, 15 são também in-
fluentes, sendo as observações 4 e 17 as mais influentes. Ci não é mostrado por ser
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Tabela 3.2: Medidas simultâneas do tempo de queima de fuśıveis , em segundos, tomadas
por três observadores.
observador observador observador
obs. A B C
1 10.10 10.07 10.07
2 9.98 9.90 9.90
3 9.89 9.85 9.86
4 9.79 9.71 9.70
5 9.67 9.65 9.65
6 9.89 9.83 9.83
7 9.82 9.75 9.79
8 9.59 9.56 9.59
9 9.76 9.68 9.72
10 9.93 9.89 9.92
11 9.62 9.61 9.64
12 10.24 10.23 10.24
13 9.84 9.83 9.86
14 9.62 9.58 9.63
15 9.60 9.600 9.65
16 9.74 9.7300 9.74
17 10.32 10.32 10.34
18 9.86 9.86 9.86
19 10.01 – 10.03
20 9.65 9.64 9.65
21 9.50 9.49 9.50
22 9.56 9.56 9.55
23 9.54 9.53 9.54
24 9.89 9.89 9.88
25 9.53 9.52 9.51
26 9.52 9.52 9.53
27 9.44 9.43 9.45
28 9.67 9.67 9.67
29 9.77 9.76 9.78
30 9.86 9.84 9.86
equivalente a m(0)j. Na figura 3.6(f) mostramos um scatter plot de Ci(µx,α
′) vs.
Ci(φx,φ
′), as marcas de ńıvel encontradas são 0.421 e 0.614, respectivamente, note
que as observações 2, 4, 15 e 17 são encontradas como influentes em ambas partes do
parâmetro e a observação 9 é somente influente na estimação de (φx,φ
′). Portanto,
deve-se prestar especial atenção em todas as observações influentes encontradas e
não somente nas observações 2 e 4, encontradas pelo método de influência local pro-
posto por Cook (1986).
Vale a pena notar também que as observações influentes encontradas por Ci
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Figura 3.6: Dados de tempo de queima de fuśıveis. Gráfico de influência local para
perturbação de ponderação de casos.
















































































































(equivalente a m(0)j) coincidem com as encontradas na Figura 3.7(a) e (b) corres-
pondente a análise de influência global, mas estas observações foram encontradas
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Figura 3.7: Medidas de diagnóstico clássicas usadas em análises de regressão. (a) Com-
paração da distância de Cook generalizada e a curvatura local total Ci. (b) Afastamento
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como influentes por critérios intuitivos e não por critérios objetivos como parece
indicar a análise desenvolvida neste trabalho.
A Figura 3.8, mostra a análise de influência local para a perturbação na variável
resposta correspondente ao método de Cook (1986) e à curvatura normal padroni-
zada proposto por Poon e Poon (1999). As Figuras 3.8(b), (c), (d) são os index plot
das contribuições conjuntas m(r)j, r = 3, 2, 0, as marcas de ńıvel respectivas são
0.0549, 0.0897 e 0.0916. r = 1 não é mostrado por ser equivalente a para r = 2.
Estes gráficos indicam que as observações 1, 12, 17 e 27 são influentes, considerando
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a perturbação na variável resposta da relação em (3.19), na estimação do vetor pa-
ramétrico θ.
A Figura 3.8(e) mostra o index plot para a perturbação na variável resposta con-
siderado em (3.23), note que este gráfico pode ajudar a encontrar dentro de cada
observação influente, as unidades experimentais, yij, que verdadeiramente são influ-
entes.
Na Tabela 3.3 encontram-se os valores as estimativas de máxima verossimi-
lhança do vetor de parâmetros θ e os respectivos desvios padrões assintóticos entre
parênteses com a utilização dos dados completos, dos dados sem as observações 2, 4
encontrados como influentes por |hmax|, dos dados sem as observações 2, 4, 17,
dos dados sem as observações 2, 4, 9, 15, 17, encontrados como influentes por Ci e
dos dados sem as observações 2, 4, 9, 12, 15, 17, encontrados como influentes pelo
método de Poon e Poon (1999), todas correspondentes à perturbação de ponderação
de casos. Note que, en todos os casos as variâncias dos erros são as mais afetadas.
Tabela 3.3: Estimativas de máxima verossimilhança com os respectivos desvios padrões
assintóticos, com a utilização dos dados completos, dados sem as observações A (2, 4), sem
as observações B (2, 4,17), sem as observações C (2, 4, 9, 15, 17) e sem as observações D
(2, 4, 9, 12, 15, 17).
θ̂ Todas as obs. Sem as obs. A Sem as obs. B Sem as obs. C Sem as obs. D
9.75133 9.74750 9.72630 9.73320 9.73320
µ̂x (0.03859) (0.04091) (0.03651) (0.03914) (0.03995)
0.02200 0.01786 0.01852 0.01680 0.01680
α̂2 (0.00502) (0.00443) (0.00457) (0.00418) (0.004268)
0.01333 0.01464 0.01444 0.01200 0.01200
α̂3 (0.00321) (0.00329) (0.00340) (0.00319) (0.00326)
0.04457 0.04666 0.03578 0.03812 0.03812
φ̂x ( 0.01152) (0.01249) (0.00976) (0.01080) (0.01102)
0.00011 0.00019 0.00021 0.00018 0.00018
φ̂1 (0.00009) (0.00009) (0.00009) (0.00008) (0.00008)
0.00065 0.00036 0.00036 0.00026 0.00026
φ̂2 (0.00019) ( 0.00012) (0.00012) (0.00009) (0.00009)
0.00020 0.00011 0.00011 0.00008 0.00008
φ̂3 (0.00010) (0.00007) (0.00008) (0.00006) (0.00006)
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Figura 3.8: Perturbação na variável resposta (a) |hmax| vs. observações. (b), (c), (d)
Contribuições conjuntas. (e) Gráfico |hmax| vs Observações para a perturbação na variável
resposta por unidade experimental considerado em (3.23)
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Neste trabalho, o objetivo principal foi considerar um estudo de inferência e di-
agnóstico no modelo de Grubbs estrutural normal. No Caṕıtulo 2 foi feito um estudo
de inferência baseado em testes assintóticos para testar a igualdade de variâncias e
v́ıcios de p (≥ 3) instrumentos de medida, que medem a caracteŕıstica de interesse
na mesma escala. Neste caso, os procedimentos de inferência foram baseados con-
siderando três hipóteses H01, H02 e H03, os testes são baseados nas estat́ısticas de
Wald, Escore e Razão de Verossimilhanças. Mostramos através de simulação que o
teste de Escore tem melhor comportamento em relação aos outros dois testes, em
termos de poder e ńıvel de significância. A estat́ıstica de Escore utilizada para tes-
tar a hipóteses H01, tem uma forma explicita e coincide com a expressão obtida por
Bedrick (2001), quem utiliza uma parametrização diferente deste trabalho. Similar-
mente, a estat́ıstica de Escore para testar H03 tem forma explicita, este resultado
deve-se a que em ambos casos os EMV sob as hipóteses nulas, tem forma explicita.
Embora, a estat́ıstica de Escore para testar H02 não tenha forma fechada, sua imple-
mentação computacional é simples. Nos casos em que o EMV não tem uma forma
fechada, a obtenção deles foi por meio do algoritmo EM.
Notamos também que no modelo de Grubbs os parâmetros de locação e os
parâmetros de escala tem propriedades ortogonais no sentido que a matriz de in-
formação esperada de Fisher é diagonal em bloco. Assim a estat́ıstica de Wald
pode ser escrita como: W01 = W02 +W03. Além disso, neste caṕıtulo verificamos a
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eficiência assintótica dos EMV, encontrados via algoritmo EM (p ≥ 3), com relação
aos estimadores de momentos propostos por Grubbs.
No Caṕıtulo 3, discutimos um procedimento de diagnóstico, baseado no método
de influência local proposto por Cook (1986) e a curvatura normal conformalizada
de Poon e Poon (1999). Dois esquemas de perturbação são considerados na análise.
Como observamos, ambas metodologias prevêem um estudo unificado para avaliar
a influência local de pequenas perturbações e pode ser aplicado a modelos mais ge-
rais. Os resultados obtidos foram comparados com outras medidas de diagnóstico
usadas na literatura, com por exemplo, o afastamento pela verossimilhança LDi e
a distância de Cook generalizada Di, notando que estas medidas prevêem quase
as mesmas observações influentes que as obtidas pelas metodologias consideradas
(Ci, r = 0) para a perturbação de ponderação de casos, só que estas possuem um
critério mais objetivo para avaliar influências de observações, além de outras propri-
edades importantes apresentadas neste caṕıtulo.
4.2 Pesquisa Futura
Neste trabalho, foi considerado o modelo de Grubbs estrutural normal. Pode-se de-
senvolver um estudo similar no modelo de Grubbs funcional e sob o modelo estrutural
de Grubbs, podemos considerar o caso em que os dados seguem uma distribuição
”t-Student”.
Pretendemos também fazer uma extensão do resultado do capitulo 2, conside-
rando a robustez dos testes a dados não normais, digamos ”t-Student”, como é
desenvolvido em Bedrick (2001). Também considerar outras hipóteses de interesse
para fazer o estudo de inferência, como por exemplo, H0 : α2 = . . . = αp = α ou
H0 : α2 = . . . = αp = α e φ1 = . . . = φp = φ.
No contexto de diagnóstico, podemos considerar outros esquemas de perturbação
para realizar a análise de influência local, por exemplo, xwj = xj + wj.
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Apêndice A
Obtenção da Matriz de
Informação de Fisher Esperada
Neste Apêndice apresentamos os Lemas principais para obter a matriz de informação
de Fisher esperada JF1, utilizados na prova dos Teoremas 2.1 e 2.3. Alguns cálculos
numéricos são apresentados para ilustrar seu uso.
Lema A.1. Sejam W e T matrizes aleatórias de ordem k1 × k2, A1 uma matriz
constante m1 × k1 e A2 uma matriz constante de Ordem k2 ×m2. Então
1. E(A1W) = A1E(W), E(WA2) = E(W)A2,
2. E(A1WA2) = A1E(W)A2 ,
3. E(T+W) = E(T) + E(W)
A prova deste Lema pode ser encontrada em Graybill (1983).
Lema A.2. Se c = 1+φx1
′
pD
−1(φ)1p , M = φxD
−1(φ)1′p1pD
−1(φ) e W ∼ Np(0,Σ),
onde Σ = φx1p1
′
p + D(φ) então:
1. E(WMW) = c(c− 1),
2. E(D(W)D(W)) = φxIp +D(φ),
3. E(D(W)) = 0p ,
4. E(W′D−1(φ)1pD(W)) = cIp.
89
Demonstração. 1. Sabemos que (veja, Graybill, 1983),




p) = c(c− 1).
2. E(D(W)D(W)) = D(E(W ∗W)) = D(Σ) = φxIp + D(φ), onde W ∗W =
[(w2i )]
3. E(D(W))=D(E(W))=D(0)=0.
4. E(W′D−1(φ)1pD(W)) = E(D(W(W
′D−1(φ)1p))) = D(ΣD
−1(φ)1p) = cIp
Para ilustrar os resultados acima, vamos obter alguns resultados dos elementos
da matriz de informação de Fisher dada no Teorema 2.1, baseados na relação em











































































































−2(φ) − c−2(c− 1)1′pD−2(φ) + c−21′pD−1(φ)ΣD−2(φ).
Os outros elementos de JF1, seguem facilmente de (2.9).
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Apêndice B
Implementação do Algoritmo EM
Neste apêndice mostramos o programa escrito em Matlab 6.0, para calcular os esti-
madores de máxima verossimilhança do vetor de parâmetros θ sob o modelo irrestrito
usando o algoritmo EM, conforme descrito na Seção 2.2.3, para qualquer conjunto
de dados.
function y=emv(b)
% b e o conjunto de dados
%encontra os EMV no modelo de Grubbs usando o algoritmo EM
% n e p qualquer
[n,p]=size(b); x=b; o=ones(p,1); f=zeros(n,1); f2=zeros(n,1);





% estimadores iniciais usando os estimadores




































Obtenção da Estat́ıstica de Escore







onde S(θ) é o vetor de derivadas parciais da log-verossimilhança `(θ) definida em
(2.5), θ̃ é o EMV de θ sob a hipótese nula Ho, e J̃F1 é a matriz de informação
esperada de Fisher definida no Teorema 2.1, avaliado em θ̃. No Teorema 2.1 notamos
que JF1 é uma matriz diagonal em blocos, após as manipulações algébricas obtemos




J11 J12 0 0
J21 J22 0 0
0 0 J∗11 J
∗
12






onde as submatrizes têm a forma
J11 = [Jµxµx − JµxαJ−1ααJ ′µxα]−1, J12 = −JµxµxJµxα[Jαα − J ′µxαJ−1µxµxJµxα]−1 = J ′21,












Se queremos testar a hipótese H01, isto é, H01 : α = 0(p−1),φ = φ1p , sabemos
de 2.55 que θ̃ = (µ̃x, φ̃x, φ̃) é o EMV sob H01. Logo


















Substituindo as relações (C.2) e (C.3) em (C.1) e multiplicando conveniente-


















a) Obtenção de E1.











































= φ̃[Iq + 1q 1
′
q],
onde Iq matriz identidade de ordem q = p− 1, Wj = yj −1pµ̃x; c, Σ̃ como em (2.4)























b) Obtenção de E2.
Do Teorema 2.1, temos que



















[(1− 2τ̃)Ip + τ̃ 21p1′p],

































e M̃ como em (2.4), avaliado em θ̃. Segue, após as manipulações
algébricas que















 = B .







































Para testar a hipótese H03, isto é, H03 : φ = φ1p , sabemos de (2.59) que
θ̃ = (µ̃x, α̃, φ̃x, φ̃)
′ são os EMV sob H03. Logo











. Substituindo as relações (C.2) e (C.5) em (C.1) e multipli-







































com Wj = yj − (0, α̃′)′ − 1p µ̃x , τ̃ =
φ̃x
φ̃+ p φ̃x
e µ̃x, α̃i, φ̃x, φ̃ como em (2.59).
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