Abstract. We study a Toeplitz type operator Q µ between the holomorphic Hardy spaces H p and H q of the unit ball. Here the generating symbol µ is assumed to a positive Borel measure. This kind of operator is related to many classical mappings acting on Hardy spaces, such as composition operators, the Volterra type integration operators and Carleson embeddings. We completely characterize the boundedness and compactness of Q µ : H p → H q for the full range 1 < p, q < ∞; and also describe the membership in the Schatten classes of H 2 . In the last section of the paper, we demonstrate the usefulness of Q µ through applications.
Introduction and main results
Let B n = {z ∈ C n : |z| < 1} be the open unit ball in C n , the Euclidian space of complex dimension n. For any two points z = (z 1 , . . . , z n ) and w = (w 1 , . . . , w n ) in C n we write z, w = z 1w1 + · · · + z nwn , and |z| = z, z = |z 1 | 2 + · · · + |z n | 2 .
For a positive Borel measure µ on B n , the Toeplitz type operator Q µ is defined as Q µ f (z) = Bn f (w) (1 − z, w ) n dµ(w), z ∈ B n .
In the one variable setting, the operator Q µ appeared in [15] , where a description of the membership of Q µ in the Schatten ideals S p of the Hardy space H 2 was obtained. As mentioned in that paper, this operator is closely related with the study of composition operators, and later on in [2] a connection with a Volterra type integration operator was given. As far as we know, it seems that the operator Q µ has not been studied in the setting of Hardy spaces in the unit ball.
For 0 < p < ∞, the Hardy space H p := H p (B n ) consists of those holomorphic functions f in B n with
where dσ is the surface measure on the unit sphere S n := ∂B n normalized so that σ(S n ) = 1. Moreover, any function in H p has radial limits f (ζ) = lim r→1 − f (rζ) for a.e. ζ ∈ S n ; and H 2 becomes a Hilbert space when endowed with the inner product
Sn f (ζ)g(ζ)dσ(ζ).
We refer the reader to the books [24] and [29] for the theory of Hardy spaces in the unit ball.
We completely describe the boundedness of Q µ : H p → H q for 1 < p, q < ∞ (the case p = q seems to be new even in one dimension), as well as characterizing its membership in S p (H 2 ), thus generalizing Luecking's results to higher dimensions. Before stating the main results of the paper, we recall the concept of a Carleson measure. For ζ ∈ S n and δ > 0 consider the non-isotropic metric balls B δ (ζ) = z ∈ B n : |1 − z, ζ | < δ .
A positive Borel measure µ on B n is said to be a Carleson measure if there exists a constant C > 0 such that µ B δ (ζ) ≤ Cδ n for all ζ ∈ S n and δ > 0. Obviously every Carleson measure is finite. Hörmander [12] extended to several complex variables the famous Carleson measure embedding theorem [4, 5] asserting that, for 0 < p < ∞, the embedding
dµ) is bounded if and only if µ is a Carleson measure.
More generally, for s > 0, a finite positive Borel measure on B n is called an s-Carleson measure if there exists a constant C > 0 such that µ(B δ (ζ)) ≤ Cδ ns for all ζ ∈ S n and δ > 0. We denote by µ CMs the infimum of all possible C above.
It is well known (see [28, Theorem 45] ) that µ is an s-Carleson measure if and only if for each (some) t > 0 one has (1.1) sup
Moreover, with constants depending on t, the supremum of the above integral is comparable to µ CMs . In [9] , Duren gave an extension of Carleson's theorem by showing that, for 0 < p < q < ∞, one has that The notation A ≍ B means that the two quantities are comparable, and T X→Y denotes the norm of the operator T : X → Y .
For ζ ∈ S n and γ > 1 the admissible approach region Γ γ (ζ) is defined as Γ(ζ) = Γ γ (ζ) = z ∈ B n : |1 − z, ζ | < γ 2 (1 − |z| 2 ) .
As we will see later, for most of the properties we will use, the choice of γ is not important.
For a positive Borel measure µ on B n , we set
The characterization of the boundedness of Q µ from H p to H q in the case 1 < q < p < ∞ will be given in terms of the function µ.
Theorem 2. Let 1 < q < p < ∞ and µ be a positive Borel measure on B n . Then Q µ : H p → H q is bounded if and only if µ belongs to L r (S n ) with r = pq/(p − q). Moreover, one has Q µ H p →H q ≍ µ L r (Sn) .
For 0 < p < ∞, a compact operator T acting on a separable Hilbert space H belongs to the Schatten class S p := S p (H) if its sequence of singular numbers belongs to the sequence space ℓ p (the singular numbers are the square roots of the eigenvalues of the positive operator T * T , where T * is the Hilbert adjoint of T ). We refer to [30, Chapter 1] for a brief account on Schatten classes.
Our next main result (see Theorem 10 in section 6) is a complete characterization of the membership in the Schatten class S p (H 2 ) of the Toeplitz type operator Q µ . One description is similar to the one obtained by Luecking [17] in the one dimensional case, and we also obtain another description in terms of a Berezin type transform.
The paper is organized as follows: first some background and preliminary results are given in section 2. In section 3 we prove Theorem 1, and section 4 is devoted to the proof of Theorem 2. A description of the compactness of Q µ : H p → H q for 1 < p, q < ∞ is obtained in section 5, and in section 6 a characterization of the membership of Q µ in the Schatten ideal S p (H 2 ) is provided. Finally, the last section contains some applications to weighted composition operators, Volterra type integration operators and Carleson embeddings.
Finally some words on the notation. For 1 < p < ∞, we let p ′ to denote the conjugate exponent of p. We use dv for the normalized volume measure on B n , and for α > −1, we set dv α (z) = c α (1 − |z| 2 ) α dv(z), where c α is a constant taken so that v α (B n ) = 1. The notation a b means that there is a finite positive constant C with a ≤ Cb. Also, we use the notation a b to indicate that b a.
Preliminaries
In this section we collect some facts needed for the proofs of the main results.
2.1. Admissible maximal and area functions. For ζ ∈ S n and γ > 1, recall that the admissible approach region Γ γ (ζ) is defined as
n , and it follows from Fubini's theorem that, for a positive function ϕ, and a finite positive measure ν, one has
This fact will be used repeatedly throughout the paper.
For γ > 1 and f continuous on B n , the admissible maximal function f * γ is defined on S n by f
We need the following well known result on the L p -boundedness of the admissible maximal function that can be found in [24, Theorem 5.6.5] or [29, Theorem 4.24] .
Another function we need is the admissible area function A γ f defined on S n by
For a function f holomorphic in B n , here Rf denotes the radial derivative of f , that is,
The following result [1, 11, 20, 22] characterizes the membership in the Hardy space in terms of the admissible area function.
As said before, all the results here are independent of the aperture γ > 1 and, for that reason, from now on we omit it from the notation.
Luecking's theorem: We will also need the following result essentially due to Luecking [16] (see also [20] ) describing those positive Borel measures for which the embedding from H p into L s (µ) is bounded when s < p.
Theorem C. Let 0 < s < p < ∞ and let µ be a positive Borel measure on B n . Then the identity
is bounded, if and only if, the function defined on S n by
.
Finally, we will use the following integral estimate. It can be found in [3] and [13] .
Lemma D. Let 0 < s < ∞ and λ > n max(1, 1/s). If µ is a positive measure, then
Separated sequences and lattices.
A sequence of points {z j } ⊂ B n is said to be separated if there exists δ > 0 such that β(z i , z j ) ≥ δ for all i and j with i = j, where β(z, w) denotes the Bergman metric on B n . This implies that there is r > 0 such that the Bergman metric balls D j = {z ∈ B n : β(z, z j ) < r} are pairwise disjoint.
Let D(a, r) = {z ∈ B n : β(a, z) < r} be the Bergman metric ball of radius r > 0 centered at a point a ∈ B n . We need a well-known result on decomposition of the unit ball B n . By Theorem 2.23 in [29] , there exists a positive integer N such that for any 0 < r < 1 we can find a sequence {a k } in B n with the following properties:
(ii) The sets D(a k , r/4) are mutually disjoint.
(iii) Each point z ∈ B n belongs to at most N of the sets D(a k , 4r). Any sequence {a k } satisfying the above conditions is called an r-lattice (in the Bergman metric). Obviously any r-lattice is a separated sequence. 
Proof. See for example [3, 13, 16] or [20] .
The sequence space
Under the same pairing, for 1 < q < ∞, the dual of T Lemma G. Let t > −1 and s > 0. There is a positive constant C such that
We also need the following well known discrete version of the previous lemma.
Lemma H. Let {z k } be a separated sequence in B n , and let n < t < s. Then
The following more general version of Lemma G will also be needed. The proof can be found in [19] .
Lemma I. Let s > −1, s + n + 1 > r, t > 0, and r + t − s > n + 1. For a ∈ B n and z ∈ B n , one has
2.5. Differential type operators. We need to use the differential and integral type operators R α,t and R α,t for α ≥ −1 and t ≥ 0 (see [29, Section 1.4] ). Recall that R α,t is the unique continuous linear operator on H(B n ) satisfying
for all w ∈ B n . Similarly, R α,t is the unique continuous linear operator on H(B n ) satisfying
for all w ∈ B n . It is well-known that
Most of the time we use these operators as follows. If a holomorphic function f in B n has an integral representation
2.6. Khinchine and Kahane inequalities. Consider a sequence of Rademacher functions r k (t) (see [10, Appendix A]). For almost every t ∈ (0, 1) the sequence {r k (t)} consists of signs ±1. We state first the classical Khinchine's inequality (see [10, Appendix A] for example).
Khinchines's inequality: Let 0 < p < ∞. Then for any sequence {c k } of complex numbers, we have
The next result is known as Kahane's inequality; see for instance Lemma 5 of Luecking [17] or the paper of Kalton [14] .
Kahane's inequality: Let X be a Banach space, and 0 < p, q < ∞. For any sequence {x k } ⊂ X, one has 
Taking the function f to be the reproducing kernel K z of H 2 , that is,
and taking into account that (an immediate application of [29, Theorem 1.12])
Hence, from (1.1) with t = n(
) we see that µ is an s-Carleson measure with
, and moreover
3.2. Sufficiency. Let 1 < p ≤ q < ∞ and let µ be an s-Carleson measure with s = 1
. Take t > 0 satisfying n + t > ns. By the density of the holomorphic polynomials and duality, it suffices to show that
for holomorphic polynomials f and g (it is easy to see that, for holomorphic polynomials P and Q, one has P, Q H 2 = Bn R −1,t P (z)R t−1,t Q(z) dv 2t−1 (z)). Observe that R t−1,t g is also a holomorphic polynomial (this follows from the expression of R t−1,t g in terms of the homogeneous expansion of g. See [29, Chapter 1] ). This together with (1.1), gives
and we can use Fubini's theorem and the properties of the operators R β,t to get
This and Hölder's inequality give
with σ = ps ≥ p. As µ is a (σ/p)-Carleson measure, by Carleson-Duren's theorem we have
Therefore, we also have
Bearing in mind (3.2), we see that (3.1) holds, proving that Q µ : H p → H q is bounded, and moreover
Proof of Theorem 2
4.1. Sufficiency. Suppose first that µ belongs to L r (S n ). Observe that r > 1 so that by Luecking's theorem it follows that
. Testing this inequality on the functions
with σ big enough, we see that µ is an s/p-Carleson measure. Note that, as r > 1 and q < p, one has 0 < s/p < 1. Let t > 0 with t + ns/p > n (observe that this implies t + n > ns/p because s/p < 1). As in the previous proof, and with the same notation as in (3.1), we need to show that
for holomorphic polynomials f and g. Because µ is an (s/p)-Carleson measure, proceeding as before we can justify the use of Fubini's theorem that gives
with r ′ being the conjugate exponent of r (the last inequality follows from Hölder's inequality and Theorem A). Finally, Hölder's inequality gives f g H r ′ ≤ f H p · g H q ′ finishing the proof of the sufficiency.
4.2.
Preliminaries for the necessity. Set Q(0) = B n , and given w ∈ B n \ {0}, we write ζ w = w/|w| and denote
Proof. The result is trivial for w = 0. Hence, assume that w = 0 and z ∈ Q(w). Then
Since the other inequality is trivial, we are done.
Lemma 4. Let 1 < p < ∞, ν be a positive Borel measure, finite on compact sets, and consider the general area operator
and the discrete maximal operator
. Proof. The proof uses some terminology and concepts related to tent spaces, which are only covered in this paper for discrete measures. Moreover, a substantial part of the proof is remarkably similar to a known standard proof, see for instance [23] . For completeness, we will prove this lemma by using notation analogous to that of the mentioned reference, and the reader should have no difficulties comparing the two proofs.
We want to show
By duality of tent spaces, it then follows that if
with the desired estimate.
Fix K > 0 large enough to be specified later, and set
Therefore, it is enough to show that, for ν supported on M K one has
We note first that if γ > 1, ζ ∈ S n , and z ∈ Γ(ζ), we have for R ∈ (0, 1) the estimate
, then for R close enough to 1, we have Rz ∈ Γ(ζ). (Note that if γ ≥ 2, any z = 0 and R ∈ (0, 1) will work.)
We will use a variation of a well-known argument, which can be found with details in [23] , for instance. Define
and
for every positive ν-measurable function k. By Fubini's theorem, the integral on the righthand-side equals
with H(z) = {ζ ∈ S n : 1/(1 + h(ζ)) ≤ |z|}. We therefore want to show that
holds for z ∈ M K . To this end, take z ∈ M K and set z * be the unique point in B n satisfying ζ z * = ζ z and (1 − |z * | 2 ) = K(1 − |z| 2 ). Suppose, for now, that K is chosen to be large enough so that the conditions on (4.1) are met. Then, there exists r K > 0 with the following properties.
(
Now, suppose that r > 0 above is the density of the lattice and set z ′ to be a point of the lattice contained in D(z * , r). Notice that if u satisfying |u| ≥ |z| (so that 1−|u|
satisfies the triangle inequality on B n )
An application of Exercise 1.25 from [29] together with property (iii) above shows us that
Let us now set K to be a number big enough so that ((K/2)
If now ζ ∈ I(z), then
when K is large enough compared to γ. We now fix K big enough to carry us through all the calculations above.
From this point onwards, we could follow the argument of [23] , as the only real difference was that we had to choose the point z ′ from the lattice. We will present the remaining details for the convenience of the reader.
By our choice of K and r, if |u| ≥ |z| does not belong to
The last inequality holds, because by property (i), we have z
It follows that σ(I(z) ∩ H(z)) ≥ σ(I(z))/2 for z ∈ M K . Note also that the implicit constants in the estimate can be chosen to be independent of the measure ν. This finishes the proof.
We also need the following more general area function description of the Hardy spaces. The result is probably known to experts, but we were unable to find a proof in the literature.
Proposition 5. Let f be holomorphic on B n , 0 < p < ∞ and dλ n (z) = dv −1−n (z). If s ≥ −1 and t > 0, then the following are equivalent.
Moreover, if f (0) = 0, then the L p norms involved in all the items above are equivalent.
Proof. The equivalence of (a) and (b) can be found in [20] . So, we will prove that (b) and (c) are equivalent. To this end, we may clearly assume that f (0) = 0. Let us assume (b). Since f (0) = 0, we have the estimate
where
valid for large enough β, see page 51 of [29] . Moreover, if β = s + N for some positive integer N, we have by Proposition 5 of [28] ,
where φ is a one variable polynomial of degree N. Note that R s,t 1 = 1, so putting ρ = 0 gives 1 in the above identity. Now, it is straightforward to obtain
This allows us to obtain the bound
We may assume that β = s + N > n max(1, 2/p) − n + 1. By standard estimates, this leads to
Now, by Lemma I, if θ > n + β − 1, we have
Now, since n + β − 1 > n max(1, 2/p), we can use Lemma D to get
so (c) is obtained.
Suppose now that (c) holds. By an estimate from [28, page 20] , for large enough β we have
We may assume that β > n max(1, 2/p) − n − 1 and let 0 < ε < 2 so that β − ε > −1.
Then use Cauchy-Schwarz and standard integral estimates to deduce
Now, take θ > n max(1, 2/p) + ε + 1 + β, and estimate as before by using Lemma I to obtain
dλ n (w).
Since n + 1 + β + ε > n max(1, 2/p) + ε, from Lemma D we conclude that (c) implies (b). This finishes the proof.
4.3. Necessity. Throughout this proof, we set Q µ = Q µ H p →H q . Since µ(B n ) = (Q µ 1)(0), the measure µ is finite with µ(B n ) Q µ . We split the proof in several cases.
4.3.1. The case q = 2. It is well known that the boundedness is equivalent to
For example, this can be deduced from Proposition 5 and the estimate (2.1).
Let {a k } ⊂ B n be a separated sequence and define
Apply the previous inequality with the function
with λ = {λ k } ∈ T p 2 , and use Proposition E to get
Integrate respect to t between 0 and 1, interchange the order of integration and use Khinchine's inequality to obtain
By subharmonicity (see [29, Lemma 2.24] for example) this implies
and therefore
By the duality of tent spaces in Theorem F, this is equivalent to
with the corresponding
Let us restate this estimate for later reference.
Finally, the result follows from (4.2), (4.3) and Lemma 4 applied to the measure dν(z) = dµ(z)(1 − |z|) −n and g = 1.
4.3.2. The case q > 2. Let {a k } be a separated sequence in B n . Using the general area function description of H q given in Proposition 5, and the same argument (applying Khinchine's inequality) and test functions as in the previous case, we arrive at
Applying Lemma D with θ big enough we have
where D k denotes the Bergman metric ball D(a k , r). Now, because |1 − a k , ζ | ≍ 1 − |a k | for a k ∈ Γ(ζ), summing only over indices k so that a k ∈ Γ(ζ), we obtain
By subharmonicity and the estimate (4.3), this gives
Now, let β = (pq − p − q)/(p − q) so that q(β − 1)/(q − 2) = r. Since p > q > 2 we see that β > 1. By (2.1) we have
Hence, applying Hölder's inequality and (4.4) we get
By the duality between the tent spaces T p/2 1 and T (p/2) ′ ∞ (see Theorem F), we obtain
It is straightforward to check that
Now, if µ is compactly supported, then ν T r ∞ < ∞, and therefore we deduce that
An application of Lemma 4 gives µ L r Q µ when µ is compactly supported. The general case follows by an approximation argument. Indeed, let r k ∈ (0, 1) with r k → 1, and consider the measures µ k and µ * k defined on Borel sets E by µ k (E) = µ(E ∩ D(0, r k )) and µ *
To be honest, if the aperture of Γ(ζ) = Γ γ (ζ) satisfies γ ≥ 2, then the above inclusion holds as stated, whereas if 1 < γ < 2, then it will hold modulo a compact set, see the beginning of the proof of Lemma 4. The argument can be completed either way, and we can always just change the aperture. We arrive at
, which easily gives Q µ * k Q µ because dilatation by r k can only decrease the norm. This gives µ L r Q µ finishing the proof in this case.
4.3.3. The case q < 2. We will start with the following simple lemma.
Proof. If g is a holomorphic polynomial, then
defines a bounded linear functional on H p . Let K w be the reproducing kernel of H 2 at the point w. Since Q µ f ∈ H p , we have
As the holomorphic polynomials are dense on H p ′ , the result follows.
It follows from Lemma 6 that if Q µ : H p → H q is bounded, then its adjoint is Q µ :
and from the previous cases (as
Hence we may assume that 1 < q < 2 < p. Let {a k } be a separated sequence in B n . Using the area function description of Hardy spaces obtained in Proposition 5, Fubini's theorem, and the same test functions as before, we obtain
where r k are the Rademacher functions. Proceeding with Kahane's inequality, we get
Next, Fubini's theorem together with Khinchine's inequality leads to
Now, applying Lemma D, this gives for β > 2n/q:
where D k denotes the Bergman metric ball D(a k , r). Now, because |1 − a k , ζ | ≍ 1 − |a k | for a k ∈ Γ(ζ), summing only over indices k so that a k ∈ Γ(ζ), we arrive at
By subharmonicity, we get
Let us now denote ν = (ν k ), where
−n and set
By our choices p > 2 > q, it follows that 2s > qs > 1. Using (2.1) and two Hölders (first with 2s and (2s) ′ , and then with qs and (qs) ′ ), we obtain
Here we have used that (2s − 1) 2s
Since, by (4.3), we have
, we can combine this estimate with (4.6), and arrive at
So, by the duality of tent spaces, we obtain ν
An application of Lemma 4 finally shows that µ ∈ L r (S n ) with µ L r Q µ as claimed.
Compactness
For 1 < p, q < ∞, a linear operator T : H p → H q is compact if T f n H q → 0 whenever {f n } is a bounded sequence in H p converging to zero uniformly on compact subsets of B n .
Recall also that a finite Borel measure on B n is called a vanishing s-Carleson measure if for every ζ ∈ S n µ(B δ (ζ))δ −ns → 0 as δ → 0. Equivalently, one may require that for each (some) t > 0 one has
Now we are ready for the description of the compactness of the Toeplitz type operator Q µ acting between Hardy spaces.
Theorem 7. Let 1 < p ≤ q < ∞ and µ be a positive Borel measure on B n . Then
is compact if and only if µ is a vanishing
Proof. Assume first that Q µ is compact. In the proof of the boundedness, we have seen that
Assuming that Q µ compact, we know that Q µ k z H q → 0 as |z| → 1 − , and the result follows by (5.1).
Conversely, suppose that µ is a vanishing s-Carleson measure with s = 1 + 1/p − 1/q. To prove the compactness of Q µ we must show that Q µ f n H q → 0 if {f n } is a bounded sequence in H p that converges to zero uniformly on compact subsets of B n . As µ is an sCarleson measure, by Theorem 1, the Toeplitz operator Q µ : H p → H q is bounded. Hence, by duality, Lemma 6 and Carleson-Duren's theorem (argue as in the proof of Theorem 1), we get
Since µ is a vanishing s-Carleson measure, then the embedding i µ : H p → L ps (µ) is compact, and therefore f n L ps (µ) → 0 which proves that Q µ f n H q → 0 finishing the proof.
We also present the following, seemingly stronger version of Theorem 2. Theorem 8. Let 1 < q < p < ∞ and µ be a positive Borel measure on B n . Then
is compact if and only if it is bounded, if and only if
Proof. In view of Theorem 2, it suffices to show that the condition µ ∈ L r (S n ) implies the compactness of Q µ .
For any compact K ⊂ B n , we set µ K = µχ K . Suppose that {f n } is a bounded sequence in H p converging to zero uniformly on compact subsets of B n . If g is an arbitrary unit vector in H q ′ , then by the standard pointwise estimate we have |g(z)| ≤ C K on K (uniformly on g). Hence, by duality and Lemma 6,
, the function Φ 0 is defined almost everywhere. Therefore, for almost every ζ ∈ S n , the function φ s (z)dµ(z) (1 − |z| 2 ) n has an integrable majorant. Therefore, Φ s (ζ) → 0 as s → 1 for almost every ζ ∈ S n , by the Lebesgue dominated convergence theorem. Remembering that µ ∈ L r (S n ), we see that Φ s has also an integrable majorant, namely Φ 0 . Thus µ s → µ in L r (S n ), by another application of the dominated convergence theorem. By the norm estimate for Q µ we have
as s → 1, proving that Q µ is compact.
Schatten class membership
In this section we are going to describe the membership of Q µ in the Schatten ideals S p (H 2 ).
Let t > 0 and define
We will denote by dλ n (z) := dv −1−n (z) the invariant measure. For technical reasons, it will be convenient to denote t p = max(n/p − n, 0). Proposition 9. Let µ be a positive Borel measure on B n , and let 0 < p < ∞. The following conditions are equivalent:
. By the properties of the lattice we have
Assume that (b) holds. As the sets D k cover B n and |1 − z, w | ≍ |1 − a k , w | for z ∈ D k (by the estimate (2.20) in p.63 of [29] ), we have
This gives
For p > 1, we take 0 < ε < n min(
, and use Hölder's inequality and Lemma H to get
Therefore, by the integral type estimate in Lemma G,
and we get the result in this case.
If 0 < p ≤ 1, starting from (6.1) we get
and the result follows from Lemma G because t > t p .
Now we state the main result of this section, that characterizes the membership in S p (H 2 ) of the Toeplitz type operator Q µ .
Theorem 10. Let 0 < p < ∞ and µ be a positive Borel measure on B n . The following are equivalent:
From Proposition 9 we already know that (b) and (c) are equivalent. In order to obtain the equivalence with condition (a) we need to introduce some concepts and notation.
Recall that H 2 is a reproducing kernel Hilbert space with the reproducing kernel function given by
The normalized kernel functions are denoted by k z = K z / K z H 2 . We also need to introduce some "derivatives" of the kernel functions. For z, w ∈ B n and t > 0, define
For α > −1, the Bergman space A 2 α consists of those holomorphic functions f in B n with f
It is well known that, for f ∈ H 2 with f (0) = 0 and
We need first the following lemma that can be found in [20] .
Lemma 12. Let 0 < p < ∞, µ be a positive Borel measure on B n , and suppose that
Proof. By Theorem 1 it is enough to show that µ is a Carleson measure. Let {a k } be an r-lattice on B n and set D k = D(a k , r). By (1.1) we need to prove that sup a∈Bn I µ (a) < ∞, where
If 0 < p ≤ 1, taking into account Proposition 9, the result follows directly from our assumption and the fact that |1 − a k , a | 2 ≥ (1 − |a k |)(1 − |a|). If p > 1, we use Hölder's inequality to get
, and now the result is a consequence of the assumption, Proposition 9 and Lemma H.
As a consequence of the previous lemmas, we get the following.
to get
we get
This finishes the proof of the case 1 < p ≤ 2.
If p > 2, we use Cauchy-Schwarz inequality in (6.3) to obtain
By the reproducing formula for Bergman spaces, for any β > 0, we have
Hence,
Now, fix β > n and take ε > 0 with ε < min β,
. By Cauchy-Schwarz and standard integral estimates we have
≍ e k H 2 = 1, using Hölder's inequality with exponent p/2 > 1 we obtain
Finally, by Hölder's inequality and the typical integral estimate,
Inserting this into the previous estimate, using Fubini's theorem and Lemma G we conclude that
This finishes the proof.
Proposition 15. Let 0 < p ≤ 1, µ be a positive Borel measure on B n , and suppose that
Proof. Fix R > 0 big enough to be chosen later, and partition the lattice {a k } into M subsequences such that any two distinct points b j and b ℓ in the same subsequence satisfy 
For a large t, the operator A is bounded on H 2 . Then the operator S = A * Q ν A is in 
For the non-diagonal term, we can proceed almost exactly as in the proof of Lemma 12 in [31] . We only sketch some details. First, one has the estimate
Then,
in view of Theorem 10, we obtain the following description of when the weighted composition operator W u,ϕ belongs to the Schatten ideal S p (H 2 ).
Theorem 16. Let 0 < p < ∞, u ∈ H(B n ) and ϕ : B n → B n be holomorphic. Then W u,ϕ ∈ S p (H 2 ) if and only if, for t > t p/2 one has (7.1)
As a consequence we can recover the result of Luecking and Zhu [18] on the membership in the Schatten classes of composition operators acting on the Hardy space of the unit disk D. We use the Nevanlinna counting function N * ϕ defined as
where the last sum is interpreted as being zero if z / ∈ ϕ(D).
Proof. For w ∈ D and t > t p/2 , consider the function f w (z) = (1 − zw) −1−t/2 , and observe that From here, the necessity follows from the fact that N * ϕ satisfies the inequality (a consequence of [8, Lemma 3.18] ) N * ϕ (w) (1 − |w| 2 ) 2+t D N * ϕ (z) dA(z) |1 − zw| 4+t . When p ≥ 2, from (7.2) we obtain the sufficiency after an application of Hölder's inequality with exponent p/2, and the typical integral estimate in Lemma G. The case 0 < p < 2 requires more work. Take an r-lattice {a k }, and let D k = D(a k , r). Then Inserting this into (7.2) and applying the typical integral estimate, we obtain
As (1 − |a k |) ≍ (1 − |ξ|) for ξ ∈ D k , and because any point ξ ∈ D belongs to at most N of the sets D k , we finally get
This finishes the proof. For a function g ∈ H(B n ), the Volterra type integration operator J g is defined as
for f holomorphic in B n . An easy calculation provides the basic formula R(J g f ) = f Rg involving the radial derivative R and the operator J g . If J g : H 2 → H 2 , then it is well known (and easy to see) that J * g J g = Q µg with dµ g = |Rg| 2 dv 1 , where now J * g denotes the Hilbert adjoint respect to the inner product f, g * = f (0)g(0) + Bn Rf Rg dv 1 . Therefore, J g is in S p (H 2 ) if and only if Q µg belongs to S p/2 (H 2 ). By Theorem 10, this is equivalent to dλ n (w) < ∞, for t > t p/2 . From this condition, it is easy to see that J g ∈ S p (H 2 ) if and only if g belongs to the analytic Besov space B p when p > n, and g being constant when 0 < p ≤ n. This recovers the results from [2] and [20] . Indeed, if (7.3) holds, by "subharmonicity" we get
Bn
(1 − |w| 2 ) |Rg(w)| p dλ n (w) < ∞.
Hence (7.3) implies that g ∈ B p for p > n and g constant when 0 < p ≤ n. Finally, if p > n and g ∈ B p we see that condition (7.3) is satisfied when p ≥ 2 after an application of Hölder's inequality and the typical integral estimate. When n = 1 and 1 < p < 2, we apply the inequality
and argue in a similar manner as in the case of composition operators. The result obtained for the integration operator J g can be generalized. By the LittlewoodPaley inequalities we have
Hence we can view the operator J g on H 2 as the Carleson embedding from H 2 to L 2 (B n , dµ g ). Next, we are going to characterize, for a positive Borel measure µ, when the Carleson embedding R µ : H 2 → L 2 (µ) := L 2 (B n , dµ) is in S p . An easy computation yields R * µ R µ = Q µ , and from Theorem 10 we obtain the following description. This characterization can be compared with the result obtained by Smith [25] in the case of the unit disk.
