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Abstract--Adaptive and fault-tolerant schemes for muting messages in a 2D torns interconnection 
network for distributed memory multi-computers (message passing concurrent computers) are pre- 
sented. For the adaptive scheme, two new techniques, channel switching and dimension switching, 
are developed and proved deadlock-free. For the fault-tolerant scheme, a message can be rerouted 
to a virtual destination, which in turn sends the message to the real destination. This scheme can 
tolerate all single faults and many multiple faults, and is deadlock-free. The two routing schemes are 
suitable for the high performance virtual cut-through and wormhole routing. The required hardware 
overhead for realizing the fault-tolerant scheme is small and no time penalty is paid in the fault-free 
cARe. 
1. INTRODUCTION 
Some commercial and experimental distributed memory multi-computers (message passing con- 
current computers) with a large number of processors are currently available or under develop- 
ment. Linear speedup in excess of 100 Mflops has been achieved, using 1024 node hypercube [1]. 
A vital component of these systems is the interconnection etwork that enables the processing 
nodes to communicate among themselves. The performance of the system depends to a great 
extent on the intemode communication possible. In particular, the failure of a component in 
the interconnection etwork can frequently bring down the entire system unless the network can 
tolerate such failures. 
An important class of the network topology for the message passing concurrent computers 
is the torus (k-ary ,,-cube). Hypercubes, toroidal meshes, and rings are examples of the torus 
network. In the first generation of these machines, hypercube topology was preferred. But low 
dimensional torus (2D or 3D) are widely used in the recent development of these machines, such 
as TRC [2], Horizon [3], and iWarp [4]. 
Academic studies justify the choice of a 2D torus. Vit~nyi [5] assumes that interconnection 
topologies must be embedded in 3D space and derives lower bounds on total wire length of 
a few graph topologies. It has been shown that the mesh connected architecture is the most 
cost effective. Dally [6] analyzes k-ary n-cube, including rings, tori, and hypercubes, under the 
assumptions that (1) networks must be embedded into the plane, (2) wire density is held constant 
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for networks with the same number of nodes, (3) wormhole routing is used, (4) the channel delay 
is constant or is logarithmically or linearly proportioned to the wire length. He compares various 
networks with N = k n nodes and concludes that low dimensional torus outperforms hypercubes, 
and a 256 node 2D torus is optimal. 
In the recent development of high speed interprocessor communication for distributed memory 
multi-computers, hardware acceleration techniques, i.e., dedicated hardware routers which enforce 
virtual cut-through [7] or wormhole routing [6], are adopted. For example, wormhole routing is 
enforced in iWarp, TRC, and iPSC/2 [8], and virtual cut-through in ComCoBB [9]. Instead of 
storing each message in a processing node before start transmitting to the next node in the store- 
and-forward routing, virtual cut-through and wormhole routing send out the message before it 
is received completely at the communication channel. The delay due to unnecessary buffering 
in front of an idle channel is avoided. As a result, the message latency is insensitive to the 
distance in the message passing network and the network topology appears to be a logically fully 
connected network and consequently the mapping of application is greatly simplified. The major 
difference between traditional store-and-forward, virtual cut-through and wormhole routing is 
that: store-and-forward buffers each message, virtual cut-through buffers a message only as it 
is blocked, and the wormhole routing does not buffer any message in the intermediate channels 
even when it is blocked. 
There are three approaches in designing high performance distributed routing algorithms. The 
first approach is deterministic routing. It is generally proved dead-lock-free, such as the 
e-cube algorithm [8], the virtual channel algorithm [10], and NDF [11]. The major drawback of 
this approach is that only one path exists from any source node to a destination node. Thus a 
fault in a channel causes all the paths that visit the channel to fail. The effect of such faults 
cannot be ignored in large systems because of the large number of components involved. 
The Connection Machine [12], HEP  [13], and Horizon [3] use the second approach, termed des- 
peration routing, to route messages around congestion or to bypass faulty channels. However, 
the above implementations for desperation routing have not proved to be deadlock and livelock 
free [11]. The hyperswitch [14] and the virtual network [15] use the third approach, named adap- 
tive routing. The former keeps the "history" of a message within the header to heuristically 
prune out the known faulty or congested node. This method is not proved deadlock-free and the 
history concept is not directly applicable to the 2D torus. The latter is proved deadlock-free. 
However, it is not regular, and not well scalable as the 2D torus is considered. In addition, 
the faulty conditions are not considered. In summary, none of the existing routing schemes is 
deadlock-free, adaptive, and fault-tolerant and can be directly applicable to the 2D torus. 
Therefore, the adaptive and the fault-tolerant deadlock-free routing schemes for the 2D torus 
are presented. The approach is suitable for virtual cut-through and wormhole routing. It adap- 
tively selects an available deadlock-free path. A message is rerouted to another node if there is 
no alternative path left because of the failure of the succeeding channel. We present the adaptive 
deadlock-free scheme for 2D torus and apply the scheme on 2D mesh in Section 3, after introduc- 
ing preliminaries and background in Section 2. Fault-tolerant routing for the single fault model 
is presented in Section 4. The correctness of the schemes i proved and illustrated with examples 
in corresponding sections respectively. 
2. PRELIMINARY AND BACKGROUND 
In the graph representation f an interconnection network for message passing concurrent 
computers, nodes denote the processors and directed edges represent the communication channels. 
The construction of the interconnection topology is embedded in channels, which enforce the 
routing algorithms. Nodes communicate with each other by sending/receiving messages. A path 
from a source node to a destination node is the ordered list of channels visited by a message. An 
eligible path is the path determined by the routing function. 
A 2D torus is a synonym for k-ary 2-cube. Each node has a 2 digit radix k address. A node is 
denoted as N~ or N6, where 6 stands for the two digit address, xy. The subscript x represents 
the position of the node in the X (horizontal) dimension and y represents its position in the 
Y (vertical) dimension. For example, N12 in a 4-ary 2-cube of Figure 1 is at the position 1 in 
the X dimension and the position 2 in the Y dimension. A relative destination of a message 
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is defined as the node with the same address as the destination ode in some dimension of the 
torus. For example, refer to Figure 1, if N2~ sends a message to N00, a relative destination of the 
message is N02 in the X dimension and a relative destination in Y dimension is N~0. 
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Figure 1. 4-ary 2-cube. 
Being deadlock-free is an important feature of high speed communication networks. Many 
algorithms have been proposed for the store-and-forward outing. The deadlock-free routing 
algorithms for cut-through routing are identical to those of store-and-forward outing because 
they both require buffering. However, these algorithms are not applicable to wormhole routing. 
The original and the most well known solution to the problem of deadlock-free wormhole routing, 
which is also applicable to cut-through routing, is Dally and Seitz's virtual channel approach [10]. 
In their approach, a routing function selects the next channel on the path to the destination ac- 
cording to the current channel and the destination ode of a message. As the routing function 
is realized in each channel, the channels form a directed channel dependency graph, where the 
vertices of the dependency graph are the channels of the interconnection network and the edges 
are pairs of channels connected by the routing function. For example, Figure 2(a) shows a unidi- 
rectional ring, which is the uppermost ring of Figure 1 along the X dimension, and Figure 2(b) 
shows its channel dependency graph. 
Because of the inherent cycles in the channel dependency graph, such as in Figure 2(b), it is 
possible that cyclic waiting, i.e., deadlock, would occur. By splitting the physical channels, which 
form cycles, into groups of virtual channels, and restricting the routing of messages to follow a 
strictly ordered path, the approach can remove cycles in the channel dependency graph. 
Consequently, the interconnection is deadlock-free. For example, each channel in Figure 2(a), 
can be split into high virtual channels, C103,.. .  , C133, and low virtual channels, C003,..., C033, 
as shown in Figure 2(c). (The channels in this case are denoted as C~6, where 6 is the node 
address, v = 1 selects the high channel, v = 0 the low channel.) The most important issue now 
is to restrict he routing to form an acyclic channel dependency graph. 
As the virtual channel concept is applied to a torus, Dally and Seitz first develops a routing 
function in [10], and then modifies the routing function for hardware implementation i the 
TRC [2]. To simplify the following presentation and to keep the implementation i mind, we 
introduce the modified routing function in [2] for 2D torus in the following paragraphs. Consider 
the routing function for Figure 2(c), the routing function can be stated as: A message begins 
on high virtual channel. A message remains on high virtual channel until it reaches its relative 
destination or address 0 in the corresponding dimension. After a message crosses address 0 it is 
routed on low virtual channel. The low channel at address 0 is not used. Therefore, the obtained 
channels, shown in Figure 2(d), are totally ordered by their subscripts: 
C133 > C123 > CI13 > C103 > 6033 > C023 > C013 > ~003. 
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Figure 2. Avoids deadlock by adding channels and restricting routing. (1D torua, 
the upper most ring of Figure I along X dimension.) 
Hence, there is no cycle in the channel dependence graph when the virtual channels are added 
and the routing is restricted in a strictly decreasing order, as shown in Figure 2(d), and then the 
routing algorithm is deadlock-free. 
Both the deterministic routing functions, Ra and R' in [2] are briefly reviewed in the remainder 
of this section. For a channel of N6 in some dimension, i.e., C~t, the determination of an eligible 
next channel for a message, destined for N6,, is defined by Rd. Formally the routing function Rd 
in the d th dimension (for the 2D torus, R1 is in X dimension, where d = 1, and R0 in Y dimension, 
d = 0) is: 
Cl(t-k,), if (v = 1 A (dig(8, d) # 0), 
Rd(C~s,N6,) = C0(,-k,), i f(v = 0V((v = 1) Adig(6,d) = 0)), (1) 
Co, if (dig(6, d) = dig(6', d)). 
Where Co denotes that the message has reached its relative destination i  the current dimen- 
sion. The function dig (6, d) extracts the d th digit of g, and k is the radix of the torus. For 
example, dig (13, 0) = 3. The subtraction, 6 - k d decrements he d th digit of 6 modulo k. For 
example, if k = 3, then 12 - 30 = 11 and 12 - 31 -- 02. If (dig (6,d) = dig (6',d)) is true, then 
the message reaches its relative destination i  the dimension. 
It is trivial that Lemma 1 is true. 
LEMMA 1. Rd (i.e., R1 and Ro) correctly routes a message to its relative destination in each 
dimension of a 2I) torus. 
Virtual channels are added to a 2D torus to avoid the cycles along X and Y dimensions. 
Each of the X and Y physical channels is separated into two virtual channels. The routing 
function, R', acts the same as the previous 1D ease, except that a message is first routed in 
the X dimension, then in the Y dimension. That is, R1 is first applied. As the message reaches 
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its relative destination i  the X dimension, R0 is applied to route it to the relative destination i  
the Y dimension. However, to keep the routing in decreasing order of channel subscripts, Dally 
and Seitz [10] adds another digit, the dimension digit d, to distinguish the channels along the two 
dimensions. A channel C~ at node N6 is now denoted as Cd,,~, d = 1 stands for the X dimension, 
and d = 0 for the Y dimension, v selects the virtual channel, and 6 is the node address. For 
example, the high channel of N22 in the Y dimension is denoted as C0122, where the first digit 0 
means the channel in the Y dimension, the second digit 1 means the high channel, and the third 
and the fourth digits 22 means the node N22. The routing function for 2D torus can be restated 
and defined formally as: 
{ Cdl(6-k,), 
R'(Cd,6,Nv ) = Cdo(6-k,), 
Co1( 6-~,~), 
6o, 
if (v = 1 A (dig(6, d) ¢ 0)), 
if (v = 0 V ((v = 1) A dig(6, d) = 0)), 
if (dig(6, 1) = dig(6', 1)), 
if ((dig(6, 1) = dig(6', X)) A (dig[6, 0] = dig(6', 0)). 
(2) 
For example, in Figure 1, if a message is sent from the source node N~2 to the destination 
node Noo, the message first enters the network on channels Cl122. Via its next channel, Ct112, 
determined by R', the message reaches its relative destination in the X dimension, node No2. 
Then, it switches into the Y dimension, travels through channel C0102, Cotol, and finally arrives 
at its destination ode Noo. It must be pointed out that the subscripts of the channels the 
message has traveled are in a decreasing order, i.e., 61122 ~> Cl112 ~> 60102 ~> 60101. 
This routing approach is determinist ic because there is only one path from any source node 
to any destination ode. The path is predetermined by the routing function. Refer to Figure 3, 
if we consider the case that N12 is now sending a message to N02, which occupies Cl112. At 
this time if N22 sends a message to N00, the message will be blocked, waiting for Cln2. It will 
have to wait until Cl112 is released. In addition, if Cl112 turns out to be faulty, the message sent 
from N22 to N00 will wait indefinitely on Cl112, while holding Clt22. Furthermore, all the paths 
that pass Cl112 will be hung. To solve this problem the adaptive and the fault tolerant routing 
schemes are required to improve the efficiency and the fault tolerance of the network. 
O ~C1112 0 C1122 0 
No2 N12 N 22 
0 0 0 
N01 
O O O 
Noo 
Figure 3. Blocking condition as N12 communicates with N02 and N22 with N00. 
3. ADAPT IVE  ROUTING SCHEME 
The routing functions Rd and R' in [2] reduce the number of possible paths that a message may 
take from one which may be very large to a single path, thus disallowing any adaption to local 
traffic conditions. The major theme of the virtual channel approach is to restrict the subscripts 
of an eligible path into a decreasing order, which makes the channel dependency graph acyclic. 
Hence the network is free from deadlock. To improve the adaptiveness of the routing function, two 
techniques, channel switching and dimension switching, are devised to choose the next channel. 
The channel subscripts of all paths determined by the two techniques are still in a decreasing 
order, hence the channel dependency graph is acyclic, and the network is deadlock-free. 
3.1 Channel Switching 
Reviewing the original idea of virtual channels, as shown in Figure 2(d), more carefully we can 
see that there are other paths within the channel dependency graph. A new technique, called 
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channel switching can be incorporated to improve the virtual channel approach, which then 
improves efficiency and fault-tolerance. Suppose some channel receives the header of a message, 
the next channels determined by the routing function is blocked, and there is a free low channel 
of the adjacent node lying in the same direction. Then the message can be transferred to the low 
channel, even though there is no directed edge in the channel dependency graph. However, some 
restriction must be made to prevent he network from deadlock. 
LEMMA 2. (channel switching) A message waiting for a high channel of an adjacent node can 
switch to a low channel of the same adjacent node along the same dimension, as long as it would 
not cross the node 00.e., Nov in X dimension, N=o in Y dimension) in that dimension before 
reaching its re/ative destination. This method is called channel switching. Channel switching 
will not cause deadlock. 
PROOF. Since a message is only allowed to switch from a high channel to a low channel and it will 
reach its relative destination before reaching the sink, low channel of node O, of the dependency 
graph in the dimension, the subscripts it traveled are still partially ordered. Therefore the channel 
dependency graph is acyclic and channel switching will not cause deadlock. II 
Channel switching can be incorporated within Rd and R' to enhance their capability. Refer to 
Figure 3 again, if channel switching is embedded into R', and Ci01a in the X dimension is free. 
Then the message can switch to C10n. Hence it is not blocked, as shown in Figure 4. 
I~o cm2 © 0 
2 C1012 N12 N22 
O1 
© © © 
Noo 
Figure 4. Nonblocking condition as NI~ communicates with No2 and N22 with Noo. 
If channel switching is associated with Ra, the enhanced routing function, Sa (i.e., $1 in the 
X dimension, and So in the Y dimension), can be defined as: 
Ci(6-k,), 
Sa(C,~6,N6,) Co(6-k,), 
Co, 
if (v = 1 A (dig(6, d) # 0)), 
if (v = 0 V ((v = 1) A dig(6, d) = 0)V 
((Cvl(6-k,) not available) A (A66' < A6¢))), 
if (dig(6, d) = dig(6', d)) 
(3) 
where A66' denotes the relative distance between N6 and N~, along dimension d, A6¢ denotes 
the relative distance between N6 and node 0 in the d th dimension. 
Channel switching is useful for local communications. Considering the 1D torus in Figure 2, 
if each node simultaneously sends a message to its neighbor two hops away, such as N0a to N2a, 
Nan to N13, N~3 to N03, and Nia to N33. If R1 is applied for the routing, at the first time 
C103 is occupied by the message sent to N2a, and Clan, C123, Clla are occupied by the messages 
accordingly. At the second time, only one message is sent to its destination, i.e., the message 
sent to N23. Other messages are blocked waiting for their next channels to be released. This is 
shown in Figure 5(a). However, if $1 is used, three messages can reach their destinations. The 
message waiting for C123 can switch to C02a, the message waiting for 6'113 can switch to C01a, 
but the message waiting for C103 is blocked, as shown in Figure 5(b). In this case, $1 improves 
the efficiency of R, by a factor of two. 
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Figure 5. Comparison between deterministic routing and channel switching. 
8.2 Dimension Switching 
Note that because of the unidirectional nature of Rd and R', a message sent by a node to its 
right (up) neighbor in the X(Y) dimension will travel (k - 1) channels. For example, in Figure 1 
if Nn sends a message to N21, which is topologically adjacent o Nil, the message will travel 
through Ca1, C101 and C0al to N21 along X dimension. 
In general, a message sent to another node in a torus may enter the network in one of the 
four quadrants, (+X, +Y), ( -X ,  +Y), ( -X , -Y ) ,  and (+X, -Y ) .  The choice of +X or -X(+Y 
or -Y )  depends on the relative distance of the message in the direction. Take R' as a reference 
function. It is for the ( -X , -Y )  quadrant. A message nters the network in the -X( -Y)  
direction if the relative distance is less than [k/2] along the direction defined by R '. Otherwise 
it is in the +X(+Y) direction. The message remains in the determined quadrant until it reaches 
its destination. Four routing functions, one for each corresponding quadrant, are required to 
implement a fully bi-directional torus. The difference of the routing functions is in the labelling 
of channel subscripts. 
Recall that the label of a channel, determined by R', Cdwv denotes a channel at N6, where 
6 = xy. This is for the ( -X , -Y )  quadrant. As ( -X ,  +Y) quadrant is considered, a channel is 
labelled as Cdvx#, where 0 is the (k -  1)'s complement of the digit y. Consequently, Cd~e# for 
(+X, +Y) and Cav,y for (+X, -Y )  quadrant. It is easy to derive the routing functions for the 
other quadrants by modifying the representation f 6 and 6' in (2) according to the above rule. 
It is obvious that in each quadrant he routing is in decreasing order. 
Observe that v and 6 suffice to number the subscripts of channels in each dimension, such as 
the case in Equation (!) and Equation (3). Instead of adding another digit, the dimension digit 
d as in Equation (2), an adaptive function, which can adaptively choose R1 and R0 along X and 
Y dimension, respectively, can be defined. To prove the adaptive routing function deadlock-free 
is to prove the routing is in a partial order of channel subscripts. 
Since there are 4 deterministic routing functions for the 4 quadrants in a bi-directional torus, 
there are four adaptive routing functions for each quadrant, too. The subscripts of channels are 
labelled as that of the deterministic routing function except hat the d digit is removed. That 
is, a channel is denoted as Cv6 along some dimension. Note that 6 is different in each quadrant, 
just as the case of deterministic routing shown above. For example, the high channels of N00 
of a 4-ary 2-cube in Figure 1 along X direction are C133 in the (+X, +Y) quadrant, Ct0a in 
( -X ,  +Y), C100 in ( -X , -Y ) ,  and Ct03 in ( -X ,  +Y). 
Since the characteristic of the four adaptive routing functions for each quadrant are similar, 
only the routing function T for the ( -X , -Y )  quadrant is proved formally. The other three can 
also be proved in the same manner. Let T be the adaptive routing function which applies Rd 
(or Sd) in both dimensions of a 2D torus. Let the two-tuple Is, 3] denotes the subscripts of 
eligible next channels that can be adaptively chosen by T upon receiving a message sent to N6,, 
10 T . -W.  Hou  et hi. 
where a is determined by Rs in the X direction and/3 by R0 in the Y dimension. If a ~ 0 and 
/3 i~ 0, either X or Y direction is eligible. If a = 0 and fl ~ 0, the message must be sent along 
Y dimension. Similarly if a ~ 0 and/3 = 0, T must choose X dimension. Since a = 0 or/3 = 0 
identifies that the message has reached its relative destination i  the dimension, the message has 
reached its destination as a = 0 and/3 = 0. 
LEMMA 3. The adaptive routing [unction T correctly routes a message to its destination. 
PttOOF. Since in each dimension Rd(Sa) routes a message to its relative destination, T correctly 
routes a message to its destination in a 2D torus. | 
LEMMA 4. The adaptive routing £unction T is deadlock-free. 
PROOF. For a channel at a node N6, let [a,/3] denote the subscripts of eligible next channels, 
determined by Rd (or Sd), for a message destined to N~,, where a is in the X dimension and fl 
in the Y dimension. Let [a',/3 ~] be the subscripts of eligible next channels of the same message if
it is sent 1-hop from N6 in the X dimension. Similarly Is",/3"] in the Y dimension. According 
to the definition of T, we have 
(1) If a = 0, /~ ¢ 0 then the message must be sent to the Y dimension. Since R0 (or S0) 
restricts the routing to be strictly decreasing, hence a" = a = 0, and/3 >/3". 
(2) Similarly, if ;3 -- 0, c~ ¢ 0 then a > ~', and/3 =/3' = 0 
(3) I fa  ¢ 0, and/3 ¢ 0 then either X or Y dimension can be chosen. Because Rd(Sa) restricts 
the routing in decreasing order, it is true that a > a' and ;3 >/3~ in the X dimension and 
a > a" and/3 >/3" in the Y dimension. 
According to (1)-(3), it is true for the same message, a > a ~ and/3 >/3' (a > a", /3 >_ fl"). 
Therefore we can lay down that [a, fl] _> [a',/3'] and Is, fl] _ [a",/3"]. The result is the same as 
the theorem in [16] which states that the cardinal product of two partially ordered sets is also 
partially ordered. Furthermore ach path determined by the routing function T is performed in 
strictly decreasing order of the two-tuple channel subscripts. Thus the channel dependency graph 
is acyclic and T is deadlock-free. | 
For example, consider the example in Figure 3. If R' is adopted, the eligible channel at N2~ 
is C11~2. If T is adopted, the subscripts of eligible channels are denoted at [122, 122], which 
implies that the high channels in both dimensions are eligible. If the X direction is chosen, 
at N12 the subscripts are [112, 112]. Since the high channel of N12 is occupied by another 
message, the message can switch to the Y dimension. It flows to Nll. The subscripts become 
[111, 111]. Suppose it switches to X dimension again, it reaches N01. At N01, the subscripts are 
[0, 101]. Since it reaches its relative destination in X dimension, the message must switch to the 
Y dimension. Finally it arrives at N00. This path is marked by bold lines in Figure 6. The two- 
tuples [122, 122], [112, 112], [111, 111], and [0, 101] are in decreasing order. In each dimension, 
the subscripts are also in strictly decreasing order. For example, 122 > 112 > 111 > 101. In 
addition, all 6 eligible paths that may be chosen from N22 to N00 are derived by solid and bold 
lines in Figure 6. Take another example, one eligible path from N00 to N22 which is routed in the 
(+X, ÷Y) quadrant, is through N10, N20, N21. The two-tuples are [133, 133], [123, 123], [0, 113], 
and [0, 112]. 
In general, suppose a message will travel m hops and n hops in the X and Y dimension, 
respectively. If dimension switching is enforced, there are (n re+n) paths. In addition, ff chan- 
nel switching is embedded into dimension switching, the number of paths is raised at best to 
(rn + 1)(n + 1) (~+n). Take the example in Figure 6, there are 6 paths from N22 to N00, if 
dimension switching is applied. As channel switching is considered, there are 54 paths. 
The 2D torus routing function can be directly applicable to 2D meshes with little modifica- 
tion. In 2D meshes, virtual channels are not necessary because channels are partially ordered 
in (+X,+Y),  ( -X ,  +Y), ( -X , -Y ) ,  and (+X, -Y )  quadrants. One implementation of deter- 
ministic routing for 2D meshes is NDF [11]. As adaptive routing is considered for 2D meshes, 
the degraded routing function T, without channel switching, is of the same characteristic as the 
virtual network [15], which also requires 4 virtual networks. The alterntive paths from a source 
to a destination determined by both adaptive routing schemes are the same for 2D meshes. 
Adaptive and fault-tolerant routing algorithms 
( I I I I ) 
I I 
~J - L- - -J - 
( I ~1,,~ °"-I- )~ 
I z Ni2 
._I 
( I ' 
--T .--< ) , = NOl JI'~ 11 
1 
( I 
7 l ( ;oo /N,o 
( 
Figure 6. Alternative paths from N22 
I I 
I 
t I 
I ~ - r  
I N22 I I 
_ _ _ l  . . . .  l _  l - -  
1N2z i I 
_ _ _ J  . . . .  J _ ~ 
I ")'~N2-- F 
t o t ) 
to Noo by dimension switching. 
11 
Though the hardware complexities ofboth schemes are comparable under the same assumptions 
in a 2D torus [15,17], the virtual network approach as the same number of paths from a source 
to a destination as dimension switching (i.e., (rim+n)). However, if channel switching is embedded 
into dimension switching, there is at best (m + 1)(n + 1) times the number of paths for that of 
the virtual network. In addition, the virtual network is not so well regular as our scheme. To 
enforce a 2D torus, the virtual network approach requires to overlap two meshes, totally eight 
virtual networks, to build a torus. As Figure 7(a) and Figure 7(b) shows, a normal mesh and 
a complementary mesh are necessary to support the connectivity of the torus. Consider the 
implementation of the virtual networks, especially the complementary mesh. The connection 
(wiring) of the virtual networks to the node processors i not regular. Particularly, adding new 
nodes, such as a new row or column, to a torus would require more overhead than our scheme. 
The wiring effort to reconfigure the connection between virtual networks and processors and 
the connection between the normal mesh and complementary meshes is more complex. In other 
words, the virtual networks are less "scalable," which is an important characteristic ofdistributed 
memory multi-computers, than the regular interconnection supported by our scheme. 
---i---- K m 
Nt3 ~'23 
Nol Nit ¢21 
Noo Nzo Nzo 
(a) Normal 4 X 4 mesh 
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(b) Complementary 4 x 4 mesh 
Figure 7. Construction of a 4-ary 2-cube by two 4 X 4 meshes. 
In summary, suppose a message will travel m hops in the X dimension and n hops in the Y 
dimension to reach its destination ode, there is only 1 path if R' is applied for the routing. If 
dimension switching, T, is applied, the number of eligible alternative paths is raised to (~+n). 
If channel switching is adopted, the number of alternative paths is raised at most to (m + 1) 
(n + I) (re+n). 
12 T.-W. Hou et ,,/. 
4. FAULT-TOLERANT ROUTING SCHEME 
Though adaptive routing improves the fault tolerance capability of the network by alternative 
paths, it is still possible that a message cannot reach its destination because of channel failures. 
Take a trivial example, in Figure 8 a message sent from N22 to N02 may travel along C02~, and 
C012 in the X dimension. If C012 fails, the message will be blocked indefinitely unless the routing 
scheme can be accommodated with the faulty condition. 
0 Corn>< 0 Co22 0 
No2 N12 N22 
0 0 0 
0 0 0 
Figure 8. An example ofone faulty chamlel. 
Various fault-tolerant schemes have been proposed for hypercubes [18,19]. But there is no 
existing scheme for the 2D torus as wormhole and deadlock-free routing are considered. In 
this section we propose a fault-tolerant routing scheme that requires little hardware overhead 
for implementing the scheme and bring forth no time overhead in normal operation for a 2D 
torus message passing interconnection network. The basic idea is to route the message to an 
intermediate d stination, called virtual destination, inthe event hat all the possible succeeding 
channel(s) is (are) faulty. The message is rerouted to the real destination i a second pass by the 
virtual destination node. 
Because of the occurrence of faults, a message may be either a normal  message or a rerouted 
message. A normal message is a message that would not pass the faulty channel. Rerouted 
messages are those with the reroute tag set. It is assumed that the header of the rerouted message 
carries sufficient information to declare itself as a rerouted message, including the reroute tag, 
the real destination address, and the virtual destination address. 
In terms of the single fault model, i.e., there is only one faulty channel at the same time, the 
rerouting procedure is slightly different depending on the routing schemes. Only the adaptive 
routing functions are discussed in this section. The details of the single fault rerouting procedures 
for deterministic routing can refer to our other paper [20]. The major advantage of the fault- 
tolerant scheme, either deterministic or adaptive, is that it requires low hardware cost because 
the rerouting steps would only add a few control states to the router. In addition, it causes no 
overhead in normal operation. 
Two problems must be solved in designing the fault-tolerant routing scheme. One is to choose 
the virtual destination from which the rerouted message would not traverse the faulty channel 
again. The other is to ensure the path traveled by the rerouted message will not cause deadlock. 
Three steps are developed to solve the above two problems. 
Step 1. For a message M (destined for N6,) arriving at some channel of N~, if it has to be 
rerouted because there is no eligible fault-free succeeding channels, the channel will either 
(1) (wormhole routing) send the message to N6, or 
(2) (virtual-cut through) accept he message into a buffer. 
The node (channel) that accepts the message is called the rerouting component. The rerouting 
component generally will set the reroute tag, select a virtual destination node, and then send the 
message, which becomes a rerouted message now, to the virtual destination. 
Step 2. For a message M (destined for N~,) arriving at some channel C~6 of N6, where ~ = xy. 
z(y) denotes the address of the node in the X(Y) dimension in one of the four quadrants. If 
there is a fault in the succeeding channel and there is no alternative succeeding channels, then 
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the rerouting component will route the message to the virtual destination N~(p = z'y'). The 
value of z' and y' is determined by: 
x '=  (x -  1) mod k, y' = (y -  1) mod k. (4) 
Though there are many possible candidates, which guarantee that the rerouted message will 
not travel the faulty channel again, the virtual destination node chosen by Step 2 is the nearest 
one to the rerouting component. 
As a rerouted message arrives at its virtual destination, Step 3 is performed. 
Step 3. For a rerouted message M (virtual destination N~, real destination N6,) arriving at 
some channel of N~, then the channel will either 
(1) (wormhole routing) send the message to N~, which in turn will reset he reroute tag, strip 
off the virtual destination address, and resend the message to the real destination N6,, or 
(2) (virtual cut-through) receive the message into a buffer, reset the rerouting tag, strip off 
virtual destination address, and resend the message to N6,. 
As the rerouting procedures are invoked, the message M is removed from the network three 
times. One is by the rerouting component, another is the virtual destination, and the other is the 
real destination. Since all the channels occupied by M are released at the rerouting component 
and the virtual destination, therefore cyclic waiting condition is avoided. In addition, all the paths 
that M travels, i.e., from the source to the rerouting component, from the rerouting component 
to the virtual destination, and from the virtual destination to real destination, are determined by 
the deadlock-free routing algorithm. Therefore the fault-tolerant routing scheme for the single 
fault model is deadlock-free. 
If channel switching is considered, there are at least two channels available to the adjacent 
node in either X or Y dimension, except he sink, the low channel of node at position 0 of the 
dimension. Therefore a virtual destination ode is not necessary, the message can be rerouted 
directly to the real destination. Step 2 can be enhanced to Step T. 
Step 2'. For a message M (destined for N6,) arriving at some channel of node N6, in the X(Y) 
dimension, if there is a fault in the succeeding channel and there is no alternative succeeding 
channels. If the current node is not at the position 0 in the same dimension of the faulty channel, 
then sends the message directly to N6,. The rerouting component will route the message to the 
real destination N6. Otherwise, route to the virtual destination node as Equation (4) defined. 
Refer to the fault condition in Figure 8 again, as Step 2 is performed, the message will be 
resent o N01. As Step 2 ~ is applied, the message will be resent directly to its destination. Both 
cases are shown in Figure 9. 
o-"  " o 
N02 IN12 N22 
J 
O-- - - -~  O 
Not Nll 
0 0 0 
Figure 9. An example of fault tolerant routing. 
Some mechanism should be provided to issue a time-out interrupt if a message does not arrive 
to its destination within a reasonable time. The time-out mechanism is useful for both single 
fault and multiple fault model. For multiple fault model, all steps can be applied. But a message 
may be rerouted more than once because a rerouted message may encounter a faulty component 
which will make it to be rerouted. However, some combination of faults cause the message to 
be rerouted infinitely in the network, such as sending a message to an unreachable node, i.e., a 
node whose channels are all faulty. Alternatively, once the rerouting rules are invoked, a signal 
of fault is issued, which causes a repair to be scheduled. The system meanwhile operates in the 
degraded mode until the fault is actually repaired. 
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5. CONCLUSION 
This paper presents chemes for routing messages in a 2D torus interconnection network for 
message passing concurrent computers. The adaptive and the fault-tolerant routing schemes can 
be applied independently orbe combined to enforce a more powerful routing scheme. Though the 
algorithms developed are limited to 2D torus, they can be used to construct higher dimensional 
torus topology, since the 2D torus can be used as a building block for higher dimensional ones [6]. 
Though wormhole and virtual cut-through routing supports high performance communication 
for distributed memory multicomputers, there is a variety of consideration of their implemen- 
tation. Based on wormhole or virtual cut-through routing, our approach contributes most to 
enhance the high overall efficiency of the interconnection network by the fully utilization of the 
inherently redundant paths in the 2D torus topology, while retaining the deadlock-free property 
of each path. Suppose a message will travel m hops in the X dimension and n hops in the Y 
dimension to reach its destination. If deterministic routing is applied, there is only one eligible 
path. As our dimension switching is enforced, the number of eligible paths is raised to (nm+'~), 
and if our channel switching is associated with dimension switching, the number is at most 
(m ÷ 1)(n ÷ 1) (~+n). However, the policy for choosing a channel among all possible succeeding 
ones for a message at a certain channel is not discussed in the adaptive routing scheme. Two 
policies may be considered. One is to choose the first available channel. The other may take the 
Horizon approach, which tries to maximize the message's degree of freedom, i.e., to choose the 
dimension which is the farthest from its relative destination. 
Another contribution is the fault tolerant routing scheme, which is deadlock-free, requires 
low hardware cost in implementation, and causes no overhead in normal operation. Faults in 
the network bring forth extra latency and blocking, but the connectivity is not affected for the 
considered faults. Thus the approach allows the system to be kept operational until a repair can 
be scheduled. It suits for systems where graceful degradation is preferred and the tolerance of a 
fault is essential. 
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