While entanglement is believed to be an important ingredient in understanding quantum manybody physics, the complexity of its characterization scales very unfavorably with the size of the system. Finding super-sets of the set of separable states that admit a simpler description has proven to be a fruitful approach in the bipartite setting. In this paper we discuss a systematic way of characterizing multiparticle entanglement via various relaxations. We furthermore describe an operational witness construction arising from such relaxations that is capable of detecting every entangled state. Finally, we also derive analytic upper-bounds on the volume of biseparable states and show that the volume of the states with a positive partial transpose for any split exponentially outgrows this volume. This proves that simple semi-definite relaxations in the multiparticle case cannot be an equally good approximation for any scenario.
I. INTRODUCTION
Without a doubt entanglement can be considered one of the most important concepts in quantum physics, clearly distinguishing quantum systems from classical ones. It can be harnessed to enable novel ways of processing quantum information in numerous ways, from communication to computation. Many of these operational tasks require an operational detection or even quantification of this indispensable resource. While in bipartite systems of low dimensions this can be achieved in an efficient way, the complexity of the characterization of entangled states makes a complete and computable framework of entanglement detection impossible in high dimensions and thus also for multipartite systems [1, 2] .
A possible way for deriving statements on the presence of entanglement is to discard the actual complex structure of the border between separable and entangled states and try to find good approximations that admit a more amenable description. In the bipartite case positive maps play a central role in such approximations: All separable states remain positive semi-definite under application of a positive, yet not completely positive map to one of its subsystems. The most well-known example of such a map is the partial transposition: This map generally changes the eigenvalues of a matrix, but separable states have a positive partial transpose (PPT). The approach of positive maps allows for a characterization of super-sets of the set of separable states using techniques from semi-definite programming, but it nevertheless captures the whole structure: A state remains positive under all positive maps if and only if the state is indeed separable [1, 2] .
In order to gauge the efficiency of certain maps for characterizing entanglement, one of the most relevant issues is how the volume of states that remain positive under the map in question compares to the volume of separable states [3] . The sobering and non-surprising answer from bipartite systems can be gained from convex geometry considerations and shows that for all known maps the states that remain positive are most likely entangled in high dimensions [4] . For small dimensions, however, a given positive map can detect a large fraction of the states. This is, for instance, true for the partial transposition, which delivers a necessary and sufficient criterion for 2 × 2 and 2 × 3 systems.
In multipartite systems the characterization of entanglement constitutes an even greater challenge. Since partial separability of multipartite states can no longer be defined as a purely bipartite concept, the application of positive maps to subsystems alone can reveal little more than entanglement across a fixed partition of the multipartite state. Nevertheless, recently several works succeeded in defining suitable mixtures of positive maps, which can be used to develop strong criteria for genuine multiparticle entanglement [5, 6] .
In this paper we first develop a framework that allows for the semi-definite relaxation of partially separable states, opening the possibility for harnessing well developed techniques based on positive maps to detect genuine multipartite entanglement. We achieve this goal by first formally defining semi-definite relaxations of partially separable states using positive maps. We proceed by exploiting these structures to develop multipartite entanglement witnesses and prove the optimality of this general construction. In a second step, we ask which fraction of states can be detected with the relaxation method. We prove an upper bound on the volume of the biseparable states, and a lower bound on a set of states that can never be detected with relaxation methods based on the partial transposition. For large dimensions, both values deviate significantly. This shows that while the relaxation approaches are strong for small systems, they fail to deliver a good approximation in the general case.
II. CHARACTERIZING RELAXATIONS OF SEPARABILITY WITH SEMIDEFINITE PROGRAMS
The most straightforward relaxation of separability in multipartite systems is again given by positive maps. Trying to justify this assertion is the object of the current section.
Let us start with some basic definitions and notations. On a multipartite system, given a bipartition {b|b} of the subsystems, we denote by S b the set of states which are biseparable across this cut, i.e.
where {q i } i is a convex combination, and for each i, |φ
are pure states on the subsystems in b, b respectively. We then define the set S (2) of biseparable states as being the convex hull of
where {p b } b is a convex combination, and for each b, σ b ∈ S b . If a state is not biseparable it is called genuinely multipartite entangled GME. This definition admits a simple relaxation with a positive-semidefinite characterization. Given, for each bipartition {b|b}, a positive map Λ b , acting on the substystems in b, we define the set
where {p b } b is a convex combination and for each b,
Such a relaxation carries the operational advantage that it can be approached via semi-definite programming (SDP). Besides, this definition can easily be extended to k-separable states by applying different maps to the induced partitions. As we are however mainly interested in characterizing the strongest form of multipartite entanglement we focus here on the distinction between biseparable states and genuinely multipartite entangled ones.
For instance, these relaxations can be particularly useful when optimizing convex functions over the set of biseparable states. Indeed, for any function f satisfying f (λρ 1 + (1 − λ)ρ 2 ) λf (ρ 1 ) + (1 − λ)f (ρ 2 ), we can formally use the fact that, for any set of positive maps {Λ b } b , min σ∈S (2) f (σ) min
One of the most straightforward applications of such a program is to testing whether a given density matrix ρ is indeed biseparable, i.e. applying it e.g. to f : σ → Tr (ρ − σ) 2 1/2 . It yields in that case the equivalence
While this defines, in theory, a necessary and sufficient program for deciding whether a given state is biseparable, checking all possible sets of positive maps is of course not feasible. However even making one particular choice, such as the transposition map for instance, can already yield very strong witnesses and through the dual of the program one can often extract analytical constructions for important classes of states [5] .
III. CONSTRUCTING MULTIPARTICLE WITNESSES FROM BIPARTITE WITNESSES
While the semidefinite program presented before technically gives sufficient criteria for deciding biseparability, it becomes completely intractable beyond a few qubits. There are, however, frequent situations in which one can use some additional knowledge to facilitate witness constructions. Genuinely multipartite entangled states of course also have to be entangled across every bipartition of the system. And since the construction of bipartite entanglement witnesses can be a rather straightforward affair (e.g. through positive maps) one can ask whether there is a possibility to construct multipartite entanglement witnesses from a collection of bipartite operators.
A. Lifting bipartite witnesses
In Ref. [6] the authors introduced a general witness construction method, which enables the construction of multipartite entanglement witnesses from a set of bipartite witnesses across every possible bipartition. Such a problem can be formalized as follows.
Given, for each bipartition {b|b}, a witness W b , i.e. a self-adjoint operator with the property that Tr(W b σ b ) 0 for all σ b ∈ S b , we are looking for an operator W GME with the following property
The construction of Ref. [6] constitutes one analytic answer to this question in the following way. Assuming a common operator Q for every bipartite witness W b , i.e.
one can write down a formal solution of the above problem as
where for each b, T b + denotes the projection onto the positive eigenspace of T b . It is now easy to see that condition (6) holds for every bipartite witness W b . Of course, the crucial issues here are first the one of the optimal choice of Q and second the one of the generality of such a result. Using a special choice for Q, the authors of Ref. [6] show that there exist genuinely multipartite entangled states and a set of bipartite witnesses for which the expectation value of W GME is negative, proving that this construction indeed succeeds in generating witnesses for multipartite entanglement. Here we prove first of all that, for every genuinely multipartite entangled state ρ GME , there exist a set of optimal bipartite witnesses for which this construction yields a multipartite entanglement witness W GME such that Tr(ρ GME W GME ) < 0.
Theorem III.1 For every genuinely multipartite entangled state ρ GME , there exists a set of weakly optimal bipartite entanglement witnesses
where the operators Q and {T b } b are defined by equation (7) .
Proof: Let Q be a weakly optimal witness for multipartite entanglement, which means that ∀ σ ∈ S (2) , Tr(Qσ) 0, and ∃ b 0 , ∃ ρ b0 ∈ S b0 : Tr(Qρ b0 ) = 0. It is sufficient to show that such a witness can always be constructed from bipartite weakly optimal witnesses, as then clearly every multipartite entangled state can be detected by the construction. From the assumption it follows that
As this minimization is convex in the space of states it is clear that the minimal overlap with Q can also be reached by an optimal pure state |ψ b ψ b |. Now we can choose the following bipartite witness
and verify that, indeed, for each b, Tr(W b ρ b ) 0 for all ρ b ∈ S b and Tr(W b |ψ b ψ b |) = 0, i.e. that this operator is a weakly optimal witness for the bipartition {b|b}.
Inserting this set of optimal bipartite witnesses into the construction from above using
proving that each weakly optimal multipartite witness can be gained from the construction using weakly optimal bipartite witnesses.
Corollary III.2 Every multipartite entanglement witness W GME can be constructed using the framework summarized by equations (7) and (8) . Furthermore, it is possible to impose that, for every bipartition {b|b}, Proof: First it is important to notice that, for every state ρ which is entangled across a specific bipartition {b|b}, there exists a positive map Λ b , acting on the subsystems in b, such that Λ b ⊗ ½ b [ρ] 0, i.e. it is detected to be entangled by this positive map (see [1, 7, 8] ). This implies in turn that there exists a pure state |ψ b such that
Through continuity this implies that, for every extremal biseparable state |φ , there exists a weakly optimal witness of the form
. Now, invoking the Choi-Jamiolkowski map, we can conclude that every possible hyperplane intersecting the biseparable set corresponds to a witness derived from a positive map. This implies that amongst all the { W b } b , there is at least one them W b0 which satisfies the following:
for each bipartition {b|b}, W b = W b0 − β b ½, for some β b , is an optimal bipartite witness for ρ (and β b0 = 0). This concludes the proof: the {W b } b are all obtained from shifting W b0 = Λ * b0 ⊗ ½ b0 |ψ b0 ψ b0 | .
B. Finding a multiparticle witness with semidefinite programming
In Ref. [6] the multipartite witness W GME was constructed by starting with bipartite witnesses W b for each bipartition {b|b}, and then one possible choice for the operator Q was explicitly constructed. While the presented choice works well for many examples, it is not clear whether it is optimal in the general case. For a given state ρ, however, the optimal multipartite witness W GME can directly be computed as explained below.
For that, consider the following constrained optimization problem minimize: Tr ρW GME (14) subject to:
This is a semidefinite program, which can be easily and efficiently solved using standard numerical techniques. There is, in addition, a variation of the presented method for obtaining a multiparticle witness from a set of bipartite witnesses. The condition imposed by Eq. (6) guarantees that, for each b, Tr(σW GME ) Tr(σW b ) for any state σ, so that W GME is indeed an entanglement witness. However, for being an entanglement witness it suffices that, for each b, Tr(σ b W GME ) Tr(σ b W b ) for any state σ b which is separable for the bipartition {b|b}. And this is already guaranteed if, for all b, there exists a positive map Λ b , acting on subsystems in b, such that
So, for computing a multipartite witness for a given state one can also consider the semidefinite program minimize: Tr ρW GME (17) subject to:
These two semidefinite programs can be used to construct the best witness for a given state systematically. They might be useful, if the analytical method from Ref. [6] does not work.
IV. RELAXATIONS OF SEPARABILITY BEYOND POSITIVE MAPS
So far, we considered only the approximation of the biseparable sets by super-sets which are associated to a positive map. One can, however, also use other separability criteria, such as the computable cross norm, aka realignment, (CCNR) criterion [9, 10] or symmetric extensions [11] . In the following we explain how the CCNR criterion can be used.
A. Description of the method
Let us start by explaining the CCNR criterion. Any bipartite quantum state can be expressed via the Schmidt decomposition in operator space as
where the λ k are positive coefficients, and the G 
And this necessary condition for separability is known as the CCNR criterion. The criterion has the advantage that it detects entanglement in many states where the PPT criterion fails. On the other hand, not all two-qubit entangled states can be detected by this test. From this structure, one can easily write down entanglement witnesses. Namely, any operator of the form
is an entanglement witness, as it is positive on all states with k λ k 1. This structure of the witnesses can be used for constructing witnesses for genuine multiparticle entanglement as follows. Consider a witness which has for any bipartition {b|b} the structure
where G b k and Gb k are orthogonal observables on the bipartition {b|b}, and P b 0 is positive semidefinite. Clearly, if a state obeys the CCNR criterion for some bipartition, the mean value of the witness W GME will not be negative. Consequently, the witness is also non-negative on all biseparable states.
B. Example: The three-qubit GHZ state
The witnesses from the CCNR criterion are more difficult to handle than the witnesses from positive maps. The reason is that no approach via semidefinite programming is possible. Moreover, the condition from Eq. (22) is more difficult to check than the condition in Eq. (6). Nevertheless, we will present an example where known optimal entanglement witnesses have this structure.
Consider first the three-qubit Greenberger-Horne-Zeilinger (GHZ) state |GHZ = (|000 + |111 )/ √ 2. The typical witness for this state is W = ½/2 − |GHZ GHZ|. Now, the GHZ state can be expressed in terms of its stabilizers as
where 1, X, Y, Z represent the Pauli matrices ½, σ x , σ y , σ z , and tensor product signs have been omitted. After a change of the normalization this can be used to write the witness as
From this representation, it is clear that W is a witness as in Eq. (22) for the bipartition {{1}|{2, 3}}, with P 1 = 0. Due to the symmetry, this works for all bipartitions.
V. ESTIMATING THE PERFORMANCE OF PPT RELAXATIONS IN HIGH DIMENSIONS
In this final section we want to discuss the overall performance of such relaxations in multipartite systems, using the paradigmatic partial transpose map. In order to estimate the performance of using PPT relaxations to detect randomly chosen multipartite entangled states we derive lower-bounds on the fraction of multipartite entangled states, among states which are positive under partial transposition across every cut. The latter condition is strictly stronger than the relaxation employed in Eq. (3), thus providing an upper-bound on the fraction of states in R {T b } b (where T b stands for the transposition on the subsystems in b) that are also in S (2) .
Our main result can be summarized as follows: For a fixed number of parties, the ratio between the volume of biseparable states and the volume of fully PPT states (as measured by either the volume radius or the mean width) scales as 1/ √ d, where d is the local dimension. In order to precisely formulate this result, we need to introduce first some of the basic notions and definitions that will be employed in the derivations.
A. Notation and preliminary technical remarks
We denote by H(C n ) the set of Hermitian operators on C n , on which we define · tr as the trace class norm, · HS as the Hilbert-Schmidt norm and · op as the operator norm. We also denote by · the Euclidean norm on C
n . In what follows, we will be mostly interested in the asymptotic regime, when the dimension n tends to infinity. In this setting, the letters C, c, c 0 etc. denote numerical constants, independent from any other parameters, in particular from n. The value of these constants may change from occurrence to occurrence. When A and B are quantities depending on n, the notation A ∼ B means that the ratio A/B tends to 1 when n tends to infinity.
When working with a random variable X, we will use the notation P(A(X)) to denote the probability of the event A(X), and the notation E (f (X)) to denote the expectation of the function f (X).
Extra notation, concepts and results from classical convex geometry, which are required throughout our proofs, are gathered in Appendix A.
It may, however, be worth mentioning that whenever we use tools from convex geometry in the space H(C n ) (which has real dimension n 2 ) it is tacitly understood that we use the Euclidean structure induced by the Hilbert-Schmidt inner product A, B = Tr(AB). For instance, Definition A.1 of the volume radius of a convex body K ⊂ H(C n ) becomes, denoting by B HS the Hilbert-Schmidt unit ball of H(C n ),
While Definition A.2 of its mean width is, denoting by S HS the Hilbert-Schmidt unit sphere of H(C n ) equipped with the uniform probability measure σ,
As also mentioned in Appendix A, the latter quantity can be re-expressed via Gaussian variables, which yields here
where G is a matrix from the Gaussian Unitary Ensemble (GUE) on C n and γ n = E G HS ∼ n→+∞ n (see e.g. Ref. [12] , Chapter 2, for a proof).
To be fully rigorous, let us make one last comment. All the convex bodies of H(C n ) that we shall consider will actually be included in the set D(C n ) of density operators on C n (i.e. the set of positive and trace 1 operators on C n ). So we will in fact be working in an ambient space of real dimension n 2 − 1 (namely the hyperplane of H(C n ) composed of trace 1 elements). This subtlety will not be an issue though, since we will be mostly interested in the asymptotic regime n → +∞. In this setting, the operator that will play for us the role of the origin will naturally be the center of mass of D(C n ), i.e. the maximally mixed state ½/n. 
where G is a GUE matrix on C n and we denoted by λ max (G) its largest eigenvalue.
B. Volume estimates
In the sequel, we shall consider the multipartite system (C d ) ⊗k , and slightly adapt and generalize the notations introduced in Section II. We shall denote by S and P the sets of states on (C d ) ⊗k which are, respectively, separable and PPT across any bi-partition, and by S (2) and P (2) the sets of states on (C d ) ⊗k which are, respectively, bi-separable and bi-PPT. These sets may be more precisely defined in the following way. There are
and by P 1 , . . . , P N k the sets of states which are, respectively, bi-separable and bi-PPT across one of these, we have
the volume radius and the mean width of the set of states which are PPT across any bi-partition satisfy
where one may choose c = e −1/4 /4.
Proof: The first inequality in Eq. (32) is just by the Urysohn inequality (see Theorem A.3).
To show the second inequality in Eq. (32), we will use repeatedly the Milman-Pajor inequality (see Theorem A.6) and more specifically its Corollary A.7. We will in fact show more precisely that there exist c d → d→+∞ 1 such that
The first thing to note is that, denoting by Γ 1 , . . . , Γ N k the partial transpositions across the N k different bi-partitions of the k subsystems C d , we have
Now, by Corollary A.7 applied to the convex body
⊗k ) (which indeed has the origin ½/d k as center of mass) and to the isometry Γ 1 , we get
the last equivalence being by Theorem V.1. We may then conclude recursively that Eq. (33) actually holds.
⊗k , the volume radius and the mean width of the set of bi-separable states satisfy
where one may choose C = min 2 8 ln(1 + 2/δ)/(1 − 2δ 2 ) 2 : 0 < δ < 1/4 and C d,k = 8 ln(2)/d k−1 , so that
Proof: The first inequality in Eq. (36) is just by the Urysohn inequality (see Theorem A.3).
To show the second inequality in Eq. (36), we start from the following observation: Let S be one of the k set of states on (C d ) ⊗k which are separable across a given cut
where C = min 2 8 ln(1 + 2/δ)/(1 − 2δ 2 ) 2 : 0 < δ < 1/4 . It relies on the already known fact that there exists a universal constant C such that, for any m, n ∈ N with m n, the mean width of the set S of separable states on C m ⊗ C n is upper-bounded by C/m √ n. This result was basically proved in Ref. [14] , Theorem 1, but since specifically stated there in the balanced case m = n only, for vrad(S) rather than w(S) and without specifying that one may choose C = C/2, we briefly recall the argument here.
Let 0 < δ < 1/4 and consider M δ , N δ δ-nets for · within the Euclidean unit spheres of C m and C n respectively. Imposing that M δ , N δ have minimal cardinality, we know by volumetric arguments (see e.g. Ref. [18] , Lemma 4.16) that |M δ | (1 + 2/δ) 2m and |N δ | (1 + 2/δ) 2n . Then, it may be checked that
So by Lemma A.4, we get
which is precisely the content of Eq. (37). Now, we also have that, for each 1 i N k , S i ⊂ B tr ⊂ B HS . Hence, by Lemma A.5, we get
where
The conclusion of Theorems V.2 and V.3 may be phrased as follows. On a multipartite system which is composed of a small number of big subsystems (k fixed and d → +∞), imposing that a state is PPT across any bi-partition (i.e. the strongest notion of PPT) is still, on average, a much less restrictive constraint than imposing that it is bi-separable (i.e. the weakest notion of separability). Indeed, the "sizes" of these two sets of states (measured by either their volume radii or their mean widths) scale completely differently: the "size" of the former is at least of order 1/d k/2 while the "size" of the latter is at most of order 1/d (k+1)/2 , hence differing by a factor of order at least √ d.
C. A class of fully PPT and GME states
In Ref. [6] an explicit class of GME states that were PPT across all cuts was presented. In small dimensions it is a hard task to find such examples, but the results from the previous section suggest that at least in high dimensions this should be a generic feature of PPT states. To emphasize this fact we present an explicit construction of states PPT across all cuts and GME with high probability.
Consider the following random state model on (C d ) ⊗k : fix some parameter 0 < α < 1/4 (independent of d), pick G a traceless GUE matrix on (C d ) ⊗k , and define the "maximally mixed + gaussian noise" state on (
Then, typically (i.e. with probability going to 1 as d grows) ρ G is fully PPT and nevertheless GME. More quantitatively, we will show that the following result holds.
Theorem V. Theorem V.4 is a straightforward consequence of Propositions V.5 and V.6 below. Before stating and proving them, let us elude once and for all a slight issue: a GUE matrix on C n is the standard Gaussian vector in H(C n ), while a traceless GUE matrix on C n is the standard Gaussian vector in the hyperplane of H(C n ) composed of trace 0 elements. So in the asymptotic regime n → +∞, all the known results on n × n GUE matrices that we shall use also hold for traceless n × n GUE matrices (because the ambient spaces of these two gaussian vectors have equivalent dimensions in this limit).
where c > 0 is a universal constant.
Proof: In Ref. [13] , a deviation inequality is proved for the smallest eigenvalue of a GUE matrix, namely: Let G be a GUE matrix on C n and denote by λ min (G) its smallest eigenvalue. Then, for any ǫ > 0,
where c > 0 is a universal constant. Now, observe that G as well as all its partial transpositions G Γi , 1 i N k , are GUE matrices on (C d ) ⊗k . Hence, Proposition V.5 follows directly, by choosing for instance ǫ = 1. Indeed, by assumption on α, we have 3α < 3/4 < 1, so the probability that ρ G or any ρ 
Proof: Our strategy to show Proposition V.6 is to exhibit a Hermitian M on (C d ) ⊗k which is with probability greater than 1 − exp(−cd k−1 ) a GME witness for the state ρ G (i.e. such that Tr(ρ G M ) < 0 while Tr(ρM ) > 0 for any bi-separable state ρ).
Note first of all that, on the one hand,
while on the other hand, by Theorem V.3,
where we used that for G a GUE matrix on C n , E Tr(G 2 ) ∼ n→+∞ n 2 and E[Tr(G 2 )] 1/2 ∼ n→+∞ n (see e.g. Ref. [12] , Chapter 2, for a proof).
Let us now show that the functions G → Tr(ρ G G) and G → sup ρ∈S (2) Tr(ρG) concentrate around their respective average values. In that aim, we shall make use of the following Gaussian deviation inequality (see e.g. Ref. [18] , Chapter 2): Let f be a function satisfying, for any Gaussian random variables G, H, |f
where c 0 > 0 is a universal constant. Define f : G ∈ GU E(C n ) → Tr(G 2 ), and f Σ : G ∈ GU E(C n ⊗ C n ) → sup ρ∈Σ Tr(ρG), for any given set of states Σ on C n ⊗ C n . We have first
where the last inequality is by the triangle inequality, the Cauchy-Schwarz inequality, and the invariance of · HS under conjugate transposition, after noticing that
where the next to last inequality is because Σ is a subset of the trace class unit sphere of Hermitians on C n ⊗ C n . Hence, by the Gaussian deviation inequality and the mean estimates (45) and (46), we have that for any 0 < ǫ < 1,
P sup ρ∈S (2) Tr(ρG) > (1 + ǫ)Cd
exp −c 0 ǫCd
As a consequence, we have that for any β d satisfying 1/2Cd
⊗k is a GME witness for ρ G with probability greater than 1−exp(−cd k−1 ), where c > 0 is a universal constant. Indeed, choosing ǫ = 1/6 in Eq. (50) and ǫ = 1/2 in Eq. (51), we get
2k and P sup
which concludes the proof.
We may actually say even more on the random state ρ G defined by Eq. (41). Indeed, define for all 0 < ǫ < 1 the
Then, what the proof of Proposition V.6 additionally tells us is that, as long as ǫ γ/ √ d, for some constant γ > 0, ρ G (ǫ) is with high probability not bi-separable. This means that ρ G is typically a fully PPT state on (C d ) ⊗k which is not bi-separable but whose robustness of genuinely multipartite entanglement goes to 0 (at least as 1/ √ d) when d → +∞.
VI. CONCLUSION
The problem of characterizing genuine multipartite entanglement and biseparability is difficult. Therefore, a natural approach lies in the relaxation of the definition of biseparability: Instead of considering states which are separable with respect to some bipartition, one replaces this set by an appropriate superset, e.g. defined by the PPT condition or some other positive but not completely positive map.
In this paper we investigated this approach from several perspectives. First, we established how this relaxation approach with positive maps can be evaluated with semidefinite programming and how entanglement witnesses can be constructed for this problem. Then, we showed that, in principle, also other relaxations, besides those obtained from positive maps (e.g. based on the CCNR criterion), are possible. Finally, we studied the accurateness of the relaxation approach. We proved rigorous bounds on the volume of the set of biseparable states as well as on the volume of the set of states which are PPT for any cut. In this way, we showed that in the limit of large dimensional multipartite systems, the relaxation approach detects only a small fraction of the multiparticle entangled states. It must be stressed, however, that this does not mean that the relaxation approach is not fruitful: First, it is a well known fact from the theory of two-particle entanglement that simple entanglement criteria miss most of the states if the dimension of the local spaces increases [4, 14] . Second, from a practical point of view, the relaxation approaches are clearly the best tools for characterizing multiparticle entanglement available at the moment [5, 6] .
For future research, there are many open questions to address: First, a systematic approach for the various positive maps besides the transposition would be desirable. Then, an approach for characterizing separability classes besides biseparability (e.g. triseparability) would be useful. Finally, methods to certify the Schmidt-rank or the dimensionality of entanglement [20] in high-dimensional systems are needed for current experiments. Investigating the generic scaling of these quantities could also be of interest.
Lemma A.5 (Bounding the mean width of a union) Let K 1 , . . . , K N be convex sets in R n such that K i ⊂ λB n for every index 1 i N (where B n denotes the unit Euclidean ball of R n ). Then
Finally, we use repeatedly the following result, established in Ref. [17] , Corollary 3.
Theorem A.6 (Milman-Pajor inequality) Let K, L be convex bodies in R n with the same center of mass. Then
where K − L = {x − y : x ∈ K, y ∈ L} stands for the Minkowski sum of the convex bodies K and −L.
Choosing K = −L in Theorem A.6 yields the following corollary.
Corollary A.7 If K is a convex body in R n with center of mass at the origin, then
and more generally for any orthogonal transformation θ,
The latter inequality is simply because, on the one hand, vrad(θ(K)) = vrad(K), and on the other hand, by Theorem A.3, vrad(K − θ(K)) w(K − θ(K)) w(K) + w(θ(K)) = 2w(K).
We typically use Corollary A.7 in the following way: if K is a convex body with center of mass at the origin which satisfies a "reverse" Urysohn inequality, i.e. vrad(K) αw(K) for some constant α, we conclude that the volume radius of K ∩ θ(K) is comparable to the volume radius of K.
