Abstract. In this paper, we develop a new computational approach which is based on minimizing the difference of two convex functionals (DC) to solve a broader class of phase retrieval problems. The approach splits a standard nonlinear least squares minimizing function associated with the phase retrieval problem into the difference of two convex functions and then solves a sequence of convex minimization sub-problems. For each subproblem, the Nesterov's accelerated gradient descent algorithm or the Barzilai-Borwein (BB) algorithm is used. In the setting of sparse phase retrieval, a standard ℓ 1 norm term is added into the minimization mentioned above. The subproblem is approximated by a proximal gradient method which is solved by the shrinkage-threshold technique directly without iterations. In addition, a modified Attouch-Peypouquet technique is used to accelerate the iterative computation. These lead to more effective algorithms than the Wirtinger flow (WF) algorithm and the Gauss-Newton (GN) algorithm and etc.. A convergence analysis of both DC based algorithms shows that the iterative solutions is convergent linearly to a critical point and will be closer to a global minimizer than the given initial starting point. Our study is a deterministic analysis while the study for the Wirtinger flow (WF) algorithm and its variants, the Gauss-Newton (GN) algorithm, the trust region algorithm is based on the probability analysis. In particular, the DC based algorithms are able to retrieve solutions using a number m of measurements which is about twice of the number n of entries in the solution with high frequency of successes. When m ≈ n, the ℓ 1 DC based algorithm is able to retrieve sparse signals. Finally, the paper discusses the nonexistence of the solution to the exact recovery of the phase retrieval problem for arbitrary given measurement values. In addition, for a given set of measurement values, if there is a solution, an estimate of the upper bound of the number of distinct solutions is also given.
1. Introduction.
1.1. Phase retrieval. The phase retrieval problem has been extensively studied in the last 40 years due to its numerous applications, such as X-ray diffraction, crystallography, electron microscopy, optical imaging and etc.. See, e.g. [11] , [30] , [31] , [34] , [39] , [20] , and [17] . In particular, see [27] for an explanation of the image recovery from the phaseless measurements and a survey of recent research results. Mathematically, the phase retrieval problem or simply called phase retrieval problem can be stated as follows. Given measurement vectors a i ∈ R n (or ∈ C n ), and the measurement values b i ≥ 0, we would like to recover an unknown signal x ∈ R n (or ∈ C n ) through a set of quadratic equations:
(1.1)
Note that for any c ∈ R n (or ∈ C n ) with |c| = 1, we have b i = | a i , cx | 2 for all i. Thus we can only hope to recover x up to a unimodular constant. One fundamental problem in phase retrieval is to give the minimal m for which there exists A = (a 1 , . . . , a m ) ⊤ which can recover x up to a unimodular constant. For the real case, it is well known that the minimal measurement number m is 2n − 1 [4] . For the complex case C n , this question remains open. Conca, Edidin, Hering and Vinzant [14] proved m ≥ 4n − 4 generic measurement vectors F = (f 1 , . . . , f m )
⊤ have phase retrieval property for C n and they furthermore show that 4n − 4 is sharp if n is in the form of 2 k + 1, k ∈ Z + . In [41] , for the case n = 4, Vinzant present 11 = 4n − 5 < 4n − 4 measurement vectors which have phase retrieval property for C 4 which implies that 4n − 4 is not sharp for some dimension n. There is a similar study for the sparse phase retrieval. See [42] .
There are many computational algorithms available to find a true signal x up to a phase factor. It is common folklore that for given a i , i = 1, . . . , m, we may not be able to find a solution x for any given vector b = (b 1 , · · · , b m )
⊤ , e.g. a perturbation of the exact observed value vector b * . We shall give this fact a mathematical explanation (see Theorem 2.3 in a later section). Thus, the phase retrieval problem is usually formulated as follows:
Although it is not a convex minimization problem, the minimizing functional is a nice differentiable function and hence, many computational algorithms can be developed and they are very successful actually. A gradient descent method (called Wirtinger flow in the complex variable setting) is developed by Candès et al. in [12] . They show that the WF algorithm converges to the true signal up to a global phase factor with high probability provided the measurement vectors are m = O(n log n) Gaussian measurements. Many variants of Wirtinger flow algorithms were developed. See [11] , [9] , [13] , [46] , and [8] for Truncated WF, Thresholded WF, Reshaped WF, Accelerated WF, and etc.. In [22] , Gao and Xu propose a Gauss-Newton (GN) algorithm to find a minimizer of (1.2). They proved that, for the real signal, the GN algorithm can converge to the global optimal solution quadratically with O(n log n) measurements starting from a good initial solution. Indeed, Gao and Xu provided a formula for the initialization which is much better than the initialization in [12] in numerical experiments. Another approach for the minimization (1.2) is called the true region method which was studied in [40] where a geometric description of the landscape function
To recover sparse signals from the measurements (1.1), a standard approach is to add ℓ 1 term λ x 1 to (1.2) or use the projected gradient method as discussed in [38] .
Our contribution.
In this paper, we consider a broader class of phase retrieval problem which includes standard phase retrieval as a special case. We aim to recover x ∈ R n (or ∈ C n ) from nonlinear measurements (1.3)
where f : C → R + is a continuous convex function which satisfies the following coercive condition:
f (x) → ∞ when |x| → ∞.
If we take f (x) = |x| 2 , then it reduces to the standard phase retrieval. To guarantee the unique recovery of x, it has been proved that the measurement number satisfies m ≥ n + 1 for the real case (2n + 1 for the complex case, respectively) (see [26] ). Recovering x from the nonlinear observation is also raised in many areas, such as neural network etc. (cf. [6, 36] ).
To reconstruct x by solving (1.3), we can formulate it as
We approach it by using the standard technique for a difference of convex minimizing functionals. Indeed, for the case x ∈ R n and a i ∈ R n , let
2 be the minimizing functional. As it is not convex, we can write it as
Note that f is a convex function with function value f (x) ≥ 0 for all x ∈ R. Then F 1 and F 2 are convex functions. The minimization (1.4) will be approximated by (1.5) x (k+1) := arg min
for any given x (k) . We call this algorithm as DC based algorithm following from the ideas in [23] , where the sparse solutions of underdetermined linear system were studied. Due to the nice properties of F 1 and F 2 , we will be able to establish much better results than those in [23] . When x ∈ C n and a j ∈ C n , j = 1, . . . , m, we have to write x = x R + √ −1x I and similar for a j . Letting c = [
is a convex function of c. For convenience, we simply discuss the case when x, a j , j = 1, . . . , m are real. The complex variable setting can be treated in the same fashion.
The above minimization (1.5) is a convex minimization problem with differentiable functional for each k. We can solve it by using the standard gradient descent method with Nestrov's acceleration (cf. [33] ) or by using the Barzilai-Borwein (BB) method (cf. [5] ). There are several nice properties of this DC based approach. We can show that
for some constant ℓ > 0. That is, F (x (k) ), k ≥ 1 is strictly decreasing sequence and hence, the sequence x (k) will not converge to a local maximum. Also, we can prove the sequence {x (k) } ∞ k=1 converges to a critical point x * . Using the KurdykaLojasiewicz inequality, we can also show
. If the function F (x) has the property that any global minimizer x ⋆ is a local minimizer over a neighborhood N (x ⋆ ) and the initial point x (1) is within N (x ⋆ ), then the DC based algorithm will converge to the global minimizer. Actually, the function F (x) has such property for standard phase retrieval problem and the initial point is chosen by a careful initialization. Our numerical experiments show that our DC based algorithm can retrieve solutions when m ≈ 2n.
Furthermore, we develop an ℓ 1 DC based algorithm to reduce the number of measurements and recover sparse signals. That is, starting from x (k) , we solve
using a proximal gradient method, where λ > 0 is a parameter. The convergence of the ℓ 1 DC based algorithm can be established similar to the DC base algorithm. To accelerate the convergence of the ℓ 1 DC based algorithm, we use Attouch-Peypouquet's acceleration (cf. [3] ). To have a better initialization, we use the projection technique (cf. [19] ). In addition, the hard thresholding operator is used to project each iteration onto the set of sparse vectors. With these updates, the algorithm works very well.
The numerical experiments of the modified ℓ 1 DC based algorithm can recover sparse signals as long as m ≈ n.
1.3. Organization. The paper is organized as follows. First, using tools of algebraic geometry, we explain some existence for phase retrieval and give an estimate of how many distinct solutions in section 2. In section 3, we give the analysis of convergence for our DC based algorithm. Accelerated gradient descent methods, Nesterov's accelerated technique and the BB technqie for inner iterations will be discussed in section 4. Furthermore, we will study the ℓ 1 based algorithm for retrieving sparse signals and discuss the convergence in section 5. Our numerical experimental results are collected in section 6, where we show the performance of our DC based algorithms and comparison with the Gauss-Newton algorithm for general signals and sparse signals. Mainly, we will show that the DC based algorithm is able to retrieve signals when m ≈ 2n with high frequency of successes. In addition, our ℓ 1 DC based algorithm with the update techniques is able to retrieve sparse signals with high frequency of successes when m ≈ n.
On Existence and Number of Phase Retrieval Solutions.
In this section, we shall discuss the existence of phase retrieval solution and give an estimate of the number of distinct solutions. To do so, we first recall PhaseLift (cf. [10] ) which shows the connection between phase retrieval and low-rank matrix recovery.
Letting X = xx ⊤ and A j = a j a ⊤ j , j = 1, . . . , m, the constrains in (1.1) can be rewritten as
where tr(·) is the trace operator.
Note that a scaling of x by a unimodular constant c would not change X. Indeed, (cx)(cx) ⊤ = |c| 2 xx ⊤ = xx ⊤ = X. Conversely, given a positive semi definite matrix X of rank 1, there exists a vector x such that X = xx ⊤ . So the phase retrieval problem can be recast as a matrix recover problem (cf. [10] ): Find X ∈ M 1 satisfying linear measurements: tr(A j X) = b j , j = 1, . . . , m, where M r = {X ∈ R n×n : rank(X) = r}. It also can be considered as a low rank matrix recovery problem:
As we have pointed out above, for any given b j ≥ 0, j = 1, . . . , m, there may not have a matrix X ∈ M r with r < n satisfying the constraints exactly. Unless b j ≥ 0 are exactly the measurement values from a matrix X so that we can use the minimization (2.1) to find the solution X, we have to reformulate the above problem otherwise:
As M r is a closed set, the above least squares problem will have a bounded solution if the following coercive condition holds:
In the case that the above coercive condition does not hold, one has to use other conditions to insure that the minimizer in (2.2) is bounded. For example, if there is a matrix X 0 which is orthogonal to A j in the sense that tr(A j X 0 ) = 0 for all j = 1, . . . , m, then the coercive condition will not hold as one can let X = ℓX 0 with ℓ → ∞.
We are now ready to discuss the existence of the solution of phase retrieval problem. Let M r be the set of matrices of size n × n with rank r and M r be the set of all matrices with rank ≤ r. It is known that dimension of M r is 2nr − r 2 (cf. Proposition 12.2 in [24] for a proof). Since M r is the closure of M r in the Zariski sense (cf. [45] ) and hence the dimension of M r is also 2nr − r 2 . Furthermore, it is clear that M r is an algebraic variety. In fact, M r is an irreducible variety which is a standard result in algebraic geometry. To make the paper self-contain, we present a short proof.
Lemma 2.1. M r is an irreducible variety.
Proof. Denote by GL(n) the set of invertible n × n matrices. Consider the action of
Fix a rank r matrix M . Then the variety M r is the orbit of M . Hence, we have a surjective morphism, a regular algebraic map described by polynomials, from GL(n) × GL(n) onto M r . Since GL(n) × GL(n) is an irreducible variety, so is M r . Hence, the closure M rg of the irreducible set M rg is also irreducible c.f (cf. Example I.1.4 in [25] ).
Define a map
A :
We define the range R + = {A(X) : X ∈ M 1 , X 0} and the range R = {A(X) : X ∈ M 1 } of the map A. It is clear that the dimension of R + is less than or equal to the dimension of R. As the projection A is a regular map since each coordinate of the map A is a linear polynomial in entries of matrices, we expect that dim(R) is less than or equal to the dimension of the M 1 which is equal to 2n−1. If m > 2n−1, then R is not able to occupy the whole space R m . The Lebesgue measure of the range R is zero and hence, randomly choosing a vector
will not be in R most likely and hence, not in R + . Thus, there will not be a solution
Certainly, these intuitions should be made more precise. Recall the following result from Theorem 1.25 in Sec 6.3 of [37] .
Lemma 2.2. Let f : X → Y be a regular map between irreducible varieties. Suppose that f is surjective: f (X) = Y , and that dim(X) = n, dim(Y ) = m. Then m ≤ n, and 1. for any y ∈ Y and for any component F of the fiber
We are now ready to prove Note that the above discussion is still valid after replacing M 1 by M r with r < n. Under the assumption that m > 2nr − r 2 , we can show that the generalized phase retrieval problem (2.1) may not have a solution for randomly chosen
As we are working over Noetherian fields like R or C, it is worthwhile to keep in mind that all zero dimensional varieties over such fields will have only finitely many points. Let us consider those b ∈ R m + such that the set χ b is nonempty. We are interested in an upper bound on number of solutions one can find via the minimization (2.1) when χ b = ∅ (Theorem 2.8). To do so, we need more results from algebraic geometry.
Lemma 2.4 ([24] Proposition 11.12.). Let X be a quasi-projective variety and π : X → R m a regular map; let Y be closure of the image. For any p ∈ X, let X p = π −1 π(p)) ⊆ X be the fiber of π through p, and let µ(p) = dim p (X p ) be the local dimension of X p at p. Then µ(p) is an upper-semi-continuous function of p, in the Zariski topology on X, i.e. for any m the locus of points p ∈ X such that dim p (X p ) > m is closed in X. Moreover, if X 0 ⊆ X is any irreducible component, Y 0 ⊆ Y the closure of its image and µ the minimum value of µ(p) on X 0 , then
As we saw that dim(R) ≤ dim(M r ), we can be more precise about these dimensions as shown in the following
Proof. Assume dim(M r ) = dim(R). Then using Lemma 2.2, there exists a nonempty open subset U ⊂ R) such that dim(A −1 (b)) = 0 for all b ∈ U . This implies that χ b has finitely many points. Hence χ b = ∅.
We now prove the converse. Assume χ b = ∅. We will apply Lemma 2.4 above by setting X = M r , Y = A(M r ) and π = A. (As we apply lemma , please note that it does not matter whether we take the closure in P m or in C m since C m is an open set in P m and the Zariski topology of the affine space C m is induced from the Zariski topology of P m . M r is an affine variety. In particular, it is a quasi-projective variety.)
By our assumption, χ b is not empty. It follows that there is a point p ∈ Y such that π −1 (p) is zero dimensional. Since zero is the least dimension possible, we have µ = 0. Hence, using (2.3) above, we have dim(M 1 ) = dim(R). But dimension does not change upon taking closure. So, dim(R) = dim(R).
Finally, we need the following Definition 2.6. The degree of an affine or projective variety of dimension k is the number of intersection points of the variety with k hyperplanes in general position. In particular, the degree of M 1 is
We are now ready to prove another main result in this section. 
Proof. When we fix m entries in b, the set of matrices M of rank 1 such that A(M ) = b are exactly the intersection points of the variety M 1 with m hyperplanes, namely the hyperplanes defined by equations of the form
Since m > dim(M r ) = 2n − 1, the number of intersection points (matrices of rank 1) would be less than degree of M 1 generically. So, in particular, the number of positive semidefinite matrices M of rank 1 such that A(M ) = b would be no more than the degree of M 1 . Now using the exact formula for the degree from Example 2.7, the result follows.
3. The DC based Algorithm for Phase Retrieval. Recall that we aim to recover x by minimizing
where
It is easy to see that the minimization in (3.1) can happen in a bounded region R since the coercive condition f (x) → ∞ when x → ∞. The DC based computational method is as follows. Start from any iterative solution x (k) , we solve the following convex minimization problem:
is an initial guess which will be discussed how to choose later. Without of loss generality, we always assume x (1) is located in a bounded region R.
Our goal in this section is to show x (k) , k ≥ 1 converges to a critical point. Later, we will discuss how to find a global minimization by choosing the initial guess x (1) appropriately. Although it is standard to solve a convex minimization problem with differentiable minimizing functional, we have to solve (3.2) by using an iterative method. For example, we can use a gradient descent method with various acceleration techniques such as Nesterov's, BB's and other techniques or the Newton method. Hence, there will be two iterative procedures. The iterative procedure for solving (3.2) is an inner iteration which will be discussed in the next section. In this section, we mainly discuss the outer iteration.
We will instate the following assumptions on the function F 1 and
, where f ′′ (x) ≥ 0 since the convexity of f . Then the parameter of strong convexity is given by the minimal eigenvalue of H. We first introduce a standard result for DC based algorithm:
Theorem 3.1. Assume F 2 is a strongly convex function with parameter ℓ. Starting from any initial guess
Proof. By the strongly convexity of F 2 , we have
From (3.2), we see that
The second property
Next, we use the Kurdyka-Lojasiewicz (KL) inequality to establish the convergence rate of x (k) . We refer to [1] , [2] , and [44] for using the KL inequality for various minimization problems. The following is our major theorem in this section.
Assume the gradient function ∇F 1 has Lipschitz constant L 1 > 0 and F 2 is a strongly convex function with parameter ℓ > 0 in bounded region R. Starting from any initial guess x (1) , let x (k+1) be the solution in (3.2) for all k ≥ 1. Then x (k) , k ≥ 1 converges to a critical point of F . Furthermore, if we let x * be the unique limit, then
for a positive constant C and τ ∈ (0, 1).
To this end, we need the KL inequality which is central to the global convergence analysis.
Definition 3.3 ( Lojasiewicz [29] ). We say a function f (x) satisfies the KurdykaLojasiewicz (KL) property at pointx if there exists θ ∈ [0, 1) such that
in a neighborhood B(x, δ) for some δ > 0, where C > 0 is a constant independent of x. In other words, there exists ϕ(s) = cs 1−θ with θ ∈ [0, 1) such that the KL inequality holds:
This property is introduced by Lojasiewicz on the real analytic functions, for which (3.5) holds in any critical point with θ ∈ [1/2, 1). Later, many extensions of the above inequality are proposed. Typically, the extension in [28] for the setting of o-minimal structure. Recently, the KL inequality is extended to nonsmooth subanalytic functions. See [1, 2, 44] , for application of the KL inequality for study in the optimization. In our setting, θ = 1/2. We shall include an elementary proof to justify our choice of θ = 1/2. Proposition 3.4. Suppose that f : R n → R is a continuously twice differentiable function whose Hessian H(f )(x) is invertible at a critical point x * of f . Then there exists a positive constant C, an exponent θ = 1/2 and a positive r such that
where B(x * , r) is a ball at x * with radius r.
Proof. Since f is continuously twice differentiable, using Taylor formula for f and noting f (x * ) = 0, we have
for some r > 0. On the other hand, we have ∇f (x) = ∇f (x) − ∇f (x * ) ≥ c 2 x − x * due to the fact the Hessian is invertible. Thus, (3.6) follows with θ = 1/2 and
The importance of the Lajosiewicz inequality is the establishment of the above inequality in (3.6) when f may not have an invertible Hessian at the critical point x * . The proof is based on knowledge from algebraic geometry, mainly the curve selecting lemma. See [28] for a more general setting.
Let us recall the geometric description of the landscape function F (x) whose Hessian is restricted strong convex at the global minimizer (cf. [40] ). In the real variable setting, we can even show that the Hessian is positive definite at a global minimizer. See the Appendix for a proof. We are now ready to establish Theorem 3.2.
Proof of Theorem 3.2. From Theorem 3.1, we have
That is, F (x (k) ), k ≥ 1 is strictly decreasing sequence. Without loss of generality, we assume
Then the sequence {x (k) } ∞ k=1 ⊂ R is a bounded sequence. Then there exists a cluster point x * and a subsequence
is a bounded monotonic descending sequence. Then F (x (k) ) → F (x * ) for all k ≥ 1. We claim that there exists a a positive constant C 1 such that
holds for all k ≥ k 0 where k 0 is large enough. To establish this claim, we need to use Proposition 3.4 which is the well-known Kurdyka-Lojasiewicz inequality. First, we prove that the condition ∇F (x * ) = 0 holds. Indeed, using one of the properties in Theorem 3.1, we have
Combining with (3.7), it gives that ∇F (x (ki) ) → 0. By the continuity of gradient function, we have ∇F (x * ) = 0 since
. Then by the Kurdyka-Lojasiewicz inequality, there exists a positive constant c 0 > 0 and δ > 0 such that
then there is an integer k 0 such that for all k ≥ k 0 it holds
Also,
Without loss of generality, we may assume that k 0 = 1 and x (1) ∈ B(x * , δ/2). Let us show that x (k) , k ≥ 1 will be in the neighborhood B(x * , δ). We shall use an induction to do so. By (3.10) we have
Assume that
) to both sides of (3.7), we have
by using the concavity of g. However, the K-L inequality (3.9) and Theorem 3.1 gives that
Putting it in (3.11) gives that (3.13)
holds for all 2 ≤ k ≤ K. It follows that
That is, we have
where the last inequality follows from (3.10). Thus, x (K+1) ∈ B(x * , δ). This shows that all x (k) are in B(x * , δ) and inequality (3.13) holds for all k. Hence, we arrive at the claim (3.8) with C 1 = ℓc 0 /(2L 1 ). By summing the inequality in (3.8) above, it follows
That is, x (k) is a Cauchy sequence and hence, it is convergent with x (k) → x ⋆ . Note that ∇F (x ⋆ ) = 0, which implies x (k) converges to a critical point of F .
Next, we turn to prove the second part. Let
. It follows from (3.13) that
Recall from (3.12) that
where C 2 = L 1 /(2c 0 ). Combining the two above inequality that
we complete the proof.
Remark 3.5. We should point out that the conditions on F, F 1 and F 2 in Theorem 3.2 are not harsh. Notice that for standard phase retrieval, all these conditions are satisfied, especially when the region R is sufficiently small and near the global minimization by a technical initialization.
In summary, two obvious consequences are: (1) For any given initial point
, where x ⋆ is one of the global minimizer of (3.1). Then
That is, x (k) is closer to one of global minimizer than the initial guess point.
Example 3.6. In this example, we consider the standard phase retrieval problem where f (x) = |x| 2 . Assume the measurements are Gaussian random vectors, it has been showed that one can use the initialization from [13, 22] to find an excellent initial vector. More specifically, to recover a vector x ∈ R n (or x ∈ C n ), if the number of measurement vectors a i , i = 1, . . . , m is m = O(n), then with high probability we have
where x * is a global minimizer and δ is a positive constant. Furthermore, in a small neighborhood N (x ⋆ , δ) := {x : x − x * 2 ≤ δ x * 2 }, the minimizing functional F (x) is strongly convex. Thus, our algorithm can converge to the global minimizer by using a initialization.
Computation of the Inner Minimization (3.2).
We now discuss how to compute the minimization in (3.2). For convenience, we rewrite the minimization in the following form (4.1) min
The first approach is to use the gradient descent method:
, where h > 0 is a fixed step size or variable step size. It is well-known that we need to choose h ≈ 1/(2L) for the Lipschitz differentiability constant L of G(x) and then the gradient descent method (4.2) will have a linear convergence. It is also known that we can choose h = ν/L for the Lipschitz differentiability constant L of G(x) and the ν-strong convexity of G and then use the Nestrov acceleration technique as explained in [33] . The convergence will be sped up. See the following result.
Lemma 4.1 (The Nesterov's Acceleration ([33]) ). Let f : R n → R be a ν-strong convex function and the gradient function has L-Lipschitz constant. Start at an arbitrary initial point u 1 = z 1 , the following Nesterov's accelerated gradient descent
where z * is the optimal solution and q = ( L/ν − 1)/( L/ν + 1) is a constant.
The significance of the Nestrov acceleration above is to reduce the number of iterations in (4.2) significantly. That is, for any tolerance ǫ, we need O(1/ǫ) number of iterations for the gradient descent method due to the linear convergence, but O(1/ √ ǫ) number of iterations if Nesterov's acceleration (4.3) is used.
Since G is twice differentiable, we can certainly use the Newton method to solve (3.2) because it has quadratic convergence. However, we will not pursue it here due to the fact that when the number of variables of z is large, the Newton method will be extremely slow. Instead, another method to choose a good h is to use the BarzilaiBorwein(BB) method which is an excellent approach for a large scale minimization problem (cf. [5] ). The iteration of the BB method can be described as
where the step size
We shall use the following Algorithm 4.1 to solve the minimization (3.2).
Algorithm 4.1 The BB Algorithm for the Inner Minimization
Let u (1) = z (1) be an initial guess. For j ≥ 1, we solve the minimization in (4.1) by computing β j according to (4.6) . Update
until a maximum number T of iteration is achieved. return u T Our computation of inner minimization is described in Algorithm 4.1, which is the combination of BB method with Nesterov's accelerated gradient descent. The intuition behind it based on the results in Lemma 4.1. Since BB method has a good performance in numerical experiment, we can hope our Algorithm 4.1 has better performance.
There are several modified versions of the BB-method available together their convergence analysis in the literature. See, e.g. [18, 47] and the references therein. A quick literature search shows that the convergence rate is still not established yet for general minimizing functional F to the best of the authors knowledge. Next we give a necessary and sufficient condition for the algorithm (4.5) has a better convergence than linear rate. We say a algorithm is convergent superlinearly if
To analyze the convergence of the BB method in our setting, let 
Proof. From iteration (4.5), We have
Since the Hessian H G (x) is continuous at x * and all x (k) ∈ D, we see
By the assumption that (
,
. It follows that σ k 1 + σ k → 0 and hence, σ k → 0. That is, the BB method converges super-linearly. On the other hand, if σ k → 0, we can show that (
Indeed, we have
It follows that
Hence, we have
because of the denominator is bounded by the property (4.10). Using the argument at the beginning of the proof, we can see that (β k − H G (x * ))s k+1 = o( s k+1 ). These completes the proof.
5. Sparse Phase Retrieval. In previous sections, several computational algorithms have been developed for the phase retrieval problem based on measurements in (1.1). We now extend the approaches to study the sparse phase retrieval. Suppose that x b is a sparse solution to the given measurements (1.1). Let us use the DC based algorithm to explain how to do. First, we consider the following
by adding λ x 1 to (1.2) as a standard approach in compressive sensing. If we take f ( a i , x ) = | a i , x | 2 , then (5.1) reduces to the sparse phase retrieval. We now discuss how to solve it numerically. We approach it by using a similar method as in the previous section. Indeed, for the case x ∈ R n and a i ∈ R n , we rewrite
The minimization (5.1) will be approximated by
for any given x (k) . We call this algorithm as sparse DC based method. When x ∈ C n and a j ∈ C n , j = 1, . . . , m, we have to write x = x R + √ −1x I and similar for a j .
is a convex function of c. We can formulate the same minimization problem as in (5.2). For convenience, we simply discuss the case when x, a j , j = 1, . . . , m are real. The complex variable setting can be treated in the same fashion.
To solve (5.2), we use a proximal gradient method: for any given y (k) , (5.3)
for k ≥ 1, where L 1 is the Lipschitz differentiability of F 1 . The above minimization can be easily solved by using shrinkage-thresholding technique as in [7] . Note that Beck and Teboulle in [7] use a Nesterov's acceleration technique to speed up the iteration to form the well-known FISTA. However, we shall use the acceleration technique from [3] which is slightly better than the Nestrov technique. The discussion above furnishes a computational method for sparse phase retrieval problem (5.1). Let us point out one significant difference from (5.3) is that one can find y (k+1) by using a formula while the solution x (k+1) in (3.2) has to be computed using an iterative method as explained before. Thus the sparse phase retrieval is more efficient in this sense.
Let us study the convergence of our sparse phase retrieval method. We again start with a standard result for a DC based algorithm:
Theorem 5.1. Assume F 2 is a strongly convex function with parameter ℓ. Starting from any initial guess y (1) , let y (k+1) be the solution in (5.3) for all k ≥ 1. Then
and ∂g stands for the subgradient of g.
Proof.
The Lipschitz differentiability of F 1 tells us
where L 1 is the Lipschitz differentiability of F 1 . By the strongly convexity of F 2 , we have
With the above two inequalities, we see that
where we have used the optimization condition in (5.3). Letting g(x) = λ x 1 , the second property ∂g(y
from the minimization (5.3).
Next we show that the sequence y (k) , k ≥ 1 from (5.3) converges to a critical point y * .
Theorem 5.2. Suppose that f (x) is a real analytic function and the gradient function ∇f (x) has Lipschitz constant L. Let y (k) , k ≥ 1 be the sequence obtained from (5.3). Then it converges to a critical point y * of F .
Proof. Recall F (x) = g(x) + f (x). From Theorem 5.1, we have
That is, F (y (k) ), k ≥ 1 is strictly decreasing sequence. Due to the coerciveness, we know that R := {x ∈ R n , F (y) ≤ F (y (1) )} is a bounded set. It follows that the sequence {y (k) } ∞ k=1 ⊂ R is a bounded sequence and there exists a cluster point y * and a subsequence y (ki) such that
is a bounded monotonic descending sequence, then F (y (k) ) → F (y * ) for all k ≥ 1. We claim that the sequence {y (k) } ∞ k=1 has finite length, that is,
To establish the claim, we need to use the Kurdyka-Lojasiewicz inequality (cf. [28] ). Note that the ℓ 1 norm x 1 is semialgebraic function and the function f (x) is analytic, so the objective function F (x) satisfies the KL property at any critical point (cf. [1] , [2] , [44] ). Let us prove that ∇F (y * ) = 0 holds, that is, y * is a critical point of F . Indeed, using one of the properties in Theorem 5.1, we have
by using the second conclusion of Theorem 5.1. Combining with (5.5) and the Lipschitz differentiation of F 1 and F 2 , it gives that ∂F (y (ki) ) → 0. By a property of subgradient of g (cf. [35] ) and the continuity of the gradients F 1 and F 2 , we have ∂F (y * ) = 0 when y (ki ) → y * . Thus, y * ∈ domain(∂F ), the set of all critical points of F . Therefore, we can use KL inequality to obtain that
Without loss of generality, we may assume that k 0 = 1 and y (1) ∈ B(y * , δ/2). Let us show that y (k) , k ≥ 1 will be in the neighborhood B(y * , δ). We shall use an induction to do so. By (5.8) we have
Assume that y (k) ∈ B(y * , δ) for k ≤ K. From Theorem 5.1, we have
On the other hand, from the concavity of ϕ we get that
Combining with (5.5) and (5.9), we obtain
Multiplying y (k) − y (k−1) both sides of the above inequality, taking a square root both sides, and the using a standard inequality 2ab ≤ a 2 + b 2 on the left-hand side, we have
That is, y (K+1) ∈ B(y * , δ), which implies that all y (k) are in B(y * , δ). From above, we know that the inequality (5.10) holds for all k, which show the claim (5.6) holds. It is clear that (5.6) implies that {y (k) } ∞ k=1 is a Cauchy sequence and hence, it is convergent with y (k) → y ⋆ . Note that ∇F (y ⋆ ) = 0, which implies y (k) converges to a critical point of F .
Finally, let us show that the convergence is in a linear fashion. We begin with Lemma 5.3. Let g(x) = λ x 1 for λ > 0. Then for any x, there exists a δ > 0 such that for any y ∈ B(x, δ), the open ball of radius δ at x, there exists a subgradient ∇g at x,
Proof. For similicity, consider x ∈ R 1 . Then if x = 0, we can find δ = |x| > 0 such that when y ∈ B(x, δ), we have ∂g(y) = ∂g(x) and hence, we have (5.11). If x = 0, for any y = 0, we choose ∂g(0) according to y, i.e. ∂g(0) = 1 if y > 0 and ∂g(0) = −1 if y < 0. Then we have (5.11).
In the following lemma, we need to use the sparse set R s (5.12)
which is clearly the union of all canonical subspaces R
* be a critical point of F as explained in Theorem 5.2. Suppose that either none of entries of x * is zero or suppose x ∈ R s I if x * ∈ R s I for some s ∈ {1, · · · , n}. Then there exists δ > 0, e.g. δ = min
Proof. At x * , we have ∂F (x * ) = ∂g(x * ) + ∇f (x * ) = 0. By using Lemma 5.3 and either one of the assumptions, we have
where ξ is a point in between x * and x. That is, |F (x) − F (x * )| ≤ C x − x * 2 for a positive constant C.
We are now ready to establish the following result on the rate of convergence Theorem 5.5. Suppose that F 2 is strongly convex. Starting from any initial guess x (1) , let x (k+1) be the solution in (3.2) for all k ≥ 1. Without loss of generality, we assume that x (k) , k ≥ 1 converge to a critical point x * of F by using Theorem 5.2. Then for any ǫ > 0, either
for a positive constant C ǫ dependent on ǫ and τ ∈ (0, 1) independent of ǫ.
Proof. According to the results in Theorem 5.1 and Theorem 5.2, we have
for a positive constant C 0 . We now claim that
for a positive constant C 1 . To establish this claim, we need to use the result in Lemma 5.4. Let us rewrite the inequality in Lemma 5.4 as
Multiplying the above inequality to the inequality in (5.16), we have
Consider g(t) = √ t which is concave over [0, 1], we know g(t) − g(s) ≥ g ′ (t)(t − s). Thus, the right-hand side above is less than or equal to the right-hand side of (5.16). We now work on the left-hand side of the inequality above. Let us first note that F is strongly convex outside the ball B(x b , ǫ) (in the real variable setting). If x (k+1) is within the B(x b , ǫ), we do not need to do iterations further when ǫ > 0 is a tolerance. Otherwise, we use the strong convexity of F to have
for a positive constant dependent on ǫ. The second property of Theorem 5.1 implies
and ∂g(x * ) + ∇f (x * ) = 0. By using Lemma 5.3, it follows that
In other works,
Using the Lipschitz differentiability of f , we have
The left-hand side of the equation in (5.17) can be simplified to be
which is the desired term on the left-hand of the inequality in (5.16). These establish the claim. By summing the inequality in (5.16) above, it follows
That is, x (k) is a Cauchy sequence and hence, it is convergent. The remaining part of the proof is to establish the convergence rate. The proof is similar to the one in a previous section. We leave the detail to the interested reader.
6. Numerical Results. In this section, we report some computational results from our DC based algorithm and ℓ 1 DC based algorithm. The significance of these results is to demonstrate that the DC based algorithm is able to retrieve real signals of size n from m measurements with high probability around 80% over 1000 repeated runs when m ≈ 2n. As demonstrated in [13] (cf. Figures 8 and 9 ), the truncated Wirtinger flow algorithm, and the original Wirtinger flow algorithm needs m ≈ 3n to be able to retrieve Gaussian random signals of size n. To retrieve sparse solution, the ℓ 1 DC based algorithm together with thresholding technique needs only m ≈ n measurements. Thus this section is divided into two subsections. We first present how to use our DC based algorithm to retrieve general signals in the real and complex variable settings. As the Wirtinger flow (Wf) algorithm requires m ≥ 3n to be able to retrieve the real variable solution, we shall not show the performance of the Wf algorithm. Instead, we shall also present the Gauss-Newton algorithm from [22] to compare with our DC based algorithm. Next we shall present numerical experimental results to demonstrate our ℓ 1 DC based algorithm is able to use m ≈ n measurements to retrieve sparse signals.
Phase Retrieval of General Signals.
Example 6.1. In this example, we recover the solution x b from the given measurements (1.1) using Gaussian random measurement vectors a j , j = 1, · · · , m. The number m of measurements is around the twice of the size of the solution x b . In Table 1 , we show the number of successes of retrieving x b over 1000 repeated runs. We fix n = 128 and m = k * n/16 for k = 12, 13, · · · , 35. From Table 1 , we can see that the DC based algorithm can retrieve the solutions using the number m of measurements around 2n with high probabilities ≥ 70%.
Example 6.2. We next repeat Example 6.1 using more number of measurements. In this case, we are able to use the Gauss-Newton method to retrieve solutions as the Hessian can be inverted. Hence, we will compare the numbers of successes from the Gauss-Newton method and the DC based method in Table 2 . Example 6.3. This example shows that robustness of the DC based algorithm. We repeat the computation in Example 6.1 by adding noises to the measurements. One way to generate a noisy input is to add noises ǫ j to the clean measurements:
Another way to generate a noisy input is to add noises δ j and ǫ j to the clean measurements:
For noisy measurements of model (6.1), we assume that ǫ j are subject to uniform random distribution between [−u, u] with mean zero, where u = 1e − 1, 1e − 3 and 1e − 5. As long as the tolerance as a stopping criterion for the Gauss-Newton method and DC based method is the same as e or bigger than e both algorithms produce the same successes of retrieval as in Table 2 . For noisy measurements of model (6.2), we assume that both ǫ j and δ j are subject to uniform distribution between [−u, u] with mean zero. When the tolerance is the same as e or larger than e, both algorithms can retrieve the solution from noisy measurements (6.2) just as the same as in the previous example.
In addition to the retrieve real variable solutions, we shall also repeat the same experiments for complex variable solutions.
Example 6.4. In this example, we use the DC based algorithm and the GaussNewton method to retrieve complex variable solutions. The number of measurements vs. the number of entries of complex variable solutions is around 3. That is, m ≈ 3n with n = 128. For Gaussian random measurements a j = a j,R + ia j,I , j = 1, · · · , m, we retrieve z ∈ R n with z = x + iy and x, y ∈ R n from | a j , z | 2 , j = 1, · · · , m. We will show the numbers of successes from the Gauss-Newton method and the DC based method over 100 repeated runs in Table 3 . The Table 3 shows that the DC based algorithm is able to retrieve complex variable solutions very well when m ≥ 3n while the Gauss-Newton method can find solutions even when m ≥ 2.5n. However, the successful rate is lower than the DC based algorithms starting from m ≥ 2.9n.
We now present some numerical results to demonstrate that the ℓ 1 DC based Algorithm 6.1 works well.
We use the same initialization as in the previous examples. while k ≥ 1 do Solve (5.3) to get y (k+1) . Apply a modified Attouch-Peypouquet technique to get a new y (k+1) . Until the maximal number of iterations is reached. end while return y T In Algorithm 6.1, the modified Attouch-Peypouquet technique is to use the AttouchPeypouquet iteration (cf. [3] ) in the first few k iterations, say k ≤ K with variable step size β k = k/(k + α) and then a fixed step size β K for the remaining iterations.
Example 6.5. We have experimented Algorithm 6.1 numerically for retrieving solutions in the real variable setting. We use n = 100 and m = 1.1n, 1.2n, . . . , 2.5n. All measurement vectors a j , j = 1, . . . , m are Gaussian random vectors. So is x b . We use Algorithm 6.1 to recover x b from b j = | a j , x b | 2 , j = 1, . . . , m based on 5000 iterations when n = 100. To recover a general solution x b , we use a small value λ = 1e − 5. We repeat the experiment 100 times and summarize the frequency of retrievals listed in Table 4 . Next we explain how to use our ℓ 1 DC based algorithm to retrieve sparse solutions. A key point is to use m measurement values with m smaller than 2n or even small than n. In such a setting, many existing algorithms will fail. As shown in the subsection above, when m ≈ 2n, we are able to retrieve any solution, no matter sparse or not. However, when m ≈ 1.5n, we are not able to retrieve general signals. The point of our numerical experiments is to see if we are able to retrieve sparse signals when m ≈ n. The performance of (1.6) is not very good. We need to improve it. By using the sparsity, we will enhance the ℓ 1 based algorithm by using the projection technique. That is, we project y (k+1) from (1.6) to the set of all s-sparse vectors. That is, we use the hard thresholding technique to update y (k+1) . This leads to an ℓ 1 DC based algorithm with hard thresholding technique given below.
Algorithm 6.2 ℓ 1 DC based Algorithm with Hard Thresholding
We use the same initialization as in the previous subsection. while k ≥ 1 do Solve (5.3) using the shrinkage-thresholding technique to get y (k+1) . Apply a modified Attouch-Peypouquet technique to get a new y (k+1) . Project y (k+1) into the collection R s , s-sparse set. That is, let z (k+1) solve the following minimization problem:
end while return the maximal number of iterations y
T
We now present some numerical results to demonstrate that Algorithm 6.2 works well.
Example 6.6. Fix m ≤ n. Many existing computational algorithms fail as the number of measurements is too small. However, Algorithm 6.2 is able to retrieve sparse solutions from the phaseless measurements. Let us present our numerical findings in Table 5 and Table 6 . From Table 5 and Table 6 , we can see that Algorithm 6.2 is able to recover sparse solutions with high frequency of success.
7. Appendix. In this section we give some deterministic description of the landscape function of the minimizing function F in (1.2). For convenience, let A ℓ = a ℓā ⊤ ℓ be the Hermitian matrix of rank one for ℓ = 1, · · · , m. We first need Definition 7.1. We say a j , j = 1, · · · , m are a 0 -generic if they satisfy (a * j1 y, . . . , a * jn y) ≥ a 0 y , ∀y ∈ C n for a positive a 0 ∈ (0, 1) for any 1 ≤ j 1 < j 2 < · · · < j n ≤ m. by using the definition of a 0 as in a previous section. It follows that H f (x * ) is positive definite.
Next let us show that the global minimizer x ⋆ in the complex setting. In this case, the Hessian H F (x * ) is no longer positive definite. Instead, it is nonnegative definite. To this end, let us fix some notations. Write a ℓ = a ℓ + ic ℓ for ℓ = 1, · · · , m. For z = x + iy, we have a 3)
The Hessian of f is more complicated:
with ∇ x ∇ x f (x, y), · · · , ∇ y ∇ y f (x, y) given below. and similar for ∇ y ∇ x f (x, y) and ∇ y ∇ y f (x, y).
We are now ready to prove the nonnegativity of the Hessian at a global minimizer z * in the complex value setting. 
