Abstract This paper proposes a heuristic method based on ant colony optimization to determine the suboptimal allocation of dynamic multi-attribute dispatching rules to maximize job shop system performance (four measures were analyzed: mean flow time, max flow time, mean tardiness, and max tardiness). In order to assure high adequacy of the job shop system representation, modeling is carried out using discrete-event simulation. The proposed methodology constitutes a framework of integration of simulation and heuristic optimization. Simulation is used for evaluation of the local fitness function for ants. A case study is used in this paper to illustrate how performance of a job shop production system could be affected by dynamic multiattribute dispatching rule assignment.
Introduction
In this paper, a scheduling approach is proposed using a non-preemptive method for machine dispatching rules in a dynamic job shop environment. The dispatching rule is selected through a series of computations and evaluations of the system performance measures.
The problem of scheduling in dynamic job shops has been extensively studied for many years and attracts the attention of researchers and practitioners equally. The problem is usually characterized as one in which a set of jobs is to be processed over a period of time, each job consisting of one or more operations to be performed in a specified sequence on specified machines and requiring some processing time. The objective is to determine the job schedules that minimize a measure (or multiple measures) of performance [1] .
A dispatching rule is a dynamic scheduling tool. It is used to select the next job to be processed from the set of jobs waiting at a free workstation. Dynamic dispatching rules are the most used scheduling algorithms for due date-related real-time scheduling [2] . Dispatching rules are normally intended to minimize the inventory and/or tardiness costs. It has been observed that no single rule performs well for all important criteria related to flow time, job tardiness, and other system performance measures.
The job shop scheduling problem is well-known as one of the hardest combinatorial optimization problems. In the case of m operations and k dispatching rules, there are k m possibilities of rule selection. When there are also many waiting jobs in the queues at workstations, the scheduling problem becomes even more complex. Application of dispatching rules arises therefore from two main motivations. The scheduling problem in large-scale manufacturing systems involves very difficult combinatorial problems that would be difficult or even impossible to solve with analytical approaches in a short or acceptable time. Furthermore, the production environment in which we operate is characterized by many dynamic and disturbing operational conditions with unforeseen incidents, consequently offline optimal scheduling becomes useless. Exact algorithms within a reasonable time frame may only solve small problems. Thus, heuristic and metaheuristic algorithms have been widely applied to solve the issue.
In this article, an ant colony optimization (ACO) approach is evaluated in solving scheduling problems in a dynamic job shop environment. The most common approach is to assign one dispatching rule for an entire, usually linear, system. ACO is to be used as a search mechanism for the proposed simulation-optimization method in order to find a suboptimal allocation of multi-attribute dispatching rules, assuming that each workstation can be governed by one of a several dispatching rules. The aim is to increase the efficiency of the large-scale production system through the selection of dispatching rules. Simulation results will be provided to show the feasibility and effectiveness of the proposed ACO strategy.
The remainder of this paper is organized as follows: The second section summarizes relevant literature on dynamic scheduling using dispatching rules. The third section describes the proposed methodology based on ACO and introduces multi-attribute dispatching rules. The fourth section describes a case study of a commercial offset printing system and the simulation model. The fifth section presents the results from the proposed methodology. Our conclusions and directions for future study are presented in the final section.
Literature review
Over the recent years in literature, there have been a lot of papers with respect to scheduling problems both for non-preemptive [3] [4] [5] and preemptive disciplines [6] [7] [8] . Dispatching rules are widely accepted in the industry because of the ease of implementation, satisfactory performance, low computational requirements, and the flexibility to incorporate domain knowledge and expertise [9] . Yang [10] remarked that effective scheduling is one of the key factors in improving the efficiency of wirebonding operations, which is a bottleneck in the manufacture of integrated-circuit packaging. Scheduling using dispatching rules was applied to semiconductor wafer fab production [11, 12] and flexible manufacturing systems [13] [14] [15] . It has been generally observed that no single rule performs well for all important criteria related to flow time, job tardiness, and other regular and non-regular performance measures [16, 17] , particularly in the dynamic environment of job shop scheduling.
The earliest due date rule (EDD) is a good algorithm for minimizing the maximum lateness [18] . The shortest processing time (SPT) rule has been found to be very effective in minimizing mean flow time and also minimizing mean tardiness, while the first in first out (FIFO) rule has been quite effective in minimizing the maximum flow time and variance of flow time in many cases. In recent years, studies have therefore been carried out to find new dispatching rules that improve most of the regular tardiness-related performance measures, such as slack processing time and work in next queue (PT + WINQ + SL), slack per remaining processing time and shortest processing time (S/RPT + SPT), slack time per remaining operation (S/OPN), earliest modified operational due date (EMODD), and others [1, 9, [19] [20] [21] . These rules use a combination of dispatching rules which result in a better improvement than rules using a single job attribute like SPT, EDD, or FIFO. Due to the complexity of the job shop scheduling problem, authors generally use heuristic and metaheuristic algorithms to solve the problem, including simulated annealing [22] , tabu search method [23, 24] , beam search heuristic [25] , and also ACO algorithms [26] [27] [28] [29] .
ACO was inspired by the pheromone trail-laying behavior of ants and their following of this trail. Artificial ants in ACO are stochastic solution construction procedures that build candidate solutions for the problem instance under concern, by exploiting artificial pheromone information that is adapted based on the ant search experience and possibly available heuristic information [30] . ACO was successfully applied to many problems such as the traveling salesman problem [31] [32] [33] [34] and mentioned earlier job shop scheduling [26] [27] [28] [29] .
Variants of the ACO algorithm generally differ in the applied pheromone update rule. Dorgio and Blumb [35] pointed out the three main types of ACO algorithm: ant system (AS), max-min ant system (MMAS), ant colony system (ACS). ACS and MMAS are regarded as the most successful ACO variants in practice. AS was introduced by Dorgio et al. [34] . In this algorithm, each ant reinforces the value of the pheromone on their path. There are three methods for calculating the pheromone update: ant cycle, ant density, and ant quantity. MMAS was introduced in [33] and differs from AS in several important aspects. Only the best solution from a population is used to update the pheromone values and a mechanism is added to limit the strengths of pheromones in order to avoid premature convergence. In the case of ACS, the state transition rule provides a direct way to balance the exploration of new edges and the exploitation of accumulated knowledge. ACS uses a global updating rule and local pheromone updating rule.
The novelty in this article lies in the assumption that any workstation may run a different dispatching rule, rather than the one rule for a whole manufacturing system as in most literature. In our approach, an allocation of dispatching rules for job assignment, but not a schedule, is encoded and the ACO algorithm is used. In this paper, it has modified genetic operations as the search mechanism for the proposed simulation-optimization method, in order to find a better allocation of dispatching rules. Each dispatching rule can be interpreted as an edge in the route of ant. The aim is to increase the efficiency of large-scale production systems through the selection of multi-attribute dispatching rules. We study the influence of proper selection of dispatching rules on four performance measures related to tardiness and flow time.
Ant colony optimization algorithm
In ACO, we use agents called ants. The set of ants is called a population. Ants from the population are searching for the solution. The pheromone value depends on the quality of the current solution (value of a fitness function). Ants travel through a graph where nodes are dispatching rules at workstations and edges are production itineraries.
A general overview of the proposed methodology for solving the problem of dispatching rule allocation is shown below.
Step 1 Initialization
Step 2 Solution construction
Step 3 Fitness function evaluation (simulation)
Step 4 Local pheromone update (if current ant number≤ total number of ants, go to step 2) Step 5 Global pheromone update
Step 6 Stop condition (if current iteration≤total number of iterations, then go to step 2)
Initialization phase
Most ACO algorithms set t 0 ¼ 1 nÂZ , where Z is the objective value of a solution obtained either randomly or using some simple heuristic. Sometimes, in order to avoid premature convergence, n is removed from the denominator. We propose initializing the algorithm by assigning to all workstations:
where Q is a constant f i is the value of fitness function, evaluated using a simulation applying the same dispatching rules to all workstations.
Characteristics of analyzed dispatching rules
In this paper, nine both single-attribute and multi-attribute dispatching rules are examined. The selected rules were deemed to have the best potential for offering a solution to the problem under consideration. We apply the following notation: Due date for job i, calculated according to dynamic processing plus waiting time method, proposed by Enns [36] :
Total processing time of the operations at the next workstation m+1 K Parameter of the cost over time (COVERT) rule
The highest priority is given to the job i with minimum value of priority index Z i at the time of decision of dispatching. Analyzed dispatching rules are as follows:
1. FIFO: Rule selects the first job to enter the queue at a workstation buffer.
2. EMODD: Rule chooses the next job to be processed from the input buffer which has the earliest operational due date.
3. SPT: Rule selects the job which has the shortest processing time at the workstation.
4. ALL + CR + SPT (the combination of the critical ratio (CR) and the SPT; ALL stands for allowance): For this rule, two separate queues are created for each workstation. The queue of the already overdue jobs has priority over the other. For this queue, the SPT rule is employed, but if this queue is empty, the CR + SPT rule is used for the secondary queue.
5. Minimum S/OPN: Rule selects the job with the least slack per remaining number of operations.
6 S/RPT + SPT: This is combination of the slack per remaining processing time and the shortest processing time.
7. PT + WINQ + SL (combination of the slack processing time and work in next queue). WINQ selects the part from the current queue whose next process workstation has the shortest queue.
8. PT + PW (combination of the processing time and waiting time in a given queue): Rule can achieve good performance on minimizing both mean tardiness and tardy rate.
9. COVERT rule: This is a more complicated combination of processing time-related and due date-related information. The COVERT rule is a popular benchmark rule when the mean and maximum tardiness are considered and has been shown to perform well [1] .
Construction of solution
An individual ant constructs solutions by iteratively adding dispatching rules for workstations until a complete candidate is generated (i.e., technological itinerary is (12) and (14)) is called a pseudo-random-proportional rule. This state transition rule, as with the previous random-proportional rule, favors transitions with a large amount of pheromone [31] . An ant positioned in a workstation chooses the dispatching rule by applying the rule given by Eq (12), a simplified model of the problem.
where q is a uniformly distributed random number [0, 1], and q 0 is a parameter (0≤q 0 ≤1) which determines the relative importance of exploitation versus exploration. If q ≤ q 0 , then k− ant takes the dispatching rule which maximizes workstation τ (exploitation); otherwise, a dispatching rule is chosen according to a random variable S (biased exploration) which is selected according to a probability distribution given by a simplified model:
Fitness function evaluation
An individual ant keeps a set of dispatching rules (set size is equal to the number of workstations in the system). The edge at each position represents dispatching rules for the corresponding workstation. There are nine candidate dispatching rules. Each dispatching rule can be interpreted as an edge in the route of an ant. A discreteevent simulator is used to evaluate the performance of the modeled system, or in other words, the fitness Where S i is the lot-size parameter for job i depending on random parameters for each product shown in Table 1 Fig . 2 Mean tardiness against number of ACO iterations function value for each ant. The fitness function is calculated as a mean value obtained from running a set of replications of simulation runs (Fig. 1 ).
Characteristics of analyzed dispatching rules
Fitness function in job shop manufacturing system will be adopted as one of the four measures:
1. Mean flow time-average time a job spends in the system 2. Maximum flow time-maximum time a job spends in the system 3. Mean tardiness-average tardiness of a job 4. Maximum tardiness-maximum tardiness of a job
Local search pheromone update
Local updating was introduced to the algorithm in order to dynamically change the attractiveness of edges (dispatching rules): every time an ant uses an edge, it becomes slightly less desirable. In this way, ants use pheromone information better. Without local updating, all ants would search in a narrow neighborhood of the previously best dispatching rule. In other words, the pheromone associated with the edge is modified each time the ant chooses dispatching rule r for workstation p. To locally update the pheromone value, we use Eq. (14) [37] :
where:
p is index of workstation, p∈(1,…,m) r is index of dispatching rules in the workstation, r∈(1, …,k) t 0 is initial pheromone value ρ is evaporation rate
Global pheromone update
The aim of the global pheromone update is to increase pheromone values on solution components that have been found better in the sense of the fitness function value. In this case, we calculate the new value using Eq. (15):
The pheromone evaporation rate ρ [0, 1] is uniformly decreasing all pheromone values over time. Pheromone evaporation is needed to avoid a too rapid convergence of the algorithm toward a suboptimal region. It implements a useful form of forgetting, favoring the exploration of new areas in the search space [35] . We should avoid a situation where the ants construct the same solution over and over again and exploration stops while all ants are choosing the same dispatching rules at a particular workstation. MMAS imposes explicit limits on the minimum t min and maximum t max pheromone value and t min ≤t pr ≤t max . The algorithm after each iteration has to ensure that the pheromone trail respects the limits [29] , and the probability of choosing a specific solution component is never 0 if f pr t min > 0. We calculate this in the following way: After the search, the pheromone trail value of the new solution is updated proportionally to the improvement of the fitness function value. Moreover, in order to converge in a reasonable time, we additionally introduce iteration-best (IB) solution and best so far (BS) solution update rules. These amplify pheromone values on the ant path that led to the best in the last iteration or the best so far solution, i.e., it attracts more ants in the following iteration. The IB-update and BSupdate rules introduce a strong bias towards the good solutions. This does however increase the danger of premature convergence. This is the reason why we used a modified construct solution model from ACS and pheromone update model from MMAS to avoid premature convergence:
where f pr is the value of fitness function for solution, IB is the best solution in last iteration, and BS is the best so far solution.
Stop condition
In literature [30, 34, 35] , two stopping criteria are common: the process is iterated until the tour counter reaches the userdefined maximum number of cycles NC MAX , or all ants make the same tour. The last case is called stagnation behavior as it denotes a situation in which the algorithm stops searching for alternative solutions. In this paper, we use the first of these stopping criteria, the maximum number of iterations.
Case study: commercial offset printing system
To illustrate the methodology of evaluation and optimization of the dispatching rules, a discrete-event simulation model of a commercial offset printing system was built and is summarized as follows. There were three work areas (prepress, press, finishing), including 14 workstations consisting of single or multiple identical machines. There were five different processing flows for five different product types: softcover books, booklets, posters, leaflets, and boxes. The commercial offset printing system was derived from a real-life company. Five types of products using different technical flows as shown in Table 1 were assumed to be processing simultaneously. Processing and setup times as shown in Table 2 are randomly distributed with known first-and second-order parameters (i.e., mean and standard deviation). In all the experiments below, the length of each simulation is 15,480,000 time units, with the first 57,600 time units being the warm up period. We ran the simulation seven times and used the average as the simulation result.
Analysis of large and complex stochastic systems is a difficult task due to the complexities that arise when randomness is embedded within a system. Since testing priority rules in real-world production is absolutely impossible, discrete-event simulation has often been adopted to evaluate the performance of dispatching rules for rule selection. Simulation modeling as an evaluative tool for stochastic systems has facilitated the ability to obtain performance measure estimates under any given system configuration. Simulation experiments were conducted to determine a suboptimal allocation of dispatching rules in the meaning of minimizing performance measures (mean flow time, mean tardiness, and max tardiness) for a typical commercial offset printing facility. ARENA simulation software from Rockwell Software was used for modeling the manufacturing system.
Results
In this section, simulation results and comparisons are provided to show the feasibility and effectiveness of the proposed ACO strategy. Experiments were carried out for four performance measures: (1) mean tardiness, (2) maximum tardiness, (3) mean flow time, and (4) maximum flow time. In each experiment, 100 iterations were performed of the ACO algorithm which gave 280,000 replications (100 iterations×100 ants in each iteration×7 replications of each simulation run×4 performance measures). Figure 2 presents the results of the ACO algorithm for mean tardiness (in hours). Already, in the first iteration, the created allocation of dispatching rules has given better results both for mean tardiness and mean flow time than. In Table 3 , it can be seen that ACO gave better results for all performance measures than one rule for the entire system. In the case of mean tardiness, it is better than the best singleattribute dispatching rule (75 % better than FIFO) and best multi-attribute dispatching rule (50 % better than PT + PW). For validation, we have compared the results from a Monte Carlo simulation (20,000 instances). Validation showed that ACO is capable of finding the best suboptimal solution among the tested strategies (Table 3) . On a typical PC (Intel Core i5 2.3 GHz, 4 GB Ram), ACO needed about 23.5 h to find a suboptimal solution while Monte Carlo (for 20,000 scenarios) needed more than 46 h, without finding a better solution. Figure 3 presents the results of the ACO algorithm for mean flow time (in hours). It can be seen that during the operation of the algorithm, it significantly improves (minimizes) the value of this performance measure. When we compare results from the first and last iteration, the improvement was 41.5 %.
Figures 4 and 5 show the effect of the ACO algorithm for maximum tardiness and maximum flow time (in hours), respectively. Results for both performance measures demonstrate proper operation of the developed ACO algorithm to minimize each of these measures. The algorithm significantly improved results in subsequent iterations, up to 18 iterations (for maximum tardiness) and up to 30 iterations (for maximum flow time). For all presented figures, the process of the IB values indicates that the ants in each population do not always go exactly the same way, which means a search for more possible solutions. After about 30 iterations, a notable increase in IB value can be seen. This is caused by the pheromone reset mechanism used in the algorithm in the case where there is no improvement over a given number of iterations. The algorithm thus converges again to a minimum. Table 4 shows IB results, BS results, and percentage improvement of BS (BS%) for each performance criterion. Each performance criterion gained significant improvement. Results are shown for every 25th ACO iteration. For mean tardiness and maximum tardiness, the suboptimal solution was obtained after just 25 iterations. Table 5 contains allocations of dispatching rules for each performance criterion. It can be seen that for minimizing mean tardiness and mean flow time, the best rules are multiattribute rules like PT + WINQ + SL and PT + PW-rules which take into account the situation at the next workstation, especially for workstations that are the most loaded and arise as bottlenecks in the system, like offset machines. Figure 6 presents the movement of the first 10 ants from a sample population. It can be seen how ants move among Fig. 6 Movement of the first 10 ants from sample population dispatching rules in workstations. One color stands for one ant. Results presented in the legend show mean flow time for each ant after passing the path. In Table 6 , the sample population of 100 ants is presented for mean flow time criterion, presenting the differentiation of one population. The large dispersion of results proves the effect of the local pheromone update and also the scale of how dispatching rules may change the results of a performance measure. When we combine results from Fig. 6 with data from Table 6 , it is clear that the ACO algorithm works well in combing the vast searching area.
Conclusion
The conducted experiments and analyses show that proper management of the allocation of orders in the system can improve the efficiency by several percent. Optimization of the job processing order does not entail the need for additional investment in machinery or equipment.
The simulation model works well and answers many important questions. It proves firstly that the dispatching rules do change the results: flow time tardiness, size of queues, amount of finished products, etc.
The presented ACO algorithm worked well and found an allocation of dispatching rules that gave better results for all criteria than for just one rule in an entire system. For all performance criteria, the ACO algorithm converged and gave, in an acceptable time, good results for the scheduling problem.
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