I. INTRODUCTION
T HE torque delivered by induction motor drives (IMDs) comes as a product of two adjustable variables, namely, the flux amplitude and the active component of the stator current. The existing degree of freedom provides the means for reducing the power conversion losses or attaining other performance criteria through the flux level adjustment. Since the onset of the IMD frequency control, efforts were made to improve the IMD efficiency by varying the flux amplitude for a better balance between core and copper losses. The IMDs with the greatest potential for energy saving are the low dynamics drives operating in the constant torque mode with frequent light load intervals [1] . The majority of simpler IMDs, such as pumps, compressors, and heating, ventilation, and air conditioning drives are eligible, as well as numerous more specific applications such as elevator drives [2] , running mostly with less than a half of the rated torque, and electrical/hybrid vehicles, where the energy saving increases the zero/low emission range [3] .
The IMD power loss reduction is most easily achieved by implementing a loss minimization controller. The benefit of this approach is its applicability to standard, off-the-shelf induction motors (in contrast to the second possible approach, which is design and manufacturing of a nonstandard "high-efficiency" motor). Worthy results have been achieved over the last two decades, as summarized in a number of excellent surveys [4] - [7] . In [6] , an extensive overview with over 100 references identifies three distinct approaches to optimum efficiency (minimum loss) control: 1) a simple state controller (SSC); 2) a loss-model-based controller (LMC); and 3) a search controller (SC), revealing their weaknesses and strengths and concluding that the ultimate minimum loss controller is yet to be found. Different SSC and the lookup table solutions were the first to appear due to the ease of their implementation on low performance digital drive controllers. In this approach, a single motor variable is controlled, either to a constant value or according to a predefined scheme [5] , [6] . This is typically the displacement power factor or the rotor slip frequency [8] - [10] . Simple to implement, the SSC approaches are sensitive to saturation phenomenon and/or temperature related parameter variations and they therefore provide true optimal efficiency control for a relatively narrow range of operating conditions [1] , [6] . The SCC was the only possible approach in the past, when only simple V/f drives were available. The importance of this approach has been gradually reduced with wider acceptance of drives with the --reference-frame-based control systems. The SCs [11] - [17] minimize the drive input power by iterative adjustments of the flux command. Input power is a parabolic function of the flux, that has strictly positive second derivative with the regime-dependent minimum that can be found by various search procedures [11] - [13] , [17] , including fuzzy and neuro-fuzzy methods [14] - [16] . The SC solutions have unprecedented parameter independence and the precision is compromised only when the input power dependence on flux is too smooth and flat around the minimum. However, even with a constant output power, an SC never reaches the steady state and produces continuous flux and torque pulsations around the optimum operating point. With search times of well over a second duration and even exceeding 7 s [1] , the SC is of no practical value in drives with fast-changing loads. Abrahamsen [1] finds that the SC in the pump drive load cycle offers only a half of the LMC-obtained power loss reduction. Reduction of the search time to below 2 s has recently been achieved using "golden section" search technique [17] . Nevertheless, the problem of slow convergence remains to be the major drawback of SCs. In addition, the load torque pulsations and the input power measurement errors interfere with the search procedure and may lead to a large drift and instability.
In contrast to the SC approach, response of the LMCs is smooth and fast, for they use a functional model of the system 0278-0046/03$17.00 © 2003 IEEE losses to determine the optimum flux for the given load and speed. This is the main advantage of the LMC approach over the SC method and is an obvious solution for all the contemporary drives, both sensored and sensorless, which have --reference-frame-based control system and therefore anyway require some knowledge regarding the controlled motor. Regardless of whether a loss model controller is applied in the form of the single-phase equivalent circuit [18] or in the -frame [19] , accurate values of motor parameters are required for the correct operation. Precise modeling of both the fundamental and harmonic losses makes the IM equivalent circuit parameters insufficient and requires the pulsewidth-modulation (PWM) frequency phenomena to be considered as well. Harmonic and stray losses are frequency, temperature and saturation dependent and only indirectly controllable. Loss function gets further complicated if the drive converter losses are taken into account. Successful LMC applications [1] , [2] , [5] , [19] - [24] therefore deal with a simplified function considering the main flux-dependent power losses, while neglecting the secondary loss components. Commissioning of the loss function parameters at the drive power-up does not secure precise modeling of the loss function components having the temperature, frequency and saturation dependence [23] . LMC approach is therefore heavily dependent on parameter variation effects and simplifying assumptions made in the formulation of the loss function. These LMC drawbacks lead to a suboptimal flux setting. The problem can be solved by implementation of an online identification routine for the loss function parameters, as discussed next.
In this paper, a novel IMD loss minimization algorithm is proposed. The intention is to preserve the LMC benefits while insuring precise drive loss modeling by means of an online identification routine. The loss function concept is adopted to gain the robustness against the drive and the load originated noise, while keeping the flux convergence fast at all the relevant speeds and loads. The implementation requiring no a priori knowledge of the loss function parameters is assumed as the principal design goal. Online loss function identification is developed and implemented to secure precision of the optimum, acquire the robustness against the thermal and frequency drift in parameters and waive the need for the motor parameter entry, leading to a user-free drive commissioning. Online identification of the loss function parameters is made possible by measuring the input power of the drive. The proposed algorithm can therefore be viewed as combining good features of both the search controllers and loss model controllers, while simultaneously eliminating the major shortcomings of these two methods. In particular, the need for precise knowledge of the motor loss function parameters, which is the major drawback of the LMC (while lack of it is the main advantage of the SC) is eliminated by the online identification routine. On the other hand, the problem of slow convergence toward optimum efficiency point, which is the main drawback of the SC (while fast convergence is the major advantage of the LMC) does not occur since the algorithm operates in a similar way to ordinary LMCs.
The proposed efficiency controller is conceived to be simple, requiring no additional hardware and having no adverse effect on the drive cost and complexity. The loss function identification is implemented in 32-bit fixed-point arithmetic that can easily be handled by digital-signal-processor (DSP)-core microcontrollers [25] , [26] used in most industrial IMDs. The structure of the loss function and the implementation details related to the online identification are elaborated in Section II. Proposed minimum loss controller is outlined in Section III. The experimental results, related to a 2.2-kW IMD prototype, are given in Section IV, where the resulting energy savings are compared to those obtained with the SC approach. The effectiveness of the proposed solution and its superior performance, compared to the existing methods, is therefore fully verified. Finally, Section V summarizes the conclusions.
II. IMD POWER LOSS MODELING AND IDENTIFICATION
The process of energy conversion within the IMD converter and motor leads to the power losses in the motor windings and magnetic circuit, as well as the conduction and commutation losses [27] in the inverter. The motor losses are dominant in low power drives [5] , [24] and become comparable to the inverter losses for medium-and high-power drives. In addition to flux-dependent motor and inverter losses, there exist flux-invariant losses, which cannot be reduced by the flux variation, so that only the flux sensitive losses have to be modeled and identified. Precise loss modeling is essential for the loss minimization. The presence of skin effect, saturation phenomena, thermal and frequency drift of the winding resistances, and an increase in the iron losses in the presence of the PWM ripple [28] make the fixed-coefficient functional approximation of the drive power losses extremely difficult. As the winding resistances are two or more times higher at the PWM frequency [29] , while the operating temperature, saturation and stray flux have significant impact on the fundamental loss component [6] , both harmonic and fundamental losses call for a variable coefficient, online updated functional representation. Such a loss function including all the secondary effects can hardly be identified online, due to a multitude of coefficients, noisy environment and a limited word-length of the fixed-point drive controllers [25] , [26] . The loss function of a reasonable complexity is, therefore, defined next.
A. Functional Approximation of the Power Losses
The power losses should be expressed in terms of the drive variables readily available within the digital controller internal RAM. These are the flux estimate or command ( ), the magnetizing ( ) and the torque generating ( ) component of the stator current, the stator angular frequency ( ) and the rotor speed estimate or feedback ( ).
Depending on the power rating, the inverter losses are 3%-5% and their main constituents are the rectifier, inverter conductive and the inverter commutation losses. With nearly constant voltage drop across the rectifier diodes and the dc-link current being basically proportional to the IMD output power and, hence, the load, the rectifier losses are considered flux-invariant. Conductive losses of a MOSFET inverter are proportional to , while the IGBT bridge has the conductive loss component depending on the stator current average value and the one proportional to . The gate drive levels influence the conductive loss of both MOSFET and insulated gate bipolar transistor (IGBT) inverters. With the switching times having a gradual increase with the current amplitude, the commutation losses are proportional to , where the exponent is greater than one. Therefore, the error made by modeling the overall flux-dependent inverter losses as is considered reasonably small, in particular when medium-and low-power IMDs are under consideration, where the motor losses prevail anyway [5] .
Motor losses consist of hysteresis and eddy current losses in the magnetic circuit (core losses) and the losses in the stator and the rotor conductors (copper losses). The rotor core losses, being dependent on the slip frequency, are substantially smaller than the stator ones. At nominal operating point, the core losses are typically 2-3 times smaller than the copper losses [5] , but they represent the main loss component of a lightly loaded IMD. The main flux power losses are modeled by with [27] . The exact value of the exponent depends on the relative ratio of hysteresis to eddy current losses. The stray flux losses depend on the form of the rotor and stator slots and are frequency and load dependent [27] . In view of the EU requirements for 1.1-90 kW motors classified into EFF1-EFF3 groups according to their efficiency curves, the total secondary loss (stray flux, skin effect, and the shaft stray losses) must not exceed 5% of the overall losses. Considering also that the stray losses are of importance at high load and overload conditions, while the efficiency optimizer is effective at light load, the stray loss is not considered as a separate loss component in the loss function that is to be formulated shortly. The fractional exponent in the core loss representation is to be avoided in order to facilitate the implementation on low-cost 16-bit fixed-point DSP devices [25] , [26] used in most contemporary drives. The entire frequency-dependent losses are therefore represented as with . It should be noted however that formal omission of the stray loss representation in the loss function and simplified modeling of the stator frequency dependent losses have no impact on the accuracy of the algorithm for online identification. These approximations will be simply reflected in variation of one of the loss function coefficients (defined below), associated with stator frequency, as function of the operating conditions. Hence, the optimal flux adjustment remains unaffected by the modeling imperfections.
Based on the previous considerations, the input power to the drive is given by the following equation: (1) with and . For the power loss modeling, parameters , , and must be accurately known. The fourth factor in (1) is the power delivered to the load ( ). When the input power ( ) measurement is available, exact is needed in order to acquire correct power loss value and avoid the coupling between the load pulsations and the efficiency optimizer. At the first glimpse, there is no need to identify the parameter , since its value can be readily calculated. However, the rotor speed and the flux estimates may be in error due to the parameter drift, eventually causing an offset in the term. Driven by the best fit search, the online adjustments of the parameter can rectify this problem and is therefore included in the online identification routine.
B. Derivation of the Loss Function Parameters From the Drive Input Power Signal
The efficiency optimization proposed in this paper decides the flux level from the analytical minimum of the loss function contained in (1), in which the optimal flux depends upon the drive speed, torque and the parameters , , and . The uncertainty of the initial value and the eventual parameter drift require an online identification procedure. The concept adopted hereafter consists in tracking the drive input power and the internal variables ( ). The acquired data are further correlated and the parameters ( ), that provide the best fit according to (1) , are derived. The derivation from the stator voltages and currents is susceptible to PWM-related errors and it does not account for the inverter losses. Therefore, the input power is derived from the dc-link current and voltage, with lower PWM noise contents. The additional benefit of this approach is that the and samples are already available within the drive controller: for protection and control purposes and for dynamic braking, soft-start circuit operation and the PWM compensation. Notice in (1) that four samples, corresponding to four distinct sets of , , and signals, produce a system of four equations with the , , , and as unknowns. The solution is readily available, provided the system matrix is not singular.
The noise and measurement errors, the approximations made in deriving (1), along with a potentially insufficient excitation brought in by the input signals are all in favor of using additional input information. This means acquiring sets of input signals and samples, leading in turn to a redundant set of equations. Moore-Penrose [30] , [31] based pseudoinverse of rectangular matrix (PINV block in Fig. 1 ) gives as an approximate solution of the equation , such that the value of is minimum (i.e., the modulus of the error vector in multidimensional space is the closest possible to the origin in quadratic sense). Thus the above-mentioned problem for higher values of can be resolved. However, limited word-length (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) (31) (32) , fixed-point core, and 32-bit [25] to 36-bit [26] accumulators of applicable drive controllers impair the precision for large -matrix dimensions, making the choice of a design compromise.
The proposed identification procedure is illustrated in Fig. 1 . The inputs to the algorithm are the samples of , , , and . They are acquired every s (the signal is obtained from lightly RC-filtered dc-link current, oversampled at a 12.5-s rate by 10-bit DSP-integrated ADC unit [25] ). As the high-frequency components do not contribute to the identification, the input signals and the input power are averaged within intervals, outputting and each time units. The averaging is implemented as the sum of consecutive -spaced samples of each signal (Fig. 1) (2)
The choice of is crucial for the correct operation of the identifier. Notice in Fig. 1 that a sequence of changeless values of makes the matrix singular and the desired values inaccessible. Hence, the averaging interval should allow most of the input disturbance energy, related to the speed error fluctuations, the load torque and the flux dynamics to pass into matrix , providing in such a way sufficient excitation for the identification. For the ease of division ( Fig. 1) is selected, resulting in ms. Observe in Fig. 1 the column vectors created from successive values of and the -sized vector made out of averaged power samples. The credibility of , obtained from the PINV block, relies on the excitation energy contained in the input signals. Hence, in the absence of any input disturbance the matrix becomes deficient and the values obtained from should be discarded. The indication of matrix getting near to being singular or rank deficient is its smallest singular value (e.g., the smallest nonnegative square root of the eigenvalues [30] , [31] ). Laborious evaluation of 4 4 matrix eigenvalues , , , and on a 16-bit DSP is avoided by considering , already available as an intermediate result of the matrix inversion in the block PINV in Fig. 1 . Finally, the -matrix spectral norm and the confidence in are measured by (upper right in Fig. 1 ).
C. Identification of the Loss Function Parameters
The possibility of eventual long-term operation with all the drive variables at constant value prevents the parameters in from being directly used by the loss function in (1). The identification mechanism given in Fig. 2 therefore tracks the difference between the stored integrator output and the acquired . Whenever the "weight" signal exceeds , indicating a satisfactory amount of energy in matrix and a sufficient reliability of parameters, the "GAIN" signal assumes a nonzero value, enabling in such a way the convergence of the 
III. PROPOSED EFFICIENCY CONTROLLER

A. Magnetizing Current Optimum for the Linear Case
The absence of magnetic saturation would result in a linear magnetizing characteristic and (1) would reduce to (3) since for -axis variables in any steady state the rotor -axis current equals zero and therefore . With the desired torque , the power loss is resolved in terms related to , and the supply frequency , as follows:
Assuming the absence of saturation and specifying the rotor time constant and the slip frequency , the power losses are expressed in terms of the operating conditions ( and ) and the magnetizing current
At this time, the steady-state optimum is readily found, based upon the loss function parameters ( and ) and the rotor time constant ( ) and ) (6) The nonzero value of the parameter in (6) comes as a consequence of the iron losses depending on the supply frequency and not the rotor speed . Notice in (6) that , as the ratio ( ) may be proved to be inferior to relative iron losses ( ). Therefore, the rotor resistance uncertainty has an insignificant impact on the value derived from (6). Moreover, even 25 drift of in conjunction with results in an offset less than 0.1%. However, analytical optimum derived from (6) does not have any practical value. As shown in [12] , [18] , the nonlinearity of the magnetizing curve has to be taken into account for the proper operation of the efficiency controller.
C. Optimum Calculation in the Presence of Magnetic Saturation
For ac motors, the following magnetizing curve functional approximation has been proposed [32] : (7) where the and are the rated magnetizing current and flux values, respectively. For standard induction motors, parameters and provide precise estimation of the up to flux levels of 1.1 p.u. [33] . In the case of high-efficiency motors [32] , the saturation is less emphasized due to a lower flux density and the best fit for the parameter in (7) shifts toward . The function (7) fails as the flux level drops below 0.1 p.u., where the magnetizing curve bends and inflects as it comes closer to the origin. However, for the flux range of practical interest, extending from 20% to 100%, the approximation (7) with and is sufficiently accurate for efficiency control calculations of standard induction motors. In such a way, parameter setting is limited to the definition of the rated values ( ) on the magnetizing curve.
D. Successive Approximation Register (SAR) Method of Calculating the Optimum in Real Time on a 16-Bit Fixed-Point DSP
Including the saturation phenomenon, the loss function assumes the following form:
In the light of (7), the in (8) involves factors and and makes unfeasible the analytical expression for the optimum flux value. On the other hand, the linear case analytical solution in (6) involves as well a relatively complex calculation.
Division, fractional power, and trigonometric calculations on fixed-point 16-bit DSP controllers [25] , [26] involve multicycle, lengthy routines incompatible with the real-time requirements. Programming method frequently used to resolve such problems corresponds to the operation of SAR [34] -successive approximation register A/D devices. The above-mentioned example is solved by searching the value resulting in . For an -bit precision of , the search procedure executes times the loop, wherein a new modified value of , is attempted, the test is performed and the value is further driven according to the test result. The looping starts by setting the most significant bit (MSB) of the word and clearing it back to zero when TRUE. It proceeds by testing all the -bits in decreasing order, ending with the least significant bit (LSB) and obtaining in such a way the -bit binary word representing . The same approach is used in calculating leading to a minimum of (8) . Strictly positive reduces the problem to finding the value where the first derivative (9) changes the sign, i.e., . For most frequently encountered slopes in region [1] , [4] , [11] , an error of in leads to an insignificant increase in (0.0003%, sensitivity results in Table I ). Therefore, a 10-loops successive approximation procedure is written, searching for the 10-bit argument that results in . In each step (see (9) below), the values of and are calculated, multiplied by parameters and summed into . Implemented in a 24 device [25] , the procedure of finding the optimum requires approximately 4000 instruction cycles and an execution time of 0.2 ms. Notice at this point that the parameter values are derived from online retrieved loss function coefficients (Figs. 1 and 2) (9)
E. Calculation of the Optimum Magnetizing Current
The SAR method applied to (9) returns the , the flux value reducing the power losses to the minimum for the given load conditions (
). The magnetizing current , corresponding to the optimum flux is readily obtained from (7) . Applied to the drive ( ), the -axis current reference cannot force the flux to optimum instantaneously. The flux dynamics (Fig. 3) and the rate of change depend on the -axis current command and the rotor time constant . The flux optimum is reached with a delay, when the load speed and torque may already change. Seeming inconsistency is common to all the SSC, LMC, and SC solutions. For an unpredictable character of the load torque, the efficiency controller is to drive the system toward the steady-state optimum [1] , [2] , [4] - [6] , [9] , [11] , calculated from the current values of the and . Finding the optimum flux trajectory in transient states requires a priori knowledge of the load torque and the load cycle, unknown in most cases.
For a rapid flux transition, the reference should exceed temporarily the optimum, accelerating the flux convergence toward the optimum. However, large flux transients and forced magnetization produce the d-axis rotor current reaction and a notable increase in both rotor and stator losses [12] . Therefore, proposed efficiency controller involves a smooth -axis current reference generation. The signal is calculated each ms by solving , deriving from (7) and limiting the slope to 0.1 p.u./ms. A consequence of a limited slope is that the flux drift changes the net torque for the given , introducing in that way an undesired coupling between the speed/torque and the efficiency controller [2] , [11] . Decoupling of these loops requires the reference adjustment: the -axis current is calculated from the actual torque reference and the present value of , obtained from the nonlinear flux estimator (Fig. 3) .
Outlined in Sections II and III, the proposed solution overcomes the drawbacks of the existing optimum efficiency controllers. It eliminates the need for initial settings and improves the precision through the online loss-model identification, while enabling fast convergence, obtainable with LMCs. Potential sources of errors are at the first sight the omission of the secondary loss components (see discussion prior to (1) in Section II) and the issue was thoroughly investigated through the experimental runs.
IV. EXPERIMENTAL RESULTS
The algorithm for minimum loss control, developed in Sections II and III, is directly applicable in any type of vector-controlled induction motor drive, in both sensored and sensorless mode. It is for this reason that the online identification algorithm was described in terms of the general flux , without specifying whether the flux is stator, air-gap or rotor. The inputs of the online loss function parameter identifier of Figs. 1  and 2 (  ,  ,  ) , as well as the electromagnetic torque required for solving the optimum flux (9), could be obtained in various ways, depending on the actual structure of the vector control system. In principle, either reference or estimated (if available) values could be used. However, having in mind that the optimum flux setting is to be determined for the subsequent time interval rather than for the previous time interval (to which the estimated values would apply), the natural choice is to use the reference values within the control system. This consideration applies to the stator current components, electromagnetic torque and flux values. Angular frequency is always available within a vector control system and rotor speed of rotation can be a measured value, an estimated value or a value calculated from known frequency and the reference angular slip frequency value. The last of the three possibilities is used here. As far as the motor data are concerned, the algorithm requires the knowledge of only the rated magnetizing flux and rated magnetizing current, the data that are anyway required in any vector controlled induction motor drive. Finally, rotor resistance needs to be known and this is again a standard requirement for vector controlled drives. It should however be noted that sensitivity of the algorithm to rotor resistance variation is extremely small, as illustrated in Section III.
The proposed structure was verified experimentally through the series of test runs with a standard four-pole 50-Hz 2.2-kW induction motor coupled to a separately excited dc generator, used as controllable load. The loss model identification and the efficiency optimizer are coded in assembler language on a TMS320F243 device running at 20 MHz [25] , hosting at the same time all the other drive control function of a MOOG manufactured DBS 8/22 standalone single-axis vector-controlled drive unit. The overall control system structure is illustrated in Fig. 4 , where inter-linking and signal flows between controller constituent parts (Figs. 1-3 ) are shown. As can be seen in Fig. 4 , all the inputs for the online loss function parameter identification, as well as the motor torque, are obtained using the reference signals of the indirect rotor flux oriented controller. It should be noted that the magnitude of the rotor flux and the -axis magnetizing flux are considered to be the same in this implementation. This condition holds true in any steady state, while the difference between the two is negligibly small under transient conditions with rotor flux oriented control, so that this approximation has no impact on the accuracy of the algorithm. The identification procedure ( the right in Fig. 1 ) is done only once each 10 s and is therefore executed in the background ("main loop"). It involves less than 1.5 e6 instruction cycles, corresponding to the execution time of 75 ms. In addition, each ms the value of is derived from (9) by SAR method, requiring 4000 cycles and 200 s. Hence, proposed efficiency controller uses less than 5% of the available processing power, leaving enough execution time for the other drive control functions.
The first set of test runs verifies the adequacy of the approximation in (1) and loss model formulation of (4) . The excitation to the identifier is insured by injecting a 0.1-p.u. saw-tooth signal in both -and -axes current references (it should be noted however, that the algorithm is in essence test signal free; the signal injection is used here for the testing purposes only and the issue will be clarified later on, after some additional tests have been performed). Under perfectly ideal operating and modeling conditions, the loss function parameters , and would have been constant regardless of the motor speed of rotation and load torque values. The relative changes of loss function parameters , and ( ) are plotted for the worst case found and the operating frequency sweeping from zero to the rated value in Fig. 5 . The copper-losses-related and parameters stay within the 0.5 range, while the relative change of the core loss coefficient exceeds 1% for the shaft speeds lower than 10%, due to the adoption of the simplified core loss model. In simple terms, inaccuracies introduced in modeling of the core losses and omission of the explicit stray loss representation are automatically corrected by the online identification of the coefficient , so that the term corresponds at any given frequency to the actual sum of the core and stray losses (i.e., stator frequency-dependent losses). A similar consideration applies to the thermal drifts in resistance values, that are reflected in values of the coefficients and and therefore automatically compensated by the online identification algorithm.
In Fig. 6 , the load dependence of the parameters is tested at the rated speed and with the load torque sweeping from 0 to 1.5 p.u. (i.e., 22.5 N m). For the load ranging from zero to 120%, all the parameters stay within the 1 range. Parameter exceeds the 1% error band for loads in excess of 120%, at which point the stray losses increase due to high stator and rotor currents.
Sensitivity of the optimum to , , and values is derived analytically and the results are given in Table I . Loss function parameters are deliberately detuned by the relative amount given in the first row of the Table I . For the relative error of 1% in the loss function parameters, the optimum flux is mismatched by 0.11%, while the subsequent increase stays below 2e-6 p.u.. The error of 2% causes 8e-6 . In this light, the experimental results from Figs. 5 and 6 indicate that the loss function parameters , and , acquired for an operating point in which torque is less than 120% and speed is more than 10% provide for the loss minimization at any other operating point regime such that torque is less than 120% and speed is more than 10%, with a performance better than 8e-6
. Notice at this point that the system proposed in 1T ranging from 0 to 0.1 T . Ramp-shaped load torque disturbance with a T = 5s period and the 1T amplitude is produced by the excitation control of the dc machine (M = 50). Figs. 1-3 may reach the same precision even at , provided the drive operates in this regime for several identification cycles, required for the vector (Fig. 2) to reach the steady-state value . On the basis of Fig. 5 , this new ( ) value may have the parameter differing from nominal by up to 7%. Notice as well that the algorithm for online identification of the loss function parameters could, on the basis of these considerations, be executed only once and the values of the coefficients , and would still suffice for all the load torque values below 120% and all the speed values above 10%. The algorithm is nevertheless kept running continuously in the implementation, so that the best possible efficiency is ensured at all speeds and for all load torque values.
In the second set of experimental runs (Figs. 7-9 ), the goal is to recognize the minimum disturbance required for a reliable identification of the loss function parameters and to enact the criterion function threshold ( in Fig. 2 ). The drive is running at the rated speed rad/s, loaded with Nm (0.67 p.u.) and having the rated magnetizing current. In Figs. 7-9 , the experimental traces of relative variations , , and are shown, along with the corresponding criterion function, included for the reference. The , , and values are passed from the DBS drive to a PC over the RS485 link.
In Fig. 7 , the torque reference ( axis) is undisturbed, while the magnetizing current ( axis) comprises on top a slow swinging (10 s) triangular form disturbance with an adjustable amplitude. The traces indicate that a 0.05 disturbance (0.035
) is required to keep the relative errors below the 1% treshold. Corresponding value of is 0.006. In Fig. 8 , a similar test is performed with disturbance applied to the torque reference ( axis), keeping at the same time the axis unperturbed. Required torque disturbance for the estimate errors better than 1% is 0.05 p.u and the coinciding value is 0.005.
Hence, with a matrix 50 4 ( ), the appropriate value for the threshold is 0.005-0.006. The data processing in Fig. 1 and in particular the averaging require disturbance energy be spread in the frequency range below 5 Hz. Supposed case of a complete steady state without any disturbances in either of or axis would lead to a , discarding the estimates (Fig. 2) and keeping unnaltered. To activate the identifier having vector lengths, either the or axis (flux or torque current) should have a superimposed disturbance with an amplitude of at least 0.05 p.u. (according to Figs. 7 and 8) . The disturbance does not need to be a rapidly varying quantity. The required disturbance is of such a small value that it is likely to be always present in the drive, eliminating therefore the need for its external generation. In the case of a long term steady state operation and assuming that a perfectly smooth running of the drive is achieved (without any existing fluctuation in -and -axes currents), a self-imposed slowly varying ramp (i.e a ramp generated by the DSP program; this approach was used for the tests described in conjunction with Figs. 5-8) would suffice (Fig. 7) to refresh the parameters, having at the same time the torque generation undisturbed owing to decoupling mechanism given in Fig. 3 .
It is of interest to investigate the influence of the vector length and the ammount of the input disturbance required for the identification. The experiment charted in Fig. 8 is repeated with , resulting in a 250 4 matrix and s refresh cycle. A longer acquisition time extends the disturbance energy collection, increases the value and reduces the necessary -and -axis disturbance. As from experimental traces in Fig. 9 , the treshold can be reduced to 0.002, while the minumum disturbance level required for the proper identification reduces to 1%. The eventual choice of value clearly depends on the expected rate of change in the loss function parameters (i.e., the thermal time constants) and the amount of the RAM memory available within the digital drive controller.
The next set of experimental runs verifies the sensitivity of the proposed scheme to the measurement noise. Corresponding results are summarized in Table II . The "0.25% noise" column is obtained by masking the least significant bit (LSB) of the 10-bit A/D converter [25] used for the acquisition of the input signals, while the "0.5% noise" one corresponds to masking the two LSBs. With a 5% input disturbance, the parameter estimates are not acceptable. Notice in Table II that an increase of the input -current disturbance to 20% reduces the parameter errors to an acceptable level ( 1 ) even for the 8-bit A/D resolution. Such a disturbance is however unlikely to naturally exist in a drive and would have to be generated by the DSP program. Since it is desirable to have a test-signal-free solution, a higher resolution than 8 bits should be used. Based on the results in Figs. 7-9 and the noise sensitivity in Table II , the 10-bit A/D resolution is sufficient for the application, since it ensures that the naturally existing disturbance in the drive is sufficient for the excitation of the online identification function (i.e., a test-signal-free solution is obtained). A further resolution increase may contribute to a further performance improvement. Incorporation of 12-bit A/D unit within compact single-chip DSP controllers is already available [26] .
The last set of experiments compares the effectiveness of the proposed efficiency controller to the one obtained with a conventional search controller. The experimental traces of the flux and the drive power are grouped in Fig. 10 for the pulsating torque operation at 1450 r/min. Flux traces are the output of the nonlinear flux estimator of Fig. 3 . The steady-state high-torque and low-torque flux and values obtained with the proposed efficiency controller and the SC are equal down to the resolution limits, proving that the proposed solution reaches the true optimum. The SC waveforms are slow on the load transients. For the load cycle in Fig. 10 , proposed controller reduces the overall energy consumption by 13.32%, compared to the SC. It should be noted that only the existing disturbance within the drive is used for activation of the online identification algorithm in this test.
The experiment illustrated in Fig. 10 applies to a relatively slowly changing load torque (10-s period of the load torque change). Another experiment is therefore performed, in essence identical to the one shown in Fig. 10 , but this time for a rapidly varying load torque. The load torque now changes every 2 s from low to high value and vice versa (4-s period). The results are shown in Fig. 11 . As can be seen in Fig. 11 , the SC controller does not manage to establish the operation with the optimum flux adjustment, due to its slow convergence and rapid nature of the load torque change. In contrast to that, the proposed controller is characterized with extremely rapid convergence, so that the optimum flux level is reached during the drive operation for each torque value setting without any difficulty. In this case the proposed controller reduces the power consumption by 26.5%, compared to the SC controller.
V. CONCLUSION
This paper has proposed a novel method for minimum loss control of induction motor drives. The developed optimum efficiency controller can be viewed as an original combination of the SC and LMC, since input power is measured, while the optimum flux value is calculated. The proposed controller is therefore of novel and unique structure, compared to all the optimum efficiency controllers proposed in the past. The idea of the proposed method is to retain good features of both the SC and LMC approaches, while eliminating their major drawbacks. The input power measurement is used in order to identify online the loss function parameters. This eliminates the problems encountered in LMC implementations and related to the parameter variation effects during the drive operation and the requirement for a priori knowledge of the motor parameters. Using the online identified loss function parameters, the optimum flux value is calculated, so that the major drawback of the SC method, slow convergence, is eliminated as well. A very accurate and very fast optimum efficiency control is achieved in this way, which does not require any knowledge regarding the controlled motor, except for the values that have anyway to be known beforehand for any induction motor drive (rated magnetizing current and flux and rotor resistance).
The complete algorithm, consisting of the online identification routine, the optimum flux value calculation and the nonlinear flux estimator, is described in detail and is further implemented in a DSP. Detailed coverage of all the relevant issues related to the actual DSP-based implementation is provided, ensuring therefore repeatability of the proposed solution. The first part of the experimental investigation examined the behavior of the online identified loss function coefficients against the drive load torque and against the operating speed. It is shown that for all the speeds higher than 10% of the rated and for all the load torque values below 120% it would suffice to identify only once the loss function parameters and to use these values for all the other operating conditions within these limits. Nevertheless, to ensure the best possible operation over the entire speed and load torque regions, the online identification routine is kept running at all times. It is also shown that the modeling inaccuracies, present in the formulation of the loss function, are automatically compensated by the online identification routine. Next, the minimum level of disturbance required for the excitation of the online identification routine was investigated in detail. It is concluded that the required level of disturbance is so small that it is likely to exist anyway in any drive in which the controller is implemented. Should the need arise, the required disturbance can be generated by the DSP in such a manner that operation of the flux, torque, and speed loops is not affected.
Finally, operation of the complete efficiency optimization algorithm is tested for a slowly varying load torque and a rapidly varying load torque and is compared to the operation of a classic SC. The results demonstrate the superiority of the proposed solution, since significantly higher energy saving is achieved, especially for the case of rapidly changing load torque. The fact that the solution does find the optimum flux value, corresponding to the minimum input power, is confirmed by the comparison with the SC operation as well.
