Abstract-A new approach is presented to determine atmospheric temperature profiles by combining measurements coming from different sources and taking into account evolution models derived by conventional meteorological observations. Using a historical database of atmospheric parameters and related microwave brightness temperatures, we have developed a data assimilation procedure based on the geostatistical Kriging method and the Kalman filtering suitable for processing satellite radiometric measurements available at each satellite pass, data of a ground-based radiometer, and temperature profiles from radiosondes released at specific times and locations. The Kalman filter technique and the geostatistical Kriging method as well as the principal component analysis have proved very powerful in exploiting climatological a priori information to build spatial and temporal evolution models of the atmospheric temperature field. The use of both historical radiosoundings (RAOBs) and a radiative transfer code allowed the estimation of the statistical parameters that appears in the models themselves (covariance and cross-covariance matrices, observation matrix, etc.). We have developed an algorithm, based on a Kalman filter supplemented with a Kriging geostatistical interpolator, that shows a significant improvement of accuracy in vertical profile estimations with respect to the results of a standard Kalman filter when applied to real satellite radiometric data.
Retrieving Atmospheric Temperature Profiles by Microwave Radiometry Using a Priori Information on Atmospheric Spatial-Temporal Evolution obtained from radiometric measurements by using standard retrieval algorithms, as multivariate linear regressions, do not always meet the requirements of meteorological applications. This is due to the insufficient information gathered by multifrequency or multiangle measurements and to the ill-posed nature of the inverse problem [7] . The difficulties are even increased by the unknown variations of the atmospheric conditions that occur as a function of both time and geographical location.
A successful way to overcome these problems is to increase the amount of information brought by measurements, by combining diverse kinds of available observations, including data collected by conventional meteorological networks. It is also convenient to take benefit of the accessible a priori information to be exploited within suitable retrieval algorithms.
In this paper, we present a new approach to retrieve atmospheric temperature profiles from microwave radiometric measurements taking into account temporal and spatial atmospheric evolution models derived by means of conventional meteorological observations.
We have used an available archive of atmospheric profiles from radiosounding observations (RAOBs) distributed all over the Italian territory. From this data set we inferred time and space correlations of the atmospheric temperature field that provided us with a priori information to be exploited in the retrieval process.
The database of microwave brightness temperatures needed for implementing the retrieval algorithm was computed from RAOBs by means of the Liebe's model [8] . It has been used to simulate observations from the special sensor microwave/temperature (SSM/T1) on board the Defence Meteorological Satellite Program (DMSP) platforms, in addition to ground-based observations at two water sensing channels (23.8 and 31.65 GHz) and three temperature sensing channels within the 60 GHz O absorption complex (53.85, 55.45, and 57.97 GHz).
We have developed a retrieval algorithm based on a Kalman filter [9] supplemented with a Kriging geostatistical interpolator [10] , suitable for processing different sources of measurements, such as ground-based radiometers, satellite measurements available at each satellite pass, and temperature profiles from radiosondes released at specific times and locations. Besides the Kalman filter algorithm implemented with a time evolution model, the Kriging geostatistical method has been used for developing a space evolution model of the temperature field under observation. Moreover, the principal component analysis 0196-2892/01$10.00 © 2001 IEEE [11] has been applied to the vertical profiles for summarizing the correlation of temperature at different altitude levels and dealing with a limited number of parameters.
Hereafter, we resume the content of the paper. In Section II we develop time and space evolution models in terms of transition matrices, able to project profiles among RAOBs times and locations. In Section III, with regard to the spatial evolution, we consider a geostatistical data assimilation procedure, namely the Kriging approach, that allows us to produce temperature profiles at locations where RAOBs are not available. Section IV is mainly concerned with the design of the retrieval algorithms. Besides a conventional time recursive Kalman filter, we consider a new algorithm based on a Kalman filter modified with Kriging interpolation, taking profit of information coming from the assimilation of RAOBs released at nearby stations. In Section V we present an application of the algorithms to SSM/T1 data and, finally, in Section VI, we draw some conclusions and make some comments on future developments of the work.
II. ANALYSIS OF TEMPORAL AND SPATIAL CORRELATIONS OF THE ATMOSPHERIC TEMPERATURE FIELD
The knowledge of the temporal and spatial correlations of profiles can be very useful when retrieving the atmospheric temperature field from microwave data. In order to assess the relevance of such a priori information [12] , we have performed a study based on historical RAOBs, to develop simple evolution models of the atmosphere, that is assumed to be a first order auto-regressive system. These models are also the source of the first guess, needed in the implementation of the statistical retrieval algorithms.
In this section, we verify the time as well as the space predictability of temperature profiles by means of discrete evolution models, represented by transition matrices. The temperature field is described by the function of point and time . The data set used in this analysis consists of RAOBs released at six Italian stations (Rome: RM, Milan: MI, Udine: UD, Brindisi: BR, Trapani: TP, Cagliari: CA), four times a day at 0000, 0600, 1200, and 1800 Greenwich Mean Time (GMT), from May to September for a total of ten years (from 1988 to 1997). From the original RAOBs after the application of quality control and interpolation procedures, profiles of fixed altitude levels, representing the atmosphere from 0 to 27 km, have been produced and processed.
A. Time Transition Matrix
In this study, a temporal autorecursive evolution model is developed for summer conditions at the six Italian stations, in terms of a transition matrix of dimension according to the expression (1) where is the vector of temperature profiles whose elements are the temperatures at each of the levels of the profiles, and indices and define two successive time instants. Since we consider radiosoundings separated by an interval of 6 h, we can build eight transition matrices to produce an estimate of the temperature profile at a specific time, given the profile measured 6 h before (forward transition) or 6 h later (backward transition). Moreover, it is possible to further improve the performances of the evolution model using a bidirectional transition. This is obtained by linearly combining the estimates of the forward and backward transition matrices using weights equal to the inverse of the projection error covariance matrices [13] (2) where and are the transition matrices, respectively, for the forward and backward transitions, with projection error covariance matrices and . For the computation of transition matrices , we have considered three approaches based on multivariate statistical techniques: the first two are the ordinary least squares (OLS) and the ridge least squares (RLS) regressions [14] , while the third one is based on the principal component (PC) analysis [11] . Given m temperature profiles taken from the RAOB data base at a specified station and sounding time, let and be the matrices whose columns are the temperature profile vectors and , measured at sounding times and , respectively. Considering a multivariate linear regression approach for (1), where and play the role of predictors and predictands respectively, the matrix of regression coefficients gives the transition matrix and, for the first two mentioned regression methods, it is estimated by the following expressions:
RLS:
where superscript matrix transposition; estimate of the covariance matrix of computed from the available data set at time ; estimate of the cross-covariance matrix of between times and ; identity matrix; stabilizing positive constant chosen as discussed in [14] . The benefit of the RLS technique is relevant when the data set of predictors exhibits a high degree of colinearity. In the same case OLS may fit a training set very well but sometimes it gives less accurate results when applied to an independent test set.
For the third approach, we have preliminarly applied the Principal Component analysis by expanding the 84-level temperature profiles on a basis of empirical orthogonal functions (e.o.f.s) [15] . The PC technique permits a reduction of the number of descriptive profile parameters by exploiting the correlation among temperature values at different altitudes. Therefore, we can approximate each profile with a linear combination of a limited number of e.o.f.s. This reduction of state-space dimensionality allows one to diminish calculation time and to improve the accuracy in estimating statistical quantities when only a limited set of training profiles is available in the historical data base.
The principal component analysis is performed by first computing the matrix of eigenvectors (the e.o.f.s ) of the covariance matrix of vectors and then determining each vector of the principal components as (5) The approximated reconstruction of a profile at each altitude is then obtained through the following equation: (6) where is the element of the eigenvector (the e.o.f. at elevation ) and the number of PCs is selected on the basis of a threshold on the desired reconstruction error (0.5 K RMS in our case).
Using this approach, we have considered a 12-element vector of principal components of temperature profiles, instead of the 84-element vector of temperatures, so that the transition matrix dimension is consequently reduced.
The transition matrix for the principal components is then estimated by Ordinary least square regression (OLS-PC) according to the following equation:
where and are the estimates of covariance and cross-covariance matrices of computed from the available data set.
We have not considered the application of the RLS technique to the principal components of temperature profiles, because the PC technique employs a basis of empirical orthogonal functions and the PCs are uncorrelated variables, so the colinearity problem is overcome.
As an example, we show the application of the considered time evolution model to the RAOBs collected at Pratica di Mare, near Rome, and hereafter referred to as Rome RAOBs, where the training set for estimating the transition matrix contains RAOBs relative to the summer season (from May to September) during the years from 1988 to 1993 and 1995. Considering an independent set of 463 RAOBs from the same station and the same season, acquired in 1996, a comparison of the predicted profiles to the measured ones has been performed. By using the transition matrices computed by means of the three techniques described above, Table I reports the prediction accuracy in terms of vertically averaged root mean square (RMS) errors (i.e., averaged over all the 84 levels). The table contains results that consider the forward ( ), backward ( ) and bidirectional ( ) projections. The last row in the table is the vertically averaged climatological variability (i.e., the standard deviation of the temperature profile data set averaged over all the 84 levels). This table is related to the summer profile estimations in Rome, but the transition matrices have been also computed for the other stations, showing comparable accuracies of the time evolution models. It can be observed that the best results are obtained by RLS regression, which decreases the RMS uncertainty from the climatological 3.6 K to about 1.5 K for both forward and backward transitions. Using the bidirectional transition, useful for off-line data re-analysis, the RMSE decreases further to about 1.3 K.
B. Space Transition Matrix
Similarly to the temporal evolution, a spatial evolution model has been developed, still for summer conditions at the six Italian stations, in the form of a transition matrix between couples of contemporaneous profiles at two stations (8) where is the temperature profile vector at a specific RAOB station, given the profile measured at a different station, and and indicate the different locations , and , . The transition matrix can be estimated as in the Section II-A, by OLS, RLS and OLS-PC techniques using formulas that correspond to (3), (4), and (7), respectively. Moreover, we can also estimate the temperature profile at each location by linearly combining the profiles estimated using the space evolution model from each of the other five stations, using again the weighted method with the inverse of the projection error covariance matrices, as in the following expression: (9) where here , is the transition matrix to a specific station from one of the other five stations, and is the projection error covariance matrix computed for the space evolution from the station to the fixed station .
As an example, Table II reports the accuracy of spatial predictions in terms of vertically averaged RMSEs when using matrices computed by the previously mentioned regression algorithms, for the RAOBs projected toward Rome from each of the SEPTEMBER 1988 , 1990 , 1995 , AND 1996 other Italian stations. The results of the application of the projection method in (9) are reported in the last column (comb-cov).
The climatological variability at each station for the summer season is also reported in the last row of the table. The table refers to the overall (i.e., vertically averaged) profile prediction error computed for a test set different from the training set used to infer the regression coefficients. The table is related to the summer profile estimations in Rome, but the transition matrices have been also computed for the other stations, showing comparable accuracies of the space evolution models. Also in this case, the application of the evolution model decreases the climatological uncertainty and again the RLS technique gives always the best results. The combined covariance method (comb-cov) provides always predictions more accurate than those obtainable from single stations.
III. ESTIMATING TEMPERATURE FIELD BY KRIGING INTERPOLATION
The combination of measurements performed at different times and locations is a typical task of the so-called data assimilation, that is the process of finding the model of the analyzed system most consistent with the observations in order to reach the best spatial and temporal resolutions [16] - [19] .
The evolution models derived in the previous section suffer of the same resolution limits of the available RAOBs, that is they can perform projections only among RAOB locations and times. Also, satellite microwave radiometric measurements generally do not match RAOBs in space and time, thus preventing from directly using the mentioned models in the retrieval of temperature profiles. To overcome these limitations, we have used a basic tool of applied geostatistics, i.e., the Kriging interpolation, a powerful technique able to produce regularly sampled fields in the presence of non regularly spaced observations.
In this section, we formulate the basics of the Kriging method as applied to the problem of atmospheric temperature profiling, considering only horizontal correlations for simplicity of exposition. In our study, this is justified by the particular implementation based on the PC analysis, as described further on.
The Kriging method is a weighted moving average technique and gives an estimate as a weighted linear combination of the available sample values around the point to be evaluated. For each altitude , with , the interpolated value of the sought temperature at a generic location is given by the following linear combination: (10) where are the weights for the values available at the sample data points . In our study the sample data points are the Italian RAOB stations and the meteorological data set is provided by RAOBs released four times a day. The vector of weights is obtained by solving the system of the so called ordinary Kriging equations [10] and is given by (11) where matrix contains the temperature cross-covariances between RAOB stations, and vector contains the unknown temperature cross-covariances between each station and the point to be predicted. To obtain the Kriging weights , we have carried out the classical two steps of the geostatistical process.
First, in the descriptive analysis step, for handling location dependent data, the extent of data correlation, or spatial continuity of the temperature field, is described through a structure function (the semivariance or covariance function) [20] , [21] . The semivariance of the temperature field at each altitude level represented as a semivariogram, has the expression (12) where and are temperature values at altitude level for the two different sites and , and is the number of pairs of data whose locations are separated by a given displacement vector in the horizontal plane, with components , . We have computed the empirical two-dimensional (2-D) semivariance for each altitude , as expressed by (12) . In our case, considering the six available RAOB stations, we have 15 possible pairs of sites, providing 15 different values of , and 15 samples of the empirical semivariogram. In the computations we have used corresponding to the number of RAOB profiles available at the same times (summer of years 1988, 1990, 1995, 1996 ) from all the six stations. To give an idea of the temperature field in the horizontal plane, we have vertically averaged the experimental functions and we have represented in Fig. 1 the obtained mean semivariogram as a contour plot. The shape of the contour lines shows a temperature pattern anisotropy, i.e., a directional asymmetry of spatial continuity. From this empirical semivariogram it is possible to quantify the higher degree of correlation in the East-West direction and the shorter correlation length in the north-south direction.
In the subsequent predictive application step we have adopted, as suggested in [10] , a parameterized exponential function for the cross-covariance matrix in (11) , that is we have assumed (13) where is the asymptotic semivariogram value (sill), representing the variance of the temperature at a certain altitude, and is a vector representing the range (distance beyond which the semivariogram remains essentially constant) in the in east-west and north-south direction. In this 2-D model, a difference in range parameters accounts for the presence of possible anisotropy. Once the parameters have been determined by fitting the empirical semivariogram, all the terms of matrix and vector in (11) can be computed and the weights are therefore determined. In our approach, the Kriging estimator has been applied to the principal components of temperature profiles, instead of the temperature fields at each RAOB level. The principal components can justify the choice of a 2-D semivariogram . In fact the PCs are uncorrelated quantities and the associated e.o.f.s intrinsically contain the information about correlation along the altitude coordinate.
A study to tune the range parameters and of the assumed 2-D anisotropic model has been performed for our application of the Kriging interpolator to the first 12 principal components of temperature profiles. This study has shown that the best trade-off for all stations can be achieved by selecting km and km. For the selected values of the range parameters, Fig. 2 shows the profiles of RMS interpolation error at each station. It is possible to note the reliable prediction of the Kriging technique and the reduction of uncertainty for all stations compared to the climatological RMS. Hence, Kriging interpolator can be considered an efficient tool for building an evolution model able to overcome spatial sampling limitations. 
IV. INVERSION BY KALMAN FILTER
In many retrieval problems, the optimal combination of measurements, which become available as time progresses, can be approached from a Bayesian standpoint, leading to the derivation of the Kalman filter equations [9] , [22] , [23] .
A. Standard Kalman Filter
The use of Kalman filtering in the microwave radiometric retrieval of atmospheric temperature profiles has been already discussed elsewhere [24] - [27] . In the following text, only a brief description of the relevant equations will be given.
It is assumed that the atmosphere is a linear, stochastic dynamical system, and the radiometric measurements are consid- ered to be linearly related to the state vector (i.e., the temperature profile vector) through the following expression: (14) where measurement vector (i.e., the brightness temperatures at different frequencies or observation angles); state vector; measurements noise; observation matrix (i.e., the matrix of the discrete temperature weighting functions). Note that in the following equations we use the caret to indicate the estimate, superscript to represent the a priori expectation, and the arguments and to define two successive instants and . The Kalman linear estimation algorithm produces an unbiased, minimum variance estimate of temperature at time given the current measurement vector , as in the following expression: (15) where is the a priori temperature profile considered at the current time, and the Kalman gain is defined by (16) where is the covariance matrix of the measurement error and is the covariance matrix of the error on the a priori predicted profile. The a priori profile at time is obtained from the estimated profile at time using the following recursive scheme: (17) where is the time transition matrix already introduced in Section II. In (16) , the error covariance matrix of the a priori predicted profile to be used in the computation of the Kalman gain at time can be projected from the a posteriori error covariance matrix at time using the following equation: (18) where is the plant noise matrix representing the covariance of a random additive error in the time transition model (17) . The accuracy of the estimate (15) is quantified by its a posteriori error covariance matrix (19) At the first step (for ), the recursive procedure of the filter is initialized by using in (15) the best available a priori estimate of the temperature profile, usually obtained from the climatological mean profile.
B. Kalman Filter with Kriging Interpolation
Unfortunately, the implementation of the standard Kalman filter suffers of the already mentioned lack of matching between the locations of the radiometric observations (i.e., the measurement vector ) and those of RAOBs, that provide the a priori information, the related statistics, and the transition matrices.
To overcome this limitation, a new retrieval algorithm has been designed for recovering temperature profiles in sites without historical climatological knowledge. It is a Kalman filter modified with an interpolation based on the Kriging method, and its block diagram is shown in Fig. 3 . The a priori information to be applied in the first step of the Kalman algorithm is provided by Kriging interpolation of contemporary profiles measured at the available RAOB stations, instead of the climatological mean profile. For the successive steps, we apply the recursive scheme of the Kalman algorithm using the time evolution model summarized by the transition matrix but taking also profit of the information coming from the Kriging interpolation of RAOBs available at each time step.
As shown in the block diagram, the classical filtering (15) and (16) are preserved, but the a priori profile is now an inverse covariance weighted average of the Kalman a posteriori estimate of the previous step projected through matrix and the Kriging interpolated profile (computed following the procedure developed in the previous section), as expressed by the following combination: (20) where (21) is the covariance matrix of the error related to the temporal transition of the standard Kalman filter, and is the covariance matrix of the error related to the spatial Kriging interpolation. The particular formulation of the a priori estimate (20), following the reference [13] , leads to an error covariance matrix to be used in the computation of the Kalman gain, modified according to the following expression: (22) In this procedure, to which we will refer in the following as the modified Kalman filter, the time transition matrices as well as the observation matrices for locations without historical climatological knowledge are computed by using the Kriging interpolation approach so that this modified Kalman algorithm allows the processing of radiometric observations gathered in any geographical site.
V. APPLICATION TO SATELLITE (SSM/T1) AND
GROUND-BASED RADIOMETRIC DATA
The algorithm described in the previous section has been applied to DMSP SSM/T1 data with the additional contribution of simulated ground-based radiometric data.
The SSM/T1 is a seven channel microwave radiometer designed to provide global, synoptic scale soundings of temperature throughout the troposphere and lower stratosphere. The seven frequency channels are located in the oxygen band at 50.50, 53.20, 54.35, 54.90, 58.40, 58.825, and 59.40 GHz [28] . The SSM/T1 is a cross-track nadir scanning radiometer having, at the nominal 833 km altitude, a nadir circular footprint with a diameter of 175 km; the antenna reflector is rotated to seven scan positions separated by 12 with a maximum cross-track scan angle of 36 . Typical instrument noise levels are on the order of 0.5 K RMS or less. More complete details can be found in [29] .
In our retrievals we have used the SSM/T1 passes over Italy close to the secondary synoptic hours, i.e., almost contemporary to the RAOB acquisition times at 0600 and 1800 GMT. We have not made use of the two channels at lower frequencies because of the Earth surface influence, which is not easily predictable due to the large sensor footprint and to the variable characteristics of the Italian area. To sense the lower part of the atmosphere the satellite measurements can be combined with data of a ground-based radiometer [30] . The ground-based brightness temperatures have been simulated at two water vapor and liquid sensing channels (23.8 and 31.65 GHz), and at three tempera- 1988, 1990, 1995, and 1996. ture sensing channels within the 60 GHz oxygen band (53.85, 55.45, and 57.97 GHz). The mentioned frequencies correspond to the channels of a ground based radiometer that will be very soon installed in an experimental site located in Central Italy. As ancillary measurement, we consider also the atmospheric temperature measured at the surface.
The aim of the experimental effort was to asses the performances of the modified Kalmanfilterusing Kriging interpolation, by comparing the retrieved temperature profiles to RAOBs. We have performed the validation considering a location where the RAOBs were available, specifically the site of Rome. Of course, the Rome RAOBs have never been used in the development of the inversion algorithm, but only for evaluating the retrieval errors. Hereafter we present retrieval results, obtained by applying the inversion algorithm sketched in Fig. 3 to combined data (real satellite and synthetic ground-based radiometric data). We have compared different implementations of the retrieval algorithm in order to appraise the relative contributions of introducing spatial and temporal a priori information in the procedure.
In the beginning, for evaluating the spatial contribution, we consider both standard and modified Kalman filter approaches stopped at the first step, that is implementations that do not include the time evolution model. As for the modified Kalman filter the space Kriging interpolated profile is used as first guess, instead of the simple mean temperature profile (climatological), that is used for the standard approach.
Concerning this first step of the Kalman filter approaches, in Fig. 4 the profiles of RMSEs computed from a set of 32 SSM/T1 measurements, collected in June 1997 over Rome, are shown superimposed to the corresponding climatological RMS profile (dotted line). The dashed line refers to the standard Kalman estimation error, while the continuous line refers to the modified Kalman estimation error. The corresponding vertically averaged error is 2.24 K using the standard Kalman approach and it is reduced to 1.62 K when the modified Kalman approach is used. This should be compared to the 3.59 K climatological standard deviation of the entire database.
The interpolated profile used in the modified Kalman approach appears more consistent with the real state of the atmosphere with respect to the pure climatological first guess, since it exploits the contemporary temperature field of the nearby stations and therefore contributes to improve the Kalman filter performance.
Then, for evaluating also the contribution of temporal a priori information, we show an example of application of the complete Kalman approaches employing also the time evolution model. The RMSE profiles, derived from the same SSM/T1 case of Fig. 4 , are plotted in Fig. 5 . Again, the dotted line is the climatological RMS. The figure shows the results of a standard Kalman filter (dashed line) that does not account for spatial interpolation, and the estimation accuracy obtained by the modified Kalman filter based on the Kriging method (continuous line). The corresponding overall vertically averaged RMSEs are 1.94 K and 1.47 K, respectively, against a climatological RMSE of 3.59 K.
The comparison among the results of Figs. 4 and 5 points out the contribution of the temporal evolution model, included in the complete recursive Kalman algorithms, both in the standard and modified version. By comparing the RMS of the standard to the modified Kalman approach, it is also evident the significant improvement of the performances when the Kriging interpolations are injected in the procedure.
From the results shown in this section it can be noted the relevance of the a priori information brought by the Kriging interpolation and the good performance of the Kalman filtering in the combination of any a priori information with measurements. In particular, the modified Kalman filter shows a substantial reduction of the uncertainty of the climatological. first guess, exploiting simultaneous nearby temperature profiles. Thus, the recursive scheme with time evolution model, applied to sequences of radiometric measurements, takes benefit in the estimation process from the improved and more reliable first guess.
VI. CONCLUSIONS
The combination of spatial and temporal evolution models of the three-dimensional (3-D) field of atmospheric temperature has been proved very useful for improving the final accuracy of temperature profile retrieval by spaceborne and ground based microwave radiometers. The Kalman filter technique and the geostatistical Kriging method together with the principal component analysis have been proved very powerful in exploiting the a priori information.
The computation of empirical time evolution model for the temperature profiles (at RAOB sites) has been used for implementing a Kalman filter able to process sequences of satellite and ground-based radiometric measurements.
The use of the Kriging interpolation has allowed the development of a modified Kalman filter, capable of processing also radiometric observations collected at geographical sites without historical climatological knowledge. We have performed a validation of the algorithm at a specific RAOB site, but the method is able to produce profiles at any generic location and to generate maps of temperatures at selected levels within the satellite swath.
We have achieved a significant improvement of accuracy in vertical profile estimations using real satellite radiometric measurements and atmospheric temperature measured at the surface. The contribution of a ground-based radiometer to improve the accuracy near the Earth surface has been included using simulated data, but future experimental campaigns with a groundbased instrument are already planned.
Even if, from an operational point of view, a drawback of the method can be represented by the difficulty in collecting data from different sources (conventional meteorological networks, satellite, ground radiometric sites), the exploitation of temporal and spatial correlations has proved very fruitful and can be adapted to different situations thanks to the flexibility of the proposed methodology.
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