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EXPANSION OF ITERATED STRATONOVICH STOCHASTIC INTEGRALS OF
MULTIPLICITY 3, BASED ON GENERALIZED MULTIPLE FOURIER SERIES,
CONVERGING IN THE MEAN: GENERAL CASE OF SERIES SUMMATION
DMITRIY F. KUZNETSOV
Abstract. The article is devoted to the development of the method of expansion and mean-
square approximation of iterated Ito stochastic integrals, based on generalized multiple Fourier
series, converging in the mean. We adapt this method for iterated Stratonovich stochastic
integrals of multiplicity 3 from the Taylor–Stratonovich expansion. The main result of the
article has been derived with using triple Fourier–Legendre series as well as triple trigonometric
Fourier series for the general case of series summation. The results of the article can be applied
for numerical integration of Ito stochastic differential equations in accordance with the strong
criterion.
1. Introduction
Let (Ω, F, P) be a complete probability space, let {Ft, t ∈ [0, T ]} be a nondecreasing right-continous
family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which is
Ft-measurable for any t ∈ [0, T ]. We assume that the components f (i)t (i = 1, . . . ,m) of this process are
independent. Consider an Ito stochastic differential equation (SDE) in the integral form
(1) xt = x0 +
t∫
0
a(xτ , τ)dτ +
t∫
0
B(xτ , τ)dfτ , x0 = x(0, ω).
Here xt is some n-dimensional stochastic process satisfying to equation (1). The nonrandom functions
a : ℜn × [0, T ] → ℜn, B : ℜn × [0, T ] → ℜn×m guarantee the existence and uniqueness up to stochastic
equivalence of a solution of (1) [1]. The second integral on the right-hand side of (1) is interpreted as
an Ito stochastic integral. Let x0 be an n-dimensional random variable, which is F0-measurable and
M{|x0|2} <∞ (M denotes a mathematical expectation). We assume that x0 and ft − f0 are independent
when t > 0.
One of the effective approaches to numerical integration of Ito SDEs is an approach based on Taylor–Ito
and Taylor–Stratonovich expansions [2]-[5]. The most important feature of such expansions is a presence
in them of the so-called iterated Ito and Stratonovich stochastic integrals, which play the key role for
solving the problem of numerical integration of Ito SDEs and has the following form
(2) J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
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(3) J∗[ψ(k)]T,t =
∗T∫
t
ψk(tk) . . .
∗t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk
,
where every ψl(τ) (l = 1, . . . , k) is a continuous non-random function on [t, T ], w
(i)
τ = f
(i)
τ for i = 1, . . . ,m
and w
(0)
τ = τ, and ∫
and
∗∫
denote Ito and Stratonovich stochastic integrals, respectively; i1, . . . , ik = 0, 1, . . . ,m.
Note that ψl(τ) ≡ 1 (l = 1, . . . , k) and i1, . . . , ik = 0, 1, . . . ,m in [2]-[5] while ψl(τ) ≡ (t − τ)ql
(l = 1, . . . , k; q1, . . . , qk = 0, 1, 2, . . .) and i1, . . . , ik = 1, . . . ,m in [6]-[24].
The construction of effective expansions (converging in the mean-square sense) for iterated Stratono-
vich stochastic integrals (3) of multiplicity 3 composes the subject of this article.
The problem of effective jointly numerical modeling (in terms of the mean-square convergence criterion)
of iterated Ito and Stratonovich stochastic integrals (2) and (3) is difficult from theoretical and computing
point of view [2]-[41]. The only exception is connected with a narrow particular case, when i1 = . . . =
ik 6= 0 and ψ1(s), . . . , ψk(s) ≡ ψ(s). This case allows the investigation with using of the Ito formula
[2]-[5].
Seems that iterated stochastic integrals may be approximated by multiple integral sums of different
types [3], [5], [39]. However, this approach implies partition of the interval of integration [t, T ] of iterated
stochastic integrals (the length T − t of this interval is a small value, because it is a step of integration of
numerical methods for Ito SDEs) and according to numerical experiments this additional partition leads
to significant calculating costs [10].
In [3] (see also [2], [4], [5], [40]) Milstein proposed to expand (3) in repeated series in terms of products
of standard Gaussian random variables by representing the Wiener process as a trigonometric Fourier
series with random coefficients (version of the so-called Karhunen–Loeve expansion). To obtain the
Milstein expansion of (3), the truncated Fourier expansions of components of the Wiener process fs must
be iteratively substituted in the single integrals, and the integrals must be calculated, starting from
the innermost integral. This is a complicated procedure that does not lead to a general expansion of
(3) valid for an arbitrary multiplicity k. For this reason, only expansions of single, double, and triple
stochastic integrals (3) were presented in [2], [4], [40] (k = 1, 2, 3) and in [3], [5] (k = 1, 2) for the
case ψ1(s), ψ2(s), ψ3(s) ≡ 1; i1, i2, i3 = 0, 1, . . . ,m. Moreover, generally speaking, the approximations
of triple stochastic integrals in [2], [4], [40] may not converge in the mean-square sence to appropriate
triple stochastic integrals due to iterated application of the operation of limit transition in the Milstein
approach [3]. Note that in [41] the method of expansion of double Ito stochastic integrals (2) (k = 2;
ψ1(s), ψ2(s) ≡ 1; i1, i2 = 1, . . . ,m) based on expansion of the Wiener process using Haar functions and
trigonometric functions has been considered.
It is necessary to note that the approach, based on the Karhunen–Loeve expansion [3] excelled in several
times (or even in several orders) the methods of integral sums [3], [5], [39] considering computational costs
in the sense of their diminishing.
An alternative strong approximation method was proposed for (3) in [6], [7] (see also [14]-[19], [22],
[24]) where J∗[ψ(k)]T,t was represented as a multiple stochastic integral from the certain discontinuous
non-random function of k variables, and the function was then expressed as a generalized repeated
Fourier series in a complete system of continuously differentiable functions that are orthonormal in the
space L2([t, T ]). As a result, the general repeated series expansion of (3) in terms of products of standard
Gaussian random variables was obtained in [6], [7] (see also [14]-[19], [22], [24]) for an arbitrary multiplicity
k. Hereinafter, this method referred to as the method of generalized repeated Fourier series. It was shown
[6], [7] (see also [14]-[19], [22], [24]) that the method of generalized repeated Fourier series leads to the
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approach, based on the Karhunen–Loeve expansion [3] in the case of a trigonometric system of functions
and to a substantially simpler expansions of (3) in the case of a system of Legendre polynomials.
As we noted above, the approach, based on the Karhunen–Loeve expansion [3] and the method of
generalized repeated Fourier series [6], [7] (see also [14]-[19], [22], [24]) lead to iterated application of the
operation of limit transition, so these methods may not converge in the mean-square sense to appropriate
integrals (3) for some methods of series summation.
The mentioned problem not appears in the method, which is proposed for (2) in the theorem 1 (see
below).
Let us consider the approach to expansion of iterated Ito stochastic integrals (2) [10]-[22], [24]-[38]
(the so-called method of generalized multiple Fourier series). The idea of this method is as follows: the
iterated Ito stochastic integral (2) of multiplicity k is represented as a multiple stochastic integral from
the certain discontinuous non-random function of k variables, defined on the hypercube [t, T ]k, where
[t, T ] is an interval of integration of iterated Ito stochastic integral (2). Then, the indicated non-random
function is expanded in the hypercube into the generalized multiple Fourier series converging in the
mean-square sense in the space L2([t, T ]
k). After a number of nontrivial transformations we come (see
the theorem 1 below) to the mean-square convergening expansion of iterated Ito stochastic integral (2)
into the multiple series of products of standard Gaussian random variables. The coefficients of this series
are the coefficients of generalized multiple Fourier series for the mentioned non-random function of several
variables, which can be calculated using the explicit formula regardless of multiplicity k of iterated Ito
stochastic integral (2).
Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous non-random function on [t, T ].
Define the following function on a hypercube [t, T ]k
(4) K(t1, . . . , tk) =


ψ1(t1) . . . ψk(tk) for t1 < . . . < tk
0 otherwise
, t1, . . . , tk ∈ [t, T ], k ≥ 2,
and K(t1) ≡ ψ1(t1), t1 ∈ [t, T ].
Suppose that {φj(x)}∞j=0 is a complete orthonormal system of functions in the space L2([t, T ]).
The function K(t1, . . . , tk) is sectionally continuous in the hypercube [t, T ]
k. At this situation it is
well known that the generalized multiple Fourier series of K(t1, . . . , tk) ∈ L2([t, T ]k) is converging to
K(t1, . . . , tk) in the hypercube [t, T ]
k in the mean-square sense, i.e.
lim
p1,...,pk→∞
∥∥∥∥K(t1, . . . , tk)−
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl)
∥∥∥∥ = 0,
where
(5) Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk,
‖f‖ =

 ∫
[t,T ]k
f2(t1, . . . , tk)dt1 . . . dtk


1/2
.
Consider the partition {τj}Nj=0 of [t, T ] such that
(6) t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 if N →∞, ∆τj = τj+1 − τj .
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Theorem 1 [10]-[22], [24]-[38]. Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous non-random
function on [t, T ] and {φj(x)}∞j=0 is a complete orthonormal system of continuous functions in the space
L2([t, T ]). Then
J [ψ(k)]T,t = l.i.m.
p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(7) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1 (τl1)∆w
(i1)
τl1
. . . φjk (τlk)∆w
(ik)
τlk
)
,
where J [ψ(k)]T,t is defined by (2),
Gk = Hk\Lk, Hk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1},
Lk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1; lg 6= lr (g 6= r); g, r = 1, . . . , k},
l.i.m. is a limit in the mean-square sense, i1, . . . , ik = 0, 1, . . . ,m,
(8) ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for various i or j (if i 6= 0), Cjk...j1 is the Fourier
coefficient (5), ∆w
(i)
τj = w
(i)
τj+1 −w(i)τj (i = 0, 1, . . . ,m), {τj}Nj=0 is a partition of the interval [t, T ], which
satisfies the condition (6).
In [12]-[19], [22], [24], [31] it was shown that the theorem 1 is valid for convergence in the mean of
degree 2n (n ∈ N). Moreover, the complete orthonormal in L2([t, T ]) systems of Haar and Rademacher–
Walsh functions also can be applied in the theorem 1 [12]-[19], [22], [24], [31]. The generalization of the
theorem 1 for complete orthonormal with weigth r(x) ≥ 0 system of functions in the space L2([t, T ]) can
be found in [24], [32]
In order to evaluate of significance of the theorem 1 for practice we will demonstrate its transformed
particular cases for k = 1, . . . , 4 [10]-[22], [24]-[38]
(9) J [ψ(1)]T,t = l.i.m.
p1→∞
p1∑
j1=0
Cj1ζ
(i1)
j1
,
(10) J [ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2 6=0}1{j1=j2}
)
,
J [ψ(3)]T,t = l.i.m.
p1,...,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
−
(11) −1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 − 1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2
)
,
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J [ψ(4)]T,t = l.i.m.
p1,...,p4→∞
p1∑
j1=0
. . .
p4∑
j4=0
Cj4...j1
(
4∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4} + 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}+
(12) + 1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}
)
,
where 1A is the indicator of the set A.
Thus, we obtain the following useful possibilities of the method of generalized multiple Fourier series.
1. There is an obvious formula (see (5)) for calculation of expansion coefficients of iterated Ito stochastic
integral (2) with any fixed multiplicity k.
2. We have possibilities for explicit calculation of the mean-square error of approximation of iterated
Ito stochastic integral (2) (see [20], [22], [24], [30]).
3. Since the used multiple Fourier series is a generalized in the sense that it is built using various
complete orthonormal systems of functions in the space L2([t, T ]), then we have new possibilities for
approximation — we may use not only trigonometric functions as in [2]-[5] but Legendre polynomials.
4. As it turned out (see [6]-[22], [24]-[38]), it is more convenient to work with Legendre polynomials
for building of approximations of iterated Ito stochastic integrals (2). Approximations based on the
Legendre polynomials essentially simpler than their analogues based on the trigonometric functions (see
[6]-[22], [24]-[38]). Another advantages of the application of Legendre polynomials in the framework of
the mentioned question are considered in [35], [36].
5. The approach based on the Karhunen–Loeve expansion of the Wiener process (see also [41]) leads to
iterated application of operation of the limit transition (the operation of limit transition is implemented
only once in the theorem 1) starting from the second multiplicity (in the general case) and triple mul-
tiplicity (for the case ψ1(s), ψ2(s), ψ3(s) ≡ 1; i1, i2, i3 = 0, 1, . . . ,m) of iterated Ito stochastic integrals.
Multiple series (the operation of limit transition is implemented only once) are more convenient for ap-
proximation than the iterated ones (iterated application of operation of the limit transition), since partial
sums of multiple series converge for any possible case of convergence to infinity of their upper limits of
summation (let us denote them as p1, . . . , pk). For example, for more simple and convenient for practice
case when p1 = . . . = pk = p → ∞. For iterated series it is obviously not the case. However, in [2], [4],
[40] the authors unreasonably use the condition p1 = p2 = p3 = p → ∞ within the application of the
mentioned approach, based on the Karhunen–Loeve expansion of the Wiener process [3].
Note that the rightness of formulas (9)–(12) can be verified by the fact that if i1 = . . . = i4 = i =
1, . . . ,m and ψ1(s), . . . , ψ4(s) ≡ ψ(s), then we can derive from (9)–(12) the well known equalities, which
be fulfilled w. p. 1 [11]-[19], [22], [24]
J [ψ(1)]T,t =
1
1!
δT,t,
J [ψ(2)]T,t =
1
2!
(
δ2T,t −∆T,t
)
,
J [ψ(3)]T,t =
1
3!
(
δ3T,t − 3δT,t∆T,t
)
,
J [ψ(4)]T,t =
1
4!
(
δ4T,t − 6δ2T,t∆T,t + 3∆2T,t
)
,
6 D.F. KUZNETSOV
where
δT,t =
T∫
t
ψ(s)df (i)s , ∆T,t =
T∫
t
ψ2(s)ds,
which can be independently obtained using the Ito formula and Hermite polynomials.
As it turned out, the adaptation of the method of generalized multiple Fourier series to the iterated
Stratonovich stochastic integrals (3) leads to more simple expansions of iterated stochastic integrals. The
article is devoted to deriving the analogues of the theorem 1 for triple Stratonovich stochastic integrals
from the so called Taylor–Stratonovich expansion [2]. In this work we use triple Fourier–Legendre series
as well as triple trigonometric Fourier series. At that, we consider the general case of series summation.
In the section 2 we formulate and prove the theorem 2 about expansion of triple Stratonovich stochastic
integrals (3) with constant weight functions, using triple Fourier–Legendre series. The section 3 is devoted
to generalization of the theorem 2 for the case of binomial weight functions. In the section 4 we obtain
the analogue of the theorem 2, using triple trigonometric Fourier series.
2. Expansion of Iterated Stratonovich Stochastic Integrals of Multiplicity 3. The
Case of Legendre Polynomials
Theorem 2 [15]-[19], [22], [24]. Suppose that {φj(x)}∞j=0 is a complete orthonormal system of Le-
gendre polynomials in the space L2([t, T ]). Then, for the iterated Stratonovich stochastic integral of third
multiplicity
∗∫
t
T ∗∫
t
t3 ∗∫
t
t2
df
(i1)
t1 df
(i2)
t2 df
(i3)
t3 (i1, i2, i3 = 1, . . . ,m)
the following converging in the mean-square sense expansion
∗∫
t
T ∗∫
t
t3 ∗∫
t
t2
df
(i1)
t1 df
(i2)
t2 df
(i3)
t3 = l.i.m.p1,p2,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
def
=
(13)
def
=
∞∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
is valid, where
Cj3j2j1 =
T∫
t
φj3 (s)
s∫
t
φj2 (s1)
s1∫
t
φj1(s2)ds2ds1ds.
Proof. If we prove the following equalities
(14) l.i.m.
p1,p3→∞
p1∑
j1=0
p3∑
j3=0
Cj3j1j1ζ
(i3)
j3
def
=
∞∑
j1,j3=0
Cj3j1j1ζ
(i3)
j3
=
1
4
(T − t)3/2
(
ζ
(i3)
0 +
1√
3
ζ
(i3)
1
)
,
(15) l.i.m.
p1,p3→∞
p1∑
j1=0
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
def
=
∞∑
j1,j3=0
Cj3j3j1ζ
(i1)
j1
=
1
4
(T − t)3/2
(
ζ
(i1)
0 −
1√
3
ζ
(i1)
1
)
,
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(16) l.i.m.
p1,p3→∞
p1∑
j1=0
p3∑
j3=0
Cj1j3j1ζ
(i2)
j3
def
=
∞∑
j1,j3=0
Cj1j3j1ζ
(i2)
j3
= 0,
then in accordance with the theorem 1 (see (11)), formulas (14)–(16), standard relations between iterated
Ito and Stratonovich stochastic integrals, as well as in accordance with the formulas (they also follows
from the theorem 1)
1
2
T∫
t
τ∫
t
dsdf (i3)τ =
1
4
(T − t)3/2
(
ζ
(i3)
0 +
1√
3
ζ
(i3)
1
)
w. p. 1,
1
2
T∫
t
τ∫
t
df (i1)s dτ =
1
4
(T − t)3/2
(
ζ
(i1)
0 −
1√
3
ζ
(i1)
1
)
w. p. 1
we will have
T∫
t
t3∫
t
t2∫
t
df
(i1)
t1 df
(i2)
t2 df
(i3)
t3 =
∞∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
−
−1{i1=i2}
1
2
T∫
t
τ∫
t
dsdf (i3)τ − 1{i2=i3}
1
2
T∫
t
τ∫
t
df (i1)s dτ.
It means that the expansion (2) will be proven.
Let us at first prove that
(17)
∞∑
j1=0
C0j1j1 =
1
4
(T − t)3/2,
(18)
∞∑
j1=0
C1j1j1 =
1
4
√
3
(T − t)3/2.
We have
C000 =
(T − t)3/2
6
,
C0j1j1 =
T∫
t
φ0(s)
s∫
t
φj1(s1)
s1∫
t
φj1(s2)ds2ds1ds =
(19) =
1
2
T∫
t
φ0(s)

 s∫
t
φj1(s1)ds1


2
ds, j1 ≥ 1.
Here φj(s) looks as follows
8 D.F. KUZNETSOV
(20) φj(s) =
√
2j + 1
T − t Pj
((
s− T + t
2
)
2
T − t
)
, j ≥ 0,
where Pj(x) is the Legendre polynomial.
Let us substitute (20) into (19) and calculate C0j1j1 (j1 ≥ 1)
C0j1j1 =
2j1 + 1
2(T − t)3/2
T∫
t


z(s)∫
−1
Pj1 (y)
T − t
2
dy


2
ds =
=
(2j1 + 1)
√
T − t
8
T∫
t


z(s)∫
−1
1
2j1 + 1
(
P
′
j1+1(y)− P
′
j1−1(y)
)
dy


2
ds =
(21) =
√
T − t
8(2j1 + 1)
T∫
t
(Pj1+1(z(s))− Pj1−1(z(s)))2 ds,
where here and further
z(s) =
(
s− T + t
2
)
2
T − t ,
and we used the following well-known properties of the Legendre polynomials
Pj(y) =
1
2j + 1
(
P
′
j+1(y)− P
′
j−1(y)
)
, Pj(−1) = (−1)j, j ≥ 1.
Also, we denote
dPj
dy
(y)
def
= P
′
j (y).
From (21) using the property of orthogonality of the Legendre polynomials we get the following relation
C0j1j1 =
(T − t)3/2
16(2j1 + 1)
1∫
−1
(
P 2j1+1(y) + P
2
j1−1(y)
)
dy =
=
(T − t)3/2
8(2j1 + 1)
(
1
2j1 + 3
+
1
2j1 − 1
)
,
where we used the property
1∫
−1
P 2j (y)dy =
2
2j + 1
, j ≥ 0.
Then
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∞∑
j1=0
C0j1j1 =
(T − t)3/2
6
+
(T − t)3/2
8

 ∞∑
j1=1
1
(2j1 + 1)(2j1 + 3)
+
∞∑
j1=1
1
4j21 − 1

 =
=
(T − t)3/2
6
+
(T − t)3/2
8

 ∞∑
j1=1
1
4j21 − 1
− 1
3
+
∞∑
j1=1
1
4j21 − 1

 =
=
(T − t)3/2
6
+
(T − t)3/2
8
(
1
2
− 1
3
+
1
2
)
=
(T − t)3/2
4
.
The relation (17) is proven.
Let us check the correctness of (18). Let us represent C1j1j1 in the form
C1j1j1 =
1
2
T∫
t
φ1(s)

 s∫
t
φj1 (s1)ds1


2
ds =
=
(T − t)3/2(2j1 + 1)
√
3
16
1∫
−1
P1(y)

 y∫
−1
Pj1 (y1)dy1


2
dy, j1 ≥ 1.
Since the functions 
 y∫
−1
Pj1(y1)dy1


2
, j1 ≥ 1
are even, then, correspondently the functions
P1(y)

 y∫
−1
Pj1(y1)dy1


2
dy, j1 ≥ 1
are uneven.
It means that C1j1j1 = 0 (j1 ≥ 1). From the other side
C100 =
√
3(T − t)3/2
16
1∫
−1
y(y + 1)2dy =
(T − t)3/2
4
√
3
.
Then
∞∑
j1=0
C1j1j1 = C100 +
∞∑
j1=1
C1j1j1 =
(T − t)3/2
4
√
3
.
The relation (18) is proven.
Let us prove the equality (14). Using (18) we get
p1∑
j1=0
p3∑
j3=0
Cj3j1j1ζ
(i3)
j3
=
p1∑
j1=0
C0j1j1ζ
(i3)
0 +
(T − t)3/2
4
√
3
ζ
(i3)
1 +
p1∑
j1=0
p3∑
j3=2
Cj3j1j1ζ
(i3)
j3
=
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(22) =
p1∑
j1=0
C0j1j1ζ
(i3)
0 +
(T − t)3/2
4
√
3
ζ
(i3)
1 +
p1∑
j1=0
2j1+2∑
j3=2,j3−even
Cj3j1j1ζ
(i3)
j3
.
Since
Cj3j1j1 =
(T − t)3/2(2j1 + 1)
√
2j3 + 1
16
1∫
−1
Pj3 (y)

 y∫
−1
Pj1 (y1)dy1


2
dy
and the degree of the polynomial 
 y∫
−1
Pj1(y1)dy1


2
equals to 2j1 + 2, then Cj3j1j1 = 0 for j3 > 2j1 + 2. It explains the circumstance that we put 2j1 + 2
instead of p3 on the right-hand side of formula (22).
Moreover, the function 
 y∫
−1
Pj1(y1)dy1


2
is even. It means that the function
Pj3 (y)

 y∫
−1
Pj1 (y1)dy1


2
is uneven for uneven j3. It means that Cj3j1j1 = 0 for uneven j3. That is why we summarize using even
j3 on the right-hand side of formula (22).
Then we have
p1∑
j1=0
2j1+2∑
j3=2,j3−even
Cj3j1j1ζ
(i3)
j3
=
2p1+2∑
j3=2,j3−even
p1∑
j1=
j3−2
2
Cj3j1j1ζ
(i3)
j3
=
(23) =
2p1+2∑
j3=2,j3−even
p1∑
j1=0
Cj3j1j1ζ
(i3)
j3
.
We replaced j3−22 by zero on the right-hand side of formula (23), since Cj3j1j1 = 0 for 0 ≤ j1 < j3−22 .
Let us substitute (23) into (22)
p1∑
j1=0
p3∑
j3=0
Cj3j1j1ζ
(i3)
j3
=
p1∑
j1=0
C0j1j1ζ
(i3)
0 +
(T − t)3/2
4
√
3
ζ
(i3)
1 +
(24) +
2p1+2∑
j3=2,j3−even
p1∑
j1=0
Cj3j1j1ζ
(i3)
j3
.
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It is easy to see that the right-hand side of formula (24) does not depend on p3.
If we prove that
(25) lim
p1→∞
M



 p1∑
j1=0
p3∑
j3=0
Cj3j1j1ζ
(i3)
j3
− 1
4
(T − t)3/2
(
ζ
(i3)
0 +
1√
3
ζ
(i3)
1
)
2

 = 0,
then the relaion (14) will be proven.
Using (24) and (17) we may rewrite the left-hand side of (25) in the following form
lim
p1→∞
M





 p1∑
j1=0
C0j1j1 −
(T − t)3/2
4

 ζ(i3)0 +
2p1+2∑
j3=2,j3−even
p1∑
j1=0
Cj3j1j1ζ
(i3)
j3


2

 =
= lim
p1→∞

 p1∑
j1=0
C0j1j1 −
(T − t)3/2
4


2
+ lim
p1→∞
2p1+2∑
j3=2,j3−even

 p1∑
j1=0
Cj3j1j1


2
=
(26) = lim
p1→∞
2p1+2∑
j3=2,j3−even

 p1∑
j1=0
Cj3j1j1


2
.
If we prove that
(27) lim
p1→∞
2p1+2∑
j3=2,j3−even

 p1∑
j1=0
Cj3j1j1


2
= 0,
then, the relation (14) will be proven.
We have
2p1+2∑
j3=2,j3−even

 p1∑
j1=0
Cj3j1j1


2
=
=
1
4
2p1+2∑
j3=2,j3−even


T∫
t
φj3 (s)
p1∑
j1=0

 s∫
t
φj1 (s1)ds1


2
ds


2
=
=
1
4
2p1+2∑
j3=2,j3−even


T∫
t
φj3 (s)

(s− t)− ∞∑
j1=p1+1

 s∫
t
φj1 (s1)ds1


2

 ds


2
=
=
1
4
2p1+2∑
j3=2,j3−even


T∫
t
φj3 (s)
∞∑
j1=p1+1

 s∫
t
φj1(s1)ds1


2
ds


2
≤
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(28) ≤ 1
4
2p1+2∑
j3=2,j3−even


T∫
t
|φj3 (s)|
∞∑
j1=p1+1

 s∫
t
φj1(s1)ds1


2
ds


2
.
Obtaining (28) we used the Parseval equality in the form
(29)
∞∑
j1=0

 s∫
t
φj1(s1)ds1


2
=
T∫
t
(1{s1<s})
2ds1 = s− t
and a property of othogonality of the Legendre polynomials
(30)
T∫
t
φj3 (s)(s− t)ds = 0, j3 ≥ 2.
Then we have 
 s∫
t
φj1(s1)ds1


2
=
(T − t)(2j1 + 1)
4


z(s)∫
−1
Pj1 (y)dy


2
=
=
T − t
4(2j1 + 1)


z(s)∫
−1
(
P
′
j1+1(y)− P
′
j1−1(y)
)
dy


2
=
=
T − t
4(2j1 + 1)
(Pj1+1 (z(s))− Pj1−1 (z(s)))2 ≤
(31) ≤ T − t
2(2j1 + 1)
(
P 2j1+1 (z(s)) + P
2
j1−1 (z(s))
)
.
For the Legendre polynomials the following well-known estimate is correct
(32) |Pn(y)| < K√
n+ 1(1− y2)1/4 , y ∈ (−1, 1), n ∈ N,
where the constant K does not depend on y and n.
The estimate (32) may be rewritten for the function φn(s) in the following form
|φn(s)| <
√
2n+ 1
n+ 1
K√
T − t
1
(1− z2(s))1/4
<
(33) <
K1√
T − t
1
(1− z2(s))1/4
,
where K1 = K
√
2, s ∈ (t, T ).
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Let us estimate the right-hand side of (31) using the estimate (32)

 s∫
t
φj1(s1)ds1


2
<
T − t
2(2j1 + 1)
(
K2
j1 + 2
+
K2
j1
)
1
(1 − (z(s))2)1/2 <
(34) <
(T − t)K2
2j21
1
(1 − (z(s))2)1/2 ,
where s ∈ (t, T ).
Substituting the estimate (34) into the relation (28) and using in (28) the estimate (33) for |φj3(s)| we
obtain
2p1+2∑
j3=2,j3−even

 p1∑
j1=0
Cj3j1j1


2
<
<
(T − t)K4K21
16
2p1+2∑
j3=2,j3−even


T∫
t
ds(
1− (z(s))2
)3/4
∞∑
j1=p1+1
1
j21


2
=
(35) =
(T − t)3K4K21(p1 + 1)
64

 1∫
−1
dy
(1− y2)3/4


2
 ∞∑
j1=p1+1
1
j21


2
.
Since
(36)
1∫
−1
dy
(1− y2)3/4
<∞
and
(37)
∞∑
j1=p1+1
1
j21
≤
∞∫
p1
dx
x2
=
1
p1
,
then from (35) we find
(38)
2p1+2∑
j3=2,j3−even

 p1∑
j1=0
Cj3j1j1


2
<
C(T − t)3(p1 + 1)
p21
→ 0 if p1 →∞,
where constant C does not depend on p1 and T − t. From (38) it follows (27), and from (27) it follows
(14).
Let us prove of the equaity (15). Let us at first prove that
(39)
∞∑
j3=0
Cj3j30 =
1
4
(T − t)3/2,
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(40)
∞∑
j3=0
Cj3j3j1 = −
1
4
√
3
(T − t)3/2.
We have
∞∑
j3=0
Cj3j30 = C000 +
∞∑
j3=1
Cj3j30,
C000 =
(T − t)3/2
6
,
Cj3j30 =
(T − t)3/2
16(2j3 + 1)
1∫
−1
(
P 2j3+1(y) + P
2
j3−1(y)
)
dy =
=
(T − t)3/2
8(2j3 + 1)
(
1
2j3 + 3
+
1
2j3 − 1
)
, j3 ≥ 1.
Then
∞∑
j3=0
Cj3j30 =
(T − t)3/2
6
+
(T − t)3/2
8

 ∞∑
j3=1
1
(2j3 + 1)(2j3 + 3)
+
∞∑
j3=1
1
4j23 − 1

 =
=
(T − t)3/2
6
+
(T − t)3/2
8

 ∞∑
j3=1
1
4j23 − 1
− 1
3
+
∞∑
j3=1
1
4j23 − 1

 =
=
(T − t)3/2
6
+
(T − t)3/2
8
(
1
2
− 1
3
+
1
2
)
=
(T − t)3/2
4
.
The relation (39) is proven. Let us check the equality (40). We have
Cj3j3j1 =
T∫
t
φj3 (s)
s∫
t
φj3(s1)
s1∫
t
φj1(s2)ds2ds1ds =
=
T∫
t
φj1(s2)ds2
T∫
s2
φj3 (s1)ds1
T∫
s1
φj3(s)ds =
=
1
2
T∫
t
φj1 (s2)

 T∫
s2
φj3(s1)ds1


2
ds2 =
(41) =
(T − t)3/2(2j3 + 1)
√
2j1 + 1
16
1∫
−1
Pj1 (y)

 1∫
y
Pj3 (y1)dy1


2
dy, j3 ≥ 1.
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Since the functions 
 1∫
y
Pj3(y1)dy1


2
, j3 ≥ 1
are even, then the functions
P1(y)

 1∫
y
Pj3(y1)dy1


2
dy, j3 ≥ 1
are uneven. It means that Cj3j31 = 0 (j3 ≥ 1).
Moreover
C001 =
√
3(T − t)3/2
16
1∫
−1
y(1− y)2dy = − (T − t)
3/2
4
√
3
.
Then
∞∑
j3=0
Cj3j31 = C001 +
∞∑
j3=1
Cj3j31 = −
(T − t)3/2
4
√
3
.
The relation (40) is proven.
Using the obtained results we have
p1∑
j1=0
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
=
p3∑
j3=0
Cj3j30ζ
(i1)
0 −
(T − t)3/2
4
√
3
ζ
(i1)
1 +
p3∑
j3=0
p1∑
j1=2
Cj3j3j1ζ
(i1)
j1
=
(42) =
p3∑
j3=0
Cj3j30ζ
(i1)
0 −
(T − t)3/2
4
√
3
ζ
(i1)
1 +
p3∑
j3=0
2j3+2∑
j1=2,j1−even
Cj3j3j1ζ
(i1)
j1
.
Since
Cj3j3j1 =
(T − t)3/2(2j3 + 1)
√
2j1 + 1
16
1∫
−1
Pj1(y)

 1∫
y
Pj3(y1)dy1


2
dy, j3 ≥ 1,
and degree of the polynomial 
 1∫
y
Pj3(y1)dy1


2
equals to 2j3 + 2, then Cj3j3j1 = 0 for j1 > 2j3 + 2. It explains the circumstance that we put 2j3 + 2
instead of p1 on the right-hand side of formula (42).
Moreover, the function 
 1∫
y
Pj3(y1)dy1


2
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is even. It means that the function
Pj1 (y)

 1∫
y
Pj3 (y1)dy1


2
is uneven for uneven j1. It means that Cj3j3j1 = 0 for uneven j1. It explains the summation of only even
j1 on the right-hand side of (42).
Then we have
p3∑
j3=0
2j3+2∑
j1=2,j1−even
Cj3j3j1ζ
(i1)
j1
=
2p3+2∑
j1=2,j1−even
p3∑
j3=
j1−2
2
Cj3j3j1ζ
(i1)
j1
=
(43) =
2p3+2∑
j1=2,j1−even
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
.
We reptaced j1−22 by zero on the right-hand side of (43), since Cj3j3j1 = 0 for 0 ≤ j3 < j1−22 .
Let us substitute (43) into (42)
p1∑
j1=0
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
=
p3∑
j3=0
Cj3j30ζ
(i1)
0 −
(T − t)3/2
4
√
3
ζ
(i1)
1 +
(44) +
2p3+2∑
j1=2,j1−even
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
.
It is easy to see that the right-hand side of formula (44) does not depend on p1.
If we prove that
(45) lim
p3→∞
M



 p1∑
j1=0
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
− 1
4
(T − t)3/2
(
ζ
(i1)
0 −
1√
3
ζ
(i1)
1
)
2

 = 0,
then (15) will be proven.
Using (44) and (39), (40) we may rewrite the left-hand side of formula (45) in the following form
lim
p3→∞
M





 p3∑
j3=0
Cj3j30 −
(T − t)3/2
4

 ζ(i1)0 +
2p3+2∑
j1=2,j1−even
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1


2

 =
= lim
p3→∞

 p1∑
j3=0
Cj3j30 −
(T − t)3/2
4


2
+ lim
p3→∞
2p3+2∑
j1=2,j1−even

 p3∑
j3=0
Cj3j3j1


2
=
= lim
p3→∞
2p3+2∑
j1=2,j1−even

 p3∑
j3=0
Cj3j3j1


2
.
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If we prove that
(46) lim
p3→∞
2p3+2∑
j1=2,j1−even

 p3∑
j3=0
Cj3j3j1


2
= 0,
then the relation (15) will be proven.
From (41) we obtain
2p3+2∑
j1=2,j1−even

 p3∑
j3=0
Cj3j3j1


2
=
=
1
4
2p3+2∑
j1=2,j1−even


T∫
t
φj1(s2)
p3∑
j3=0

 T∫
s2
φj3 (s1)ds1


2
ds2


2
=
=
1
4
2p3+2∑
j1=2,j1−even


T∫
t
φj1(s2)

(T − s2)− ∞∑
j3=p3+1

 T∫
s2
φj3(s1)ds1


2

 ds2


2
=
=
1
4
2p3+2∑
j1=2,j1−even


T∫
t
φj1 (s2)
∞∑
j3=p3+1

 T∫
s2
φj3(s1)ds1


2
ds2


2
≤
(47) ≤ 1
4
2p3+2∑
j1=2,j1−even


T∫
t
|φj1(s2)|
∞∑
j3=p3+1

 T∫
s2
φj3(s1)ds1


2
ds2


2
.
In order to get (47) we used the Parseval equality in the form
(48)
∞∑
j1=0

 T∫
s
φj1 (s1)ds1


2
=
T∫
t
(
1{s<s1}
)2
ds1 = T − s
and a property of othogonality of the Legendre polynomials
(49)
T∫
t
φj3 (s)(T − s)ds = 0, j3 ≥ 2.
Then we have

 T∫
s2
φj3 (s1)ds1


2
=
(T − t)
4(2j3 + 1)
(Pj3+1 (z(s2))− Pj3−1 (z(s2)))2 ≤
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≤ T − t
2(2j3 + 1)
(
P 2j3+1 (z(s2)) + P
2
j3−1 (z(s2))
)
<
<
T − t
2(2j3 + 1)
(
K2
j3 + 2
+
K2
j3
)
1
(1− (z(s2))2)1/2 <
(50) <
(T − t)K2
2j23
1
(1− (z(s2))2)1/2 , s ∈ (t, T ).
In order to get (50) we used the estimate (32).
Substituting the estimate (50) into relation (47) and using in (47) the estimate (33) for |φj1 (s2)| we
obtain
2p3+2∑
j1=2,j1−even

 p3∑
j3=0
Cj3j3j1


2
<
<
(T − t)K4K21
16
2p3+2∑
j1=2,j1−even

 T∫
t
ds2
(1− z2(s2))3/4
∞∑
j3=p3+1
1
j23


2
=
(51) =
(T − t)3K4K21(p3 + 1)
64

 1∫
−1
dy
(1− y2)3/4


2
 ∞∑
j3=p3+1
1
j23


2
.
Using (36) and (37) from (51) we obtain
(52)
2p3+2∑
j1=2,j1−even

 p3∑
j3=0
Cj3j3j1


2
<
C(T − t)3(p3 + 1)
p23
→ 0 with p3 →∞,
where constant C does not depend on p3 and T − t.
From (52) it follows (46) and from (46) it follows (15). The relation (15) is proven.
Let us prove the equality (16). Since ψ1(τ), ψ2(τ), ψ3(τ) ≡ 1, then the following relation for the
Fourier coefficients is correct
Cj1j1j3 + Cj1j3j1 + Cj3j1j1 =
1
2
C2j1Cj3 ,
where Cj = 0 for j ≥ 1 and C0 =
√
T − t. Then w. p. 1
(53)
∞∑
j1,j3=0
Cj1j3j1ζ
(i2)
j3
=
∞∑
j1,j3=0
(
1
2
C2j1Cj3 − Cj1j1j3 − Cj3j1j1
)
ζ
(i2)
j3
.
Therefore, considering (14) and (15), we can write down w. p. 1 the following
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∞∑
j1,j3=0
Cj1j3j1ζ
(i2)
j3
=
1
2
C30 ζ
(i2)
0 −
∞∑
j1,j3=0
Cj1j1j3ζ
(i2)
j3
−
∞∑
j1,j3=0
Cj3j1j1ζ
(i2)
j3
=
=
1
2
(T − t)3/2ζ(i2)0 −
1
4
(T − t)3/2
(
ζ
(i2)
0 −
1√
3
ζ
(i2)
1
)
−
(54) − 1
4
(T − t)3/2
(
ζ
(i2)
0 +
1√
3
ζ
(i2)
1
)
= 0.
The relation (16) is proven. The theorem 2 is proven.
It is easy to see that the formula (2) may be proven for the case i1 = i2 = i3 using the Ito formula
∗T∫
t
∗t3∫
t
∗t2∫
t
df
(i1)
t1 df
(i1)
t2 df
(i1)
t3 =
1
6

 T∫
t
df (i1)s


3
=
1
6
(
C0ζ
(i1)
0
)3
=
= C000ζ
(i1)
0 ζ
(i1)
0 ζ
(i1)
0 ,
where the equality is fulfilled w. p. 1.
3. Generalization of the Theorem 2
Let us consider the generalization of the theorem 2.
Theorem 3 [15]-[19], [22], [24]. Suppose that {φj(x)}∞j=0 is a complete orthonormal system of Le-
gendre polynomials in the space L2([t, T ]). Then, for the iterated Stratonovich stochastic integral of third
multiplicity
I
∗(i1i2i3)
l1l2l3T,t
=
∗∫
t
T
(t− t3)l3
∗∫
t
t3
(t− t2)l2
∗∫
t
t2
(t− t1)l1df (i1)t1 df
(i2)
t2 df
(i3)
t3 (i1, i2, i3 = 1, . . . ,m)
the following converging in the mean-square sense expansion
I
∗(i1i2i3)
l1l2l3T,t
= l.i.m.
p1,p2,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
def
=
(55)
def
=
∞∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
is valid for each of the following cases
1. i1 6= i2, i2 6= i3, i1 6= i3 and l1, l2, l3 = 0, 1, 2, . . .
2. i1 = i2 6= i3 and l1 = l2 6= l3 and l1, l2, l3 = 0, 1, 2, . . .
3. i1 6= i2 = i3 and l1 6= l2 = l3 and l1, l2, l3 = 0, 1, 2, . . .
4. i1, i2, i3 = 1, . . . ,m; l1 = l2 = l3 = l and l = 0, 1, 2, . . . ,
20 D.F. KUZNETSOV
where
Cj3j2j1 =
T∫
t
(t− s)l3φj3(s)
s∫
t
(t− s1)l2φj2 (s1)
s1∫
t
(t− s2)l1φj1 (s2)ds2ds1ds.
Proof. The case 1 directly follows from (11).
Let us consider the case 2 (i1 = i2 6= i3, l1 = l2 = l 6= l3 and l1, l3 = 0, 1, 2, . . .). So, we prove the
following expansion
(56) I
∗(i1i1i3)
l1l1l3T,t
=
∞∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i1)
j2
ζ
(i3)
j3
(i1, i2, i3 = 1, . . . ,m),
where the series converges in the mean-square sense, l, l3 = 0, 1, 2, . . ., and
(57) Cj3j2j1 =
T∫
t
φj3 (s)(t− s)l3
s∫
t
(t− s1)lφj2 (s1)
s1∫
t
(t− s2)lφj1 (s2)ds2ds1ds.
If we prove the formula
(58)
∞∑
j1,j3=0
Cj3j1j1ζ
(i3)
j3
=
1
2
T∫
t
(t− s)l3
s∫
t
(t− s1)2lds1df (i3)s ,
where the series converges in the mean-square sense and the coefficients Cj3j1j1 has the form (57), then
using the theorem 1 and standard relations between iterated Ito and Stratonovich stochastic integrals we
obtain the expansion (56).
Using the theorem 1 we may write down
1
2
T∫
t
(t− s)l3
s∫
t
(t− s1)2lds1df (i3)s =
1
2
2l+l3+1∑
j3=0
C˜j3ζ
(i3)
j3
w. p. 1,
where
C˜j3 =
T∫
t
φj3 (s)(t− s)l3
s∫
t
(t− s1)2lds1ds.
Then
p3∑
j3=0
p1∑
j1=0
Cj3j1j1ζ
(i3)
j3
− 1
2
2l+l3+1∑
j3=0
C˜j3ζ
(i3)
j3
=
=
2l+l3+1∑
j3=0

 p1∑
j1=0
Cj3j1j1 −
1
2
C˜j3

 ζ(i3)j3 +
p3∑
j3=2l+l3+2
p1∑
j1=0
Cj3j1j1ζ
(i3)
j3
.
Therefore
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lim
p1,p3→∞
M



 p3∑
j3=0
p1∑
j1=0
Cj3j1j1ζ
(i3)
j3
− 1
2
T∫
t
(t− s)l3
s∫
t
(t− s1)2lds1df (i3)s


2

 =
(59) = lim
p1→∞
2l+l3+1∑
j3=0

 p1∑
j1=0
Cj3j1j1 −
1
2
C˜j3


2
+ lim
p1,p3→∞
M



 p3∑
j3=2l+l3+2
p1∑
j1=0
Cj3j1j1ζ
(i3)
j3


2

 .
Let us prove that
(60) lim
p1→∞

 p1∑
j1=0
Cj3j1j1 −
1
2
C˜j3


2
= 0.
We have 
 p1∑
j1=0
Cj3j1j1 −
1
2
C˜j3


2
=
=

1
2
p1∑
j1=0
T∫
t
φj3(s)(t− s)l3

 s∫
t
φj1 (s1)(t− s1)lds1


2
ds− 1
2
T∫
t
φj3 (s)(t− s)l3
s∫
t
(t− s1)2lds1ds


2
=
=
1
4


T∫
t
φj3 (s)(t− s)l3

 p1∑
j1=0

 s∫
t
φj1 (s1)(t− s1)lds1


2
−
s∫
t
(t− s1)2lds1

 ds


2
=
=
1
4


T∫
t
φj3 (s)(t− s)l3


s∫
t
(t− s1)2lds1 −
∞∑
j1=p1+1

 s∫
t
φj1(s1)(t− s1)lds1


2
−
−
s∫
t
(t− s1)2lds1

 ds


2
=
(61) =
1
4


T∫
t
φj3 (s)(t− s)l3
∞∑
j1=p1+1

 s∫
t
φj1 (s1)(t− s1)lds1


2
ds


2
.
In order to get (61) we used the Parseval equality, which looks as follows
(62)
∞∑
j1=0

 s∫
t
φj1 (s1)(t− s1)lds1


2
=
T∫
t
K2(s, s1)ds1,
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where
K(s, s1) = (t− s1)l1{s1<s}, s, s1 ∈ [t, T ].
Taking into account the nondecreasing of the functional sequence
un(s) =
n∑
j1=0

 s∫
t
φj1 (s1)(t− s1)lds1


2
,
continuity of its members and continuity of the limit function
u(s) =
s∫
t
(t− s1)2lds1
at the interval [t, T ] in accordance with the Dini theorem we have uniform convergence of the functional
sequences un(s) to the limit function u(s) at the interval [t, T ].
From (61) using the inequality of Cauchy-Bunyakovsky we obtain

 p1∑
j1=0
Cj3j1j1 −
1
2
C˜j3


2
≤
≤ 1
4
T∫
t
φ2j3 (s)(t− s)2l3ds
T∫
t

 ∞∑
j1=p1+1

 s∫
t
φj1 (s1)(t− s1)lds1


2


2
ds ≤
(63) ≤ 1
4
ε2(T − t)2l3
T∫
t
φ2j3 (s)ds(T − t) =
1
4
(T − t)2l3+1ε2
when p1 > N(ε), where N(ε) exists for any ε > 0. From (63) it follows (60).
Further
(64)
p1∑
j1=0
p3∑
j3=2l+l3+2
Cj3j1j1ζ
(i3)
j3
=
p1∑
j1=0
2(j1+l+1)+l3∑
j3=2l+l3+2
Cj3j1j1ζ
(i3)
j3
.
We put 2(j1 + l + 1) + l3 instead of p3, since Cj3j1j1 = 0 for j3 > 2(j1 + l + 1) + l3. This conclusion
follows from the relation
Cj3j1j1 =
1
2
T∫
t
φj3(s)(t− s)l3

 s∫
t
φj1 (s1)(t− s1)lds1


2
ds =
=
1
2
T∫
t
φj3(s)Q2(j1+l+1)+l3(s)ds,
where Q2(j1+l+1)+l3(s) is a polynomial of the degree 2(j1 + l+ 1) + l3.
It is easy to see that
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(65)
p1∑
j1=0
2(j1+l+1)+l3∑
j3=2l+l3+2
Cj3j1j1ζ
(i3)
j3
=
2(p1+l+1)+l3∑
j3=2l+l3+2
p1∑
j1=0
Cj3j1j1ζ
(i3)
j3
.
Note that we introduced some coefficients Cj3j1j1 in the sum
p1∑
j1=0
, which equals to zero. From (64)
and (65) we have
M



 p1∑
j1=0
p3∑
j3=2l+l3+2
Cj3j1j1ζ
(i3)
j3


2

 =
= M



2(p1+l+1)+l3∑
j3=2l+l3+2
p1∑
j1=0
Cj3j1j1ζ
(i3)
j3


2

 =
2(p1+l+1)+l3∑
j3=2l+l3+2

 p1∑
j1=0
Cj3j1j1


2
=
=
2(p1+l+1)+l3∑
j3=2l+l3+2

1
2
p1∑
j1=0
T∫
t
φj3(s)(t − s)l3

 s∫
t
φj1(s1)(t− s1)lds1


2
ds


2
=
=
1
4
2(p1+l+1)+l3∑
j3=2l+l3+2


T∫
t
φj3 (s)(t− s)l3
p1∑
j1=0

 s∫
t
φj1(s1)(t− s1)lds1


2
ds


2
=
=
1
4
2(p1+l+1)+l3∑
j3=2l+l3+2


T∫
t
φj3 (s)(t− s)l3


s∫
t
(t− s1)2lds1 −
∞∑
j1=p1+1

 s∫
t
φj1(s1)(t− s1)lds1


2

 ds


2
=
(66) =
1
4
2(p1+l+1)+l3∑
j3=2l+l3+2


T∫
t
φj3 (s)(t− s)l3
∞∑
j1=p1+1

 s∫
t
φj1 (s1)(t− s1)lds1


2
ds


2
.
In order to get (66) we used the Parseval equality of type (62) and the following relation
T∫
t
φj3 (s)Q2l+1+l3(s)ds = 0; j3 > 2l + 1 + l3,
where Q2l+1+l3(s) is a polynomial of degree 2l + 1 + l3.
Further we have

 s∫
t
φj1 (s1)(t− s1)lds1


2
=
(T − t)2l+1(2j1 + 1)
22l+2


z(s)∫
−1
Pj1(y)(1 + y)
ldy


2
=
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=
(T − t)2l+1
22l+2(2j1 + 1)

(1 + z(s))lRj1(s)− l
z(s)∫
−1
(Pj1+1(y)− Pj1−1(y)) (1 + y)l−1 dy


2
≤
≤ (T − t)
2l+12
22l+2(2j1 + 1)


(
2(s− t)
T − t
)2l
R2j1(s) + l
2


z(s)∫
−1
(Pj1+1(y)− Pj1−1(y)) (1 + y)l−1 dy


2
 ≤
≤ (T − t)
2l+1
22l+1(2j1 + 1)

22l+1Zj1(s) + l2
z(s)∫
−1
(1 + y)2l−2dy
z(s)∫
−1
(Pj1+1(y)− Pj1−1(y))2 dy

 ≤
≤ (T − t)
2l+1
22l+1(2j1 + 1)

22l+1Zj1(s) + 2l22l − 1
(
2(s− t)
T − t
)2l−1 z(s)∫
−1
(
P 2j1+1(y) + P
2
j1−1(y)
)
dy

 ≤
(67) ≤ (T − t)
2l+1
2(2j1 + 1)

2Zj1(s) + l22l− 1
z(s)∫
−1
(
P 2j1+1(y) + P
2
j1−1(y)
)
dy

 ,
where
Rj1(s) = Pj1+1(z(s))− Pj1−1(z(s)),
Zj1(s) = P
2
j1+1(z(s)) + P
2
j1−1(z(s)).
Let us estimate the right-hand side of (67) using (32)

 s∫
t
φj1(s1)(t− s1)lds1


2
<
<
(T − t)2l+1
2(2j1 + 1)
(
K2
j1 + 2
+
K2
j1
) 2
(1− (z(s))2)1/2
+
l2
2l − 1
z(s)∫
−1
dy
(1− y2)1/2

 <
(68) <
(T − t)2l+1K2
2j21
(
2
(1− (z(s))2)1/2
+
l2pi
2l − 1
)
, s ∈ (t, T ).
From (66) and (68) we obtain
M



 p1∑
j1=0
p3∑
j3=2l+l3+2
Cj3j1j1ζ
(i3)
j3


2

 ≤
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≤ 1
4
2(p1+l+1)+l3∑
j3=2l+l3+2


T∫
t
|φj3 (s)|(t− s)l3
∞∑
j1=p1+1

 s∫
t
φj1(s1)(t− s1)lds1


2
ds


2
≤
≤ 1
4
(T − t)2l3
2(p1+l+1)+l3∑
j3=2l+l3+2


T∫
t
|φj3(s)|
∞∑
j1=p1+1

 s∫
t
φj1(s1)(t− s1)lds1


2
ds


2
<
<
(T − t)4l+2l3+1K4K21
16
×
×
2(p1+l+1)+l3∑
j3=2l+l3+2




T∫
t
2ds(
1− (z(s))2
)3/4 + l2pi2l− 1
T∫
t
ds(
1− (z(s))2
)1/4

 ∞∑
j1=p1+1
1
j21


2
≤
≤ (T − t)
4l+2l3+3K4K21
64
· 2p1 + 1
p21

 1∫
−1
2dy
(1− y2)3/4 +
l2pi
2l − 1
1∫
−1
dy
(1− y2)1/4


2
≤
(69) ≤ (T − t)4l+2l3+3C 2p1 + 1
p21
→ 0 when p1 → ∞,
where constant C does not depend on p1 and T − t.
From (59), (60), and (69) it follows (58) and from (58) it follows (56).
Let us consider the case 3 (i2 = i3 6= i1, l2 = l3 = l 6= l1, and l1, l3 = 0, 1, 2, . . .). So, we prove the
following expansion
(70) I
∗(i1i3i3)
l1l3l3T,t
=
∞∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i3)
j2
ζ
(i3)
j3
(i1, i2, i3 = 1, . . . ,m),
where the series converges in the mean-square sense, l, l1 = 0, 1, 2, . . ., and
(71) Cj3j2j1 =
T∫
t
φj3 (s)(t− s)l
s∫
t
(t− s1)lφj2 (s1)
s1∫
t
(t− s2)l1φj1 (s2)ds2ds1ds.
If we prove the formula
(72)
∞∑
j1,j3=0
Cj3j3j1ζ
(i1)
j1
=
1
2
T∫
t
(t− s)2l
s∫
t
(t− s1)l1df (i1)s1 ds,
where the series converges in the mean-square sense and the coefficients Cj3j3j1 has the form (71), then
using the theorem 1 and standard relations between iterated Ito and Stratonovich stochastic integrals we
obtain the expansion (70).
Using the theorems 1 and the Ito formula we may write down
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1
2
T∫
t
(t− s)2l
s∫
t
(t− s1)l1df (i1)s1 ds =
1
2
T∫
t
(t− s1)l1
T∫
s1
(t− s)2ldsdf (i1)s1 =
=
1
2
2l+l1+1∑
j1=0
C˜j1ζ
(i1)
j1
w. p. 1,
where
C˜j1 =
T∫
t
φj1 (s1)(t− s1)l1
T∫
s1
(t− s)2ldsds1.
Then
p1∑
j1=0
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
− 1
2
2l+l1+1∑
j1=0
C˜j1ζ
(i1)
j1
=
=
2l+l1+1∑
j1=0

 p3∑
j3=0
Cj3j3j1 −
1
2
C˜j1

 ζ(i1)j1 +
p1∑
j1=2l+l1+2
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
.
Therefore
lim
p1,p3→∞
M



 p1∑
j1=0
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
− 1
2
T∫
t
(t− s)2l
s∫
t
(t− s1)l1df (i1)s1 ds


2

 =
(73) = lim
p3→∞
2l+l1+1∑
j1=0

 p3∑
j3=0
Cj3j3j1 −
1
2
C˜j1


2
+ lim
p1,p3→∞
M



 p1∑
j1=2l+l1+2
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1


2

 .
Let us prove that
(74) lim
p3→∞

 p3∑
j3=0
Cj3j3j1 −
1
2
C˜j1


2
= 0.
We have 
 p3∑
j3=0
Cj3j3j1 −
1
2
C˜j1


2
=
=

 p3∑
j3=0
T∫
t
φj1(s2)(t− s2)l1ds2
T∫
s2
φj3(s1)(t− s1)lds1
T∫
s1
φj3(s)(t− s)lds−
− 1
2
T∫
t
φj1(s1)(t− s1)l1
T∫
s1
(t− s)2ldsds1


2
=
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=

1
2
p3∑
j3=0
T∫
t
φj1 (s2)(t− s2)l1

 T∫
s2
φj3(s1)(t− s1)lds1


2
ds2−
−1
2
T∫
t
φj1 (s1)(t− s1)l1
T∫
s1
(t− s)2ldsds1


2
=
=
1
4


T∫
t
φj1 (s1)(t− s1)l1

 p3∑
j3=0

 T∫
s1
φj3(s)(t − s)lds


2
−
T∫
s1
(t− s)2lds

 ds1


2
=
=
1
4


T∫
t
φj1 (s1)(t− s1)l1


T∫
s1
(t− s)2lds−
∞∑
j3=p3+1

 T∫
s1
φj3(s)(t − s)lds


2
−
T∫
s1
(t− s)2lds

 ds1


2
=
(75) =
1
4


T∫
t
φj1 (s1)(t− s1)l1
∞∑
j3=p3+1

 T∫
s1
φj3(s)(t− s)lds


2
ds1


2
.
In order to get (75) we used the Parseval equality, which looks as follows
(76)
∞∑
j3=0

 T∫
s1
φj3(s)(t− s)lds


2
=
T∫
t
K2(s, s1)ds,
where
K(s, s1) = (t− s)l1{s1<s}, s, s1 ∈ [t, T ].
Taking into account nondecreasing of the functional sequence
un(s1) =
n∑
j3=0

 T∫
s1
φj3(s)(t − s)lds


2
,
continuity of its members and continuity of the limit function
u(s1) =
T∫
s1
(t− s)2lds
at the interval [t, T ], according to the Dini theorem we have uniform convergence of the functional
sequence un(s1) to the limit function u(s1) at the interval [t, T ].
From (75) using the inequality of Cauchy-Bunyakovsky we obtain

 p3∑
j3=0
Cj3j3j1 −
1
2
C˜j1


2
≤
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≤ 1
4
T∫
t
φ2j1(s1)(t− s1)2l1ds1
T∫
t

 ∞∑
j3=p3+1

 T∫
s1
φj3(s)(t− s)lds


2


2
ds1 ≤
(77) ≤ 1
4
ε2(T − t)2l1
T∫
t
φ2j1(s1)ds1(T − t) =
1
4
(T − t)2l1+1ε2
when p3 > N(ε), where N(ε) exists for any ε > 0.
From (77) it follows (74).
We have
(78)
p3∑
j3=0
p1∑
j1=2l+l1+2
Cj3j3j1ζ
(i1)
j1
=
p3∑
j3=0
2(j3+l+1)+l1∑
j1=2l+l1+2
Cj3j3j1ζ
(i1)
j1
.
We put 2(j3 + l+ 1) + l1 instead of p1, since Cj3j3j1 = 0 when j1 > 2(j3 + l+ 1) + l1. This conclusion
follows from the relation
Cj3j3j1 =
1
2
T∫
t
φj1(s2)(t− s2)l1

 T∫
s2
φj3(s1)(t− s1)lds1


2
ds2 =
=
1
2
T∫
t
φj1(s2)Q2(j3+l+1)+l1(s2)ds2,
where Q2(j3+l+1)+l1(s) is a polynomial of degree 2(j3 + l+ 1) + l1.
It is easy to see that
(79)
p3∑
j3=0
2(j3+l+1)+l1∑
j1=2l+l1+2
Cj3j3j1ζ
(i1)
j1
=
2(p3+l+1)+l1∑
j1=2l+l1+2
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
.
Note that we included some coefficients Cj3j3j1 in the sum
p3∑
j3=0
, which equals to zero.
From (78) and (79) we have
M



 p3∑
j3=0
p1∑
j1=2l+l1+2
Cj3j3j1ζ
(i1)
j1


2

 =
= M



2(p3+l+1)+l1∑
j1=2l+l1+2
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1


2

 =
2(p3+l+1)+l1∑
j1=2l+l1+2

 p3∑
j3=0
Cj3j3j1


2
=
=
2(p3+l+1)+l1∑
j1=2l+l1+2

1
2
p3∑
j3=0
T∫
t
φj1(s2)(t− s2)l1

 T∫
s2
φj3 (s1)(t− s1)lds1


2
ds2


2
=
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=
1
4
2(p3+l+1)+l1∑
j1=2l+l1+2


T∫
t
φj1 (s2)(t− s2)l1
p3∑
j3=0

 T∫
s2
φj3 (s1)(t− s1)lds1


2
ds2


2
=
=
1
4
2(p3+l+1)+l1∑
j1=2l+l1+2


T∫
t
φj1 (s2)(t− s2)l1


T∫
s2
(t− s1)2lds1 −
∞∑
j3=p3+1

 T∫
s2
φj3 (s1)(t− s1)lds1


2

 ds2


2
=
(80) =
1
4
2(p3+l+1)+l1∑
j1=2l+l1+2


T∫
t
φj1 (s2)(t− s2)l1
∞∑
j3=p3+1

 T∫
s2
φj3(s1)(t− s1)lds1


2
ds2


2
.
In order to get (80) we used the Parseval equality of type (76) and the following relation
T∫
t
φj1 (s)Q2l+1+l1(s)ds = 0, j1 > 2l+ 1 + l1,
where Q2l+1+l1(s) is a polynomial of degree 2l + 1 + l1.
Further we have

 T∫
s2
φj3 (s1)(t− s1)lds1


2
=
(T − t)2l+1(2j3 + 1)
22l+2


1∫
z(s2)
Pj3 (y)(1 + y)
ldy


2
=
=
(T − t)2l+1
22l+2(2j3 + 1)

(1 + z(s2))lQj3(s2)− l
1∫
z(s2)
(Pj3+1(y)− Pj3−1(y)) (1 + y)l−1 dy


2
≤
≤ (T − t)
2l+12
22l+2(2j3 + 1)

(2(s2 − t)
T − t
)2l
Q2j3(s2)) + l
2


1∫
z(s2)
(Pj3+1(y)− Pj3−1(y)) (1 + y)l−1 dy


2
 ≤
≤ (T − t)
2l+1
22l+1(2j3 + 1)

22l+1Hj3(s2) + l2
1∫
z(s2)
(1 + y)2l−2dy
1∫
z(s2)
(Pj3+1(y)− Pj3−1(y))2 dy

 ≤
≤ (T − t)
2l+1
22l+1(2j3 + 1)

22l+1Hj3(s2) + 22ll22l− 1
(
1−
(
(s2 − t)
T − t
)2l−1) 1∫
z(s2)
(
P 2j3+1(y) + P
2
j3−1(y)
)
dy

 ≤
(81) ≤ (T − t)
2l+1
2(2j3 + 1)
(
2Hj3(s2)+
l2
2l− 1
1∫
z(s2)
(
P 2j3+1(y) + P
2
j3−1(y)
)
dy
)
,
30 D.F. KUZNETSOV
where
Qj3(s2) = Pj3−1(z(s2))− Pj3+1(z(s2)),
Hj3 (s2) = P
2
j3−1(z(s2)) + P
2
j3+1(z(s2)).
Let us estimate the right-hand side of (81) using (32)

 T∫
s2
φj3(s1)(t− s1)lds1


2
<
<
(T − t)2l+1
2(2j3 + 1)
(
K2
j3 + 2
+
K2
j3
) 2
(1− (z(s2))2)1/2
+
l2
2l− 1
1∫
z(s2)
dy
(1− y2)1/2

 <
(82) <
(T − t)2l+1K2
2j23
(
2
(1− (z(s2))2)1/2
+
l2pi
2l− 1
)
, s ∈ (t, T ).
From (80) and (82) we obtain
M



 p3∑
j3=0
p1∑
j1=2l+l1+2
Cj3j3j1ζ
(i1)
j1


2

 ≤
≤ 1
4
2(p3+l+1)+l1∑
j1=2l+l1+2


T∫
t
|φj1 (s2)|(t− s2)l1
∞∑
j3=p3+1

 T∫
s2
φj3 (s1)(t− s1)lds1


2
ds2


2
≤
≤ 1
4
(T − t)2l1
2(p3+l+1)+l1∑
j1=2l+l1+2


T∫
t
|φj1(s2)|
∞∑
j3=p3+1

 T∫
s2
φj3(s1)(t− s1)lds1


2
ds2


2
<
<
(T − t)4l+2l1+1K4K21
16
×
×
2(p3+l+1)+l1∑
j1=2l+l1+2



 T∫
t
2ds2
(1 − (z(s2))2)3/4
+
l2pi
2l− 1
T∫
t
ds2
(1− (z(s2))2)1/4

 ∞∑
j3=p3+1
1
j23


2
≤
≤ (T − t)
4l+2l1+3K4K21
64
· 2p3 + 1
p23

 1∫
−1
2dy
(1− y2)3/4 +
l2pi
2l − 1
1∫
−1
dy
(1− y2)1/4


2
≤
(83) ≤ (T − t)4l+2l1+3C 2p3 + 1
p23
→ 0 when p3 → ∞,
EXPANSION OF ITERATED STRATONOVICH STOCHASTIC INTEGRALS OF MULTIPLICITY 3 31
where constant C does not depend on p3 and T − t.
From (73), (74), and (83) it follows (72) and from (72) it follows the expansion (70).
Let us consider the case 4 (l1 = l2 = l3 = l = 0, 1, 2, . . . and i1, i2, i3 = 1, . . . ,m). So, we will prove the
following expansion for iterated Stratonovich stochastic integral of third multiplicity
(84) I
∗(i1i2i3)
lllT,t
=
∞∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
(i1, i2, i3 = 1, . . . ,m),
where the series converges in the mean-square sense, l = 0, 1, 2, . . ., and
(85) Cj3j2j1 =
T∫
t
φj3 (s)(t− s)l
s∫
t
(t− s1)lφj2 (s1)
s1∫
t
(t− s2)lφj1(s2)ds2ds1ds.
If we prove w. p. 1 the following formula
(86)
∞∑
j1,j3=0
Cj1j3j1ζ
(i2)
j3
= 0,
where the series coverges in the mean-square sense and the coefficients Cj3j2j1 have the form (85), then
using the theorem 1, relations (58), (72) when l1 = l3 = l and standard relations between iterated Ito
and Stratonovich stochastic integrals we will have the expansion (84).
Since ψ1(s), ψ2(s), ψ3(s) ≡ (t− s)l, then the following equality for the Fourier coefficients takes place
Cj1j1j3 + Cj1j3j1 + Cj3j1j1 =
1
2
C2j1Cj3 ,
where Cj3j2j1 has the form (85) and
Cj1 =
T∫
t
φj1(s)(t− s)lds.
Then w. p. 1
(87)
∞∑
j1,j3=0
Cj1j3j1ζ
(i2)
j3
=
∞∑
j1,j3=0
(
1
2
C2j1Cj3 − Cj1j1j3 − Cj3j1j1
)
ζ
(i2)
j3
.
Taking into account (58) and (72) when l3 = l1 = l and the Ito formula we have w. p. 1
∞∑
j1,j3=0
Cj1j3j1ζ
(i2)
j3
=
=
1
2
l∑
j1=0
C2j1
l∑
j3=0
Cj3ζ
(i2)
j3
−
∞∑
j1,j3=0
Cj1j1j3ζ
(i2)
j3
−
∞∑
j1,j3=0
Cj3j1j1ζ
(i2)
j3
=
=
1
2
l∑
j1=0
C2j1
T∫
t
(t− s)ldf (i2)s −
1
2
T∫
t
(t− s)l
s∫
t
(t− s1)2lds1df (i2)s −
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−1
2
T∫
t
(t− s)2l
s∫
t
(t− s1)ldf (i2)s1 ds =
=
1
2
l∑
j1=0
C2j1
T∫
t
(t− s)ldf (i2)s +
1
2(2l+ 1)
T∫
t
(t− s)3l+1df (i2)s −
−1
2
T∫
t
(t− s1)l
T∫
s1
(t− s)2ldsdf (i2)s1 =
=
1
2
l∑
j1=0
C2j1
T∫
t
(t− s)ldf (i2)s +
1
2(2l+ 1)
T∫
t
(t− s)3l+1df (i2)s −
− 1
2(2l+ 1)

(T − t)2l+1
T∫
t
(t− s)ldf (i2)s +
T∫
t
(t− s)3l+1df (i2)s

 =
=
1
2
l∑
j1=0
C2j1
T∫
t
(t− s)ldf (i2)s −
(T − t)2l+1
2(2l+ 1)
T∫
t
(t− s)ldf (i2)s =
=
1
2

 l∑
j1=0
C2j1 −
T∫
t
(t− s)2lds

 T∫
t
(t− s)ldf (i2)s = 0.
Here, the Parseval equality looks as follows
∞∑
j1=0
C2j1 =
l∑
j1=0
C2j1 =
T∫
t
(t− s)2lds = (T − t)
2l+1
2l + 1
and
T∫
t
(t− s)ldf (i2)s =
l∑
j3=0
Cj3ζ
(i2)
j3
w. p. 1.
The expansion (84) is proven. The theorem 3 is proven.
It is easy to see that using the Ito formula if i1 = i2 = i3 we obtain
∗T∫
t
(t− s)l
∗s∫
t
(t− s1)l
∗s1∫
t
(t− s2)ldf (i1)s2 df (i1)s1 df (i1)s =
=
1
6
( T∫
t
(t− s)ldf (i1)s
)3
=
1
6

 l∑
j1=0
Cj1ζ
(i1)
j1


3
=
EXPANSION OF ITERATED STRATONOVICH STOCHASTIC INTEGRALS OF MULTIPLICITY 3 33
(88) =
l∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i1)
j2
ζ
(i1)
j3
w. p. 1.
4. Expansions of Iterated Stratonovich Stochastic Integrals of Third Multiplicity,
Based on the Theorem 1. The Trigonometric Case
In this section we will prove the following theorem.
Theorem 4 [15]-[19], [22], [24]. Suppose that {φj(x)}∞j=0 is a complete orthonormal system of trigono-
metric functions in the space L2([t, T ]). Then, for the iterated Stratonovich stochastic integral of third
multiplicity
∗∫
t
T ∗∫
t
t3 ∗∫
t
t2
df
(i1)
t1 df
(i2)
t2 df
(i3)
t3 (i1, i2, i3 = 1, . . . ,m)
the following converging in the mean-square sense expansion
∗∫
t
T ∗∫
t
t3 ∗∫
t
t2
df
(i1)
t1 df
(i2)
t2 df
(i3)
t3 = l.i.m.p1,p2,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
def
=
(89)
def
=
∞∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
is valid, where
Cj3j2j1 =
T∫
t
φj3 (s)
s∫
t
φj2 (s1)
s1∫
t
φj1(s2)ds2ds1ds.
Proof. If we prove the following formulas
(90) l.i.m.
p1,p3→∞
p1∑
j1=0
p3∑
j3=0
Cj3j1j1ζ
(i3)
j3
def
=
∞∑
j1,j3=0
Cj3j1j1ζ
(i3)
j3
=
1
2
T∫
t
τ∫
t
dsdf (i3)τ ,
(91) l.i.m.
p1,p3→∞
p1∑
j1=0
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
def
=
∞∑
j1,j3=0
Cj3j3j1ζ
(i1)
j1
=
1
2
T∫
t
τ∫
t
df (i1)s dτ,
(92) l.i.m.
p1,p3→∞
p1∑
j1=0
p3∑
j3=0
Cj1j3j1ζ
(i2)
j3
def
=
∞∑
j1,j3=0
Cj1j3j1ζ
(i2)
j3
= 0.
then from the theorem 1, formulas (90)–(92), and standard relations between iterated Ito and Stratonovich
stochastic integrals we will obtain the expansion (4).
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We have
p3∑
j3=0
p1∑
j1=0
Cj3j1j1ζ
(i3)
j3
=
(T − t)3/2
6
+
+
p1∑
j1=1
C0,2j1,2j1ζ
(i3)
0 +
p1∑
j1=1
C0,2j1−1,2j1−1ζ
(i3)
0 +
p1∑
j3=1
C2j3,0,0ζ
(i3)
2j3
+
+
p3∑
j3=1
p1∑
j1=1
C2j3,2j1,2j1ζ
(i3)
2j3
+
p3∑
j3=1
p1∑
j1=1
C2j3,2j1−1,2j1−1ζ
(i3)
2j3
+
p3∑
j3=1
C2j3−1,0,0ζ
(i3)
2j3−1
+
(93) +
p3∑
j3=1
p1∑
j1=1
C2j3−1,2j1,2j1ζ
(i3)
2j3−1
+
p3∑
j3=1
p1∑
j1=1
C2j3−1,2j1−1,2j1−1ζ
(i3)
2j3−1
,
where the summation is stopped when 2j1, 2j1 − 1 > p1 or 2j3, 2j3 − 1 > p3 and
(94) C0,2l,2l =
(T − t)3/2
8pi2l2
, C0,2l−1,2l−1 =
3(T − t)3/2
8pi2l2
, C2l,0,0 =
√
2(T − t)3/2
4pi2l2
,
(95) C2r−1,2l,2l = 0, C2l−1,0,0 = −
√
2(T − t)3/2
4pil
, C2r−1,2l−1,2l−1 = 0,
(96) C2r,2l,2l =


−√2(T − t)3/2/(16pi2l2), r = 2l
0, r 6= 2l
,
(97) C2r,2l−1,2l−1 =


√
2(T − t)3/2/(16pi2l2), r = 2l
−√2(T − t)3/2/(4pi2l2), r = l
0, r 6= l, r 6= 2l
.
After substituting (94)–(97) into (93) we obtain
(98)
p3∑
j3=0
p1∑
j1=0
Cj3j1j1ζ
(i3)
j3
= (T − t)3/2



1
6
+
1
2pi2
p1∑
j1=1
1
j21

 ζ(i3)0 −
√
2
4pi
p3∑
j3=1
1
j3
ζ
(i3)
2j3−1

 .
Using the theorem 1 and the system of trigonometric functions we obtain
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(99)
1
2
T∫
t
s∫
t
ds1df
(i3)
s =
1
2
T∫
t
(s− t)df (i3)s =
1
4
(T − t)3/2
(
ζ
(i3)
0 −
√
2
pi
∞∑
r=1
1
r
ζ
(i3)
2r−1
)
.
From (98) and (99) it follows
lim
p1,p3→∞
M



 p3∑
j3=0
p1∑
j1=0
Cj3j1j1ζ
(i3)
j3
− 1
2
T∫
t
s∫
t
ds1df
(i3)
s


2

 =
= lim
p1,p3→∞
(T − t)3



1
6
+
1
2pi2
p1∑
j1=1
1
j21
− 1
4


2
+
1
8pi2

pi2
6
−
p3∑
j3=1
1
j23



 = 0.
So, the relation (90) is proved for the case of trigonometric system of functions.
Let us prove the relation (91). We have
p1∑
j1=0
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
=
(T − t)3/2
6
+
+
p3∑
j3=1
C2j3,2j3,0ζ
(i1)
0 +
p3∑
j3=1
C2j3−1,2j3−1,0ζ
(i1)
0 +
+
p1∑
j1=1
p3∑
j3=1
C2j3,2j3,2j1−1ζ
(i1)
2j1−1
+
p1∑
j1=1
p3∑
j3=1
C2j3−1,2j3−1,2j1−1ζ
(i1)
2j1−1
+
+
p1∑
j1=1
C0,0,2j1−1ζ
(i1)
2j1−1
+
p1∑
j1=1
p3∑
j3=1
C2j3,2j3,2j1ζ
(i1)
2j1
+
(100) +
p1∑
j1=1
p3∑
j3=1
C2j3−1,2j3−1,2j1ζ
(i1)
2j1
+
p1∑
j1=1
C0,0,2j1ζ
(i1)
2j1
,
where the summation is stopped, when 2j3, 2j3 − 1 > p3 or 2j1, 2j1 − 1 > p1 and
(101) C2l,2l,0 =
(T − t)3/2
8pi2l2
, C2l−1,2l−1,0 =
3(T − t)3/2
8pi2l2
, C0,0,2r =
√
2(T − t)3/2
4pi2r2
,
(102) C2l−1,2l−1,2r−1 = 0, C0,0,2r−1 =
√
2(T − t)3/2
4pir
, C2l,2l,2r−1 = 0,
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(103) C2l,2l,2r =


−√2(T − t)3/2/(16pi2l2), r = 2l
0, r 6= 2l
,
(104) C2l−1,2l−1,2r =


−√2(T − t)3/2/(16pi2l2), r = 2l
√
2(T − t)3/2/(4pi2l2), r = l
0, r 6= l, r 6= 2l
.
After substituting (101)–(104) into (100) we obtain
(105)
p1∑
j1=0
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
= (T − t)3/2



1
6
+
1
2pi2
p3∑
j3=1
1
j23

 ζ(i1)0 +
√
2
4pi
p1∑
j1=1
1
j1
ζ
(i1)
2j1−1

 .
Using the Ito formula and theorem 1 for the case of trigonometric functions we have
1
2
T∫
t
s∫
t
df (i1)s1 ds =
1
2

(T − t)
T∫
t
df (i1)s +
T∫
t
(t− s)df (i1)s

 =
(106) =
1
4
(T − t)3/2
(
ζ
(i1)
0 +
√
2
pi
∞∑
r=1
1
r
ζ
(i1)
2r−1
)
.
From (105) and (106) it follows
lim
p1,p3→∞
M



 p1∑
j1=0
p3∑
j3=0
Cj3j3j1ζ
(i1)
j1
− 1
2
T∫
t
s∫
t
df (i1)s1 ds


2

 =
= lim
p1,p3→∞
(T − t)3



1
6
+
1
2pi2
p3∑
j3=1
1
j23
− 1
4


2
+
1
8pi2

pi2
6
−
p1∑
j1=1
1
j21



 = 0.
So, the relation (91) is proved for the case of trigonometric system of functions.
Let us prove the equality (92). Since ψ1(τ), ψ2(τ), ψ3(τ) ≡ 1, then the following relation for the
Fourier coefficients is correct
Cj1j1j3 + Cj1j3j1 + Cj3j1j1 =
1
2
C2j1Cj3 .
Then w. p. 1
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(107)
∞∑
j1,j3=0
Cj1j3j1ζ
(i2)
j3
=
∞∑
j1,j3=0
(
1
2
C2j1Cj3 − Cj1j1j3 − Cj3j1j1
)
ζ
(i2)
j3
.
Taking into account (90) and (91) we can write down w. p. 1 the following
∞∑
j1,j3=0
Cj1j3j1ζ
(i2)
j3
=
=
1
2
C30 ζ
(i2)
0 −
∞∑
j1,j3=0
Cj1j1j3ζ
(i2)
j3
−
∞∑
j1,j3=0
Cj3j1j1ζ
(i2)
j3
=
=
1
2
(T − t)3/2ζ(i2)0 −
1
4
(T − t)3/2
(
ζ
(i2)
0 +
√
2
pi
∞∑
r=1
1
r
ζ
(i2)
2r−1
)
−
−1
4
(T − t)3/2
(
ζ
(i2)
0 −
√
2
pi
∞∑
r=1
1
r
ζ
(i2)
2r−1
)
= 0.
From the theorem 1 and (90)–(92) we obtain the expansion (4). The theorem 4 is proven.
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