In recent years, advances in medical imaging have provided opportunities for enhanced diagnosis and characterization of diseases including cancer. The improved spatial resolution provides outstanding detail of intricate anatomical structures, but has challenged physicians on how to effectively and efficiently review the extremely large datasets of over 1000 images. Standard volume rendering attempts to tackle this problem as it provides a display of 3D information on a flat 2D screen, but it lacks depth perception and has poor human-machine interface (HMI). Most recently, Augmented Reality/Virtual Reality (AR/VR) with depth 3-dimensional (D3D) imaging provides depth perception through binocular vision, head tracking for improved HMI and other key AR features. In this article, we will discuss current and future medical applications of AR including assessing breast cancer. We contend that leveraging AR technology may enhance diagnosis, save cost and improve patient care.
Introduction
Radiology is playing an ever increasing role in medical diagnosis. Many conditions are impossible to diagnose with a physical exam, and, as a result, radiological procedures such as computed tomography (CT) play an important role in healthcare today. Recent national trends document this increasing utilization of CT scans [1] [2] [3] . Estimates of the total annual costs of medical imaging have risen from almost 100 billion dollars in 2008 [4] to an estimated 200 billion today. Per capita imaging costs for women on Medicare were US$517. This portends increasing costs as America continues to age. An important question arises-how can we reduce these rising costs? We contend that a partial answer lies in combining Augmented Reality/Virtual Reality (AR/VR) with 3D medical imaging. Describing this combination and highlighting examples of potential utility is the purpose of this paper. This paper will be organized into three sections. First, we will provide a background on cross-sectional imaging with a focus on CT and magnetic resonance imaging (MRI) and will include a discussion on the limitations of such viewing methods. Next, we will discuss advances in viewing methods including surface rendering, volume rendering, and depth-3-dimensional (D3D) imaging leveraging both AR and VR imaging capabilities. We will then discuss the current role of AR in diagnostic medical imaging and will highlight challenges that have been overcome through use of AR. We will conclude with a discussion of future roles of AR in diagnostic medical imaging.
Background on Cross-Sectional Diagnostic Imaging
Technical improvements in medical imaging have advanced the field of diagnostic imaging, yet have posed new challenges to the radiologist. In this section, we will provide a brief physics review of CT and MRI.
Computed Tomography (CT)
In a CT scan, the patient is placed in the horizontal position on a movable CT scanner table. The table is translated through a donut shaped device containing an X-ray tube and X-ray detector. Multiple projection images are acquired as the X-ray tube/detector assembly rotates around the patient. These data are used to reconstruct axial plane (x-y plane) images through processing techniques such as filtered back projection. Coronal plane (x-z plane) and sagittal plane (y-z plane) images are then reconstructed from the axial plane (x-y plane) images.
The matrix of an axial image is typically 512 × 512 pixels. A pixel in the axial plane is a 2D object with a discrete length in the x-direction and a discrete length in the y-direction. Each pixel in the CT scan image has an associated gray-scale value called a Hounsfeld Unit (HU), which is a function of the composition and density of the tissue. A voxel is a 3D object such as a cube created from the pixel, such as adding a third dimension to the axial plane pixel in the z-direction to create a volume. As a reference, extremely dense materials (e.g., compact bone) have a HU of approximately +1000 and very low-density materials (e.g., air) have a HU of −1000. Water has a HU of 0. Soft tissues in the body (e.g., brain, liver, kidneys, muscles, etc.) are slightly denser than water and have HUs on the order of 40. Fat is slightly less dense than water and has a HU of −100. See Figure 1 . Modern CT scans are acquired rapidly. As an example, a full body scan can be performed in about 15 s with spatial resolution of less than 1 mm. This offers incredible potential for assessing disease status and the assessment of trauma. In trauma centers, these head-to-toe "pan CT scans" are highly effective and efficient at surveying the internal organs, so the trauma surgeon can act quickly and in many cases save the patient's life.
Magnetic Resonance Imaging (MRI)
In an MRI scan, the patient is placed in the horizontal position on an MRI scanner table, which is enclosed by a large cylindrical shaped device. The MRI utilizes a large main magnetic field directed shows the dense skull shown as white, the brain as a mid-gray shade and the cerebrospinal fluid as dark gray. The T2-weighted magnetic resonance imaging (MRI) image (B) shows the skull as black, the brain as a mid-gray shade with excellent gray matter and white matter differentiation and the cerebrospinal fluid as white.
Modern CT scans are acquired rapidly. As an example, a full body scan can be performed in about 15 s with spatial resolution of less than 1 mm. This offers incredible potential for assessing disease status and the assessment of trauma. In trauma centers, these head-to-toe "pan CT scans" are highly effective and efficient at surveying the internal organs, so the trauma surgeon can act quickly and in many cases save the patient's life.
In an MRI scan, the patient is placed in the horizontal position on an MRI scanner table, which is enclosed by a large cylindrical shaped device. The MRI utilizes a large main magnetic field directed through the long axis of the cylinder. Transmit coils send a radiofrequency (RF) pulse into the patient and receive coils process the returning electromagnetic signal from the body to create an image. The key advantage of an MRI scan over a CT scan is MRI's ability to differentiate between many body tissues of Multimodal Technologies and Interact. 2017, 1, 29 3 of 12 similar density. MRI also does not employ ionizing radiation. MRI accomplishes this because different tissues in the body (e.g., brain tissue, water, fat, iron, etc.) behave differently in magnetic fields. As an example, different tissue types have different relaxation times from the RF stimulus, which provides differing levels of signal strength and high contrast in the images. MRI sequences can be optimized to distinguish between two tissues of similar density, such as the gray matter and white matter of the brain. Other MRI sequences have optimum imaging of the blood vessels.
The matrix of an MRI image is comparable to a CT image. MRI stores images in a similar fashion with each pixel of an image having a numerical value to correspond to its shade of gray.
Modern MRI scans require considerably more acquisition time than CT scans. For example, a brain MRI typically takes approximately 1 h. However, MRI does have superior contrast resolution of certain soft tissues, such as the gray matter and white matter in the brain as shown in Figure 1 , and can enable diagnoses that are not possible with CT.
Conventional Viewing Methods and Challenges Thereof
The dramatic improvements in spatial resolution (commonly smaller than 1 mm) in both CT and MRI have challenged radiologists with information overload. As an example, a chest CT has over 500 axial plane images. A slice of the torso with a matrix of 512 (X-direction) by 512 (Y-direction) would have 262,144 pixels on a single slice. With 500 axial slices (Z-direction), the data set would include 131 million pixels. Each point has a unique gray level, which correlates to the density of the tissue at that point in the body. These points are standardly projected on the 2D display monitor.
In addition to axial plane images, the radiologist must review coronal plane and sagittal plane images, which can total over 1000 images for a single chest CT examination. The radiologist must go through each 2D slice and mentally build a 3D volume construct, which can be extremely challenging depending on the complexity of the anatomy [4] .
A further challenge for radiologists to overcome is ensuring a very thorough look at each of these pixels. An example is in detecting tumors in an early stage. Catching tumors in an early stage is extremely important for patient survival and reduced cost of treatment as well. However, early stage tumors can span only a few pixels in each direction and may be only a few shades of gray different from surrounding tissue. They are easy to miss and the consequences can be severe for the patients, such as an initial presentation in an advanced stage of cancer. A very deliberate viewing process-slice by slice-takes considerable time.
As a result of the large, complex datasets, innovative viewing methods have emerged. In this paper, we will focus on the imaging techniques that can improve the visualization of the human body's complex 3D anatomy.
Recent Advances in Viewing Methods

Surface Rendering
Surface rendering, also known as shaded surface display, was the first 3D rendering technique to display the human body's 3D anatomy. In this technique, apparent surfaces within the body are determined through segmentation techniques including thresholding to limit the display to only a prescribed set of pixels. Then, a virtual light source is computed to provide surface shading. Since only a single surface is selected, this technique is not limited by overlapping of multiple structures within the human body. However, surface rendering is limited due to the fact that only a small percentage of the data is displayed at a single time. Many anatomical structures within the human body do not have well-defined surfaces and would not be effectively imaged with surface rendering techniques. Furthermore, while surface rendering images have a 3D appearance due to the virtual light source, surface rendering does not provide true depth perception.
Volume Rendering
Volume rendering is a technique that has also been researched for many years in the computer graphics and visualization community and has recently been applied to diagnostic medical imaging [5] . In contrast to surface rendering which requires segmentation, volume rendering does not typically require segmentation. However, if segmentation is performed during volume rendering, the entire volume or subset of the volume can be retained [5] . Values of interest are typically defined by using a transfer function (assigning color and opacity to each intensity value). While this technology is more computationally demanding than surface rendering, it has several advantages. The primary advantage is that it enables the radiologist to view the volume contiguously. Which points on slice N are connected to which points in slice N + 1? When the volume is created for 3D rendering, the slices are stacked up in the proper sequence and a non-overlapping volume of voxels is created. Looking at volume rendering is much easier than keeping track of over/underlaps as viewed by individual slices. This has significantly helped radiologists visualize complex 3D structures to include vasculature [6] . There are several image processing tools that are common to both volume rendering and AR/VR including rotating the volume (up/down, clockwise/counter clockwise); zooming into the image and back out; and adding a virtual light source. A key limitation of volume rendering is overlap, as shown in Figures 2 and 3 below.
Fishman et al. and Johnson et al. have both documented advantages in displaying certain complex anatomical structures by volume rendering, but acknowledged the limitations due to overlapping anatomy [7, 8] . There have been considerable efforts to overcome this limitation including importance-driven volume rendering [9] , smart visibility [10] and curved planar reformation [11] . As one radiologist put it-"This is like looking at a bowl of spaghetti". This radiologist prefers standard axial, sagittal and coronal plane imaging rather than volume rendering imaging for interpretation. The conclusion of many radiologists is that overlapping structures are difficult to visualize and leave an uneasy feeling among many radiologists as if they may be missing something that lies behind other structures. Typical displays for conventional volume rendering include high definition computer monitors. 
Volume rendering is a technique that has also been researched for many years in the computer graphics and visualization community and has recently been applied to diagnostic medical imaging [5] . In contrast to surface rendering which requires segmentation, volume rendering does not typically require segmentation. However, if segmentation is performed during volume rendering, the entire volume or subset of the volume can be retained [5] . Values of interest are typically defined by using a transfer function (assigning color and opacity to each intensity value). While this technology is more computationally demanding than surface rendering, it has several advantages. The primary advantage is that it enables the radiologist to view the volume contiguously. Which points on slice N are connected to which points in slice N + 1? When the volume is created for 3D rendering, the slices are stacked up in the proper sequence and a non-overlapping volume of voxels is created. Looking at volume rendering is much easier than keeping track of over/underlaps as viewed by individual slices. This has significantly helped radiologists visualize complex 3D structures to include vasculature [6] . There are several image processing tools that are common to both volume rendering and AR/VR including rotating the volume (up/down, clockwise/counter clockwise); zooming into the image and back out; and adding a virtual light source. A key limitation of volume rendering is overlap, as shown in Figures 2 and 3 below. No matter which way the volume rendering image is rotated, overlapping vessels will be seen, which limits evaluation. Additionally, computer processing of the images is performed including an apparent light source and shadowing, which can potentially cause interpretation errors.
Depth 3-Dimensional (D3D) Imaging
Depth 3-dimensional (D3D) is a system that can be used with either VR or AR, depending on the selected head mounted display (HMD) [12] . In this system, the D3D user wears a HMD that displays a separate image to each eye so the user has binocular disparity and depth perception. The unique left and right viewing perspectives are created in real time per user input through a computationally demanding image processing algorithm, which matches the way light naturally enters the eye by converging into one focal point rather than through a parallel ray technique (see Figure 4) . Furthermore, this technique includes a proprietary-based context-based segmentation and priority-based filtering to accompany the 3D rendering [13, 14] . No matter which way the volume rendering image is rotated, overlapping vessels will be seen, which limits evaluation. Additionally, computer processing of the images is performed including an apparent light source and shadowing, which can potentially cause interpretation errors.
Depth 3-dimensional (D3D) is a system that can be used with either VR or AR, depending on the selected head mounted display (HMD) [12] . In this system, the D3D user wears a HMD that displays a separate image to each eye so the user has binocular disparity and depth perception. The unique left and right viewing perspectives are created in real time per user input through a computationally demanding image processing algorithm, which matches the way light naturally enters the eye by converging into one focal point rather than through a parallel ray technique (see Figure 4) . Furthermore, this technique includes a proprietary-based context-based segmentation and priority-based filtering to accompany the 3D rendering [13, 14] 
Virtual Reality
VR technologies can be characterized as either non-immersive such as desktop computers, semiimmersive or fully immersive VR [16] . In fully immersive VR, the HMD presents a virtual image and completely occludes the real-world from the user's field of view, as is seen in the Oculus Rift and HTC Vive [17] . In semi-immersive VR, the HMD presents a virtual image and partially occludes the real-world from the user's field of view, as is seen in Samsung Gear VR [17] . In VR, the user can maneuver through the virtual world by head movements (via HMD tracking) or walking (via external camera tracking). The user can interact with the virtual environment through handheld devices with haptic feedback or voice gestures. One of the challenges of VR is the lack of accurate head-tracking and motion sickness [18] .
Virtual reality viewing of medical images is not currently Food and Drug Administration (FDA) approved. One medical application of the VR system that is being researched is imaging of breast cancer. Breast cancer is one of the leading causes of death in women [19, 20] . Classifying the pattern of microcalcifications as "cluster", "linear" or "branching" is important in determining the risk of cancer [21, 22] . The pattern most concerning for cancer is the "branching" pattern [23, 24] . In a recent study on using simulated data of breast microcalcifications, the linear and branching patterns of microcalcifications were better characterized with the D3D VR system as compared to viewing on a flat screen [15] . In fact, the radiologist rated the linear and branching pattern as a cluster on the 2D monitor, which would equate to a false negative (missing cancer), but correctly characterized it as linear and branching (true positive) with the D3D system [9] . Additionally, the authors noted that the HMD display coupled with the joystick control system yielded an improved human-machine interface (HMI) with an immersive fly-through experience with rotation and zooming capabilities (see Figures 5 and 6 ). 
VR technologies can be characterized as either non-immersive such as desktop computers, semi-immersive or fully immersive VR [16] . In fully immersive VR, the HMD presents a virtual image and completely occludes the real-world from the user's field of view, as is seen in the Oculus Rift and HTC Vive [17] . In semi-immersive VR, the HMD presents a virtual image and partially occludes the real-world from the user's field of view, as is seen in Samsung Gear VR [17] . In VR, the user can maneuver through the virtual world by head movements (via HMD tracking) or walking (via external camera tracking). The user can interact with the virtual environment through handheld devices with haptic feedback or voice gestures. One of the challenges of VR is the lack of accurate head-tracking and motion sickness [18] .
Augmented Reality
Augmented reality (AR) technologies can be characterized into AR or mixed reality (MR). Both AR and MR have simultaneous display of a virtual image and a real-world image allowing the user to simultaneously interact with the real-world and the virtual image [25] . In both of these technologies, the user wears a HMD to display the virtual image and the real-world image. In AR, the virtual image is transparent like a hologram as is seen in Meta and DAQRI systems. In MR, the virtual image appears solid as is seen in the Microsoft Hololens.
AR viewing of medical images is not currently FDA approved for diagnostic radiology. The user receives simultaneous display of a virtual image from the patient's imaging examination and the realworld image of the surroundings, which would vary based on the task being accomplished. The real- 
AR viewing of medical images is not currently FDA approved for diagnostic radiology. The user receives simultaneous display of a virtual image from the patient's imaging examination and the real-world image of the surroundings, which would vary based on the task being accomplished. The real-world image would be the patient's anatomy if an integrated physical exam and medical imaging assessment, pre-operative planning assessment or intraoperative procedure were being conducted. In other circumstances, the real-world image could include other environments, such as the operating suite, educational lecture hall, radiology reading room or physician office.
Application of AR to Breast Cancer Diagnostic Imaging
Regarding breast cancer diagnosis, a critical role of the radiologist in assessing the risk of malignant potential of breast mass is accurately characterizing the shape and margins of the mass [26] . In regards to breast cancer treatment, imaging is now playing a major role since the tumor shrinkage is known to correlate with the efficacy of neoadjuvant chemotherapy (NACT) in advanced breast cancer [27] . The recent Investigation of Serial Studies to Predict Your Therapeutic Response with Imaging and Molecular Analysis (I-SPY) trial documented this importance of the morphology of the breast tumor as phenotypic appearances of the tumor margins correlated with the pathologic response to NACT. Furthermore, tumor morphology contributed to the clinical recommendation of whether the patient should undergo breast conservation therapy or mastectomy [26] . In fact, the MRI appearance was a better predictor for pathologic response as compared to the clinical assessment. Dedicated breast CT images also provide high spatial resolution images of breast masses [28] and the shape and margins can be carefully assessed. Spiculations (spikes extending from the surface of the mass) are a feature highly concerning for breast cancer. A known breast cancer imaged with a dedicated breast CT was viewed with the D3D system and the radiologist noted that the shape, margins and spiculations were better visualized with the D3D system than conventional 2D imaging [29] (see Figure 7) . world image would be the patient's anatomy if an integrated physical exam and medical imaging assessment, pre-operative planning assessment or intraoperative procedure were being conducted. In other circumstances, the real-world image could include other environments, such as the operating suite, educational lecture hall, radiology reading room or physician office.
Regarding breast cancer diagnosis, a critical role of the radiologist in assessing the risk of malignant potential of breast mass is accurately characterizing the shape and margins of the mass [26] . In regards to breast cancer treatment, imaging is now playing a major role since the tumor shrinkage is known to correlate with the efficacy of neoadjuvant chemotherapy (NACT) in advanced breast cancer [27] . The recent Investigation of Serial Studies to Predict Your Therapeutic Response with Imaging and Molecular Analysis (I-SPY) trial documented this importance of the morphology of the breast tumor as phenotypic appearances of the tumor margins correlated with the pathologic response to NACT. Furthermore, tumor morphology contributed to the clinical recommendation of whether the patient should undergo breast conservation therapy or mastectomy [26] . In fact, the MRI appearance was a better predictor for pathologic response as compared to the clinical assessment. Dedicated breast CT images also provide high spatial resolution images of breast masses [28] and the shape and margins can be carefully assessed. Spiculations (spikes extending from the surface of the mass) are a feature highly concerning for breast cancer. A known breast cancer imaged with a dedicated breast CT was viewed with the D3D system and the radiologist noted that the shape, margins and spiculations were better visualized with the D3D system than conventional 2D imaging [29] (see Figure 7 ). . Note the multiple red arrows at the margins of the breast mass, which show small spiculations extending from the surface of the mass. The red circle within the red box, which designates a spiculation, can only be seen with the D3D system's depth perception since it is pointing toward the user. Optimum AR viewing is beyond the scope of print media and requires the aforementioned head mounted display (HMD). The real-world image (e.g., skin of the patient's breast) and virtual image (i.e., breast mass on headset) can be viewed simultaneously using this system. (Note: the arrows in the figure were added to facilitate understanding of this complex tissue structure. In the future, these arrows would be computer generated. The 3D cursor was computer generated and user-input sized and positioned over the tumor.) Reprinted from Journal of Nature and Science, Volume 9, Douglas et al. "Augmented Reality Imaging System: 3D Viewing of a Breast Cancer", e215, 2016, with permission.
Future Role of AR/VR in Diagnostic Medical Imaging
AR/VR may advance diagnostic imaging further. In oncology, imaging is critical in detection, diagnosis and treatment monitoring. During administration of chemotherapy, serial imaging of a tumor can be viewed with AR/VR to determine how the tumor changes in its overall size, involvement of adjacent structures, shape and margins. Tissue segmentation and subtraction can isolate the tumor's outer shell for precise characterization of how the tumor changes over time as . Note the multiple red arrows at the margins of the breast mass, which show small spiculations extending from the surface of the mass. The red circle within the red box, which designates a spiculation, can only be seen with the D3D system's depth perception since it is pointing toward the user. Optimum AR viewing is beyond the scope of print media and requires the aforementioned head mounted display (HMD). The real-world image (e.g., skin of the patient's breast) and virtual image (i.e., breast mass on headset) can be viewed simultaneously using this system. (Note: the arrows in the figure were added to facilitate understanding of this complex tissue structure. In the future, these arrows would be computer generated. The 3D cursor was computer generated and user-input sized and positioned over the tumor.) Reprinted from Journal of Nature and Science, Volume 9, Douglas et al. "Augmented Reality Imaging System: 3D Viewing of a Breast Cancer", e215, 2016, with permission.
AR/VR may advance diagnostic imaging further. In oncology, imaging is critical in detection, diagnosis and treatment monitoring. During administration of chemotherapy, serial imaging of a tumor can be viewed with AR/VR to determine how the tumor changes in its overall size, involvement of adjacent structures, shape and margins. Tissue segmentation and subtraction can isolate the tumor's outer shell for precise characterization of how the tumor changes over time as compared to its previous appearance. Improvements in the breast CT's spatial resolution [30, 31] and contrast resolution [32] are foreseeable and will provide larger databases and an even greater importance of image optimization, possibly with AR/VR imaging.
AR/VR may also enhance communication between the radiologist and surgeons. Currently, the radiologist provides tumor location information including the laterality (right breast verses left breast), the o'clock position, distance from the nipple and size of the tumor, but this could be enhanced through the use of augmented reality with additional metrics to include orientation, 3D location of spiculations and proximity to adjacent structures. Specifically, pre-operative mark-up of tumor boundaries combined with precision registration would provide an enhanced understanding of the complex tumor anatomy and help yield complete tumor resection during lumpectomies without residual tumor left behind.
What Are the Potential Advantages of the AR/VR Approach?
Most importantly, it should be noted that a direct comparison between AR/VR and volume rendering has not yet been performed in diagnostic imaging, so this question cannot yet be answered. However, there are theoretically potential advantages of AR/VR over traditional volume rendering techniques, but these are yet to be proven.
First, the depth perception achieved with AR/VR may reduce computer processing invoked with volume rendering techniques (e.g., creating an artificial light source and generating shadowing effects from structures within the image) and reduce processing related interpretation errors. The depth perception may improve visualization and lesion characterization, such as microcalcification patterns [15, 29] . Finally, depth perception may reduce the amount of manual thresholding yielding faster, and allow more complete understanding of complex anatomical structures.
Second, the addition of digital content to the scene and radiologist utilization processing tools may be more effectively carried out in the AR/VR environment. Several examples include use of computer aided detection (CAD); use of a 3D cursor of variable size in the shape of a cube or sphere; using false color to connote different parts of the anatomy; inserting arrows to highlight the locations of micro-calcifications for physician communication; and improve patient-physician communications. The net effect of VR/AR may be to increase the use of the aforementioned tools and procedures to improve patient care and help manage the very high volume of data.
Third, the AR/VR headset allows for the potential of improved human control interface capabilities. Some commercial headsets with independent eye displays have capabilities to track head motion. If the head turns right, the viewing direction turns a corresponding angular change to the right; likewise for up and down. Thus, the radiologist can gain a quick understanding of the patient's anatomy and then zoom to specific areas where there may be concern. A gaming industry handset or controller on the augmented reality device can be utilized. With the controller, the radiologist or end user can rapidly change the viewpoint positions, zoom, rotate, move the 3D cursor, etc.
To emphasize the point made early in the article, the AR/VR system provides key possible benefits. First, it holds promise in having a higher probability of early detection of tumors because with the true 3D AR, one can rotate, zoom and fly into the 3D volume and small tumors that may be occluded with other approaches [15, 29] . The true 3D AR opens new possibilities in viewing that may enable the radiologist to gain a clear picture of anomalies such as the tell-tale distribution of microcalcifications and thereby provide more accurate diagnoses. Together, these advances may provide the possibility of lower misdiagnoses with improved patient care, reduced patient anxiety and resultant lower cost.
Future applications of AR/VR with D3D may include complex imaging such as the connections of the brain as in diffusion tensor imaging [33, 34] , dual positron emission tomography (PET)-MRI [35] or even 3D facial recognition, analysis or cosmesis [36] [37] [38] .
What Are the Potential Limitations of the AR/VR Approach over Volume Rendering?
First, it should be noted that while depth perception reduces the overlapping structures problem, it does not eliminate it entirely. Second, as previously mentioned, one of the challenges of VR is motion sickness [18] , which is related to poor head tracking. Motion sickness could compromise the radiologist's attention to detail and he/she may misclassify the critical finding. Third, a key challenge is acceptance of the HMD into the radiology reading room. There has been extensive research into the augmented reality in surgery [39] [40] [41] and experience has dictated that bulky HMDs will not be accepted into the operating room by surgeons [42] .
Conclusions
In this article, we reviewed CT and MRI image acquisition, standard three-plane cross-sectional interpretation and discussed advanced 3D imaging techniques including surface rendering, volume rendering, D3D, VR and AR. While a side-by-side comparison of volume rendering and AR/VR has not yet been performed, we discussed potential advantages and disadvantages of these techniques. Examples included determining the patterns of microcalcification in breast cancer; qualitative assessment for changes in tumor shape and margins; improved human-machine interface; and enhancing communication between radiologists and surgeons. Future research in diagnostic imaging should include a comparison of volume rendering, AR and VR techniques. 
