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Introduction
Cette thèse est consacrée à la description du groupe des automorphismes forts d’un
algébroïde de Courant régulier. Elle comporte trois chapitres ainsi qu’une annexe, dont
nous décrivons le contenu ci-après.
Le premier chapitre contient les notions sur les algébroïdes de Lie nécessaires pour
l’étude des algébroïdes de Courant eectuée dans les chapitres suivants. Un algébroïde
de Lie (voir [Mar08, dénition 3.3.1]) A (voir dénition 1.1.2) sur une variété M est la
donnée d’un bré vectoriel A → M sur cette variété, d’un morphisme de brés vec-
toriels a : A → TM , appelé ancre, à valeurs dans le bré tangent TM → M de M .
L’espace des sections Γ(A) de A→M est une algèbre de Lie, dont on notera le crochet
[·, ·]. Il est demandé de plus que [·, ·] satisfasse la règle de Leibniz (1.1), dans laquelle
le morphisme a intervient explicitement. Cette règle implique qu’en général [·, ·] n’est
pas C∞(M)-bilinéaire, par opposition au crochet dont est équipé l’espace des sections
d’un bré en algèbres de Lie. Les algébroïdes de Lie ont été introduits par Pradines dans
[Pra67]. Les algébroïdes de Lie sont aux groupoïdes de Lie (voir [Mac05, section 1.1])
ce que sont les algèbres de Lie aux groupes de Lie. Ce sont des objets naturels en géo-
métrie diérentielle (voir [Mac05]), ainsi qu’en géométrie diérentielle graduée depuis
le travail de Vaintrob apparu dans [Vai97]. Les algèbres de Lie-Rinehart (voir dénition
[Hue98, section 1]) sont une version algébrique des algébroïdes de Lie, dans laquelle laR-
algèbre C∞(M) est remplacée par uneR-algèbre F (R désignant un anneau commutatif
unitaire) et Γ(A) est remplacé par un F -module L qui est également une algèbre de Lie
sur R. Après avoir rappelé quelques dénitions et exemples usuels, incluant les notions
de morphismes (voir les dénitions 1.3.1 et 1.3.9), de cohomologie (dénition 1.4.11) et de
représentation (dénition 1.5.10) d’algébroïdes de Lie, nous dénissons dans la section
1.6 la notion de cohomologie tordue par un cocycle impair θ d’un algébroïde de LieA sur
une variété M équipé d’une représentation (V → M,∇). Nous montrons dans le théo-
rème 1.6.6 et son corollaire 1.6.7 que cette cohomologieH•(A;V,∇; θ) ne dépend que de
la classe de cohomologie de la forme diérentielle θ, généralisant ainsi aux algébroïdes
de Lie un résultat obtenu par Mathai et Wu dans [MW11, section 1]. Enn, on termine
ce chapitre en décrivant l’algèbre de Schouten-Nijenhuis d’un algébroïde de Lie ; cette
structure algébrique étant nécessaire pour la description des bigébroïdes de Lie, à partir
desquels on obtient des exemples importants d’algébroïdes de Courant (exemple 2.3.13).
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Le second chapitre est consacré aux algébroïdes de Courant. Un algébroïde de Courant
E (voir dénition 2.2.2) sur une variété M est la donnée d’un bré vectoriel E →M sur
cette variété, d’un morphisme de brés vectoriels a : E → TM , appelé ancre, à valeurs
dans le bré tangent TM → M de M . L’espace des sections Γ(E) de E → M est
équipé d’une opération R-bilinéaire [·, ·], appelée crochet, qui n’est pas antisymétrique,
mais vérie cependant la relation[
u, [v, w]
]
=
[
[u, v], w
]
+
[
v, [u,w]
]
.
Le défaut d’antisymétrie de [·, ·] est contrôlé (relation (2.7)) par un produit scalaire 〈·, ·〉
sur E → M ainsi que par l’opérateur D, lequel est construit à partir de l’ancre a. Enn,
une relation de compatibilité entre l’ancre a, le produit scalaire 〈·, ·〉 et le crochet [·, ·] est
demandée (relation (2.5)). Bien qu’il ne soit pas demandé dans la dénition que le crochet
[·, ·] satisfasse une règle de Leibniz à l’instar des algébroïdes de Lie, cette propriété est
automatiquement vériée (voir relation (2.9)).
Les algébroïdes de Courant ont été introduits par T. J. Courant dans sa thèse [Cou90]
portant sur l’intégrabilité des structures de Dirac. Ils sont devenus des objets importants
en géométrie diérentielle depuis le travail de Z.-J. Liu, A. Weinstein et P. Xu sur les
bigébroïdes de Lie [LWX97], qui sont aux algébroïdes de Lie ce que sont les bigèbres de
Lie aux algèbres de Lie ([LGPV13, dénition 11.17]). Un historique de ce domaine est
disponible dans [KS13].
Les algébroïdes de Courant exacts jouent un rôle primordial dans la géométrie com-
plexe généralisée inventée par N. Hitchin et développée notamment par M. Gualtieri dans
[Gua11]. Cette géométrie a trouvé plusieurs applications en Physique théorique, essen-
tiellement en théorie des cordes, concernant les compactications avec ux dits géo-
métriques [Gra06] et la T-dualité, une notion permettant de considérer certaines théo-
ries physiques comme équivalentes. Cette dualité peut être alors considérée comme un
isomorphisme entre deux algébroïdes de Courant exacts réduits d’après [CG10, théo-
rème 3.1]. Il est également possible de démontrer les règles de Buscher ; ces dernières
permettent de calculer les T-duaux des divers champs utilisés dans certaines théories
physiques, voir [CG10, exemple 4.6]. D’autre part, il existe un algébroïde de Courant,
basé sur une variété de Poisson, qui joue lui aussi un rôle en théorie des cordes avec
des ux dits non-géométriques et la T-dualité associée (voir [AMSW14] et [AMW15]). En
Mathématiques, son utilisation a permis de résoudre un problème issu de la géométrie
bihermitienne [Gua11, section 6.4] et d’obtenir un cadre géométrique pour les équations
de Monge-Ampère en dimension 3 [KSR10].
La recherche actuelle tend également à développer l’utilisation d’une classe plus
générale d’algébroïdes de Courant, les algébroïdes de Courant transitifs, pour lesquels
l’ancre est surjective. Ces derniers jouent un rôle croissant en supergravité (voir par
exemple [GF14] pour une référence mathématique). Des résultats de T-dualité plus avan-
cés ont pu ainsi être obtenus également dans [BH15, section 4.3] grâce à l’utilisation de
ce cadre géométrique. En Mathématiques, l’algébroïde de Courant transitif le plus élé-
mentaire est à l’origine d’une nouvelle géométrie, appeléeBn-géométrie, qui possède des
applications aux 3-variétés [Rub13, section 3]. Récemment, les algébroïdes de Courant
transitifs ont également acquis une place importante dans l’étude géométrique du sys-
tème de Strominger [GFRT15], ainsi que dans l’étude des structures string, voir [BH15].
Les résultats mentionnés ci-dessus sont basés sur la dénition d’algébroïde de Cou-
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rant utilisant la géométrie diérentielle usuelle. Il existe une autre dénition possible,
due à un théorème de D. Roytenberg [Roy02a, théorème 4.5] basée sur la géométrie dif-
férentielle graduée. Sous cette forme, un algébroïde de Courant est une dg-variété sym-
plectique de degré 2, et prend place dans une hiérarchie d’objets amenés à jouer un rôle
important dans les applications en Physique théorique, notamment en tant qu’espaces-
cibles de nouveaux σ-modèles connus sous le nom de σ-modèles AKSZ (voir [Roy07] et
[KS10, section 6] à ce sujet).
Il est également intéressant de noter que la notion d’algébroïde de Courant peut être
enrichie de diverses structures. On retiendra en particulier l’existence des algébroïdes
de Courant conformes (voir [Bar13]), lesquels sont utiles pour traiter certains problèmes
de T-dualité, les algébroïdes de Courant holomorphes (voir [GS14, section 4.3]), les al-
gébroïdes de Courant exacts hyper-Kähleriens (voir [BCG08, section 4.3]) qui sont liés
aux algébroïdes de Courant hypersymplectiques (voir [CA15]), et enn les algébroïdes
de Courant hypercomplexes (voir [Sti09]) qui sont liés aux algébroïdes de Courant holo-
morphes symplectiques (voir [HS15]). Ces dernières structures généralisent les struc-
tures hypercomplexes et holomorphes symplectiques sur une variété, lesquelles sont
elles-mêmes des généralisations des structures hyper-Kähleriennes (voir [Joy00, chapitre
7]).
Dans ce second chapitre, nous commençons par dénir les algébroïdes de Leibniz
(dénition 2.1.9) qui sont essentiellement une généralisation des algébroïdes de Lie, ex-
cepté que les modules de sections sont des algèbres de Leibniz (dénition 2.1.1) au lieu
d’algèbres de Lie (le crochet n’est plus nécessairement antisymétrique). Nous dénissons
ensuite les algébroïdes de Courant (dénition 2.2.2) et établissons plusieurs propriétés
(proposition 2.2.7) qui sont utiles dans toute la suite. Nous étudions plusieurs exemples
dans la section 2.3, notamment les algébroïdes de Courant exacts et les doubles de bi-
gébroïdes de Lie. Nous consacrons la section 2.4 à la construction, nouvelle, du produit
cartésien d’algébroïdes de Courant, celle-ci étant utile dans la dénition de morphismes
faibles. La section 2.5 traite des structures de Dirac, que l’on va utiliser dans la section
suivante concernant les morphismes forts et faibles entre algébroïdes de Courant. La
notion de morphisme fort entre deux algébroïdes de Courant E et F (dénition 2.6.10)
fait intervenir les isomorphismes de dualité induits par les produits scalaires sur E et
F, tandis que la notion de morphisme faible (dénition 2.6.13), basée sur l’idée générale
de correspondance, est dénie comme une structure de Dirac intégrable du produit car-
tésien −E × F, −E désignant l’algébroïde de Courant E équipé de l’opposé du produit
scalaire de E. La composition de morphismes forts est toujours possible, tandis que la
composition de morphismes faibles est sujette à des hypothèses supplémentaires (voir
proposition 2.6.23). Dans cette section également, on associe canoniquement à tout algé-
broïde de Courant E un algébroïde de Lie E¯. Nous terminons ce chapitre par une section
consacrée à la cohomologie naïve d’un algébroïde de Courant, laquelle est traitée en dé-
tail. En particulier, nous montrons qu’elle est isomorphe à la cohomologie de l’algébroïde
de Lie E¯ canoniquement associé.
Enn, dans un troisième chapitre, nous étudions les automorphismes forts d’un al-
gébroïde de Courant régulier, c’est-à-dire ceux dont l’ancre est un morphisme de brés
vectoriels de rang constant. De tels algébroïdes de Courant peuvent être décomposés
au moyen d’une dissection (voir la section 3.1 et en particulier le diagramme (3.3)), gé-
néralisation des scindements isotropes qui ont été utilisés pour l’étude des algébroïdes
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de Courant exacts (voir la preuve de 2.3.7). La notion de dissection est apparue avec
l’article [CSX13] et est l’objet de la première section 3.1 de ce troisième chapitre. On y
explique en particulier (voir le théorème 3.1.13) qu’étant donnée une dissection d’un al-
gébroïde de Courant régulier E sur une variétéM , on peut transporter toute la structure
de E sur le bré vectoriel F∨ ⊕ Q ⊕ F → M , où F = Im a et Q = Ker a/(Ker a)⊥
dénissent respectivement un algébroïde de Lie F et un algébroïde de Courant Q sur
M , indépendamment de la dissection choisie (propositions 3.1.1 et 3.1.2). En outre, le
crochet de la structure d’algébroïde de Courant sur F∨ ⊕ Q ⊕ F → M dépend d’une
F-connexion sur Q, d’une 2-forme diérentielle R à valeurs dans Q et d’une 3-forme
diérentielle H ; ces données étant compatibles entre elles au sens des relations (3.6),
(3.7), (3.8), (3.9), et (3.10). La preuve de ce théorème fondamental est donnée en annexe ;
sa présentation est quelque peu diérente de celle donnée dans [CSX13]. Dans la section
suivante, nous nous intéressons à l’eet d’un changement de dissection, et sommes ex-
plicites sur la forme d’un tel changement de dissection (théorème 3.2.7). Nous utilisons
ce résultat pour montrer que deux classes caractéristiques associées à un algébroïde de
Courant régulier E sont invariantes par changement de dissection ; il s’agit de la pre-
mière classe de Pontryagin et de la classe de Chen-Stiénon-Xu de E (voir les propositions
3.2.10 et 3.2.14). Ces résultats, déjà connus dans la littérature (voir [CSX13]), sont ce-
pendant prouvés avec un formalisme légèrement diérent, qui peut être réutilisé plus
facilement pour l’étude d’autres problèmes. Dans les deux sections 3.3 et 3.4 qui suivent,
nous calculons le groupe des automorphismes forts d’un algébroïde de Courant régulier
au moyen d’une dissection. La structure de ce groupe d’automorphismes est explicitée
par le théorème 3.3.16. Nous nous intéressons également à une version innitésimale,
qui se matérialise par une algèbre de Lie d’automorphismes innitésimaux dénie après
l’étude des générateurs innitésimaux de groupes à un paramètre dans le groupe des
automorphismes forts de l’algébroïde de Courant, et dont la structure est explicitée dans
3.4.10. Nous terminons ce chapitre par l’étude de trois exemples dans la section 3.5, ce
qui nous permet de retrouver les résultats de la littérature comme cas particuliers des
théorèmes que nous avons précédemment établis.
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Notations et conventions
On consigne ci-après quelques notations générales utilisées dans le texte. D’autres
notations plus spéciques au sujet sont introduites au l du texte. Toutes les variétés
considérées seront des variétés diérentielles lisses [Lee13, chapitre 1]. On ne consi-
dèrera que des brés vectoriels A → M réels, lisses, et de rang constant au dessus de
variétés M connexes, ainsi que leurs modules de sections Γ(A) lisses.
N Le monoïde des entiers naturels.
R, C Les corps des nombres réels et des nombres complexes.
Sn Le groupe des permutations sur n éléments.
|σ| Signature d’une permutation σ.
Gr(f) Graphe d’une application f .
C∞(U) Le R-espace vectoriel des fonctions lisses sur un ouvert U d’une variété.
C∞(U,X) Le R-espace vectoriel des fonctions lisses sur un ouvert U d’une
variété vers un R-espace vectoriel X .
C∞(M,X)G Le R-espace vectoriel des fonctions lisses d’une variété M vers un
R-espace vectoriel X , G-équivariantes, G agissant sur M et X .
Dif(M) Le groupe des diéomorphismes lisses d’une variété dans elle même.
A→M Un bré d’espace total A et de base M .
rg(A) Rang d’un bré vectoriel A→M .
TM →M Le bré vectoriel tangent d’une variété M .
f !A→ N Fibré A→M tiré en arrière le long d’une application lisse f : N →M .
A
∣∣
U
Restriction d’un bré d’espace total A sur un ouvert U de la base.
Ax ou A|x La bre d’un bré d’espace total A au dessus d’un point x de la base.
(ϕ,Φ) Morphisme de brés Φ entre A→M et B → N couvrant ϕ : M → N .
Φ : A→ B Morphisme de brés Φ entre A→M et B →M couvrant l’identité.
Γ(A) Le C∞(M)-module des sections du bré vectoriel A→M .
Γ(U,A) Le C∞(U)-module des sections du bré vectoriel A
∣∣
U
→ U .
sx Une section s d’un bré, évaluée en un point x de la base.
prA Projection sur le C∞(M)-module Γ(A).
u⊕ v Section d’un bré vectoriel A⊕B →M , généralement
notée (u, v) dans la littérature.
Λ•A Le bré en algèbres extérieures Z-graduées du bré vectoriel A→M .
∧ Produit extérieur dans une algèbre extérieure.
Notations et conventions 9
|ω| Degré d’un élément ω.
Hom(V,W ) Le module des homomorphismes entre deux modules V et W .
End(V ) L’algèbre des endomorphismes d’un module V .
Der(V ) Algèbre de Lie (pour le commutateur) des dérivations d’un module V
par rapport à une opération bilinéaire.
X · f L’action du champ de vecteurs X ∈ Γ(TM) sur la
fonction f ∈ C∞(M).
[·, ·] Le crochet d’une algèbre de Lie ou d’un algébroïde.J·, ·K La version antisymétrique du crochet d’un algébroïde
de Courant.
V ∨ Dual Hom(V,R) d’un R-espace vectoriel, plus généralement
d’un bré vectoriel.
T∨M →M Le bré vectoriel cotangent d’une variété M .
F⊥ Orthogonal d’un sous-espace vectoriel F d’un espace vectoriel E
équipé d’un produit scalaire ; par dénition F⊥ ⊂ E.
Ann(F ) Annulateur d’un sous-espace vectoriel F d’un espace vectoriel E ;
par dénition Ann(F ) ⊂ E∨.
Ω•(M) L’algèbre des formes diérentielles sur une variété M .
LX , d et ιX Dérivée de Lie, produit intérieur et diérentielle de De Rham
agissant sur les formes diérentielles (triplet de Cartan de De Rham)
ou triplet de Cartan associé à un feuilletage (voir remarque 1.4.19).
H•(M) Algèbre de cohomologie de De Rham d’une variété M .
Aut(X) Groupe des automorphismes d’un objet X .
adξ L’endomorphisme adjoint de l’algèbre de Lie g, associé à ξ ∈ g.
Tr(Φ) La trace de l’endomorphisme d’espace vectoriel Φ.
• Par le terme sous-variété nous désignons une sous-variété immergée (immersed
submanifold dans la littérature anglophone), c’est-à-dire telle que la diérentielle
de l’inclusion soit un morphisme injectif de brés vectoriels (voir [Lee13, chapitre
5]).
• Tous les morphismes de brés vectoriels seront considérés comme réguliers, c’est-
à-dire de rang constant, ce qui permet de considérer le noyau et l’image d’un tel
morphisme en tant que sous-brés vectoriels de rang constant (voir [Hus94, théo-
rème 8.3, chapitre 3]). En particulier les ancres des algébroïdes seront toujours de
rang constant, on ne travaillera donc qu’avec des algébroïdes de Lie, de Leibniz ou
de Courant réguliers.
• Étant donné un morphisme de brés vectoriels Φ : A→ B couvrant l’identité ou
un diéomorphisme, on notera encore Φ l’application induite entre les C∞(M)-
modules de sections Γ(A) et Γ(B) (voir [Lee13, chapitre 10]).
• A partir du chapitre 3, le crochet de Lie [·, ·] des champs de vecteurs sera noté {·, ·}
pour éviter des confusions avec les crochets provenant d’autres structures. Rap-
pelons que le crochet de Lie des champs de vecteurs sur une variété M correspond
au commutateur des dérivations de l’algèbre C∞(M) (voir [Lee13, chapitre 8]).
Chapitre 1
Algébroïdes de Lie
Dans ce chapitre, nous consignons quelques dénitions et résultats usuels concer-
nant les algébroïdes de Lie, dont il sera fait usage dans les chapitres suivants. Dans la
section 1.6, une nouvelle cohomologie associée à un algébroïde de Lie A muni d’une re-
présentation (V →M,∇) est dénie à partir d’une forme diérentielle impaire θ de A.
On montre alors que la nouvelle cohomologie ne dépend que de la classe de θ dans la
cohomologie de A.
1.1 Algébroïdes de Lie
Dénition 1.1.1 : Une ancre sur un bré vectoriel (réel) A→M est un morphisme de
brés vectoriels a : A → TM couvrant l’identité. Si A → M est équipé d’une ancre a,
on dira que A→M est ancré par a.
Dénition 1.1.2 : Un algébroïde de Lie A = (A → M, a, [·, ·]) est la donnée d’un bré
vectoriel A→M , d’une ancre a sur ce bré, ainsi qu’une structure d’algèbre de Lie sur
son module de sections globales Γ(A) dont le crochet satisfait la règle de Leibniz
[u, fv] = f [u, v] + (a(u) · f) v, (1.1)
pour tous u, v ∈ Γ(A) et f ∈ C∞(M).
Remarque 1.1.3 : Dans la dénition ci-dessus, on considère une règle de Leibniz à
droite. L’antisymétrie du crochet donne directement une règle de Leibniz à gauche
[fu, v] = f [u, v]− (a(v) · f)u. (1.2)
Proposition 1.1.4 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie. Alors (voir
[KSM90, section 6.1]) l’ancre a induit un morphisme d’algèbres de Lie au niveau des
modules de sections, c’est-à-dire
a
(
[u, v]
)
=
[
a(u), a(v)
]
,
pour tous u, v ∈ Γ(A), où à gauche on a le crochet de l’algébroïde de Lie et à droite le
crochet de Lie des champs des vecteurs.
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Preuve : On a d’après la règle de Leibniz que (a(u) · f)v = [u, fv]− f [u, v] pour toute
fonction f ∈ C∞(M) et toutes sections u, v ∈ Γ(A). Par conséquent, en appliquant cette
identité deux fois, il vient pour tout w ∈ Γ(A) que{[
a(u), a(v)
] · f}w = a(u) · [a(v) · f]w − a(v) · [a(u) · f]w
=
[
u, (a(v) · f)w]− (a(v) · f)[u,w]
− [v, (a(u) · f)w]+ (a(u) · f)[v, w]
=
[
u, [v, fw]
]− [u, f [v, w]]− [v, f [u,w]]+ f[v, [u,w]]
− [v, [u, fw]]+ [v, f [u,w]]+ [u, f [v, w]]− f[u, [v, w]],
ce qui donne, en utilisant l’identité de Jacobi et l’antisymétrie du crochet,{[
a(u), a(v)
] · f}w = [[u, v], fw]− f[[u, v], w] = {a([u, v]) · f}w.
Ceci étant vrai quelle que soit la section w et la fonction f , on obtient le résultat es-
compté.
Dénition 1.1.5 : Un algébroïde de Lie est transitif lorsque son ancre est surjective.
Dénition 1.1.6 : Un algébroïde de Lie est régulier lorsque son ancre est de rang constant.
Remarque 1.1.7 : Puisque l’on suppose dans tout le texte que les morphismes de brés
vectoriels sont par défaut de rang constant (voir les conventions), tous les algébroïdes
de Lie que nous considérons sont par défaut réguliers.
1.2 Exemples d’algébroïdes de Lie
Exemple 1.2.1 : Un algébroïde de Lie de base un point s’identie à une algèbre de Lie.
Exemple 1.2.2 : Un bré A → M en algèbres de Lie est un algébroïde de Lie, dont
l’ancre est nulle. En eet, soit (g, [·, ·]g) une bre type de A→ M . Alors [·, ·]g induit un
crochet de Lie sur le module des sections globales Γ(A) donné par [u, v]x = [ux, vx]g,
pour tous u, v ∈ Γ(A) et x ∈M . Ce crochet est C∞(M)-bilinéaire puisque
[fu, v]x =
[
f(x)ux, vx
]
g
= f(x)[ux, vx]g =
(
f [u, v]
)
x
,
pour tous u, v ∈ Γ(A), f ∈ C∞(M) et x ∈ M . Par conséquent l’ancre est nulle d’après
(1.1). Les brés vectoriels en algèbres de Lie sont étudiés dans [Mac05, section 3.3] et
dans [Gü10].
Lemme 1.2.3 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie d’ancre a nulle. Alors
A est un bré en algèbres de Lie.
Preuve : L’ancre étant nulle, [·, ·] est C∞(M)-bilinéaire d’après (1.1) et (1.2). Montrons
alors que l’on peut équiper chaque breAx d’une structure d’algèbre de Lie. Tout d’abord
remarquons que [·, ·] agit ponctuellement, c’est-à-dire étant donné v ∈ Γ(A) et x ∈ M
tels que vx = 0 alors [u, v] = 0 pour tout u ∈ Γ(A). Soit (e1, . . . , ek) un repère local
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associé à un ouvert de trivialisation localeU contenant x, où k est le rang deA→M . Soit
v ∈ Γ(U,A) et x ∈ M tels que vx = 0, on décompose v en une somme v =
∑k
i=1 v
iei
où les fonctions vi ∈ C∞(U) sont nulles en x. D’après les lemmes d’extension usuels
([Lee13, lemme 2.26] et [Lee13, lemme 10.12]), il existe e˜i ∈ Γ(M,A) coïncidant avec
ei sur U et v˜i ∈ C∞(M) coïncidant avec vi sur U . Alors v =
∑k
i=1 v˜
ie˜i et pour tout
u ∈ Γ(U,A)
[u, v]x =
k∑
i=1
v˜i(x)[u, e˜i]x =
k∑
i=1
vi(x)[u, e˜i]x = 0.
On dénit à présent une opération {·, ·} : Ax × Ax → Ax R-bilinéaire par
{ξ, η} =
[
ξ˜, η˜
]
x
où ξ˜, η˜ sont des extensions globales de ξ, η. Puisque [·, ·] agit ponctuellement au sens
précédent, {ξ, η} ne dépend pas des extensions choisies et {·, ·} est une opération bien
dénie. Reste à vérier l’identité de Jacobi, ce qui découle de{
ξ, {ζ, η}} = [ξ˜, {˜ζ, η}]
x
=
[
ξ˜,
[
ζ˜ , η˜
]]
x
.
Exemple 1.2.4 : L’algébroïde de Lie canonique sur une variété M est TM = (TM →
M, Id, [·, ·]) où le crochet est le crochet de Lie des champs de vecteurs surM (voir [Lee13,
chapitre 8]).
Exemple 1.2.5 : Soit M une variété et pi ∈ Γ(Λ2TM) un bivecteur tel que [pi, pi]SN = 0
pour le crochet de Schouten-Nijenhuis [LGPV13, section 3.3]. Alors (M,pi) est une va-
riété de Poisson [LGPV13, section 1.3.2] et T∨M →M peut être équipé d’une structure
d’algébroïde de Lie (voir [Mar08, section 6.2]) d’ancre api donnée pour toute 1-forme α
par
api(α) · f = pi(α,df).
En notant pi] : Γ(T∨M) → Γ(TM) l’application dénie par pi](α)(β) = pi(α, β), on
obtient api = pi]. En particulier api(df) = pi](df) = {f, ·} ({·, ·} désignant le crochet
de Poisson associé à pi, voir [LGPV13, sections 1.3.2 et 1.1.1]) est l’opposé du champ de
vecteurs hamiltonien associé à f que l’on notera Xf , pour tout f ∈ C∞(M). Le ot de
ce champ laisse invariant le bivecteur pi d’après l’identité de Jacobi graduée pour [·, ·]SN.
Le crochet de Lie sur Ω1(M) = Γ(T∨M) est donné pour toutes 1-formes α, β ∈ Ω1(M)
par
[α, β]pi =Lpi](α)β −Lpi](β)α− d
(
pi(α, β)
)
. (1.3)
L’identité de Jacobi pour [·, ·]pi équivaut à [pi, pi]SN = 0. On notera PM [pi] = (T∨M →
M, api, [·, ·]pi) cet algébroïde de Lie.
Exemple 1.2.6 : Soit M une variété et soit θ ∈ Ω3(M) d-fermée. Soit pi ∈ Γ(Λ2TM) ;
notons pi] : Γ(T∨M) → Γ(TM) l’application dénie par pi](α)(β) = pi(α, β). Si le
bivecteur pi satisfait la relation
[pi, pi] = Λ3pi](θ),
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on dit que (M,pi, θ) est une variété de Poisson tordue par θ. En posant {f, g} = pi(df,dg)
pour toutes fonctions lisses f et g, on a en toute généralité que {·, ·} n’est pas un crochet
de Poisson car l’identité de Jacobi n’est plus satisfaite ; elle est remplacée par{
f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = θ(Xf , Xg, Xh),
oùXf désigne le champ de vecteurs−{f, ·} associé à la fonction f ∈ C∞(M) ; générale-
ment, le ot de ce champ ne laisse plus invariant le bivecteur pi. Cependant Γ(T∨M) peut
être équipé d’une structure d’algébroïde de Lie similaire à celle de l’exemple précédent,
le crochet étant déni par
[α, β]pi,θ =Lpi](α)β −Lpi](β)α− d
(
pi(α, β)
)
+ ιpi](β)ιpi](α)θ,
pour toutes 1-formes α et β. On notera PM [pi, θ] = (T∨M → M, api, [·, ·]pi,θ) cet algé-
broïde de Lie ; voir [ŠW01], [KSLG05, section 4.2] et [Roy02b].
Exemple 1.2.7 : De la même manière que l’on peut associer une algèbre de Lie à un
groupe de Lie par diérentiation, partant d’un groupoïde de Lie [Mac05, section 1.1] on
peut lui associer par diérentiation un algébroïde de Lie [Mac05, section 3.5]. Il existe
des obstructions à l’intégration d’un algébroïde de Lie donné en un groupoïde de Lie
[CF03].
Les trois exemples qui suivent sont des cas particuliers de l’exemple précédent.
Exemple 1.2.8 : Soit M une variété et G un groupe de Lie d’algèbre de Lie (g, [·, ·]g).
Sur le bré vectoriel TM⊕(M×g)→M on a une structure d’algébroïde de Lie [Mac05,
exemple 3.5.13] d’ancre a(X ⊕ u) = X pour tous X ∈ Γ(TM) et u ∈ Γ(M × g) et de
crochet
[X ⊕ u, Y ⊕ v] = [X, Y ]⊕ [u, v]g +X · v − Y · u,
où le point · à droite désigne l’action des champs de vecteurs composante par compo-
sante. Il est possible de montrer que cet algébroïde de Lie provient par diérentiation
d’un certain groupoïde de Lie construit sur l’ensemble M × G ×M [Mac05, exemple
1.1.7].
Exemple 1.2.9 : Soit M une variété sur laquelle agit (innitésimalement) une algèbre
de Lie (g, [·, ·]g), à travers un morphisme d’algèbres de Lie ρ : g → Γ(TM). Sur le bré
vectoriel trivial M × g → M on a une structure d’algébroïde de Lie [Mac05, exemple
3.3.7] d’ancre a
(
(x, ξ)
)
= ρ(ξ)x et de crochet donné sur des sections u, v ∈ Γ(M ×g) ∼=
C∞(M, g) par
[u, v]x = [ux, vx]g +
[
ρ(ux) · v
]
x
− [ρ(vx) · u]x,
où le point · à droite désigne l’action des champs de vecteurs composante par compo-
sante ; plus succinctement on écrira
[u, v] = [u, v]g + ρ(u) · v − ρ(v) · u,
pour tous u, v ∈ Γ(M × g). Cet algébroïde de Lie est appelé algébroïde de Lie d’action. Il
provient par diérentiation du groupoïde de Lie d’action [Mac05, exemple 1.1.9] si l’action
(innitésimale) provient d’une action (globale) G→ Dif(M) [Mac05, exemple 3.5.14].
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Exemple 1.2.10 : SoitG un groupe de Lie et pi : P →M un bréG-principal, notons g
l’algèbre de Lie deG. Alors d’après [Mac05, proposition 3.2.3] on a la suite exacte courte
de brés vectoriels de base M suivante :
0 −→ P ×Ad g −→ TP/G dpi−→ TM −→ 0,
où P ×Ad g est le bré adjoint de P → M (voir [Nee08, proposition 5.1.6]). Ce bré
vectoriel est associé au bré principal au moyen de l’action adjointe de G sur g. Les
sections de TP/G→M peuvent être identiées aux champs de vecteurs sur P qui sont
G-invariants [Mac05, proposition 3.1.4]. Pour le crochet des champs de vecteurs sur P
et l’ancre dpi, le bré vectoriel TP/G → M est un algébroïde de Lie connu sous le
nom d’algébroïde d’Atiyah [Ati57], [Mac05, section 3.2]. D’après [Kob57] un scindement
de cette suite exacte correspond à une connexion sur P → M . L’algébroïde de Lie du
groupoïde de jauge d’Ehresmann associé au bré principal P → M est l’algébroïde
d’Atiyah de P →M (voir [Kub89] et les références mentionnées dans cet article).
Exemple 1.2.11 : Soit A → M une distribution involutive de TM → M , c’est-à-dire
un sous-bré vectoriel de TM → M tel que pour tous u, v ∈ Γ(A), [u, v] ∈ Γ(A) (voir
[Lee13, chapitre 19]). D’après le théorème de Frobenius global ([Lee13, théorème 19.21])
on a un feuilletage F associé : une section de A→M est un champ de vecteurs tangent
à (une feuille de) F. On a alors une structure d’algébroïde de Lie ([Mac05, exemple 3.3.5],
[Fer02]) surA→M , d’ancre l’inclusionA ↪→ TM , pour le crochet de Lie des champs de
vecteurs restreint à Γ(A), l’involutivité assurant que cette restriction est bien à valeurs
dans Γ(A). On notera cet algébroïde F.
Dénition 1.2.12 : Une algèbre de Lie quadratique est une algèbre de Lie(g, [·, ·]) munie
d’une forme bilinéaire symétrique 〈·, ·〉 non dégénérée invariante pour l’action adjointe,
c’est-à-dire satisfaisant la propriété〈
[x, y], z
〉
+
〈
y, [x, z]
〉
= 0,
pour tous x, y et z ∈ g.
Exemple 1.2.13 : D’après le critère de Cartan ([Ser06, théorème 2.1, partie A]), toute al-
gèbre de Lie semi-simple gmunie de sa forme de Killing, dénie par 〈x, y〉 = Tr(adx ◦ ady)
pour tous x et y ∈ g, est une algèbre de Lie quadratique.
Dénition 1.2.14 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie. On dit que A est
un algébroïde de Lie quadratique si et seulement si le sous-bré vectoriel Ker a→M de
A→M est équipé d’une forme bilinéaire symétrique 〈·, ·〉 non dégénérée, telle que
a(u) · 〈a, b〉 = 〈[u, a], b〉+ 〈a, [u, b]〉,
pour tous u ∈ Γ(A) et a, b ∈ Γ(Ker a). Dans ce cas, Ker a→M est un bré en algèbres
de Lie quadratiques.
Exemple 1.2.15 : Reprenons les notations de l’exemple 1.2.10 concernant l’algébroïde
d’Atiyah associé au bréG-principal P →M . Supposons de plus que g soit quadratique,
et notons 〈·, ·〉g la forme bilinéaire associée. Rappelons que Γ(P ×Ad g) ∼= C∞(P, g)G
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(voir par exemple [Nee08, proposition 1.6.3]). Par conséquent Γ(P ×Ad g) est muni
d’une forme bilinéaire symétrique non-dégénérée 〈·, ·〉 dénie par la formule 〈u, v〉x =
〈ux, vx〉g pour tous u, v ∈ C∞(P, g)G et x ∈ P . Pour tous X ∈ Γ(TP/G) et Y, Z ∈
Γ(P ×Ad g) on a
X · 〈Y, Z〉 = 〈X · Y, Z〉+ 〈Y,X · Z〉 = 〈[X, Y ], Z〉+ 〈Y, [X,Z]〉,
où à la dernière étape on a utilisé [Nee08, lemme 5.1.7]. Ainsi, en ajoutant l’hypothèse que
g est quadratique, l’algébroïde d’Atiyah du G-bré principal P → M est un algébroïde
de Lie quadratique ([BH15, section 3.1]).
1.3 Morphismes d’algébroïdes de Lie
On commence par dénir un morphisme d’algébroïdes de Lie qui couvre l’identité ;
le cas général, plus compliqué, est présenté par la suite.
Dénition 1.3.1 : Soit A = (A → M, aA, [·, ·]A) et B = (B → M, aB, [·, ·]B) deux
algébroïdes de Lie au-dessus de la même base. Un morphisme entre A et B, couvrant
l’identité, est la donnée d’un morphisme Φ : A → B entre les brés vectoriels A → M
et B →M couvrant l’identité et qui commute aux ancres et aux crochets au sens où
aA = aB ◦ Φ, (1.4)
Φ
(
[u, v]A
)
=
[
Φ(u),Φ(v)
]
B
, (1.5)
pour toutes sections u, v ∈ Γ(A). Dans le cas où Φ est un isomorphisme de brés vec-
toriels (respectivement automorphisme) on dira que Φ : A → B est un isomorphisme
d’algébroïdes de Lie (respectivement automorphisme) puisque Φ−1 est un morphisme
d’algébroïdes de Lie dans ce cas.
Il est clair que la composée de deux morphismes d’algébroïdes de Lie couvrant l’iden-
tité est encore un morphisme d’algébroïdes de Lie couvrant l’identité, ce qui amène à la
dénition suivante.
Dénition 1.3.2 : Soit M une variété. La catégorie AlgdLie(M) a pour objets les algé-
broïdes de Lie réguliers de baseM et pour morphismes les morphismes entre algébroïdes
de Lie réguliers de base M et couvrant l’identité.
Exemple 1.3.3 : Soit deux algébroïdes de Lie au-dessus d’un point (exemple 1.2.1), c’est-
à-dire deux algèbres de Lie. Un morphisme entre les deux algébroïdes de Lie est un mor-
phisme entre les deux algèbres de Lie.
Exemple 1.3.4 : Un morphisme entre deux brés en algèbres de LieA→M etB →M
est, par dénition, un morphisme de brés vectoriels Φ : A→ B qui satisfait (1.5), où les
crochets dans (1.5) sont ceux induits sur Γ(A) et Γ(B) comme dans l’exemple 1.2.2. La
condition (1.4) est trivialement vériée puisque les ancres sur chacun des brés vectoriels
sont nulles (voir 1.2.2).
Exemple 1.3.5 : Soit A = (A→M, aA, [·, ·]A) un algébroïde de Lie. Alors d’après 1.1.4
l’ancre de A dénit un morphisme d’algébroïdes de Lie a : A → TM . On appellera ce
morphisme le morphisme canonique associé à A.
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Exemple 1.3.6 : Soit M une variété et g, h deux algèbres de Lie. Soit A l’algébroïde de
Lie d’espace total TM⊕(M×g) et soitB l’algébroïde de Lie d’espace total TM⊕(M×h)
(exemple 1.2.8). Considérons un morphisme Φ : A → B (voir [Mac05, exemple 3.3.3]).
La condition (1.4) implique que Φ s’écrive
Φ(X ⊕ u) = X ⊕ ω(X) + φ(u),
pour tous X ∈ Γ(TM) et u ∈ C∞(M, g) ; où ω : TM → M × h est une 1-forme
diérentielle sur M à valeurs dans h et φ : M × g→M × h est un morphisme de brés
vectoriels. La condition (1.5) implique
φ
(
[u, v]g
)
=
[
φ(u), φ(v)
]
h
,
δω(X, Y ) +
[
ω(X), ω(Y )
]
h
= 0,
X · φ(u)− φ(X · v) + [ω(X), φ(v)]
h
= 0,
pour tous X, Y ∈ Γ(TM) et u, v ∈ C∞(M, g), où δ est la diérentielle dénie sur
Ω•(M)⊗h par δ(α⊗ξ) = dα⊗ξ pour tous α ∈ Ω•(M) et ξ ∈ h. La première condition
signie que φ est un morphisme de brés en algèbres de Lie, la seconde que ω est une
forme de Maurer-Cartan (voir [Car04]), et la dernière est une relation de compatibilité.
Dénition 1.3.7 : La catégorie FibLie(M) a pour objets les brés en algèbres de Lie
de base M et pour morphismes les morphismes entre deux brés en algèbres de Lie de
base M , c’est-à-dire les morphismes entre les brés vectoriels sous-jacents satisfaisant
en plus la condition (1.5).
Proposition 1.3.8 : On a un foncteur K : AlgdLie(M) → FibLie(M), qui à un al-
gébroïde de Lie A = (A → M, aA, [·, ·]A) associe K(A) = Ker aA → M et qui à un
morphisme d’algébroïdes de Lie Φ : A → B entre A et un second algébroïde de Lie
B = (B →M, aB, [·, ·]B) associe la restriction K(Φ) : Ker aA → Ker aB .
Preuve : Ayant pris pour convention de travailler avec des brés vectoriels de rang
constant (voir les conventions), K(A) = Ker aA → M est un sous-bré vectoriel de
A → M . La restriction de aA à ce bré vectoriel lui confère une ancre nulle, et enn la
restriction du crochet [·, ·]A lui confère une structure de bré en algèbres de Lie d’après le
lemme 1.2.3. Φ restreint à Ker aA prend ses valeurs dans Ker aB d’après (1.4) et K(B) =
Ker aB → M est également un bré en algèbres de Lie ; (1.5) montre que K(Φ) est un
morphisme de brés en algèbres de Lie.
A présent traitons succinctement le cas général (voir [HM90] et également [Mac05,
section 4.3]). Pour ce faire rappelons quelques faits sur les brés vectoriels. Soit pi :
V → M et $ : W → M deux brés vectoriels et soit Φ : V → W un morphisme
entre ces deux brés vectoriels couvrant l’identité. Alors Φ induit un morphisme de
C∞(M)-modules Γ(V ) → Γ(W ), s 7→ Φ ◦ s, noté encore Φ d’après nos conventions.
Si on considère à présent un morphisme de brés vectoriels ne couvrant pas l’identité,
cette application n’est pas dénie de manière générale. Soit V → M et W → N deux
brés vectoriels et soit (ϕ,Φ) : V → W un morphisme entre ces deux brés vectoriels.
Rappelons la construction du bré vectoriel tiré en arrière ϕ!W → M de W → N le
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long de ϕ
ϕ!W W
M N
ϕ!
$! $
ϕ
.
L’espace total est ϕ!W = {(x,w) ∈ M × W : $(w) = ϕ(x)} et les applications $!
et ϕ! sont les projections naturelles données par $!(x,w) = x et ϕ!(x,w) = w. Alors
$! : ϕ!W → M est un bré vectoriel (voir [Hus94, proposition 3.1, chapitre 3]). Étant
donnée une section u ∈ Γ(W ) on a une sectionϕ!u ∈ Γ(ϕ!W ) dénie par (ϕ!u)x = uϕ(x)
pour tout x ∈ M et appelée tiré en arrière de u. D’après [GHV72, section 2.26] on a un
isomorphisme σ de C∞(M)-modules
σ : C∞(M)⊗C∞(N) Γ(W )
∼=−→ Γ(ϕ!W ), a⊗ s 7→ a(s ◦ ϕ), (1.6)
où la structure de C∞(N)-module sur C∞(M) est donnée par ab = (a ◦ ϕ)b pour tous
a ∈ C∞(N) et b ∈ C∞(M). Par conséquent, à travers l’isomorphisme σ−1, on peut
décomposer Φ(u) ∈ Γ(ϕ!W ) avec u ∈ Γ(V ) en une somme à support ni
Φ(u) =
∑
i
ui ⊗ si,
où ui ∈ C∞(M) et si ∈ Γ(W ) ; mais cette décomposition n’est pas unique.
Dénition 1.3.9 : Soit A = (A → M, aA, [·, ·]A) et B = (B → N, aB, [·, ·]B) deux
algébroïdes de Lie et soit ϕ : M → N une application lisse. Un morphisme d’algébroïdes
de Lie (ϕ,Φ) : A→ B est un morphisme de brés vectoriels (ϕ,Φ) : A→ B tel que
dϕ ◦ aA = aB ◦ Φ, (1.7)
et tel que pour tous u, v ∈ Γ(A) et des décompositions
Φ(u) =
∑
i
ui ⊗ ri, Φ(v) =
∑
i
vi ⊗ si,
avec ui, vi ∈ C∞(M) et ri, si ∈ Γ(B), on ait
Φ
(
[u, v]A
)
=
∑
i,j
uivj ⊗ [ri, sj]B +
∑
j
(
aA(u) · vj
)⊗ sj −∑
i
(
aA(v) · ui
)⊗ ri. (1.8)
Ci-dessus le membre de gauche Φ
(
[u, v]A
)
est à interpréter comme section du bré vec-
toriel ϕ!B →M , à l’instar de Φ(u) et Φ(v) plus haut.
Remarque 1.3.10 : Cette dénition correspond à [HM90, dénition 1.3]. Le fait que
le membre de droite de la relation (1.8) soit indépendant des décompositions choisies
est le contenu de [HM90, lemme 1.4]. De plus, une longue vérication montre que la
composition de deux morphismes d’algébroïdes de Lie (ϕ,Φ) ◦ (ψ,Ψ) = (ϕ ◦ ψ,Φ ◦Ψ)
est encore un morphisme d’algébroïdes de Lie.
18 Chapitre 1. Algébroïdes de Lie
Dénition 1.3.11 : La catégorie AlgdLie a pour objets les algébroïdes de Lie réguliers
et pour morphismes les morphismes entre deux algébroïdes de Lie réguliers.
Remarque 1.3.12 : Reprenons les notations de la dénition précédente. Dans le cas
où M = N et ϕ = Id, alors pour toute section u ∈ Γ(A) la section Φ(u) considérée
comme élément de Γ(ϕ!B) admet pour décomposition 1 ⊗ Φ(u) avec Φ(u) considérée
comme élément de Γ(B). Par conséquent la relation (1.7) est réduite à (1.4) et la relation
(1.8) est réduite à (1.5). Étant donné M une variété, la catégorie AlgdLie(M) est une
sous-catégorie de AlgdLie.
Exemple 1.3.13 : Soit M et N deux variétés et ϕ : M → N une application lisse. Alors
dϕ : TM → TN induit un morphisme d’algébroïdes de Lie dϕ : TM → TN ([Mac05,
proposition 4.3.3]).
Preuve : Soit X, Y ∈ Γ(TM) avec les décompositions suivantes :
(dϕ)(X) =
∑
i
fi ⊗Xi, avec fi ∈ C∞(M) et Xi ∈ Γ(TN),
(dϕ)(Y ) =
∑
j
gj ⊗ Yj, avec gj ∈ C∞(M) et Yj ∈ Γ(TN).
Calculons dϕ
(
[X, Y ]TM
)
. Par dénition on a, pour toute fonction w ∈ C∞(N), que
dϕ
(
[X, Y ]TM
)
· w = [X, Y ]TM · (w ◦ ϕ) = X ·
(
Y · (w ◦ ϕ))− Y · (X · (w ◦ ϕ)).
D’après l’isomorphisme (1.6) on a
X · (w ◦ ϕ)x = d(w ◦ ϕ)x(X) = dwϕ(x)
(∑
i
fiXi|ϕ(x)
)
=
∑
i
fi(Xi · w)|ϕ(x),
d’où l’on déduit queX ·(w◦ϕ) = ∑i fi((Xi ·w)◦ϕ) et de manière similaire Y ·(w◦ϕ) =∑
j gj
(
(Xj · w) ◦ ϕ
)
. Puisque X est une dérivation de C∞(M) on obtient
X · (Y · (w ◦ ϕ)) = ∑
j
(X · gj)
(
(Yj · w) ◦ ϕ
)
+
∑
i,j
figj
(
(Xi · (Yj · w))
)
,
et de manière analogue
Y · (X · (w ◦ ϕ)) = ∑
i
(Y · fi)
(
(Xi · w) ◦ ϕ
)
+
∑
i,j
figj
(
(Yj · (Xi · w))
)
.
On en déduit nalement que
dϕ
(
[X, Y ]TM
)
=
∑
i,j
figj ⊗ [Xi, Yj]TN +
∑
j
(
X · gj
)⊗ Yj −∑
i
(
Y · fi
)⊗Xi.
Dénition 1.3.14 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie et soit F → N
un sous-bré vectoriel de A→M (voir [Hus94, chapitre 2, dénition 1.3]), N étant une
sous-variété de M . On dira que F → N est un sous-algébroïde de Lie de A si :
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• pour tout u ∈ F , a(u) ∈ TN ,
• pour toutes sections u, v ∈ Γ(A) telles que u|N , v|N ∈ Γ(F ), alors [u, v]|N ∈ Γ(F ).
Dans la dénition ci-dessus, on équipe F → N de l’ancre a deA restreinte à F et du
crochet [·, ·] de A restreint à Γ(F ) ; muni de cette ancre et de ce crochet F → N est un
algébroïde de Lie et
F A
N M
est un morphisme d’algébroïdes de Lie.
1.4 Cohomologie d’un algébroïde de Lie
Dénition 1.4.1 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie. On notera Ω•(A)
la R-algèbre Z-graduée commutative
(
Γ(Λ•A∨),∧). Ses éléments sont appelés formes
diérentielles sur A.
Proposition 1.4.2 : Soit A = (A → M, aA, [·, ·]A) et B = (B → N, aB, [·, ·]B) deux
algébroïdes de Lie et soit (ϕ,Φ) un morphisme entreA etB (voir dénition 1.3.9). Alors
(ϕ,Φ) induit un morphisme de C∞(N)-modules (ϕ,Φ)\ : Ω•(B) → Ω•(A) déni pour
tout x ∈M , u1, . . . , up ∈ Γ(A) et β ∈ Ωp(B) par[
(ϕ,Φ)\β
]
x
(u1, . . . , up) = βϕ(x)
(
Φ(u1), . . . ,Φ(up)
)
,
satisfaisant pour tous α, β ∈ Ω•(B) la relation
(ϕ,Φ)\(α ∧ β) = [(ϕ,Φ)\α] ∧ [(ϕ,Φ)\β].
Soit (ϕ,Φ) un morphisme entreA etB, et soit (ψ,Ψ) un morphisme entreB et un autre
algébroïde de Lie C. Alors (ϕ,Φ) ◦ (ψ,Ψ) est un morphisme entre A et C et[
(ϕ,Φ) ◦ (ψ,Ψ)]\ = (ψ,Ψ)\ ◦ (ϕ,Φ)\.
Remarque 1.4.3 : Dans le cas d’un morphisme Φ : A → B entre deux algébroïdes de
LieA etB au-dessus d’une même base (voir dénition 1.3.1), on notera Φ\ le morphisme
de modules (Id,Φ)\ : Ω•(B)→ Ω•(A) de la proposition précédente.
Ci-après nous présentons succinctement trois opérateurs sur un algébroïde de Lie,
similaires à la dérivée extérieure, la dérivée de Lie et le produit intérieur agissant sur les
formes diérentielles d’une variété. Des références sur ce sujet sont [ELW99, section 2],
[Mac05, section 7.1], [DZ11, section 8.6], [Cra03, section 1.4] et [Mar08, section 5], voir
également [Car09, sections 2.5 et 2.7].
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Dénition 1.4.4 : SoitA = (A→M, a, [·, ·]) un algébroïde de Lie. La dérivée extérieure
de A est l’application d : Ωp(A)→ Ωp+1(A) dénie par
dα(u0, . . . , up) =
p∑
i=0
(−1)ia(ui) · α(u0, . . . , ûi, . . . , up)
+
∑
0≤i<j≤p
(−1)i+jα([ui, uj], u0, . . . , ûi, . . . , ûj, . . . , up), (1.9)
pour tous u0, . . . , up ∈ Γ(A) et tout α ∈ Ωp(A) ; où a(ui) · α(u0, . . . , ûi, . . . , up) dé-
signe l’action du champ de vecteurs a(ui) sur la fonction α(u0, . . . , ûi, . . . , up). Sur les
fonctions f ∈ C∞(M) elle est dénie par (df)(u) = a(u) · f , pour tout u ∈ Γ(A).
Dénition 1.4.5 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie. Pour u ∈ Γ(A), la
dérivée de Lie de A est l’applicationLu : Ωp(A)→ Ωp(A) dénie par
Luα(v1, . . . , vp) = a(u) · α(v1, . . . , vp)−
p∑
i=1
α
(
v1, . . . , [u, vi], . . . , vp
)
,
pour tous u, v1, . . . , vp ∈ Γ(A) et α ∈ Ωp(A). Sur les fonctions f ∈ C∞(M) elle est
dénie parLuf = a(u) · f = df(u), pour tout u ∈ Γ(A).
Dénition 1.4.6 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie. Pour u ∈ Γ(A), le
produit intérieur de A est l’application ιu : Ωp(A)→ Ωp−1(A) dénie par
ιuα(u2, . . . , up) = α(u, u2, . . . , up),
pour tous u, u2, . . . , up ∈ Γ(A) et α ∈ Ωp(A). Sur les fonctions f ∈ C∞(M) il est déni
par ιuf = 0, pour tout u ∈ Γ(A).
Théorème 1.4.7 ([Mar08, section 5]) : Soit A = (A → M, aA, [·, ·]A) un algébroïde de
Lie. La dérivée extérieure de A est une dérivation de degré 1 de Ω•(A), la dérivée de
Lie de A est une dérivation de degré 0 de Ω•(A) et le produit intérieur de A est une
dérivation de degré −1 de Ω•(A). Ces dérivations satisfont les relations[
Lu,Lv
]
= L[u,v]A ,
[
Lu, ιv
]
= ι[u,v]A ,
[
ιu, d
]
= Lu,[
Lu, d
]
= 0,
[
d, d
]
= 0,
[
ιu, ιv
]
= 0,
où dans les membres de gauche [·, ·] désigne le commutateur gradué sur Der Ω•(A) le
C∞(M)-module Z-gradué des dérivations de Ω•(A).
Remarque 1.4.8 : Ces relations sont connues sous le nom d’équations de Weil ou rela-
tions de Cartan en géométrie diérentielle. De [d, d] = 0 on tire que la dérivée extérieure
de A est une diérentielle, conférant à Ω•(A) une structure d’algèbre diérentielle Z-
graduée commutative.
Dénition 1.4.9 : SoitA = (A→M, a, [·, ·]) un algébroïde de Lie. Pour tout u ∈ Γ(A),
le triplet d’opérateurs (Lu, d, ιu) est appelé triplet de Cartan ou (opérations de Cartan
dans la terminologie de [GHV76, chapitre 7]) de A associé à u.
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Dans ce qui suit on désignera par AGC (respectivement ADGC) la catégorie des
algèbres Z-graduées commutatives (respectivement la catégorie des algèbres diéren-
tielles Z-graduées commutatives). Ces catégories sont dénies dans [FHT01, partie 1,
chapitre 3].
Proposition 1.4.10 : On a un foncteur contravariant Ω : AlgdLie→ ADGC déni sur
les objets par Ω(A) =
(
Ω•(A), d
)
et sur les morphismes par Ω(ϕ,Φ) = (ϕ,Φ)\.
Preuve : Il s’agit d’une conséquence de la proposition 1.4.2 et du théorème 1.4.7.
Dénition 1.4.11 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie. La cohomologie
H•(A) de A est dénie comme l’homologie de l’algèbre diérentielle Z-graduée com-
mutative
(
Ω•(A), d
)
.
Proposition 1.4.12 : Soit A = (A → M, aA, [·, ·]A) et B = (B → N, aB, [·, ·]B) deux
algébroïdes de Lie et soit (ϕ,Φ) un morphisme entre A et B. On a la relation
(ϕ,Φ)\ ◦ dA = dB ◦ (ϕ,Φ)\,
où dA (respectivement dB) désigne la diérentielle de A (respectivement B).
Remarque 1.4.13 : Il est intéressant de noter que si l’on dispose d’un morphisme de
brés vectoriels (ϕ,Φ) : A→ B, tel que l’application induite (ϕ,Φ)\ : Ω•(B)→ Ω•(A)
satisfait la relation (ϕ,Φ)\ ◦ dA = dB ◦ (ϕ,Φ)\, alors (ϕ,Φ) est un morphisme d’algé-
broïdes de Lie entre A et B. Ceci a été montré dans [BKS05, proposition 2].
Proposition 1.4.14 : On a un foncteur covariant H : AlgdLieopp → AGC déni sur les
objets par H(A) = H•(A) et sur les morphismes par H(ϕ,Φ) = (ϕ,Φ)\.
Preuve : La structure d’algèbre commutative graduée sur H•(A) est issue du produit
extérieur dont est muni Ω•(A). En eet, posons [ω] ∧ [η] = [ω ∧ η], pour ω ∈ Ωp(A) et
η ∈ Ωq(A) d-fermées. Alors ω ∧ η est d-fermée puisque d est une dérivation de Ω•(A)
d’après le théorème 1.4.7, et [ω] ∧ [η] ne dépend pas des représentants choisis puisque
(ω + dα) ∧ (η + dβ) = ω ∧ η + d(α ∧ η + (−1)pω ∧ β + α ∧ dβ).
Enn, l’application H(ϕ,Φ) passe à la cohomologie d’après la proposition 1.4.12.
Une étude approfondie de la cohomologie des algébroïdes de Lie est proposée dans
[Mac05, chapitre 7], notamment concernant le lien entre la cohomologie d’un groupoïde
de Lie et la cohomologie de l’algébroïde de Lie associé ; nous ne donnons ci-après que
quelques exemples simples.
Exemple 1.4.15 : Soit A l’algébroïde de Lie provenant d’une algèbre de Lie g (exemple
1.2.1). AlorsH•(A) correspond à la cohomologie de Chevalley-Eilenberg de g (voir [CE48,
section 14]).
Exemple 1.4.16 : SoitTM l’algébroïde de Lie canonique associé à une variétéM (exemple
1.2.4). Alors H•(TM) correspond à la cohomologie de De Rham de M (voir [Lee13, cha-
pitre 17]).
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Exemple 1.4.17 : Soit PM [pi] l’algébroïde de Lie associé à une variété de Poisson (M,pi)
(exemple 1.2.5). AlorsH•(PM [pi]) correspond (voir [Hue90]) à la cohomologie de Lichnerowicz-
Poisson de (M,pi) (voir [Lic77] et [Vai94, dénition 5.1]) dont la diérentielle dpi peut
s’identier à −[pi, ·]SN (voir [KSM90, proposition 6.4] ou [Vai94, proposition 4.3]).
Exemple 1.4.18 : Soit F l’algébroïde de Lie associé à un feuilletage (exemple 1.2.11).
Alors H•(F) correspond à la cohomologie tangentielle de F (voir [MS88, chapitre 3] et
[BDD07, section 1.1.3]).
Remarque 1.4.19 : Reprenons les notations de l’exemple précédent. Le triplet de Cartan
associé à l’algébroïde de Lie de l’exemple précédent sera abusivement noté (LX ,d, ιX)
pour tout X ∈ Γ(F ), où F →M est la distribution involutive associée au feuilletage F,
et ceci dans toute la suite du texte.
Remarque 1.4.20 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie. Alors le mor-
phisme d’algébroïdes de Lie a : A→ TM (voir exemple 1.3.5) fournit canoniquement un
morphisme d’algèbres Z-graduées commutatives H(a\) : H•(M) → H•(A), induit par
a\ : Ω•(M)→ Ω•(A).
1.5 Représentations d’un algébroïde de Lie
Dénition 1.5.1 : Soit A = (A→ M, a, [·, ·]) un algébroïde de Lie et V → M un bré
vectoriel. On notera Ω•(A, V ) l’espace vectoriel Z-gradué Γ(Λ•A∨ ⊗ V ). Ses éléments
sont appelés formes diérentielles sur A à valeurs dans V →M . En degré 0, on retrouve
le module des sections de V →M .
Proposition 1.5.2 : Soit A un algébroïde de Lie et V → M un bré vectoriel. Alors
Ω•(A, V ) est équipé d’une structure de Ω•(A)-module Z-gradué dénie par
α ∧ (β ⊗ s) = (α ∧ β)⊗ s,
(β ⊗ s) ∧ α = (β ∧ α)⊗ s,
α ∧ s = s ∧ α = α⊗ s,
pour tous α, β ∈ Ω•(A) et s ∈ Γ(V ).
Dénition 1.5.3 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie. Une A-connexion
([DZ11, dénition 8.4.7], [Fer02, section 0], [ELW99, section 2]) sur V → M est une
application ∇ : Γ(V )→ Γ(A∨ ⊗ V ) R-linéaire satisfaisant les relations
∇u(fs) =
[
a(u) · f]s+ f∇us,
∇fus = f∇us,
pour toute fonction f ∈ C∞(M) et sections u ∈ Γ(A) et s ∈ Γ(V ), où l’on a posé
∇us = ιu∇s pour tous u ∈ Γ(A) et s ∈ Γ(V ).
De manière analogue à la construction de la dérivée extérieure covariante sur une
variété équipée d’une connexion [Lee09, théorème 12.57], on dispose d’un opérateur
pour les algébroïdes de Lie équipés d’une connexion, dont l’existence est le contenu du
théorème suivant (voir [ELW99, section 2]).
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Théorème 1.5.4 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie et soit ∇ une A-
connexion sur V → M . Il existe un unique opérateur d∇ : Ωk(A, V ) → Ωk+1(A, V )
appelé dérivée extérieure covariante de A déni par d∇s = ∇s pour tout s ∈ Γ(V ) et
d∇(α⊗ s) = dα⊗ s+ (−1)pα ∧∇s,
pour tout α ∈ Ωp(A) et s ∈ Γ(V ) puis étendu par C∞(M)-linéarité ; et satisfaisant les
relations
d∇(α ∧ ω) = dα ∧ ω + (−1)pα ∧ d∇ω, (1.10)
d∇(ω ∧ α) = d∇ω ∧ α + (−1)qω ∧ dα, (1.11)
pour tous α ∈ Ωp(A) et ω ∈ Ωq(A, V ).
Remarque 1.5.5 : Cet opérateur admet également une formule intrinsèque donnée par
d∇ω(u0, . . . , up) =
p∑
i=0
(−1)i∇uiω(u0, . . . , ûi, . . . , up)
+
∑
0≤i<j≤p
(−1)i+jω([ui, uj], u0, . . . , ûi, . . . , ûj, . . . , up), (1.12)
pour tout ω ∈ Ωp(A, V ) et tous u0, . . . , up ∈ Γ(A).
Proposition 1.5.6 : Soit A = (A→M, a, [·, ·]) un algébroïde de Lie et soit V →M un
bré vectoriel équipé d’uneA-connexion∇. L’application Γ(A)×Γ(A)×Γ(V )→ Γ(V )
dénie par
(u, v, s) 7→ (∇u ◦ ∇v −∇v ◦ ∇u −∇[u,v])(s)
est C∞(M)-trilinéaire, donc il existe une 2-forme F∇ ∈ Ω2(A,EndV ) appelée courbure
de la A-connexion∇ ([DZ11, relation 8.32]) telle que
F∇(u, v)s =
(∇u ◦ ∇v −∇v ◦ ∇u −∇[u,v])(s),
pour tous u, v ∈ Γ(A) et s ∈ Γ(V ).
Dénition 1.5.7 : Soit A un algébroïde de Lie. Soit un bré vectoriel V → M équipé
d’une A-connexion∇. On dira que∇ est plate si F∇ = 0.
Lemme 1.5.8 : Soit A un algébroïde de Lie et soit V → M un bré vectoriel. Alors
Ω•(A,EndV ) est une R-algèbre Z-graduée, dont la multiplication est donnée par
(α⊗ Φ) ∧ (β ⊗Ψ) = (α ∧ β)⊗ (Φ ◦Ψ),
pour tous α, β ∈ Ω•(A) et Φ,Ψ ∈ Γ(EndV ). De plus Ω•(A, V ) est un Ω•(A,EndV )-
module à gauche Z-gradué, la multiplication étant donnée par
(α⊗ Φ) ∧ (β ⊗ s) = (α ∧ β)⊗ Φ(s),
pour tous α, β ∈ Ω•(A), Φ ∈ Γ(EndV ) et s ∈ Γ(V ).
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Proposition 1.5.9 : Soit A = (A→M, a, [·, ·]) un algébroïde de Lie et soit V →M un
bré vectoriel équipé d’une A-connexion ∇. Alors
d2∇α = F∇ ∧ α,
pour tout α ∈ Ω•(A, V ). Par conséquent, si ∇ est plate, d∇ est une diérentielle sur
Ω•(A, V ).
Preuve : Remarquons pour commencer que pour tout ω ∈ Ω1(A, V ), on a pour tous
u, v ∈ Γ(A)
(d∇ω)(u, v) = ∇uω(v)−∇vω(u)− ω
(
[u, v]
)
.
Soit s ∈ Γ(V ), la formule précédente pour ω = ∇s ∈ Ω1(A, V ) permet d’obtenir(
d2∇s
)
(u, v) = ∇u∇vs−∇v∇us−∇[u,v]s = F∇(u, v)s = (F∇ ∧ s)(u, v).
A présent on prouve la formule pour tout tenseur élémentaire α ⊗ s ∈ Ωp(A, V ). En
utilisant (1.10) on a
d2∇(α⊗ s) = d2∇(α ∧ s)
= d∇
(
dα ∧ s+ (−1)pα ∧ d∇s
)
= d2α ∧ s+ (−1)p+1dα ∧ d∇s+ (−1)pdα ∧ d∇s+ α ∧ d2∇s
= α ∧ (F∇ ∧ s)
= F∇ ∧ (α⊗ s),
où on a utilisé à la dernière étape que F∇ est une 2-forme sur A. A présent la formule
générale se prouve facilement pour tout élément de Ωp(A, V ) en utilisant des combinai-
sons C∞(M)-linéaires de tenseurs élémentaires.
Dénition 1.5.10 : SoitA un algébroïde de Lie. Une représentation ([DZ11, section 8.4],
[ELW99, section 1]) de A (ou un A-module) est la donnée (V → M,∇) d’un bré vec-
toriel V →M équipé d’une A-connexion∇ plate.
Dénition 1.5.11 : Soit A un algébroïde de Lie et soit (V → M,∇) un A-module. On
dénit la cohomologie H•(A;V,∇) de A à coecients dans le A-module (V → M,∇)
comme l’homologie du Ω•(A)-module diérentiel Z-gradué
(
Ω•(A, V ), d∇
)
.
Remarque 1.5.12 : D’après (1.10), H•(A;V,∇) est un H•(A)-module Z-gradué.
Exemple 1.5.13 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie. La représentation
triviale de A est donnée par le bré vectoriel V = M × R → M trivial de rang 1
et la connexion dénie pour tout u ∈ Γ(A) par ∇uλ = a(u) · λ pour toute section
λ ∈ Γ(V ) ∼= C∞(M). Dans ce cas H•(A;V,∇) = H•(A).
Exemple 1.5.14 : Soit A un algébroïde de Lie au-dessus d’un point, c’est-à-dire une
algèbre de Lie g (exemple 1.2.1), que l’on supposera de dimension nie. Soit (V →M,∇)
unA-module. La baseM deA étant un point, le bré vectoriel V →M dans la dénition
d’une représentation correspond à un espace vectoriel V , et laA-connexion correspond
à une application linéaire V → g∨ ⊗ V . En utilisant les isomorphismes R-linéaires
Hom(V, g∨ ⊗ V ) ∼= Hom(V,Hom(g, V )) ∼= Hom(g⊗ V, V ) ∼= Hom(g,End(V )),
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la donnée de cette application linéaire équivaut à la donnée d’une application linéaire ρ :
g→ End(V ), qui est un morphisme d’algèbres de Lie d’après la formule de la courbure
1.5.6. On obtient alors que leA-module (V →M,∇) correspond au g-module (V, ρ). La
dérivée extérieure covariante de A est alors la diérentielle de Chevalley-Eilenberg de
g associée au g-module V (voir [CE48, section 23]) et H•(A;V,∇) est la cohomologie
H•(g, V ) de Chevalley-Eilenberg de g à coecients dans le g-module V .
Exemple 1.5.15 : SoitTM l’algébroïde de Lie canonique associé à une variétéM (exemple
1.2.4). Une représentation de TM correspond à la donnée d’un bré vectoriel V → M
et d’une connexion linéaire plate ∇ sur ce bré. La dérivée extérieure covariante (1.12)
est la dérivée extérieure covariante usuelle d∇ associée à ∇ (voir [GHV73, chapitre 7,
section 4]) et H•(TM ;V,∇) est l’homologie du complexe
(
Γ(Λ•T∨M ⊗ V ),d∇
)
.
Exemple 1.5.16 : Soit PM [pi] l’algébroïde de Lie associé à une variété de Poisson (M,pi)
(exemple 1.2.5). Alors une PM [pi]-connexion sur un bré vectoriel V → M correspond
à la notion de connexion contravariante sur la variété de Poisson (M,pi) (voir [Fer00,
proposition 2.1.2] et [Vai94, section 4.5]).
Exemple 1.5.17 : SoitA l’algébroïde de Lie d’action de l’exemple 1.2.9. On a une repré-
sentation deA sur le bré trivialM×R→M , avec∇ : C∞(M)→ C∞(M, g∨)⊗C∞(M)
dénie par ∇ξf = ρ(ξ) · f , pour tout ξ ∈ g et f ∈ C∞(M) ; où ρ : g → Γ(TM) est
l’action innitésimale de g sur M . Nous avons Ω•(A,M × R) ∼= C∞(M,Λ•g∨) et on
montre que l’on a un isomorphisme de complexes
Λkg∨ ⊗ C∞(M) Λk+1g∨ ⊗ C∞(M)
C∞(M,Λkg∨) C∞(M,Λk+1g∨)
Φk
dCE
Φk+1
d
,
où dCE est la diérentielle de Chevalley-Eilenberg (voir [CE48, section 23]) et où Φk
désigne l’application Λkg∨ ⊗ C∞(M)→ C∞(M,Λkg∨), ω ⊗ f 7→ fω. Cette application
induit un isomorphisme deH•(g)-modules Z-gradués entre la cohomologieH•(A;M×
R,∇) et H•(g,C∞(M)) la cohomologie de Chevalley-Eilenberg de g à valeurs dans le
g-module C∞(M) donné par ρ.
1.6 Cohomologie tordue d’un algébroïde de Lie
Dénition 1.6.1 : Soit A un algébroïde de Lie. On notera
Ωeven(A) =
⊕
i≥0
Ω2i(A), Ωodd(A) =
⊕
i≥0
Ω2i+1(A).
Les éléments de Ωeven(A) sont appelés formes diérentielles paires et ceux de Ωodd(A)
sont appelés formes diérentielles impaires, sur A.
Cette décomposition Ω•(A) = Ωeven(A) ⊕ Ωodd(A) des formes diérentielles sur
A confère à Ω•(A) une Z/2Z-graduation, induite par la Z-graduation. On étend cette
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Z/2Z-graduation à Ω•(A, V ) dès lors que l’on dispose d’une représentation (V →M,∇)
de A, M désignant la base de A. Ω•(A, V ) est alors un Ω•(A)-module Z/2Z-gradué.
Dénition 1.6.2 : SoitA un algébroïde de Lie de base une variétéM , (V →M,∇) une
représentation deA et θ ∈ Ωodd(A). La dérivée covariante extérieure deA relativement à
la représentation (V →M,∇) de A, tordue par la forme impaire θ est l’opérateur déni
par
d∇, θ ω = d∇ω + θ ∧ ω,
pour tout ω ∈ Ω•(A, V ). Cet opérateur est impair, c’est-à-dire envoie Ωeven(A, V ) sur
Ωodd(A, V ) et Ωodd(A, V ) sur Ωeven(A, V ).
Remarquons que la présence de θ 6= 0 implique que l’opérateur d∇, θ n’est pas une
dérivation de Ω•(A, V ).
Lemme 1.6.3 : Soit A un algébroïde de Lie de base une variété M , (V → M,∇) une
représentation de A et θ ∈ Ωodd(A) d-fermée. Alors d∇, θ est une diérentielle sur le
module Ω•(A, V ) muni de sa Z/2Z-graduation.
Preuve : Pour tout ω ∈ Ω•(A, V ) on a
d2∇, θ ω = d
2
∇ω + d∇(θ ∧ ω) + θ ∧ d∇ω + θ ∧ θ ∧ ω.
Le terme d2∇ω vaut 0 puisque∇ provient d’une représentation deA et donc sa courbure
F∇ est nulle par dénition (voir proposition 1.5.9). Ensuite θ ∧ θ = 0, puisque θ est
impaire. En eet, écrivons θ =
∑
i≥0 θ2i+1, avec θ2i+1 ∈ Ω2i+1(A). Alors θ2i+1∧θ2i+1 = 0
pour tout i ≥ 0 et θ2i+1 ∧ θ2j+1 = −θ2j+1 ∧ θ2i+1 pour tout i, j ≥ 0 tels que i 6= j ; ce
qui implique que θ ∧ θ = 0. Conservant cette notation on obtient
d2∇, θω =
∑
i≥0
(d∇θ2i+1) ∧ ω,
ce qui est nul puisque d∇θ = dθ = 0, θ étant d-fermée par hypothèse.
Remarque 1.6.4 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie et soit θ ∈ H1(A).
On peut modier la représentation triviale de A (voir exemple 1.5.13) à l’aide du 1-
cocycle θ, en conservant le bré vectoriel V = M × R → R trivial de rang 1 mais
en prenant pour connexion∇uf = a(u) ·f +fιuθ. Alors la diérentielle d∇, θ introduite
dans le lemme précédent joue un rôle dans la dénition des bigébroïdes de Lie générali-
sés (voir [NdCCG04, dénition 2.4] et [IM01, section 3.1]) d’une part, et dans l’étude des
structures de Dirac de bigébroïdes de Lie généralisés (voir [NdCCG04, section 4]) d’autre
part.
Dénition 1.6.5 : Soit A un algébroïde de Lie de base M , (V → M,∇) une représen-
tation de A et θ ∈ Ωodd(A) d-fermée. On notera H•(A;V,∇; θ) l’homologie du Ω•(A)-
module diérentiel Z/2Z-gradué (Ω•(A, V ), d∇, θ) et on l’appellera cohomologie de A
relativement à la représentation (V →M,∇) tordue par θ.
Théorème 1.6.6 : Soit A un algébroïde de Lie sur une variété M , (V → M,∇) une
représentation de A et θ ∈ Ωodd(A) d-fermée. Soit Ψ ∈ Ωeven(A). Alors on a un isomor-
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phisme de H•(A)-modules Z/2Z-gradués
H•(A;V,∇; θ + dΨ) ∼= H•(A;V,∇; θ).
Preuve : L’idée de la preuve est la suivante : soit ω ∈ Ker d∇, θ+dΨ, ω satisfait donc
l’équation « diérentielle » d∇, θ(ω) + dΨ ∧ ω = 0. Par analogie avec la théorie des
équations diérentielles, ω = exp(−Ψ) ∧ η où η est une « constante » pour d∇, θ, c’est-
à-dire η ∈ Ker d∇, θ. L’isomorphisme recherché serait alors ω 7→ exp(Ψ) ∧ ω, pour ω ∈
Ω•(A, V ). Formalisons à présent cette idée. Tout d’abord on pose exp(Ψ) =
∑
k≥0
Ψ∧k
k!
;
cette série converge pour des raisons de dimension. Pour tous réels s et t on a d’après
la formule du binôme de Newton que exp(sΨ) ∧ exp(tΨ) = exp((s+ t)Ψ) ; pour s = 1
et t = −1 on obtient que ω 7→ exp(−Ψ) ∧ ω est l’inverse de ω 7→ exp(Ψ) ∧ ω. De
plus, Ψ étant paire, l’application exp(Ψ)∧ · est paire, c’est-à-dire envoie Ωeven(A, V ) sur
Ωeven(A, V ) et Ωodd(A, V ) sur Ωodd(A, V ) ; on obtient ainsi un automorphisme pair du
Ω•(A)-module Ω•(A, V ). Par récurrence on a dΨ∧k = kΨ∧(k−1) ∧ dΨ, k ∈ N∗ ; d’où
d exp(Ψ) = exp(Ψ) ∧ dΨ. A présent pour tout ω ∈ Ω•(A, V ) on a
d∇, θ
[
exp(Ψ) ∧ ω] = d∇
[
exp(Ψ) ∧ ω]+ θ ∧ exp(Ψ) ∧ ω
= d exp(Ψ) ∧ ω + exp(Ψ) ∧ d∇ω + exp(Ψ) ∧ θ ∧ ω
= exp(Ψ) ∧ dΨ ∧ ω + exp(Ψ) ∧ d∇ω + exp(Ψ) ∧ θ ∧ ω
= exp(Ψ) ∧ d∇, θ+dΨ(ω),
et par conséquent l’application ε = exp(Ψ) ∧ · induit un isomorphisme d’espaces vec-
toriels Z/2Z-gradués en cohomologie. C’est également un isomorphisme de H•(A)-
modules, c’est-à-dire que l’on a ε([α] ∧ [ω]) = [α] ∧ ε([ω]) pour tout [α] ∈ Hp(A)
et [ω] ∈ Hq(A;V,∇; θ) puisque
ε
(
(α + da) ∧ ω) = α ∧ ε(ω) + d∇, θ( exp(Ψ) ∧ a ∧ ω),
pour tous α ∈ Ωp(A), a ∈ Ωp−1(A) et ω ∈ Ωq(A, V ).
Corollaire 1.6.7 : Soit A un algébroïde de Lie sur une variété M , (V → M,∇) une
représentation de A et θ ∈ Ωodd(A) d-fermée. Alors H•(A;V,∇; θ) ne dépend que de la
classe de cohomologie [θ] ∈ Hodd(A).
Exemple 1.6.8 : Soit M une variété. Appliquons le corollaire précédent à l’algébroïde
de Lie TM (exemple 1.2.4). Soit ∇ une connexion sur un bré vectoriel V → M et θ ∈
Ωodd(M) = Ωodd(TM). Alors le H•(M)-module H•(TM ;V,∇; θ) ne dépend que de la
classe de cohomologie [θ] ∈ Hodd(M) = Hodd(TM). Ce résultat a été obtenu pour la
première fois dans [MW11, section 1].
1.7 Algèbre de Schouten-Nijenhuis
Soit A = (A → M, a, [·, ·]) un algébroïde de Lie. Nous rappelons brièvement la
structure d’algèbre de Gerstenhaber sur Γ(Λ•A) ([Xu99, section 1] et [KS95, section 1]).
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Dénition 1.7.1 : Soit A = (A → M, a, [·, ·]) un algébroïde de Lie. Le crochet de
Schouten-Nijenhuis [·, ·] : Γ(ΛpA)× Γ(ΛqA)→ Γ(Λp+q−1A) sur A est déni par
[u1 ∧ · · · ∧ up, v1 ∧ · · · ∧ vq] =∑
1≤i≤p
1≤j≤q
(−1)i+j[ui, vj] ∧ u1 ∧ · · · ∧ ûi ∧ · · · ∧ up ∧ v1 ∧ · · · ∧ v̂j ∧ · · · ∧ vq,
pour tous u1, . . . , up, v1, . . . , vq ∈ Γ(A). Sur les fonctions f ∈ C∞(M), le crochet de
Schouten-Nijenhuis est déni par [f, u1 ∧ · · · ∧ up] = −ιdf (u1 ∧ · · · ∧ up), pour tout
u1, . . . , up ∈ Γ(A).
Le crochet de Schouten-Nijenhuis ([Mar08, section 5.4], [Car09, section 2.6]) sera
utilisé au chapitre 2 dans la dénition des bigébroïdes de Lie.
Proposition 1.7.2 : SoitA = (A→M, a, [·, ·]) un algébroïde de Lie. Équipée du crochet
de Schouten-Nijenhuis, l’algèbre Z-graduée commutative (Γ(Λ•A),∧) est une algèbre
de Gerstenhaber, voir [Mar08, proposition 5.4.9 et remarque 5.4.10]. Cette algèbre est
appelée l’algèbre de Schouten-Nijenhuis de A.
Exemple 1.7.3 : Soit g une algèbre de Lie, donc un algébroïde de Lie au-dessus d’un
point (voir l’exemple 1.2.1). En étendant le crochet de g à Λ•g, on obtient une algèbre de
Gerstenhaber ([KS95, exemple 1.1]). Ce crochet de Schouten-Nijenhuis est appelé crochet
de Schouten algébrique.
Exemple 1.7.4 : SoitM une variété et considérons l’algébroïde de Lie canonique TM de
l’exemple 1.2.4. Alors le crochet de Schouten-Nijenhuis deTM est l’extension à Γ(Λ•TM)
du crochet de Lie des champs de vecteurs sur M , équipant ainsi Γ(Λ•TM) d’une struc-
ture d’algèbre de Gerstenhaber. Ce crochet est appelé crochet de Schouten-Nijenhuis des
multivecteurs [LGPV13, section 3.3].
Exemple 1.7.5 : Soit (M,pi) une variété de Poisson et considérons l’algébroïde de Lie
PM [pi] de l’exemple 1.2.5. Alors le crochet de Schouten-Nijenhuis de PM [pi] est l’exten-
sion à Ω•(M) du crochet de l’algébroïde de Lie PM [pi] (donné dans 1.2.5), équipant ainsi
Ω•(M) d’une structure d’algèbre de Gerstenhaber. Ce crochet est appelé crochet de Kos-
zul (voir [KS95, exemple 1.3]).
Chapitre 2
Algébroïdes de Courant
Dans ce chapitre, nous rappelons la dénition des algébroïdes de Leibniz et de Cou-
rant dans le formalisme de la géométrie diérentielle non graduée. Pour un point de vue
utilisant les dg-variétés symplectiques, voir [GKP13] concernant les algébroïdes de Leib-
niz, et [Roy02a] concernant les algébroïdes de Courant. Nous discutons également de
la notion de structure de Dirac et de morphismes entre algébroïdes de Courant. Enn,
nous terminons ce chapitre par une étude de la cohomologie naïve d’un algébroïde de
Courant, laquelle est isomorphe à la cohomologie d’un algébroïde de Lie canoniquement
associé à l’algébroïde de Courant.
2.1 Algébroïdes de Leibniz
Dénition 2.1.1 : Une algèbre de Leibniz à gauche l ([Lod93, section 1]) est un espace
vectoriel équipé d’une application bilinéaire [·, ·] : l× l→ l appelée crochet qui satisfait
l’identité [
u, [v, w]
]
=
[
[u, v], w
]
+
[
v, [u,w]
]
, (2.1)
pour tous u, v, w ∈ l.
Exemple 2.1.2 : Les algèbres de Lie sont des algèbres de Leibniz, qui ont pour particu-
larité d’avoir un crochet antisymétrique.
Exemple 2.1.3 : Soit l un espace vectoriel de dimension 2 et notons (u, v) une base de
l. On dénit un crochet [·, ·] sur l par
[u, u] = v, [u, v] = v, [v, u] = 0, [v, v] = 0,
puis on l’étend par linéarité. Alors (l, [·, ·]) est une algèbre de Leibniz à gauche.
Exemple 2.1.4 : Soit (g, [·, ·]g, d) une algèbre de Lie diérentielle, c’est-à-dire d : g→ g
est une dérivation et d2 = 0. Alors g munie du crochet déni par
[ξ, η] = [dξ, η]g,
pour tous ξ, η ∈ g, est une algèbre de Leibniz à gauche ([Lod93, exemple 2.2]). Cet
exemple peut être considéré comme une version non graduée de crochet dérivé [KS96a,
proposition 2.1].
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Exemple 2.1.5 : Soit (g, [·, ·]g) une algèbre de Lie et soit V un g-module. Soit µ : V → g
une application linéaire g-équivariante, c’est-à-dire satisfaisant
µ(ξ · v) = [µ(v), ξ]g,
pour tous ξ ∈ g et v ∈ V . On dénit sur V un crochet [·, ·] par
[v, w] = µ(w) · v
pour tous v, w ∈ V . Alors (V, [·, ·]) est une algèbre de Leibniz à gauche ([Lod93, exemple
2.1]).
Dénition 2.1.6 : Soit (l, [·, ·]l) et (m, [·, ·]m) deux algèbres de Leibniz. Un morphisme
d’algèbres de Leibniz ([Lod93, section 1]) entre l et m est une application linéaire Φ : l→
m telle que pour tous u, v ∈ l on ait
Φ
(
[u, v]l
)
=
[
Φ(u),Φ(v)
]
m
.
Exemple 2.1.7 : Un morphisme d’algèbres de Lie est un morphisme d’algèbres de Leib-
niz. On a un foncteur oubli Lie → Leibniz de la catégorie des algèbres de Lie vers la
catégorie des algèbres de Leibniz.
Exemple 2.1.8 : Dans l’exemple 2.1.5, l’application linéaire µ : V → g est un mor-
phisme d’algèbres de Leibniz ([Lod93, exemple 2.1]).
Dénition 2.1.9 : Un algébroïde de Leibniz A = (A→M, a, [·, ·]) (à gauche) est la
donnée d’un bré vectoriel A→M , d’une ancre a sur ce bré, ainsi que d’une structure
d’algèbre de Leibniz (à droite) sur son module de sections globales Γ(A) dont le crochet
satisfait la règle de Leibniz (à droite)
[u, fv] = f [u, v] + (a(u) · f)v, (2.2)
pour tous u, v ∈ Γ(A) et f ∈ C∞(M).
Proposition 2.1.10 : Soit A = (A → M, a, [·, ·]) un algébroïde de Leibniz. Alors (voir
[KS10, lemme 2.5]) l’ancre a induit un morphisme d’algèbres de Leibniz au niveau des
modules de sections, c’est-à-dire
a
(
[u, v]
)
=
[
a(u), a(v)
]
,
pour tous u, v ∈ Γ(A), où à gauche on a le crochet de l’algébroïde de Leibniz et à droite
le crochet de Lie des champs des vecteurs.
Remarque 2.1.11 : Puisque l’on suppose dans tout le texte que les morphismes de brés
vectoriels sont par défaut de rang constant (voir les conventions), tous les algébroïdes de
Leibniz que nous considérons sont plus exactement des algébroïdes de Leibniz réguliers.
Exemple 2.1.12 : Un algébroïde de Leibniz au-dessus d’un point est une algèbre de
Leibniz.
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Exemple 2.1.13 : Un bré en algèbres de Leibniz est un algébroïde de Leibniz, d’ancre
nulle.
Exemple 2.1.14 : Soit M une variété et k un entier positif. Le bré vectoriel TM ⊕
ΛkT∨M → M est un algébroïde de Leibniz d’ancre la projection sur le premier facteur
pour le crochet déni par
[X ⊕ ω, Y ⊕ η] = [X, Y ]⊕LXη − ιY dω,
pour tous champs de vecteurs X, Y ∈ Γ(TM) et formes diérentielles ω, η ∈ Ωk(M)
(voir [BS11, section 2] et [Bar12, section 2.2]).
Exemple 2.1.15 : D’après [IdLMP99, théorème 3.7] à toute variété de Nambu-Poisson
[Tak94, section 2] est associé canoniquement un algébroïde de Leibniz.
Dénition 2.1.16 : Soit A = (A → M, aA, [·, ·]A) et B = (B → M, aB, [·, ·]B) deux
algébroïdes de Leibniz au-dessus de la même base. Un morphisme entreA etB, couvrant
l’identité, est la donnée d’un morphisme Φ : A → B entre les brés vectoriels A → M
et B →M couvrant l’identité et qui commute aux ancres et aux crochets au sens où
aA = aB ◦ Φ, (2.3)
Φ
(
[u, v]A
)
=
[
Φ(u),Φ(v)
]
B
, (2.4)
pour toutes sections u, v ∈ Γ(A). Dans le cas où Φ est un isomorphisme de brés vec-
toriels (respectivement automorphisme) on dira que Φ : A → B est un isomorphisme
d’algébroïdes de Leibniz (respectivement automorphisme) puisque Φ−1 est un morphisme
d’algébroïdes de Leibniz.
Dénition 2.1.17 : Soit M une variété. On notera AlgdLeibniz(M) la catégorie dont
les objets sont les algébroïdes de Leibniz réguliers de base M et les morphismes sont les
morphismes entre algébroïdes de Leibniz réguliers de base M et couvrant l’identité.
Proposition 2.1.18 : On a un foncteur oubli AlgdLie(M)→ AlgdLeibniz(M).
2.2 Algébroïdes de Courant
Informellement, un algébroïde de Courant est un algébroïde de Leibniz pour lequel
le défaut d’antisymétrie du crochet est contrôlé par un produit scalaire.
Dénition 2.2.1 : Soit E → M un bré vectoriel réel. Soit 〈·, ·〉 une section de la se-
conde puissance symétrique de E∨ → M . Ceci correspond à la donnée de formes bi-
linéaires symétriques 〈·, ·〉x sur chaque bre Ex, x ∈ M , de E → M , telle que l’ap-
plication x 7→ 〈·, ·〉x soit lisse ; ces applications s’assemblent en une application R-
bilinéaire 〈·, ·〉 : E × E → R qui a son tour induit une application C∞(M)-bilinéaire
〈·, ·〉 : Γ(E) × Γ(E) → C∞(M). Si 〈·, ·〉 est non dégénérée, on dira que 〈·, ·〉 est un
produit scalaire sur le bré vectoriel E → M (voir [GHV72, paragraphe 2.17, section 4,
chapitre 2], ou [Hus94, dénition 9.2, chapitre 3] pour une dénition équivalente).
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Étant donné un produit scalaire 〈·, ·〉 sur un bré vectorielE →M , on notera par un
bémol en exposant l’isomorphisme Υ : E → E∨ induit par le produit scalaire, et par un
dièse en exposant l’isomorphisme inverse Υ−1 : E∨ → E. On notera 〈·|·〉 : E∨ × E →
C∞(M) la dualité entre E∨ → M et E → M dénie par l’évaluation 〈ϕ|u〉 = ϕ(u).
Remarquons que 〈u, v〉 = 〈u[|v〉 d’une part, et 〈ϕ|u〉 = 〈ϕ], u〉 d’autre part, pour tous
u, v ∈ Γ(E) et ϕ ∈ Γ(E∨). Notons également que du fait que 〈·, ·〉 ne soit pas supposé
déni positif, nous ne disposons pas de décomposition orthogonale associée à un sous-
bré vectoriel de E →M .
Dénition 2.2.2 : Un algébroïde de Courant (à gauche) E = (E →M, a, [·, ·], 〈·, ·〉) est
la donnée d’un bré vectoriel E → M , d’une ancre a sur ce bré, d’un crochet [·, ·] R-
bilinéaire sur sesC∞(M)-modules Γ(E) de sections, et d’un produit scalaire surE →M ,
satisfaisant les trois relations
a(u) · 〈v, w〉 = 〈[u, v], w〉+ 〈v, [u,w]〉, (2.5)[
u, [v, w]
]
=
[
[u, v], w
]
+
[
v, [u,w]
]
, (2.6)
[u, v] + [v, u] = D〈u, v〉, (2.7)
pour tous u, v, w ∈ Γ(E), où D : C∞(M) → Γ(E) est la dérivation Υ−1 ◦ a∨ ◦ d et
a∨ : T∨M → E∨ l’application duale de l’ancre dénie par〈
a∨(α)
∣∣u〉 = 〈α∣∣a(u)〉,
pour tous α ∈ Γ(T∨M) et u ∈ Γ(E).
Dénition 2.2.3 : Un algébroïde de Courant est transitif lorsque son ancre est surjec-
tive.
Les algébroïdes de Courant transitifs ont été étudiés dans [Vai05], [Bre07] et [Š00].
Dénition 2.2.4 : Un algébroïde de Courant est régulier lorsque son ancre est de rang
constant.
Les algébroïdes de Courant réguliers ont été étudiés dans [CSX13].
Remarque 2.2.5 : Puisque l’on suppose dans tout le texte que les morphismes de brés
vectoriels sont par défaut de rang constant (voir les conventions), tous les algébroïdes
de Courant que nous considérons sont réguliers.
Dénition 2.2.6 : Soit E = (E → M, aE, [·, ·]E, 〈·, ·〉E) un algébroïde de Courant. On
notera −E l’algébroïde de Courant renversé (E →M, aE, [·, ·]E,−〈·, ·〉E)
Proposition 2.2.7 : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant. Alors
pour toute fonction f ∈ C∞(M) et toutes sections u, v ∈ Γ(E) on a les propriétés
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suivantes :
〈Df, u〉 = a(u) · f, (2.8)
[u, fv] = (a(u) · f)v + f [u, v], (2.9)
[fu, v] = 〈u, v〉Df − (a(v) · f)u+ f [u, v], (2.10)
[Df, u] = 0, (2.11)
[u,Df ] = D〈Df, u〉 = D (a(u) · f) , (2.12)
a
(
[u, v]
)
=
[
a(u), a(v)
]
, (2.13)
a ◦ D = 0, (2.14)
Γ
(
(Ker a)⊥
)
est localement engendré par ImD en tant que C∞(M)-module, (2.15)
(Ker a)⊥ ⊂ Ker a (2.16)
a ◦Υ−1 ◦ a∨ = 0. (2.17)
Preuve : Soit f ∈ C∞(M) et u, v, w ∈ Γ(E) quelconques.
(2.8) On a successivement
〈Df, u〉 = 〈Df [∣∣u〉 = 〈a∨(df)∣∣u〉 = 〈df ∣∣a(u)〉 = df(a(u)) = a(u) · f.
(2.9) D’après (2.5) on a
a(u) · 〈fv, w〉 = 〈[u, fv], w〉+ f〈v, [u,w]〉,
et puisque les champs de vecteurs sont des dérivations de l’algèbre des fonctions,
on a
a(u) · (f〈v, w〉) = (a(u) · f)〈v, w〉+ fa(u) · 〈v, w〉
=
〈
(a(u) · f)v + f [u, v], w〉+ f〈v, [u,w]〉.
En combinant les deux relations on obtient le résultat escompté.
(2.10) En utilisant (2.9) et (2.7) plusieurs fois on obtient
[fu, v] = D〈fu, v〉 − [v, fu]
= D (f〈u, v〉)− (a(v) · f)u− f [u, v]
= 〈u, v〉Df + fD〈u, v〉 − (a(v) · f)u− f [v, u]
= 〈u, v〉Df + f [u, v]− (a(v) · f)u.
(2.11) Posons Lod(u, v, w) =
[
u, [v, w]
]− [[u, v], w]− [v, [u,w]]. On a
Lod(u, v, w) + Lod(v, u, w) = −[[u, v] + [v, u], w] = −[D〈u, v〉, w],
et on sait que le membre de gauche est nul d’après l’identité (2.6). Maintenant pour
toute fonction f on peut écrire :
f =
〈
ϕ,
f
〈ϕ, ϕ〉ϕ
〉
, (2.18)
avec ϕ une section non nulle de E → M . Donc on obtient l’égalité pour toute
fonction lisse.
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(2.12) La relation (2.7) donne [u,Df ] + [Df, u] = D〈Df, u〉 ; on obtient le résultat par
(2.11).
(2.13) On a successivement
a(u) · (a(v) · f) = a(u) · 〈Df, v〉
=
〈
[u,Df ], v
〉
+
〈
Df, [u, v]
〉
=
〈
[u,Df ], v
〉
+ a
(
[u, v]
) · f
=
〈
D
(
a(u) · f), v〉+ a([u, v]) · f
= a(v) · (a(u) · f)+ a([u, v]) · f.
(2.14) En utilisant (2.10) on a
a
(
[fu, v]
)
= fa
(
[u, v]
)− (a(v) · f)a(u) + 〈u, v〉a(Df),
puis en appliquant (2.13) des deux côtés on obtient[
fa(u), a(v)
]
= f
[
a(u), a(v)
]− (a(v) · f)a(u) + 〈u, v〉a(Df).
Or le membre de gauche est égal à f
[
a(u), a(v)
] − (a(v) · f)a(u), ce qui permet
d’obtenir le résultat.
(2.15) D’après [Gre75, chapitre 2, section 5, proposition 3] on a
(Ker a)⊥ ∼= Υ−1 Ann(Ker a) ∼= Υ−1(Im a∨),
et Γ(T∨M) est engendré par Imd en tant que C∞(M)-module (puisque toute 1-
forme diérentielle s’écrit localement comme une combinaison C∞(M)-linéaire
de dx1, . . . ,dxn, avec (x1, . . . , xn) des coordonnées locales sur M ).
(2.16) D’après la propriété (2.15) puis (2.8) on obtient que le bré vectoriel (Ker a)⊥ →M
est un sous-bré vectoriel de Ker a → M , c’est-à-dire Ker a → M est coisotrope
pour 〈·, ·〉.
(2.17) Pour tout α ∈ Γ(E∨) et f ∈ C∞(M) on a〈
Υ−1a∨(α),Df
〉
=
〈
α
∣∣ a(Df)〉 = 0,
donc Υ−1a∨(α) ∈ (Ker a)⊥. Or d’après (2.8) et (2.14) on a (Ker a)⊥ ⊂ Ker a. Par
conséquent a ◦Υ−1 ◦ a∨ = 0.
La preuve de la relation (2.13) a été donnée dans [Uch02] pour la première fois. On
trouvera une partie de la preuve de la proposition précédente dans [Vai05, proposition
1.2], voir également [KS13] pour un historique de la notion d’algébroïde de Courant et
de la preuve de ces propriétés.
Remarque 2.2.8 : Un algébroïde de Courant est un algébroïde de Leibniz. En eet, la
relation (2.6) signie que Γ(E) est une algèbre de Leibniz, puis d’après la proposition
précédente, la règle de Leibniz (à droite) est satisfaite (relation (2.9)).
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Remarque 2.2.9 : Les propriétés (2.9) et (2.10) signient que le crochet d’un algébroïde
de Courant n’est pas C∞(M)-linéaire en général, mais satisfait à la place une règle de
Leibniz à droite (2.9) et à gauche (2.10), diérentes. Ces deux règles auraient été interver-
ties si on avait pris un algébroïde de Leibniz à droite dans la dénition d’algébroïde de
Courant.
Remarque 2.2.10 : Dans la dénition d’algébroïde de Courant énoncée ci-dessus, le
produit scalaire est non dégénéré, en particulier il ne peut pas être identiquement nul.
Par conséquent, dans ce cadre, on ne peut pas considérer les algébroïdes de Lie comme
un cas particulier des algébroïdes de Courant. Quand bien même on autoriserait dans la
dénition un produit scalaire identiquement nul, la relation (2.8) impliquerait que l’ancre
soit identiquement nulle, or il existe des algébroïdes de Lie d’ancre non identiquement
nulle, par exemple l’algébroïde canonique TM sur une variété M 6= ∅ (voir exemple
1.2.4).
Remarque 2.2.11 : Il est possible d’adapter l’exemple 2.1.4 aux algébroïdes de Cou-
rant. Il s’agit alors de présenter le crochet d’un algébroïde de Courant comme crochet
dérivé, voir [AX07, section 1] pour une exposition utilisant la géométrie diérentielle et
[Roy02a, théorème 4.5] pour une exposition utilisant la géométrie diérentielle graduée.
Dans le cadre de la géométrie diérentielle usuelle, la diérentielle de l’exemple 2.1.4 est
remplacée par un opérateur de Dirac générateur D (voir [AX07, section 1.2]) et dans le
cadre de la géométrie diérentielle graduée, elle est remplacée par la diérentielle {Q, ·}
où Q un champ de vecteur cohomologique et {·, ·} un crochet de Poisson gradué (voir
[Roy02a]).
On peut également dénir les algébroïdes de Courant avec un crochet antisymétrique
([RW98, dénition 3.2], [Vai05, dénition 1.6]) ; nous montrerons plus loin l’équivalence
des deux dénitions.
Dénition 2.2.12 : Un algébroïde de Courant E = (E →M, a, J·, ·K, 〈·, ·〉) est la donnée
d’un bré vectoriel E → M , d’une ancre a sur ce bré, d’un crochet R-bilinéaire J·, ·K
antisymétrique sur sesC∞(M)-modules Γ(E) de sections locales, et d’un produit scalaire
〈·, ·〉 satisfaisant les deux relations
Jac(u, v, w) = −2
3
D
[
Nij(u, v, w)
]
, (2.19)
a(u) · 〈v, w〉 =
〈Ju, vK+ 1
2
D〈u, v〉, w
〉
+
〈
v, Ju,wK+ 1
2
D〈u,w〉
〉
, (2.20)
où les quantités Jac (appelée Jacobiateur) et Nij (appelée fonction de Nijenhuis) sont dé-
nies par
Jac(u, v, w) =
qJu, vK, wy+ qJw, uK, vy+ qJv, wK, uy, (2.21)
Nij(u, v, w) =
〈Ju, vK, w〉+ 〈Jw, uK, v〉+ 〈Jv, wK, u〉, (2.22)
pour tous u, v, w ∈ Γ(E), et où D : C∞(M) → Γ(E) est la dérivation Υ−1 ◦ a∨ ◦ d et
a∨ : T∨M → E∨ l’application duale de l’ancre dénie par〈
a∨(α)
∣∣u〉 = 〈α∣∣a(u)〉,
pour tous α ∈ Γ(T∨M) et u ∈ Γ(E).
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Remarque 2.2.13 : Dans la dénition 2.2.2, le crochet [·, ·] est dit de type Dorfman, alors
que dans la dénition 2.2.12, le crochet J·, ·K est dit de type Courant, pour des raisons
historiques.
Remarque 2.2.14 : La relation (2.19) est appelée identité de Jacobi homotopique.
Proposition 2.2.15 : Les deux dénitions 2.2.2 et 2.2.12 sont équivalentes.
Preuve : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant, au sens de la dé-
nition 2.2.2. On pose Ju, vK = [u, v]− 1
2
D〈u, v〉, (2.23)
pour tous u, v ∈ Γ(E). Ce crochet est bien antisymétrique d’après (2.7). On en dé-
duit directement (2.20) à partir de (2.5) ; reste à montrer (2.19). Posons Lod(u, v, w) =
[u, [v, w]]− [[u, v], w]− [v, [u,w]]. On a alors que
Lod(u, v, w) = Jac(u, v, w) +
1
2
D〈u, Jv, wK〉+ 1
2
Ju,D〈v, w〉K+ 1
4
D (a(u) · 〈v, w〉)
− 1
2
D〈w, Ju, vK〉 − 1
2
Jw,D〈u, v〉K− 1
4
D (a(w) · 〈u, v〉)
− 1
2
D〈v, Ju,wK〉+ 1
2
Jv,D〈u,w〉K− 1
4
D (a(v) · 〈u,w〉) ,
(2.24)
pour tous u, v, w ∈ Γ(E). Remarquons alors que la propriété (2.12) pour le crochet [·, ·]
implique pour le nouveau crochet J·, ·K que
Ju,DfK = 1
2
D〈Df, u〉 = 1
2
D
(
a(u) · f),
pour tous f ∈ C∞(M) et u ∈ Γ(E). Par conséquent, en sommant l’égalité (2.24) tout en
eectuant des permutations circulaires on obtient
Lod(u, v, w) + Lod(w, u, v) + Lod(v, w, u)
= 3 Jac(u, v, w) +
1
2
D
〈
u, Jv, wK〉+ 1
2
D
〈
v, Jw, uK〉+ 1
2
D
〈
w, Ju, vK〉,
(2.25)
or Lod = 0 d’après la relation (2.6) de la dénition 2.2.2, d’où nalement
Jac(u, v, w) = −2
3
D
[
Nij(u, v, w)
]
,
pour tous u, v, w ∈ Γ(E).
Réciproquement, soit E = (E →M, a, J·, ·K, 〈·, ·〉) un algébroïde de Courant, au sens
de la dénition 2.2.12. On pose
[u, v] = Ju, vK+ 1
2
D〈u, v〉,
pour tous u, v ∈ Γ(E). Alors on obtient directement la relation (2.5) à partir de (2.20).
Puis d’après (2.25) et (2.19) on obtient la relation (2.6). Enn la relation (2.7) découle
directement de la dénition de [·, ·].
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Dans la proposition ci-dessous, on reformule les relations qui avaient été établies
dans la proposition 2.2.7, mais cette fois-ci dans le cadre de la dénition 2.2.12.
Proposition 2.2.16 : Soit E = (E →M, a, J·, ·K, 〈·, ·〉) un algébroïde de Courant. Alors
pour toute fonction f ∈ C∞(M) et toutes sections u, v ∈ Γ(E) on a les propriétés
suivantes :
〈Df, u〉 = a(u) · f, (2.26)
Ju, fvK = (a(u) · f)v + fJu, vK− 1
2
〈u, v〉Df, (2.27)
Jfu, vK = 1
2
〈u, v〉Df − (a(v) · f)u+ fJu, vK, (2.28)JDf, uK = −D〈Df, u〉 = −D(a(u) · f), (2.29)Ju,DfK = D〈Df, u〉 = D(a(u) · f), (2.30)
a
(Ju, vK) = [a(u), a(v)] (2.31)
a ◦ D = 0, (2.32)
Γ
(
(Ker a)⊥
)
est localement engendré par ImD en tant que C∞(M)-module, (2.33)
a ◦Υ−1 ◦ a∨ = 0. (2.34)
Les lemmes suivants signient que le crochet d’un algébroïde de Courant est une
opération locale.
Lemme 2.2.17 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Leibniz et soit U un
ouvert de M . Soit v ∈ Γ(E) telle que v|U = 0. Alors [u, v]|U = 0 pour toute section
u ∈ Γ(E).
Preuve : Soit x ∈ U . Il existe une fonction lisse f ∈ C∞(M) (appelée fonction plateau,
voir [Lee13, proposition 2.25]) dont le support est contenu dans U et telle que f(x) = 1.
La section fv de E → M s’annule en tout point puisque v s’annule sur U tandis que f
s’annule en dehors de U . D’après (2.9) on a
0 = [u, fv] =
(
a(u) · f)v + f [u, v],
d’où l’on déduit
[u, v]x = −
(
a(u) · f)vx = 0,
puisque par hypothèse vx = 0.
Lemme 2.2.18 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant et soit U
un ouvert de M . Soit u ∈ Γ(E) telle que u|U = 0. Alors [u, v]|U = 0 pour toute section
v ∈ Γ(E).
Preuve : On procède comme dans la preuve de 2.2.17. Soit x ∈ U . Il existe une fonc-
tion lisse f ∈ C∞(M) (appelée fonction plateau, voir [Lee13, proposition 2.25]) dont le
support est contenu dans U et telle que f(x) = 1. La section fu de E →M s’annule en
tout point puisque u s’annule sur U tandis que f s’annule en dehors de U . D’après (2.10)
on a
0 = [fu, v] = 〈u, v〉Df − (a(v) · f)u+ f [u, v],
38 Chapitre 2. Algébroïdes de Courant
d’où l’on déduit
[u, v]x =
(
a(v) · f)ux − 〈ux, vx〉Dfx = 0,
puisque par hypothèse ux = 0.
Les deux lemmes précédents permettent d’obtenir facilement la proposition suivante.
Proposition 2.2.19 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant et soit
U un ouvert de M . Soit u, u′ ∈ Γ(E) telles que u|U = u′|U . Alors [u, v]|U = [u′, v]|U et
[v, u]|U = [v, u′]|U pour toute section v ∈ Γ(E).
2.3 Exemples d’algébroïdes de Courant
Exemple 2.3.1 : Un algébroïde de Courant de base un point s’identie à une algèbre de
Lie quadratique.
Exemple 2.3.2 : Un bré E →M en algèbres de Lie quadratiques est un algébroïde de
Courant, dont l’ancre est nulle. En eet, le crochet de Lie [·, ·]g dont est équipé une bre
type g induit un crochet de Lie au niveau des sections déni par [u, v]x = [ux, vx]g, pour
tous u, v ∈ Γ(E) et x ∈M . Ce crochet est C∞(M)-bilinéaire puisque
[fu, v]x =
[
f(x)ux, vx
]
g
= f(x)[ux, vx]g =
(
f [u, v]
)
x
,
pour u, v ∈ Γ(A), f ∈ C∞(M) et x ∈ M . Le produit scalaire 〈·, ·〉g dont est muni
une bre type g induit un produit scalaire au niveau des sections déni par 〈u, v〉x =
〈ux, vx〉g, pour tous u, v ∈ Γ(E) et x ∈M . L’ancre est nulle d’après (2.2) et D = 0. Enn
la relation (2.5) est vériée par dénition d’une algèbre de Lie quadratique, voir (1.2.12) ;
(2.7) est également satisfaite. On obtient alors une structure d’algébroïde de Courant,
d’ancre nulle.
Le lemme suivant établit la réciproque de l’exemple précédent.
Lemme 2.3.3 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant d’ancre a
nulle. Alors E est un bré en algèbres de Lie quadratiques.
Preuve : L’ancre étant nulle, D = 0 et [·, ·] est C∞(M)-bilinéaire d’après (2.2) et (1.2).
De manière similaire à la preuve du lemme 1.2.3, on peut équiper chaque bre Ex d’une
structure d’algèbre de Lie, qui est quadratique d’après (2.5).
Remarque 2.3.4 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant. D’après
(2.13), Ker a → M est un sous-bré vectoriel de A → M , stable pour [·, ·]. Par consé-
quent, l’ancre, le crochet et le produit scalaire sur A → M restreints à Ker a → M
confèrent à ce bré vectoriel une structure de bré en algèbres de Lie quadratiques, qui
d’après l’exemple 2.3.2 est une structure d’algébroïde de Courant.
Exemple 2.3.5 : Soit g une algèbre de Lie quadratique agissant sur une variété M à
travers le morphisme d’algèbres de Lie ξ ∈ g 7→ Xξ ∈ Γ(TM). Supposons que les
algèbres stabilisatrices de l’action, dénies par {ξ ∈ g : LXξY = 0, pour tout Y ∈
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Γ(TM)}, soient coisotropes (relativement au produit scalaire sur g). Alors le bré vec-
toriel M × g→ M peut être équipé d’une structure d’algébroïde de Courant au-dessus
de M , voir [LBM09, exemple 2.14 et section 4].
2.3.1 Algébroïdes de Courant exacts
Dénition 2.3.6 : Un algébroïde de Courant E = (E → M, a, [·, ·], 〈·, ·〉) est dit exact
(voir [Š00]) si il est transitif (voir dénition 2.2.3) et si de plus le bré vectoriel E →M
s’insère dans la suite exacte courte
0 −→ T∨M a∨−→ E∨ ∼= E a−→ TM −→ 0, (2.35)
où l’isomorphisme de brés vectoriels du milieu est Υ−1, induit par le produit scalaire
sur E →M .
La classication des algébroïdes de Courant exacts a été esquissée dans [Š00]. Nous
détaillons ci-après le théorème de structure des algébroïdes de Courant exacts, ce théo-
rème étant fondateur pour la géométrie complexe généralisée [Gua11] et à l’origine éga-
lement de la notion de dissection d’un algébroïde de Courant régulier [CSX13, section
1.3] que l’on utilisera plus loin (voir la section 3.1 du chapitre 3).
Théorème 2.3.7 : Soit E = (E →M, aE, [·, ·]E, 〈·, ·〉E) un algébroïde de Courant exact.
Il existe un scindement de (2.35), donnant un isomorphisme de brés vectoriels E ∼=
TM ⊕ T∨M , et il existe une 3-forme d-fermée H , telle que la structure d’algébroïde
de Courant sur E → M soit transportée sur TM ⊕ T∨M → M par l’isomorphisme
précédent selon
a(X ⊕ α) = X,
〈X ⊕ α, Y ⊕ β〉 = α(Y ) + β(X),
[X ⊕ α, Y ⊕ β] = [X, Y ]⊕LXβ − ιY (dα) + ιY ιXH,
pour tous X ∈ Γ(TM) et α ∈ Ω1(M) ; avec D = 0 ⊕ d. On appellera l’algébroïde de
Courant résultant de ce transport l’algébroïde de Courant exact surM associé à la 3-forme
H ; on le notera EM [H].
Preuve : D’après [Hus94, chapitre 3, théorème 9.6], la suite exacte courte de brés vecto-
riels (2.35) est scindée : il existe un morphisme de brés ε0 : TM → E tel que aE◦ε0 = Id
(appelée connexion dans [Š00]). De plus on peut toujours choisir un scindement isotrope
ε, c’est-à-dire tel que 〈
ε(X), ε(Y )
〉
E
= 0,
pour tous X, Y ∈ Γ(TM) ; pour cela on pose φ : TM → T∨M dénie par φ(X)(Y ) =〈
ε0(X), ε0(Y )
〉
E
puis ε(X) = ε0(X) − 12
(
a∨Eφ(X)
)]. Ce scindement permet d’obtenir
l’isomorphisme de brés vectoriels E ∼= ε(TM) ⊕ a∨E(T∨M)]. L’ancre a sur TM ⊕
T∨M →M est alors donnée pour tous X ∈ Γ(TM) et α ∈ Ω1(M) par
a(X ⊕ α) = aE
(
ε(X)⊕ a∨E(α)]
)
= X,
et le produit scalaire par
〈X ⊕ α, Y ⊕ β〉 = 〈ε(X)⊕ a∨E(α)], ε(Y )⊕ a∨E(β)]〉E = β(X) + α(Y ),
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en utilisant le caractère isotrope du scindement ε et (2.14). Le crochet est donné pour
tous X ∈ Γ(TM) et α ∈ Ω1(M) par
[X ⊕ α, Y ⊕ β] = [ε(X)⊕ a∨E(α)], ε(Y )⊕ a∨E(β)]]E
=
[
ε(X), ε(Y )
]
E
+
[
a∨E(α), ε(Y )
]
E
+
[
ε(X), a∨E(β)
]
E
.
En eet, on remarque en appliquant aE que le terme
[
a∨E(α)
], a∨E(β)
]
]
E
∈ Ω1(M), et
pour tout Z ∈ Γ(TM) on a[
a∨E(α)
], a∨E(β)
]
]
E
(Z) =
〈[
a∨E(α)
], a∨E(β)
]
]
E
, ε(Z)
〉
E
= aE
(
(Υ−1 ◦ a∨E)(α)
) · 〈a∨E(β)], ε(Z)〉− 〈α ∣∣∣ aE[a∨E(β)], ε(Z)]E〉
= 0.
A présent il faut calculer les trois termes restants. Pour le troisième terme on a
aE
([
ε(X), a∨E(β)
]
]
E
)
= 0 donc
[
ε(X), a∨E(β)
]
]
E
∈ Ω1(M) et on calcule en utilisant
(2.5), que pour tout X,Z ∈ Γ(TM) et β ∈ Ω1(M), on a[
ε(X), a∨E(β)
]
]
E
(Z) =
〈[
ε(X), a∨E(β)
]
]
E
, ε(Z)
〉
E
= ιZLXβ.
Pour le second terme, on a de manière similaire que
[
a∨E(α)
], ε(Y )
]
E
= −ιY dα. Pour le
premier terme on a aE
(
[ε(X), ε(Y )]E
)
= [X, Y ] ∈ Γ(TM), il reste donc à calculer sa
projection sur T∨M →M . Posons
H(X, Y ) = prT∨M
[
ε(X), ε(Y )
]
E
∈ Ω1(M),
pour tousX, Y ∈ Γ(TM). En utilisant (2.17) et l’isotropie on montre queH estC∞(M,R)-
bilinéaire et antisymétrique en X et Y . De plus
H(X, Y )(Z) =
〈
[ε(X), ε(Y )]E, ε(Z)
〉
E
= aE
(
ε(X)
) · 〈ε(X), ε(Y )〉
E
− 〈ε(Y ), [ε(X), ε(Z)]E〉E
= −H(X,Z)(Y ),
et Z ∈ Γ(TM) 7→ H(X, Y )(Z) est bien C∞(M)-linéaire en Z pour X et Y ∈ Γ(TM)
xés ; donc H dénit une 3-forme sur M (encore notée H). Ainsi
[
ε(X), ε(Y )
]
E
=
ε
(
[X, Y ]
)
+ ιY ιYH . Il reste à montrer que l’ancre, le produit scalaire et le crochet sa-
tisfont tous les axiomes de la dénition d’algébroïde de Courant. Pour ce faire il faut
utiliser les identités
[LX ,LY ] =L[X,Y ], [LX , ιY ] = ι[X,Y ], [ιX ,d] =LX ,
[LX ,d] = 0, [d,d] = 0, [ιX , ιY ] = 0,
pour le commutateur gradué des dérivations sur l’algèbre Z-graduée des formes dié-
rentielles, ainsi que l’expression de la dérivée extérieure d’une 1-forme α sur M :
dα(X, Y ) = X · α(Y )− Y · α(X)− α([X, Y ]).
L’identité de Leibniz (2.1) est satisfaite si et seulement si H est d-fermée.
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Au cours de la preuve précédente, nous avons établi la proposition suivante, en utili-
sant les relations vériées par le triplet de Cartan associé à l’algébroïde de Lie canonique
TM sur une variété M (voir dénition 1.4.9 et théorème 1.4.7).
Proposition 2.3.8 : Soit M une variété. Toute 3-forme diérentielle H sur une variété
M d-fermée équipe le bré vectoriel TM ⊕T∨M →M d’une structure d’algébroïde de
Courant donnée par
a(X ⊕ α) = X,
〈X ⊕ α, Y ⊕ β〉 = α(Y ) + β(X),
[X ⊕ α, Y ⊕ β] = [X, Y ]⊕LXβ − ιY (dα) + ιY ιXH,
pour tous X ∈ Γ(TM) et α ∈ Ω1(M) ; avec D = 0⊕ d.
Proposition 2.3.9 : Soit E = (E →M, aE, [·, ·]E, 〈·, ·〉E) un algébroïde de Courant
exact. Soit ε et ε′ deux scindements isotropes de la suite exacte courte de brés vec-
toriels (2.35), ainsi que H et H ′ les 3-formes diérentielles associés à ces scindements,
et dont l’existence est assurée par le théorème précédent. Alors B = ε− ε′ ∈ Ω2(M) et
H −H ′ = dB. Par conséquent la classe de cohomologie [H] ∈ H3(M) ne dépend pas
du choix de scindement (sous-entendu isotrope) pour (2.35) ; [H] est appelée la classe de
Ševera de E.
Preuve : Puisque aE ◦ (ε− ε′) = 0 il vient que B = ε− ε′ : TM → T∨M . Remarquons
que
〈
B(X), B(X)
〉
E
= 0 car B(X) ∈ Γ(T∨M) et donc 〈ε(X), ε′(X)〉
E
= 0 ; par
conséquent B est une 2-forme sur M car pour tout X ∈ Γ(TM)
B(X)(X) = (ε− ε′)(X)(X)
=
〈
(ε− ε′)(X), ε(X)〉
E
= −〈ε′(X), ε(X)〉
E
= 0.
Le changement de scindement laisse invariants l’ancre ainsi que le produit scalaire au
sens où
aE
(
ε′(X)
)
= aE
(
ε(X)
)
,〈
ε′(X), ε′(Y )
〉
E
=
〈
ε(X), ε(Y )
〉
E
,
pour tous X, Y ∈ Γ(TM). Reste à comprendre comment change le crochet et donc la
3-forme diérentielle H . Pour tout X ∈ Γ(TM) écrivons que ε′(X) = ε(X) − B(X),
on calcule alors que[
ε′(X), ε′(Y )
]
E
=
[
ε(X)−B(X), ε(Y )−B(Y )]
E
=
[
ε(X), ε(Y )
]
E
− [ε(X), B(Y )]
E
− [B(X), ε(Y )]
E
= ε
(
[X, Y ]
)⊕ ιY ιXH −LX(B(Y ))+ ιY d(B(X))
= ε
(
[X, Y ]
)⊕ ιY ιXH − ιY ιXdB − ι[X,Y ]B
= ε′
(
[X, Y ]
)
+ ιY ιX(H − dB).
Par conséquent eectuer un changement de scindement isotrope revient à changer H
en H − dB avec B ∈ Ω2(M).
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Remarque 2.3.10 : Soit M une variété et soit EM [H] l’algébroïde de Courant exact sur
M associé à H ∈ Ω3(M) (voir théorème 2.3.7). Le crochet de Dorfman de EM [H] est
donné pour tous X , Y ∈ Γ(TM) et tous α, β ∈ Ω1(M) par
[X ⊕ α, Y ⊕ β] = [X, Y ]⊕LXβ − ιY (dα) + ιY ιXH,
tandis que le crochet de Courant de EM [H] est donné par
JX ⊕ α, Y ⊕ βK = [X, Y ]⊕LXβ −LY α− 1
2
d
(
ιXβ − ιY α
)
+ ιY ιXH,
pour tous X , Y ∈ Γ(TM) et α, β ∈ Ω1(M).
Exemple 2.3.11 : Soit A = (A → M, aA, [·, ·]A) un algébroïde de Lie. Alors on a une
structure d’algébroïde de Courant sur le bré A⊕ A∨ →M donnée par
a(u⊕ α) = aA(u),
〈u⊕ α, v ⊕ β〉 = α(v) + β(u),
[u⊕ α, v ⊕ β] = [u, v]A ⊕Luβ − ιv(dα),
pour tous u, v ∈ Γ(A), α, β ∈ Ω1(A) ; et D = 0 ⊕ d. On peut également « tordre » le
crochet par une 3-forme diérentielle H surA qui est d-fermée, le crochet devient alors
[u⊕ α, v ⊕ β] = [u, v]A ⊕Luβ − ιv(dα) + ιvιuH.
On remarque en particulier que lorsque A est l’algébroïde de Lie canonique TM associé
à une variété M (exemple 1.2.4), cette construction redonne la structure d’algébroïde de
Courant exact sur TM ⊕ T∨M →M associée à H ∈ Ω3(TM) = Ω3(M).
2.3.2 Bigébroïdes de Lie
Dénition 2.3.12 : Soit A = (A → M, aA, [·, ·]A) et B = (B → M, aB, [·, ·]B) deux
algébroïdes de Lie tels que les brés vectoriels A→M et B →M soient en dualité par
une forme bilinéaire non dégénérée 〈〈·, ·〉〉 : Γ(A)×Γ(B)→ C∞(M). On dispose alors de
deux isomorphismes de brés vectoriels, dénis au niveau des sections par ΥA : Γ(A)→
Γ(B∨), u 7→ 〈〈u, ·〉〉 et ΥB : Γ(B)→ Γ(A∨), v 7→ 〈〈·, v〉〉. Notons dA (respectivement dB)
la dérivée extérieure deA (respectivementB) et δA = Λ•Υ−1B ◦dA◦Λ•ΥB . On dit que ces
deux algébroïdes de Lie forme un bigébroïde de Lie [LWX97, dénition 2.4] si la relation
de compatibilité
δA[ξ, η]B =
[
δAξ, η
]
B
+ (−1)k−1[ξ, δAη]B, (2.36)
est satisfaite pour tous ξ ∈ Γ(ΛkB) et η ∈ Γ(Λ•B). Autrement dit, δA est une dérivation
de l’algèbre Γ(Λ•B) pour le crochet de Schouten-Nijenhuis (voir section 1.7). La condi-
tion ci-dessus est symétrique ; on aurait pu demander que δB = Λ•Υ−1A ◦dB ◦Λ•ΥA soit
une dérivation de Γ(Λ•A) (voir [MX94, théorème 3.10] et [KS95, proposition 3.3]). On
notera ce bigébroïde de Lie (A,B, 〈〈·, ·〉〉) ou simplement (A,B) dans le cas où la forme
bilinéaire est naturelle.
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Exemple 2.3.13 : Soit (A,B, 〈〈·, ·〉〉) un bigébroïde de Lie, avecA = (A→M, aA, [·, ·]A)
et B = (B → M, aB, [·, ·]B). Le bré vectoriel A ⊕ B → M admet une structure
d’algébroïde de Courant donnée par
a(u⊕ α) = aA(u) + aB(α),
〈u⊕ α, v ⊕ β〉 = 〈〈α, v〉〉+ 〈〈β, u〉〉,
[u⊕ α, v ⊕ β] = [u, v]A +LBα v − ιBβ (dBu)⊕ [α, β]B +LAu β − ιAv (dAα),
pour tous u, v ∈ Γ(A) et α, β ∈ Γ(B) ; et D = dA ⊕ dB . Cette construction est appelée
le double d’un bigébroïde de Lie ([LWX97, théorème 2.5]).
Exemple 2.3.14 : Une bigèbre de Lie [LGPV13, dénition 11.17] est un cas particulier
de l’exemple 2.3.13. Soit (g, [·, ·]g) une bigèbre de Lie (donc un algébroïde de Lie sur un
point) ; (g∨, [·, ·]g∨) est donc également une algèbre de Lie. La condition (2.36) est satis-
faite (voir [LGPV13, équation 11.24]). On obtient une structure d’algébroïde de Courant
sur g⊕g∨ (sur un point), qui n’est autre que le triplet de Manin associé à g (voir [LGPV13,
proposition 11.28]). Ainsi g ⊕ g∨ est une algèbre de Lie quadratique dont le crochet est
donné par
[x⊕ ξ, y ⊕ η] = [x, y]g + ad∗ξ(y)− ad∗η(x)⊕ [ξ, η]g∨ + ad∗x(η)− ad∗y(ξ),
où ad∗x(η) = − ad∨x (η) = Lxη (voir dénition 1.4.5) et similairement pour ad∗η(x), et le
produit scalaire par 〈x ⊕ ξ, y ⊕ η〉 = ξ(y) + η(x), pour tous x, y ∈ g et ξ, η ∈ g∨. Voir
également [Roy99, section 2.1].
Exemple 2.3.15 : SoitA = (A→M, a, [·, ·]) un algébroïde de Lie et considéronsA∨ →
M le bré vectoriel dual, muni de la structure d’algébroïde de Lie triviale, c’est-à-dire
d’ancre et de crochet nuls. Dans ce cas l’exemple 2.3.13 redonne l’algébroïde de Courant
de l’exemple 2.3.11. Dans le cas où A est l’algébroïde de Lie TM associé à une variété M
(exemple 1.2.4), on retrouve l’algébroïde de Courant exact sur M avec H = 0 (voir le
théorème 2.3.7).
Exemple 2.3.16 : Soit (M,pi) une variété de Poisson et considérons l’algébroïde de Lie
PM [pi] associé (exemple 1.2.5). La diérentielle de l’algébroïde de Lie est la diérentielle
de Lichnerowicz-Poisson dpi = [pi, ·]SN pour le crochet de Schouten-Nijenhuis [·, ·]SN sur
Γ(Λ•TM). Alors cet algébroïde de Lie avec l’algébroïde de Lie canonique TM forment
un bigébroïde de Lie. En eet en utilisant l’identité de Jacobi graduée on a
dpi[ξ, η]SN = −
[
pi, [ξ, η]SN
]
SN
= −[[pi, ξ]SN, η]SN − (−1)k−1[ξ, [pi, η]SN]SN
= [dpiξ, η]SN + (−1)k−1[ξ, dpiη]SN,
pour tous ξ ∈ Γ(ΛkTM) et η ∈ Γ(Λ•TM).
Exemple 2.3.17 : A toute variété de Poisson-Nijenhuis (voir [KSM90, dénition 4.1])
correspond un bigébroïde de Lie [KS96b, proposition 3.2], que l’on peut doubler d’après
l’exemple 2.3.13 pour obtenir un algébroïde de Courant.
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Remarque 2.3.18 : Il existe une obstruction pour qu’un algébroïde de Courant donné
provienne d’un bigébroïde de Lie doublé au sens de l’exemple 2.3.13, il s’agit de la classe
modulaire apparue dans [SX08], généralisation de la classe modulaire en géométrie de
Poisson (voir [KS08] pour une vue générale de cette notion).
Remarque 2.3.19 : Il est possible de « tordre » un bigébroïde de Lie (A,B, 〈〈·, ·〉〉) en un
certain sens, on obtient alors la notion générale de proto-bigébroïde de Lie (voir [KS05,
section 1.5]). Il existe une construction similaire à celle de l’exemple 2.3.13 appelée double
d’un proto-bigébroïde de Lie, dont le résultat est un algébroïde de Courant [KS05, section
3.2].
2.4 Produit cartésien d’algébroïdes de Courant
Dans la section 2.6 sur les morphismes entre algébroïdes de Courant nous aurons
besoin d’une notion de produit cartésien, donnée par la proposition suivante.
Proposition 2.4.1 : Considérons deux algébroïdes de Courant
E =
(
E →M, aE, [·, ·]E, 〈·, ·〉E
)
et F =
(
F → N, aF , [·, ·]F , 〈·, ·〉F
)
.
Le bré vectoriel produit E × F → M × N est muni d’une structure d’algébroïde de
Courant canonique, où l’ancre a et le produit scalaire 〈·, ·〉 sont obtenus en imposant la
C∞(M×N)-linéarité et le crochet [·, ·] est obtenu en imposant les règles de Leibniz (2.10)
et (2.9) pour les fonctions de C∞(M×N), puisque Γ(E×F ) est un C∞(M×N)-module.
L’algébroïde de Courant qui résulte de cette construction est appelé produit cartésien de
E et F et noté E× F.
Preuve : Rappelons que, d’après les propriétés universelles de la somme de Whitney et
du produit cartésien de brés vectoriels, le bré vectoriel produit E × F →M ×N est
isomorphe au bré vectoriel pr!M E ⊕ pr!N F → M × N , où prM (respectivement prN )
désigne la projection M × N → M (respectivement M × N → N ). Par conséquent
une section du produit cartésien s’écrit comme une combinaison C∞(M ×N)-linéaire à
support ni de termes de la forme pr!M u⊕pr!N v, avec u ∈ Γ(E) et v ∈ Γ(F ). On dispose
également de l’isomorphisme de brés vectoriels T (M × N) ∼= pr!M TM ⊕ pr!N TN
(voir [GHV72, paragraphe 3.7, section 1, chapitre 3]). On dénit l’ancre a : E × F →
T (M ×N) du produit cartésien sur les sections par
a
(
pr!M u⊕ pr!N v
)
= pr!M aE(u)⊕ pr!N aF (v) ∈ Γ
(
T (M ×N)),
que l’on étend à tout Γ(E × F ) en imposant la C∞(M × N)-linéarité (en particulier, a
est C∞(M)-linéaire et C∞(N)-linéaire). Le produit scalaire 〈·, ·〉 du produit cartésien est
déni sur les sections par〈
pr!M u⊕ pr!N v, pr!M u′ ⊕ pr!N v′
〉
= 〈u, u′〉E + 〈v, v′〉F ∈ C∞(M ×N),
que l’on étend à tout Γ(E×F ) en imposant la C∞(M×N)-linéarité (en particulier, 〈·, ·〉
est C∞(M)-linéaire et C∞(N)-linéaire). Le crochet [·, ·] du produit cartésien est déni
par [
pr!M u⊕ pr!N v, pr!M u′ ⊕ pr!N v′
]
= pr!M [u, u
′]E ⊕ pr!N [v, v′]F ∈ Γ(E × F ),
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que l’on étend à tout Γ(E × F ) en imposant la règle de Leibniz (2.10)[
pr!M u⊕ pr!N v, f
(
pr!M u
′ ⊕ pr!N v′
)]
= f
[
pr!M u⊕ pr!N v, pr!M u′ ⊕ pr!N v′
]
+
(
a
(
pr!M u⊕ pr!N v
) · f) (pr!M u′ ⊕ pr!N v′),
pour toute fonction f ∈ C∞(M ×N), ainsi que la règle de Leibniz à droite (2.9)[
f
(
pr!M u⊕ pr!N v
)
, pr!M u
′ ⊕ pr!N v′
]
= f
[
pr!M u⊕ pr!N v, pr!M u′ ⊕ pr!N v′
]
− (a (pr!M u′ ⊕ pr!N v′) · f) (pr!M u⊕ pr!N v)
+
〈
pr!M u⊕ pr!N v, pr!M u′ ⊕ pr!N v′
〉
Df,
pour toute fonction f ∈ C∞(M × N), avec D = (Υ−1E × Υ−1F ) ◦ a∨ ◦ d qui est une
dérivation de C∞(M × N). Avec ces dénitions, on montre que E × F → M × N
possède une structure d’algébroïde de Courant, d’ancre a, de crochet [·, ·] et de produit
scalaire 〈·, ·〉.
Exemple 2.4.2 : Soit g et h deux algèbres de Lie quadratiques. Alors g et h peuvent être
considérées comme algébroïdes de Courant au-dessus d’un point (voir exemple 2.3.1).
Le produit cartésien g × h au sens de la proposition précédente s’identie à la somme
directe de g et h.
Exemple 2.4.3 : SoitM etN deux variétés et soit EM [HM ] et EN [HN ] les algébroïdes de
Courant exacts associés aux 3-formes HM ∈ Ω3(M) et HN ∈ Ω3(N) (voir le théorème
2.3.7). Alors l’isomorphisme de brés vectoriels couvrant l’identité
Φ :
{
(TM ⊕ T∨M)× (TN ⊕ T∨N)→ T (M ×N)⊕ T∨(N ×N)(
pr!M(XM ⊕ ξM), pr!N(XN ⊕ ξN)
) 7→ (pr!M XM ⊕ pr!N XN , pr!M ξM ⊕ pr!N ξN)
induit un isomorphisme d’algébroïdes de CourantEM [HM ]×EN [HN ] ∼= EM×N [pr∗M HM+
pr∗N HN ] au sens de 2.6.1.
2.5 Structures de Dirac d’algébroïdes de Courant
Dénition 2.5.1 : Soit E →M un bré vectoriel équipé d’un produit scalaire 〈·, ·〉. Un
sous-bré vectoriel F →M deE →M est isotrope si 〈u, v〉 = 0 pour tous u, v ∈ Γ(F ) ;
autrement dit si F ⊂ F⊥. On dira que F → M est coisotrope si F⊥ ⊂ F . Enn on dira
que F → M est lagrangien si F → M est à la fois isotrope et coisotrope, c’est-à-dire si
F = F⊥.
Remarque 2.5.2 : Soit E → M un bré vectoriel équipé d’un produit scalaire 〈·, ·〉
et soit F → M un sous-bré vectoriel de E → M . Par dénition 〈·, ·〉 est une forme
bilinéaire non-dégénérée donc rg(F ) + rg(F⊥) = rg(E) (voir [Gre75, proposition 2,
chapitre 2]). Si F → M est isotrope, par dénition F ⊂ F⊥ donc rg(F ) ≤ 1
2
rg(E). Si
F →M est lagrangien, par dénition F = F⊥ donc rg(F ) = 1
2
rg(E).
Lemme 2.5.3 : Soit E →M un bré vectoriel équipé d’un produit scalaire 〈·, ·〉 et soit
F → M un sous-bré vectoriel non nul de E → M . Alors F → M est lagrangien si et
seulement si F →M est isotrope maximal (pour la relation d’inclusion).
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Preuve : Supposons que F → M est lagrangien et montrons que F → M est isotrope
maximal. Soit G→ M un sous-bré vectoriel isotrope de E → M tel que F ⊂ G ⊂ E.
Par isotropie de G puis coisotropie de F on a G ⊂ G⊥ ⊂ F⊥ ⊂ F et donc F → M
est maximal. Réciproquement, supposons que F →M est isotrope maximal. D’après la
remarque 2.5.2, F →M est lagrangien.
Dénition 2.5.4 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant et soit
F → M un sous-bré vectoriel de E → M . On dira que F → M est involutif si
[u, v] ∈ Γ(F ) pour tous u, v ∈ Γ(F ).
Lemme 2.5.5 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant et soit L →
M un sous-bré vectoriel de E → M isotrope et involutif. Alors le bré vectoriel L→
M est un algébroïde de Lie. En particulier, tout sous-bré vectoriel lagrangien et involutif
de E →M est un algébroïde de Lie.
Preuve : L’ancre de L → M est la restriction de a à L → M . Puisque L → M est
isotrope, d’après (2.7), le crochet [·, ·] restreint à Γ(L), qui est bien à valeurs dans Γ(L)
d’après l’involutivité, confère à Γ(L) une structure d’algèbre de Lie. La règle de Leibniz
à droite (1.1) (et à gauche également) est satisfaite, donc
(
L → M, a|L, [·, ·]|Γ(L)
)
est un
algébroïde de Lie.
Dénition 2.5.6 : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant.
• Une structure de Dirac de E est un sous-bré vectoriel L → M lagrangien (voir
dénition 2.5.1).
• Une structure de Dirac L→M de E est intégrable si de plus L→M est involutif
(voir dénition 2.5.4).
Remarque 2.5.7 : Les structures de Dirac telles qu’elles sont dénies dans la littéra-
ture sur les algébroïdes de Courant (voir [LWX97, dénition 2.2]) sont exigées d’être
intégrables. Les structures de Dirac dénies ci-dessus sont parfois appelées structures
presque-Dirac. Cette terminologie suit celle de [Cou90] et de la mécanique géométrique.
Nous donnons à présent une caractérisation de l’intégrabilité d’une structure de Di-
rac d’un algébroïde de Courant.
Lemme 2.5.8 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant et soit Nij la
fonction de Nijenhuis (2.22). Alors, pour tous u, v, w ∈ Γ(E) on a
Nij(u, v, w) = 3
〈
[u, v], w〉 − a(u) · 〈v, w〉+ a(v) · 〈w, u〉 − a(w) · 〈u, v〉. (2.37)
Preuve : Soit u, v, w trois sections de E →M . Par dénition on a
Nij(u, v, w) =
〈Ju, vK, w〉+ 〈Jw, uK, v〉+ 〈Jv, wK, u〉.
Dans le premier terme on utilise (2.23) pour faire apparaître
〈
[u, v], w
〉
, puis dans le
deuxième et troisième termes on utilise (2.20), l’antisymétrie du crochet J·, ·K et (2.23)
pour faire apparaître deux autres termes
〈
[u, v], w
〉
. En additionnant on obtient la for-
mule (2.37).
Remarque 2.5.9 : En général, la fonction de Nijenhuis n’est pas C∞(M)-trilinéaire.
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Proposition 2.5.10 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant et soit
L → M un sous-bré vectoriel de E → M lagrangien, alors L → M est involutif si et
seulement si Nij |Γ(L) = 0, où Nij est la fonction de Nijenhuis (2.22).
Preuve : Puisque L→M est isotrope, pour toutes sections u, v, w de ce bré vectoriel
la fonction de Nijenhuis est réduite àNij(u, v, w) = 3
〈
[u, v], w
〉
d’après (2.37). SiL→M
est involutif, alors par isotropie la fonction de Nijenhuis est nulle. Réciproquement, si la
fonction de Nijenhuis est nulle pour tous u, v etw ∈ Γ(L) il vient [u, v] ∈ Γ(F⊥) ⊂ Γ(F )
par coisotropie, et donc L→M est involutif.
Remarque 2.5.11 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant et
L → M un sous-bré vectoriel lagrangien de E → M . Un avantage de la fonction de
Nijenhuis est que l’on a transformé une question d’involutivité sur le crochet [·, ·] non
C∞(M)-bilinéaire en la nullité du tenseur Nij |Γ(L) ∈ Γ(Λ3L∨), qui est C∞(M)-linéaire
en chaque argument, ce qui simplie le calcul (voir l’exemple 2.5.17).
La littérature regorge d’exemples de structures de Dirac, elles sont apparues dans
[Cou90] avant la notion d’algébroïde de Courant. Une preuve de la proposition 2.5.10 a
été donnée dans [Cou90, proposition 2.2.3] pour les algébroïdes de Courant exacts. Les
structures de Dirac jouent un rôle important notamment en mécanique géométrique
(voir, par exemple, [YM06a] et [YM06b], [LS12], [GBY15] ainsi que l’article original
[Cou90, section 3.3]) et en géométrie complexe généralisée ([Gua11, section 2.4] dont
les exemples qui suivent sont principalement issus, et [Gua11, section 3.2]).
Exemple 2.5.12 : SoitM une variété et soit EM [0] l’algébroïde de Courant exact associé
à la 3-forme nulle sur M (voir le théorème 2.3.7). Alors TM → M et T∨M → M sont
deux structures de Dirac intégrables de EM [0].
Nous aurons besoin de la notion de graphe d’une application lisse et d’un morphisme
de brés vectoriels que nous rappelons maintenant. Étant donnéesM etN deux variétés
et une application lisse f : M → N le graphe de f est l’ensemble
Gr(f) =
{
(x, y) ∈ X × Y : y = f(x)}.
Le graphe Gr(f) de f est une sous-variété (plongée) de la variété produitX×Y ([Lee13,
proposition 5.4]).
Lemme 2.5.13 : Soit pi : E → M et $ : F → N deux brés vectoriels respectivement
de rang nE et nF , et soit (ϕ,Φ) : E → F un morphisme entre ces deux brés vectoriels.
Alors l’application Π : Gr(Φ)→ Gr(ϕ) dénie par
Π
(
v,Φ(v)
)
=
(
pi(v), ϕ(pi(v))
)
=
(
pi(v), $(Φ(v))
)
pour tous v ∈ E, est un sous-bré vectoriel du produit cartésien pi×$ : E×F →M×N .
Preuve : L’application Π est surjective puisque pi l’est. Un ouvert de Gr(ϕ) est l’inter-
section avec Gr(ϕ) d’un produit d’ouverts U × V , U ⊂ M , V ⊂ N . Alors on a un
diéomorphisme
Π−1(U × V ) = pi−1(U)×$−1(V ) Ψ
E
U×ΨFV−−−−−→ (U × V )× RnE+nF ,
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où ΨEU (respectivement ΨFV ) désigne une trivialisation locale deE →M (respectivement
F → N ) au-dessus de l’ouvert U (respectivement V ), ce qui montre que Π : Gr(Φ) →
Gr(ϕ) est un bré vectoriel. La bre de Π au-dessus de (x, ϕ(x)) ∈ Gr(ϕ) est Ex ×
Φ(Ex) ⊂ Ex × Fx, donc Π : Gr(Φ) → Gr(ϕ) est un sous-bré vectoriel du produit
cartésien pi ×$ : E × F →M ×N .
Remarque 2.5.14 : Reprenons les notations du lemme précédent. Dans le cas où le
morphisme Φ : E → F couvre l’identité, on obtient le bré vectoriel d’espace total
Gr Φ ∼= {u⊕ Φ(u) ∈ E ⊕ F : u ∈ E} et de base M ×M , que l’on réduit à M .
Exemple 2.5.15 : SoitM une variété et soit EM [0] l’algébroïde de Courant exact associé
à la 3-forme nulle sur M (voir l’exemple 2.35). Soit ω ∈ Ω2(M) et considérons le mor-
phisme de brés vectoriels ω[ : TM → T∨M , v ∈ TxM 7→ ωx(v, ·) ∈ T∨xM couvrant
l’identité. Puisque ω[ couvre l’identité, on a
Γ(Grω[) =
{
X ⊕ ιXω : X ∈ Γ(TM)
} ⊂ Γ(TM ⊕ T∨M).
Alors Grω[ → M est une structure de Dirac de EM [0] intégrable si et seulement si
dω = 0, c’est-à-dire siω est pré-symplectique (ω n’est pas nécessairement non dégénérée).
En eet, par antisymétrie de ω, Grω[ →M est un sous-bré vectoriel isotrope de TM⊕
T∨M →M . Montrons à présent la coisotropie. Soit X ⊕ α ∈ Γ(Gr(ω[)⊥), on a donc
〈X ⊕ α, Y ⊕ ιY ω〉 = 0,
pour tout Y ∈ Γ(TM). Ce qui donne α(Y ) + ω(Y,X) = 0, et donc α = ιXω. On en
déduit que Grω[ → M est coisotrope. Reste à considérer l’involutivité. Pour tous X ,
Y ∈ Γ(TM) on a d’après les identités de Cartan portant surLX , d et ιX que
[X ⊕ ιXω, Y ⊕ ιY ω] = [X, Y ]⊕LXιY ω − ιY dιXω
= [X, Y ]⊕ ι[X,Y ]ω + ιY ιXdω,
et par conséquent l’involutivité équivaut à dω = 0.
Exemple 2.5.16 : SoitM une variété et soitEM [H] l’algébroïde de Courant exact associé
à H ∈ Ω3(M) (voir théorème 2.3.7). Soit ω ∈ Ω2(M). Un raisonnement similaire à celui
de l’exemple précédent montre que Grω[ → M est une structure de Dirac de EM [H],
intégrable si et seulement si H = −dω.
Exemple 2.5.17 : SoitM une variété et soit EM [0] l’algébroïde de Courant exact associé
à la 3-forme nulle (voir théorème 2.3.7). Soit pi ∈ Γ(Λ2TM) et considérons le morphisme
de brés vectoriels pi] : T∨M → TM , α ∈ T∨xM 7→ pi(α, ·) ∈ TxM couvrant l’identité.
Puisque pi] couvre l’identité, on a
Γ(Gr pi]) =
{
pi](α)⊕ α : α ∈ Γ(T∨M)} ⊂ Γ(TM ⊕ T∨M).
Alors Gr(pi]) → M est une structure de Dirac de EM [0] intégrable si et seulement si
(M,pi) est une variété de Poisson. En eet, par antisymétrie de pi, Gr pi] → M est un
sous-bré vectoriel isotrope de TM ⊕ T∨M → M et on montre la coisotropie d’une
manière similaire à l’exemple 2.5.15. Reste à considérer l’involutivité, et pour cela nous
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utilisons la proposition 2.5.10 qui caractérise l’involutivité par la nullité de la fonctionNij
de Nijenhuis. Puisque pi] et Nij |Γ(Grpi]) sont C∞(M)-linéaires en tout argument, il sut
de montrer que Nij |Γ(Grpi]) = 0 pour des éléments de la forme α = df , f ∈ C∞(M). Le
premier terme est 〈q
pi](df)⊕ df, pi](dg)⊕ dgy, pi](dh)⊕ dh〉,
ce qui est égal (d’après la remarque 2.3.10) à〈[
pi](df), pi](dg)]⊕Lpi](df)dg −Lpi](dg)df −
1
2
d
(
ιpi](df)dg − ιpi](dg)df
)
,
pi](dh)⊕ dh
〉
,
or, en notant {f, g} = pi(df,dg), on a ιpi](df)dg = {f, g} et, d’après la formule magique
de Cartan, on aLpi](df)dg = dιpi](df)dg = d{f, g}, donc on obtient〈[
pi](df), pi](dg)]⊕ d{f, g}, pi](dh)⊕ dh
〉
= pi](dh)
(
d{f, g})+ [pi](df), pi](dg)] · h
=
{
h, {f, g}}+ {f, {g, h}}− {g, {f, h}}.
A présent en eectuant les permutations circulaires et en sommant on obtient
Nij
(
pi](df)⊕ df, pi](dg)⊕dg, pi](dh)⊕ dh
)
= 3
({
f, {g, h}}+ {g, {h, f}}+ {h, {f, g}}),
par conséquent Gr(pi])→M est une structure de Dirac de EM [0] intégrable si et seule-
ment si (M,pi) est une variété de Poisson.
L’exemple qui suit est étudié dans [ŠW01, section 2], voir également [KS10].
Exemple 2.5.18 : SoitM une variété et soitEM [H] l’algébroïde de Courant exact associé
à H ∈ Ω3(M) (voir théorème 2.3.7). Soit pi ∈ Γ(Λ2TM) et considérons le morphisme
de brés vectoriels pi] : T∨M → TM comme dans l’exemple précédent. De manière
similaire à l’exemple précédent, Gr(pi]) → M est un sous-bré vectoriel lagrangien de
TM ⊕ T∨M → M . Cependant, Gr(pi]) → M est une structure de Dirac de EM [H]
intégrable si et seulement si le triplet (M,pi,H) est une variété de Poisson tordue par H
(voir l’exemple 1.2.6). En eet, la présence de H dans le crochet de EM [H] implique que〈q
pi](df)⊕ df,pi](dg)⊕ dgy, pi](dh)⊕ dh〉
=
{
h, {f, g}}+ {f, {g, h}}− {g, {f, h}}+ ιpi](dh)ιpi](dg)ιpi](df)H,
donc en eectuant les permutations circulaires et en sommant on obtient
Nij
(
pi](df)⊕ df,pi](dg)⊕ dg, pi](dh)⊕ dh
)
= 3
({
f, {g, h}}+ {g, {h, f}}+ {h, {f, g}}−H(Xf , Xg, Xh)).
Par conséquent Gr(pi]) → M est intégrable si et seulement si le triplet (M,pi,H) est
une variété de Poisson tordue par H (voir l’exemple 1.2.6).
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Exemple 2.5.19 : SoitM une variété et soit EM [0] l’algébroïde de Courant exact associé
à la 3-forme nulle sur M (voir théorème 2.3.7) et soit F → M un sous-bré vectoriel
de TM → M , autrement dit une distribution (au sens de la théorie des feuilletages). Le
sous-bré vectoriel F ⊕ Ann(F ) → M de TM ⊕ T∨M → M est lagrangien. L’invo-
lutivité de la distribution est équivalente à l’involutivité de F ⊕ Ann(F ) → M pour le
crochet de E.
Pour l’exemple suivant on aura besoin de la notion d’algébroïde de Courant com-
plexe, qui est en tout point similaire à celle d’algébroïde de Courant réel (dénition 2.2.2),
excepté que l’on utilise des brés vectoriels complexes et que l’ancre est à valeurs dans
le bré tangent complexié TM ⊗ C→M au lieu de TM →M .
Exemple 2.5.20 : Soit E =
(
(TM ⊕ T∨M) ⊗ C → M, a, [·, ·], 〈·, ·〉) l’algébroïde de
Courant exact associé à la 3-forme nulle surM (voir théorème 2.3.7) complexié (l’ancre,
le crochet et le produit scalaire sont identiques à ceux apparaissant dans le théorème 2.3.7
excepté que l’on travaille avec des sections complexes). Soit J ∈ End(TM) une structure
presque complexe, c’est-à-dire un endomorphisme de TM → M tel que J2 = −Id.
Rappelons que l’on a TM⊗C ∼= T0,1M⊕T1,0M où T0,1M →M est le−i-bré vectoriel
propre de J ⊗ C et T1,0M →M est le +i-bré vectoriel propre de J ⊗ C (voir [Huy05,
proposition 1.3.1]). On a AnnT0,1M ∼= T∨1,0M . Le sous-bré vectoriel T0,1M ⊕T∨1,0M →
M de TM ⊗ C→M est lagrangien.
On obtient ainsi une structure de Dirac sur E et l’intégrabilité de cette structure
équivaut à l’intégrabilité de la structure presque complexe J en une structure complexe.
En eet, supposons que le sous-bré vectoriel T0,1M ⊕ T∨1,0M → M est involutif. Ceci
induit l’involutivité de la distribution complexe T0,1M →M puis l’intégrabilité de J en
une structure complexe (voir [Huy05, proposition 2.6.17]). Réciproquement supposons
que J soit intégrable en une structure complexe, alors d = ∂ + ∂¯. Soit deux sections
X ⊕ α, Y ⊕ β de T0,1M ⊕ T∨1,0M →M . Alors
[X ⊕ α, Y ⊕ β] = [X, Y ]⊕LXβ − ιY dα
= [X, Y ]⊕ ιXdβ − ιY dα
= [X, Y ]⊕ ιX ∂¯β − ιY ∂¯α,
ce qui est bien une section de T0,1M ⊕ T∨1,0M → M , on obtient par conséquent l’invo-
lutivité du sous-bré vectoriel T0,1M ⊕ T∨1,0M →M .
On observe donc que la notion de structure de Dirac intégrable permet de synthétiser
des questions « d’intégrabilité » de nature diérente.
Exemple 2.5.21 : Soit (A,B, 〈〈·, ·〉〉) un bigébroïde de Lie, avecA = (A→M, aA, [·, ·]A)
et B = (B → M, aB, [·, ·]B). On sait que A ⊕ B → M peut être muni d’une structure
d’algébroïde de Courant (voir l’exemple 2.3.13), le double du bigébroïde (A,B, 〈〈·, ·〉〉).
Alors les sous-brés vectoriels A→M etB →M deA⊕B →M sont deux structures
de Dirac intégrables du double de (A,B, 〈〈·, ·〉〉).
Le théorème suivant (apparu dans [LWX97, théorème 2.6]) suit une démarche inverse
de celle de l’exemple précédent.
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Théorème 2.5.22 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant et soit
L1 → M et L2 → M deux structures de Dirac de E intégrables et complémentaires or-
thogonales, c’est-à-dire E = L1⊥L2. Alors (L1 →M,L2 →M, 〈·, ·〉) est un bigébroïde
de Lie.
Ci-après nous redonnons deux exemples de structures de Dirac intégrables qui cette
fois-ci s’appuient sur le théorème [LWX97, théorème 6.1] (voir aussi la référence origi-
nale [Cou90]).
Théorème 2.5.23 (théorème 6.1, [LWX97]) : Soit (A,B, 〈〈·, ·〉〉), où l’on notera A =
(A→M, aA, [·, ·]A) etB = (B →M, aB, [·, ·]B), un bigébroïde de Lie (dénition 2.3.12).
Soit Φ : A → B ∼= A∨ un morphisme de brés vectoriels couvrant l’identité. Alors
Gr(Φ) est une structure de Dirac du double de (A,B, 〈〈·, ·〉〉) (voir l’exemple 2.3.13) in-
tégrable si et seulement si Φ est antisymétrique (pour le produit scalaire du double du
bigébroïde de Lie) et satisfait l’équation de Maurer-Cartan
dAΦ˜ +
1
2
[
Φ˜, Φ˜
]
B
= 0,
où Φ˜ ∈ Ω2(A) est déni par Φ˜(u, v) = Φ(u)(v) pour tous u, v ∈ Γ(A). De manière
analogue, le graphe d’un morphisme de brés vectoriels Ψ : B → A ∼= B∨ couvrant
l’identité est une structure de Dirac intégrable si et seulement si Ψ est antisymétrique et
satisfait l’équation
dBΨ˜ +
1
2
[
Ψ˜, Ψ˜
]
A
= 0,
où Ψ˜ ∈ Ω2(B) est déni par Ψ˜(u, v) = Ψ(u)(v) pour tous u, v ∈ Γ(B).
Exemple 2.5.24 : Soit M une variété équipée de la structure de Poisson triviale (le bi-
vecteur de Poisson est nul) et considérons le bigébroïde de Lie E = (TM ,PM [pi = 0])
(voir l’exemple 2.3.16). Puisque la diérentielle dpi = −[pi, ·]SN (voir 1.4.17) du second
algébroïde de Lie est nulle, on a d’après le théorème précédent que le graphe d’une ap-
plication pi] : T∨M → TM est une structure de Dirac de E intégrable si et seulement si
[pi, pi]SN = 0 c’est-à-dire si (M,pi), où pi(α, β) = pi](α)(β), est une variété de Poisson ;
on retrouve l’exemple 2.5.17.
Exemple 2.5.25 : Soit M une variété équipée de la structure de Poisson triviale (le bi-
vecteur de Poisson est nul) et considérons le bigébroïde de Lie E = (PM [pi = 0],TM)
(voir l’exemple 2.3.16). Puisque le crochet de Schouten-Nijenhuis sur le premier algé-
broïde est nul (ceci découle de (1.3)), on a d’après le théorème précédent que le graphe
d’une application ω[ : TM → T∨M est une structure de Dirac de E, intégrable si et
seulement si dω = 0, où ω(X, Y ) = ω[(X)(Y ), c’est-à-dire si (M,ω) est une variété
présymplectique ; on retrouve l’exemple 2.5.15.
La dénition suivante est une version relative de la notion de structure de Dirac dans
le cas où la base du sous-bré vectoriel est une sous-variété de la base de l’algébroïde
de Courant. Cette notion est apparue dans [AX07, dénition 6.3] et est utile dans la
description des morphismes entre algébroïdes de Courant, voir section 2.6.
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Dénition 2.5.26 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant et soit
N une sous-variété de M . Une structure de Dirac de E à support sur N est un sous-bré
vectoriel L → N de E → M lagrangien et tel que pour tout u ∈ L, on ait a(u) ∈
TN . On dira qu’une telle structure de Dirac est intégrable si pour toutes sections u, v ∈
Γ(E) telles que u|N , v|N ∈ Γ(L), alors [u, v]|N ∈ Γ(L). Cette dernière propriété sera
également appelée involutivité de F → N .
Le lemme 2.5.5 et la proposition 2.5.10 se généralisent directement au cas de struc-
tures de Dirac de la dénition précédente.
La proposition suivante généralise [LWX97, proposition 7.1], il s’agit en réalité du
théorème [AX07, théorème 6.11] pour lequel nous donnons une preuve plus simple ne
faisant pas intervenir la notion d’opérateur de Dirac générateur (voir remarque 2.2.11).
Proposition 2.5.27 : Soit A = (A → M, aA, [·, ·]A) et B = (B → M, aB, [·, ·]B) deux
algébroïdes de Lie tels que (A,B, 〈〈·, ·〉〉) soit un bigébroïde de Lie (dénition 2.3.12). Soit
N une sous-variété de M et soit F → N un sous-bré vectoriel de A → M . Alors le
sous-bré vectoriel L = F ⊕ Ann(F )→ N de A⊕ B → M est une structure de Dirac
du double du bigébroïde de Lie (A,B, 〈〈·, ·〉〉) à support sur N (la construction du double
est explicitée dans 2.3.13), intégrable si et seulement si F → N est un sous-algébroïde
de Lie de A et Ann(F )→ N est un sous-algébroïde de Lie de B.
Preuve : Supposons que L→ N soit une structure de Dirac de (A,B, 〈〈·, ·〉〉) à support
dansN intégrable. Montrons que F → N est un sous-algébroïde deA (dénition 1.3.14).
En vertu de l’expression de l’ancre a du double de (A,B, 〈〈·, ·〉〉) (exemple 2.3.13), on a
pour tout u ∈ F que aA(u) = a(u) ∈ TN par hypothèse. Puis pour tous u, v ∈ Γ(A)
telles que u|N , v|N ∈ Γ(F ), on a [u, v]A|N = [u, v]|N ∈ Γ(L) ∩ Γ(A) par hypothèse,
donc [u, v]A|N ∈ Γ(F ). Un raisonnement similaire montre que Ann(F ) → N est un
sous-algébroïde de Lie de B.
Réciproquement supposons que F → N est un sous-algébroïde de Lie de A et
Ann(F ) → N est un sous-algébroïde de Lie de B. Tout d’abord L → N est lagran-
gien par dénition. Soit u ∈ F et α ∈ Ann(F ), alors a(u ⊕ α) = aA(u) + aB(α) ∈
Γ(TN) par hypothèse. Enn soit u ⊕ α et v ⊕ β deux sections de Γ(A ⊕ B) telles que
u⊕α|N , v⊕β|N ∈ Γ(L). D’après l’expression du crochet [·, ·] du double de (A,B, 〈〈·, ·〉〉)
on a
[u⊕ α, v ⊕ β] = [u, v]A +LBα v − ιBβ dBu⊕ [α, β]B +LAu β − ιAv dAα.
Montrons que [u⊕α, v⊕β]|N ∈ Γ(L). Tout d’abord par hypothèse on a que [u, v]A|N ∈
Γ(F ) et [α, β]B|N ∈ Γ(AnnF ), il reste donc à étudier les autres termes. La composante
sur A s’écrit
LBα v − ιBβ dBu = ιBαdBv + dB
[
α(v)
]− ιBβ dBu,
que l’on va à présent évaluer sur N . En notant (j, J) le morphisme l’inclusion d’algé-
broïdes de Lie
F A
N M
J
j
,
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on obtient
dB
[
α(v)
]∣∣
N
= (j, J)\dB
[
α(v)
]
= dB(j, J)
\α(v) = 0,
puisque α(v)|N = 0. Les deux termes restants sont analogues, considérons par exemple
le terme ιBαdBv. Soit γ ∈ Γ(B) telle que γ|N ∈ Γ(AnnF ). Alors
(dBv)(α, γ)|N =
[
aB(α) · γ(v)− aB(γ) · α(v)− [α, γ]B(v)
]∣∣
N
,
et on montre que chaque terme est nul par un raisonnement similaire à celui ci-dessus.
Par conséquent ιBαdBv ∈ Γ(F ). La composante sur B se traite de manière analogue, on
conclut donc que L → N est une structure de Dirac du double du bigébroïde de Lie
(A,B, 〈〈·, ·〉〉) à support sur N intégrable.
Remarque 2.5.28 : La preuve peut être adaptée au cas des proto-bigébroïdes de Lie.
2.6 Morphismes d’algébroïdes de Courant
La dénition suivante généralise directement la dénition 1.3.1 des morphismes entre
algébroïdes de Lie de même base.
Dénition 2.6.1 : Considérons deux algébroïdes de Courant
E =
(
E →M, aE, [·, ·]E, 〈·, ·〉E
)
et F =
(
F →M, aF , [·, ·]F , 〈·, ·〉F
)
,
au-dessus de la même base M . Un morphisme entre E et F, couvrant l’identité, est la
donnée d’un morphisme Φ entre les brés vectoriels E → M et F → M qui commute
aux ancres, aux produits scalaires et aux crochets au sens où
aE = aF ◦ Φ, (2.38)
〈·, ·〉E = 〈Φ·,Φ·〉F , (2.39)
et pour tous u, v ∈ Γ(E),
Φ
(
[u, v]E
)
=
[
Φ(u),Φ(v)
]
F
. (2.40)
Dans le cas où Φ est un isomorphisme de brés vectoriels (respectivement automor-
phisme) on dira que Φ : E → F est un isomorphisme d’algébroïdes de Courant (respec-
tivement automorphisme).
Il est clair que la composée de deux morphismes d’algébroïdes de Couvrant couvrant
l’identité est encore un morphisme d’algébroïdes de Courant couvrant l’identité, ce qui
amène à la dénition suivante.
Dénition 2.6.2 : Soit M une variété. La catégorie AlgdCourant(M) a pour objets les
algébroïdes de Courant de baseM et pour morphismes les morphismes entre algébroïdes
de Courant de base M couvrant l’identité.
Proposition 2.6.3 : On a un foncteur d’oubli AlgdCourant(M) → AlgdLeibniz(M),
qui oublie le produit scalaire.
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Le défaut d’antisymétrie du crochet d’un algébroïde de Courant, introduit par le pro-
duit scalaire à travers l’opérateur D, peut être supprimé par un passage au quotient, ce
qui est le contenu de la proposition suivante. Il est important de rappeler que, conformé-
ment à nos conventions, nous ne travaillons qu’avec des algébroïdes de Courant réguliers
(l’ancre est de rang constant) et que par conséquent on peut considérer Ker a en tant que
bré vectoriel (de rang constant).
Proposition 2.6.4 : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant (ré-
gulier). Alors le bré vectoriel quotient E/(Ker a)⊥ → M est canoniquement muni
d’une structure d’algébroïde de Lie ; on notera E¯ cet algébroïde de Lie et on l’appellera
l’algébroïde de Lie associé à E.
Preuve : D’après (2.15) (Ker a)⊥ est C∞(M)-engendré par Im Id qui est un idéal bilatère
pour la structure d’algèbre de Leibniz : pour u = Df ∈ Γ(ImD) et v ∈ Γ(E) on a
[u, v] = [Df, v] = 0 ∈ Γ(ImD) d’après (2.11) et pour u ∈ Γ(E) et v = Df ∈ Γ(ImD) on
a [u, v] = [u,Df ] = D〈Df, u〉 ∈ Γ(ImD) d’après (2.12). D’après (2.14) l’ancre passe au
quotient. On obtient alors une structure d’algèbre de Leibniz sur les modules de sections
de A = E/(Ker a)⊥ → M qui est a fortiori une structure d’algèbre de Lie le crochet
étant à présent antisymétrique, munissant ainsiA→M d’une structure d’algébroïde de
Lie.
Remarque 2.6.5 : SoitE = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant. Le produit
scalaire 〈·, ·〉 ne passe pas au quotient par (Ker a)⊥. En eet on a
〈u+ Df, v + Dg〉 = 〈u, v〉+ a(v) · f + a(u) · g.
pour tous u, v ∈ Γ(E) et f, g ∈ C∞(M). Voir également la proposition 3.1.2.
Exemple 2.6.6 : SoitM une variété et soit EM [H] l’algébroïde de Courant exact associé
à H ∈ Ω3(M) (exemple 2.35). Nous avons Ker a = (Ker a)⊥ = T∨M . On en déduit que
EM [H] est isomorphe à TM .
Proposition 2.6.7 : On a un foncteur K : AlgdCourant(M) → AlgdLie(M) déni
sur les objets par K(E) = E¯ et sur les morphismes Φ : E → F par K(Φ) = Φ¯ où le
morphisme d’algébroïdes de Lie Φ¯ : E¯→ F¯ est induit par Φ.
Preuve : Considérons deux algébroïdes de Courant E = (E → M, aE, [·, ·]E, 〈·, ·〉E) et
F = (F →M, aF , [·, ·]F , 〈·, ·〉F ) et soit Φ : E→ F un morphisme au sens de la dénition
2.6.1. Pour que Φ passe aux quotients, il est nécessaire et susant que
Φ
(
(Ker aA)
⊥) ⊂ (Ker aB)⊥,
ce qui équivaut d’après (2.14) à
Φ
(
ImDE
) ⊂ ImDF .
Soit u, v ∈ Γ(E), alors d’après (2.7) et le fait que Φ commute aux crochets et aux produits
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scalaires
Φ
(
DE〈u, v〉E
)
= Φ
(
[u, v]E + [v, u]E
)
=
[
Φ(u),Φ(v)
]
F
+
[
Φ(v),Φ(u)
]
F
= DF
〈
Φ(u),Φ(v)
〉
F
= DF 〈u, v〉E.
Or C∞(U), U étant un ouvert de M , est engendré par la produits 〈u, v〉E d’après (2.18),
donc Φ passe aux quotients ; l’application quotient est notée Φ¯. Il faut à présent vérier
que Φ¯ est un morphisme d’algébroïdes de Lie. Comme remarqué dans la preuve de la
proposition 2.6.4, les ancres et les crochets passent au quotient, les relations (2.38) et
(2.40) impliquent alors que Φ¯ est un morphisme d’algébroïdes de Lie.
Traitons à présent le cas de morphismes entre algébroïdes de Courant qui ne couvrent
pas nécessairement l’identité. Nous allons donner deux dénitions apparues dans [AX07,
section 6.5]. La seconde est plus générale, en un certain sens, que la première. La première
s’appuie sur le lemme suivant, qui fait intervenir l’isomorphisme de dualité fourni par
un produit scalaire.
Lemme 2.6.8 : Soit pi1 : E1 → M1 et pi2 : E2 → M2 deux brés vectoriels équipés de
produits scalaires. Soit (ϕ,Φ) : E1 → E2 un morphisme entre ces deux brés vectoriels.
Alors, à toute section u ∈ Γ(E2) est associée une section uˆ ∈ Γ(E1) donnée par
uˆ =
(
Υ−11 ◦ (Φ!)∨ ◦ ϕ!Υ2
)
(ϕ!u),
où Υ1 : E1 → E∨1 (respectivement Υ2 : E2 → E∨2 ) désigne l’isomorphisme de brés
vectoriels induit par le produit scalaire sur le bré vectoriel E1 → M1 (respectivement
E2 →M2). Cette section uˆ ∈ Γ(E1)sera appelée tiré en arrière de u ∈ Γ(E2) par (ϕ,Φ).
Preuve : Commençons par rappeler la construction du bré vectoriel tiré en arrière
ϕ!E2 E2
M1 M2
ϕ!
pi!2 pi2
ϕ
.
L’espace total est ϕ!E2 = {(x1, e2) ∈ M1 × E2 : pi2(e2) = ϕ(x1)} et les applications
pi!2 et ϕ! sont les projections naturelles données par pi!2(x1, e2) = x1 et ϕ!(x1, e2) = e2.
Alors pi!2 : ϕ!E2 → M1 est un bré vectoriel (voir [Hus94, proposition 3.1, chapitre
3]). Étant donnée une section u ∈ Γ(E2) on a une section ϕ!u ∈ Γ(ϕ!E2) dénie par
(ϕ!u)x = uϕ(x) pour tout x ∈ M1 et appelée tiré en arrière de u. Le morphisme de
brés vectoriels Φ : E1 → E2 se factorise au travers de ϕ!E2 en un morphisme de brés
vectoriels Φ! :
E1 ϕ
!E2 E2
M1 M1 M2
Φ!
pi1
Φ
ϕ!
pi!2 pi2
ϕ
,
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déni par Φ!(x1, e1) = (x1,Φ(e1)) pour tous x1 ∈ M1 et e1 ∈ E1|x1 (voir [Hus94,
proposition 5.5, chapitre 2]). Rappelons également (voir [Hus94, proposition 6.6, chapitre
2]) qu’étant donné un morphisme Ψ : A → B de brés vectoriels de base M couvrant
l’identité et une application g : N →M , on a un morphisme g!Ψ : g!A→ g!B de brés
vectoriels de base N déni par g!Ψ(x, u) = (x,Ψ(u)) pour tous x ∈ N et u ∈ A|x. On
obtient ainsi un foncteur contravariant g! : Vect(M)→ Vect(N), où Vect(X) désigne
la catégorie des brés vectoriels sur une variétéX (voir [Hus94, proposition 5.6, chapitre
2]). Reprenant les notations de l’énoncé, en notant Υ2 : E2 → E∨2 l’isomorphisme de
brés vectoriels induit par le produit scalaire sur le bré vectoriel E2 →M2, on obtient
un nouvel isomorphisme de brés vectoriels ϕ!E2 → ϕ!E∨2 . Considérons à présent le
diagramme commutatif
E∨1 ϕ
!E∨2 E
∨
2
E1 ϕ
!E2 E2
M1 M1 M2
Υ−11
(Φ!)∨ (ϕ!)∨
Φ!
pi1
ϕ!Υ2
ϕ!
pi!2
Υ2
pi2
ϕ
,
où Υ1 : E1 → E∨1 est l’isomorphisme de brés vectoriels induit par le produit scalaire
sur le bré vectoriel E1 →M1. Étant une donnée une section u ∈ Γ(E2) on pose
uˆ =
(
Υ−11 ◦ (Φ!)∨ ◦ ϕ!Υ2
)
(ϕ!u). (2.41)
On vérie alors que uˆ est bien une section de E1 →M1.
Remarque 2.6.9 : Reprenons les notations du lemme précédent. Soit u ∈ Γ(E1) et soit
v ∈ Γ(E2) telles que u = vˆ. La relation (2.41) s’écrit de manière abrégée selon
ux =
[
(Φ!)∨
(
v[ϕ(x)
)]]
,
pour tout x ∈M1. Par conséquent u = vˆ implique〈
vϕ(x) − Φ(ux),Φ(e)
〉
= 0,
pour tous x ∈M1 et e ∈ E1, donc pour tout x ∈M1 on a
vϕ(x) − Φ(ux) ∈ (Im Φ)⊥,
ce qui ne signie pas nécessairement queϕ!v = Φ(u) puisque Φ n’est pas nécessairement
surjective.
Dénition 2.6.10 : Considérons deux algébroïdes de Courant
E =
(
E →M, aE, [·, ·]E, 〈·, ·〉E
)
et F =
(
F → N, aF , [·, ·]F , 〈·, ·〉F
)
.
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Un morphisme d’algébroïdes de Courant (ϕ,Φ) : E → F au sens fort est la donnée d’un
morphisme de brés vectoriels (ϕ,Φ) : E → F qui commute aux ancres, aux produits
scalaires et aux crochets au sens où
dϕ ◦ aE = aF ◦ Φ, (2.42)
〈u, v〉E = ϕ∗
〈
Φ(u),Φ(v)
〉
F
, (2.43)
pour tous u, v ∈ Γ(E) et
Φ
([
uˆ, vˆ
]
E
)
= ϕ![u, v]F , (2.44)
pour tous u, v ∈ Γ(F ). Dans (2.43), ϕ∗ désigne l’opération tiré-en-arrière dénie par
ϕ∗(g) = g ◦ ϕ, pour toute fonction g ∈ C∞(N). Dans le cas où (ϕ,Φ) est un isomor-
phisme de brés vectoriels (respectivement automorphisme) on dira que (ϕ,Φ) : E→ F
est un isomorphisme fort d’algébroïdes de Courant (respectivement automorphisme fort).
Remarque 2.6.11 : Reprenons les notations de la dénition précédente. Dans le cas où
les deux algébroïdes de Courant E et F ont une base communeM , on a par orthogonalité
de Φ que Φ̂(u) = u pour toute section u deE →M et la dénition 2.6.10 est équivalente
à la dénition 2.6.1.
Remarque 2.6.12 : Reprenons les notations de la dénition précédente. Dans le cas d’un
isomorphisme fort d’algébroïdes de Courant (ϕ,Φ) : E → F, l’isomorphisme de brés
vectoriels (ϕ,Φ) : E → F induit une application au niveaux des modules de sections,
encore notée Φ, et dénie par Φ(u)y = Φ(uϕ−1(y)), pour tout u ∈ Γ(E) et y ∈ N . Dans
ce cas, la condition (2.44) est équivalente à la condition
Φ
(
[u, v]E
)
=
[
Φ(u),Φ(v)
]
F
,
pour toutes sections u, v ∈ Γ(E).
Dénition 2.6.13 (dénition 6.12, [AX07] et section 1.3, [LBM09]) : Soit E = (E →
M, aE, [·, ·]E, 〈·, ·〉E) et F = (F → N, aF , [·, ·]F , 〈·, ·〉F ) deux algébroïdes de Courant.
Un morphisme d’algébroïdes de Courant (ϕ,L) : E 99K F au sens faible est la donnée
d’une application lisse ϕ : M → N et d’une structure de Dirac (ϕ,L) (voir 2.5.26) de
l’algébroïde de Courant produit−E×F (voir 2.4.1 et 2.2.6), à support sur Gr(ϕ) et inté-
grable. Dans le cas où ϕ est un automorphisme de M (c’est-à-dire un diéomorphisme
lisse ϕ : M → M ) et E = F on dira que (ϕ,L) : E 99K E est un automorphisme faible
de E.
Lemme 2.6.14 : Soit M et N deux variétés et f : M → N une application lisse. Alors
T Gr(f) = Gr(df) ⊂ TM ⊕ TN.
Preuve : Il sut de montrer que pour tout x ∈M on a
T(x,f(x)) Gr(f) = Gr
(
dfx : TxM → Tf(x)N
)
.
Soit donc x ∈ M et γ : I → M un chemin dans M , avec I un intervalle de R, tel
que γ(0) = x. Alors Γ(t) =
(
γ(t), f(γ(t))
)
est un chemin dans Gr(f) tel que Γ(0) =
(x, f(x)). En dérivant par rapport à t il vient
Γ˙(t) =
(
γ˙(t),dfγ(t)
(
γ˙(t)
))
,
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par conséquent on obtient
T(x,f(x)) Gr(f) =
{
γ˙(0) : γ : I →M chemin dans M tel que γ(0) = x}
=
{(
v,dxf(v)
)
: v ∈ TxM
}
= Gr
(
dfx : TxM → Tf(x)N
)
.
Ci-après nous énonçons et donnons une preuve de [AX07, proposition 6.9] (qui ne
gure pas dans la prépublication) avec une hypothèse supplémentaire.
Proposition 2.6.15 : Considérons deux algébroïdes de Courant
E =
(
E →M, aE, [·, ·]E, 〈·, ·〉E
)
et F =
(
F →M, aF , [·, ·]F , 〈·, ·〉F
)
,
Soit (ϕ,Φ) : E → F un morphisme d’algébroïdes de Courant au sens fort (dénition
2.6.10) tel que Gr(Φ)→ Gr(ϕ) soit coisotrope pour le produit scalaire de−E×F. Alors
(ϕ,Φ) : E → F est un morphisme d’algébroïdes de Courant au sens faible (dénition
2.6.13).
Preuve : D’après le lemme 2.5.13 Gr(Φ)→ Gr(ϕ) est un bré vectoriel, qui est un sous-
bré vectoriel du produit cartésienE×F →M×N . On va montrer que Gr(Φ)→ Gr(ϕ)
est une structure de Dirac de l’algébroïde de Courant produit−E×F (voir la proposition
2.4.1) à support sur Gr(ϕ) et intégrable. Notons 〈·, ·〉 le produit scalaire sur le produit
cartésien −E× F, d’après (2.43) on a pour tous u, v ∈ E〈(
u,Φ(u)
)
,
(
v,Φ(v)
)〉∣∣∣
(x,ϕ(x))
= −〈u, v〉E
∣∣∣
x
+
〈
Φ(u),Φ(v)
〉
F
∣∣∣
ϕ(x)
= 0,
ce qui signie que Gr(Φ) → Gr(ϕ) est isotrope. Ce sous-bré vectoriel est également
coisotrope grâce à l’hypothèse de l’énoncé. Notons a l’ancre de−E×F. Pour tout u ∈ E,
on a d’après (2.42) que
a
(
u,Φ(u)
)
=
(
aE(u), aF ◦ Φ(u)
)
=
(
aE(u),dϕ ◦ aE(u)
)
,
ce qui est dansT Gr(ϕ) d’après le lemme 2.6.14 ; par conséquent on a a(Gr Φ) ⊂ T Gr(ϕ).
Intéressons-nous à présent à l’involutivité. D’après la section 2.4.1, il sut de mon-
trer l’involutivité sur des sections du produit cartésien de la forme pr!M u⊕ pr!N v, avec
u ∈ Γ(E) et v ∈ Γ(F ). Considérons donc pr!M u⊕ pr!N v, pr!M u′ ⊕ pr!N v′ ∈ Γ(E × F )
telles que pr!M u⊕pr!N v|Gr(ϕ), pr!M u′⊕pr!N v′|Gr(ϕ) ∈ Γ(Gr Φ). Cela signie, par exemple
dans le cas de pr!M u⊕ pr!N v, que(
pr!M u⊕ pr!N v
)
(x,ϕ(x))
∈ Ex ⊕ Fϕ(x),
et vϕ(x) = Φ(ux), pour tout x ∈ M ; c’est-à-dire Φ(u) = ϕ!v. Par conséquent d’après la
remarque 2.6.9 on a vˆ = u. Par dénition,[
pr!M u⊕ pr!N v, pr!M u′ ⊕ pr!N v′
]
= pr!M [u, u
′]E ⊕ pr!N [v, v′]F ,
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et pour montrer que le membre de droite est dans Γ(Gr Φ), il faut montrer que
Φ
(
[u, u′]E
)
= ϕ![v, v′]F . Or d’après (2.44) on a
Φ
(
[u, u′]E
)
= Φ
(
[vˆ, vˆ′]E
)
= ϕ![v, v′]F .
Finalement on obtient que Gr(Φ) → Gr(ϕ) est une structure de Dirac de −E × F à
support dans Gr(ϕ), intégrable. Ainsi (ϕ,Gr Φ) : E 99K F est un morphisme faible
d’algébroïdes de Courant.
Exemple 2.6.16 : Soit E un algébroïde de Courant, dont on notera E → M le bré
vectoriel sous-jacent. Le morphisme fort (IdM , IdE) : E → E admet pour graphe la
diagonale E × E → M ×M qui est une structure de Dirac intégrable de −E × E. On
notera IdE : E 99K E le morphisme faible associé, que l’on appellera morphisme identité
de E.
Exemple 2.6.17 : Soit g, h deux algèbres de Lie quadratiques que l’on considère comme
des algébroïdes de Courant au-dessus d’un point (exemple 2.3.1). Un morphisme d’al-
gèbres de Lie quadratiques g → h est un morphisme d’algébroïdes de Courant au sens
fort. Une sous-algèbre lagrangienne et stable pour le crochet de−g⊕h est un morphisme
d’algébroïdes de Courant au sens faible.
La souplesse apportée par la notion de morphisme faible prend toute son essence avec
les exemples qui vont suivre. En eet la plupart des exemples d’algébroïdes de Courant
proviennent de bigébroïdes de Lie ou de proto-bigébroïdes de Lie, entre lesquels on ne
peut souvent pas construire de morphisme de brés vectoriels à cause d’une « double
variance » naturellement présente dans ces exemples.
Le premier exemple est énoncé dans [AX07, proposition 6.12] ; on note que la preuve
ne fait pas appel à [AX07, proposition 6.8] (cette proposition faisant intervenir la notion
d’opérateur de Dirac générateur).
Dénition 2.6.18 : Soit M et N deux variétés et ϕ : M → N une application lisse.
On dira que deux champs de vecteurs X ∈ Γ(TM) et Y ∈ Γ(TN) sont ϕ-compatibles
si ϕ∗(X) = ϕ!Y , où ϕ∗ = dϕ! : Γ(TM) → Γ(ϕ∗TN). On notera ϕ∗ l’application
duale ϕ∨∗ : Γ(ϕ∗T∨N) → Γ(T∨M) (souvent en géométrie diérentielle on confond
abusivement les applications dϕ et dϕ!).
Lemme 2.6.19 : Soit M et N deux variétés et ϕ : M → N une application lisse. Soit
X ∈ Γ(TM) et Y ∈ Γ(TN) deux champs de vecteurs ϕ-compatibles. Alors pour tout
ω ∈ Ω•(N) on a
ιX(ϕ
∗ω) = ϕ∗ιY ω, LX(ϕ∗ω) = ϕ∗LY ω.
Preuve : Soit ω ∈ Ωk(N) et soit X1, . . . , Xk−1 ∈ Γ(TM). Alors[
ιX(ϕ
∗ω)
]
(X1, . . . , Xk) = (ϕ
∗ω)(X,X1, . . . , Xk−1)
= ω(ϕ∗X,ϕ∗X1, . . . , ϕ∗Xk−1)
= (ιY ω)(ϕ∗X1, . . . , ϕ∗Xk−1)
=
[
ϕ∗(ιY ω)
]
(X1, . . . , Xk−1).
60 Chapitre 2. Algébroïdes de Courant
La seconde formule résulte d’une application de la première ainsi que de la formule « ma-
gique » de Cartan ([Lee13, théorème 14.35]) et du fait que le tiré-en-arrière ϕ∗ commute
avec la diérentielle de De Rham d (voir [Lee13, proposition 11.25]) :
LX(ϕ
∗ω) = ιXdϕ∗ω + dιXϕ∗ω
= ιXϕ
∗dω + dϕ∗ιY ω
= ϕ∗ιY dω + ϕ∗dιY ω
= ϕ∗LY ω.
Proposition 2.6.20 : Soit M et N deux variétés et ϕ : M → N une application
lisse. Soit EM [HM ] = (E → M, aE, [·, ·]E, 〈·, ·〉E) (respectivement EN [HN ] = (F →
N, aF , [·, ·]F , 〈·, ·〉F )) l’algébroïde de Courant exact sur M (respectivement N ) associé
à HM (respectivement associé à HN ) (voir exemple 2.35). Considérons L → Gr(ϕ) le
sous-bré vectoriel de E × F →M ×N déni par
L =
{
(v ⊕ ϕ∗ξ, ϕ∗v ⊕ ξ) : (v, ξ) ∈ TxM × T∨y N pour tout (x, y) ∈ Gr(ϕ)
}
.
Alors (ϕ,L) est une structure de Dirac de−EM [HM ]×EN [HN ], et (ϕ,L) est intégrable
si et seulement si ϕ∗HN = HM . Ainsi (ϕ,L) : EM [HM ] 99K EM(HN) est un morphisme
faible si et seulement si ϕ∗HN = HM .
Preuve : Montrons que (ϕ,L) est une structure de Dirac de −EM [HM ] × EN [HN ] à
support sur Gr(ϕ). Tout d’abord L → Gr(ϕ) est isotrope puisque par dénition du
produit scalaire sur le produit cartésien,〈
(v ⊕ ϕ∗ξ, ϕ∗v ⊕ ξ),(w ⊕ ϕ∗η, ϕ∗w ⊕ η)
〉
= −〈v ⊕ ϕ∗ξ, w ⊕ ϕ∗η〉
E
+
〈
ϕ∗v ⊕ ξ, ϕ∗w ⊕ η
〉
F
= −(ϕ∗ξ)(w)− (ϕ∗η)(v) + ξ(ϕ∗w) + η(ϕ∗v),
ce qui est nul par dénition de ϕ∗ en tant qu’application duale de ϕ∗. Montrons à présent
la coisotropie. Soit (u⊕ ξ, v ⊕ η) ∈ L⊥ donc en particulier on a〈
(u⊕ ξ, v ⊕ η), (w ⊕ 0, ϕ∗w ⊕ 0)
〉
= −ξ(w) + ϕ∗η(w) = 0,
d’où ξ = ϕ∗η, et également〈
(u⊕ ξ, v ⊕ η), (0⊕ ϕ∗ζ, 0⊕ ζ)〉 = −ζ(ϕ∗u) + ζ(v) = 0,
d’où v = ϕ∗u ; ainsi (u⊕ξ, v⊕η) = (u⊕ϕ∗η, ϕ∗u⊕η) ∈ L. Concernant la compatibilité
avec l’ancre on a pour tout (v ⊕ ϕ∗ξ, ϕ∗v ⊕ ξ) ∈ Γ(L)
a
(
(v ⊕ ϕ∗ξ, ϕ∗v ⊕ ξ)
)
= aE(v ⊕ ϕ∗ξ)⊕ aF (ϕ∗v ⊕ ξ)
= v ⊕ ϕ∗v ∈ T Gr(ϕ).
Terminons par l’involutivité. D’après la construction du produit cartésien (voir section
2.4.1) il sut de montrer cette propriété pour les expressions de la forme pr!M(X ⊕ α)⊕
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pr!N(Y ⊕ β) ∈ Γ(E × F ) pour X ⊕ α ∈ Γ(E) et Y ⊕ β ∈ Γ(F ). Considérons donc
pr!M(X ⊕ α)⊕ pr!N(Y ⊕ β) et pr!M(X ′ ⊕ α′)⊕ pr!N(Y ′ ⊕ β′) telles qu’après restriction
à Gr(ϕ) on obtienne des sections de Gr(Φ) → Gr(ϕ). Cela signie, par exemple pour
pr!M(X ⊕ α)⊕ pr!N(Y ⊕ β), que α = ϕ∗β et ϕ!Y = ϕ∗X . Par dénition du crochet sur
le produit cartésien on a[
pr!M(X ⊕ α)⊕pr!N(Y ⊕ β), pr!M(X ′ ⊕ α′)⊕ pr!N(Y ′ ⊕ β′)
]
= pr!M
[
X ⊕ α,X ′ ⊕ α′]
E
⊕ pr!N
[
Y ⊕ β, Y ′ ⊕ β′]
F
= pr!M
{
[X,X ′]TM ⊕LXα′ − ιX′dα + ιX′ιXHM
}
⊕ pr!N
{
[Y, Y ′]TN ⊕LY β′ − ιY ′dβ + ιY ′ιYHN
}
.
Pour montrer qu’après restriction à Gr(ϕ) on obtient un élément de Γ(Gr Φ), on doit
montrer que [
Y, Y ′
]
TN
= ϕ∗
[
X,X ′
]
TM
,
ϕ∗
(
LY β
′ − ιY ′dβ
)
=LXα
′ − ιX′dα,
ϕ∗
(
ιY ′ιYHN
)
= ιX′ιXHM .
La première identité vient du fait que X et Y d’une part, X ′ et Y ′ d’autre part, sont ϕ-
compatibles et donc par naturalité du crochet de Lie [X,X ′] et [Y, Y ′] sontϕ-compatibles
([Lee13, proposition 8.30]). La seconde identité découle de l’application du lemme précé-
dent et du fait que α = ϕ∗β et α′ = ϕ∗β′. Enn d’après le lemme précédent, la troisième
identité est vériée si et seulement si ϕ∗HN = HM .
La proposition suivante est énoncée dans [AX07, corollaire 6.11] et s’appuie sur
[AX07, théorème 6.10] ; nous proposons une preuve directe, plus élémentaire.
Proposition 2.6.21 : Soit (M,pi) et (N,$) deux variétés de Poisson et soit ϕ : M →
N une application lisse Poisson (voir [Vai94, dénition 1.17] ou [LGPV13, dénition
1.18 et proposition 1.19]). Considérons les bigébroïdes de Lie (voir l’exemple 2.3.16)(
PM [pi],TM
)
et
(
PN [$],TN) ainsi que L → Gr(ϕ) le sous-bré vectoriel de E × F →
M ×N , avec E = T∨M ⊕ TM et F = T∨N ⊕ TN , déni par
L =
{
(ϕ∗ξ ⊕ v, ξ ⊕ ϕ∗v) : (ξ, v) ∈ T∨y N × TxM pour tout (x, y) ∈ Gr(ϕ)
}
.
Alors (ϕ,L) est un morphisme faible entre les doubles (voir exemple 2.3.13) des bigé-
broïdes de Lie
(
PM [pi],TM
)
et
(
PN [$],TN).
Preuve : L’isotropie et la coisotropie de L → Gr(ϕ) se montrent de manière similaire
à ce qui est fait dans la proposition précédente. Notons pi] : T∨M → TM l’application
α ∈ T∨xM 7→ pi(α, ·) ∈ TxM et similairement pour $. Concernant la compatibilité avec
l’ancre, on a, par dénition de l’ancre sur le produit cartésien,
a
(
(ϕ∗ξ ⊕ v, ξ ⊕ ϕ∗v)
)
= aE(ϕ
∗ξ ⊕ v)⊕ aF (ξ ⊕ ϕ∗v)
=
(
pi](ϕ∗ξ) + v
)⊕ ($](ξ) + ϕ∗v)
or, d’après [LGPV13, proposition 1.19] il vient pour toute fonction g ∈ C∞(N)
ϕ∗
[
pi](ϕ∗ξ)
] · g = pi](ϕ∗ξ) · (g ◦ ϕ) = pi(ϕ∗ξ, ϕ∗dg) = [Λ2ϕ∗pi]](ξ) · g = $](ξ) · g.
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On en déduit que a
(
(ϕ∗ξ ⊕ v, ξ ⊕ ϕ∗v)
) ∈ T Gr(ϕ). Il reste à montrer l’involutivité.
D’après la construction du produit cartésien (voir section 2.4.1) il sut de montrer cette
propriété pour les expressions de la forme pr!M(α ⊕ X) ⊕ pr!N(β ⊕ Y ) ∈ Γ(E × F )
pour α⊕X ∈ Γ(E) et β ⊕ Y ∈ Γ(F ). Considérons donc pr!M(α⊕X)⊕ pr!N(β ⊕ Y ) et
pr!M(α
′⊕X ′)⊕pr!N(β′⊕Y ′) telles qu’après restriction à Gr(ϕ) on obtienne des sections
de Gr(Φ) → Gr(ϕ). Cela signie, par exemple pour pr!M(α ⊕ X) ⊕ pr!N(β ⊕ Y ), que
α = ϕ∗β et ϕ!Y = ϕ∗X . Par dénition du crochet sur le produit cartésien on a[
pr!M(α⊕X)⊕pr!N(β ⊕ Y ), pr!M(α′ ⊕X ′)⊕ pr!N(β′ ⊕ Y ′)
]
= pr!M
[
α⊕X,α′ ⊕X ′]
E
⊕ pr!N
[
β ⊕ Y, β′ ⊕ Y ′]
F
= pr!M
{
Lpi](α)α
′ −Lpi](α′)α− d
{
pi(α, α′)
}
+LXα
′ − ιX′dα
⊕ [X,X ′]
TM
− [pi, α(X ′)]SN − ια[pi,X ′]SN + ια′ [pi,X]SN
}
⊕ pr!N
{
L$](β)β
′ −L$](β′)β − d
{
$(β, β′)
}
+LY β
′ − ιY ′dβ
⊕ [Y, Y ′]
TN
− [$, β(Y ′)]SN − ιβ[$, Y ′]SN + ιβ′ [pi,X]SN
}
,
et pour montrer qu’il s’agit d’une section de L→ Gr(ϕ), on doit montrer que
ϕ∗
{
L$](β)β
′ −L$](β′)β − d
{
$(β, β′)
}
+LY β
′ − ιY ′dβ
}
=Lpi](α)α
′ −Lpi](α′)α− d
{
pi(α, α′)
}
+LXα
′ − ιX′dα,
[Y, Y ′]TN − [$, β(Y ′)]SN − ιβ[$, Y ′]SN + ιβ′ [pi,X]SN
= ϕ∗
{
[X,X ′]TM − [pi, α(X ′)]SN − ια[X,X ′]SN + ια′ [pi,X]SN
}
.
Or, d’après le lemme 2.6.19 et [LGPV13, proposition 1.19], on a
ϕ∗L$](β)β
′ =Lϕ∗pi](β)(ϕ
∗β′) =Lpi](ϕ∗β)(ϕ
∗β′) =Lpi](α)α
′,
et d’après le fait que ϕ est Poisson, on a également que
ϕ∗d
{
$(β, β′)
}
= d
{
ϕ∗pi(β, β′)
}
= d
{
pi(α, α′)
}
.
Enn, d’après le lemme 2.6.19 et une extension de [Lee13, proposition 8.30] à [·, ·]SN, on
obtient
ϕ∗ια[pi,X ′]SN = ιβϕ∗[pi,X ′]SN = ιβ[ϕ∗pi, ϕ∗X ′]SN = ιβ[$, Y ′]SN,
et nalement
ϕ∗[pi, α(X ′)]SN = [$,ϕ∗ιαX ′]SN = [$, ιβY ′]SN,
ce qui permet d’obtenir l’égalité cherchée (les autres égalités intermédiaires étant obte-
nues de manière similaire à la proposition précédente).
La composition de morphismes faibles entre algébroïdes de Courant exige des hypo-
thèses techniques supplémentaires que nous décrivons maintenant brièvement.
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Dénition 2.6.22 : Soit E, F et G trois algébroïdes de Courant. Soit (ϕ,L) : E 99K F et
(ϕ′, L′) : F 99K G deux morphismes faibles. On pose
L′ ◦ L = {(u,w) ∈ E ×G : ∃v ∈ F (u, v) ∈ L et (v, w) ∈ L′}
= prE×G
{
(L× L′) ∩ (E ×∆(F )×G)}, (2.45)
où E (respectivement F , G) désigne l’espace total du bré vectoriel sous-jacent à E
(respectivement F, G) et ∆ est l’application diagonale v 7→ (v, v).
Reprenons les notations de la dénition ci-dessus. An que le sous-ensemble L′ ◦ L
de E × G dénisse un sous-bré vectoriel (c’est-à-dire qu’il existe un choix continu
d’éléments v ∈ F satisfaisant les conditions (u, v) ∈ L et (v, w) ∈ L′), il est nécessaire
d’imposer des conditions supplémentaires, qui sont énoncées de manière générale dans
[LBM14, section 1.4 et annexe A] avec de nombreux détails. Une des conditions utilisées
dans [LBM14] est que l’intersection (2.45) soit propre au sens de Bott, c’est-à-dire dénit
une variété lisse et l’intersection des espaces tangents est l’espace tangent de l’inter-
section (voir [Hör07, annexe C.3]). On dira que l’intersection (2.45) est propre si elle est
propre au sens de Bott et que la projection L×L′ → E×G est lisse et de rang constant.
Proposition 2.6.23 : [LBM14, proposition 1.4] Soit E, F et G trois algébroïdes de Cou-
rant. Soit (ϕ,L) : E 99K F et (ϕ′, L′) : F 99K G deux morphismes faibles, tels que
l’intersection (2.45) soit propre au sens ci-dessus. Alors (ϕ′ ◦ϕ,L′ ◦L) est un morphisme
faible de E vers G.
La proposition suivante montre qu’un automorphisme faible (voir dénition 2.6.13),
provenant du graphe d’un morphisme de brés vectoriels surjectif est un automorphisme
fort (voir dénition 2.6.10) ; et réciproquement.
Proposition 2.6.24 : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant. Soit
(ϕ,L) : E 99K E un automorphisme faible de E, où L est le graphe d’un morphisme
surjectif de brés vectoriels (ϕ,Φ) : E → E. Alors (ϕ,Φ) est un automorphisme fort de
E. Réciproquement, étant donné (ϕ,Φ) un automorphisme fort de E dont le graphe est
coisotrope, (ϕ,Gr Φ) : E 99K E est un automorphisme faible de E.
Preuve : Soit (ϕ,L) : E 99K E avec L le graphe de (ϕ,Φ) : E → E. Alors par isotropie
de L on obtient que Φ est un isométrie de (E →M, 〈·, ·〉) donc Φ est injective puisque le
produit scalaire est non dégénéré. Par conséquent Φ est un automorphisme de E → M
préservant le produit scalaire 〈·, ·〉. Enn l’involutivité de L assure que Φ préserve le
crochet [·, ·], par conséquent (ϕ,Φ) est un automorphisme fort de E. La réciproque est
assurée par la proposition 2.6.15.
Remarque 2.6.25 : A priori la notion d’automorphisme faible d’un algébroïde de Cou-
rant est plus générale que celle d’automorphisme fort puisqu’elle ne nécessite pas que la
structure de Dirac de la dénition 2.6.13 provienne du graphe d’un morphisme de brés
vectoriels. Comme on l’a vu dans les exemples 2.6.20 et 2.6.21, dans le cas de morphismes
entre algébroïdes de Courant, cette généralité est indispensable pour tenir compte de la
« double variance » inhérente à la structure de ces exemples. En revanche, dans le cas des
automorphismes d’un algébroïde de Courant, se limiter au cas où la structure de Dirac de
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la dénition provient du graphe d’un morphisme de brés vectoriels n’est a priori pas res-
trictif. Par exemple considérons l’automorphisme faible (ϕ,L) : EM [H] 99K EM [H] issu
de l’exemple 2.6.20 (on a donc que ϕ est un diéomorphisme de M tel que ϕ∗H = H).
Puisque ϕ est un automorphisme de la variété M , on peut récrire L comme Gr(Φ),
où l’automorphisme de brés vectoriels Φ : TM ⊕ T∨M → TM ⊕ T∨M est déni
par Φ(X ⊕ ξ) = dϕ(X) ⊕ (dϕ−1)∨(ξ), pour tout X ∈ Γ(TM), ξ ∈ Γ(T∨M). On
constate donc que, bien qu’issu initialement d’un morphisme faible, l’automorphisme
faible (ϕ,L) : EM [H] 99K EM [H] provient d’un graphe, celui de Φ, et d’après la propo-
sition précédente, cet automorphisme faible provient d’un automorphisme fort. De plus,
la composition de morphismes faibles ne peut s’eectuer que si l’intersection (2.45) est
propre au sens de Bott. Ce sont les raisons pour lesquelles au chapitre 3 nous ne consi-
dèrerons que des automorphismes de type fort d’un algébroïde de Courant (régulier).
Dénition 2.6.26 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant et soit
F → N un sous-bré vectoriel de E →M , N étant une sous-variété de M . On dira que
le sous-bré vectoriel F → N est un sous-algébroïde de Courant de A si
• pour tout u ∈ F , a(u) ∈ TN ,
• pour toutes sections u, v ∈ Γ(E) telles que u|N , v|N ∈ Γ(F ), alors [u, v]|N ∈
Γ(F ),
• la restriction de 〈·, ·〉 à F → N est encore non-dégénérée.
Dans la dénition ci-dessus, on équipe F → N de l’ancre a de E restreinte à F → N ,
du crochet [·, ·] de E restreint à Γ(F ) et du produit scalaire 〈·, ·〉 de E restreint à F → N ;
muni de cette ancre et de ce crochet F → N est un algébroïde de Courant et
F E
N M
est un morphisme faible d’algébroïdes de Courant, la structure de Dirac sous-jacente
étant donnée par la diagonale de F → M . L’inclusion F ↪→ E est un morphisme fort
d’algébroïdes de Courant, dont le graphe est coisotrope et donne le morphisme faible
précédent.
2.7 Cohomologie naïve d’un algébroïde de Courant
Dans toute cette section on xeE = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant
régulier, ce qui permet de considérer le noyau Ker a→M en tant que bré vectoriel de
rang constant.
Dans la littérature, il existe plusieurs notions de cohomologie pour l’algébroïde de
Courant E. Tout d’abord, la cohomologie naïve de E, dénie dans [SX08] et [CSX13], qui
est en réalité isomorphe à la cohomologie de l’algébroïde de Lie E¯ (proposition 2.6.4
et le théorème 2.7.14) à travers duquel on a pu supprimer les défauts d’antisymétrie
du crochet [·, ·]. Il est également possible de considérer la cohomologie de l’algébroïde
de Leibniz sous-jacent, il s’agit de la cohomologie de Loday-Pirashvili [Lod93, section
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6.1] du C∞(M,R)-module Γ(E) des sections de E → M , qui est une algèbre de Leib-
niz, à valeurs dans C∞(M,R). Cette cohomologie, contrairement à la première, prend
en compte le défaut d’antisymétrie du crochet [·, ·] (voir [GKP13] pour une approche
utilisant la géométrie graduée). En toute généralité, Γ(E) est une algèbre de Courant-
Dorfman [Roy09, dénition 2.1] et on doit utiliser la cohomologie associée dénie par
Roytenberg [Roy09, section 4], qui de plus prend en compte la nature des anomalies de
symétrie (elles sont contrôlées par l’opérateur D). On pourrait également interpréter E
en tant que dg-variété symplectique de degré 2 et prendre pour cohomologie celle as-
sociée au champ de vecteur cohomologique {Θ, ·} (voir [Roy02a]), appelée cohomologie
standard, où {·, ·} désigne ici un crochet de Poisson gradué. Dans la suite nous dénirons
et ne travaillerons qu’avec la cohomologie naïve de l’algébroïde de Courant E.
Le produit scalaire 〈·, ·〉 sur E → M s’étend en un produit scalaire sur Λ•E → M
déni par
〈u1 ∧ · · · ∧ um, v1 ∧ · · · ∧ vn〉 = δmn det
[〈ui, vj〉]1≤i,j≤m,n,
pour tous u1, . . . , um, v1, . . . , vn ∈ Γ(E). Aussi Λ•Υ : Λ•E → Λ•E∨ est un isomor-
phisme de brés vectoriels et on a un crochet de dualité déni par
〈α1 ∧ · · · ∧ αm |u1 ∧ · · · ∧ un〉 = δmn det
[
αi(uj)
]
1≤i,j≤m,n,
pour tous α1, . . . , αm ∈ Γ(E∨) et u1, . . . , un ∈ Γ(E), et relié au produit scalaire par
Λ•Υ de la même manière qu’auparavant.
Le C∞(M)-module qui va jouer le rôle de k-cochaines est déni par
Ωk(E) = Γ
(
Λk Ker a
)
.
On notera Ω•(E) =
⊕
k≥0 Ω
k(E) l’algèbre Z-graduée commutative formée par les co-
chaines pour le produit extérieur. Ces cochaines permettent d’obtenir des opérateurs
similaires au triplet de Cartan des algébroïdes de Lie ; on verra plus loin que la cohomo-
logie naïve est isomorphe à la cohomologie de l’algébroïde de Lie E¯ (théorème 2.7.14, où
E¯ est décrit dans la proposition 2.6.4).
Dénition 2.7.1 : Pour u ∈ Γ(E) on dénit un produit intérieur (couramment appelé
opérateur d’insertion), ι˘u : Ωk(E)→ Ωk−1(E) par
〈ι˘uα, v1 ∧ · · · ∧ vk−1〉 = 〈α, u ∧ v1 ∧ · · · ∧ vk−1〉,
pour tous α ∈ Ωk(E) et v1, . . . , vk−1 ∈ Γ(E). Sur les fonctions f ∈ C∞(M) on pose
ι˘uf = 0, pour tout u ∈ Γ(E).
Lemme 2.7.2 : Soit α = α1 ∧ · · · ∧ αk une k-cochaine décomposable, et soit u ∈ Γ(E).
Alors
ι˘uα = ι˘u(α1 ∧ · · · ∧ αk) =
k∑
i=1
(−1)i+1〈αi, u〉α1 ∧ · · · ∧ α̂i ∧ · · · ∧ αk.
En particulier ι˘uv = 〈u, v〉 pour tous u, v ∈ Γ(E).
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Preuve : On a successivement
〈ι˘uα, v1 ∧ · · · ∧ vk−1〉 = 〈α1 ∧ · · · ∧ αk, u ∧ v1 ∧ · · · ∧ vk−1〉
=
∣∣∣∣∣∣∣
〈α1, u〉 〈α1, v1〉 . . . 〈α1, vk−1〉
... ... ... ...
〈αk, u〉 〈αk, v1〉 . . . 〈αk, vk−1〉
∣∣∣∣∣∣∣
=
k∑
i=1
(−1)i+1〈αi, u〉
∣∣∣∣∣∣∣∣∣∣∣∣∣
〈α1, v1〉 . . . 〈α1, vk−1〉
... ... ...
〈αi−1, v1〉 . . . 〈αi−1, vk−1〉
〈αi+1, v1〉 . . . 〈αi+1, vk−1〉
... ... ...
〈αk, v1〉 . . . 〈αk, vk−1〉
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
k∑
i=1
(−1)i+1〈αi, u〉〈α1 ∧ · · · ∧ α̂i ∧ · · · ∧ αk, v1 ∧ · · · ∧ vk−1〉.
Cette dernière égalité étant vraie pour tous v1, . . . , vk−1 ∈ Γ(E) on obtient le résultat.
Proposition 2.7.3 : Soit u ∈ Γ(E). Alors ι˘u est une dérivation de degré−1 de l’algèbre
Ω•(E), c’est-à-dire ι˘u : Ωk(E)→ Ωk−1(E) satisfait la relation
ι˘u(α ∧ β) = ι˘uα ∧ β + (−1)pα ∧ ι˘uβ,
pour tous α ∈ Ωp(E) et β ∈ Ωq(E).
Preuve : En utilisant la formule donnée dans la proposition précédente, cette propo-
sition est claire pour des cochaines décomposables. On conclut dans le cas général par
C∞(M)-linéarité de l’opérateur ι˘u.
La formule pour le produit intérieur permet de décrire les cochaines à l’aide du pro-
duit intérieur comme le montre la proposition suivante.
Proposition 2.7.4 : On a Ωk(E) =
{
α ∈ Γ(ΛkE) : ∀f ∈ C∞(M) ι˘Dfα = 0
}
.
Preuve : Soit α = α1 ∧ · · · ∧ αk ∈ Ωk(E) une k-cochaine décomposable. D’après la
formule précédente pour ι˘Dfα, on est amené à évaluer les quantités 〈αi,Df〉 qui valent
d’après (2.8)
〈αi,Df〉 = a(αi) · f = 0.
Réciproquement soit α = α1 ∧ · · · ∧ αk ∈ Γ(ΛkE) tel que ι˘Dfα = 0 pour toute fonction
f ∈ C∞(M). Alors d’après la formule précédente, 〈αi,Df〉 = 0 pour tout i, et donc par
(2.8) on obtient que αi ∈ Ker a puis que α ∈ Ωk(E).
Dénition 2.7.5 : Pour u ∈ Γ(E) on dénit la dérivée de Lie, L˘u : Ωk(E)→ Ωk(E) par
〈
L˘uα, v1 ∧ · · · ∧ vk
〉
= a(u) · 〈α, v1 ∧ · · · ∧ vk〉 −
k∑
i=1
〈
α, v1 ∧ · · · ∧ [u, vi] ∧ . . . vk
〉
,
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pour tous α ∈ Ωk(E) et v1, . . . , vk ∈ Γ(E). Sur les fonctions f ∈ C∞(M) on pose
L˘uf = a(u) · f , pour tout u ∈ Γ(E).
En particulier on montre facilement en utilisant (2.5) que L˘uv = [u, v] pour tous
u ∈ Γ(E) and v ∈ Γ(Ker a).
Proposition 2.7.6 : La dérivée de Lie L˘u satisfait les propriétés
ι˘[u,v] = L˘u ◦ ι˘v − ι˘v ◦ L˘u,
L˘u(α ∧ β) = L˘uα ∧ β + α ∧ L˘uβ,
pour tous u, v ∈ Γ(E), α, β ∈ Ω•(E).
La seconde propriété signie que pour tout u ∈ Γ(E), L˘u est dérivation de degré 0
de l’algèbre Ω•(E). La première propriété peut donc se reformuler par ι˘[u,v] =
[
L˘u, ι˘v
]
pour le crochet Z-gradué des dérivations sur Ω•(E).
Preuve : On montre d’abord la première propriété. D’après la dénition de la dérivée
de Lie et du produit intérieur on a d’une part〈
L˘uι˘vα,w2 ∧ · · · ∧ wk
〉
= a(u) · 〈α, v ∧ w2 ∧ · · · ∧ wk〉
−
k∑
i=2
〈
α, v ∧ w2 ∧ · · · ∧ [u,wi] ∧ · · · ∧ wk
〉
, (2.46)
et d’autre part〈
ι˘vL˘uα,w2 ∧ · · · ∧ wk
〉
= a(u) · 〈α,w1 ∧ w2 ∧ · · · ∧ wk〉
−
k∑
i=1
〈
α,w1 ∧ · · · ∧ [u,wi] ∧ · · · ∧ wk
〉
, (2.47)
en notant w1 pour v. En soustrayant (2.47) à (2.46) on obtient〈
α, [u, v] ∧ w2 ∧ · · · ∧ wk
〉
=
〈
ι˘[u,v]α,w2 ∧ · · · ∧ wk
〉
.
On utilise à présent cette propriété pour montrer la seconde par récurrence sur p+q,
p étant le degré de α et q le degré de β. Pour p, q = 0, c’est clair, puisque a(u) est une
dérivation de C∞(M), donc la propriété est vraie pour p+q = 0. Supposons la propriété
vraie pour p et q tels que p+ q ≤ r et montrons qu’elle est encore vraie au rang suivant
c’est-à-dire pour p+ q = r + 1. Soit v ∈ Γ(E) quelconque. Alors
ι˘vL˘u(α ∧ β) = L˘uι˘v(α ∧ β)− ι˘[u,v](α ∧ β)
= L˘u (ι˘vα ∧ β + (−1)pα ∧ ι˘vβ)
− ι˘[u,v]α ∧ β − (−1)pα ∧ ι˘[u,v]β.
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Puis en utilisant l’hypothèse de récurrence
ι˘vL˘u(α ∧ β) = L˘uι˘vα ∧ β + ι˘vα ∧ L˘uβ + (−1)pL˘uα ∧ ι˘vβ
+ (−1)pα ∧ L˘uι˘V β − ι˘[u,v]α ∧ β − (−1)pα ∧ ι˘[u,v]β
= L˘uι˘vα ∧ β + ι˘vα ∧ L˘uβ + (−1)pL˘uα ∧ ι˘vβ + (−1)pα ∧ L˘uι˘V β
− L˘uι˘vα ∧ β + ι˘vL˘uα ∧ β − (−1)pα ∧ L˘uι˘vβ + (−1)pα ∧ ι˘vL˘uβ
= ι˘v(L˘uα ∧ β) + ι˘v(α ∧ L˘uβ).
Ceci étant vrai pour tout v ∈ Γ(E), on obtient le résultat.
Dénition 2.7.7 : On dénit la dérivée extérieure d˘ : Ωk(E)→ Ωk+1(E) par
〈
d˘α, u0 ∧ · · · ∧ uk
〉
=
k∑
i=0
(−1)ia(ui) · 〈α, u0 ∧ · · · ∧ ûi ∧ · · · ∧ uk〉
+
∑
0≤i<j≤k
(−1)i+j〈α, [ui, uj] ∧ u0 ∧ · · · ∧ ûi ∧ · · · ∧ ûj ∧ · · · ∧ uk〉,
pour tous α ∈ Ωk(E) et u0, . . . , uk ∈ Γ(E). Sur les fonctions f ∈ C∞(M) on pose〈
d˘f, u
〉
= 〈Df, u〉 = a(u) · f,
pour tout u ∈ Γ(E).
Proposition 2.7.8 : Pour tout u ∈ Γ(E) on a, une formule magique de Cartan
L˘u = ι˘u ◦ d˘ + d˘ ◦ ι˘u.
L’opérateur d˘ est une dérivation de degré 1 et de carré nul de l’algèbre Ω•(E), c’est-à-dire
d˘(α ∧ β) = d˘α ∧ β + (−1)pα ∧ d˘β,
pour tous α ∈ Ωp(E) et β ∈ Ωq(E), et d˘2 = 0.
On peut donc reformuler la première propriété par L˘u =
[
ι˘u, d˘
]
pour le crochet
Z-gradué des dérivations.
Preuve : Pour α une k-cochaîne, on a, en notant u0 pour u,〈
ι˘ud˘α, u1 ∧ · · · ∧ uk
〉
=
k∑
i=0
(−1)ia(ui) · 〈α, u0 ∧ · · · ∧ ûi ∧ · · · ∧ uk〉
+
∑
0≤i<j≤k
(−1)i+j〈α, [ui, uj] ∧ u0 ∧ · · · ∧ ûi ∧ · · · ∧ ûj ∧ · · · ∧ uk〉. (2.48)
D’autre part on a
〈
d˘ι˘uα, u1 ∧ · · · ∧ uk
〉
=
k∑
i=1
(−1)i−1a(ui) · 〈α, u0 ∧ · · · ∧ ûi ∧ · · · ∧ uk〉
+
∑
1≤i<j≤k
(−1)i+j+1〈α, [ui, uj] ∧ u0 ∧ · · · ∧ ûi ∧ · · · ∧ ûj ∧ · · · ∧ uk〉. (2.49)
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En additionant (2.48) et (2.49) on obtient
a(u0) · 〈α, u1 ∧ · · · ∧ uk〉 −
k∑
j=1
(−1)j+1〈α, [u0, uj] ∧ u1 ∧ · · · ∧ ûj ∧ · · · ∧ uk〉,
ce qui n’est rien d’autre que 〈
L˘uα, u1 ∧ · · · ∧ uk
〉
,
après avoir décalé le facteur [u0, uj] sur la droite.
Montrons à présent que d˘ est une dérivation par récurrence sur p+q, p étant le degré
de α et q le degré de β. Pour p, q = 0, c’est clair, puisque D est une dérivation de C∞(M),
donc la propriété est vraie pour p+ q = 0. Supposons la propriété vraie pour p et q tels
que p + q ≤ r et montrons qu’elle est encore vraie au rang suivant c’est-à-dire pour
p+ q = r + 1. Soit u ∈ Γ(E) quelconque. D’après la formule magique de Cartan on a
ι˘ud˘(α ∧ β) = L˘u(α ∧ β)− d˘ι˘u(α ∧ β)
= L˘uα ∧ β + α ∧ L˘uβ
− d˘ (ι˘uα ∧ β + (−1)pα ∧ ι˘uβ) .
On peut à présent appliquer l’hypothèse de récurrence pour obtenir
ι˘ud˘(α ∧ β) = L˘uα ∧ β + α ∧ L˘uβ − d˘ι˘uα ∧ β
− (−1)p−1ι˘uα ∧ d˘β − (−1)pd˘α ∧ ι˘uβ − α ∧ d˘ι˘uβ
= ι˘ud˘α ∧ β + α ∧ ι˘ud˘β
− (−1)p−1ι˘uα ∧ d˘β − (−1)pd˘α ∧ ι˘uβ
= ι˘u(d˘α ∧ β) + (−1)pι˘u(α ∧ d˘β).
Puisque ceci est vrai pour tout u ∈ Γ(E), on obtient le résultat.
Montrons à présent que d˘ est de carré nul. Pour cela, il sut de le prouver sur les 0-
cochaines et les 1-cochaines puis d’utiliser la propriété de dérivation. Sur les 0-cochaines
α ∈ C∞(M), il vient d’après (2.13)〈
d˘2α, u ∧ v
〉
= a(u) ·
〈
d˘α, v
〉
− a(v) ·
〈
d˘α, u
〉
−
〈
d˘α, [u, v]
〉
= a(u) · a(v) · α− a(v) · a(u) · α− a([u, v]) · α
= 0.
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Pour les 1-cochaines, il vient d’après l’identité (2.1)〈
d˘2α, u ∧ v ∧ w
〉
= a(u) ·
〈
d˘α, v ∧ w
〉
− a(v) ·
〈
d˘α, u ∧ w
〉
+ a(w) ·
〈
d˘α, u ∧ v
〉
−
〈
d˘α, [u, v] ∧ w
〉
+
〈
d˘α, [u,w] ∧ v
〉
−
〈
d˘α, [v, w] ∧ u
〉
= a(u) · a(v) · 〈α,w〉 − a(u) · a(w) · 〈α, v〉 − a(u) · 〈α, [v, w]〉
− a(v) · a(u) · 〈α,w〉+ a(v) · a(w) · 〈α, u〉+ a(v) · 〈α, [u,w]〉
+ a(w) · a(u) · 〈α, v〉 − a(w) · a(v) · 〈α, u〉 − a(w) · 〈α, [u, v]〉
− a([u, v]) · 〈α,w〉+ a(w) · 〈α, [u, v]〉+ 〈α, [[u, v], w]〉
+ a([u,w]) · 〈α, v〉+ a(v) · 〈α, [u,w]〉+ 〈α, [[u,w], v]〉
+ a([v, w]) · 〈α, u〉+ a(u) · 〈α, [v, w]〉+ 〈α, [[v, w], α]〉
=
〈
α,
[
[u, v], w
]〉− 〈α, [[u,w], v]〉+ 〈α, [[v, w], u]〉
=
〈
α,D
〈
v, [u,w]
〉− D〈u, [v, w]〉〉
= 0.
Puis on utilise une récurrence sur le degré k des cochaînes. Supposons que d˘2α = 0 pour
toute k-cochaîne α. Alors toute (k+ 1)-cochaîne β s’écrit comme combinaison C∞(M)-
linéaire de β ∧ γ avec β une k-cochaîne et γ une 1-cochaîne. On a donc, en utilisant
l’hypothèse de récurrence,
d˘2α = d˘2(β ∧ γ)
= d˘
(
d˘β ∧ γ + (−1)kβ ∧ d˘γ
)
= d˘2β ∧ γ + (−1)k+1d˘β ∧ d˘γ + (−1)kd˘β ∧ d˘γ + β ∧ d˘2γ
= 0,
ce qui achève la démonstration.
Dénition 2.7.9 : La diérentielle d˘ sur l’algèbre Ω•(E) est appelée diérentielle naïve
de E.
On est à présent en mesure de dénir la cohomologie naïve d’un algébroïde de Cou-
rant.
Dénition 2.7.10 : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant (régu-
lier). Alors sa cohomologie naïve H˘•(E) est l’homologie de l’algèbre diérentielle Z-
graduée commutative
(
Ω•(E), d˘
)
, dénie par
H˘k(E) =
Ker
{
d˘ : Ωk(E)→ Ωk+1(E)
}
Im
{
d˘ : Ωk−1(E)→ Ωk(E)
} .
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Remarque 2.7.11 : Du fait que d˘ est une dérivation de Ω•(E) on remarque qu’en plus
de l’addition, le produit extérieur passe à la cohomologie pour donner une structure
multiplicative sur les classes. Ainsi H˘•(E) est une algèbre Z-graduée commutative pour
le produit extérieur.
Exemple 2.7.12 : Soit g une algèbre de Lie quadratique, considérée comme un algé-
broïde de Courant au-dessus d’un point (voir l’exemple 2.3.1). Alors Ω•(g) = Λ•g ∼=
Λ•g∨, où l’isomorphisme est induit par le produit scalaire. En tant qu’algébroïde de Cou-
rant, la cohomologie naïve de g est sa cohomologie de Chevalley-Eilenberg à coecients
dans le g-module trivial (voir [CE48, section 23]).
Exemple 2.7.13 : SoitM une variété et soit EM [H] l’algébroïde de Courant exact surM
associé àH ∈ Ω3(M) (voir l’exemple 2.35). Alors Ker a = T∨M →M et les k-cochaines
sont donc les k-formes diérentielles Ωk(M). La diérentielle naïve est la diérentielle
de De Rham d et la cohomologie naïve de EM [H] est la cohomologie de De Rham de M
(voir [Lee13, chapitre 13]). En particulier, cette cohomologie ne dépend pas de la classe
de cohomologie [H] ∈ H3(M).
Le théorème suivant a été élaboré à partir de [CSX13, Remarque 1.5].
Théorème 2.7.14 : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant. Alors on
a un isomorphisme d’algèbres Z-gradués
H˘•(E) ∼= H•(E¯),
avec à droite la cohomologie de l’algébroïde de Lie E¯ associé à E (voir section 1.4 et la
proposition 2.6.4).
Preuve : Considérons la projection pi : E → A = E/(Ker a)⊥ ; A → M étant le bré
vectoriel sous-jacent à l’algébroïde de Lie E¯. La projection pi est naturellement surjective
et son application duale pi∨ : A∨ → E∨ est injective. D’après [Gre75, chapitre 2, section
5, proposition 3] on a
Im(pi∨) ∼= Ann(Kerpi) ∼= Ann [(Ker a)⊥] ∼= Υ ((Ker a)⊥⊥) ∼= Υ(Ker a).
Par conséquent Ker a ∼= (Υ−1◦pi∨)(A∨) et Ψ• = Λ•(Υ−1◦pi∨) fournit un isomorphisme
d’algèbres Z-graduées entre Ω•(E) et Γ(Λ•A∨) = Ω•(E¯). De plus on a le diagramme
commutatif
Ωk(E) Ωk+1(E)
Ωk(E¯) Ωk+1(E¯)
d˘
Ψk
d¯
Ψk+1 ,
où d¯ désigne la diérentielle de l’algébroïde de Lie E¯ (voir dénition 1.4.4). En eet pour
toute fonction f ∈ C∞(M) = Γ(Λ0A∨), on a pour tout u ∈ Γ(E)〈
d˘Ψ0f, u
〉
= 〈Df, u〉 = a(u) · f = (d¯f)(u) = 〈(d¯f)], u〉 = 〈Ψ1d¯f, u〉,
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et pour tout α ∈ Γ(Λ1A∨) et tous u, v ∈ Γ(E) on a〈
d˘Ψ1α, u ∧ v
〉
=
〈
d˘α], u ∧ v
〉
= u · 〈α], v〉− v · 〈α], u〉− 〈α], [u, v]〉
= (d¯α)(u, v) =
〈
(d¯α)], u ∧ v〉 = 〈Ψ2d¯α, u ∧ v〉.
On en déduit la relation de commutation générale en utilisant la propriété de dérivation
des diérentielles en jeu. Ainsi l’application Ψ• est un isomorphisme de complexes et on
en déduit le résultat.
Chapitre 3
Automorphismes forts
d’algébroïdes de Courant
réguliers
Dans ce chapitre nous commençons par détailler la notion de dissection introduite
dans [CSX13], qui permet de généraliser au cas des algébroïdes de Courant réguliers les
résultats obtenus sur la structure des algébroïdes de Courant exacts. Nous nous servons
de cette notion pour étudier le groupe des automorphismes forts d’un algébroïde de
Courant régulier, relativement à une dissection, ainsi qu’une version innitésimale de
ce groupe. On verra apparaître un nouveau type de symétrie, appelée champ A dans la
littérature en Physique théorique, et qui est amené à jouer un rôle dans cette discipline,
notamment en théorie des cordes et supergravité (voir par exemple [CMTW14, section
3.2] et [GF14, section 3]).
3.1 Dissections d’algébroïdes de Courant réguliers
Fixons E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant régulier (voir dénition
2.2.4). Pour commencer, écrivons la suite exacte courte de brés vectoriels
0 −→ Ker a ↪−→ E a−→ F = Im a −→ 0. (3.1)
Similairement au cas des algébroïdes de Courant exacts, on peut scinder cette suite avec
un scindement isotrope (c’est-à-dire d’image isotrope dans E → M ). Tout d’abord, soit
λ0 : F → E un scindement de (3.1) et considérons le morphisme de brés vectoriels
φ : F → F∨ déni par 〈
φ(X)
∣∣Y 〉 = 〈λ0(X), λ0(Y )〉.
Alors λ = λ0 − 12(a∨ ◦ φ)] est un scindement isotrope de (3.1) d’après (2.17) et le fait
que a ◦ λ0 = IdF . Étant xé un tel scindement isotrope λ : F → E, nous sommes donc
amenés à considérer la suite exacte courte de brés vectoriels suivante :
0 −→ (Ker a)⊥ ∼= F∨ ↪−→ Ker a pi−→ Q = (Ker a)/(Ker a)⊥ −→ 0, (3.2)
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l’inclusion étant donnée par (2.14) et l’isomorphisme de gauche étant donné par Υ−1◦a∨
puisque d’après [Gre75, chapitre 2, section 5, proposition 3] on a
Im(Υ−1 ◦ a∨) = Υ−1 Im(a∨) ∼= Υ−1(Ann Ker a) ∼= (Ker a)∨.
On peut toujours scinder la suite exacte courte (3.2) par un scindement σ tel que σ(Q) soit
orthogonal à λ(F ) dansE. Tout d’abord, soit σ0 : Q→ Ker a un scindement quelconque
de (3.2) et considérons le morphisme de brés vectoriels ψ : Q→ F∨ déni par〈
ψ(a¯)
∣∣X〉 = 〈σ0(a¯), λ(X)〉.
Alors σ = σ0− (a∨ ◦ψ)] est un scindement de (3.2) qui possède la propriété mentionnée
ci-dessus : 〈σ(a¯), λ(X)〉 = 0 pour tous a¯ ∈ Q et X ∈ F , toujours en utilisant (2.17)
et le fait que a ◦ λ0 = IdF mais aussi que a ◦ σ0 = 0. Pour montrer que σ est bien un
scindement, on utilisera 〈
(a∨ ◦ ψ(a¯))],Df〉 = 〈a¯, a ◦ Df〉 = 0,
donc Im(a∨ ◦ ψ)] ⊂ (Ker a)⊥ puis pi ◦ (a∨ ◦ ψ)] = 0.
On résume cette construction à l’aide du diagramme
0
F∨
0 Ker a E F 0
Q
0
pi
a
λ
σ
. (3.3)
Le couple de scindements (λ : F → E, σ : Q → Ker a) induit un isomorphisme de
brés vectoriels
∆ :
{
F∨ ⊕Q⊕ F −→ E
α⊕ a¯⊕X 7−→ a∨(α)] + σ(a¯) + λ(X) . (3.4)
Ces constructions sont apparues pour la première fois dans [CSX13, lemme 1.2] et
sont analogues à l’utilisation d’un scindement dans le cas des algébroïdes de Courant
exacts (voir dénition 2.35).
Proposition 3.1.1 : L’algébroïde de Courant régulier E induit naturellement un feuille-
tage de M (voir [Lee13, chapitre 19]) noté F, et par conséquent, un algébroïde de Lie,
encore noté F (voir l’exemple 1.2.11).
Preuve : D’après la relation (2.13), le bré vectoriel F = Im a → M est une distribu-
tion involutive de TM → M . Par conséquent, d’après le théorème de Frobenius global
([Lee13, théorème 19.21]), on obtient un feuilletage F de M .
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Le C∞(M)-module Γ(Λ•F∨) est le C∞(M)-module des formes diérentielles dites
tangentielles évoquées dans l’exemple 1.4.18 ; il sera donc noté Ω•(F), en accord avec la
dénition 1.4.1.
La proposition suivante détaille la structure algébrique du bré vectoriel Q→M .
Proposition 3.1.2 : Le bré vectoriel Q → M est un bré en algèbres de Lie quadra-
tiques, que l’on notera Q = (Q→M, [·, ·]Q, 〈·, ·〉Q).
Preuve : Tout d’abord on a un crochet [·, ·]Q provenant du crochet de E déni par[
a¯, b¯
]
Q
= [a, b] pour tous a¯, b¯ ∈ Γ(Q), ce crochet induit est bien déni d’après (2.11)
et (2.12). Puisque l’ancre de E induit l’application nulle sur Q, on obtient un bré en
algèbres de Lie d’après les règles de Leibniz à gauche et à droite. Le produit scalaire sur
E induit un produit scalaire 〈·, ·〉Q donné par 〈a¯, b¯〉Q = 〈a, b〉 bien déni d’après (2.8), et
invariant d’après (2.5). Notons que 〈·, ·〉Q est bien non dégénérée ; en eet soit a¯ ∈ Γ(Q)
tel que 〈a¯, b¯〉 = 0 pour tout b¯ ∈ Γ(Q), alors 〈a, b〉 = 0, pour tout b ∈ Γ(Ker a) donc
a ∈ (Ker a)⊥ qui est engendré par ImD d’après (2.15), d’où a¯ = 0. On obtient ainsi un
bré vectoriel en algèbres de Lie quadratiques (exemple 2.3.1).
Corollaire 3.1.3 : Pour tout algébroïde de Courant E (régulier), l’algébroïde de Lie E¯
(décrit dans la proposition 2.6.4) est un algébroïde de Lie quadratique.
Preuve : Notons encore a : E/(ker a)⊥ → TM l’ancre de E¯, son noyau s’identie au
bré vectoriel Q = Ker a/(Ker a)⊥ → M qui a été équipé du produit scalaire 〈·, ·〉Q
(voir proposition 3.1.2). D’après la propriété 2.5 on a〈
[a¯, b¯]Q, c¯
〉
Q
+
〈
b¯, [a¯, c¯]Q
〉
Q
= 0, (3.5)
Par conséquent E¯ est un algébroïde de Lie quadratique (dénition 1.2.14).
Dénition 3.1.4 : On appelera formes diérentielles tangentielles à valeurs dans Q les
éléments du C∞(M)-module Ω•(F, Q) = Γ(Λ•F∨ ⊗ Q). Soit ω ∈ Ωp(F, Q) et η ∈
Ωq(F, Q). On dénit les opérations
〈· ∧ ·〉Q : Ωp(F, Q)× Ωq(F, Q)→ Ωp+q(F),
[· ∧ ·]Q : Ωp(F, Q)× Ωq(F, Q)→ Ωp+q(F, Q),
par les formules suivantes
〈ω ∧ η〉Q(X1, . . . , Xp+q) =
1
p!q!
∑
σ∈Sp+q
(−1)|σ|〈ω(Xσ(1), . . . , Xσ(p)), η(Xσ(p+1), . . . , Xσ(p+q))〉Q,
[ω ∧ η]Q(X1, . . . , Xp+q) =
1
p!q!
∑
σ∈Sp+q
(−1)|σ|[ω(Xσ(1), . . . , Xσ(p)), η(Xσ(p+1), . . . , Xσ(p+q))]Q,
pour tousX1, . . . , Xp+q ∈ Γ(F ) ; ou bien plus simplement sur des tenseurs élémentaires
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selon 〈
(α⊗ a¯) ∧ (β ⊗ b¯)〉
Q
=
〈
a¯, b¯
〉
Q
α ∧ β,[
(α⊗ a¯) ∧ (β ⊗ b¯)
]
Q
= (α ∧ β)⊗
[
a¯, b¯
]
Q
,
pour tous α⊗ a¯ ∈ Ωi(F, Q) et β ⊗ b¯ ∈ Ωj(F, Q).
Les algèbres de Lie Z-graduées sont dénies dans [Sch79, dénition 1, section 1, cha-
pitre 1].
Proposition 3.1.5 : Soit ω ∈ Ωp(F, Q) et η ∈ Ωq(F, Q). Alors
〈ω ∧ η〉Q = (−1)pq〈η ∧ ω〉Q,
[ω ∧ η]Q = −(−1)pq[η ∧ ω]Q.
Alors
(
Ω•(F, Q), [· ∧ ·]Q
)
est une algèbre de Lie Z-graduée.
Preuve : Par dénition, [· ∧ ·]Q respecte la Z-graduation au sens où pour tous ω ∈
Ωi(F, Q) et η ∈ Ωj(F, Q), [ω ∧ η]Q ∈ Ωi+j(F, Q). Le crochet [· ∧ ·]Q est antisymétrique
gradué puisque pour tous α⊗ a¯ ∈ Ωi(F, Q) et β ⊗ b¯ ∈ Ωj(F, Q)[
(α⊗ a¯) ∧ (β ⊗ b¯)
]
Q
= (α ∧ β)⊗
[
a¯, b¯
]
Q
= −(−1)ij(β ∧ α)⊗
[
b¯, a¯
]
Q
= −(−1)ij
[
(β ⊗ b¯) ∧ (α⊗ a¯)
]
Q
.
Il reste à montrer l’identité de Jacobi graduée. Soit α⊗ a¯ ∈ Ωi(F, Q), β ⊗ b¯ ∈ Ωj(F, Q),
γ ⊗ c¯ ∈ Ωk(F, Q) ; on a
(−1)ik
[
α⊗ a¯ ∧ [β ⊗ b¯ ∧ γ ⊗ c¯]
Q
]
Q
+(−1)ij
[
β ⊗ b¯ ∧ [γ ⊗ c¯ ∧ α⊗ a¯]
Q
]
Q
+ (−1)jk
[
γ ⊗ c¯ ∧ [α⊗ a¯ ∧ β ⊗ b¯]
Q
]
Q
= (−1)ik(α ∧ β ∧ γ)⊗
{[
a¯,
[
b¯, c¯
]
Q
]
Q
+
[
b¯, [c¯, a¯
]
Q
]
Q
+
[
c¯,
[
a¯, b¯
]
Q
]
Q
}
,
ce qui vaut 0 d’après l’identité de Jacobi pour Q.
Dénition 3.1.6 : Soit ω ∈ Ωk(F, Q). On dénit adω ∈ Γ(ΛkF∨ ⊗ EndQ) par
adω(X1, . . . , Xk)(a¯) =
[
ω(X1, . . . , Xk), a¯
]
Q
,
pour tous X1, . . . , Xk ∈ Γ(F ) et a¯ ∈ Γ(Q).
Nous présentons ensuite quelques calculs qui seront utiles par la suite.
Lemme 3.1.7 : Soit A, A′ ∈ Ω1(F, Q). Alors pour tous X , Y ∈ Γ(F ) on a
〈A ∧ A′〉Q(X, Y ) =
〈
A(X), A′(Y )
〉
Q
− 〈A(Y ), A′(X)〉
Q
.
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Lemme 3.1.8 : SoitA ∈ Ω1(F, Q) etR ∈ Ω2(F, Q). Alors pour tousX , Y , et Z ∈ Γ(F )
on a〈
A ∧R〉
Q
(X, Y, Z) =
〈
A(X), R(Y, Z)
〉
Q
− 〈A(Y ), R(X,Z)〉
Q
+
〈
A(Z), R(X, Y )
〉
Q
.
Lemme 3.1.9 : Soit A ∈ Ω1(F, Q). Alors pour tous X , Y , et Z ∈ Γ(F ) on a
[A ∧ A]Q(X, Y ) = 2
[
A(X), A(Y )
]
Q
,
et d’après (2.5) on a〈
A ∧ [A,A]Q
〉
Q
(X, Y, Z) = 6
〈
A(X), [A(Y ), A(Z)]Q
〉
Q
.
Lemme 3.1.10 : Soit ω, η ∈ Ω•(F, Q) et soit∇ : Γ(Q)→ Γ(F∨⊗Q) une F-connexion
(voir dénition 1.5.3) que l’on suppose compatible avec le produit scalaire 〈·, ·〉Q au sens
où
X · 〈a¯, b¯〉 = 〈∇X a¯, b¯〉Q + 〈a¯,∇X b¯〉Q,
pour tout X ∈ Γ(F ), a¯ et b¯ ∈ Γ(Q). Alors
d〈ω ∧ η〉Q = 〈d∇ω ∧ η〉Q + (−1)p〈ω ∧ d∇η〉Q,
pour tous ω ∈ Ωp(F, Q) et η ∈ Ωq(F, Q).
Preuve : Pour tous ω = α ⊗ a¯ ∈ Ωp(F, Q) et η = β ⊗ b¯ ∈ Ωq(F, Q), d’après la
compatibilité avec le produit scalaire 〈·, ·〉Q,
d〈ω ∧ η〉Q = d
{
〈a¯, b¯〉Q(α ∧ β)
}
=
{
d〈a¯, b¯〉Q
}
α ∧ β + 〈a¯, b¯〉Qd(α ∧ β)
= 〈∇a¯, b¯〉Qα ∧ β + 〈a¯,∇b¯〉Qα ∧ β
+ 〈a¯, b¯〉Qdα ∧ β + (−1)p〈a¯, b¯〉Qα ∧ dβ,
puis d’après le théorème 1.5.4, et en supposant ∇a¯ = A ⊗ a¯′ et ∇b¯ = B ⊗ b¯′ avec A,
B ∈ Ω1(F) et a¯′, b¯′ ∈ Γ(Q), on a d’autre part que
〈d∇ω ∧ η〉Q + (−1)p〈ω ∧ d∇η〉Q
= 〈a¯, b¯〉Qdα ∧ β + (−1)p〈a¯′, b¯〉Qα ∧ A ∧ β
+ (−1)p〈a¯, b¯〉Qα ∧ dβ + (−1)p+q〈a¯, b¯′〉Qα ∧ β ∧B,
et les deux membres sont égaux par la commutativité graduée du produit extérieur et
du fait que 〈∇a¯, b¯〉Q = 〈A⊗ a¯′, b¯〉Q et 〈a¯,∇b¯〉Q = 〈a¯, B ⊗ b¯′〉Q. La preuve générale s’en
déduit en utilisant des combinaisons C∞(M)-linéaires de tenseurs élémentaires.
Dénition 3.1.11 : Sur Ω•(F, Q) on dénit le produit intérieur ainsi que la dérivée de
Lie sur les tenseurs élémentaires par
ιX(ω ⊗ a¯) = ιXω ⊗ a¯, LX(ω ⊗ a¯) =LXω ⊗ a¯,
pour tous X ∈ Γ(F ), ω ∈ Ωk(F) et a¯ ∈ Γ(A).
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Les opérateurs ιX etLX introduits ci-dessus héritent des propriétés des opérateurs
ιX etLX .
Le théorème qui suit est apparu dans [CSX13], il est fondamental au sens où il permet
d’obtenir une décomposition d’un algébroïde de Courant régulier qui est à rapprocher de
l’exemple des algébroïdes de Courant exacts (voir proposition 2.3.7). Nous en donnons
une présentation légèrement diérente ; une preuve détaillée est donnée dans l’annexe.
Notation 3.1.12 : Dans la suite on notera exceptionnellement le crochet de Lie des
champs de vecteurs par {·, ·} pour éviter toute confusion possible avec d’autres cro-
chets, et on désignera par (LX ,d, ιX) le triplet de Cartan associé à l’algébroïde de Lie
F (voir 3.1.1) pour alléger les expressions (voir remarque 1.4.19).
Théorème 3.1.13 : Soit E = (E → M, aE, [·, ·]E, 〈·, ·〉E) un algébroïde de Courant
régulier. Soit λ : F → E et σ : Q → Ker a deux scindements comme explicité dans
le diagramme (3.3). L’isomorphisme ∆ associé à ces deux scindements, déni par (3.4),
permet de transporter la structure d’algébroïde de Courant deE →M surF∨⊕Q⊕F →
M selon
a(α⊕ a¯⊕X) = X,
〈α⊕ a¯⊕X, β ⊕ b¯⊕ Y 〉 = α(Y ) + β(X) + 〈a¯, b¯〉Q,
[X, Y ] = ιY ιXH ⊕R(X, Y )⊕ {X, Y },
[X, a¯] = −[a¯, X] = K(X, a¯)⊕∇X a¯,
[X,α] =LXα,
[α,X] = −LXα + dιXα = −ιXdα,
[a¯, b¯] = P (a¯, b¯)⊕ [a¯, b¯]Q,
[α, a¯] = [a¯, α] = [α, β] = 0,
pour tous α, β ∈ Γ(F∨), a¯, b¯ ∈ Γ(Q) et X, Y ∈ Γ(F ) ; où H ∈ Ω3(F), R ∈ Ω2(F, Q) et
∇ est une F-connexion sur Q → M (voir dénition 1.5.3), qui dépendent des scin-
dements λ et σ, et où les quantités intermédiaires K : Γ(F ) ⊗ Γ(Q) → Γ(F∨) et
P : Γ(Q)⊗ Γ(Q)→ Γ(F∨) sont dénies par
K(X, a¯)(Y ) = −〈a¯, R(X, Y )〉
Q
,
P (a¯, b¯)(X) =
〈
b¯,∇X a¯
〉
Q
.
En notant d∇ la dérivée extérieure covariante associée à la représentation de F sur
(Q → M,∇) (voir (1.12)), on obtient que ∇, R et H satisfont en outre les relations
de compatibilité suivantes :
X · 〈a¯, b¯〉
Q
=
〈∇X a¯, b¯〉Q + 〈a¯,∇X b¯〉Q, (3.6)
∇X [a¯, b¯]Q =
[∇X a¯, b¯]Q + [a¯,∇X b¯]Q, (3.7)
d∇R = 0, (3.8)
d2∇ = adR, (3.9)
dH =
1
2
〈R ∧R〉Q, (3.10)
pour tous a¯, b¯ ∈ Γ(Q) et X, Y, Z ∈ Γ(F ).
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Remarque 3.1.14 : Sous forme condensée, le crochet sur F∨ ⊕Q⊕ F →M s’écrit
[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ] =LXβ−ιY dα + 〈∇a¯, b¯〉Q − 〈b¯, ιXR〉Q + 〈a¯, ιYR〉Q
+ ιY ιXH ⊕ [a¯, b¯]Q +∇X b¯−∇Y a¯+ ιY ιXR⊕ {X, Y }.
(3.11)
Proposition 3.1.15 : Soit M une variété et F → M une distribution involutive in-
duisant un feuilletage F et a fortiori un algébroïde de Lie F d’après 1.2.11. Soit (Q →
M, 〈·, ·〉Q) un bré en algèbres de Lie quadratiques donnant un algébroïde de Cou-
rant Q (exemple 2.3.2), ainsi que ∇ une F-connexion sur Q → M , R ∈ Ω2(F, Q) et
H ∈ Ω3(F) tels que les conditions de compatibilité (3.6), (3.7), (3.8), (3.9) et (3.10) soient
satisfaites. Alors l’ancre dénie par a(α ⊕ a¯ ⊕ X) = X , le produit scalaire déni par
〈α ⊕ a¯ ⊕ X, β ⊕ b¯ ⊕ Y 〉 = α(Y ) + β(X) + 〈a¯, b¯〉Q, le crochet (3.11) confèrent au -
bré vectoriel F∨ ⊕ Q ⊕ F → M une structure d’algébroïde de Courant, dite standard
(voir [CSX13, section 2]) et notée SM [∇, R,H] par la suite. Cet algébroïde de Courant
est régulier, les inclusions F ↪→ F∨ ⊕ Q ⊕ F et Q ↪→ Q ⊕ F sont deux scindements
canoniques du diagramme (3.3).
Un corollaire de ce théorème de structure est une description explicite de l’algébroïde
de Lie E¯ associé à l’algébroïde de Courant E (voir 2.6.4).
Corollaire 3.1.16 : Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant (régu-
lier) et soit E¯ son algébroïde de Lie associé (voir proposition 2.6.4). Soit λ : F → E et
σ : Q → Ker a deux scindements comme explicité dans le diagramme (3.3). L’isomor-
phisme ∆ associé à ces deux scindements, déni par (3.4), induit un isomorphisme de
brés vectoriels ∆¯ entre Q⊕ F → M et E/(Ker a)⊥ → M , qui transporte la structure
d’algébroïde de Lie quadratique de E¯ sur Q⊕ F →M selon
a(a¯⊕X) = X,
〈a¯⊕X, b¯⊕ Y 〉 = 〈a¯, b¯〉Q,
[X, Y ] = R(X, Y )⊕ {X, Y },
[X, a¯] = −[a¯, X] = ∇X a¯,
[a¯, b¯] = [a¯, b¯]Q,
soit, sous forme condensée,
[a¯⊕X, b¯⊕ Y ] = [a¯, b¯]Q +∇X b¯−∇Y a¯+R(X, Y )⊕ {X, Y }.
On notera l’algébroïde de Lie résultant par SM [∇, R].
Preuve : L’isomorphisme ∆ : F∨ ⊕ Q ⊕ F → E induit un isomorphisme ∆¯ : Q ⊕
F → E/(Ker a)⊥ car ∆ envoie F⊥ dans (Ker a)⊥. En eet soit α ∈ Γ(F⊥) et soit
u ∈ Γ(Ker a), on a 〈a∨(α)], u〉 = 〈α|a(u)〉 = 0.
Dénition 3.1.17 : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant régulier.
Une dissection de E est la donnée de scindements λ de (3.1) et σ de (3.2). Ces scindements
déterminent l’isomorphisme ∆ de brés vectoriels (3.4) ainsi que la F-connexion ∇, la
2-forme R à valeurs dans Q et la 3-forme H , au sens du théorème précédent. Dans tout
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ce qui suit, étant donné une dissection E, on ne manipulera que ∆,∇,R etH . Pour cette
raison, on notera (∆,∇, R,H) cette dissection (historiquement, les dissections ont été
dénies dans [CSX13, section 1.3] et correspondent à l’isomorphisme ∆).
Remarque 3.1.18 : Par construction (voir les propositions 3.1.1 et 3.1.2), les brés vec-
toriels F →M et Q→M sont indépendants des scindements λ et σ. De même, l’ancre
a et le produit scalaire 〈·, ·〉 sur F∨ ⊕ Q ⊕ F → M sont indépendants de ces scinde-
ments. En revanche, l’isomorphisme ∆ ainsi que ∇, R et H en dépendent directement
(voir la preuve du théorème 3.1.13 donnée en annexe). Remarquons qu’en tant que -
bré en algèbres de Lie quadratiques, Q est un algébroïde de Courant (voir exemple 2.3.2)
dont le crochet [·, ·]Q ne dépend pas de la dissection, tout comme le crochet sur F. L’al-
gébroïde de Lie F et l’algébroïde de Courant Q ont donc un sens indépendamment de
toute dissection.
Remarque 3.1.19 : Q est un bré en algèbres de Lie quadratiques donc en particulier
un algébroïde de Courant (voir exemple 2.3.1) ; Q n’est cependant pas un sous-algébroïde
de Courant de SM [∇, R,H] puisque, pour a¯, b¯ ∈ Γ(Q), on n’a pas nécessairement que
[a¯, b¯] ∈ Γ(Q), l’obstruction étant donnée parP ∈ Γ((Q⊗2⊗F )∨). Cependant en oubliant
le produit scalaire, Q peut-être considéré comme un sous-algébroïde de Lie de S¯M [∇, R].
Remarque 3.1.20 : Lorsque 〈R∧R〉Q = 0 (on verra plus loin que cette 4-forme tangen-
tielle ne dépend pas de la dissection choisie), on peut former un algébroïde de Courant
exact sur le bré vectoriel F ⊕F∨ →M (exemple 2.35). Cependant on n’obtient pas un
sous-algébroïde de Courant de SM [∇, R,H] puisque, pour X ⊕α, Y ⊕ β ∈ Γ(F ⊕F∨),
on n’a pas nécessairement que [X ⊕α, Y ⊕β] ∈ Γ(F ⊕F∨), l’obstruction étant donnée
par R ∈ Ω2(F, Q).
Remarque 3.1.21 : LorsqueR = 0, F et Q forment une paire bicroisée d’algébroïdes de
Lie (voir [Mok97]). D’autre part, lorsque 〈R ∧ R〉Q = 0, on peut former un algébroïde
de Courant exact sur le bré vectoriel F ⊕F∨ →M (exemple 2.35) associé à la 3-forme
H ; notons le F⊕F∨. Dans ce cas, Q et F⊕F∨ forment une paire bicroisée d’algébroïdes
de Courant (voir [GS14, proposition 4.21]).
3.2 Changement de dissection
Fixons E = (E → M, aE, [·, ·]E, 〈·, ·〉E) un algébroïde de Courant (régulier) et soit
(∆,∇, R,H) et (∆ˆ, ∇ˆ, Rˆ, Hˆ) deux dissections de E (dénition 3.1.17), fournissant par
construction des isomorphismes d’algébroïdes de Courant couvrant l’identité de M (au
sens de la dénition 2.6.1) ∆−1 : E → SM [∇, R,H] et ∆ˆ−1 : E → SM [∇ˆ, Rˆ, Hˆ] (voir
théorème 3.1.13). On a alors le diagramme commutatif de brés vectoriels suivant
E
F∨ ⊕Q⊕ F F∨ ⊕Q⊕ F
∆−1 ∆ˆ−1
δ=∆ˆ−1◦∆
.
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Par conséquent le changement de dissection δ : SM [∇, R,H] → SM [∇ˆ, Rˆ, Hˆ] déni par
δ = ∆ˆ−1 ◦∆ est un isomorphisme d’algébroïdes de Courant de base M .
Dénition 3.2.1 : Soit A ∈ Ω1(F, Q). On notera A† : Γ(Q∨) ∼= Γ(Q) → Γ(F∨) l’ap-
plication duale de A : Γ(F ) → Γ(Q) ; autrement dit 〈A(X), a¯〉
Q
=
〈
X,A†(a¯)
〉
Q
, pour
tous X ∈ Γ(F ) et a¯ ∈ Γ(Q).
Dénition 3.2.2 : Soit O(Q) le groupe des automorphismes orthogonaux du bré vec-
toriel Q→M équipé du produit scalaire 〈·, ·〉Q.
Proposition 3.2.3 : Tout isomorphisme d’algébroïdes de Courant Φ : SM [∇, R,H] →
SM [∇ˆ, Rˆ, Hˆ], couvrant l’identité de M (voir dénition 2.6.1), est de la forme
Φ(α⊕ a¯⊕X) = α + ιXB − 1
2
A†
(
A(X)
)− A†(τ(a¯))⊕ τ(a¯) + A(X)⊕X, (3.12)
avec A ∈ Ω1(F, Q), B ∈ Ω2(F) et τ ∈ O(Q) couvrant l’identité de M .
Preuve : Soit f ∈ C∞(M). Alors pour tous u, v ∈ Γ(E), Φ([fu, v]) = [Φ(fu),Φ(v)],
que nous calculons de deux manières diérentes. D’une part on a
Φ
(
[fu, v]
)
= Φ
(
f [u, v]− (a(v) · f)u+ 〈u, v〉Df)
= fΦ
(
[u, v]
)− (a(v) · f)Φ(u) + 〈u, v〉Φ(Df),
et d’autre part on a[
Φ(fu),Φ(v)
]
=
[
fΦ(u),Φ(v)
]
= f
[
Φ(u),Φ(v)
]− (a (Φ(v)) · f)Φ(u) + 〈Φ(u),Φ(v)〉Df,
d’où
−(a(v) · f)Φ(u) + 〈u, v〉Φ(Df) = − (a (Φ(v)) · f) Φ(u) + 〈Φ(u),Φ(v)〉Df.
Puis en prenant u = X, v = Y ∈ Γ(F ), on a 〈u, v〉 = 0 et la relation précédente
devient (a(v) · f)Φ(u) = (a (Φ(v)) · f) Φ(u). Φ étant un isomorphisme, la fonction f
étant quelconque, on en déduit, en prenant u = X ∈ Γ(F ) une section non nulle, que
a (Φ(Y )) = Y pour tout Y ∈ Γ(F ). Par suite, la relation précédente permet d’obtenir
Φ(Df) = Df et puisque D = d, il vient Φ|F∨ = IdF∨ . De ceci on en déduit que pour tous
a¯ ∈ Γ(Q) et α ∈ Γ(F∨) on a 〈Φ(a¯), α〉 = 〈Φ(a¯),Φ(α)〉 = 〈a¯, α〉 = 0, donc nalement
Φ s’écrit sous forme matricielle
Φ =
Id γ β0 τ A
0 0 Id
 ,
avec des applications τ : Γ(Q) → Γ(Q), A : Γ(F ) → Γ(Q), β : Γ(F ) → Γ(F∨) et
γ : Γ(Q) → Γ(F∨). Φ préserve le produit scalaire donc 〈Φ(X),Φ(X)〉 = 0 pour tout
X ∈ Γ(F ) donc β(X) = −1
2
A† ◦ A(X). De manière générale, on peut toujours ajouter
à β un élément de Ω2(F), sans rompre l’orthogonalité, de Φ donc nalement
β = B − 1
2
A† ◦ A,
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pour un certainB ∈ Ω2(F). A présent, Φ étant une isométrie on doit avoir 〈Φ(a¯),Φ(X)〉 =
〈a¯, X〉 = 0 pour tous X ∈ Γ(F ) et a¯ ∈ Γ(Q) ; d’où l’on déduit
γ = −A† ◦ τ,
Enn τ ∈ O(Q) puisque
〈a¯, b¯〉Q =
〈
Φ(a¯),Φ(b¯)
〉
=
〈
γ(a¯)⊕ τ(a¯), γ(b¯)⊕ τ(b¯)〉 = 〈τ(a¯), τ(b¯)〉
Q
,
et τ est inversible puisque Φ l’est.
Partant de la relation (2.40) et du lemme précédent appliqué à δ, nous allons établir
des relations entre ∇, R et H d’une part, et ∇ˆ, Rˆ et Hˆ d’autre part. Pour cela nous
écrivons le changement de dissection δ sous la forme δ = Ψτ◦ΨA◦ΨB (comparativement
à (3.12), on a fait le changement biunivoque A 7→ τ ◦ A, τ étant un automorphisme de
Q→M ), où Ψτ , ΨA et ΨB sont les applications dénies par
Ψτ (α⊕ a¯⊕X) = α⊕ τ(a¯)⊕X, (3.13)
ΨA(α⊕ a¯⊕X) = α− 1
2
A†
(
A(X)
)− A†(a¯)⊕ a¯+ A(X)⊕X, (3.14)
ΨB(α⊕ a¯⊕X) = α + ιXB ⊕ a¯⊕X, (3.15)
pour tous α ∈ Γ(F∨), a¯ ∈ Γ(Q) et X ∈ Γ(F ). On pourra également écrire les applica-
tions Ψτ , ΨA et ΨB sous forme matricielle :
Ψτ =
Id 0 00 τ 0
0 0 Id
 , ΨA =
Id −A† −12A† ◦ A0 Id A
0 0 Id
 , ΨB =
Id 0 B]0 Id 0
0 0 Id
 ,
avec l’application B] : Γ(F )→ Γ(F∨) dénie par B](X)(Y ) = B(X, Y ), pour tous X
et Y ∈ Γ(F ).
Lemme 3.2.4 : Soit τ ∈ O(Q) et considérons l’endomorphisme de bré vectoriel
Ψτ : F
∨ ⊕Q⊕ F → F∨ ⊕Q⊕ F
déni par (3.13). Alors de l’identité
Ψτ [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇, R,H =
[
Ψτ (α⊕ a¯⊕X),Ψτ (β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ, Hˆ ,
avec α, β ∈ Γ(F∨), a¯, b¯ ∈ Γ(Q) et X, Y ∈ Γ(F ), on obtient que τ préserve [·, ·]Q (donc
τ ∈ Aut(Q), le groupe des automorphismes de l’algébroïde de Lie Q), et que τ satisfait
les relations
∇− τ−1 ◦ ∇ˆ ◦ τ = 0,
R− τ−1 ◦ Rˆ = 0.
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Preuve : D’une part on a[
Ψτ (α⊕ a¯⊕X),Ψτ (β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ, Hˆ
=
[
α⊕ τ(a¯)⊕X, β ⊕ τ(b¯)⊕ Y ]
=LXβ − ιY dα +
〈∇ˆτ(a¯), τ(b¯)〉
Q
+
〈
τ(a¯), ιY Rˆ
〉
Q
− 〈τ(b¯), ιXRˆ〉Q
⊕ [τ(a¯), τ(b¯)]
Q
+ ∇ˆXτ(b¯)− ∇ˆY τ(a¯) + Rˆ(X, Y )⊕ {X, Y },
et d’autre part
Ψτ [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ] =LXβ − ιY dα + 〈∇a¯, b¯〉Q + 〈a¯, ιYR〉Q − 〈b¯, ιXR〉Q
⊕ τ([a¯, b¯]Q)+ τ(∇X b¯)− τ(∇Y a¯) + τ(R(X, Y ))⊕ {X, Y }.
Projetant sur Γ(Q), on obtient les trois conditions de l’énoncé. Les deux dernières condi-
tions assurent en particulier l’égalité des termes obtenus après projection sur Γ(F∨)
puisque τ étant un automorphisme orthogonal de Q → M , son adjoint est τ−1, et il
vient 〈
τ(a¯), Rˆ(Y, Z)
〉
Q
=
〈
a¯, τ−1
(
Rˆ(Y, Z)
)〉
Q
,〈∇ˆτ(a¯), τ(b¯)〉
Q
=
〈
τ−1
(∇ˆτ(a¯)), b¯〉
Q
.
Lemme 3.2.5 : Soit A ∈ Ω1(F, Q) et considérons l’endomorphisme de bré vectoriel
ΨA : F
∨ ⊕Q⊕ F → F∨ ⊕Q⊕ F
déni par (3.14). Alors de l’identité
ΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇, R,H =
[
ΨA(α⊕ a¯⊕X),ΨA(β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ, Hˆ ,
avec α, β ∈ Γ(F∨), a¯, b¯ ∈ Γ(Q) et X, Y ∈ Γ(F ), on obtient
∇− ∇ˆ = adA,
R− Rˆ = d∇ˆA+
1
2
[A ∧ A]Q,
H − Hˆ = 〈A ∧ Rˆ〉Q + 1
2
〈A ∧ d∇ˆA〉Q +
1
6
〈
A ∧ [A ∧ A]Q
〉
Q
.
Preuve : Nous commençons par calculer [ΨA(α⊕ a¯⊕X),ΨA(β⊕ b¯⊕Y )
]
∇ˆ, Rˆ, Hˆ . Nous
omettrons les référénces à ∇ˆ, Rˆ, et Hˆ en indice pour alléger les notations.[
ΨA(α⊕ a¯⊕X),ΨA(β ⊕ b¯⊕ Y )
]
=
[
α− A†(a¯)− 1
2
A† ◦ A(X)⊕ a¯+ ιXA⊕X,
β − A†(b¯)− 1
2
A† ◦ A(Y )⊕ b¯+ ιYA⊕ Y
]
= [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]− [A†(a¯), Y ]− 1
2
[A† ◦ A(X), Y ]
+ [a¯, A(Y )]− [X,A†(b¯)]− 1
2
[X,A† ◦ A(Y )] + [X,A(Y )]
+ [A(X), A(Y )] + [A(X), b¯] + [A(X), Y ]
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Puis en développant tous les crochets excepté le premier on obtient[
ΨA(α⊕ a¯⊕X),ΨA(β ⊕ b¯⊕ Y )
]
= [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]
+LYA
†(a¯)− dιYA†(a¯) + 1
2
LYA
†(A(X))−1
2
dιYA
†(A(X))
+
〈
A(Y ), ∇ˆa¯〉
Q
+
[
a¯, A(Y )
]
Q
−LXA†(b¯)− 1
2
LXA
†(A(Y ))
− 〈A(Y ), ιXRˆ〉Q + ∇ˆXA(Y ) + 〈A(Y ), ∇ˆA(X)〉Q + 〈b¯, ∇ˆA(X)〉Q
+
[
A(X), A(Y )
]
Q
+
[
A(X), b¯
]
Q
+
〈
A(X), ιY Rˆ
〉
Q
− ∇ˆYA(X).
A présent, pour faciliter le calcul, soit Z ∈ Γ(F ), nous allons évaluer [ΨA(α ⊕ a¯ ⊕
X),ΨA(β ⊕ b¯ ⊕ Y )
] ∈ Γ(F∨) ⊕ Γ(Q) ⊕ Γ(F ) sur Z ; on obtient ainsi un élément de
C∞(M)⊕ Γ(Q)⊕ Γ(F ). Calculons à part les termes en bleu ci-dessus
ιZLYA
†(a¯)− ιZdιYA†(a¯) + 1
2
ιZLYA
†(A(X))
−1
2
ιZdιYA
†(A(X))− ιZLXA†(b¯)− 1
2
ιZLXA
†(A(Y )) =〈∇ˆYA(Z), a¯〉Q + 〈A(Z), ∇ˆY a¯〉Q − 〈A({Y, Z}), a¯〉Q − 〈∇ˆZA(Y ), a¯〉Q
− 〈A(Y ), ∇ˆZ a¯〉Q + 12〈∇ˆYA(X), A(Z)〉Q + 12〈A(X), ∇ˆYA(Z)〉Q
− 1
2
〈∇ˆZA(X), A(Y )〉Q − 12〈A(X), ∇ˆZA(Y )〉Q − 12〈A({Y, Z}), A(X)〉Q
− 〈∇ˆXA(Z), b¯〉Q − 〈A(Z), ∇ˆX b¯〉Q + 〈A({X,Z}), b¯〉Q
− 1
2
〈∇ˆXA(Y ), A(Z)〉Q − 12〈A(Y ), ∇ˆXA(Z)〉Q + 12〈A({X,Z}), A(Y )〉Q,
ce qui donne nalement
ιZ
[
ΨA(α⊕ a¯⊕X),ΨA(β ⊕ b¯⊕ Y )
]
= ιZ [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]+〈∇ˆYA(Z), a¯〉Q + 〈A(Z), ∇ˆY a¯〉Q−〈A({Y, Z}), a¯〉Q − 〈∇ˆZA(Y ), a¯〉Q
−〈A(Y ), ∇ˆZ a¯〉Q + 12〈∇ˆYA(X), A(Z)〉Q + 12〈A(X), ∇ˆYA(Z)〉Q
−1
2
〈∇ˆZA(X), A(Y )〉Q − 12〈A(X), ∇ˆZA(Y )〉Q − 12〈A({Y, Z}), A(X)〉Q
−〈∇ˆXA(Z), b¯〉Q−〈A(Z), ∇ˆX b¯〉Q + 〈A({X,Z}), b¯〉Q
−1
2
〈∇ˆXA(Y ), A(Z)〉Q − 12〈A(Y ), ∇ˆXA(Z)〉Q + 12〈A({X,Z}), A(Y )〉Q
+
〈
A(Y ), ∇ˆZ a¯
〉
Q
+ [a¯, A(Y )]Q−
〈
A(Y ), Rˆ(X,Z)
〉
Q
+ ∇ˆXA(Y )
+
〈
A(Y ), ∇ˆZA(X)
〉
Q
+
〈
b¯, ∇ˆZA(X)
〉
Q
+
[
A(X), A(Y )
]
Q
+
[
A(X), b¯
]
Q
+
〈
A(X), Rˆ(Y, Z)
〉
Q
−∇ˆYA(X).
(3.16)
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D’autre part nous pouvons écrire que
ΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ, Hˆ = [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]
− A†([a¯, b¯]Q)− A†(Rˆ(X, Y ))− A†(∇ˆX b¯)
+ A†
(∇ˆY a¯)− 1
2
(A† ◦ A)({X, Y })+ A({X, Y }),
et par conséquent en substituant [α⊕a¯⊕X, β⊕ b¯⊕Y ] obtenu de l’expression précédente
au terme [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ] de (3.16) il vient
ιZ
[
ΨA(α⊕ a¯⊕X),ΨA(β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ,H
= ιZΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ,H
+
〈
A(Z), [a¯, b¯]Q
〉
Q
+
〈
A(Z), Rˆ(X, Y )
〉
Q
+
〈
A(Z), ∇ˆX b¯
〉
Q
−〈A(Z), ∇ˆY a¯〉Q + 12〈A(Z), A({X, Y })〉Q−A({X, Y })
+ la liste de termes (3.16) excepté le premier.
(3.17)
Le but à présent est donc d’identier les termes supplémentaires et de comprendre com-
ment ils peuvent s’ajouter à ∇ˆ, Rˆ et Hˆ . Tout d’abord les termes de couleur orange se
compensent, les termes de couleur verte correspondent à la 3-forme 1
2
〈A∧ Rˆ〉Q, le terme
de couleur marron correspond à la 2-forme 1
2
[A ∧ A]Q à valeurs dans Q et les termes
de couleur bleue correspondent à la 2-forme d∇ˆA à valeurs dans Q. Or si nous ajoutons
d∇ˆA à Rˆ et considérons le crochet associé, alors il faut prendre en compte ce terme
supplémentaire dans tous les autres termes dans lesquels il intervient. Autrement dit on
peut écrire
ΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ, Hˆ+〈A∧Rˆ〉Q + termes supplémentaires =
ΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ+d∇ˆA, Hˆ+〈A∧Rˆ〉Q − termes où d∇ˆA apparaît dans
ΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ+d∇ˆA, Hˆ+〈A∧Rˆ〉Q + termes supplémentaires.
Ainsi on obtient en évaluant toujours sur Z ∈ Γ(F )
ιZ
[
ΨA(α⊕ a¯⊕X),ΨA(β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ, Hˆ
= ιZΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ+d∇ˆA, Hˆ+〈A∧Rˆ〉Q
+
〈
a¯,d∇ˆA(X,Z)
〉
A
− 〈a¯,d∇ˆA(Y, Z)〉Q + ιZA†(d∇ˆA(X, Y ))− d∇ˆA(X, Y )
+ termes supplémentaires,
et le terme −d∇ˆA(X, Y ) disparaît avec celui de couleur bleue que nous avions trouvé
précédemment (puisqu’il est incorporé dans le crochet à présent), puis les termes〈
a¯,d∇ˆA(X,Z)
〉
Q
− 〈a¯,d∇ˆA(Y, Z)〉Q se compensent avec les termes de couleur rouge
dans (3.16) ; enn le terme ιZA†
(
d∇ˆA(X, Y )
)
permet avec les termes de couleur violette
dans (3.16) et (3.17) de former la 3-forme tangentielle 1
2
〈A ∧ d∇ˆA〉Q que l’on ajoutera à
Hˆ . Mais ce que nous avons fait pour d∇ˆA il faut le répéter pour 12 [A ∧ A]Q également.
On obtient comme termes supplémentaires〈
b¯, [A(X), A(Z)]Q
〉
Q
− 〈a¯, [A(Y ), A(Z)]Q〉Q + 〈A(Z), [A(X), A(Y )]Q〉Q,
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les deux premiers termes ne se compensent pas avec d’autres et le dernier permet d’ajou-
ter à Hˆ la 3-forme tangentielle 1
6
〈
A ∧ [A ∧ A]Q
〉
Q
. A présent les deux termes restants
dans (3.16) correspondent à adA ajouté à ∇ˆ ; il faut cependant retirer les termes corres-
pondants, ce qui donne comme termes supplémentaires
−〈[A(Z), a¯]Q, b¯〉Q + 〈A(Z), [A(X), b¯]Q〉Q − 〈A(Z), [A(Y ), a¯]Q〉Q,
qui ne se compensent pas avec d’autres. Finalement on obtient en prenant en compte le
terme restant de couleur magenta dans (3.17)[
ΨA(α⊕ a¯⊕X),ΨA(β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ, Hˆ =
ΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ+∇δ, Rˆ+Rδ, Hˆ+Hδ
+
〈
A(Z), [a¯, b¯]Q
〉
Q
+
〈
b¯, [A(X), A(Z)]Q
〉
Q
+
〈
a¯, [A(Y ), A(Z)]Q
〉
Q
− 〈[A(Z), a¯]Q, b¯〉Q + 〈A(Z), [A(X), b¯]Q〉Q − 〈A(Z), [A(Y ), a¯]Q〉Q,
où les quantités ∇δ , Rδ et Hδ sont dénies par
∇δ = adA
Rδ = d∇ˆA+
1
2
[A ∧ A]Q
Hδ = 〈A ∧ Rˆ〉Q + 1
2
〈A ∧ d∇ˆA〉Q +
1
6
〈A ∧ [A ∧ A]Q〉Q .
Or les six termes restants se compensent d’après (2.5), ce qui achève la preuve.
Lemme 3.2.6 : Soit B ∈ Ω2(F) et considérons l’endomorphisme de bré vectoriel
ΨB : F
∨ ⊕Q⊕ F → F∨ ⊕Q⊕ F
déni par (3.15). Alors de l’identité
ΨB[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇, R,H =
[
ΨB(α⊕ a¯⊕X),ΨB(β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ, Hˆ ,
avec α, β ∈ Γ(F∨), a¯, b¯ ∈ Γ(Q) et X, Y ∈ Γ(F ), on obtient
H − Hˆ = dB.
Preuve : Nous commençons par calculer [ΨB(α⊕ a¯⊕X),ΨB(β⊕ b¯⊕Y )
]
∇ˆ, Rˆ, Hˆ . Nous
omettrons les références à ∇ˆ, Rˆ, et Hˆ en indice pour alléger les notations.[
ΨB(α⊕ a¯⊕X),ΨB(β ⊕ b¯⊕ Y )
]
=
[
α +B(X)⊕ a¯⊕X, β +B(Y )⊕ b¯⊕ Y ]
= [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ] + [B(X), Y ] + [X,B(Y )]
Or en utilisant les opérations de Cartan il vient
[B(X), Y ] + [X,B(Y )] = −LY ιXB + dιY ιXB +LXιYB
= −dιY ιXB − ιY dιXB + dιY ιXB + ιXdιYB + dιXιYB
= −LY ιXB + ιXLYB − ιXιY dB
= ι{X,Y }B − ιXιY dB
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d’où nalement[
ΨB(α⊕ a¯⊕X),ΨB(β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ, Hˆ
= ΨB[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ, Hˆ + ιY ιXdB
= ΨB[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ, Hˆ+dB,
ce qui donne le résultat.
Le théorème suivant est le résultat principal sur les changements de dissections et est
une conséquence directe des quatre propositions précédentes. On pourra le rapprocher
de [CSX13, proposition 2.7].
Théorème 3.2.7 : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant régulier
et considérons (∆,∇, R,H) et (∆ˆ, ∇ˆ, Rˆ, Hˆ) deux dissections de E, fournissant des iso-
morphismes d’algébroïdes de Courant ∆ : E → SM [∇, R,H] et ∆ˆ : E → SM [∇ˆ, Rˆ, Hˆ]
couvrant l’identité de M . Alors le changement de dissection δ = ∆ˆ−1 ◦ ∆ est un iso-
morphisme d’algébroïdes de Courant couvrant l’identité de M s’écrivant sous la forme
δ(α⊕ a¯⊕X) = α + ιXB − 1
2
A†
(
A(X)
)− A†(a¯)⊕ τ(a¯) + τ(A(X))⊕X, (3.18)
pour tous α ∈ Γ(F∨), a¯ ∈ Γ(Q) et X ∈ Γ(F ) ; avec A ∈ Ω1(F, Q), B ∈ Ω2(F) et
τ ∈ Aut(Q) couvrant l’identité. Matriciellement on a
δ =
Id −A† B] − 12A† ◦ A0 τ τ ◦ A
0 0 Id
 . (3.19)
De plus, δ réalise la transformation
∇ 7→ ∇ˆ = τ · ∇ − adτ◦A, (3.20)
R 7→ Rˆ = τ ◦R− τ ◦ d∇A+ 1
2
[τ ◦ A ∧ τ ◦ A]Q, (3.21)
H 7→ Hˆ = H − dB − 〈A ∧R〉Q + 1
2
〈A ∧ d∇A〉Q − 1
6
〈
A ∧ [A ∧ A]Q
〉
Q
, (3.22)
où l’on a posé τ · ∇ = τ ◦ ∇ ◦ τ−1, et δ−1 réalise la transformation
∇ˆ 7→ ∇ = τ−1 · ∇ˆ+ adA, (3.23)
Rˆ 7→ R = τ−1 ◦ Rˆ + τ−1 ◦ d∇ˆ(τ ◦ A) +
1
2
[A ∧ A]Q, (3.24)
Hˆ 7→ H = Hˆ + dB + 〈τ ◦ A ∧ Rˆ〉Q + 1
2
〈
τ ◦ A ∧ d∇ˆ(τ ◦ A)
〉
Q
+
1
6
〈
A ∧ [A ∧ A]Q
〉
Q
.
(3.25)
Preuve : L’expression (3.18) est une application directe de la proposition 3.2.3. Les trois
premières transformations résultent de l’application successive des lemmes 3.2.6, 3.2.5
puis 3.2.4, où de plus pour montrer (3.20) on utilise le fait que τ ◦ adA ◦τ−1 = adτ◦A
et pour (3.21) le fait que d∇−adA = d∇A − [A ∧ A]Q. Pour montrer les trois dernières
transformations on utilise les trois premières puisque δ−1 = Ψτ−1 ◦Ψ−τ◦A ◦Ψ−B .
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Exemple 3.2.8 : D’après le théorème précédent, un changement de dissection dans
EM [H] (voir l’exemple 2.35) correspond à eectuer H 7→ H − dB, pour un certain
B ∈ Ω2(M). On retrouve donc le contenu de la proposition 2.3.9.
Corollaire 3.2.9 : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant régulier et
considérons (∆,∇, R,H) et (∆ˆ, ∇ˆ, Rˆ, Hˆ) deux dissections de E ainsi que le changement
de dissection δ = ∆ˆ−1 ◦∆ : SM [∇, R,H]→ SM [∇ˆ, Rˆ, Hˆ] associé : δ est dénie à partir
d’éléments τ ∈ Aut(Q), A ∈ Ω1(F, Q) et B ∈ Ω2(F) (voir le théorème 3.2.7). Alors δ
induit un isomorphisme d’algébroïdes de Lie δ¯ : SM [∇, R] → SM [∇, R], et la relation
(1.5) induit les transformations
∇ 7→ ∇ˆ = τ · ∇ − adτ◦A,
R 7→ Rˆ = τ ◦R− τ ◦ d∇A+ 1
2
[τ ◦ A ∧ τ ◦ A]Q.
3.2.1 Deux classes caractéristiques
Ci-après nous étudions l’eet d’un changement de dissection sur deux « classes ca-
ractéristiques » associées à un algébroïde de Courant régulier : la première classe de
Pontryagin et la classe de Chen-Stiénon-Xu. Fixons E = (E →M, a, [·, ·], 〈·, ·〉) un al-
gébroïde de Courant régulier et soit (∆,∇, R,H) une dissection de E. D’après la propo-
sition 3.1.10 et (3.8) on a d〈R ∧ R〉Q = 0. Nous allons retrouver le fait que la classe de
cohomologie dansH4(F) de 〈R∧R〉Q est indépendante de la dissection ; elle est connue
dans la littérature ([Š00], [Bre07] et [CSX13, section 1.7]) sous le nom de première classe
de Pontryagin p1(E¯) de l’algébroïde de Lie quadratique E¯.
Proposition 3.2.10 : Soit (∆,∇, R,H) et (∆ˆ, ∇ˆ, Rˆ, Hˆ) deux dissections d’un algé-
broïde de Courant régulier E = (E → M, a, [·, ·], 〈·, ·〉) et considérons le changement
de dissection δ = ∆ˆ−1 ◦ ∆ : SM [∇, R,H] → SM [∇ˆ, Rˆ, Hˆ]. Notons δ : F → F
l’isomorphisme induit sur l’algébroïde de Lie F. Alors δ−1 réalise la transformation
〈Rˆ ∧ Rˆ〉Q 7→ 〈R ∧ R〉Q + dω pour un élément ω ∈ Ω3(F). Par conséquent la classe
de cohomologie p1(E¯) ∈ H4(F) est invariante par changement de dissection dans E.
Preuve : D’après (3.18) on a δ = IdF . Puis d’après (3.10) et (3.25) il vient
δ\〈Rˆ ∧ Rˆ〉Q − 〈R ∧R〉Q = 〈Rˆ ∧ Rˆ〉Q − 〈R ∧R〉Q = 2d
(
Hˆ −H
)
= −2dHδ,
avec Hδ = dB + 〈τ ◦ A ∧ Rˆ〉Q + 12
〈
τ ◦ A ∧ d∇ˆ(τ ◦ A)
〉
Q
+ 1
6
〈
A ∧ [A ∧ A]Q
〉
Q
.
Remarque 3.2.11 : Plus généralement, la première classe de Pontryagin d’un algébroïde
de Lie quadratique A = (A → M, a, [·, ·], 〈·, ·〉) est dénie de la manière suivante. On
considère la suite exacte courte de brés vectoriels
0 −→ Q = Ker a −→ A −→ F = Im a −→ 0,
où Q → M est un bré en algèbres de Lie et F → M est un algébroïde de Lie F. Un
scindement κ : F → A de cette suite est appelé un hoist deA et la quantitéRκ(X, Y ) =[
κ(X), κ(Y )
] − κ([X, Y ]) est appelée la courbure de κ. Alors 〈Rκ ∧ Rκ〉 ∈ Ω4(F) ne
dépend pas du hoist κ (voir [CSX13, lemme 1.9]) et sa classe de cohomologie est appelée
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première classe de Pontryagin de A. Dans [CSX13, théorème 1.10] il est montré qu’un
algébroïde de Lie quadratique donné est isomorphe à l’algébroïde de Lie associé à un
algébroïde de Courant régulier si et seulement si sa première classe de Pontryagin est
nulle.
Nous nous tournons à présent vers la classe caractéristique de Chen-Stiénon-Xu. De
manière analogue aux algébroïdes de Lie on a la notion de E-connexion sur un bré
vectoriel V → M , c’est-à-dire une application ∇ : Γ(V ) → Γ(E∨ ⊗ V ), notée en
pratique ∇us = ιu∇s pour tous u ∈ Γ(E) et s ∈ Γ(V ), qui est C∞(M)-linéaire en u,
R-linéaire en s et satisfaisant
∇u(fs) =
[
a(u) · f]s+ f∇us,
pour toute fonction f ∈ C∞(M). Soit ∇E une E-connexion sur E → M , quelconque.
On pose
Ξ∇E(u, v, w) =
{
1
3
〈Ju, vK, w〉− 1
2
〈∇Eu v −∇Ev u,w〉}
+ permutations circulaires sur u, v et w,
pour toutes sections u, v, w ∈ Γ(E), avec J·, ·K le crochet antisymétrique associé à [·, ·]
(voir la preuve de la proposition 2.2.15). Dans [AX07, section 3.2] Ξ∇E est appelée tor-
sion relativement à∇E . Il est également montré [AX07, lemme 3.2] que Ξ∇E ∈ Γ(Λ3E∨).
Dans [CSX13, section 1.4] une connexion∇E particulière est utilisée, dépendante direc-
tement de ∇, R et H comme suit. Équipons le bré vectoriel F → M d’une connexion
∇F , restriction de la connexion de Levi-Civita associée à une certaine métrique rie-
mannienne (l’existence est donnée par [Lee13, proposition 13.3]) ; on notera ∇F∨ la
connexion induite sur F∨ → M . La E-connexion sur E utilisée dans [CSX13, section
1.4] est alors
∇Eα⊕a¯⊕X(β ⊕ b¯⊕ Y ) = ∇F
∨
X β −
1
3
ιY ιXH ⊕∇X b¯+ 2
3
[a¯, b¯]Q ⊕∇FXY .
CetteE-connexion préserve le produit scalaire deE au sens où a(u)·〈v, w〉 = 〈∇Eu v, w〉+〈
v,∇Euw
〉
et possède une a-torsion nulle, c’est-à-dire a
(∇Eu v − ∇Ev u) = [a(u), a(v)].
Alors on montre ([CSX13, section 3.1]) en utilisant ces deux propriétés que relativement
à la dissection choisie, Ξ∇E s’écrit
Ξ∇E(a¯⊕X, b¯⊕ Y, c¯⊕ Z) = 12
〈
R(X, Y ), c¯
〉
Q
+
1
2
〈
R(Y, Z), a¯
〉
Q
+
1
2
〈
R(Z,X), b¯
〉
Q
− 1
2
〈
[a¯, b¯]Q, c¯
〉
Q
+H(X, Y, Z). (3.26)
Par conséquent Ξ∇E ne dépend pas de ∇F , donc on notera Ξ∆ = Ξ∇E ∈ Ω3(E¯) en
référence à la dissection choisie. On constate de plus que [Ξ∆] ∈ H3(E¯) ; en eet d’après
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(3.10), (3.8), (3.6), (3.7), l’identité de Jacobi pour [·, ·]Q et (2.5), on obtient les relations
d¯Ξ∆(X, Y, Z,W ) =
[
dH − 1
2
〈R ∧R〉Q
]
(X, Y, Z,W ) = 0,
d¯Ξ∆(X, Y, Z, a¯) =
1
2
〈
d∇R(X, Y, Z), a¯
〉
Q
= 0,
d¯Ξ∆(X, Y, a¯, b¯) =
1
2
〈
[R(X, Y ), a¯]Q, b¯
〉
Q
− 1
2
〈
R(X, Y ), [a¯, b¯]Q
〉
Q
= 0,
d¯Ξ∆(X, a¯, b¯, c¯) = −1
2
〈
[∇X a¯, b¯]Q, c¯
〉
Q
+
1
2
〈
[∇X a¯, b¯]Q, c¯
〉
Q
−1
2
〈
[∇X b¯, a¯]Q, c¯
〉
Q
+
1
2
〈
[∇X c¯, a¯]Q, b¯
〉
Q
= 0,
d¯Ξ∆(a¯0, a¯1, a¯2, a¯3) = 0,
où d¯ désigne la diérentielle sur le complexe Ω•(E¯) (voir section 2.7).
Exemple 3.2.12 : Soit (g, [·, ·], 〈·, ·〉) une algèbre de Lie quadratique. Alors dans une
dissection donnée, le bré vectoriel Q → M est identié à g au-dessus d’un point et
Ξ∆ =
1
2
ωg où ωg est la 3-forme de Cartan dénie par ωg(X, Y, Z) =
〈
X, [Y, Z]
〉
.
Exemple 3.2.13 : Soit E un algébroïde de Courant exact (voir l’exemple 2.35) et soit
H ∈ Ω3(M) la 3-forme issue d’une dissection de E (voir théorème 2.3.7) que l’on notera
simplement ∆. Le bré vectoriel Q→M est le bré vectoriel nul et Ξ∆ = H .
La proposition suivante est à rapprocher de [CSX13, proposition 2.10].
Proposition 3.2.14 : Soit (∆,∇, R,H) et (∆ˆ, ∇ˆ, Rˆ, Hˆ) deux dissections d’un algé-
broïde de Courant E = (E → M, a, [·, ·], 〈·, ·〉), et considérons le changement de dis-
section δ = ∆ˆ−1 ◦ ∆ : SM [∇, R,H] → SM [∇ˆ, Rˆ, Hˆ]. Notons δ¯ l’isomorphisme induit
entre les algébroïdes de Lie associés. Alors δ¯−1 réalise la transformation Ξ∆ˆ 7→ Ξ∆ + d¯ω
pour un élément ω ∈ Ω2(E¯).
Preuve : D’après 3.18 on a
δ¯\Ξ∆ˆ(a¯⊕X, b¯⊕ Y, c¯⊕ Z)
= Ξ∆ˆ
(
δ¯(a¯⊕X), δ¯(b¯⊕ Y ), δ¯(c¯⊕ Z))
= Ξ∆ˆ
(
τ(a¯) + τ(A(X))⊕X, τ(b¯) + τ(A(Y ))⊕ Y, τ(c¯) + τ(A(Z))⊕ Z
)
.
A présent en utilisant les relations (3.21) et (3.22), un long calcul utilisant (2.5) pour Q
montre que δ¯\Ξ∆ˆ − Ξ∆ = d¯ (B + ωA), avec ωA ∈ Ω2(E¯) dénie par
ωA(a¯⊕X, b¯⊕ Y ) = 1
2
[〈
A(X), b¯
〉
Q
− 〈A(Y ), a¯〉
Q
]
,
et dont la diérentielle est donnée par
d¯ωA(a¯⊕X, b¯⊕ Y,c¯⊕ Z) = 1
2
[〈
a¯,d∇A(Y, Z)
〉
Q
− 〈A(X), R(Y, Z)〉
Q
− 〈A(X), [b¯, c¯]Q〉Q]+ permutations circulaires sur X , Y et Z.
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Dénition 3.2.15 : Soit E un algébroïde de Courant régulier et soit (∆,∇, R,H) une
dissection de E. Soit Ξ∆ ∈ Ω3(E¯) la 3-forme (3.26), construite à l’aide d’une E-connexion
sur E → M quelconque. D’après la proposition précédente la classe de cohomologie
CSX(E) = [Ξ∆] ∈ H3(E¯) est invariante par changement de dissection dans E ; on l’ap-
pellera la classe caractéristique de Chen-Stiénon-Xu de E.
3.3 Structure du groupe des automorphismes forts
Fixons E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant régulier de base une
variétéM . Dans cette section nous étudions le groupe des automorphismes fortsAut(E)
deE, relativement à une dissection. La nouveauté, qui a déjà pu être aperçue dans [Rub13],
[BH15] et [CMTW14], est l’apparition de nouveaux automorphismes parfois appelés
champs A, en plus des champs B qui étaient déjà présents dans le cas des algébroïdes de
Courant exacts et a fortiori de la géométrie complexe généralisée (voir [Gua11]).
D’après la remarque 2.6.25, considérer uniquement des automorphismes forts est a
priori peu restrictif par rapport à la notion d’automorphisme faible (dénition 2.6.13).
Rappelons que, d’après la dénition 2.6.10 et la remarque 2.6.12, un automorphisme fort
de l’algébroïde de Courant E est un automorphisme (ϕ,Φ) : E → E du bré vectoriel
E →M satisfaisant les relations
dϕ ◦ a = a ◦ Φ, (3.27)
(ϕ−1)∗〈u, v〉 = 〈Φ(u),Φ(v)〉, (3.28)
Φ
(
[u, v]
)
=
[
Φ(u),Φ(v)
]
. (3.29)
Rappelons également que ϕ∗ désigne l’opération tiré-en-arrière dénie par ϕ∗(f) = f ◦
ϕ, pour toute fonction f ∈ C∞(M) ; et que dans (3.29) Φ désigne l’application induite
au niveau des modules des sections dénie par Φ(u)x = Φ(uϕ−1(x)) pour tout u ∈ Γ(E)
et x ∈M ; ceci est possible car ϕ est un diéomorphisme de M .
La proposition suivante montre que la condition de compatibilité avec l’ancre (3.27)
est redondante et découle des deux autres conditions (3.28) et (3.29) grâce aux relations
particulières dont on dispose dans un algébroïde de Courant. Cette proposition sera utile
pour calculer l’algèbre de Lie des automorphismes (forts) innitésimaux d’un algébroïde
de Courant régulier dans la section 3.4. Remarquons tout d’abord qu’étant donné un
automorphisme (ϕ,Φ) : E → E d’un bré vectoriel E → M , l’application induite
Φ : Γ(E)→ Γ(E) n’est pas C∞(M)-linéaire puisque Φ : E → E ne couvre pas l’identité
de M ; on a cependant une relation qui remplace la C∞(M)-linéarité et qui est donnée
par le lemme suivant.
Lemme 3.3.1 : Soit (ϕ,Φ) : E → E un automorphisme d’un bré vectoriel E → M
au-dessus d’une variété M . Alors Φ(fs) =
(
(ϕ−1)∗f
)
Φ(s) pour tous f ∈ C∞(M) et
s ∈ Γ(E).
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Preuve : Par dénition (voir remarque 2.6.12), on a pour tout point y ∈M
Φ(fs)y = Φ
(
(fs)ϕ−1(y)
)
= Φ
(
(f ◦ ϕ−1)(y)sϕ−1(y)
)
= (f ◦ ϕ−1)(y)Φ(sϕ−1(y))
=
(
(ϕ−1)∗f
)
(y)Φ(s)y.
Proposition 3.3.2 : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant et soit
(ϕ,Φ) un automorphisme du bré vectoriel E →M satisfaisant les conditions (3.28) et
(3.29). Alors de plus (ϕ,Φ) satisfait (3.27) et est donc un automorphisme fort de E.
Preuve : D’après le lemme 3.3.1 et les relations 2.9 et 3.29 nous avons d’une part[
Φ(u),Φ(fv)
]
= Φ
(
[u, fv]
)
= Φ
(
f [u, v] + (a(u) · f)v)
= (ϕ−1)∗fΦ
(
[u, v]
)
+ (ϕ−1)∗
(
a(u) · f)Φ(v),
et d’autre part[
Φ(u),Φ(fv)
]
=
[
Φ(u), (ϕ−1)∗fΦ(v)
]
= (ϕ−1)∗f
[
Φ(u),Φ(v)
]
+
(
a(Φ(u)) · (ϕ−1)∗f)Φ(v),
ce qui implique la relation
(ϕ−1)∗
(
a(u) · f) = a(Φ(u)) · (ϕ−1)∗f.
Or, d’après le lemme 2.6.19, il vient
(ϕ−1)∗ιa(u)df = ιϕ∗a(u)(ϕ
−1)∗df
= ιϕ∗a(u)d(ϕ
−1)∗f
=
[
ϕ∗a(u)
] · [(ϕ−1)∗f],
ce qui permet d’obtenir la condition (3.27), d’après la notationϕ∗ = dϕ. En adjoignant de
plus la condition (3.28), on obtient que (ϕ,Φ) : E→ E est un automorphisme fort.
Soit (∆,∇, R,H) une dissection de E (qui est régulier). La proposition suivante as-
sure qu’ayant fait le choix d’une dissection de E, étudier le groupe des automorphismes
forts de E revient à étudier les automorphismes forts de l’algébroïde de Courant standard
S = SM [∇, R,H] (voir théorème 3.1.13).
Proposition 3.3.3 : L’isomorphisme ∆ induit un isomorphisme de groupes Aut(E) ∼=
Aut(S).
Preuve : L’isomorphisme de groupes Aut(E)→ Aut(S) est déni par Φ 7→ ∆−1 ◦Φ ◦
∆. Remarquons que ∆−1 ◦ Φ ◦ ∆ est bien un automorphisme de S = SM [∇, R,H] car
∆ est un isomorphisme d’algébroïdes de Courant au-dessus de M (voir dénition 2.6.1),
et que la composition d’isomorphismes forts est encore un isomorphisme fort.
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Bien qu’elle soit redondante, la condition (3.27) est importante pour les raisons sui-
vantes. Soit (ϕ,Φ) : F∨⊕Q⊕F → F∨⊕Q⊕F un automorphisme fort de SM [∇, R,H].
Nous noterons ϕ∗ = dϕ : Γ(TM) → Γ(TM) la diérentielle de ϕ et ϕ∗ = ϕ∨∗ :
Γ(T∨M) → Γ(T∨M) l’application duale, traditionnellement appelée tiré-en-arrière
(pullback dans la littérature anglaise, voir [Lee13, chapitre 11]) ; on a la relation (ϕ∗)−1 =
(ϕ−1)∗. D’après (3.27), dϕ envoie Γ(F ) dans Γ(F ), c’est-à-dire que ϕ est un automor-
phisme feuilleté deM (foliated map dans la littérature anglaise, [BDD07, section 1.1.3] et
voir proposition 3.1.1 pour le feuilletageF associé àE) :ϕ laisse chaque feuille invariante.
L’automorphisme (ϕ, ϕ∗) de l’algébroïde de Lie F induit une application sur Ω•(F), que
l’on pourra noter Λ•ϕ∗ (ou simplement ϕ∗) au lieu de (ϕ, ϕ∗)\ (voir proposition 1.4.2).
Dénition 3.3.4 : Soitϕ ∈ Dif(M). On étendϕ∗ à Ω•(F, Q) en posant Λk(ϕ∗)(α⊗a¯) =
Λk(ϕ∗)α⊗ a¯ pour α ∈ Ωk(F) et a¯ ∈ Γ(Q).
Dénition 3.3.5 : On notera O(S) le groupe des automorphismes du bré vectoriel
F∨ ⊕ Q ⊕ F → M , orthogonaux (au sens de la relation (3.28)) pour le produit scalaire
〈·, ·〉 de S.
Proposition 3.3.6 : Soit (ϕ, τ) ∈ O(Q), où ϕ est un automorphisme feuilleté de M
pour F. Alors (ϕ, τ) induit un élément Ψϕ,τ ∈ O(S) donné sous forme matricielle par
Ψϕ,τ =
(ϕ−1)∗ 0 00 τ 0
0 0 ϕ∗
 .
Preuve : L’application Ψϕ,τ envoie Γ(F∨ ⊕ Q ⊕ F ) dans Γ(F∨ ⊕ Q ⊕ F ) puisque ϕ∗
est à valeurs dans Γ(F ), par dénition d’un automorphisme feuilleté. Il s’agit bien d’un
automorphisme du bré vectoriel F∨⊕Q⊕F →M , orthogonal pour le produit scalaire
〈·, ·〉 de S, puisque pour tous α, β ∈ Γ(F∨), a¯, b¯ ∈ Γ(Q) et X, Y ∈ Γ(F ) on a〈
Ψϕ,τ (α⊕ a¯⊕X),Ψϕ,τ (β ⊕ b¯⊕ Y )
〉
=
〈
(ϕ∗)−1α⊕ τ(a¯)⊕ ϕ∗X, (ϕ∗)−1β ⊕ τ(b¯)⊕ ϕ∗Y
〉
= (ϕ∗)−1α(ϕ∗Y ) + (ϕ∗)−1β(ϕ∗X) +
〈
τ(a¯), τ(b¯)
〉
Q
= α(ϕ−1∗ ϕ∗Y ) + β(ϕ
−1
∗ ϕ∗X) + 〈a¯, b¯〉Q
= 〈α⊕ a¯⊕X, β ⊕ b¯⊕ Y 〉.
Dénition 3.3.7 : On notera O(S) le sous-ensemble de O(S) dont les éléments sont de
la forme Ψϕ,τ avec ϕ un automorphisme feuilleté de M pour F.
Proposition 3.3.8 : L’ensemble O(S) est un sous-groupe de O(S).
Preuve : Ceci résulte essentiellement des propriétés (ϕ ◦ ψ)∗ = ϕ∗ ◦ ψ∗ et (ϕ ◦ ψ)∗ =
ψ∗ ◦ ϕ∗ (voir [Lee13, propositions 3.6 et 12.25]).
Lemme 3.3.9 : Soit (ϕ, τ) ∈ Aut(Q). Alors on a
Ψϕ,τ [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇,R,H =
[
Ψϕ,τ (α⊕ a¯⊕X),Ψϕ,τ (β ⊕ b¯⊕ Y )
]
∇ˆ,Rˆ,Hˆ ,
94 Chapitre 3. Automorphismes forts d’algébroïdes de Courant réguliers
pour tous α, β ∈ Γ(F∨), a¯, b¯ ∈ Γ(Q) et X , Y ∈ Γ(F ), où ∇ˆ, Rˆ et Hˆ satisfont les
relations
(ϕ, τ) · ∇ˆ = ∇, (ϕ, τ) · Rˆ = R, ϕ∗Hˆ = H,
où l’on a posé (ϕ, τ)·∇ = ϕ∗(τ−1·∇) et (ϕ, τ)·R = ϕ∗(τ−1◦R) avec τ−1·∇ = τ−1◦∇◦τ .
Preuve : Soit α, β ∈ Γ(F∨), a¯, b¯ ∈ Γ(Q) et X, Y ∈ Γ(F ). D’après (3.11), on a d’une
part[
Ψϕ,τ (α⊕ a¯⊕X),Ψϕ,τ (β ⊕ b¯⊕ Y )
]
∇ˆ,Rˆ,Hˆ
=
[
(ϕ∗)−1α⊕ τ(a¯)⊕ ϕ∗X, (ϕ∗)−1β ⊕ τ(b¯)⊕ ϕ∗Y
]
∇ˆ,Rˆ,Hˆ
=Lϕ∗X(ϕ
∗)−1β − ιϕ∗Y d(ϕ∗)−1α +
〈∇ˆτ(a¯), τ(b¯)〉
Q
+
〈
τ(a¯), ιϕ∗Y Rˆ
〉
Q
− 〈τ(b¯), ιϕ∗XRˆ〉Q + ιϕ∗Y ιϕ∗XHˆ
⊕ [τ(a¯), τ(b¯)]
Q
+ ∇ˆϕ∗Xτ(b¯)− ∇ˆϕ∗Y τ(a¯) + Rˆ(ϕ∗X,ϕ∗Y )
⊕ {ϕ∗X,ϕ∗Y },
et d’autre part
Ψϕ,τ [α⊕ a¯⊕X, β ⊕ b¯⊕ Y
]
∇,R,H
= (ϕ∗)−1LXβ − (ϕ∗)−1ιY dα + (ϕ∗)−1〈∇a¯, b¯〉Q
+ (ϕ∗)−1〈a¯, ιYR〉Q − (ϕ∗)−1〈b¯, ιXR〉Q + (ϕ∗)−1 (ιY ιXH)
⊕ τ([a¯, b¯]Q)+ τ(∇X b¯)− τ(∇Y a¯)+ τ(R(X, Y ))⊕ ϕ∗{X, Y }.
Tout d’abord notons que ces deux calculs ont un sens grâce au fait que, (ϕ, τ) étant un
automorphisme de l’algébroïde de Courant Q, ϕ est un automorphisme feuilleté de M
pour F, impliquant que ϕ∗ : Γ(F ) → Γ(F ) et a fortiori, ceci permet d’assurer que les
dérivées de Lie et produits intérieurs soient à valeur dans Ω•(F, Q). Ensuite, en projetant
sur Γ(F ) nous n’obtenons pas de condition puisque ϕ∗ est un morphisme d’algèbres de
Lie (voir [Lee13, corollaire 8.31]). En projetant sur Γ(Q) on obtient deux conditions :
ϕ∗(τ−1 ◦ Rˆ) = R et τ−1 ◦ ∇ˆϕ∗X ◦ τ = ∇X . A présent en projetant sur Γ(F∨), le lemme
2.6.19 et les deux conditions précédentes permettent d’inrmer l’existence de nouvelles
conditions excepté sur les 3-formes H et Hˆ : pour tout Z ∈ Γ(F ) on a d’une part
(ιϕ∗Y ιϕ∗XHˆ)(Z) = Hˆ(ϕ∗X,ϕ∗Y, Z) = (ϕ
∗Hˆ)(X, Y, ϕ−1∗ Z),
et d’autre part[
(ϕ∗)−1ιY ιXH
]
(Z) = (ιY ιXH)(ϕ
−1
∗ Z) = H(X, Y, ϕ
−1
∗ Z),
d’où la dernière condition, ϕ∗Hˆ = H .
Dénition 3.3.10 : On noteraGau(S) le sous-groupe des éléments deO(S), qui couvrent
l’identité de M et agissent selon l’identité sur Q → M . On appelera Gau(S) groupe de
jauge de l’algébroïde de Courant S = SM [∇, R,H].
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Proposition 3.3.11 : Tout élément Ψ ∈ Gau(S) peut s’écrire Ψ = ΨA ◦ ΨB où A ∈
Ω1(F, Q) et B ∈ Ω2(F). On notera Ψ = (A,B) et matriciellement on peut écrire
(A,B) =
Id −A† B] − 12A† ◦ A0 Id A
0 0 Id
 .
La loi de groupe sur Gau(S) est alors donnée par
(A,B) ◦ (A′, B′) =
(
A+ A′, B +B′ +
1
2
〈A ∧ A′〉Q
)
,
l’élément neutre est (0, 0) et l’inverse de (A,B) est
(A,B)−1 = (−A,−B). (3.30)
Preuve : La preuve de l’existence d’une décomposition Ψ = ΨA ◦ΨB est analogue à la
preuve de la proposition 3.2.3. En utilisant la formulation matricielle on obtient
(A,B) ◦ (A′, B′) =
Id −A′† − A† B′] − 12A′† ◦ A′ − A† ◦ A′ +B] − 12A† ◦ A0 Id A′ + A
0 0 Id
 .
Or, on calcule que
B′] − 1
2
A′† ◦ A′ − A† ◦ A′ +B] − 1
2
A† ◦ A
= B] +B′] +
1
2
〈A ∧ A′〉]Q −
1
2
〈A ∧ A′〉]Q −
1
2
A′† ◦ A′ − A† ◦ A′ − 1
2
A† ◦ A,
et pour tous X et Y ∈ Γ(F ) on calcule que
−1
2
〈A∧A′〉Q(X, Y )− A†
(
A′(X)
)
(Y )
= −1
2
〈
A(X), A′(Y )
〉
Q
+
1
2
〈
A(Y ), A′(X)
〉
Q
− 〈A(Y ), A′(X)〉
Q
= −1
2
〈
A′(Y ), A(X)
〉
Q
− 1
2
〈
A(Y ), A′(X)
〉
Q
= −1
2
A′†
(
A(X)
)
(Y )− 1
2
A†
(
A′(X)
)
(Y ),
d’où l’on déduit
B′]− 1
2
A′†◦A′−A†A′+B]− 1
2
A†◦A = B]+B′]+ 1
2
〈A∧A′〉]Q−
1
2
(A+A′)†◦(A+A′),
et par conséquent on aboutit à
(A,B) ◦ (A′, B′) =
(
A+ A′, B +B′ +
1
2
〈A ∧ A′〉Q
)
.
L’élément neutre et l’inverse d’un élément (A,B) s’obtiennent directement à partir de
la relation ci-dessus.
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Remarque 3.3.12 : Le groupeGau(S) n’est pas abélien car l’opérationC∞(M)-bilinéaire
〈· ∧ ·〉Q n’est pas commutative sur Ω1(F, Q), mais commutative Z-graduée, voir propo-
sition 3.1.5. D’autre part Ω2(F) est un sous-groupe distingué de Gau(S) puisque
(A′, B′) ◦ (0, B) ◦ (A′, B′)−1 = (A′, B +B′) ◦ (−A′,−B′) = (0, B),
pour tous A′ ∈ Ω1(F, Q) et B, B′ ∈ Ω2(F).
Lemme 3.3.13 : Soit (ϕ,Φ) ∈ O(S) tel que Φ∣∣
Q
= τ avec (ϕ, τ) ∈ O(Q). Alors Φ =
Ψϕ,τ ◦Ψ, avec Ψ ∈ Gau(S).
Preuve : Posons Ψ = Ψ−1ϕ,τ ◦ Φ = Ψϕ−1,τ−1 ◦ Φ. Puisque Ψϕ−1,τ−1 ∈ O(S) couvre ϕ−1,
Ψ ∈ O(S) couvre IdM . De même, Ψϕ−1,τ−1
∣∣
Q
= τ−1 et par hypothèse Φ
∣∣
Q
= τ donc
Ψ
∣∣
Q
= IdQ et par conséquent Ψ ∈ Gau(S).
Lemme 3.3.14 : Soit B ∈ Ω2(F) et soit ϕ ∈ Dif(M). Alors B] ◦ ϕ∗ = (ϕ∗)−1
(
ϕ∗B
)].
Preuve : Pour tous X , Y ∈ Γ(F ) on a
(B] ◦ ϕ∗)(X)(Y ) = B(ϕ∗X, Y )
= (ϕ∗B)(X,ϕ−1∗ Y )
=
(
ϕ∗B
)]
(X)(ϕ−1∗ Y )
= (ϕ∗)−1
((
ϕ∗B
)]
(X)
)
(Y ).
Dénition 3.3.15 : Soit ϕ ∈ Dif(M). Pour A ∈ Ω1(F, Q), on a A† : Γ(Q) → Γ(F∨)
(voir dénition 3.2.1). On dénit ϕ∗A† par (ϕ∗A†)(a¯) = ϕ∗
[
A†(a¯)
]
, pour tout a¯ ∈ Γ(Q).
De même, pourB ∈ Ω2(F), on aB] : Γ(F )→ Γ(F∨). On dénitϕ∗B] par (ϕ∗B])(X) =
ϕ∗
[
B](X)
]
, pour tout X ∈ Γ(F ).
Théorème 3.3.16 : Tout élément (ϕ,Φ) ∈ Aut(S) peut s’écrire sous la forme Φ =
Ψϕ,τ ◦ΨA◦ΨB avecA ∈ Ω1(F, Q),B ∈ Ω2(F) et τ ∈ Aut(Q) satisfaisant les conditions
∇− (ϕ, τ) · ∇ = adA, (3.31)
R− (ϕ, τ) ·R = d∇A− 1
2
[A ∧ A]Q, (3.32)
H − ϕ∗H = dB + 〈A ∧R〉
Q
− 1
2
〈d∇A ∧ A〉Q +
1
6
〈
A ∧ [A ∧ A]Q
〉
Q
. (3.33)
On notera (ϕ,Φ) = (ϕ, τ, A,B) et matriciellement on peut écrire
Φ =
(ϕ∗)−1 −(ϕ−1)∗A† (ϕ−1)∗B] − 12(ϕ−1)∗A† ◦ A0 τ τ ◦ A
0 0 ϕ∗
 . (3.34)
3.4. Structure de l’algèbre de Lie des automorphismes forts innitésimaux 97
La loi de groupe sur Aut(S) est alors donnée par
(ϕ,τ, A,B) ◦ (ϕ′, τ ′, A′, B′)
=
(
ϕ ◦ ϕ′, τ ◦ τ ′, ϕ′∗(τ ′−1 ◦ A) + A′, ϕ′∗B +B′ + 1
2
〈
ϕ′∗(τ ′−1 ◦ A) ∧ A′〉
Q
)
,
(3.35)
l’élément neutre est (IdM , IdQ, 0, 0) et l’inverse de (ϕ, τ, A,B) est
(ϕ, τ, A,B)−1 =
(
ϕ−1, τ−1,−(ϕ−1)∗(τ ◦ A),−(ϕ−1)∗B) . (3.36)
Preuve : D’après le lemme 3.3.13, Φ = Ψϕ,τ ◦ Ψ, avec Ψ ∈ Gau(S). Or d’après la
proposition 3.3.11, il existe A ∈ Ω1(F, Q) et B ∈ Ω2(F) tels que Ψ = ΨA ◦ ΨB . Les
conditions auxquelles sont contraints ϕ, τ , A et B proviennent d’une utilisation succes-
sive des lemmes 3.2.6, 3.2.5 et enn de 3.3.9. La loi de groupe (3.35) est obtenue à partir de
l’écriture matricielle (3.34), de manière analogue à la preuve de la proposition 3.3.11.
Alternativement, on peut reformuler le théorème précédent comme suit.
Proposition 3.3.17 : Le groupe Aut(S) est le sous-groupe constitué des éléments du
produit semi-directO(S)nθGau(S), qui s’écrivent (ϕ, τ, A,B), tels que τ ∈ Aut(Q) et
ϕ, τ, A etB satisfont les relations (3.31), (3.31) et (3.33), où l’action (à droite) θ : O(S)→
Aut
[
Gau(S)
]
est dénie par
θ
(
Ψϕ,τ
)
(A,B) =
(
ϕ∗(τ−1 ◦ A), ϕ∗B).
3.4 Structure de l’algèbre de Lie des automorphismes
forts innitésimaux
Fixons dans toute cette section E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Cou-
rant régulier. Nous allons dans un premier temps étudier la version « innitésimale » du
groupe des automorphismes fortsAut(E) de E. Par la suite nous répétons cette étude re-
lativement à une dissection. Pour cela, nous considérons les générateurs innitésimaux
d’un groupe à un paramètre d’automorphismes forts dans l’algébroïde de Courant. Nous
montrons plus loin que ces générateurs innitésimaux possèdent plusieurs propriétés,
déjà énoncées dans [BH15] et [BCG07], et que de plus ils forment une algèbre de Lie.
L’utilisation ultérieure d’une dissection permet d’expliciter la structure de cette algèbre
de Lie.
Dans ce qui suit nous noterons Aut(E) le groupe des automorphismes d’un bré
vectoriel E →M au-dessus d’une variété M .
Dénition 3.4.1 : Soit E → M un bré vectoriel au-dessus d’une variété M . Soit
(ϕt,Φt)t∈R un groupe à un paramètre dans Aut(E) lisse, c’est-à-dire la donnée d’un
morphisme de groupes t ∈ R 7→ (ϕt,Φt) ∈ Aut(E) pour lequel X ∈ Γ(TM) et
D ∈ End [Γ(E)], dénis par
X · f = d
dt
(ϕ−1t )
∗f
∣∣∣
t=0
, D(s) =
d
dt
Φt(s)
∣∣∣
t=0
,
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existent pour tous f ∈ C∞(M) et s ∈ Γ(E). On pourra noter XD pour le champ de
vecteurs X lorsque seul D est explicité, et t ∈ R 7→ exp (tD) ∈ Aut(E) pour le groupe
à un paramètre (ϕt,Φt)t∈R dansAut(E) associé à (X,D) ; le couple (X,D) sera appelé
générateur innitésimal de (ϕt,Φt)t∈R.
Dans la dénition précédente, on constate que X est le champ de vecteurs sur M
associé au groupe à un paramètre de diéomorphismes (ϕ−1t )t∈R de M ([Lee13, propo-
sition 9.7]).
Proposition 3.4.2 : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant régulier
et soit (ϕt,Φt)t∈R un groupe à un paramètre dansAut(E). En particulier, (ϕt,Φt)t∈R est
un groupe à un paramètre dansAut(E), notons (X,D) le générateur innitésimal asso-
cié, au sens de la dénition précédente. Alors X est F-projetable (voir [Ton97, chapitre
1]) et les propriétés suivantes sont vériées :
D(fu) = fD(u) + (X · f)u, (3.37)
D
(
[u, v]
)
=
[
D(u), v
]
+
[
u,D(v)
]
, (3.38)
X · 〈u, v〉 = 〈D(u), v〉+ 〈u,D(v)〉, (3.39)
pour tous f ∈ C∞(M), et u, v ∈ Γ(E).
Preuve : On a vu dans la section 3.3 que pour tout t ∈ R, (ϕt,Φt) étant un auto-
morphisme fort de E, la relation (3.27) implique que ϕt est un automorphisme feuilleté
de M . Par conséquent le générateur innitésimal associé est un champ de vecteurs
X ∈ Γ(TM) F-projetable, c’est-à-dire satisfaisant la propriété [X, V ] ∈ Γ(F ) pour
tout V ∈ Γ(F ). En eet, ϕt étant feuilleté on a (ϕt)∗ : Γ(F )→ Γ(F ) et par conséquent
pour tout V ∈ Γ(F ) on a
[X, V ] =LXV =
d
dt
(ϕ−1−t )∗(V )
∣∣∣
t=0
=
d
dt
(ϕt)∗(V )
∣∣∣
t=0
∈ Γ(F ).
A présent, par dénition et d’après le lemme 3.3.1 il vient
D(fu) =
d
dt
Φ(fu)
∣∣∣
t=0
=
d
dt
(
(ϕ−1t )
∗fΦt(u)
) ∣∣∣∣
t=0
=
[(
d
dt
(ϕ−1t )
∗f
)
Φt(u)
] ∣∣∣∣
t=0
+
[
(ϕ−1t )
∗f
(
d
dt
Φt(u)
)] ∣∣∣∣
t=0
= (X · f)u+ fD(u),
on obtient donc la première propriété. La seconde propriété est établie à partir de la
bilinéarité du crochet [·, ·] et la condition (3.29) puisque d’une part par dénition
d
dt
Φt
(
[u, v]
)∣∣∣
t=0
= D
(
[u, v]
)
,
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et d’autre part
d
dt
Φt
(
[u, v]
)∣∣∣
t=0
=
d
dt
[
Φt(u),Φt(v)
]∣∣∣
t=0
=
[
d
dt
Φt(u)
∣∣∣
t=0
, v
]
+
[
u,
d
dt
Φt(v)
∣∣∣
t=0
]
=
[
D(u), v
]
+
[
u,D(v)
]
.
Enn la troisième propriété est obtenue à partir de la bilinéarité du produit scalaire 〈·, ·〉
et la condition (3.28), puisque d’une part, par dénition,
d
dt
(ϕ−1t )
∗〈u, v〉
∣∣∣
t=0
= X · 〈u, v〉,
et d’autre part,
d
dt
〈
Φt(u),Φt(v)
〉∣∣∣
t=0
=
〈
d
dt
Φt(u)
∣∣∣
t=0
, v
〉
+
〈
u,
d
dt
Φt(v)
∣∣∣
t=0
〉
=
〈
D(u), v
〉
+
〈
u,D(v)
〉
.
Remarque 3.4.3 : La propriété (3.37), qui provient du fait que (ϕ,Φ) est un automor-
phisme du bré vectoriel E → M , est une propriété que possède tout automorphisme
innitésimal (X,D) de bré vectoriel. Dans [KSM02, dénition 1.1], le couple (X,D)
est également appelé derivative endomorphism de Γ(E) en anglais.
Dénition 3.4.4 : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant régulier.
Tout couple (X,D) ∈ Γ(TM)×End Γ(E) tel queX soitF-projetable, et tels que (X,D)
satisfait les relations (3.37), (3.38) et (3.39), est appelé automorphisme innitésimal fort de
E. On désignera par aut(E) l’ensemble de tous les automorphismes innitésimaux forts
de E.
Proposition 3.4.5 : Soit E = (E →M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant régulier.
Alors aut(E) admet une structure d’algèbre de Lie J·, ·K dénie parq
(X,D), (X ′, D′)
y
=
({X,X ′}, [D,D′]),
avec {·, ·} le crochet de Lie des champs de vecteurs et [·, ·] le commutateur sur End Γ(E).
De plus on dispose de la relationX[D,D′] = {X,X ′} pour tous (X,D), (X ′, D′) ∈ aut(E)
(voir dénition 3.4.1 pour la notation).
Preuve : Soit (X,D), (X ′, D′) ∈ aut(E), deux générateurs innitésimaux de groupes
à un paramètre d’automorphismes forts de E. Nous devons vérier que J·, ·K est bien
déni, c’est-à-dire que
q
(X,D), (X ′, D′)
y
est bien un élément de aut(E) puisque l’on
sait déjà que l’antisymétrie et l’identité de Jacobi sont vériées. Tout d’abord, {X,X ′}
est bien un champ de vecteurs F-projetable d’après l’identité de Jacobi pour le crochet
de Lie des champs de vecteurs sur M . Puis la relation (3.38) stipule que D et D′ sont des
dérivations de (Γ(E), [·, ·]) donc leur commutateur est encore une dérivation ([Gre75,
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section 5.6]) ; on obtient ainsi que la propriété (3.38) est satisfaite. Concernant (3.37), on
a, pour tous f ∈ C∞(M) et u ∈ Γ(E),
(D ◦D′ −D′ ◦D)(fu) = D{(X ′ · f)u+ fD′(u)}−D′{(X · f)u+ fD(u)}
= (X ·X ′ · f)u+ (X ′ · f)D(u) + fD ◦D′(u) + (X · f)D′(u)
− fD′ ◦D(u)− (X ′ · f)D(u)− (X ′ ·X · f)u− (X · f)D′(u)
= ({X,X ′} · f)u+ f [D,D′](u),
et de cette relation il vient que X[D,D′] = {X,X ′}. Enn pour la propriété (3.39) on a
{X,X ′} · 〈u, v〉 = X ·X ′ · 〈u, v〉 −X ′ ·X · 〈u, v〉
= X ·
{〈
D′(u), v
〉
+
〈
u,D′(v)
〉}−X ′ · {〈D(u), v〉+ 〈u,D(v)〉}
=
〈
D ◦D′(u), v〉+ 〈D′(u), D(v)〉+ 〈D(u), D′(v)〉+ 〈u,D ◦D′(v)〉
− 〈D′ ◦D(u), v〉− 〈D(u), D′(v)〉− 〈D′(u), D(v)〉− 〈u,D′ ◦Dv〉
=
〈
(D ◦D′ −D′ ◦D)(u), v〉+ 〈u, (D ◦D′ −D′ ◦D)(v)〉
=
〈
[D,D′](u), v
〉
+
〈
u, [D,D′](v)
〉
,
pour toutes section u, v ∈ Γ(E).
A présent, soit (∆,∇, R,H) une dissection de l’algébroïde de Courant régulier E et
soit S = SM [∇, R,H] l’algébroïde de Courant standard associé. Nous allons décrire l’al-
gèbre de Lie aut(S) des automorphismes forts innitésimaux de S, et d’après la proposi-
tion suivante, cela est susant pour décrire aut(E), relativement à la dissection choisie.
Proposition 3.4.6 : L’isomorphisme ∆ induit un isomorphisme d’algèbres de Lie
aut(E) ∼= aut(S).
Preuve : L’isomorphisme d’algèbres de Lie aut(E)→ aut(S) est déni par D 7→ ∆−1 ◦
D ◦∆. Remarquons que ∆−1 ◦D ◦∆ est une dérivation de (Γ(F∨ ⊕Q⊕ F ), [·, ·]) car
∆ est un isomorphisme d’algébroïdes de Courant au-dessus de M .
Lemme 3.4.7 : Soit (ϕt, τt, At, Bt)t∈R un groupe à un paramètre dans Aut(S) lisse,
c’est-à-dire la donnée d’un morphisme de groupes t ∈ R 7→ (ϕt, τt, At, Bt) ∈ Aut(S)
pour lequel il existe un générateur innitésimal (X,Θ) du groupe à un paramètre
(ϕt, τt) ∈ Aut(Q) et tel que t 7→ At et t 7→ Bt soient des applications lisses. Alors
il existe a ∈ Ω1(F, Q) et b ∈ Ω2(F) tels que
At =
∫ t
0
ϕ∗s(τ−s ◦ a) ds et Bt =
∫ t
0
(
ϕ∗sb+
1
2
〈
ϕ∗s(τ−s ◦ a) ∧ As
〉
Q
)
ds.
et les relations suivantes soient satisfaites :
Θ(fa¯) = fΘ(a¯) + (X · f)a¯, (3.40)
X · 〈a¯, b¯〉 = 〈Θ(a¯), b¯〉
Q
+
〈
a¯,Θ(b¯)
〉
Q
, (3.41)
Θ
(
[a¯, b¯]Q
)
=
[
Θ(a¯), b¯
]
Q
+
[
a¯,Θ(b¯)
]
Q
, (3.42)
[Θ,∇U ]−∇{X,U} = ada, (3.43)
Θ ◦R−LXR = d∇a, (3.44)
LXH + db+ 〈a ∧R〉Q = 0, (3.45)
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pour tous f ∈ C∞(M), a¯, b¯ ∈ Γ(Q) et U ∈ Γ(F ). On dira que (X,Θ, a, b) est le généra-
teur innitésimal associé au groupe à un paramètre (ϕt, τt, At, Bt)t∈R.
Preuve : L’existence d’un générateur innitésimal (X,Θ) pour le groupe à un para-
mètre (ϕt, τt) ∈ Aut(Q) assure directement que les relations (3.40), (3.41) et (3.42) sont
satisfaites d’après la proposition 3.4.2. Ensuite, par dénition d’un groupe à un paramètre
dans Aut(S), on a de plus pour tous s, t ∈ R que
ϕ∗t (τ
−1
t ◦ As) + At = As+t, (3.46)
ϕ∗tBs +Bt +
1
2
〈
ϕt(τ
−1
t ◦ As) ∧ At
〉
Q
= Bs+t, (3.47)
De la relation (3.46) il vient
ϕ∗t
(
τ−1t ◦
1
s
◦ As
)
=
1
s
(As+t − At),
ce qui donne la relation ϕ∗t (τ−1t ◦a) = A˙t, après passage à la limite lorsque s tend vers 0,
où a = d
dt
At
∣∣
t=0
et le point désigne la dérivation par rapport au paramètre t. On obtient
ainsi avec la condition initiale A0 = 0 que
At =
∫ t
0
ϕ∗s(τ−s ◦ a) ds.
Enn de la relation (3.47) il vient
1
s
(Bs+t −Bt) = ϕ∗t
(
1
s
Bs
)
+
1
2
〈
ϕ∗t
(
τ−1t ◦
1
s
As
)
∧ At
〉
Q
,
ce qui donne la relation B˙t = ϕ∗t b+ 12
〈
ϕ∗t (τ
−1
t ◦ a) ∧At
〉
Q
, où b = d
dt
Bt
∣∣
t=0
; par consé-
quent on obtient avec la condition initiale B0 = 0 que
Bt =
∫ t
0
(
ϕ∗sb+
1
2
〈
ϕ∗s(τ
−1
t ◦ a) ∧ As
〉
Q
)
ds.
Notons que le passage à la limite s → 0 ci-dessus requiert la continuité du produit
scalaire 〈·, ·〉Q pour une topologie sur Γ(Q) (voir par exemple [Joy00, section 1.2]). Les
relations (3.43), (3.44) et (3.45) s’obtiennent directement en dérivant les relations (3.31),
(3.32) et (3.33) par rapport au paramètre t et en se rappelant que ϕ0 = IdM , τ0 = IdQ,
A0 = 0, et B0 = 0.
Lemme3.4.8 : Soit (X,Θ, a, b) le générateur innitésimal de (ϕt, At, Bt, τt)t∈R un groupe
à un paramètre dansAut(S). Alors (X,Θ, a, b) est la dérivation de (Γ(F∨ ⊕Q⊕ F ), [·, ·])
qui agit selon
(X,Θ, a, b)(ξ ⊕ x¯⊕ U) =LXξ − a†(x¯) + ιUb⊕Θ(x¯) + a(U)⊕LXU, (3.48)
pour tous ξ ∈ Γ(F∨), x¯ ∈ Γ(Q) et U ∈ Γ(F ).
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Preuve : Le fait que (X,Θ, a, b) soit une dérivation de (Γ(F∨ ⊕Q⊕ F ), [·, ·]) provient
de la propriété (3.38) puisque (X,Θ, a, b) est le générateur innitésimal d’un groupe à
un paramètre d’automorphismes forts de l’algébroïde de Courant standard S. L’action
de (X,Θ, a, b) sur une section ξ⊕ x¯⊕U du bré vectoriel F∨⊕Q⊕F →M est donnée
par
(X,Θ, a, b)(ξ ⊕ x¯⊕ U) = d
dt
(ϕt, τt, At, Bt)(ξ ⊕ x¯⊕ U)
∣∣∣
t=0
,
il s’agit donc de calculer
d
dt
(ϕ−1t )∗ξ − (ϕ−1t )∗A†t(x¯) + ιU(ϕ−1t )∗B]t − 12(ϕ−1t )∗A†t(At(U))τt(x¯) + τt ◦ At(U)
(ϕt)∗(U)
∣∣∣∣∣∣
t=0
.
On obtient, en utilisant la R-bilinéarité des opérations intervenant dans les second et
troisième termes de la première ligne ci-dessus, ainsi qu’en revenant à la dénition de
A† (voir dénition 3.2.1) pour le quatrième terme,
(X,Θ, a, b)(ξ ⊕ x¯⊕ U) =LXξ − a†(x¯) + ιUb⊕Θ(x¯) + a(U)⊕LXU, (3.49)
où l’on a utilisé [Lee13, chapitre 9, équation 9.16] et [Lee13, chapitre 12, équation 12.8]
pour les dénitions des dérivées de Lie.
Dénition 3.4.9 : Soit (X,Θ) ∈ Γ(F ) × End Γ(Q) un automorphisme innitésimal
de Q, et soit (a, b) ∈ Ω1(F, Q) × Ω2(F) tel que relations (3.43), (3.44) et (3.45) soient
satisfaites. Alors la dérivation (X,Θ, a, b) de (Γ(F∨ ⊕Q⊕ F ), [·, ·]) dénie par (3.48)
est appelée automorphisme fort innitésimal de S. L’ensemble des automorphismes forts
innitésimaux de S sera noté aut(S).
Théorème 3.4.10 : L’ensemble aut(S) possède une structure d’algèbre de Lie, héritée
de l’algèbre de Lie des dérivations de (Γ(F∨ ⊕Q⊕ F ), [·, ·]), et donnée parq
(X, a, b,Θ), (X ′, a′, b′,Θ′)
y
=
({X,X ′}, [Θ,Θ′],Θ ◦ a′ −Θ′ ◦ a+LXa′ −LX′a,LXb′ −LX′b+ 〈a ∧ a′〉Q) ,
où l’opération a ∈ Ωk(F, Q) 7→ Θ ◦ a ∈ Ωk(F, Q), pour tout Θ ∈ End Γ(Q) est dénie
sur les tenseurs élémentaires par Θ(ω⊗a¯) = ω⊗Θ(a¯), pour tousω ∈ Ωk(F) et a¯ ∈ Γ(F ).
Preuve : Nous avons par dénition pour tous ξ ∈ Γ(F∨), x¯ ∈ Γ(Q) et U ∈ Γ(F ) queq
(X, a, b,Θ), (X ′, a′, b′,Θ′)
y
(ξ ⊕ x¯⊕ U)
= (X, a, b,Θ) ◦ (X ′, a′, b′,Θ′)(ξ ⊕ x¯⊕ U)− (X ′, a′, b′,Θ′) ◦ (X, a, b,Θ)(ξ ⊕ x¯⊕ U),
et le terme de droite vaut, en développant,
L{X,X′}ξ−LXa′†(x¯) +LX′a†(x¯)+LXιUb′ −LX′ιUb−a†
(
Θ′(x¯)
)−a†(a′(U))
+a′†
(
Θ(x¯)
)
+a′†
(
a(U)
)
+ι{X′,U}b− ι{X,U}b′ ⊕ [Θ,Θ′](x¯)
+Θ
(
a′(U)
)−Θ′(a(U))+ ι{X′,U}a− ι{X,U}a′ ⊕L{X,X′}U.
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Les termes de couleur bleue montrent que la projection de
q
(X, a, b,Θ), (X ′, a′, b′,Θ′)
y
sur Γ(TM) est {X,X ′}, qui est bien F-projetable d’après l’identité de Jacobi. Le terme
de couleur verte montre que la projection de
q
(X, a, b,Θ), (X ′, a′, b′,Θ′)
y
sur Γ(Q) est
[Θ,Θ′], pour le commutateur des dérivations. Les termes de couleur orange montrent que
la projection de
q
(X, a, b,Θ), (X ′, a′, b′,Θ′)
y
sur Ω2(F) estLXb′−LX′b+ 〈a∧ a′〉Q. Il
reste à identier les termes de couleur rouge. Pour cela supposons que a est élémentaire,
c’est-à-dire posons a = ω ⊗ a¯, avec ω ∈ Γ(F∨) et a¯ ∈ Γ(Q). D’après (3.39) on a
Θ′
(
a(U)
)
= Θ′
(
ω(U)a¯
)
=
(
LX′ιUω
)
a¯+ ω(U)Θ′(a¯),
et on a également que
ι{X′,U}a =
(
ι{X′,U}ω
)⊗ a¯ = (LX′ιUω − ιULX′ω)⊗ a¯ = (LX′ιUω)a¯− ιU (LX′a) ,
par conséquent il vient −Θ′(a(U))+ ι{X′,U}a = −ιUΘ′ ◦ a− ιU (LX′a). On en déduit
que la projection sur Ω1(F, Q) de
q
(X, a, b,Θ), (X ′, a′, b′,Θ′)
y
est Θ ◦ a′ − Θ′ ◦ a +
LXa
′ −LX′a.
Dans la section précédente nous avons décrit le groupe Aut(S) comme un sous-
groupe du produit semi-directO(S)nθGau(S). Alternativement, nous pouvons décrire
l’algèbre de Lie aut(S) comme une sous-algèbre de Lie d’un produit semi-direct d’al-
gèbres de Lie (voir [Var84, section 3.14]). Pour cela, nous introduisons l’algèbre de Lie
gau(S) = Ω1(F, Q)× Ω2(F) dont le crochet est déni parq
(a, b), (a′, b′)
y
=
(
0, 〈a ∧ a′〉Q
)
.
Proposition 3.4.11 : L’algèbre de Lie aut(S) est la sous-algèbre de Lie constituée des
éléments du produit semi-direct aut(Q)nϑ gau(S) satisfaisant les relations (3.43), (3.44)
et (3.45), où la représentation ϑ : aut(Q)→ Der [gau(S)] est dénie par
ϑ(X,Θ)(a, b) =
(
LXa+ Θ ◦ a,LXb
)
.
3.5 Exemples
Dans cette dernière section nous traitons trois exemples an d’illustrer les résultats
obtenus dans les sections précédentes.
3.5.1 Algébroïdes de Courant de type Dn
Soit E = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant exact, c’est-à-dire (voir
dénition 2.3.6) tel que le bré vectoriel E → M s’insère dans la suite exacte courte de
brés vectoriels
0 −→ T∨M a∨−→ E∨ ∼= E a−→ TM −→ 0
Un tel algébroïde de Courant est également appelé algébroïde de Courant de type Dn
([Rub13, section 2]). Dans ce cas l’algébroïde de Lie F (proposition 3.1.1) est l’algébroïde
canonique TM (voir 1.2.4) et l’algébroïde de Courant Q est trivial.
Une dissection correspond alors à un scindement isotrope ε : TM → E de cette
suite exacte courte, qui permet d’obtenir un isomorphisme de brés vectoriels ∆ : TM⊕
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T∨M → E et une 3-forme H sur M (voir la preuve du théorème 2.3.7), induisant un
isomorphisme d’algébroïdes de Courant ∆ : EM [H] → E. D’après la proposition 2.3.9
un changement de scindement correspond à la transformation H 7→ H − dB pour
B ∈ Ω2(M), ce qui est en accord avec le théorème 3.2.7. Relativement à cette dissection,
on a ∇ = 0 et R = 0 (voir la preuve du théorème 3.1.13 donnée en annexe) donc la
classe de Chen-Stiénon-Xu CSX
(
EM [H]
)
(voir dénition 3.2.15) est la classe de Ševera
[H] ∈ H3(M).
Le groupe O
(
EM [H]
)
est réduit au groupe Dif(M) des automorphismes de M et
le groupe Gau
(
EM [H]
)
est réduit au groupe abélien Ω2(M) des 2-formes sur M . Par
conséquent, le groupe des automorphismes forts de EM [H] est le sous-groupe de
Dif(M) nθ Ω2(M), où l’action est donnée par θ(ϕ)(B) = ϕ∗B, des éléments (ϕ,B)
satisfaisant la condition H − ϕ∗H = dB. Un automorphisme (ϕ,B) agit sur X ⊕ ξ ∈
Γ(TM ⊕ T∨M) selon
(ϕ,B)(X ⊕ ξ) = ϕ∗(X)⊕ (ϕ−1)∗
(
ξ + ιXB
)
,
et la loi de groupe est donnée par
(ϕ,B) ◦ (ϕ′, B′) = (ϕ ◦ ϕ′, ϕ′∗B +B′),
pour tous ϕ, ϕ′ ∈ Dif(M) et B, B′ ∈ Ω2(M). Ce résultat a été obtenu pour la première
fois dans [Gua11]. On peut également voirAut
(
EM [H]
)
comme l’extension de groupes
0 −→ Ω2(M) −→ Aut(EM [H]) −→ Dif [H](M) −→ 1,
pour l’injection et la surjection naturelles, où Dif [H](M) désigne le groupe des auto-
morphismes ϕ deM qui préservent la classe de cohomologie [H] ∈ H3(M), c’est-à-dire
ϕ∗[H]− [H] = 0 dans H3(M).
Du point de vue innitésimal, l’algèbre de Lie des automorphismes forts innitési-
maux relativement à la dissection choisie est la sous-algèbre de Lie de Γ(TM)nϑΩ2(M)
(pour l’addition), où l’action est donnée par ϑ(X)(b) =LXb, des éléments (X, b) satis-
faisant la condition LXH + db = 0. Un automorphisme innitésimal (X, b) agit sur
U ⊕ ξ ∈ Γ(TM ⊕ T∨M) selon
(X, b)(U ⊕ ξ) = {X,U} ⊕LXξ + ιUb,
et le crochet de Lie est donné parq
(X, b), (X ′, b′)
y
=
({X,X ′},LXb′ −LX′b),
pour tous X , X ′ ∈ Γ(TM) et b, b′ ∈ Ω2(M). Ce résultat a été obtenu pour la première
fois dans [Hu09a] et [HU09b, section 4]. On peut également voir aut
(
EM [H]
)
comme
l’extension d’algèbres de Lie
0 −→ Ω2(M) −→ aut(EM [H]) −→ X[H](M) −→ 0,
pour l’injection et la surjection naturelles, où X[H](M) désigne les champs de vecteursX
sur M qui préservent la classe de cohomologie [H] ∈ H3(M), c’est-à-direLX [H] = 0
dans H3(M).
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3.5.2 Algébroïdes de Courant de type Bn
Soit M une variété. Nous nous intéressons à présent à un certain algébroïde de Cou-
rant standard sur M (voir proposition 3.1.15).
Dénition 3.5.1 : SoitM une variété. Considérons le bré vectoriel T∨M⊕Q⊕TM →
M , avec Q = M × R → M le bré vectoriel trivial de rang 1, équipé du crochet nuls
ainsi que du produit scalaire 〈λ, µ〉Q = λµ pour tous λ, µ ∈ Γ(Q) ∼= C∞(M). De
plus considérons pour connexion sur Q → M la diérentielle de De Rham d, R = 0
et H ∈ H3(M) une 3-forme d-fermée d’après (3.10). On notera RM [H] l’algébroïde
de Courant standard associé à ces données (voir 3.1.15) et on l’appellera algébroïde de
Courant de type Bn (avec n = dimM ).
Cet algébroïde de Courant est apparu pour la première fois dans [Rub13, section 2]
(avec H = 0 cependant). D’après 3.11 son crochet est donné par
[α⊕ λ⊕X, β ⊕ µ⊕ Y ] =LXβ − ιY dα + µdλ+ ιY ιXH ⊕ ιXdµ− ιY dλ⊕ {X, Y }.
Dans ce cas, l’algébroïde de Lie F (proposition 3.1.1) est l’algébroïde canonique TM (voir
1.2.4) et l’algébroïde de Courant Q est (Q→M, a = 0, [·, ·]Q = 0, 〈·, ·〉Q).
On calcule que le groupeO(Q) des automorphismes orthogonaux deQ→M , équipé
de 〈·, ·〉Q, et couvrant un diéomorphisme de M , est constitué des automorphismes de
la forme (ϕ, ϕ∗) et de la forme (ϕ,−ϕ∗), où ϕ ∈ Dif(M). Par conséquent tout élément
de Aut
(
RM [H]
)
est de la forme (ϕ, ϕ∗, A,B) ou (ϕ,−ϕ∗, A,B), pour ϕ ∈ Dif(M),
A ∈ Ω1(M) et B ∈ Ω2(M). La condition (3.31) implique alors que (ϕ,−ϕ∗, A,B) n’est
pas une forme possible puisque sinon on aurait ∇ = 0. Finalement on notera (ϕ,A,B)
les éléments de Aut
(
RM [H]
)
, où ϕ ∈ Dif(M), A ∈ Ω1(M) et B ∈ Ω2(M) satisfont
les relations dA = 0 et H − ϕ∗H = dB.
D’après le théorème 3.3.16 on obtient le résultat suivant.
Proposition 3.5.2 : Soit (ϕ,A,B) ∈ Aut(RM [H]). Alors (ϕ,A,B) agit sur une section
ξ ⊕ λ⊕X ∈ Γ(T∨M ⊕Q⊕ TM) selon
(ϕ,A,B)(ξ ⊕ λ⊕X) = (ϕ−1)∗(ξ − λA+ ιXB)⊕ ϕ∗(λ+ A(X))⊕ ϕ∗(X).
La loi de groupe sur Aut
(
RM [H]
)
est donnée par
(ϕ,A,B) ◦ (ϕ′, A′, B′) =
(
ϕ ◦ ϕ′, ϕ′∗A+ A′, ϕ′∗B +B′ + 1
2
ϕ′∗A ∧ A′
)
,
pour tous ϕ, ϕ′ ∈ Dif(M), A, A′ ∈ Ω1(M) etB,B′ ∈ Ω2(M). Le groupeAut(RM [H])
peut être considéré comme l’extension de groupes
0 −→ Z1(M)× Ω2(M) −→ Aut(RM [H]) −→ Dif [H](M) −→ 1,
pour l’injection et la surjection naturelles, où Z1(M) désigne l’ensemble des 1-formes
sur M d-fermées.
On retrouve donc le résultat [Rub13, proposition 2.2] lorsque H = 0.
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Du point de vue innitésimal, o(Q) est constitué des dérivations de la forme (X,LX)
et de la forme (X,−LX), pourX ∈ Γ(TM). Ainsi tout automorphisme innitésimal de
RM [H] est de la forme (X,LX , a, b) ou de la forme (X,−LX , a, b), avec X ∈ Γ(TM),
a ∈ Ω1(M) et b ∈ Ω2(M) ; mais seuls les automorphismes de la forme (X,LX , a, b)
satisfont la condition (3.43), qui dans ce cas correspond à [LX ,LU ] = L{X,U}, pour
tout U ∈ Γ(TM). Par conséquent les automorphismes innitésimaux de RM [H] sont
les (X, a, b) avecX ∈ Γ(TM), a ∈ Ω1(M) et b ∈ Ω2(M) satisfaisant de plus les relations
da = 0 etLXH + db = 0.
D’après le théorème 3.4.10 on obtient le résultat suivant.
Proposition 3.5.3 : Soit (X, a, b) ∈ aut(RM [H]). Alors (X, a, b) agit sur une section
ξ ⊕ λ⊕ U ∈ Γ(T∨M ⊕Q⊕ TM) selon
(X, a, b)(ξ ⊕ λ⊕ U) =LXξ − λa+ ιUb⊕LXλ+ ιUa⊕ {X,U},
pour tous ξ ∈ Ω1(M), λ ∈ Γ(Q) ∼= C∞(M) et U ∈ Γ(TM). Le crochet sur aut(RM [H])
est donné parq
(X, a, b), (X ′, a′, b′)
y
=
({X,X ′}, 2LXa′ − 2LX′a,LXb′ −LX′b+ a ∧ a′),
pour tousX ,X ′ ∈ Γ(TM), a, a′ ∈ Ω1(M) et b, b′ ∈ Ω2(M). L’algèbre de Lie aut(RM [H])
peut être considérée comme l’extension d’algèbres de Lie
0 −→ Z1(M)× Ω2(M) −→ aut(RM [H]) −→ X[H](M) −→ 0,
pour l’injection et la surjection naturelles.
On retrouve donc le résultat [Rub13, section 2] lorsque H = 0.
3.5.3 Algébroïdes de Courant hétérotiques
Dénition 3.5.4 : Soit H = (E → M, a, [·, ·], 〈·, ·〉) un algébroïde de Courant transitif.
On dit que H est hétérotique si son algébroïde de Lie associé H (proposition 2.6.4) est
isomorphe à l’algébroïde d’Atiyah d’un bré principal (voir exemple 1.2.10).
Les algébroïdes de Courant hétérotiques sont apparus pour la première fois dans
[BH15, section 3.3]. On notera que d’après (3.2), le bré vectoriel de l’algébroïde de Lie
H est E/T∨M →M .
Soit G un groupe de Lie semi-simple d’algèbre de Lie (g, [·, ·]g), équipée de sa forme
de Killing 〈·, ·〉g (voir exemple 1.2.13). Soit pi : P → M un bré G-principal et soit
AdP = P ×Ad g→M le bré adjoint de P →M (voir [Nee08, proposition 5.1.6]). Les
bres de AdP → M sont isomorphes à g et on étend le crochet [·, ·]g de g à Γ(AdP )
par la formule [u, v]g
∣∣
x
= [ux, vx]g pour tous u, v ∈ Γ(AdP ) et x ∈ M , conférant
ainsi à AdP → M une structure de bré vectoriel en algèbres de Lie. L’algèbre de Lie
g étant quadratique, on étend le produit scalaire de 〈·, ·〉g de g à Γ(AdP ) par la formule
〈u, v〉g
∣∣
x
= 〈ux, vx〉g pour tous u, v ∈ Γ(AdP ) et x ∈ M , conférant ainsi à AdP → M
une structure de bré vectoriel en algèbres de Lie quadratiques. On notera également
que Γ(AdP ) ∼= C∞(P, g)G (voir par exemple [Nee08, proposition 1.6.3]).
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Soit ω ∈ Ω1(M, g) une connexion sur P → M , de courbure R = dω + 1
2
[ω ∧
ω]g ∈ Ω2(M,AdP ) (voir [Nee08, sections 5.4 et 6.1]). Notons ∇ la dérivée covariante
sur AdP → M issue de ω (voir [KN96, chapitre 3, section 1]). Soit H ∈ Ω3(M) tel que
dH = 1
2
〈R ∧R〉g.
Ayant introduit ces notations, considérons à présent le bré vectoriel T∨M ⊕ Q ⊕
TM → M avec Q = AdP équipé de [·, ·]g et 〈·, ·〉g, que l’on munit de la connexion
∇, de la 2-forme de courbure R et de la 3-forme H . Alors d’après [BH15, proposition
3.2] l’algébroïde de Courant standard associé à ces données, que l’on notera simple-
ment H, est hétérotique pour l’algébroïde d’Atiyah de pi : P → M , et réciproquement
tout algébroïde de Courant hétérotique est de cette forme après choix d’une dissection.
Dans ce cas, l’algébroïde de Lie F (proposition 3.1.1) est l’algébroïde canonique TM (voir
1.2.4) et l’algébroïde de Courant Q est (Q → M, a = 0, [·, ·]Q = [·, ·]g, 〈·, ·〉Q = 〈·, ·〉g) ;
Ω•(F) ∼= Ω•(M), et d’après [Nee08, proposition 5.3.4] on a un isomorphisme de C∞(M)-
modules Ω(F, Q) ∼= Ω•(P, g)bas où le second C∞(M)-module correspond au module des
formes diérentielles sur P à valeurs dans g basiques, c’est-à-dire celles qui sont nulles
sur Ker(dpi) (les champs de vecteurs horizontaux) et G-invariantes.
Les résultats des sections 3.3 et 3.4 s’appliquent à cet exemple, on obtient des formules
identiques. De plus, concernant le groupe Aut(H), on retrouve le résultat obtenu dans
[GFRT15, proposition 4.7].
Annexe
Dans cette annexe, nous donnons une preuve du théorème 3.1.13 de structure de
Chen-Stiénon-Xu, avec des détails supplémentaires. La preuve originale se trouve dans
[CSX13, section 2]. Dans cette preuve, on désignera par aE , [·, ·]E et 〈·, ·〉E l’ancre, le
crochet et le produit scalaire sur E ; an de distinguer de l’ancre a, du crochet [·, ·] et du
produit scalaire 〈·, ·〉 dont va être équipé le bré vectoriel F∨ ⊕Q⊕ F →M .
Preuve : L’ancre sur F∨ ⊕Q⊕ F →M est donnée par
a(α⊕ a¯⊕X) = aE
(
∆(α⊕ a¯⊕X)) = (aE ◦ λ)(X) = X.
Pour le produit scalaire on a
〈α⊕ a¯⊕X, β ⊕ b¯⊕ Y 〉 = 〈a∨E(α)] + σ(a¯) + λ(X), a∨E(β)] + σ(b¯) + λ(Y )〉E
= α(Y ) + β(X) +
〈
σ(a¯), σ(b¯)
〉
E
,
en développant et en utilisant les propriétés de λ et σ, et (2.17), puis par dénition〈
σ(a¯), σ(b¯)
〉
E
=
〈
pi(σ(a¯)), pi(σ(b¯))
〉
Q
= 〈a¯, b¯〉Q.
A présent étudions comment le crochet est transporté. On a
[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ] = [a∨E(α)] + σ(a¯) + λ(X), a∨E(β)] + σ(b¯) + λ(Y )]E
=
[
a∨E(α)
], a∨E(β)
]
]
E
+
[
a∨E(α)
], σ(b¯)
]
E
+
[
a∨E(α)
], λ(Y )
]
E
+
[
σ(a¯), a∨E(β)
]
]
E
+
[
σ(a¯), σ(b¯)
]
E
+
[
σ(a¯), λ(Y )
]
E
+
[
λ(X), a∨E(β)
]
]
E
+
[
λ(X), σ(b¯)
]
E
+
[
λ(X), λ(Y )
]
E
,
et calculons chacun de ces termes.
• aE
(
[a∨E(α)
], a∨E(β)
]]E
)
= 0 par (2.13) et (2.17) donc
[
a∨E(α)
], a∨E(β)
]
]
E
∈ Γ(Ker aE) ∼=
Γ(F∨)⊕ Γ(Q). Mais la composante sur Q est nulle car d’après (2.5) on a〈
[a∨E(α)
], a∨E(β)
]]E, σ(c¯)
〉
E
= (aE ◦Υ−1 ◦ a∨E(α)) ·
〈
a∨E(α)
], σ(c¯)
〉
E
− 〈a∨E(α)], [a∨E(β)], σ(c¯)]E〉E
=
〈
α
∣∣aE ([a∨E(β)], σ(c¯)]E)〉E = 0,
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toujours d’après (2.17). A présent pour tout Z ∈ Γ(F ), on a que[
a∨E(α)
], a∨E(β)
]
]
E
(Z) =
〈
[a∨E(α)
], a∨E(β)
]]E, λ(Z)
〉
E
= (aE ◦Υ−1 ◦ a∨E(α)) ·
〈
a∨E(α)
], λ(Z)
〉
E
− 〈a∨E(α)], [a∨E(β)], λ(Z)]E〉E
= 0.
• aE
(
[λ(X), a∨E(β)
]]E
)
= 0 et la composante sur Q est nulle puisque〈
[λ(X), a∨E(β)
]]E, σ(c¯)
〉
E
= X · 〈a∨E(β)], σ(c¯)〉E − 〈a∨E(β)], [λ(X), σ(c¯)]E〉E
= X · 〈β∣∣(aE ◦ σ)(c¯)〉− 〈β∣∣aE([λ(X), σ(c¯)]E)〉 = 0,
en utilisant le fait que aE ◦ σ = 0, par dénition d’un scindement. A présent pour
tout Z ∈ Γ(F ),[
λ(X), a∨E(β)
]
]
E
(Z) =
〈
[λ(X), a∨E(β)
]]E, λ(Z)
〉
E
= X · 〈a∨E(β)], λ(Z)〉− 〈[λ(X), λ(Z)]E, a∨E(β)]〉E
= X · β(Z)− β([X,Z])
= ιZLXβ.
• aE
(
[a∨E(α)
], σ(b¯)]E
)
= 0, mais la composante sur Q est nulle. En eet on a
pi
(
[a∨E(α)
], σ(b¯)]E
)
=
[
pi ◦ a∨E(α)], b¯
]
E
,
mais pour u ∈ Ker aE , on a〈
a∨E(α)
], u
〉
E
=
〈
α
∣∣aE(u)〉 = 0,
donc a∨E(α)] ∈ (Ker aE)⊥ et donc pi ◦ a∨E(α)] = 0. Enn pour tout Z ∈ Γ(F ) on a[
a∨E(α)
], σ(b¯)
]
E
(Z) =
〈
[a∨E(α)
], σ(b¯)]E, λ(Z)
〉
E
= (aE ◦Υ−1 ◦ a∨E(α)) ·
〈
σ(b¯), λ(Z)
〉
E
− 〈σ(b¯), [a∨E(α)], λ(Z)]E〉E
= 0,
or σ(b¯) ∈ Γ(Q) et [a∨E(α)], λ(Z)]E ∈ Γ(F∨) d’après un point précédent donc le
produit scalaire est nul.
• aE
(
[σ(a¯), σ(b¯)]E
)
= 0 mais cette fois-ci la composante sur Q n’est pas nulle
puisque [
σ(a¯), σ(b¯)
]
E
= P (a¯, b¯)⊕ pi ([σ(a¯), σ(b¯)]E) = P (a¯, b¯)⊕ [a¯, b¯]Q,
avec
P (a¯, b¯) = prF∨ [σ(a¯), σ(b¯)]E,
dont on déterminera l’expression ultérieurement.
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• aE
(
[λ(X), σ(b¯)]E
)
= 0 et on pose
[
λ(X), σ(b¯)
]
E
= K(X, b¯)⊕∇X b¯ avec
K(X, b¯) = prF∨
[
λ(X), σ(b¯)
]
E
,
dont on déterminera l’expression ultérieurement et
∇X b¯ = prQ
[
λ(X), σ(b¯)
]
E
,
que l’on va examiner à présent. Tout d’abord∇X b¯ est C∞(M)-linéaire par rapport
à X
∇fX b¯ = prQ
[
fλ(X), σ(b¯)
]
E
= prQ
{
f
[
λ(X), σ(b¯)
]
E
− ((aE ◦ σ)(b¯) · f)λ(X) + 〈λ(X), σ(b¯)〉EDf}
= f∇X b¯,
et satisfait également
∇X(f b¯) = prQ
[
λ(X), fσ(b¯)
]
E
= prQ
{
f
[
λ(X), σ(b¯)
]
E
+ ((aE ◦ λ)(X) · f)σ(b¯)
}
= f∇X b¯+ (X · f)b¯.
∇ est donc une F-connexion sur le bré vectoriel Q→M (voir 1.5.3).
• Le terme
[
λ(X), λ(Y )
]
E
a trois composantes toutes non nulles. Tout d’abord sur
F on a aE
(
[λ(X), λ(Y )]E
)
= {X, Y }. Puis posons
R(X, Y ) = prQ
[
λ(X), λ(Y )
]
E
.
Alors R est antisymétrique en X et Y puisque
R(Y,X) = prQ
[
λ(Y ), λ(X)
]
E
= prQ
{
D
〈
λ(X), λ(Y )
〉
E
− [λ(X), λ(Y )]
E
}
= −R(X, Y ),
et également C∞(M)-linéaire car
R(X, fY ) = prQ
[
λ(X), fλ(Y )
]
E
= prQ
{
f
[
λ(X), λ(Y )
]
E
+ ((aE ◦ λ)(X) · f)λ(Y )
}
= fR(X, Y ).
Par conséquent R ∈ Γ(Λ2F∨ ⊗Q). Enn pour la composante sur F∨ posons
H(X, Y, Z) =
〈
prF∨ [λ(X), λ(Y )]E
∣∣λ(Z)〉 = 〈[λ(X), λ(Y )]E, λ(Z)〉E.
Annexe 111
Alors H est antisymétrique en X et Y puisque
H(Y,X,Z) =
〈
D〈λ(Y ), λ(X)〉
E
− [λ(X), λ(Y )]E, λ(Z)
〉
E
= −H(X, Y, Z),
ainsi qu’en Y et Z car
H(X,Z, Y ) = X · 〈λ(Z), λ(Y )〉
E
− 〈λ(Z), [λ(X), λ(Y )]E〉E
= −H(X, Y, Z).
Il est clair que H est C∞(M)-linéaire en Z et que d’autre part
H(fX, Y, Z) =
〈〈λ(X), λ(Y )〉EDf − (Y · f)λ(X) + f [λ(X), λ(Y )]E, λ(Z)〉E
= fH(X, Y, Z);
par conséquent H ∈ Γ(Λ3F∨).
Nous devons à présent identier les quantités P (a¯, b¯) et K(X, a¯). Pour P (a¯, b¯), on a,
pour tout Z ∈ Γ(F ),〈
P (a¯, b¯)|λ(Z)〉 = 〈prF∨ [σ(a¯), σ(b¯)]E, λ(Z)〉E
=
〈
[σ(a¯), σ(b¯)]E, λ(Z)
〉
E
= (aE ◦ σ(a¯)) ·
〈
σ(b¯), σ(u)
〉
E
− 〈σ(b¯), [σ(u¯), λ(Z)]E〉E
=
〈
σ(b¯),D〈λ(Z), σ(a¯)〉E − [λ(X), σ(a¯)]E
〉
E
=
〈
σ(b¯), [λ(Z), σ(a¯)]E
〉
E
=
〈
σ(b¯), prQ[λ(Z), σ(a¯)]E
〉
E
=
〈∇Z a¯, b¯〉Q .
Puis pour Q(X, a¯), on a pour tout Z ∈ Γ(F ),〈
Q(X, a¯)|λ(Z)〉 = 〈 prF∨ [λ(X), σ(a¯)]E, λ(Z)〉E
=
〈
[λ(X), σ(a¯)]E, λ(Z)
〉
E
= X · 〈σ(b¯), λ(Z)〉
E
− 〈σ(b¯), [λ(X), λ(Z)]E〉E
= − 〈σ(b¯), prF ∗ [λ(X), λ(Z)]E〉E
= − 〈b¯, R(X,Z)〉
Q
.
Par conséquent le crochet sur F∨ ⊕Q⊕ F → M est déterminé par la donnée de H , R
et∇.
A présent examinons les relations de compatibilité entre ces données an que l’ancre
a, le crochet [·, ·] et le produit scalaire 〈·, ·〉 que l’on vient de décrire équipent le bré
vectoriel F∨ ⊕ Q ⊕ F → M d’une structure d’algébroïde de Courant. La propriété
(2.7) est satisfaite en complétant le crochet comme indiqué dans l’énoncé du théorème.
Maintenant pour (2.5), seul le cas où u = X ∈ Γ(F ) et v = a¯, w = b¯ ∈ Γ(Q) donne une
relation non triviale
X · 〈a¯, b¯〉Q =
〈
[X, a¯], b¯
〉
+
〈
a¯, [X, b¯]
〉
=
〈∇X a¯, b¯〉Q + 〈a¯,∇X b¯〉Q.
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A noter que, bien que les autres cas soient triviaux, la plupart demandent de long calculs
pour vérier la trivialité. La situation est similaire pour vérier (2.1). La plupart des cas
donnent des relations triviales, mais pour les obtenir il est nécessaire de faire de longs
calculs. Ci-après nous ne détaillons que les relations non triviales, celles qui donnent des
relations de compatibilité. Pour le cas où u = X ∈ Γ(F ) et v = a¯, w = b¯ ∈ Γ(Q) on
doit vérier[
X,P (a¯, b¯)⊕ [a¯, b¯]Q
]
=
[
K(X, a¯)⊕∇X a¯, b¯
]
+
[
a¯, K(X, b¯)⊕∇X b¯
]
,
soit en développant encore
LXP (a¯, b¯) +K
(
X, [a¯, b¯]Q
)⊕∇X [a¯, b¯]Q = P (∇X a¯, b¯) + P (a¯,∇X b¯)
⊕ [∇X a¯, b¯]Q + [a¯,∇X b¯]Q.
En projetant sur Q on constate que les données doivent donc satisfaire la relation
∇X [a¯, b¯]Q =
[∇X a¯, b¯]Q + [a¯,∇X b¯]Q.
Cependant il reste à montrer que la projection sur F∨ de cette relation est bien triviale.
Tout d’abord pour tout Y ∈ Γ(F ) on a〈
P (∇X a¯, b¯) + P (a¯,∇X b¯)
∣∣Y 〉 = 〈b¯,∇Y∇X a¯〉Q + 〈∇X b¯,∇Y a¯〉Q,
et ensuite pour le membre de gauche〈
LXP (a¯, b¯) +K(X, [a¯, b¯]Q)
∣∣Y 〉 = ιY d (P (a¯, b¯)(X))+ d (P (a¯, b¯)) (X, Y )
− 〈[a¯, b¯]Q, R(X, Y )〉Q
=
〈∇Y b¯,∇X a¯〉Q + 〈b¯,∇Y∇X a¯〉Q
+X · 〈b¯,∇Y a¯〉Q − Y · 〈b¯,∇X a¯〉Q
− 〈b¯,∇{X,Y }a¯〉Q − 〈[a¯, b¯]Q, R(X, Y )〉Q
=
〈∇X b¯,∇Y a¯〉Q + 〈b¯,∇X∇Y a¯〉Q
− 〈b¯,∇{X,Y }a¯〉Q − 〈[a¯, b¯]Q, R(X, Y )〉Q ,
or d’après une relation que l’on va montrer indépendamment ci-dessous〈
b¯,∇X∇Y a¯−∇Y∇X a¯−∇{X,Y }a¯
〉
Q
=
〈
b¯, [R(X, Y ), a¯]
〉
Q
,
on en déduit la relation〈
b¯, [R(X, Y ), a¯]
〉
Q
+
〈
[a¯, b¯]Q, R(X, Y )
〉
Q
= 0.
Puis d étant à valeurs dans Γ(F∨), on obtient〈
b¯, [a¯, R(X, Y )]
〉
Q
+
〈
[a¯, b¯]Q, R(X, Y )
〉
Q
= 0,
qui n’est autre que (3.5).
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Montrons à présent la relation mentionnée ci-dessus. Elle est obtenue dans le cas où
u = X, v = Y ∈ Γ(F ) et w = a¯ ∈ Γ(Q) dans (2.1) :
LXK(X, a¯) +K(X,∇Y a¯)⊕∇X∇Y a¯ = P
(
R(X, Y ), a¯
)
+K
({X, Y }, a¯)
+LYK(X, a¯) +K(Y,∇X a¯)⊕ [R(X, Y ), a¯] +∇{X,Y }a¯+∇Y∇X a¯.
Ainsi en projetant sur Q on a la relation désirée (3.9) puisque(
d2∇a¯
)
(X, Y ) = [∇X ,∇Y ]a¯−∇{X,Y }a¯,
d’après la formule (1.12). Cependant il reste à voir qu’en projetant sur F∨ la relation est
triviale. En évaluant sur une section Z ∈ Γ(F ) on constate qu’il s’agit de la relation (3.8)
qu’il reste à démontrer. Les deux dernières relations s’obtiennent en considérant (2.1)
dans le cas où les trois éléments sont dans Γ(F )
LXH(Y, Z, ·) +K
(
X,R(Y, Z)
)
+H
(
X, {Y, Z}, ·)⊕∇XR(Y, Z)
+R
(
X, {Y, Z})⊕ {X, {Y, Z}}
= −LZH(X, Y, ·) + d
(
H(X, Y, Z)
)−K(Z,R(X, Y ))+
LYH(X,Z, ·) +K
(
Y,R(X,Z)
)
+H
(
Y, {X,Z}, ·)
⊕−∇ZR(X, Y ) +R
({X, Y }, Z)+∇YR(X,Z)
+R
(
Y, {X,Z})⊕ {{X, Y }, Z}+ {Y, {X,Z}}.
La projection sur F donne l’identité de Jacobi pour le crochet de Lie des champs de
vecteurs. Sur Q on obtient la relation (3.8) car d’après (1.12), pour tout ω ∈ Ω2(F,Q) on
a
d∇ω(X, Y, Z) =
{
∇Xω(Y, Z)−ω
({X, Y }, Z)}
+ permutations circulaires sur X , Y et Z.
Enn on obtient la dernière relation (3.10) en projetant sur F∨. En eet, on obtient en
évaluant sur une section W ∈ Γ(F ) et en développant que
X ·H(Y , Z,W )−H(Y, Z, {X,W})+H(X, {Y, Z},W)+ Z ·H(X, Y,W )
−W ·H(X, Y, Z)−H(X, Y, {Z,W})−H({X, Y }, Z,W)
− Y ·H(X,Z,W ) +H(X,Z, {Y,W})−H(Y, {X,Z},W)
=
〈
R(X, Y ), R(Z,W )
〉
Q
+
〈
R(Y, Z), R(X,W )
〉
Q
− 〈R(Y,W ), R(X,Z)〉
Q
.
Le membre de gauche est dH(X, Y, Z,W ) d’après la formule intrinsèque de la diéren-
tielle (1.9) et le membre de droite est
1
8
∑
σ∈S4
(−1)|σ| 〈R(Xσ(1), Xσ(2)), R(Xσ(3), Xσ(4))〉Q ,
avec X1 = X , X2 = Y , X3 = Z et X4 = W . Pour le montrer, on pourra faire une liste
des permutations et de leur signature à l’aide du logiciel Sage 1. Puis on utilise les dié-
rentes symétries à notre disposition pour réduire le nombre de permutations à prendre
en compte dans la somme. Etant donné une telle permutation,
1. Voir http://www.sagemath.org/ pour plus d’informations et https://sagecell.
sagemath.org/ pour accéder à un serveur de calcul en ligne.
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• Puisque 〈·, ·〉Q est symétrique, on peut échanger les première et seconde paires
dans la 4-permutation. Ceci correspond à eectuer deux transpositions donc la
signature reste inchangée, on obtient une permutation équivalente.
• Puisque R est antisymétrique, en faisant une transposition sur la première paire
et une transposition sur la seconde paire de la 4-permutation, on obtient alors une
permutation équivalente.
Finalement, il y a trois classes d’équivalence sous l’action de ces symétries (donnant
chacune huit représentants dans la somme plus haut), qui peuvent être représentées par
les permutations suivantes : (1, 2, 3, 4) 7→ (1, 2, 3, 4), de signature +1, qui correspond au
terme
〈
R(X, Y ), R(Z,W )
〉
Q
; (1, 2, 3, 4) 7→ (1, 4, 2, 3) de signature +1, qui correspond
au terme
〈
R(Y, Z), R(X,W )
〉
Q
; et enn (1, 2, 3, 4) 7→ (2, 4, 1, 3) de signature −1, qui
correspond au terme −〈R(Y,W ), R(X,Z)〉
Q
. Ceci achève la preuve.
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Thèse de Doctorat
Benjamin COUÉRAUD
Automorphismes forts
des algébroïdes de Courant réguliers
Strong automorphisms
of regular Courant algebroids
Résumé
Les algébroïdes de Courant ont été introduits par
T. J. Courant dans sa thèse portant sur
l’intégrabilité des structures de Dirac. Ils sont
devenus d’importants objets en géométrie
différentielle depuis le travail de Z.-J. Liu, A.
Weinstein et P. Xu sur les bigébroïdes de Lie. Ils
jouent un rôle grandissant en Physique
Théorique ainsi qu’en Mathématiques.
Dans cette thèse, on s’intéresse à décrire les
automorphismes forts d’un algébroïde de
Courant régulier. Dans une première partie des
rappels sont faits sur les algébroïdes de Lie.
Dans une seconde partie, on étudie les
algébroïdes de Courant. Dans une troisième
partie, après introduction de la notion de
dissection, nous explicitons le groupe des
automorphismes forts d’un algébroïde de
Courant régulier relativement à une dissection, et
calculons l’algèbre de Lie des automorphismes
infinitésimaux relativement à cette dissection. De
cette étude sont apparues de nouvelles
symétries qui pourraient s’avérer utiles en
Physique Théorique.
Abstract
Courant algebroids have been introduced by T. J.
Courant in his PhD thesis concerning the
integrability of Dirac structures. They have
become important objects in differential geometry
since the seminal work of Z.-J. Liu, A. Weinstein
and P. Xu on Lie bialgebroids. They play an
increasing role in theoretical Physics as well as in
Mathematics.
In this thesis, we are interested by describing
strong automorphisms of a regular Courant
algebroid. In a first part, we review Lie
algebroids. In a second part, we study Courant
algebroids. In a third part, after introducing the
notion of dissection, we compute the
automorphism group of a regular Courant
algebroid with respect to a dissection of it, and
then compute the Lie algebra of infinitesimal
automorphisms with respect to this dissection.
From this work appeared new symmetries that
could be useful in theoretical Physics.
Mots clés
algébroïdes de Lie, algébroïdes de Courant,
automorphismes.
Key Words
Lie algebroids, Courant algebroids,
automorphisms.
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