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組織の進化アルゴリズムモデル
荒木孝治
1.序
1980年代後半以降，組織やネットワークといった複雑な特性を持つシス
テムを積極的にコンピュータを用いて分析・制御する領域が開発されてき
た。この流れが様々な分野で受容されるに従い，カオスや複雑性といった
用語が一般的なことばとして広く定着しつつある。
旧来の研究では理論的な解析可能性が重視され， ともすれば分析対象や
その枠組みに対して強い制約が置かれる傾向にあった。それに対して上記
の動きの特徴的なところは，コンピュータを集中的に利用し，シミュレー
ション技術を援用することにより，より制約の少ない，現実的な問題設定
のもとで自由度の大きい分析が可能になることにある。そして，それが近
年のコンピュータの能力の飛躍的な向上と相侯って大きく開花してきた。
社会科学の分野でも人工知能・ニューラルネットワーク・進化アルゴリズ
ムといったツールや，マシンラーニングといったそれらを包括する関連諸
分野の実りある結果をどん欲に取り入れて様々な研究やシステムヘの実装
が行われている1)。
Simon(1996)の論考をまつまでもなく，経営学においても経営現象にお
1)たとえばSimon(1996)は， 自然物・現象を研究する科学に対比して「人工物」の
科学 (thescience. of the artificial)を定義し，ここで記述した理論やツールの見
取り図を与えている。
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ける複雑性を分析することは大きな意味を持つ。組織やそれらの柔軟な結
合体であるネットワーク組織は，制約のある資源の中で情報や物をやりと
りしながら日々学習し，進化するダイナミズムを持つ複雑なシステムだか
らである。組織は，進化だけでなく，ェージェント，創発性，分散化，不
確実性，協力，合理性の限界，不完全な情報，満足原理といった特性によ
って彩られている 2)0
現在，複雑性を視野に入れて，進化や学習といった組織やシステムのダ
イナミックな特性を分析に取り入れることのできるツールとして，カオス，
ゲーム，セルオートマトン，ニューラルネットワーク，進化アルゴリズム
といった諸理論がある。本稿では，これらのうち，進化アルゴリズムと呼
ばれる研究領域で開発されてきた理論・ツールを組織の学習や進化の分析
に取り入れたとき，経営学においてどのような視野が開かれるかを試みと
して提示したい。多数の経済・経営エージェントが相互作用する中で複雑
な特性を発現する複合体としてシステム・哨且織をとらえ，進化アルゴリズ
ムを応用したシミュレーションモデルが示す振る舞いが，現実の組織が持
つ特性にかなり近いことを明らかにする。
進化アルゴリズムの代表的なものに遺伝的アルゴリズム (Genetic Al-
gorithms)と遺伝的プログラミング (GeneticProgramming)がある。こ
れらをシミュレーションに利用することにより，合理性に限界を持つエー
ジェントの集合体として組織を表現し，それが複雑な環境のもとで自ら，
およぴ組織が置かれている環境条件を学習しながら漸進的に進化するとい
うモデリングの新たな可能性の領城を開拓することが期待できる。社会科
2) これらの複雑性を解明するために欠くことのできない方法として，モデルの構築
から解析に至るまでの一連のプロセスにコンピュータを集中的に利用する方法であ
るコンピュテーショナル・アプローチある。従来，経営学において複雑な特性を持
つシステムに関する分析が困難であった原因の一つに，分析者が共通に持つことの
できるツールや言語の不在，すなわち数学的あるいはコンピュータにもとづく分析
ツールの不在を挙げることができるが，この問題もこのアプローチを用いることに
よりある程度解消することが期待できる。
組織の進化アルゴリズムモデル（荒木） (541) 9 
学の分野に進化アルゴリズムを適用した先駆的な研究として Arifovic
(1994)やChenand Yeh (1996), Edmonds and Moss (1996)がある。
進化アルゴリズムを用いたモデリングでは，エージェントたちは環境と
のインタラクションの中で，環境に対する信念あるいはモデルを形成しな
がら進化する。そのとき組織は，将来，モデルを発展させることが可能な
ように，多様な，時には互いに矛盾するようなモデルまでをも資源として
保持することが可能となる。さらに，現実のエージェントがそうであるよ
うに，このアプローチにおいては帰納と演繹のメカニズムがうまく統合さ
れる。
本稿の構成は次のようになる。第 2節で進化アルゴリズムを概説する。
第3節で遺伝的プログラミングにもとづくエージェントのモデル化の基本
的な考え方を提示し，さらに， Arifovic(1994)による遺伝的アルゴリズム
にもとづく組織進化モデル， Chenand Yeh (1996)による遺伝的プログラ
ミングにもとづく組織進化モデルを概説する。第4節で，進化アルゴリズ
ムによる組織モデリングを用いてダイナミックに変化する環境情報を推定
するシミュレーションを行ない，それがどううまく機能するかを調べる。
2.進化アルゴリズム
生物進化のメカニズムは遺伝子と呼ばれる記号列に埋め込まれている。
そして進化は自然選択およぴ遺伝子の自己複製や突然変異から生じる。進
化アルゴリズムは，現実の生物に見られる進化のこの特性を数理的なシミ
ュレーションモデルに取り入れるものである。ある問題解決の行動におい
て，問題の解に対応する遺伝子の集団を構成し，それらに対して遺伝的操
作を繰り返し適用することによって，よりうまく環境に適合するようにそ
の集団を進化させるという手続きを持つ。
例えば，関数： y=g(x)(-1~ x ~l) を x に関して最大化する問題を考
えてみよう。厳密な方法として解析的に解くものがある。これを実行する
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には例えば関数の微分可能性といった条件が必要である。しかし現実の問
題では， 1）考えるべき変数の数が多い， 2)関数が多峰性を示す， 3) 
徴分可能でない，といったイレギュラーな特性のために解を隔に求めるこ
とができないのが一般的である。しかし，進化アルゴリズムはこのような
イレギュラーな問題にも対処可能である。基本的な考え方は次のようにな
る。
とりあえずいくつか解の候補を定め，その集団を考える（最初，それら
をランダムに発生させる）。当然，目的関数を最適化する解がこの初期集団
に含まれることはまずないが，これらに自然選択と遺伝的操作を繰り返し
適用し，数多くの世代にわたってコンピュータの中で進化させることによ
り，最終的には“かなり良い”解（かならずしも最適なものではない）を
求めることができるというのが進化アルゴリズムの基本的考え方である。
このとき“良さ”の測度として問題に対応した適合度という指標を考える。
現実の生物の進化は通常途方もない時間を必要とするが，コンピュータの
中の人工物の進化は“現実的な”時間内で終了する。
2. 1 追伝的アルゴリズム
遺伝的アルゴリズムはJohn Hollandにより1960年代に考案された。
Holland (1975)は様々な集団の各構成要素をある固定長の記号列で表現し
（通常は 0または 1という記号による 2進数表記を用いる），それに対して
生物における染色体の役割を与えた。各記号列（染色体）が持つ環境に対
する適合度を計算し，その適合度に基づいて一種の自然選択を行う。そし
て選択された記号列に対し，交叉や突然変異等の遺伝的操作を加えて新し
い記号列を生成する。このステップを繰り返すことにより記号列の集合を
進化させる。
この手順をもう少し詳しく見てみよう。様々なバリエーションがあるが，
基本的なプロセスは次のようになる (Mitchell(1996)参照）。
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手順 1.長さ lの記号列（染色体）xiをn個ランダムに発生させ，集合X=
{x1,況・・, Xn}を構成する（普通， nは50-2000個にとる）。各 Xi
が問題の解の候補である。
手順2. 集団内の各記号列の適合度f(xi)を求める。
手順3.以下のサブステップを n個の子孫の集団（次憔代集団）が新しく
生成されるまで繰り返す。
3-1 Xから二つの記号列をランダムに選択する（これらの記号列を
両親と呼ぼう）。選択される記号列は重複してよい。このとき，
記号列の選択の確率Psは適合度に比例するように定める。
3 -2ランダムに決定された位置で二つの記号列をある確率Pcで交
叉させ，二つの新しい記号列，つまり子孫を構成する。
3-3 子孫を構成する記号を小さな確率Pmで変化させる。
手順4.新しく生成された集団で古い集団を置き換える。
手順5. 手順2に戻る（最終惟代になるまで，あるいはある基準を満たす
までこれを繰り返す）。
この手順を各世代の記号列の集団に繰り返し適用する中で，適合度が高い
という性質が次世代の集団に受け継がれていくことになる。
手順3-1から 3-3はそれぞれ，選択 (selection)・交叉 (crossover)• 
突然変異 (mutation)という遺伝的操作に対応する。交叉はランダムに選
択した二つの記号列の一部を交換する操作である。まず記号列の集団から
選択確率凡にもとづいて二つの記号列をランダムに選択する。次に，
{l,...,l-1}からランダムに決定した数Kに対して，第 k遺伝子座（記
号列の左から K番目のビットの位置を第 K遺伝子座と呼ぶ）の右側の文字
列を入れ替える。全部で n/2個 (nは偶数とする）のペアを選択し，交叉
確率凡で交叉させる。例えば次に示す二つの記号列
11111111 00000000 
が第4遺伝子座で交叉する場合，新しい二つの記号列
102(544) 
11110000 
を得ることになる。
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00001111 
突然変異は遺伝子座の値をランダムに変更する操作である。ある確率Pm
で各遺伝子座の値を突然変異させる（他の遺伝子座とは独立に行う）。突然
変異が生じると，記号は 1ならば0に， 0ならば1に変化する。たとえば
記号列： 11110000の第 7遺伝子座で突然変異が生じると， 11110010とな
る。
2. 2 遣伝的プログラミング
遺伝的プログラミングは遺伝的操作に関して遺伝的アルゴリズムと基本
的に同じであるが，進化の対象が記号列の集団ではなく一種のプログラム
から構成される集団であるという点で異なる。ここではプログラムが遺伝
子の役割を果たす。 Koza(1992)は“正しい”プログラムを自動的に生成
する問題から出発して遺伝的プログラミングを発展させた。プログラムは
本質的には関数と考えることができるので，遺伝的プログラミングでは進
化する集団は関数の集まりと考えてよい。
コンピュータ言語の一つである LISPではプログラムを S式と呼ばれ
る形で表現する。 S式は一般には（関数 式r・式n)という形を持つ。 S式
を構成するのは関数記号（例えば，＋ （加算），ー （マイナス）， ＊（乗算），／
（除算）， ANDや OR等の論理演算，…）およぴ終端記号（変数や定数等）
である。関数記号と終端記号を総称してノードという。上記の式iは終端記
号でも S式でも良い。例えばC言語における 2* (a-b)は，関数記号
｛＊，ー｝と終端記号{2, a, b}から構成されており， S式では
(* 2 (- a b)) 
と表現できる。S式と同値な表現としてグラフの木構造がある。上式に対応
する木構造は図 1のようになる。
関数記号と終端記号をうまく選択し，問題の解を S式や木構造で定義す
ることにより，遺伝的プログラミングを用いて様々な問題にアプローチす
組織の進化アルゴリズムモデル（荒木） (545)103 
?
図1 木構造の例
ることができる。例えば， Koza(1992)は，シンポリック回帰 (Symbolic
Regression)，最適制御問題，創発的集団行動等に関する遺伝的プログラミ
ングの適用事例を報告している。
遺伝的プログラミングにおける交叉は木構造の枝部分の交換であり，突
然変異はノードの変更である。交叉の例を図 2に示す。
親1 親 2
じ
子孫1 子孫2
図2 交叉の例
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3.組織進化モデルー進化アルゴリズムにもとづいて
第2節で見た進化アルゴリズムを組織進化のモデリングに利用するに
は，組織が学習すべき環境条件，組織が解決すべき問題の解を記号列や関
数の形でうまく表現できればよい。特に本稿で中心的に扱う遺伝的プログ
ラミングでは，環境および組織パラメータの選択，関数記号および終端記
号の選択，適合度の評価を適切に行う必要がある。
では，ある組織が，自らが置かれている環境に関するモデル・信念とも
言うべきものを記号列や関数で表現することが可能であろうか。これは知
能とはシンポルを操作する能力であるということを考えると可能である。
たとえば，組織の内部構造や情報構造，紐織が保持する資源は組織が積極
的に変更・選択できるパラメータであり，記号による表現が可能である。
それらのパラメータ値とともに，環境条件を計量変数・層別変数として特
定しておき，そのときの組織行動の良し悪しを収益等の様々な結果変数の
値として計測すれば，組織行動に対する環境の応答に対応して，記号列と
しての組織パラメータを進化アルゴリズムにより進化させることができ
る。組織は，組織パラメータを記号列またはS式で表現し，環境との相互
作用の中で，適合度という環境からの応答を通じて環境情報を次世代の組
織パラメータとなる遺伝子の中に取り込むわけである。
進化アルゴリズムを組織進化のモデリングに適用するとき，組織および
組織を構成するエージェントにいわゆる限定された合理性という特性を持
たすことができる。組織は遺伝子の長さ lおよぴ数 nという限られた情報
を保持するのみである。環境の探索も各世代で n回行うだけで，マクロな
適合度情報を必要としない。有限個の遺伝子の適合度を情報として環境よ
り得るのみであり，それを利用して学習する。よって進化アルゴリズムに
よって組織を表現すると，エージェントは，環境に関する完全な情報を持
たず，環境との相互作用を通じてのみ環境情報を探索し，学習することに
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なる。さらに，このモデリングでは，現実のエージェントにみられる次の
諸特性を考慮することも可能である (Edmondsand Moss (1996)）。
・行動を決定するときに演繹のメカニズムよりも学習のメカニズムが優
位となる。
・学習は可能なモデルのうち最適なものをすべて求めようとはしない。
それは漸進的であり，軌道依存的 (path-dependent)あるいは探索的
である。
・しばしば矛盾するモデルや信念を保持する。
進化アルゴリズムを社会科学の分野へ最初に適用したMiller(1986)以
降，いくつかの研究が見られるが，本稿では特に，遺伝的アルゴリズムに
もとづくもの（たとえばArifovic(1994)），遺伝的プログラミングにもと
づくもの（たとえばEdmondsand Moss (1996), Chen and Yeh (1996)) 
に注目する。 ArifovicおよぴChenand Yehはエージェントの学習・進化
のシミュレーションにおいてくもの巣モデルの枠組みを採用した。次項で
は， くもの巣モデルを紹介し，両者が適用した進化アルゴリズムの手法を
概説する。
3. 1 くもの巣モデル3)
競争市場にいくつかの企業があり，同質財を同じ技術で生産していると
する（財の価格は同一）。生産には時間がかかるので，各企業は市場価格が
決定される前に次期の生産羅を決定する必要がある。生産量を決定するた
めに， t期の期首に推定した価格をPfとする。 t期の期末に財は実際に決定
された価格Ptで販売される。
適応的期待価格の決定法の一つに
3) Day(l994)による。 Arifovic(1994)らはここで説明するモデルより限定的なもの
を考えたが，後の利用を考えて一般的な形で述べておく。
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Pt"=似昌＋w(Pt-I―似ら）
とするものがある。これは，予測値と実際の値とのずれで，次回の予測値
を調整するという適応的なものである。 W が1のときには，前期の価格を
そのまま次期の期待価格として投影する方式となる。ここでは簡単のため
にw=lとして話をすすめる。
Sを企業 iの供給関数とすると，企業は期待価格付と供給関数にもとづ
いて，
恥＝S;(P{)
としてその期の生産量Yi,tを決定する。総供給量を Ytであらわすと，適応的
期待のもとでは
Yt=S(Pt)： ＝こ恥＝Is⑫)
,-1 
となる。需要関数を D （・）とし，その逆関数 D-1(•) が定義できるとする。
供給量が与えられると，均衡価格は供給量で表現でき，
Pt=D-l(Yt) 
となる。よって，価格に関する次の差分方程式を得る。
P1=F(P1-1): =D-1[S(P1-1)] 
3. 2 Arifovicのモデル
Arifovic (1994)は， くもの巣モデルの枠組において，遺伝的アルゴリズ
ムを用いて次期の生産と売り上げに関する企業の決定ルールを進化させる
モデルを提案した。そして遺伝的アルゴリズムを学習スキームとして用い
ると，くもの巣モデルで従来よく用いられてきた他の学習アルゴリズム（合
理的期待，過去の価格の標本平均，過去の価格の回帰等）と比べて，価格
が合理的期待均衡にうまく収束することを示した。また，遺伝的アルゴリ
ズムが人間の主観に関する実験的な行動が持ついくつかの特徴をうまく把
握していることも示した。 Arifovic(1994)のモデル（以下， Arという）
は次のようになる。
組織の進化アルゴリズムモデル（荒木） (549)107 
一つの企業があり，それが価格を決定するために n人のエージェントを
擁すとする。エージェント i(i=1,…， n)は独自の価格決定ルールA;,tを
持っており， それを用いて生産量を決定する。 このモデルではその決定ル
ールの集合A1={A;,1:i= 1, ・・, n}を遺伝的アルゴリズムによって学習・
進化させる 4)。
Ai,tはアルファベット{0' 1 }を用いた 2値文字列であり， これが生産
量に対応すると考える。実際には，文字列を数値（整数）化し， それを調
整した値を生産量とする。記号列は 0と1から構成されているので， それ
を2進数と考えることにより整数への変換は簡単にできる。長さ lの文字
列（決定ルール） i: 
｛叫， 砧， ・， 叱｝
を生産量に変換するのは次式により行う。
I 
qi,t=2砧 2k-1／衣
k=l 
ここで， aんは第 t期における記号列の第 k座の記号(0または 1)であり，
万は正規化するための係数である5)。qi.tを決定ルール iが示唆する t期に
おける生産量と考える。記号列 iの適合度μ;,tはt期に実際に得た利潤：
μ;,t=P巫 t-Ci,tによって定める (Ci,tは生産に要するコスト）。
2.1項で述べた遺伝的アルゴリズムの手順に従って，記号列の集合は選
択・交叉・突然変異により更新される。選択は，高い適合度を持つ記号列
は高い確率で子孫を作り出すことができるように適合度をもとに行なわれ
る。記号列 Ai,tが選択される確率は， たとえば
” 
PAAi,t) ＝μi,t/2μi,t, i= 1 
i=J 
n 
4)ここではArifovic(1994)の“集団が一つの場合の追伝的アルゴリズム＂を述ぺる。
Arifovic(1994)は“多集団遺伝的アルゴリズム＂の場合も扱っている。
5)ここでいう正規化とは，ある一定範囲の実数値，すなわち現実的な生産量に変換
することを意味する。よって係数の取り方は問題によって異なる。
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とすればよい6)。
3. 3 Chen and Yehのモデル
Chen and Yeh (1996)は，遺伝的プログラミングによる学習モデルを提
示した。彼らによるとこのモデル（以下， CYという）は遺伝的アルゴリズ
ムにもとづく Arに対して次の諸点で優れていると考えられる。
1. Arでは学習するエージェントは価格の上限を知っていると仮定して
いるが， CYではその仮定を必要としない。
2. Arでは突然変異を外生的にシャットアウトする操作が導入されてい
るが， CYではこの操作を採用していない。人間の主観に関する実験に
おいて，十分に均衡点に近づいた後でも突然変異と考えられる行動が
観測されることを考えるとこれはより現実的な設定である。遺伝的プ
ログラミングにもとづくエージェントから構成される経済は自己を安
定化させる特性を持つので，その仮定を必要としないともいえる。
3. CYではArモデルに比較してより不安定な場合にも対処可能である
と考えられる。
GPtを第 t期に企業が保持する決定ルールである価格予測関数gpi,tの集
合とする。
GPt={gp;,t, i= 1,…,n} 
エージェント iはルールgpi,tを用いて生産量を決定する。 t-1期までの情
報を 0←1であらわすと，これにもとづいて t期の予想価格である
Ptt((lt-1) 
を求めることになる。CYでは，よりよい予測関数を遺伝的プログラミング
6)再生のこの方法をルーレット方式という。他にトーナメント方式やエリート戦略
等様々な方法が提案されている。それは計算の効率を考えるとともに，適合度の高
い記号列の再生の強さと集団における多様性の保持との間にパランスをとることを
工夫するためである (Mitchell(1996)参照）。
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によって進化させる。たとえば連続した過去h期の価格データ {Pt-"
Pt-h}を用いてPtを予測する関数f: 
N=f (Pt-1'…， Pt-h) 
を求めることができる。ここで hはエージェントまたは組織の能力に相当
するパラメータの一つと考えるこことができる。
GP1に対して選択・交叉・突然変異という遺伝的操作を適用することによ
りこれは次世代の GPt+Iへと進化する。企業iの適合度μi,tは予測にもとづ
いて生産した場合の利益をもとに評価する。
4.組織パフォーマンスのシミュレーション
これまで述べてきたように，本稿で提案する進化モデリングでは組織を
エージェントの集合体と考え，組織目標を達成するために各エージェント
は決定ルールを持って自律的に行動しているとする。組織全体のパフォー
マンスは各エージェントの決定能力に依存する。絶え間なく変動する環境
の中では，エージェントは環境からの情報に従って決定ルールを進化させ
る必要がある。本節ではその進化のメカニズムに遺伝的プログラミングを
用い，そのパフォーマンスをシミュレートする。
Arifovic (1994)およぴChenand Yeh (1996)は，彼らの進化アルゴリ
ズムモデルが均衡値に収束するかどうかに重点をおいてシミュレーション
を行ったが，本稿ではモデルの構造そのものを推定することを考える。す
なわち遺伝的プログラミングによりダイナミクスを生み出す関数形そのも
のを推測することを試みる。 Arifovicらのくもの巣モデルではこの関数形
は多項式という簡単なものであったが，ここでは推定により困難な関数形
を考える。また，ダイナミクスもカオスを発生させる複雑な場合を考える。
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4. 1 カオス的選好モデル
Benhabib and Day (1981)は，合理的な選択の結果としてもカオス的な
振る舞いがあらわれることを例証するために次のようなモデルを提示し
が
~o 
二財モデルを考え，各財の消費量を xとyとする。コプ＝ダグラス型効
用関数を仮定すると各個人が得る効用は
U(x, y)＝炉yl-a
となる。ここで aは効用の重みパラメータで，過去の消費に依存して決定
されるとする。 Benhabiband Day (1981)は， aが1期前の各財の消費量
に
a1+1 =g(x1, Yt; a) 
という形で依存すると仮定した。
m を各期における個人の支出額とする。上記の関数gが
g(Xぃ Yt;a) =axがt
のとき x財に関する差分方程式
X1+1=F1（幼； a, m): =amx1(m-x1) (1) 
が得られる。 am2が3を越えて大きくなるとこのダイナミクスではカオス
が発生することがわかっている。
また，
g(xt, Yt; a) =xtea(l-x、)
とするとき，差分方程式
X1+1 =F2 (xt ; a, m): =  amx1e al-x、1 (2) 
が得られる。 m=lに対して， a-2.6924のときカオスが発生する。各方程
式のダイナミクスの例を図 3および4に示す冗
7)式(1)およぴ(2)はMayand Oster(l976)が扱った生態学の分野における古典的な
モデルと同じである。
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4. 2 カオス的くもの巣モデル
Hommes (1994)は，カオスが発生するくもの巣モデ
ルとして次のよう
な設定を考えた。 1)需要関数は線形とし8), 2)供給関
数は S字曲線とす
る。 2) を考える根拠は，初期コストと固定費のため
価格が低いとき供給
8) D(x)=a-bx, b> O 
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はゆっくりと増加し，供給とキャパシティの制約のため価格が高くなりす
ぎても供給はゆっくりと増加することになる，という考察にもとづく。そ
して，これらの仮定に対応する差分方程式として，
Xt+1＝凡（ふ）
ただし，
凡(x；入， a, b, w) = -arctan（し）／b+(1 -w)x+aw/b (3) 
を考えた。このとき，たとえば， Xt+1=F3（功； 4.8,0.75, 0.25, 0.3)のダ
イナミクスは図 5のようになる。
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図5 巳のダイナミクス
(a=0.8, b=0.25,,l= 4, w=0.34, ~=0.1, t :S:100の場合）
4. 3 シミュレーション結果9)
4. 1, 4. 2節で述べたモデルに対して遺伝的プログラミングにもとづ
くシミュレーションを行う。遺伝的プログラミングにもとづいたエージェ
ントがカオス的に変化する情報を生み出すメカニズムをどのようにうまく
推定するかを見る。その概略は次のようになる。
差分方程式の初期値均を0.1とする。組織を構成するエージェントは，各
ダイナミクスからの n=40組のサンプルデータ{(x;, X;+1), i= l,…,40} 
9)シミュレーションにはLISPインタープリタの上でKoza(1992)のプログラムを
利用した。
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にもとづいて，差分方程式を生み出している関数の関数形自体を遺伝的プ
ログラミングを用いて推定するというタスクを実行する。関数記号の集合
は非常に簡単な｛＋，ー，＊，％｝ 10)とし，終端記号は実数および変数X,
選択確率は0.1, 交叉確率は0.2とする。また，進化の期間は50期とし，集
団の大きさは100と定める 11)0
関数記号の多様さ，サンプルデータの大きさ，集団の大きさが組織の能
力に対応する組織パラメータである。よって，ここではかなり限定された
能力の組織・エージェントを扱っていると考えることができる。結果は次
のようになった。
(1)式の推定結果
シミュレーションの結果，カオス選好モデルの第一の式(1)の場合，その
ようなダイナミクスを生み出すメカニズムであるモデル式Fの全世代に
わたる最適な推定式は次であった12)0
(* X (+（一(-(% X (-(* X (+ XX)) 
（＊ー 2.81945351875362 -4. 75385408837062))) 
(+ -3. 95973398767399 X)) X) (* X -1. 86724236554803))) 
この関数のグラフを図 6に示す。図 6-(iii)より，遺伝的プログラミン
グを用いて得た推定式がモデル式をほぽ完全に再現していることがわか
る。
(2)式の推定結果
シミュレーションの結果，選好サイクルモデルの第二の式 (2)の場合，
10)％は次の除算をあらわす。
(%ab) =a/b if bキ0,= 1 otherwise 
1)この期関の数および集団の大きさはKoza(l992)らが提唱する数よりかなり少な
いものであるが，ここではシミュレーションの目的がモデルの有効性を実証するこ
とにあるため，数の大きさは重要でない。
12)出力結果をそのまま S式で表示する（以下同様）。
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ダイナミクスを生み出すモデル式Fの全世代にわたる最適な推定式は次
であった。
(% (-X (+ X (+ (+ X X) X))) 
(-(* X (* X (* (+ X(--4.40460171057126 
-4. 93944156446468)) -0. 801892325189845))) 
（％ （＊ー 1.02335632593527 (% (% XX) -1. 55246664609409)) 
(+ (% X X) 4. 70111397546768)))) 
この関数のグラフを図 7に示す。図 7-(iii)より， 2次式の場合と比べ
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て差分方程式の関数形が複雑になった結果，推定式の説明力がある程度落
ちていることがわかる。
(3)式の推定結果
Hommes (1994)の考えたくもの巣モデルのダイナミクスにおいて，モ
デル式Fの全世代にわたる最適な推定式は次のようになった。
(% (-(% X (* XO. 694564034088778)) 
(* (% X (+ (% X X) (* (% (+ X (* (+ XX) (+ X X))) 
(-X (+ X -3. 35543372126084))) X))) 4. 752807 4028682)) 
(-(+（一(*(% X (+ (--l.19046856006164 
-2. 93008200262211) 
X)) (-X (+ (-2. 07187115078414 -0. 786335070518001) X))) 
l.16313206784573) (* 4. 79851496862178 X)) 
-3. 31998713701963)) 
この関数のグラフを図 8に示す。図 8より，現在のシミュレーション条
件のもとではモデルをほとんど説明できていないことがわかる。そこで，
関数記号を｛＋，ー，＊，％， SIN,COS}に増やし，他の条件は同一にし
てもう一度シミュレーションを行うと次の結果を得た。
????
?ー
?ー?ー?．．??
I 
0.21 、
＼ヽ ヽ
ユ＿
0.25'、0.5
/‘ 
' 0.75,,J..， 1.25 1.5 
` ---—• 
X 
図8 F3(x; 4, 0.8, 0.25, 0.34)の推定(1)
モデル式（波線）と推定式（実線）
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-0．1 
(COS (+ (SIN (-X (SIN 3. 32574851267307))) 
(COS (SIN (-（一(+2. 44754044220203 X) 
(+ X 1. 45948707 42687 4)) (+ (SIN X) X)))))) 
このグラフを図 8に加えたものを図 9に示す。図より，関数記号を増や
したことによりかなり適合度が増加していることがわかる。
以上は，各ダイナミクスに対して遺伝的プログラミングによるモデリン
グが与える最終結果を示したものである。本来は，進化プロセスの各世代
におけるエージェントの振る舞いを分析する必要があり， それは可能であ
1000 
800 
?????????
200 
。1 
，百．
: ~ : : : : ~ : : 
: ~ : : :; : :: :~ : :;,  : 
i l i ! :＇： i : ： ： ： ；： ： ； ； ： ： ； 
’’’ .'' .: : :, : : : I : i : ： ：,:＇ : ; ； ： : : : : : ： 
: i : : ~ :•:: 
ニ。41 !51 61 71 81 91 
t 
??
? ? ?
? ? ? ? ?
」 ? 」 ，
?
??
??
????．
?． ? ?
? ? ? ? ?
??
?
16 
14 
12 
???
??
。
?
?
1 21 31 
図10 適合度の推移
波線：各世代の平均適合度 (Y軸）
実線：各世代の最適適合度（第2Y軸）
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るがスペースの都合により，ここでは世代の平均的な動きおよび，最適な
ものの動きのみを与えておく。
図10は，各世代にわたっての集団の動きをみるために，（1）式の場合のシ
ミュレーションにおける各世代の集団の平均適合度と最適適合度を示した
ものである。なお，適合度は非負であり，値は小さい方がよい。図の各世
代の最適適合度値をあらわす実線の動きを見ると（縦軸は右側の第 2Y
軸），最適な決定ルールは着実に進化してきていることがわかる。それに対
して波線があらわす集団の平均適合度の動きも全体としてはほぼ進化して
いることがわかる（極端に悪い決定ルールが含まれると，平均値が異常に
増加するため顕著には傾向が見られない）。
参考文献
Arifovic, J. (1994). Genetic algorithm learning and the cobweb model. Journal of 
Economic Dynamics and Control 18, 3-28. 
Chen, Shu-Heng and Chia-Hsuan Yeh (1996). Genetic programming learning and 
the cobweb model. in: P. J. Angeline and K. E. Kinnear, Jr. eds. Advances in 
Genetic Programming Volume 2, The MIT Press. 
Day, R. H. (1994). Complex Economic Dynamics Volume I. The MIT Press. 
Edmonds, B. and S. Moss (1996). Modeling bounded rationality using evolutionary 
techniques. CPM Report No. 96-10 http://www.cpm.mmu.ac.uk/ 
Hommes, C. H. (1994). Dynamics of the cobweb model with adaptive expectations 
and nonlinear supply and demand. Journal of Economic Behavior and Organi-
zation 24, 315-335. 
伊庭斉志 (1996), 『追伝的プログラミング』，束京電機大学出版局。
Koza, ]. R. (1992). Genetic Programming. On the Programming of Computers by 
Means of Natural Selection. MIT Press. 
May, R. M. and G. F. Oster (1976). Bifurcations and dynamic complexity in simple 
ecological models, The American Naturalist, llO, 573-594. 
Miller, J. H. (1986). A genetic model of adaptive economic behavior. Working 
paper (University of Michigan). 
Mitchell, M. (1996). An introduction to genetic algorithms. MIT Press.（伊庭斉志
監訳 (1997), 『遺伝的アルゴリズムの方法』，東京電機大学出版局。）
Simon, H. A. (1996). The Science of the Artificial. Third Edition. MIT Press. 
