Abstract-Sensor networks have been deployed in many realworld applications for tracking and monitoring of dynamic targets over large geographical areas. We consider a scenario where a number of ground and/or airborne sensors are used to jointly track a ground target with certain constraints on its motion dynamics, such as those defined by roadways. The state estimates from these sensors are sent over a lossy communications network to a remote fusion center for fusion. We propose both centralized and distributed projection-based methods to incorporate known constraints into the estimation and fusion process. In addition to presenting simple closed-form projected fusion solutions, we also show how to utilize knowledge of the constraints into the fusion process by two distance-based weighting methods. We also explore the effect of link loss and sensor measurement bias on tracking accuracy performance of constrained fusion using illustrative tracking examples. Performance evaluation results demonstrate the potential of adopting weighted average fusers in improving the overall tracking performance in the presence of link loss and measurement bias.
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I. INTRODUCTION
Wireless sensor networks have been applied in many civilian applications, such as autonomous monitoring of ecosystems, industrial facilities, infrastructures, and homes [1] , and military applications, such as battlefield surveillance and reconnaissance [3] . Ground, underwater, or airborne sensors with sensing, data processing, and communication capabilities are deployed for these various tasks, and the ultimate goal is to improve such capabilities to better reflect the accuracy and fidelity of the underlying physical phenomena. We consider a scenario in which a limited number of sensors are tasked to track motions of one or more dynamic ground targets within their sensing range. These sensors generate target state estimates (e.g., position and velocity) and send them to a remote fusion center, which, in turn, fuses these state estimates periodically to generate "global" fused estimates that are expected to be of better quality. It is important to note that since the sensor measurements are not directly communicated to the fusion center, the estimation process is distributed in nature. Information fusion is a viable means to improve the overall tracking performance. Various fusion rules have been developed in the literature for general estimation, with a primary goal of combining the data from multiple sensors to produce a condensed set of meaningful information with a higher degree of accuracy and certainty [2] .
In many ground target tracking scenarios, target dynamics are subject to certain equality constraints if the widths of the roads/runways are negligible compared to the size of the surveillance area. Solutions have been proposed in previous studies [8] - [10] , [18] , [20] for linear and nonlinear equality constrained estimation problems. A unifying modeling framework for equality-constrained dynamic systems is proposed in [19] using a distance-based optimization criterion. Target statespace modeling accounting for constraints has been studied in [5] and [6] respectively for straight-line and circular tracks. On the other hand, constrained fusion has received much less attention. [7] appears to be the most relevant work in this domain, wherein different fusion rules are considered with various Kalman filter-based constrained estimation techniques at the sensors using either measurements or state estimates.
The communications between a sensor and the remote fusion center are sometimes chosen to utilize satellite links because of the mobility of the sensors themselves as well as the impracticality of extending current infrastructure to remote areas due to long distances and/or rough terrains. The lossy communications between sensors and the remote fuser result in reduced total amount of sensor data arriving at the latter in a timely manner, which would lead to degraded fusion performance. In [4] and [16] , performances under generic estimation and fusion settings using Kalman filters under variable packet loss rates have been studied. We have proposed approaches such as message-level retransmission [14] to counteract the effect of incomplete sensor data. More recently, we have explored in [11] linear constrained fusion and in [13] circular constrained fusion, both in the context of missing sensor estimates at the fusion center.
This paper provides more detailed discussions on both centralized and distributed projection-based closed-form fusion rules and the performance of ground target tracking performance with constraints in the context of lossy links leading to incomplete observations of sensor data. Prediction-based techniques are used to interpolate missing sensor estimates as fuser inputs. In addition, we propose two new distancebased weighted average fusers that incorporate knowledge of the constraints and show their superior performance with increasing levels of link loss and sensor measurement bias. Illustrative examples are used to demonstrate the constrained estimation and fusion performance and in particular, the poten-tial of adopting weighted average fusers in reducing tracking errors in the presence of relatively high link loss (e.g., 50%) and sensor measurement bias.
The remainder of the paper is organized as follows: Section II provides an overview of constrained estimation, notably the projection method as a solution to incorporate any constraint into the unconstrained state estimation process. In Section III, after presenting two simple closed-form fusers, we discuss ways to incorporate the known constraints at the fusion center by means of "centralized projection" or "distributed projection". In Section IV, we propose using prediction to interpolate missing sensor estimates due to the effect of lossy communication links and also present two distance-based weighted average fusion methods that utilize knowledge of the constraints. An illustrative example in Section V demonstrates the joint effect of information loss, sensor bias, and implementation of our various constrained fusion methods on tracking performance before we conclude the paper in Section VI.
II. CONSTRAINED ESTIMATION
In this section, we first review general state estimation, and then discuss constrained estimation solutions, and in particular, the projection method as applied in straight-line and circular track scenarios.
A. Constrained State Estimation
Consider the dynamic system
where the subscript k is the discrete time index while the superscript i identifies a particular sensor and T appearing in superscript denotes matrix transpose. The n-vector x is the system state, y (i) is the measurement of dimension m i taken by sensor i, F ∈ n×n is the state transition matrix, and
×n is the measurement matrix at sensor i. In addition, w and v are system and measurement noise respectively, which are independent of each other and over time; the matrices Q and R are their respective error covariances. The goal of a state estimator is to extract the state information x from a measurement y corrupted by noise; this is done by sequentially running a filter that outputs the state estimatê x and its associated error covariance matrix P. The Kalman filter (KF) is the best known linear estimator and the equations describing its evolution can be found in [17] .
On the other hand, a known constraint can be incorporated into the original state-space formulation Eqs. (1)-(2) in the following manners: (i) Pseudo Measurements: The constraint can be regarded as additional "pseudo" measurements (with zero measurement noise) to be augmented to Eq. (2), thereby converting the original problem to an unconstrained estimation problem altogether; (ii) Dimension Reduction: The constraint is used to eliminate some of the variables and yield a reduced-dimension unconstrained problem with the remaining variables; and (iii) Projection: The originial unconstrained estimate is projected onto the constraint surface and an optimization problem is solved, usually by finding the point closest to the unconstrained estimate under a certain norm.
The major advantage of the projection method lies in the fact that the original estimation structure is preserved, i.e., no changes to the original (unconstrained) state and/or measurement space, while requiring just one extra step of postprocessing to map the unconstrained estimate onto the constraint subspace. Also it is least likely to encounter numerical instability issues compared to the other methods [8] . In this work, we focus on estimation and fusion based on projection.
B. Projection: Straight-Line and Circular Solutions
Suppose the state of the underlying system also satisfies the following linear equality constraint:
where C k ∈ l×n is the constraint matrix with full row rank (l < n) and d k ∈ l is the constraint vector. The constrained solution is generally required to satisfy a certain minimum norm condition, typically the minimum L 2 norm (Euclidean distance) [19] between the unconstrained estimate and the constraint surface. In particular, supposex k denotes an unconstrained estimate at time k; the constrained estimatê x proj k under constraint Eq. (3) is found to be the solution of the optimization problem
for some symmetric and positive definite weight matrix W k , which can be then solved using the Lagrange multiplier method. It can then be shown that the constrained estimate takes the form [8]
in which the weighting matrix W k can be any user-supplied symmetric and positive-definite matrix of rank n (the size of the state space). In this work, we use the simplest identity matrix I as our prior studies [11] show comparable performance to other choices such as the inverse of the process noise error covariances.
In what follows, we sketch the projected estimation solutions under straight-line and circular motion constraints. More details can be found in [11] and [13] .
1) Straight-Line Constraint: Consider a 2D ground tracking scenario with orthogonal coordinates ξ and η. The evolution of the state vector x = [ξξ ηη]
T , consisting of position and velocity components for both axes, is described by the discretized continuous white-noise acceleration (CWNA) model [2] . In addition, the state of this system also satisfies the following linear equality constraint:
which is specified by the slope a and intercept b, then dropping the index due to time invariance, the matrix form of the constraint in Eq. (3) can be written as
where
Using Eq. (5), the linear projected estimate can be found aŝ
where I 2 is the identity matrix with dimension 2.
2) Circular Constraint: We next consider nonlinear road constraints, the simplest of which is the circular constraint. Compared to straight-line motion, a maneuver (i.e., a turn) usually follows a pattern known as coordinated turn (CT) characterized by a near constant turn rate and near constant speeds along both coordinates [2] . The turn rate Ω is accounted for by augmenting the state vector for our 2D motion model:
T , leading to the discretized CT model.
In contrast to the CWNA model, the CT model is nonlinear if the turn rate Ω is not a known constant and varies with time. Next we consider how to project an unconstrained sensor estimate, e.g., one obtained via extended Kalman filter (EKF), onto the constraint surface. Suppose the target trajectory satisfies the following circular constraint:
where (ξ c , η c ) is the center of the circle and r its radius. Now
T . Then the constraint in Eq. (10) can be equivalently expressed as
and the constraint on the velocity is
As shown in [13] , although it is entirely possible to linearize the constraint Eq. (11) by first-order Taylor expansion and then use the linear projection method presented above, computation-wise, it is more efficient to apply the secondorder Taylor expansion solution, which happens to be much simpler in form:p
For a circular track, this simply means finding a point on the circle that has the shortest distance to the unconstrained estimate (by drawing a line connecting the center and unconstrained estimate). This projected position estimate can be used further to derive the projected velocity components in Eq. (12) where the position components are assumed known and the velocity components can be solved for using linear projection:
Finally, the turn rate component can be updated as
III. FUSION OF CONSTRAINED ESTIMATES
In this section, after reviewing two simple closed-form fusion rules (i.e., for unconstrained estimates), we discuss how to incorporate the constrained estimates into these rules, in particular, by centralized or distributed projection.
A. Fusion Rules 1) Average Fuser:
The simplest average fuser (AF) calculates the arithmetic mean of the sensor estimates as the fuser output:
in which N is the total number of sensors.
2) Simple Track-to-Track Fuser:
The simple track-to-track fuser (T2TF) is a convex combination of the sensor estimates as follows [2] :
From the equation, the sensor error covariance matrices are needed for this fuser, along with their state estimates. It is well known that the common process noise results in correlation in the error cross-covariance across sensor estimates. However, it is generally difficult to derive the exact cross-covariances over time; as a result, one may assume that the cross-covariance is negligible in order to apply this simplified fuser, even though the result will be suboptimal.
B. Centralized and Distributed Projection
If the sensors do not perform projection themselves, i.e., all the fuser inputs are unconstrained estimates, the fuser can simply perform conventional fusion, followed by one-step projection using the methods described in the previous section, which can be considered as centralized projection. On the other hand, if one or more sensors send their self-projected estimates to the fusion center, as in distributed projection, the fusion center can simply combine these constrained estimates using either AF or T2TF. One caveat is that constrained covariance matrices, if available, are singular in nature while only nonsingular covariance matrices can be used directly as inputs to the T2TF (or any fuser that requires the inverse of the error covariances). A sensor can always send its original unconstrained covariances along with constrained estimates to the fusion center. Besides, in distributed projection, since the fused estimate thereof may not satisfy the constraint, the fusion center can also run an additional "correction" step to project this fused estimate onto the constraint surface.
IV. CONSTRAINED FUSION WITH LINK LOSS AND SENSOR MEASUREMENT BIAS
In this section, we first discuss the effect of link loss and measurement bias on state estimation and fusion, and then propose two modified versions of the average fuser in which the distance between a sensor estimate and a certain point on the constraint surface is used to determine the "weight" of this particular estimate to be input to the average fuser.
A. Link Loss and Interpolative Prediction
Information loss over the long-haul links between the sensors and the fusion center can result from unstable or adverse link conditions, and effectively reduces the total amount of sensor information that can arrive at the fusion center in a timely manner. In most tracking tasks that impose nearly realtime performance, the fusion center is required to finalize its fused state within a very tight deadline. With missing sensor information, predicted target states from the previously available sensor estimates would then be used as input for subsequent fusion, although prediction would often result in elevated errors since it does not account for updates from latest measurements (although still often better than ignoring the missing sensor estimate(s) altogether). Such interpolative prediction entails knowledge of the presumed underlying system dynamics (e.g., as specified by CWNA or CT models) that can be updated by the sensors periodically in messages sent to the fusion center.
B. Sensor Measurement Bias
Another issue concerning fusion performance is the sensor information quality. Sensor measurement bias, often stemming from mis-calibration or sudden changes in environmental factors, can lead to erroneous readings and in turn biased sensor estimates that are often oblivious to the malfunctioning sensor. With the presence of a large number of sensors, the fusion center might be able to easily identify those potential sensor estimate "outliers" deviating from the rest by simple statistical measures or clustering techniques and then cull these estimates. In our setting with a limited quantity of sensors, however, it may not be always be easy to do so; still, the presence of known constraint may serve as an anchor to which potentially biased estimates can be "corrected" and their effect mitigated based on certain distance-based metrics. In what follows, we propose two weighted average fusers (WAFs) that utilize distances from certain points on the constraint surface to weight sensor estimates to be fused by the average fuser. Fig. 1 illustrates the first distance-based weighted fuser. At each estimation epoch, the average fuser is run twice. In the first round, a Weighted Average Fuser (WAF) with weights determined by distance to projected prediction: (a) prediction followed by projection; (b) weight calculation; (c) WAF followed by projection preliminary fused estimate followed by projection (as shown in Fig. 1(a) ) is used to compare against the individual sensor estimates. Note in the example shown, the fusion center has not received the updated measurement at fusion for time k from Sensor 3, hence the predicted value is used as fuser input. The Euclidean distance d
C. Distance-Based Weighted Average Fusers 1) Distance from the Projected Average:
k between fuser input of Sensor i (that could be either unconstrained or constrained) and the AF projected outputx
is used to calculate its weight w (i) k (as shown in Fig. 1(b) ) as follows:
These weights are then in turn multiplied by their respective sensor estimates to be input into the WAF:
in whichx
k if the state estimate from Sensor i is available andx
2) Distance from the Projected Prediction:
In contrast to the previous method, here the baseline against which sensor inputs are compared is not from the sensors themselves, but rather the predicted state estimate generated by the fusion center. As shown in Fig. 2(a) . The distance between the sensor inputs and this projected predicted state would then be calculated as
and the subsequent weight determination and weighted fusion steps take the same forms as in Eqs. (19) and (20) . The performance of standard AF, T2TF, and these weighted fusers will be shown in the following section using an illustrative tracking example.
V. PERFORMANCE OF PROJECTION-BASED CONSTRAINED ESTIMATION AND FUSION
In this section, we investigate the performance of the constrained estimation and fusion methods presented in previous sections by means of a MATLAB-based tracking example. In particular, we consider (1) projection-based constrained estimation performance; (2) centralized and distributed implementation of the constrained fusion with AF and T2TF; (3) the effect of link loss and sensor measurement bias on performance of these fusers and the extent to which prediction can help with projected fusion; and (4) performance of proposed distance-based WAFs with link loss and measurement bias.
A. Simulation Setup 1) Target:
We consider a target whose trajectory follows a segment of the following elliptical constraint:
in which (ξ c , η c ) is the center of the ellipse, a and b are respectively the radii along the ξ and η axes; and for simplicity, the major and minor axes of the ellipsis are parallel to ξ and η axes. ξ c + a, η c ) and the mean magnitude of the initial velocity is v 0 . The target state is generated for a total of 120 seconds using the constrained target model for motion along a unit circle followed by non-uniform scaling along the axes and translation to the ellipse center. We focus on statistical averages of the position estimate root-mean-square error (RMSE) performance during the steady-state (i.e., beyond the initialization stage) of the trajectories.
2) Sensors: A total of N = 5 sensors are used to observe the constrained motion where the measurements are generated according to Eq. (2) with direct position measurements, and the mean standard deviations along both axes are 20 m for Sensors 1, 2, 3 and 15 m for Sensors 4 and 5. To account for the system nonlinearity, each sensor is initialized with a sufficiently large error covariance and runs EKF on top of the CT model with appropriate parameters. The estimation interval is set to be T = 2 s. A relatively small number of sensors are used here so that the effects of (i) estimate fusion in improving the tracking performance of individual sensors; and (ii) loss and bias in degrading the overall fusion performance are more prominent, although the approaches discussed in the previous section can be readily scaled to cases with more sensors.
3) Projection: Recall that for circular track constraints, the second-order projection "normalizes" an unconstrained estimate by finding a point on the circle that has the shortest distance to it, which can be found equivalently by drawing a line connecting the center and the point whose intersection with the circle (near the unconstrained estimate) is the projected position estimate. Due to the eccentricity, however, these two methods are not equivalent for elliptical tracks. We pursue the shortest-distance method, i.e., finding the point on the ellipse that is closest to the unconstrained estimate, which has been shown to yield better constrained estimates [12] . The projected point can be found by solving a quartic equation that correspond to the real root with the smallest absolute value. There exist a number of closed-form solutions [15] , such as Ferrari's and Descartes' solutions, although one can also use numerical methods to find approximate solutions.
B. Estimation and Fusion Performance with AF and T2TF
First we look at the state estimation performance of individual sensors depending on whether a sensor incorporates the associated constraint into its estimation process. Table I shows the position estimate RMSEs of both unconstrained and constrained sensor estimates. From the table, incorporating the constraint into the estimator can indeed improve the estimation accuracy performance significantly, with the position RMSE reduced by nearly 40% for all sensors.
Next we examine the tracking performance with constrained estimation and fusion using the standard average fuser (AF) and track-to-track fuser (T2TF). Table II shows the position estimate RMSE performance with lossless conditions, i.e., when all sensor estimates are delivered successfully to the fusion center. The column labeled as orig. lists the unconstrained fusion performance, followed by that of centralized projection (cent-proj), simple distributed projection (dist-proj), and distributed projection followed by one-step correction performed by the fuser (dist-proj-corr). Overall, similar to sensorlevel performance, the constrained fused position estimates have roughly 40% error reduction from the unconstrained counterparts. In addition, as has been documented in our earlier studies, the T2TF yields lower tracking errors compared to AF under the same lossless setting.
In Fig. 3 , we plot the position RMSEs of these two types of fusers and various projection configurations with increasing link loss rates, from zero all the way up to 50%. First, the difference in tracking errors between the AF and T2TF unconstrained fused estimates continues to widen as link loss increases; for instance, with 50% loss, the position RMSE of the AF (24.6 m) is roughly twice the error of its T2TF counterpart (12.4 m) , showing the superior performance of the latter. With one-step FC-projection (cent-proj), these errors decrease to 13.4 m and 7.7 m respectively, demonstrating the effectiveness of incorporating the elliptical constraint into the fusion process.
On the other hand, if we examine the position RMSEs of AF and T2TF estimates with direct fusion of sensorgenerated constrained estimates (dist-proj) versus those with an additional final projection step (dist-proj-corr), we can see the improved performance of the latter over the former with increasing link loss. More interestingly, comparing AF and T2TF tracking errors side by side, we notice the T2TF distributed projection performance does not fare well as loss goes up: the latter consistently is higher compared to the AF counterpart; the effect becomes more glaring starting around 40% loss rate, where the T2TF errors are even higher than the unconstrained errors. This can be attributed to the somewhat mismatched unconstrained error covariances (as inputs to T2TF) and their corresponding constrained state estimates, whose effect is magnified with increasing prediction steps (hence increasing error covariances) as link loss becomes more severe. 
C. Fusion Performance with WAFs
In this subsection, we consider fusion performance with the two proposed distance-based weighted average fusers (WAFs) under the same settings as before. First, Table III shows the lossless performance of these fusers along with those previously shown for AF and T2TF. Note that in the remainder of the section, unless otherwise specified, the distributed projection implementation always comes with a final projection step. From the table, at the first glance, the benefit of adopting these fusers is not readily discernible. However, if we plot the position RMSEs of these fusers with increasing link loss, as shown in Fig. 4 , we can see both fusers lead to reduced errors compared to that of the simple average fuser, and in the distributed projection case, provide better tracking performance than both AF and T2TF (e.g., with over 40% loss). In addition, the WAF based on distance to projected AF estimate (avg-weighted-distance-proj) yields comparable performance as its counterpart based on distance to projected fuser-predicted estimate (avg-weighted-distance-pred) in the centralized projection setup, whereas the performance of the latter is consistently worse in the distributed version, due again to the diminishing power of prediction alone with increasing link loss.
D. Fusion Performance with Sensor Measurement Bias
Finally, we consider the effect of sensor measurement bias on fusion and overall tracking performance. A sensor may not be aware of its existing bias and the error covariance sent (if any) can be highly mismatched with the actual error level of its biased estimates. In general, if the sensor bias level is low enough compared to its noise measurement covariance, the effect of the bias would be minimal; on the other hand, incorporating a sensor estimate with extremely large biases would result in large tracking error if not culled, although such deviations itself would also be relatively easier to detect.
In our setting, let the measurement of Sensor 5, one of the better sensors, be subject to an additional bias term, where the bias term along either ξ or η axis is generated independently as a Gaussian random variable such that b ξ ∼ N (15, 9) and b η ∼ N (15, 9) . The resultant unconstrained and constrained position estimate RMSEs for Sensor 5 would now become 25.7 m and 11.9 m respectively, or a 50% increase for the unconstrained error and a 10% for the constrained error from their unbiased counterparts 17.0 m and 10.8 m respectively shown in Table I . Table IV shows the fusion performance of AF and T2TF with the presence of Sensor 5 bias. Most notably, excluding Sensor 5 altogether would result in elevated errors after fusion across the board, despite its biased estimates. In fact, comparisons between the RMSEs in Tables II and IV reveal that projection has all but eliminated the effect of bias in the final fused estimates in this case. As such, in the following discussions, we assume the biased estimates are still to be incorporated into the fusion process. Table V shows the lossless performance of our proposed WAF fusers along with AF and T2TF where we can see slightly increasing errors across the board compared to results in Table III . Similarly, the plots in Fig. 5 show that even with biased sensor estimates, both weighted average fusers yield reduced errors starting with 10% loss compared to that of the simple average fuser in the centralized projection configuration, and starting with 20% loss, improved tracking performance over that of the T2TF in the distributed projection configuration.
E. Discussions
Beyond the above illustrative tracking example, our simulations have consistently shown the trends that (i) T2TF in general yields the best performance with centralized projection; (ii) T2TF performance deteriorates with increasing loss in distributed projection; (iii) our WAFs can bridge the performance gap between AF and T2TF with centralized projection and provide the best performance with distributed projection, especially with increasing link loss and sensor measurement bias levels.
In the discussions of the previous sections and also in the illustrative tracking example above, we have largely focused on fully centralized or distributed projection. In reality, the sensors may not always have perfect knowledge about the target motion constraints, and the fusion center can still apply partially constrained fusion, in which fusion center can gather knowledge about the constraints in target motion observed by a subset of the sensors and apply such learned knowledge to improve the unconstrained estimates generated by the other sensors. In addition, from the perspective of computation, it would seem preferable to have the fusion center carry out the final projection step in lieu of some less computationally advanced sensors in order to reduce the additional computational requirement on the latter, e.g., when solving quartic or more complex equations.
VI. CONCLUSIONS
In this work, we investigated centralized and distributed projection-based constrained estimation and fusion for ground target tracking over lossy links with closed-form fusers. In addition, we also proposed two distance-based weighted average fusers to leverage the tracking performance in increasingly adverse link loss and sensor measurement bias levels. Simulation results of an illustrative elliptical constrained tracking example demonstrate the potential of adopting these approaches in improving overall tracking performance. Future work may include constrained fusion under more complex target/measurement models and/or more stringent limitations in communications. Also of future interest are methods to adaptively share and incorporate time-evolving and partially known target motion constraints into the estimation and fusion process.
