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There has been significant work in extracting medical related information from clinical 
notes and EHR records. With the increasing use of social media tools for healthcare 
purposes, there is an abundance of patient generated data with valuable information. 
Recent studies have focused on extraction of useful information from patient generated 
content. Healthcare professionals also use social media platforms for various purposes. 
Existing clinical NLP tools are specialized in processing biomedical literature and 
clinical texts. For efficient processing of social media text, it’s important to analyze it’s 
linguistic characteristics. In this paper the difference between language used by 
physicians in weblogs and the language used by patients in health discussion forums is 
analyzed by determining the frequency of usage of MetaMap concepts, affect words and 
named entities by both the groups. The results show that patient language differs from 
physician language in these aspects. So the existing clinical NLP tools require additional 
functionalities for automatic processing of text. 
Headings: 
 Information Extraction 
Natural Language Processing 
Blogs 
Discussion Forums 
Named Entity Recognition 
 
  
QUANTITATIVE ANALYSIS OF PHYSICIAN LANGUAGE AND PATIENT 
LANGUAGE IN SOCIAL MEDIA 
By 
Het R. Mehta 
A Master’s paper submitted to the faculty 
of the School of Information and Library Science 
of the University of North Carolina at Chapel Hill 
in partial fulfillment of the requirements 
for the degree of Master of Science in 
Information Science. 
Chapel Hill, North Carolina 
April 2017 
Approved by 
___________________________________ 
Stephanie.W.Haas
  
1 
Table of Contents 
1.	 Introduction ............................................................................................ 2	
2.	 Literature Review ................................................................................... 5	
2.1 Natural Language Processing ............................................................ 5	
2.2 Clinical NLP tools ............................................................................... 6	
2.3 Social Media As a Communication Tool for Physicians & Patients
 ..................................................................................................................... 8	
2.4 Issues in use of NLP tools for Processing Social Media Text .......... 9	
2.5 Research Question ............................................................................. 11	
3.	 Methods ................................................................................................. 14	
3.1 Data Selection .................................................................................... 14	
3.2 Data Analysis ..................................................................................... 15	
3.2.1	 Tools ............................................................................................ 15	
   3.2.2 Statistical Analysis ...................................................................... 17	
4.    Results ................................................................................................... 19	
4.1 Data Set .............................................................................................. 19	
4.2 Usage of UMLS Semantic Types ...................................................... 19	
4.3 Usage of affect words ........................................................................ 22	
4.4 Usage of Named Entities ................................................................... 24	
4.5 Discussion ........................................................................................... 24	
4.6 Conclusion .......................................................................................... 27	
5.    Bibliography ......................................................................................... 29 
 
  
2 
 
1. Introduction
The Internet exists in all spheres of our life, including healthcare. It has provided an 
opportunity for patients to search and gather health related information. It could be said 
that social media has revolutionized the way, medical information is disseminated. “An 
estimated 74% of adults in the United States go online to access the Internet with up to 
80% of them looking for health information online” (Fox, 2011). 
There are many online resources for seeking health related information such as WebMD1, 
MedlinePlus2 and PatientsLikeMe3. Medical social media is written for different purposes 
than clinical texts. Patients use these resources to seek health related information, share 
their experiences and challenges, and seek peer support. Physicians use these resources to 
communicate with patients and other physicians about various health related topics. Even 
though the health care professionals can be authors of social media medical text, the 
literary style of social media medical text is different from clinical text data. Physicians 
use specific vocabulary and writing style in writing technical text, for example, electronic 
health records (EHR). In this paper, three different types of text will be discussed: 
1. Clinical text – It comprises of documents produced by the physicians in a clinical 
setting (for example: discharge summaries, radiology reports etc.) 
                                                
1 http://www.webmd.com 
2 https://medlineplus.gov 
3 https://www.patientslikeme.com 
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2. Biomedical texts- It refers to the biomedical literature produced by the researchers 
presenting their clinical studies. 
3. Medical social media text  – It consists of textual content on social media 
platforms such as blogs or forums authored either by patients (patient generated 
text) or health care professionals (physician generated text). 
Natural language processing (NLP) is used for information extraction from these data 
sources.  NLP is a field of computer science, artificial intelligence and computational 
linguistics that explores how computers can be used to understand and manipulate natural 
language text or speech (Chowdhury, 2003). Using Natural Language Processing 
techniques facilitates information extraction from these clinical narratives. Extracting 
information from any document requires the extraction tool to be able to work with the 
linguistic characteristics of the document. The existing biomedical NLP tools such as 
MetaMap, ctakes4 and Medlee5 are specifically designed to extract information from 
biomedical literature and clinical documents (Denecke, 2014). Several researchers such 
as Denecke (2014) have applied these specialized NLP tools to medical social media text. 
Denecke (2014) ‘s results show that the existing biomedical NLP tools could identify 
medical concepts that were explicitly mentioned in medical social media text, but the 
tools were unable to extract relevant information expressed in common language. This 
was due to differences in linguistic characteristics of text. For example, physicians used 
domain specific language or medical terminology whereas patients used common 
language to describe their experiences. 
                                                
4 http://ctakes.apache.org 
5 http://www.medlingmap.org/taxonomy/term/80 
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It would be valuable to study the differences between physician generated and patient 
generated text in social media in detail. The purpose of this study is to analyze 
differences in language used by the patients in health discussion forums and language 
used by physicians in weblogs by using NLP. 
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2. Literature Review 
2.1 Natural Language Processing 
“NLP began in the 1950’s as the intersection of artificial intelligence and linguistics” 
(Nadkarni, Ohno-Machado, & Chapman, 2011). Originally it was different from 
Information Retrieval (IR), but with time these two fields have somewhat converged 
(Nadkarni et.al, 2011). In the clinical realm, there has been increased interest in using 
EHR to improve the quality of patient care through decision support, disease monitoring 
and evidence –based medicine. . The EHR contains laboratory results, pharmacy orders, 
and discharge diagnoses in a structured and coded form. A majority of patients' clinical 
observations including radiology reports, operative notes, and discharge summaries are 
recorded as narrative text (Demner-Fushman, Chapman, & McDonald, 2009). To fully 
utilize the information contained in this huge amount of text data in EHRs, NLP 
techniques are used. One of the major applications of NLP in the clinical domain is 
Computerized Clinical Decision Support (CDS) .The goal of CDS is to help health care 
providers and public in decision making by providing them with easily accessible health-
 care related information as and when required (Chapman et. al, 2009).  In a CDS system, 
patient data can be manualy entered but support is much more effective when the system 
has access to EHR data that can trigger alerts automatically. NLP techniques, are used to 
extract information from this type of data.  
  
6 
2.2 Clinical NLP tools 
There are several NLP tools that have been developed for information extraction from 
clinical documents. For example: the “Clinical Text Analysis and Knowledge Extraction 
System (cTAKES) consists of different NLP components which are executed in sequence 
to process the clinical narratives” (Savova et al., 2010). It is trained specifically for 
documents from the clinical domain. “The Open Biomedical Annotator (OBA) is an 
ontology-based web service that annotates public datasets with biomedical ontology 
concepts based on their textual metadata” (Savova et al., 2010). “MetaMap is a highly 
configurable program developed at the National Library of Medicine (NLM) to identify 
the words and phrases in free text and map them to concepts in NLM’s Unified Medical 
Language System (UMLS)” (Aronson, 2001).  The UMLS consists of 3 knowledge 
sources: 
• Metathesaurus- This is the biggest component of UMLS. It is a collection of 
concepts and terms from 200 different controlled vocabularies such as SNOMED, 
ICD9, ICD10, MESH, etc. It also provides relationships between synonymous 
concepts from each. For example, if you are looking at the concept “Heart 
Attack” and if you type this in the UMLS Metathesaurus online browser, you 
would see what is shown in Figure 1. On the left you see the search for “heart 
attack” and on the right you see the results when “C0027051” is clicked. You see 
concept, semantic types, definitions etc. 
• Semantic Network- This is a hierarchical network of concepts indexed in the 
Metathesaurus. It contains a set of broad subject categories called Semantic types. 
It also contains a set of Semantic Relations that exist between these Semantic	
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Types. For e.g.: All the concepts related to Biologic function, Environmental 
effect of Humans, Lab or test result, Human caused phenomenon or process and 
Natural Phenomena are grouped together in the Semantic type “Phenomenon”. 
Figure 1. Example of UMLS Metathesaurus6 
 
 
• SPECIALIST lexicon- It provides the lexographic information required by the 
SPECIALIST NLP system which includes SemRep, MetaMap and the Lexical 
tools.  
MetaMap provides a semantic link between the words or phrases in text and UMLS 
concepts. For example, it maps the word “fever” to the sematic type “Disease & 
Syndrome” of the UMLS Semantic Network.  
However, all these tools were developed to process biomedical text and clinical text so 
using these tools for processing medical social media text poses many challenges. One of 
                                                
6 https://uts.nlm.nih.gov/metathesaurus.html 
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the biggest challenges is the difference in language (Park, Hartzler, Huh, McDonald, & 
Pratt, 2015).  Park et al. (2015) noted that patient generated text from social media, 
contained descriptive phrases such as “feeling great”, which differed with typical 
biomedical text that usually contains concepts from medical terminologies. These 
descriptive phrases aren’t included in the UMLS and hence intended interpretation of text 
isn’t achieved. 
Identifying this challenge, a number of researchers have worked to expand the UMLS to 
include patient-generated text. One such effort is the open-access Collaborative 
Consumer Health Vocabulary Initiative (CHV)7. Consumer health vocabularies link 
common phrases about health to technical terms used by health care practitioners (e.g., 
“suffocation” to “asphyxiation”).  
2.3 Social Media As a Communication Tool for Physicians & Patients 
“Social media are electronic tools that enhance communication, support collaboration, 
and enable users across the globe to generate and share content” (Thielst, 2013). 
Medical social media provides abundance of valuable data generated both by patients and 
physicians. With the increase in the use of social media to seek health-related 
information, even physicians have entered the medical sphere on social media. “In a 2010 
study of 921 health-related blogs, 43% of the bloggers were physicians” (Campbell, 
Evans, Pumper, & Moreno, 2016). In their blogs, physicians share health information, 
network with colleagues, market their practice and engage in health advocacy (Campbell 
et al., 2016). The different types of social media platforms where physicians and patients 
can interact include: 
                                                
7 http://consumerhealthvocab.org 
  
9 
• Discussion Forums – A Discussion forum is an online discussion site where 
people can carry out conversations with each other in the form of posted 
messages. In Discussion forums, the user can create discussions on a particular 
topic by allowing commenting on other users posts. There are some discussion 
forums where only physicians can answer questions posted by the patients/non-
physicians, for example, Netdoctor.8 There are forums where both physicians & 
non-physicians can participate in the discussion, such as Health249 
• Medical Weblogs- Weblogs are generally written by one person and are focused 
on single topic. Kaiser Health News is an example of this form of social media.10 
• Wikis and encyclopedias - Wikis and encyclopedias are online repository of 
medical information that can be accessed by anyone. For example, DrWiki11 is a 
non-profit website which is created by physicians for other physicians, nurses 
and healthcare providers. 
2.4 Issues in use of NLP tools for Processing Social Media Text 
Researchers such as Zeng, Kogan, Ash, & Greenes, (2001) have assessed the differences 
in queries generated by patients and physicians. They collected the text queries entered 
by physicians and patients into the Clinician Interests section on the Brigham & 
Women’s Hospital website12. Their results show that patient terminology is different 
from physician terminology in many aspects, such as the mapping rate to the UMLS. 
74.9% of physician generated terms and 62.3% of patient-generated terms were mapped 
                                                
8 http://www.netdoctor.co.uk 
9 http://www.health24.com 
10 http://khn.org 
11 http://askdrwiki.com 
12 http://www.brighamandwomens.org 
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to UMLS concepts. The difference in mapping rate was statistically significant 
(p<0.0001). 
 The goal of Park.et al. (2015)’s study was to develop an automatic approach for 
detecting failures in clinical NLP tools when applied to online community text. In their 
study, they collected 9657 patient generated posts from CancerConnect13 website.  They 
used MetaMap for processing these posts and identified a number of failures. One of 
them was Missed Term Failure. It occurred when a relevant term wasn’t identified. They 
identified 2 causes of missed term failure which were: 
• Community-Specific Nomenclature – It refers to the terms regularly used by a 
particular community, which are either used elsewhere differently or aren’t used 
at all. For example, in their dataset, “PC” referred to “Prostate Cancer” but this 
abbreviation wasn’t contained in UMLS. They also noted that community 
nomenclature was generally context and community specific. For example, the 
acronym “BC” was sued for “before cancer”, “blood count” or “breast cancer” 
depending on the context. 
• Misspellings – In their dataset, misspellings included typographical errors (for 
example, “docotor”), phonetic errors (for example, “byopsi”) and colloquial 
language errors (for example, “hoooot flash”). Biomedical NLP tools were 
generally developed using the correct spelling in training models, thus misspelled 
words, although relevant, were often unrecognized. 
                                                
13 http://news.cancerconnect.com 
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These prior studies show that research has been done on patient generated text and one of 
the major challenges in processing this type of text was the difference in terminology 
used by the patients and the physicians.  
2.5 Research Question 
From the literature review we have seen that clinicians use electronic health records to 
capture patient information. Information in EHR is in two forms: structured form and 
unstructured form. The structured information is coded and can be easily extracted using 
automated processing tools. Unstructured clinical data exists in the form of clinical notes. 
Denecke (2014) reported that Clinical texts tend to contain short, telegraphic phrases, 
whereas in medical social media patients either use complete and complex sentences (for 
example, blogs and forums) or very short sentences (for example, Twitter). Standard NLP 
tools make many errors while processing clinical notes due to the linguistic 
characteristics of these narratives (Ford, Carroll, Smith, Scott, & Cassell, 2016). Results 
of Park et al. (2015) ’s study show that clinical tools don’t work well on general patient 
text. Campbell et al (2016)’s study shows that physicians and patients both use social 
media. The research question that this study is going to answer is that: 
When physicians move to social media platforms, is there a difference between physician 
language and patient language in medical social media text. If there is a difference, then 
does their language differ from patient language in ways that can be recognized using 
basic NLP tools? 
To analyze the language used by patients and physicians in social media, I analyzed the 
following characteristics: 
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1. Frequency of usage of terms belonging to the semantic category Concepts & 
Ideas, Living Beings, Chemicals & drugs, Disorders, Phenomena and Procedures 
of Semantic Network. These particular categories were chosen because in 
previous research, Friedman, Kra, & Rzhetsky, (2002) found that in clinical text, 
there was frequent usage of words belonging to the semantic categories of 
Disorders, Behavior and Phenomenon whereas Denecke’s (2014) results show 
that concepts referring to Living Beings, Disorders and Chemicals and Drugs 
were used more frequently in social media.  
2. Frequency of usage of affects words by patients and physicians. This 
characteristic was analyzed because previous research (Chen, 2013) shows that 
online health discussion forums and support groups are an important source of 
information regarding patient experiences and healthcare activities. There is 
frequent use of words such as XOXO, LOL and usage of emoticons for 
expressing emotions. The interpersonal interaction amongst patients might 
include action plans, recommendations, suggested approaches, or empathetic 
conversations (Chen, 2013). There might be difference in usage of affect words 
between physicians and patients in social media because in clinical text reports, 
physicians observations and actions are recorded using specific medical 
terminology 
3. Frequency of usage of named entities by physicians and patients. Results from 
previous studies (Denecke, 2014) show that named entities referring to jobs, 
journals, organizations and locations led to mismapping or incorrect results in 
MetaMap. Denecke (2014) concluded that in social media text, named entities 
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referring to persons and organizations occur frequently and would require 
additional processing which is so far not realized by clinical NLP tools such as 
MetaMap. It would thus be useful to analyze the frequency of usage of named 
entities by both the groups. 
For studying these characteristics, data was collected from 2 different types of social 
media platforms. For physician-authored text, data was collected from medical related 
weblogs and for patient generated text; data was collected from medical related health 
discussion forums.  
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3.Methods 
3.1 Data Selection 
Purposive Sampling method was used to collect the required data. The goal was to create 
two similar samples of social media text, one patient authored and one physician 
authored. To ensure the similarity of the corpora, posts related to the same topics were 
collected and the length of both the corpora was roughly the same. Posts related to 3 
different conditions medical conditions: cancer, depression and surgery were collected. 
These 3 conditions were chosen for 2 reasons: variety in the collected dataset, in case 
there are aspects of language (other than vocabulary) that are specific to one of the 
conditions, and abundance of data available for these conditions. Instead of comparing 
the language used in patient weblogs, patient authored health discussion forums were 
selected because patients own words are better reflected in health discussion forums. 
Selection criteria are described below: 
• Length of the posts and weblog articles should be 500-1000 words before 
stopword removal. This was done for two reasons. First, to avoid articles/posts 
that were either too short or too long, assuming that shorter articles/posts would 
have less informative content for the study. Second, the word limit of articles in 
one of the sources used for data collection was 500-1000 words. 
• An equal number of posts were collected for both the groups. 
•  The type-token ratio (TTR) of both the corpora is comparable. 
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Due to the difference in nature of the social media platforms, I had to oversample from 
health discussion forums. Health discussion forums contained a lot of phatic language 
whereas the weblogs didn’t have the same kind of language. 
The data for physician corpus consisted of blog articles from KevinMD14 weblog. This 
source was chosen because of the ease of availability of data. The data was publicly 
available. “KevinMD.com shares the stories and insights of medical professionals and 
patients. Over 2000 authors contribute to the blog (KevinMD)”. The data for patient 
corpus was collected from health discussion forums of Patient15 website. This website 
was chosen because of the ease of availability of data. They have health discussion 
forums for almost every medical condition and there is availability of abundant data to 
carry out the intended analysis. In health discussion forums, posts are in the form of  
‘Questions + Responses’. For this study, 15 text documents related to each of the above-
mentioned medical conditions were collected for both the groups. i.e. 45 articles from 
KevinMD blog and 45 posts from Patient website were collected. 
3.2 Data Analysis 
3.2.1 Tools  
For stopword removal in both the corpora, I used the “Cleanse Stop Words”16 tool 
provided by and online blog called ‘DatascienceDojo’17. After stopword removal, I 
                                                
14 http://www.kevinmd.com 
15 https://patient.info/forums 
16 http://demos.datasciencedojo.com/demo/stopwords/ 
17 http://demos.datasciencedojo.com 
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calculated basic corpus statistics like; total number of tokens, types and type-token ratio 
was calculated using “Voyant tools”18.  
MetaMap was used in order to identify UMLS concepts in the dataset. MetaMap is a 
highly configurable program that is used to map biomedical text to UMLS 
Metathesaurus. It is the most widely used tool for identifying biomedical concepts in free 
text. In this study, the interactive version of MetaMap19 was used. MetaMap classified 
multi-word terms such as “Basal Cell Carcinoma” as a single concept belonging to the 
Semantic category of “Disorders”. In such cases, multi-word terms were taken into 
account and considered as 3 tokens belonging to the Semantic category of “Disorders”. 
To identify the affect terms, WordNet-Affect20 lexicon was used. Various sentiment 
lexicons such as Senti-WordNet, WordNet-Affect and the LIWC lexicon are available. 
But most lexicons only classify words as positive, negative or neutral. However patient 
and physician interactions are about complex health issues and might contain multiple 
dimensions. WordNet affect was selected because it provides various affect labels such as 
anger, fear hope etc. to words with emotional content (Strapparava & Valitutti, 2004).  
For example, the word “alarming” is classified as fear. 
In WordNet affect, affect labels are classified into four broad categories of positive, 
negative, neutral and ambiguous. Emotions such as wonder, surprise, astonishment are 
classified as Ambiguous in the WordNet affect lexicon. To identify affect words in the 
dataset a Python script was written used WordNet affect as the lexicon. The Python script 
generated the frequency of occurrence of each affect label as output. 
                                                
18 https://voyant-tools.org/ 
19 https://ii.nlm.nih.gov/Interactive/UTS_Required/metamap.shtml 
20 http://wndomains.fbk.eu/wnaffect.html 
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The frequency of occurrence of named entities was calculated using Stanford Named 
Entity Recognition (NER)21 tool. Stanford NER was used because, because it is a 
commonly used tool that is easy to use. It comes with well-engineered feature extractors 
for Named Entity Recognition (NER)(Jenny, Trond & Christopher, 2005). NER labels 
sequences of words in a text, which are the names of things, such as person and company 
names, or gene and protein names. In Stanford NER tool, multi-word terms such as 
“Abbott laboratories” was classified as a single instance of the named entity category 
“Organization”. For the purpose of my analysis, I counted such words as 2 tokens, 
belonging to the named entity category “Organization”. Result generated from these tools 
can be exported to a (.csv) file format, which can then be used to quantify the 
occurrences. 
3.2.2 Statistical Analysis 
For each characteristic, two null hypotheses were tested: 
1. There is no difference in frequency of use between Physician & Patient 
2. There is no difference in rank order of the categories used by Physician & Patient 
The results obtained above could be compared in two ways. Consider an example. In 
Table 2, 20% of Physician Name Entity usage was Date while 10% of Patient usage was 
Date. The chi square result of 44.5  (p=0.001) shows that there is a significant difference 
in usage of Dates between the two groups. Another way the results can be compared is by 
comparing the rank order of the categories. The Spearman rank coefficient of (-2.3) 
shows that there is a significant difference in usage of named entity categories between 
the groups. 
                                                
21 https://nlp.stanford.edu/software/CRF-NER.shtml 
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Table 2: Patient and Physician usage of named entities 
Named Entity Physician Usage Patient Usage 
Date 20% 10% 
Organization 10% 50% 
Location 30% 7% 
Person 18% 15% 
        
Physicians use named entities referring to “Location” most frequently and “Organization” 
least frequently whereas Patients use named entities referring to “Organization” most 
frequently and “Location” least frequently. 
For both the tests, significance level of 0.05 was used. Thus one way of comparing is 
based on frequency of use of a category and another way is to look at the order of the 
categories, from most to least frequent. 
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4.Results 
4.1 Data Set 
A total of 90 text documents were collected. 45 documents from physician web blog, 
(KevinMD) and 45 documents from patient health discussion forum (PatientLikeMe). An 
equal number of documents were collected for both the groups so that the type-token 
ratio (TTR) in both the groups is similar. Table 3 lists the number of words (tokens), 
unique words (types) and the type-token ratio, with and without stopwords. The corpus 
statistics reflect that, both the groups have about the same range of vocabulary. 
Table 3. Corpus Statistics
4.2 Usage of UMLS semantic types 
To compare the usage of medical terms by both the groups, the tokens in patient and 
physician corpora were classified into UMLS semantic types using MetaMap. In 
MetaMap, some of the tokens were multi-classified. In such cases, I classified each word  
 Physician 
Corpus 
(With 
Stopwords) 
Physician 
Corpus 
(Without 
Stopwords) 
Patient 
Corpus 
(With 
Stopwords) 
Patient 
Corpus 
(Without 
Stopwords) 
Tokens 38,779 20,228 54,725 24,467 
Types 16,883 13,269 19,963 14,604 
Type: Token Ratio 0.43 0.65 0.36 0.60 
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into one category based on the context of the sentence in which it was used. Table 4 
shows the number of tokens classified into each Semantic Category and the percentage of 
non-stopword tokens for each category. 
Table 4.Usage of Semantic Types 
 
The statistical tests were run on the number of tokens in each category. The results of the 
chi square test were: X2 = 70.7, p = 0.0001, thus we can reject the null hypothesis that 
there is no difference in frequency of usage of MetaMap concepts between the patients 
and the physicians. In other words Physicians used significantly more tokens classified as 
medical concepts by MetaMap than patients. 57.30% of all Physician tokens were 
classified as UMLS Semantic Concepts, while only 11.25% of Patient tokens were 
classified as UMLS Semantic Concepts. Physicians used more of each category than 
Semantic Category Physician tokens (% of non-
stopword Physician tokens) 
Patient tokens (% of non-
stopword Patient tokens) 
Anatomy 323 (1.60%) 123 (0.50%) 
Chemicals & Drugs 255 (1.26%) 58 (0.24%) 
Concepts & Ideas 5636 (27.8%) 1299 (5.31%) 
Disorders 1760 (8.70%) 530 (2.16%) 
Living Beings 1246 (6.16%) 224 (0.91%) 
Phenomenon 161 (0.80%) 26 (0.11%) 
Physiology 1210 (5.96%) 238 (0.97%) 
Procedures 1000 (4.94%) 256 (1.05%) 
Total	 11591 (57.30%) 2754 (11.25%) 
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patients. For example, 27.8% of Physician tokens are classified as Concepts & Ideas, but 
only 5.31% of Patient terms are classified as Concepts & Ideas. Expressions of time & 
space, and publication names were used both by the patients and physicians. Concepts 
such as Regulation and Law were used by the physicians but not by the patients. These 
concepts are the sub-concepts of the broader category Concepts & Ideas in UMLS 
Semantic Network. 
  The results of the Spearman test (ρ=0.87) showed that the rank order of categories was 
similar between physician and patient. Table 5 shows the rank order of the usage of 
semantic categories. In other words both the groups used the semantic category 
“Concepts & Ideas” most frequently and the semantic category “Phenomenon” least 
frequently.  
Table 5. Rank order of semantic categories 
 
 
Semantic Category Physician Rank Patient Rank 
Anatomy 6 6 
Chemicals & Drugs 7 7 
Concepts & Ideas 1 1 
Disorders 2 2 
Living Beings 3 5 
Phenomenon 8 8 
Physiology 4 4 
Procedures	 	 5	 3	
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4.3 Usage of affect words 
In order to analyze the usage of affect words by both the groups, WordNet Affect was 
used to classify tokens, which were then counted to determine the frequency of 
occurrence of each affect type in the physician and patient corpora. 
The results show that 1.8% of the non-stopword tokens in the physician corpus and 2.7% 
of the non-stopword tokens in the patient corpus were classified as affect words (Table 6) 
Due to the sparse usage of individual affect labels, I used the broader categories: positive, 
negative, neutral and ambiguous for the purpose of my analyses (Table 6). The meanings 
of most of the categories are clear from the category names. The “ambiguous” category 
represents emotions that aren’t inherently positive or negative, such as wonder, surprise 
and astonishment.  
Table 6. Usage of Affect words 
Affect Label Physician tokens (% of total 
Physician tokens) 
Patient tokens (% of total 
Patient tokens) 
Ambiguous 100 (0.5%) 310 (1.267%) 
Negative Emotion 210 (1.03%) 267 (1.091%) 
Neutral Emotion 4 (0.02%) 82 (0.33%) 
Positive Emotion 69 (0.34%) 6 (0.02%) 
Total 383 (1.89%) 665 (2.708%) 
 
Among the more specific affect categories, ambiguous, sadness, dislike, joy, fear, anger 
and hope were the most common emotions in both the corpora. Table 7 shows the 
frequency of occurrence of most frequent affect labels in the corpora. In both the corpora, 
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emotions of compassion, enthusiasm and levity didn’t occur at all. There was a long tail 
of affect categories that occurred only in single digits. 
Table 7.Most frequent affect labels in the corpora 
Affect Label Physician tokens (% of total 
Physician tokens) 
Patient tokens (% of total 
Patient tokens) 
Ambiguous 100 (0.50%) 310 (1.26%) 
Anger 24 (0.12%) 30 (0.12%) 
Anxiety 19 (0.10%) 15 (0.06%) 
Attachment 9 (0.04%) 11 (0.04%) 
Dislike 16 (0.08%) 71 (0.29%) 
Fear 6 (0.03%) 31 (0.12%) 
Hope 7 (0.03%) 110 (0.07%) 
Joy 21 (0.10%) 32 (0.13%) 
Liking 16 (0.08%) 9 (0.03%) 
Sadness 131 (0.65%) 110 (0.45%) 
 
The statistical tests were run on the number of tokens in each affect categories. The 
results of the chi square test were: X2 = 43.13 p = 0.0001, thus we can reject the null 
hypothesis that there is no difference in frequency of usage of Affect words between the 
patients and the physicians. In other words, there is a difference in usage of affect words 
by patients and physicians in social media. 
The results of the Spearman test (ρ=0.80) showed that the rank order of affect categories  
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was similar between the two corpora. Table 8 shows the rank order of the usage of affect 
labels. In the physician corpus, Ambiguous emotion was the most frequent emotion type 
and in patient corpus Negative emotion was the most frequent emotion type. In both the 
corpora, neutral emotion was the least frequent emotion type. 
Table 8. Rank order of affect categories 
4.4 Usage of Named Entities 
In order to analyze the usage of named entities by patients and physicians, Stanford NER 
tool was used. Table 9 shows the results. The statistical tests were run on the number of 
tokens in each Named Entity category. The results of the chi square test were: X2 =150, p 
= 0.0001 thus we can reject the null hypothesis that there is no difference in frequency of 
usage of Named Entities between the patients and the physicians. In other words, there is 
a difference in patient and physician language in social media.  
The results of the Spearman test (ρ=0.46) showed that the rank orders of named entity 
categories are not similar (Table 10). In the physician corpus, the frequency of 
occurrence of named entities referring to Organization names was the highest and in the  
patient corpus, the frequency of occurrence of named entities referring to Date was the 
highest. 
Semantic Category	 Physician Rank	 Patient Rank	
Ambiguous Emotion 1 2 
Negative Emotion 2 1 
Neutral Emotion 4 4 
Positive Emotion 3 3 
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Table 9:Usage of named entities 
 
Table 10: Rank orders of named entity categories 
Named Entity Physician Rank Patient Rank 
Date	 5 1 
Location	 4 4 
Money	 6 7 
Organization	 1 3 
Percent	 2 5 
Person	 3 2 
Time	 7 6 
Named Entity Physician tokens (% of total 
Physician tokens) 
Patient tokens (% of total 
Patient tokens) 
Date 44 (0.22%) 132 (0.54%) 
Location 58 (0.27%) 25 (0.10%) 
Money 23 (0.11%) 0 
Organization 141 (0.69%) 54 (0.22%) 
Percent 111(0.55%) 16 (0.06%) 
Person 92 (0.45%) 46 (0.19%) 
Time 2 (0.01%) 0 
Total 471 (2.33%) 273 (1.15%) 
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Thus, we can reject the null hypothesis that there is no difference in rank order of the 
named entity categories used by the patients and the physicians. 
4.5 Discussion 
Based on these 3 analyses, patients & physicians have different patterns of language use 
in social media. Physicians used concepts recognized as medical concepts by MetaMap 
and Named Entities more than patients. Patients used affect terms more frequently than  
the physicians. Although the rank order of Affect categories and Semantic categories was 
similar, the rank orders of Named Entity categories were different. 
For both types of text, MetaMap was able to extract concepts when medical conditions or 
procedures were clearly mentioned. It produced wrong mappings for verbs, personal 
pronouns and adjectives. For example, the word "I", which constitutes about 3% of the 
tokens in the corpus, was wrongly mapped either to “Blood group antibody I” or 
“Iodides” which belong to the “Amino Acid, Peptide or Protein” or “Inorganic Chemical” 
Semantic types, respectively. In social media patients and physicians describe their 
personal experiences and observations, thus the language used by them contains a lot of 
verbs and personal pronouns, It’s important to process these terms correctly so as to not 
to lose the meaning conveyed by these personal accounts.
MetaMap sometimes provided multiple mappings for a single word. In such cases, I 
chose the correct mapping based on the context of the sentence in which the word was 
used. For example, in this sentence, “The symptoms of paternal and maternal PPD 
overlap considerably, including fatigue, irritability, withdrawal, occur point — roughly 
baby born”, the word “occur” is categorized as both Activity and Temporal Concept, but 
based on the context of the sentence in which it is used; it was assigned to the category, 
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Temporal Concept. There were both similarities and differences in their usage of 
language.  The similarities were: 
• Both the groups used the Semantic Types, “Concepts & Ideas” most frequently 
and “Phenomenon” least frequently. 
• Emotions of compassion, enthusiasm, levity and positive expectation didn’t occur 
at all in either group. 
The differences were: 
• Usage of colloquial language – The word ”Hi” occurred many times in the patient 
corpus. Instead of being left unmapped, it was wrongly mapped to 3 UMLS 
concepts: “Hawaii”, “ABCC8 gene”, “AKAP4 gene” 
• Usage of Internet slang and SMS language. Patients used words such as LOL (i.e., 
“laugh out loud”) and “XOXO” (i.e., “hugs & kisses”) very frequently. These 
words were not present in physician corpus at all. The analysis of patient corpus 
showed that these terms were mapped to incorrect biomedical terms in UMLS. 
These terms were often mistaken for gene names. For example, “LOL” was 
mapped to “ LOXL1gene” 
• Usage of emoticons- There was frequent occurrence of emoticons in the patient 
corpus while there was no occurrence of emoticons in the physician corpus. 
• Contractions – In the patient corpus, there was frequent occurrence of 
contractions such as “I’d”. Although these terms are commonly used, it could be a 
source of error for many NLP tools. MetaMap maps “I’d” to “Incision & 
Drainage”. Usage of such contractions didn’t occur in physician corpus. 
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In both the corpora, there was frequent usage of First and Last names to address a 
specific individual. In my analysis, common first names were often mistaken for UMLS 
concepts. For example, “Robin” was incorrectly mapped to the concept “Bird” of the 
Semantic Category “Living Beings” and “David” was incorrectly mapped to the concept 
“Disease and Syndrome” of the Semantic category “Disorders”. 
The Stanford NER tool, which is a non-clinical NLP, also produced the same type of 
errors while processing both the corpora. One of the most common errors was the 
incorrect classification of Disease names to the Named Entity category Organization. For 
example, “Basal Cell Carcinoma” and “IBS (Irritable Bowel Syndrome)” were classified 
as “Organization” by Stanford NER.  
One of the interesting findings was that the emotion of ‘self-pride’ occurred in the 
physician corpus but didn’t occur in patient corpus at all. Emotions of self-esteem and 
ego represented the affect label “self pride”. In the dataset physicians used phrases such 
as, ”Strategize how best to balance work, family and self-care”. The word “self-care” 
represents the affect label “self-pride”. 
A limitation of this study is the small size of the dataset. In addition only one type of 
social media was included. More number of authors and multiple sources can be 
considered in future to be able to generalize the results obtained in this study.  
4.6 Conclusion 
Through the collection and analysis of patient authored text from health discussion 
forums and physician-authored text from medical weblogs, a quantitative assessment of 
difference in patient and physician terminology was done. Three characteristics of the 
text were analyzed: frequency of usage of UMLS concepts, frequency of usage of affect 
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words and frequency of usage of Stanford NER named entity categories. The results 
show that in social media, Physicians’ usage of UMLS concepts and Named entities is 
more than that of Patients, whereas Patients use affect terms more frequently than the 
Physicians.  As described in the discussion, I observed other differences in vocabulary 
usage that bolstered the conclusion that there are differences between the language used 
by physicians and patients in social media. 
Based on these differences, certain modifications could be made to MetaMap to improve 
its performance on medical social media.. For example, it could be combined with 
general named entity recognizer such as Stanford NER to recognize named entities 
referring to persons and organizations in advance. Future research should explore this and 
other means of term analysis and extraction from medical social media. 
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