We consider self-similar graphs following a specific construction scheme: in each step, several copies of the level-n graph X n are amalgamated to form X n+1 . Examples include finite Sierpiński graphs or Viček graphs. For the former, the problem of counting perfect matchings has recently been considered in a physical context by Chang and Chen, and we aim to find more general results. If the number of Preprint submitted to Discrete Mathematics 24 July 2008 amalgamation vertices is small or if other conditions are satisfied, it is possible to determine explicit counting formulae for this problem, while generally it is not even easy to obtain asymptotic information. We also consider the statistics "number of matching edges pointing in a given direction" for Sierpiński graphs and show that it asymptotically follows a normal distribution. This is also shown in more generality in the case that only two vertices of X n are used for amalgamation in each step.
• An edgeless graph G with θ ≥ 2 distinguished vertices given by η : Θ → VG
23
(Θ = {1, . . . , θ}).
24
• s ≥ 2 substitutions, defined by injective maps σ i : Θ → VG for i ∈ S = 25 {1, . . . , s} such that VG = s i=1 σ i (Θ).
26
Now, for any (multi-)graph X and any injective map ϕ : Θ → VX , a new 27 multigraph Y together with an injective map ψ : Θ → VY is constructed as 28 follows:
29
For each i ∈ S let Z i be an isomorphic copy of the (multi-)graph X, so that If the pair (Y, ψ) is constructed as above from (X, ϕ), write (Y, ψ) = Copy(X, ϕ).
40
Since we fix G, η, and {σ i : i ∈ S}, the dependence on these items is sup-41 pressed. Note that Y is the amalgamation of s isomorphic copies of X (thus 42 we need the additional condition that VG = ThenZ i is isomorphic to X and the isomorphism is given by In the following, we will be interested in sequences of graphs obtained by 48 iterating this construction, i.e. X 0 is some initial graph with distinguished 49 vertices given by a map ϕ 0 , and (X n , ϕ n ) = Copy(X n−1 , ϕ n−1 ). We will also 50 setting X 0 = K 2 and (X n , ϕ n ) = Copy(X n−1 , ϕ n−1 ) ( Figure 1 ).
Fig. 2. The first few finite 2-dimensional Sierpiński graphs.
Finite Sierpiński graphs

67
Fix some d ∈ N and let s = θ = d + 1. Define the edgeless graph G by
and the map η : Θ → VG by η(i) = 2e i , where e i is the i-th canonical basis 69 vector of R d+1 . In addition, set σ i (j) = e i +e j ∈ VG for i ∈ S and j ∈ Θ (note 70 that Θ = S = {1, . . . , d + 1}). It is easy to see that |VG| = 
71
The usual finite d-dimensional Sierpiński graphs are then obtained by setting
72
X 0 = K d+1 and iterating (X n , ϕ n ) = Copy(X n−1 , ϕ n−1 ) for n ∈ N. See Figure 2 
Finite Viček graphs
75
Fix some integer θ ≥ 2 and set s = θ + 1. Recall that Θ = {1, 2, . . . , θ} and 76 define VG = Θ × Θ. Then define the maps η and σ i by η(i) = (i, 1) and
With this data the finite Viček graphs are defined as follows: the initial graph X 0 is the complete graph K θ , and X n is defined by (X n , ϕ n ) = Copy(X n−1 , ϕ n−1 ),
79
as always. Figure 3 shows the first few Viček graphs for θ = 4. Fig. 3 . The first few finite Viček graphs.
80
Perfect Matchings
81
A matching is a set of disjoint edges of a graph, a perfect matching is a match-
82
ing which covers all vertices of a graph. Let a graph X with θ distinguished 83 vertices (defined by an injective map ϕ : Θ → VX , as in the previous section)
84 be given such that X is strongly symmetric with respect to ϕ(Θ). We denote 85 the set of matchings by M(X) and define M K (X) to be the set of all perfect 86 matchings of X \ ϕ(K) for any set K ⊆ Θ. Then, in view of strong symme-87 try, the size of M K (X) only depends on the cardinality of K, and we may possibly some of the distinguished vertices ofZ i . Henceζ i .
98
Conversely, let a set K be given. Define a map ρ : VG \η(K) → S such that v ∈ 99 σ ρ(v) (Θ) for all v, and choose a perfect matching
for each i ∈ S (i.e. in the preimage ofZ i , reduced by all vertices which are 101 not covered withinZ i ), if possible. Then 
holds, where the sum is over all possible functions ρ which satisfy the above Proof. We only have to check that in Equation (1), the identity
holds. Then, the lemma follows easily from (1). However, this is equivalent to
which is obviously true.
115
In the following, some examples for the resulting recurrences are provided and analyzed. The special cases θ = 2 and θ = 3 have particularly nice properties 117 yielding explicit formulae, and so we are going to deal with them first.
118
Note that the number of vertices in X n satisfies a first-order linear recurrence,
Hence there are three possibilities, depending on s and δ = sθ − |VG|:
121
• |VX n | is even for all n > 0, so that m k (X n ) can only be positive if k is even.
122
This happens if s and δ are both even or if s is odd and δ, |VX 0 | are even.
123
• |VX n | is odd for all n > 0, so that m k (X n ) can only be positive if k is odd.
124
This happens if s is even and δ odd or if s, |VX 0 | are odd and δ even.
125
• |VX n | is alternately odd and even, and m k (X n ) behaves accordingly. This
126
happens if s, δ are both odd.
127
4 The special cases of two or three distinguished vertices
128
In the cases θ = 2 and θ = 3 it is possible to derive exact formulae for the 129 quantities m k (X n ), as will be exhibited in this section. Specifically, we have 130 the following theorem:
131
Theorem 3. Assume that |VX n | is always even or always odd for n > 0 and 132 θ = 2 or θ = 3. Then there are constants C k , γ, τ , and β, so that
holds for all n > 0 and all k.
134
Now assume that |VX n | is alternately odd and even for n > 0. If θ = 2, then
is given by the formula 136 above for every other n depending on parity.
137
The proof of this result is provided in the following two subsections. Note 
Two distinguished vertices
141
Since we are mostly interested in counting perfect matchings, we deal with 142 the case when |VX n | is always even first. Then Lemma 2 shows that there are
|VG|. Note that no symmetry condition at all is necessary to 145 obtain this recursive relation. It also follows that a is precisely the number of 146 perfect matchings in Copy(K 2 , ϕ) (ϕ being the trivial map from {1, 2} to the 147 vertices of K 2 ) and that b is the number of perfect matchings in Copy(K 2 , ϕ) \ 148 ψ({1, 2}). Dividing the two equations yields
. We use this in the formula for m 0 (X n ) to obtain
where the constants C 0 ,C 2 ,γ,τ , and β are given as follows:
The case when |VX n | is always odd is less interesting. We already know that
as well for almost all n unless |VG| = s + 1 (otherwise, there is no solution to 156 ν 1 = s and ν 1 = 2s − |VG| + 1). Then, however, there exists a constant a so 157 that m 1 (X n ) = a m 1 (X n−1 ) s with the simple solution
Finally, we consider the case when the parity of |VX n | is alternating. In this 159 case, the quantities m 0 (X n ), m 1 (X n ), and m 2 (X n ) are equal to 0 for almost all 160 n, which can be shown by similar arguments: first, note that either m 0 (X n ) or 161 m 2 (X n ) has to be 0 for almost all n by Lemma 2 (there cannot exist solutions 
Three distinguished vertices 168
First, let us consider the case when |VX n | is always even again. Then, we have
for some integer coefficients a, b, where ν = 1 2 (|VG| − s). This system of 170 recurrences is basically the same as in the case θ = 2.
171
The case when |VX n | is always odd is also completely analogous. We obtain 172 a system
where ν = Finally, let us consider the case when the parity of |VX n | is alternating. Then
175
we obtain the system
for certain integers a 0 , a 1 , a 2 , a 3 , where ν = (|VG| − s − 1).
177
We iterate this system once to obtain
for integer coefficients c 0 , c 2 and
Again, this system can be solved as in Section 4.1. 
Examples
181
Let us now apply Theorem 3 to the examples of Section 2.1. 
and m 2 (X n ) = 2 (3·6 n +10n−3)/25 .
Notice that the quantity γ equals 1 2 in this case. following system of recurrences holds:
which reduces to
Since m 1 (X 0 ) = m 3 (X 0 ) = 1, we have m 0 (X n ) = m 2 (X n ) and m 1 (X n ) = 195 m 3 (X n ) for all n. Therefore, m 0 (X n ) is given by the closed formula
for all odd values of n. Note that γ = 1.
197
This result was also found by Chang and Chen in [1] , where two-dimensional 
for all n.
206
Proof. We construct a bijection between matchings covering the left and right 207 corners and those not covering these two corners. Given a matching of the first 208 kind, consider all edges between vertices of the first (bottom) and second row.
209
Each of these edges is replaced by an edge connecting the same second-row 210 vertex with its other first-row neighbor. The horizontal matching edges in the 211 first row are moved accordingly (it is not difficult to see that this is possible).
212
The result is a matching of the second kind, and the process is also reversible.
213
See Figure 5 for an example.
214
It follows immediately that γ = 1 for an arbitrary number of subdivisions. Hence, the problem is reduced to that of counting perfect matchings in trian-220 gular grids (see [7] in this regard). The asymptotic growth constants
(where k is chosen appropriately such that m k (X n ) is nonzero) can now be 222 determined explicitly for small b, see Table 1 . For b ≤ 5, these were given in 223 the aforementioned paper of Chang and Chen [1] . Table 1 The values α b for small b. 
Statistics
232
Once it is possible to count perfect matchings, it is natural to consider certain In order to analyze this parameter, we slightly modify our definitions: we 
245
For a subset K of {1, 2, 3}, we let m K (X n ) = m K (X n , x) be the polynomial 246 that corresponds to perfect matchings of X n \ ϕ n (K). Note that it is still 247 true that m K (X n ) = 0 if |K| ≡ n mod 2. Furthermore, we have m {1} (X n ) = 248 m {2} (X n ) and m {1,3} (X n ) = m {2,3} (X n ) by symmetry. Finally, we obtain a 249 system of recurrences given in Table 2 . The initial values are given by
Straightforward induction shows that m {3} (X n ) = xm {1,2,3} (X n ) and Table 2 Recurrences for matching polynomials xm {1,2} (X n ) (this can also be seen from the bijection used in the proof of
252
Lemma 4), which allows us to simplify a little further:
Let us now consider the case when n is odd (so that a perfect matching exists), 254 the other case being analogous. Then, it is sufficient to consider m ∅ (X n ) and From the above equations, it follows that
and q r+1 = f (q r ), where f is the rational function
The initial values are a 0 = 2x and q 0 = 1 2
for all t ∈ (0, ∞); furthermore, it is not difficult to show that |f (1 + u) −
263
1| ≤ 2(r + 1) −1/2 if |u| ≤ 2r −1/2 , and so straightforward induction shows that 264 |q r − 1| ≤ 2r −1/2 for all r, implying that q r tends to 1, uniformly in x. Taking 265 logarithms in (2) yields 266 log a r+1 = 9 log a r + log 16 − 6 log x + log q
and note that ε r = O(r −1/2 ). Hence,
267
log a r = 9 r log a 0 + r−1 j=0 9 r−j−1 (log 16 − 6 log x + ε j ) = 9 r log a 0 + 9 r − 1 8 (log 16 − 6 log x)
where G(x) is given by
From this we obtain (one third of the total number of edges in a perfect matching, as it was to be 274 expected), while the variance is
In the same way, one finds G (1) = and variance
Generally, if a sequence of graphs X n is constructed as described in this paper,
287
any edge in X n can be "traced back" to an edge in X 0 , and one can consider the 288 number of edges in a random perfect matching that can be traced back to one 289 specific edge in X 0 . For θ = 2, i.e. two distinguished vertices, it follows quite 290 immediately that the limit distribution is either normal (as in the example 291 above) or degenerate, which can be seen as follows. Note that no symmetry 292 condition at all was necessary, so we can consider polynomials m 0 (X n , x) and 293 m 2 (X n , x) instead of the ordinary counting sequences m 0 (X n ) and m 2 (X n ).
294
The solution is still the same-the polynomial m 0 (X n , x) can be explicitly 295 written as
where C 0 (x) and β(x) are given by
with a, b, s, ν, γ, τ as in Section 4.1. The normalized polynomial m 0 (X n , x)/m 0 (X n , 1)
298
is thus given by Generally, for θ ≥ 3, it can be expected that the distribution is still asymptot-302 ically normal or degenerate, but this seems to be difficult to prove, considering 
The initial values are given by (m 0 (X 0 ), m 2 (X 0 ), m 4 (X 0 )) = (3, 1, 1).
318
It is obvious from the recurrences that 319 m 0 (X n ) m 4 (X n ) = 3 for all n. Furthermore, if we set 320 q n = m 2 (X n ) m 4 (X n ) , then q n+1 = q 2 n + 3 2q n , and so q n converges to √ 3 at a doubly exponential rate, i.e. q n = √ 3 + O(C 2 n ) 321 for some 0 < C < 1. The same follows for the quotient 322 m 0 (X n ) m 2 (X n ) = 3 q n , and so we have This constant, without the precise asymptotic behavior, was also determined 326 in [1] .
327
Due to the fact that the polynomials in the recurrences are no longer mono- See Section 2.1.3 for definitions. Here we have s = θ + 1, |VG| = θ 2 , δ = θ,
The eigenvalues of A are s = θ + 1, 1, 1, −1 (taking algebraic multiplicity into 344 account), where the eigenvalue 1 has geometric multiplicity 1. For simplicity we restrict to the case when VX n is always even for n > 0. As 
