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Summary
The objective of this project was to develop a calculation tool for the added
resistance of ships in ocean waves. To this end a linear potential ﬂow time-domain
numerical seakeeping solver has been developed. The solver is based on high-
order ﬁnite-diﬀerence schemes on overlapping grids and has been implemented
using the Overture framework for solving partial diﬀerential equations on overset,
boundary-ﬁtted grids. This library includes support for parallel processing and
a variety of direct and iterative system solvers. The non-linear water water wave
problem is linearised about two base ﬂows namely: the uniform stream, and the
double body ﬂow. The resulting linearised initial boundary value problem has
been solved in the time domain. In order to march the free surface in time, the
fourth-order Runge-Kutta integration scheme has been used to integrate the
kinematic and dynamic free-surface boundary conditions.
The ﬁeld continuity equation has been discretised by a centered fourth-order
ﬁnite diﬀerence scheme which also includes ghost layers at the boundaries. For
the zero-speed hydrodynamic problem, the same centered scheme can be utilised
to calculate the free-surface derivatives. In the case of the forward-speed problem
however, the convective terms in the free-surface conditions have been calculated
using an upwind biased scheme, where the stencil is weighted in the upwind
direction. As an alternative to using the biased scheme, a ﬂexible ﬁltering scheme
has been implemented which can be applied to the solution after each time step.
The ﬁltering scheme can be used with the centered ﬁnite diﬀerence scheme. Both
of these strategies introduce numerical diﬀusion into the model to ensure the
stability in the case of the forward-speed hydrodynamic problems.
The developed computational strategy has been applied to solve three hydro-
ii
dynamic problems: the wave resistance problem, the radiation problem, and
the diﬀraction problem. The main objective was to ﬁnd the ﬁrst-order velocity
potentials, free-surface elevation and the body motions that are required to
calculate the wave drift force or the added resistance. Instead of solving the
time-domain water wave problem by the impulse response function approach,
a pseudo-impulsive Gaussian motion is used in this project. In the case of the
diﬀraction problem the pseudo-impulse describes the elevation of the incident
waves. In the radiation problem this is the displacement which will be applied to
the body in the time-domain. The time-domain solutions of the hydrodynamic
problems are then Fourier transformed to get the frequency-domain solutions.
In the case of the radiation problem these are the added mass and damping
coeﬃcients. For the diﬀraction problem we obtain the wave exciting forces in the
frequency domain. By solving the equation of motion the response amplitude
operators for six degrees of freedom are also calculated. For each hydrodynamic
problem, the free-surface elevation along the waterline, the velocity potential
and its gradients on the body surface, are obtained in the frequency domain
via Fourier transform of the transient solutions. All this frequency-domain data
is then used to calculate the added resistance in the frequency domain. This
has been implemented using the near-ﬁeld formulation. The solver has been
validated against analytical solutions for simple exact geometries like a cylinder
and a sphere. The solver is now ready to be exercised on real ship geometries.
Resume´
I dag sejler skibe relativt langsomt, fordi det giver bedre eﬀektivitet i form af
mindre brændstoﬀorbrug og reduceret udslip af forurening. At sejle langsomt er
ogs˚aden nemmeste vej mod at opfylde de kommende krav til udslip af drivhus
gasser fra den maritime industri. Det giver et incitament til at designe nye
skib til lav fart og dermed med mindre motorer. Men optimeringen af skibets
eﬀektivitet ma˚ikke g˚aud over sikkerheden. For eksempel skal et skib altid have
fornøden motorkraft til at kunne undg˚akysten, selv i en p˚alandsstorm. Derfor
er det meget vigtigt at kunne forudsige, hvor meget skibets modstand forøges i
h˚ardt vejr.
Forskellen mellem skibets modstand i stille vand og i bølger kaldes for mod-
standsforøgelse, eller p˚aengelsk added resistance, og den er afhængig af skibets
fart, form og bevægelse i bølgerne. Fordi modstandsforøgelsen teknisk set er en
relativ lille størrelse, som er fremkommet som en sum af mange store, positive og
negative størrelser, er den meget vanskelligt at beregne og meget krævende i at
modellere, n˚ar man anvender numeriske modeller. Form˚alet med dette projektet
var at opbygge en ny og eﬀektiv beregningsmetode til estimering af et skibs
bevægelser og modstandsforøgelse i bølger. Metoden skulle være i stand til at
regne med meget ﬁne beregningsnet og dermed et stort antal netpunkter for at
sikre robuste og konvergente resultater. Metoden er opbygget og valideret for
simple geometrier. I løbet af de næste to a˚r skal den videreudvikles og anvendes
for relevante skibsformer, hvorved den vil blive stillet til r˚adighed for danske
maritime industri.
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Chapter 1
Introduction
1.1 Background
The rising cost of fuel for shipping and the increasing concern for the emissions
from the world’s merchant ﬂeet, has made the concept of slow steaming more
and more popular. This is mainly due to this simple fact that the fuel consump-
tion decreases as the speed of the ship is lowered. Slow steaming tends to be
beneﬁcial even after taking in to account the number of extra voyage days that
ships required to move the same amount of freight per year.
Motivated by this idea, a European Union project called ULYSSES was initi-
ated (Ultraslowships, 2013). The aim of the project was to demonstrate that
the eﬃciency of the world ﬂeet could be increased, and the subsequent emissions
reduced, by a combination of ultra slow steaming (down to 5 knots) and comple-
mentary propulsion technologies. Reducing the speed brings some new challenges
to the design and the operation of ships. This will aﬀect the engine and the
machinery, the ship structure, the ship resistance and the propulsion system, the
maneuverability and the seakeeping properties. Among other partners in the
project who were involved in the study of the inﬂuence of slow steaming on the
above-mentioned issues, the Technical University of Denmark has been involved
in developing a tool for calculating the added resistance of slow ships in waves.
To this end the Department of Mechanical Engineering assigned a Ph.D. project
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with the aim of implementing and developing such a tool that can robustly and
reliably predict the added resistance of ships. The accurate prediction of the
added resistance becomes more important in the case of slow steaming, as the
added resistance value relative to the calm water resistance gets larger when the
speed is decreased. The correct prediction of the added resistance is necessary
in the design stage, and is a determining factor to make sure that the vessel can
keep the desired speed in storm conditions.
Many established methods exist for computing the added resistance, mainly
based on strip theory and 3D panel methods. The prediction of the added
resistance using the strip theory suﬀers form this fact that in the strip theory the
free-surface boundary condition is that of zero-speed hydrodynamic problems,
and in this scene is not consistent. Moreover the strip theory does not properly
account for 3D end eﬀects. On the other hand the existing 3D methods have not
been able to convincingly demonstrate the convergence of the added resistance,
presumably due to the computational limitations and poor scalability that is
bound to the panel methods. Motivated by this background, a 3D complete
linear seakeeping solver with a ﬂexible linearisation has been developed based
on high-order ﬁnite-diﬀerence method during this Ph.D. project. Assuming that
N is the number of grid points, the computational strategy exhibits linear O(N)
scaling, and has the possibility to be further developed for parallel computing.
The idea is to use these computational features in the near future, and try to
demonstrate the convergence of the added resistance calculations, which requires
systematic grid reﬁnement and increasing computational eﬀort. During the
course of the Ph.D. project, the added resistance calculations have been carried
out based on the two-dimensional strip theory ship motion data (Salvesen et al.,
1971), and using the methods proposed by (Faltinsen et al., 1980), (Salvesen,
1974), (Salvesen, 1978) and (Gerritsma and Beukelman, 1972). The added
resistance for a speciﬁc voyage has been estimated using the assumption that
there is a slowly-varying random sea condition which can be described by a
relevant wave spectrum. Then the total added resistance has been calculated by
the summation of all contributions from the wave spectrum.
At the same time the work on developing a fully three-dimensional tool for added
resistance calculation has been under way, and this Ph.D. thesis includes the
description of the development of the provided tool. In the following lines, ﬁrst
the diﬀerence between the resistance and the added resistance of the ships is
explained.
1.2Resistance 3
1.2 Resistance
The resistance is a horizontal force which is exerted on a moving ship in otherwise
calm water. The resistance force determines the required power which should be
supplied by the propulsion system in order to keep a steady forward motion in
calm water. There are several components which contribute to the resistance of
the ship, and they vary in strength depending on the type of the ship hull. A
very good and comprehensive explanation of all these resistance components can
be found in a work by (Larsson and Raven, 2010).
The total resistance in calm water comprised of the wave resistance and the
viscous resistance. The wave resistance is due to the wave making property of a
ship hull in calm water. The resulting wave system is known in the literature as
the Kelvin wave pattern, which consists of two sets of diverging and transverse
wave systems. The goal is to minimise the wave making property of the ship
hull especially by studying the diﬀerent wave systems which are generated from
diﬀerent features of a ship hull geometry like the bow or the stern. The optimised
situation happens when all these wave systems are out of phase and destroy each
other. The numerical study of the wave resistance components is performed
mostly using potential ﬂow theory and the boundary element method. The wave
resistance can also be due to wave breaking and spray formation in the case of
high-speed vessels.
The other well-known resistance component originates from the viscosity, and
can be due to either the tangential or the normal stresses on the surface of the
vessel. A considerable part of this component of the resistance is due to the
ﬂat-plate friction which is due to the tangential force on the surface of the body.
In contrast to a ﬂat plate, the ﬂow in the case of a blunt body will separate,
and this causes two more resistance components which exist because of viscosity-
induced ﬂow separation. These components are accounted for by the form eﬀect
and the associated coeﬃcients. One part of this form eﬀect is due to the normal
stresses and the other part is due to the tangential stresses. The combination of
the form eﬀect resistance and the wave resistance is called residuary resistance.
Two non-dimensional numbers are associated with the resistance components;
the Froude number Fr = U√
gL
, and the Reynolds number Rn =
UL
ν , where
U is the forward speed, L is the appropriate length scale, ν is the kinematic
viscosity of the ﬂuid, and g is the acceleration due to the gravity. It is very well
established in the Naval Architecture community to predict the ship resistance
experimentally in towing tank facilities. It is unfortunately not feasible to scale
the ship model based on both the Froude and the Reynolds numbers. Instead
based on the well known Froude Hypothesis, the two components can be scaled
individually and summed together. Thus from the total resistance measured in
the experiment, the ﬂat-plate friction component of the model is subtracted to
get the wave making component of the resistance of the ship. The friction part
of the full-scale ship resistance is then calculated using the ﬂat-plate friction of
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the wetted surface of the ship. To improve on this, there is the ITTC-78 method
where the form eﬀects are accounted for properly. The detailed calculation
methodology for both methods has been well explained in (Larsson and Raven,
2010).
1.3 Added resistance
Let us consider the ship sailing in ocean waves instead of the calm water.
This time the ship is exposed to the time dependent and unsteady wave forces
(diﬀraction problem) which causes it to oscillate in 6 degrees of freedom (radiation
problem) while moving with a forward speed. These unsteady motions and forces
are of special focus in a branch of Naval Architecture that is called seakeeping.
During the past decades there has been a great deal of numerical research on
the topic of seakeeping, mainly using potential ﬂow theory either in a linearised
or non-linear form, and usually based on the boundary element method. The
unsteady forces due to the ship motions and the ocean waves are the origin of a
steady force called wave drift, which acts as an extra force component exerted
on the moving ship, and must be overcome in order to keep the desired forward
speed. The longitudinal wave drift force is in fact the added resistance of the
ship sailing in ocean waves, and should be added to the resistance of the ship in
the calm water in order to get the required engine power and propulsion. There
are other sources for the added resistance of the ship like the wind, but in this
project the focus was only on the added resistance which is caused by the ocean
waves.
1.3.1 Wave drift force
In the linearised seakeeping model where all the unsteady forces and motions
are of ﬁrst order i.e proportional to the amplitude of the incident waves, the
wave drift force is of second-order. As its name implies the drift force results in
a net excursion of a freely ﬂoating body, and will be undesirable if opposes the
direction of the moving ship. The eﬀect of the drift force can be simply observed
by watching how a ﬂoating object under the action of sea waves will drift and
move slowly in the direction of wave propagation. A very simple mathematical
explanation for the steady drift force can be found by considering the fact that
when two sinusoids with the same frequency but arbitrary phase and amplitude
are multiplied together, the result is a new sinusoid with twice the frequency of
the original sinusoid, plus a steady term that is dependent on the amplitudes
and the phase of the original sinusoids. This is shown in Figure 1.1, where the
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Figure 1.1: The product of two sinusoid
blue and the green lines show the original sinusoids with the frequency ω. The
result is the sinusoid with 2ω frequency which is shifted along the vertical axis.
If we consider the Bernoulli equation which can be used to get the forces on
the oscillating ship, and assume a time-harmonic motion, then it is obvious how
the existence of the product of two ﬁrst-order quantities gives rise to the mean
second-order wave drift force, as is clear in Figure 1.1.
The objective of this project is in fact to develop a tool which can be used to
calculate the wave drift force on a ﬂoating body moving with a steady forward
speed in ocean waves. In order to do this we need to ﬁnd all these ﬁrst-order
so-called ”ingredients” that are denoted above by the sinusoids with frequency
ω. A potential ﬂow model is used to describe the ﬂuid motion around the body,
which is in the form of the velocity potentials for diﬀerent types of the body
motions. Basically there are two diﬀerent approaches for calculating the wave
drift forces from the results of the linearised seakeeping problem: Near-ﬁeld
and the Far-ﬁeld. In the ﬁrst approach the drift force is calculated using the
integration of the second-order pressure terms on the surface of the body. In
the far-ﬁeld method, conservation of energy or momentum is used to derive a
relation for the second-order wave drift force based on the solution in the far-ﬁeld.
Throughout many years the main challenge has been to show the convergence of
the wave drift force based on these diﬀerent approaches. In the following section
a brief review is given of the literature dealing with calculation of the wave drift
force.
6 Introduction
One of the ﬁrst studies on the drift force is the work done by (Maruo, 1960). He
develops the far-ﬁeld equation for two- and three-dimensional ﬂoating objects,
and gives a formulation for the wave drift force based on the Kochin function.
The Kochin function relates the wave elevation in the far-ﬁeld to an integral
over the surface of the body. In a similar work (Newman, 1967), formulated the
far-ﬁled method and included also the drift moments. If one can ﬁnd the velocity
potentials due to the ship motions, then it is possible to calculate the drift force
using the above mentioned formulations. There are also a number of formulation
based on the two-dimensional strip theory method. For example (Salvesen et al.,
1971) developed a near-ﬁeld formulation, which can be used to get the drift force
of the ship when two-dimensional strip theory results are known for the ship
motions and velocity potentials. Another example of two-dimensional method is
(Gerritsma and Beukelman, 1972) in which based on conservation of energy an
equation has been derived for the added resistance. The fully three-dimensional
solutions for the ship motions are theoretically superior and should therefore
give a better prediction of the wave drift force. In this respect the calculation
of the wave drift force is to a large extent dependent on the method which is
applied for solving the seakeeping problem. The boundary element method is
and has been the method of choice for calculation of the linear and non-linear
ship motions. Among other studies on the potential ﬂow wave-structure inter-
action using this method, are those which have been conducted at MIT in the
USA. Some examples are (Nakos, 1990), (Bingham, 1994), (Kring, 1994) and
(Korsmeyer, 1988). These research works have resulted in to the development
of two software tools, WAMITand TIMIT, which are also able to calculate
the wave drift force for zero and forward-speed problems respectively. The same
types of research based on the boundary element method have been under way
at the Delft University of Technology in the Netherlands where both linear and
non-linear potential ﬂow models have been developed to calculate the added
resistance of the ships. (Prins, 1995), (Bunnik, 1999) and (Huijsmans, 1996) are
among these studies.
In a novel approach for solving the linear seakeeping problem and calculation of
the added resistance, (Shao and Faltinsen, 2012) proposed a new formulations
for the relevant boundary value problem based on the body-ﬁxed coordinate
system. By this new formulation the body boundary condition does not involve
the so-called mj terms which is hard to calculate in the case the body has sharp
corners.
At the Technical University of Denmark a similar study has been conducted
by (Joncquez, 2009). This work is based on the Rankine boundary element
method where both the body surface and the free surface are discretised. The
convergence of the wave drift force calculated from diﬀerent formulations is
diﬃcult to demonstrate using the boundary element codes. This is probably due
to the quadratic scaling of the solution eﬀort when the number of panels are
increased. Over the past couple of years at the Technical University of Denmark,
a high-order ﬁnite-diﬀerence computational strategy has been developed for water
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wave simulation and calculation of the wave-structure interaction, (Bingham
and Zhang, 2007), (Engsig-Karup et al., 2012) and (Engsig-Karup et al., 2009).
These computational methods exhibit a linear scaling of the computational
eﬀort with an increasing number of solution unknowns. Due to the high order
numerical accuracy of these methods, very few grid points are needed in the
vertical direction (typically ten) which leads to a relatively small factor between
the required number of unknowns relative to Rankine-type panel methods which
discretise the complete ﬂuid boundary. This makes the methods computationally
attractive when compared to these methods.
This fact was the motivation to use the high-order ﬁnite-diﬀerence method to
develop a prediction tools for the added resistance of the ships in the ocean
waves. To this end, a library called Overture (Brown et al., 1999) has been
used, which provides the capabilities regarding the high-order ﬁnite-diﬀerence
decretisation, and at the same time contains an overlapping grid generation tool
Ogen (Henshaw, 1998c), which can be used to represent complex boundary
geometries. The current project builds on the zero-speed, two-dimensional work
carried by (Read and Bingham, 2012). In the mentioned work a linear solver
based on the potential ﬂow model has been written inside the Overture library.
The solver has been able to solve the radiation problems for a submerged or
ﬂoating body with zero forward speed. The assignment of the current Ph.D.
project was to further develop the existing solver and ﬁnally provide a tool for
calculation of the wave drift force on ships. The major contribution has been to
introduce forward speed to the existing solver. The diﬀraction hydrodynamic
problem has also been added to the solver as part of this project. By solving the
equation of motion, all the required ”ingredients” for the calculation of the wave
drift force have been provided. Finally a near-ﬁeld formulation for the added
resistance has been implemented. This report explains in detail the development
process and presents the results of the ﬁnal prepared solver.
The structure of the thesis is the following. In the next chapter, a review of the
exact and the linearised water wave problem is presented. Here a review of the
boundary value problem for solving the forward-speed radiation and diﬀraction
problems is also provided. A large portion of the project has been spent on
introducing forward speed to the existing model. A detailed description of
this implementation and the related challenges regarding the stability of the
numerical scheme will be presented in chapter 3. A very brief overview of the
Overture library which has been used to develop this seakeeping tool is also
given here. The solver is validated against analytical solutions for the exact
primitive bodies like the cylinder and the sphere. The results of the validations
and the discussion will be presented in chapter 4. Finally the conclusions and
the future recommendations come in chapter 5.
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Chapter 2
Mathematical Formulation
In this section we present a review of the mathematical formulations for the
three-dimensional forward-speed hydrodynamic problems, which are going to be
solved in the course of this project.
The viscosity of the ﬂuid is neglected and a potential ﬂow model will be applied
to study the ﬂow ﬁeld. This is a reasonable assumption as the Reynolds number
based on the dimension of the body becomes very large in the case of wave
interaction with ship-like structures. This implies that the eﬀects of viscosity are
negligible, at least on a scale close to the dimension of the body. Still the eﬀect
of viscosity are important at small scales like the thickness of the boundary layer
around the body, and should be taken in to account if, for example, the friction
at the body surface is of any interest.
Having said this, we consider the motions of a submerged or ﬂoating rigid body
with a constant forward speed U in a semi-inﬁnite ﬂuid with an undulating free
surface. Two coordinate systems are deﬁned: the earth-ﬁxed system and the
body-ﬁxed reference frame which is attached to the body and translates with
the same forward speed as the body, as shown in Figure 2.1. The body is under
the inﬂuence of the incident waves and is free to oscillate in 6 degrees of freedom.
The ﬂow around the body is three-dimensional, and its kinematics are described
by the velocity potential Φ(x0, y0, z0, t) as follows:
(u, v, w) = ∇Φ(x0, y0, z0).
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Figure 2.1: The coordinate systems
In the coming sections the non-linear formulation is ﬁrst expressed, and the
linearisation process is described afterwards.
2.1 Non-linear boundary value problem
2.1.1 Governing equation
The continuity equation in the potential ﬂow model is described using the
Laplacian operator as follows:
∇2Φ = ∂
2Φ
∂x20
+
∂2Φ
∂y20
+
∂2Φ
∂z20
= 0. (2.1)
This is a linear equation that governs the entire ﬂow domain.
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2.1.2 Boundary conditions
The free surface is also subject to the boundary conditions which describe its
kinematic and dynamic behavior:
Dynamic free-surface boundary condition
The dynamic free-surface boundary condition, describes the normal pressure force
at the free surface. This condition is represented by the unsteady form of the
Bernoulli equation which can be expressed with respect to the ﬁxed coordinate
system by:
−p− p0
ρ
=
∂Φ
∂t
+
1
2
∇Φ · ∇Φ+ gz. (2.2)
The velocity potential and its time derivative take the following forms in the
moving frame of reference (Newman, 1979):
Φ(x0, y0, z0) = Φ(x+ Ut, y, z, t) ≡ φ′(x, y, z, t),
∂Φ
∂t
=
∂
∂t
φ′(x0 − Ut, y0, z0, t) = ( ∂
∂t
− U ∂
∂x
φ′(x, y, z, t)),
where φ′ is deﬁned as
φ = −U x+ φ′,
and φ is the total velocity potential expressed from the perspective of the moving
frame of reference. The unsteady form of the Bernoulli equation with respect to
the moving coordinate system is thus written as:
−p− p0
ρ
=
∂φ′
∂t
+
1
2
∇φ′ · ∇φ′+ gz − U ∂φ′
∂x
.
If the Bernoulli equation is written from the perspective of the moving frame of
reference, and based on the whole velocity potential φ, which contains a uniform
ﬂow, then:
−p− p0
ρ
=
∂φ
∂t
+
1
2
∇φ · ∇φ+ gz − 1
2
U2. (2.3)
By assuming atmospheric pressure p0 = 0 at the free surface η:
∂φ
∂t
+
1
2
∇φ · ∇φ+ gz − 1
2
U2 = 0 on z = η(x, y). (2.4)
Thus, the expression for the free-surface elevation becomes:
η = −1
g
(
∂φ
∂t
+
1
2
∇φ · ∇φ− 1
2
U2
)
z=η
. (2.5)
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Kinematic free-surface boundary condition
The kinematic free-surface boundary condition describes the fact that there
is no ﬂow across the free surface. This is expressed by relating the vertical
component of the the free-surface velocity to the velocity of the ﬂuid ﬁeld. The
total derivative of the free-surface proﬁle which gives the vertical component of
the velocity is:
d
dt
η(x, y, t) =
∂η
∂t
+
∂η
∂x
dx
dt
+
∂η
∂y
dy
dt
= w.
This can be re-expressed using the velocity potentials as:
d
dt
η(x, y, t) =
∂η
∂t
+
∂η
∂x
∂φ
∂x
+
∂η
∂y
∂φ
∂y
=
∂φ
∂z
. (2.6)
It is also possible to derive a combined dynamic and kinematic free-surface
boundary condition which contains only the velocity potential. This can be done
by taking the total derivative of (2.5) as follows:
∂2φ
∂t2
+ 2∇φ · ∇(∂φ
∂t
) +
1
2
∇φ · ∇(∇φ · ∇φ) + g ∂φ
∂z
= 0 on z = η(x, y). (2.7)
Body boundary condition
The ﬂuid domain is also bound to the body surface, and another boundary
condition is required to make sure that there is no ﬂux across the rigid body
boundary. On the instantaneous position of the body S(t) the no-ﬂux condition
as described by the observer in the moving reference frame can be expressed as:
∂φ
∂n
= 0 on S(t). (2.8)
Bed boundary condition
The same zero-ﬂux condition applies to the sea bed, where:
∂φ
∂n
= 0 on z = −h. (2.9)
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Radiation boundary condition
The radiated and scattered wave potentials should satisfy the radiation boundary
condition. This means that far from the body there should only be an outgoing
wave system. There are several ways of applying this boundary condition, mainly
dependent on the type of the solution methodology. For example one approach is
to apply the Sommerfeld boundary condition which makes all waves downstream
of the body travel towards inﬁnity with no reﬂection. This is prescribed in
two-dimension by the advection equation simply as:
∂u
∂t
= c
∂u
∂x
,
where u is the interested ﬂuid property and c is the phase speed of the wave.
This approach is useful when there is just one phase speed known at the outﬂow.
Using another method, one can stipulate the velocity potential at the downstream
locations to be that of an outgoing wave. For example in the frequency zero-speed
problems this can be written by (Faltinsen, 1993):
φ =
Aekz√
r
sin(kr − ωt+ ),
where r is radial distance from the body. In the current time-domain numerical
model, the radiation condition is associated with the truncation of the domain
for numerical solution.
The above-mentioned boundary value problem is exact bound to the poten-
tial ﬂow assumption. In the next section we present the linearised problem.
2.2 Linear Formulation
Although the governing equation (2.1) is linear, in fact the exact formulation of
the problem is non-linear in three senses:
- Appearance of the non-linear multiplication terms in the free-surface bound-
ary conditions (2.4) and (2.6).
- Imposition of the free-surface boundary conditions (2.4), (2.6) at locations
which are themselves part of the solution and are not known a priori.
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- Imposition of the body boundary condition, equation (2.8), on the instan-
taneous position of the body surface S(t), which is part of the solution
and is unknown a priori.
In the following sections the process to obtain the linear formulations
of the above-mentioned non-linear problem is presented. It is noted that
the linearisation process in both the zero and forward speed problems are
essentially the same. The only diﬀerence is the terms which appear due to
the forward speed of the body.
2.2.1 Decomposition of the solutions
A very notable diﬀerence between the zero-speed and forward-speed hydrody-
namic problems is the appearance of a steady velocity potential in formulations
of all boundary conditions. This happens due to the fact that the solution
quantities are expressed with respect to the translating frame of reference. This
implies that there is a time-independent ﬂow that arises from the forward speed,
and is superimposed on the oscillatory and unsteady ﬂow around the body. This
justiﬁes separation of the unknowns of the problem into the steady and the
unsteady contributions. The steady part is the solution for the case of a steadily
moving body in an otherwise calm water. This is the well-known steady wave
resistance problem that is applied to predict the wave making resistance of the
ship in calm water. The unsteady part is the solution due to unsteady motion of
the combination of the free surface and the rigid body due to the incoming waves.
In this thesis all values corresponding to the steady and unsteady solutions
are shown by the subscripts b and u respectively. We also refer to this steady
solution as the base ﬂow. Thus,
φ = φb + φu, (2.10)
η = ηb + ηu, (2.11)
S = Sb + Su, (2.12)
where η is the free-surface elevation and S denotes the instantaneous body
surface. In the next section, we describe further the properties of these ﬂows.
Steady solution (base ﬂow)
The steady solution of the problem, as implied by the name, is time independent.
A rigid body translating with a constant forward speed in otherwise calm water
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exhibits a steady solution that is best known by the Kelvin wave patterns in
the wake of the body. It is obvious that the steady wave problem in itself is a
non-linear problem, and the same procedure of linearisation is also valid in that
case. In the context of the ship resistance and added resistance, some studies
have been conducted at the Delft University of Technology (Bunnik, 1999), where
the wave drift forces have been calculated based a non-linear steady solution.
However in the current project as it has been illustrated in Figure 2.2, the
steady base ﬂow, φb is assumed to be one of the following:
• uniform ﬂow
Simply the uniform ﬂow with the velocity potential φb = −Ux. This
implies that in this type of base ﬂow the free surface is ﬂat, and there is
no consideration of the inﬂuence of the body geometry on the steady ﬂow.
Linearisation based on this ﬂow is known as Neumann-Kelvin linearisation.
• double-body ﬂow
This type of the base ﬂow is more sophisticated than the uniform ﬂow, as
it includes an approximation of the inﬂuence of the body on the steady
ﬂow and the free surface. The double-body ﬂow is obtained by solving a
boundary value problem which describes an inﬁnite domain ﬂow problem
made of the body and the ﬁeld plus their mirror images with respect to the
vertical direction. The double-body ﬂow is just a zero-order approximation
of the real steady ﬂow around the moving body. For the low speed range
this approximation is valid enough to get the satisfactory results. This
type of base ﬂow leads to the double-body linearisation, and is obtained by
solving the following boundary value problem:
∇2φdb = 0,
∂φdb
∂n
= 0 on Sb,
∂φdb
∂z
= 0 on z = 0,
∇φdb → −Uiˆ in the far ﬁeld,
Figure 2.2: Neumann-Kelvin and Double-body ﬂow
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where iˆ is the normal vector along the x direction, which is the forward
speed direction. If we write the double-body ﬂow as : φdb = −Ux + φ′db,
then the boundary value problem becomes:
∇2φ′db = 0,
∂φ′db
∂n
= 	W · n on Sb,
∂φ′db
∂z
= 0 on z = 0,
∇φ′db → 0 in the far ﬁeld,
where 	W = (U, 0, 0).
Unsteady solution
The unsteady solutions of the problem describes how the body and the free
surface are moving under the inﬂuence of forces applied by the incoming waves.
This problem becomes more complicated when we think that the motion of the
body due to the incoming waves generates another wave system that radiates from
the body. Moreover, part of the incident wave will be reﬂected from the body,
and this will generate yet another wave system around the body. A complete
solution to the unsteady problem is achieved by considering the interaction of all
these wave systems with each other. However, in the realm of the linear water
wave problem we are justiﬁed in neglecting higher than ﬁrst-order interaction
phenomena. For example, the interaction of the forces due to the radiated
waves and the incident waves is second-order, as each is dependent on the wave
amplitude. This implies that we can study these problems separately and then
superimpose the results. We thus divide the unsteady problem into the following
sub-problems: (Faltinsen, 1993).
• Diﬀraction problem
The problem of calculation of the velocity potentials and hydrodynamic
loads applied to the body while it is ﬁxed at its mean position, and is
under the actions of the incoming and scattered waves. This hydrodynamic
problem is called the diﬀraction problem and the velocity potential in
this case is composed of the velocity potential of the incident wave and
the velocity potential of the scattered waves. The applied forces and mo-
ments due to the undisturbed incident wave system is named after William
Froude and Aleksey Krylov as the Froud-Krylov force. This is simply the
integration of the undisturbed incident wave pressure force on the body
surface. There are also applied forces and moments due to the scattering
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velocity potential, and the sum is called the wave exciting force. As the
name implies, this force is the cause of the motion of the body.
• Radiation problem
The problem of calculation of the velocity potentials and hydrodynamic
loads applied to the rigid body while it is oscillating in six degrees of
freedom in otherwise calm water. There is no incoming or scattered wave
in place, and the only existing wave systems are those which are generated
by and radiated from the the oscillating body. This hydrodynamic problem
is called the radiation problem and the applied loads in this case are added
mass, damping and hydrostatic forces and moments. As mentioned before,
the source of the body oscillation is the wave exciting forces obtained
in the diﬀraction problem. A mutual relationship exists between these
two problems, meaning that in the radiation problem the body should
experience the same type of motion that results from the wave exciting
forces. For example, if the exciting force will result in the heave motion
of the body with frequency ω, then in the radiation problem we need to
know the added mass and damping due to the heave motion and at the
same frequency ω.
If we express the above-mentioned hydrodynamic problems using the corre-
sponding velocity potentials, then the total unsteady solution is written as:
φu = φ0 + φs +
6∑
j=1
φj , (2.13)
in which φ0 and φs denote the velocity potentials of the incoming and scattered
wave respectively. The velocity potentials due to the radiated waves are φj ,
where j corresponds to the degree of freedom of the body.
2.2.2 Perturbation Expansions
In order to progress further, the total velocity potential of the problem is
expressed as a decomposition into the steady and unsteady solution as follows:
φ = φb + φ0 + φs +
6∑
j=1
φj
︸ ︷︷ ︸
φu
. (2.14)
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In the linearisation process we write the exact solution of the problem as a power
series in a small relevant parameter  as follows:
φ = φb(x, y, z) + 
1φ(1)u (x, y, z, t) + 
2φ(2)u (x, y, z, t) + . . . , (2.15)
η = ηb(x, y) + 
1η(1)u (x, y, t) + 
2η(2)u (x, y, t) + . . . , (2.16)
S = Sb(x, y) + 
1S(1)u (x, y, t) + 
2S(2)u (x, y, t) + . . . . (2.17)
By this method the total non-linear solutions are broken into solution pieces
of increasing order starting from zero. In this project the interest is just in to
the ﬁrst-order solutions for the velocity potentials, and all higher order terms
are neglected in the above-mentioned expansions. The next step is to substitute
the decomposed solutions into the non-linear exact boundary value problem
expressed in the previous section and retain the results up to the order of . The
detailed linearisation process for the free-surface boundary conditions is further
mentioned in Appendix B, and just the linearised problem is presented here.
2.2.3 Linearised free-surface boundary conditions
Dynamic
− 1
2
U2 +
1
2
(∇φb · ∇φb) + 
[
gηu +
∂φu
∂t
+
ηu
2
∂
∂z
(∇φb · ∇φb)
+∇φb · ∇φu + gηb + ηb
2
∂
∂z
(∇φb · ∇φb)
]
= 0 on z = 0. (2.18)
Kinematic
− ∂φb
∂z
+∇ηb · ∇φb + 
[∂ηu
∂t
− ∂φu
∂z
− ηu ∂
2φb
∂z2
+∇ηu · ∇φb +∇ηb · ∇φu − ηb ∂
2φb
∂z2
]
= 0 on z = 0. (2.19)
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Combined
g
∂φb
∂z
+
1
2
∇φb · ∇(∇φb · ∇φb) + 1
2
∇φu · ∇(∇φb · ∇φb) + g ∂φu
∂z
+
∂2φu
∂t2
−
∂φu
∂t
+∇φb · ∇φu
g +
1
2
∂
∂z
(∇φb · ∇φb)
[
g
∂2φb
∂z2
+
1
2
∂
∂z
[∇φb · ∇(∇φb · ∇φb)]
]
+ 2∇φb · ∇(∂φu
∂t
) +∇φb · ∇(∇φb · ∇φu)
+
[U2
2g
− 1
2g
(∇φb ·∇φb)
](
g
∂2φb
∂z2
+
1
2
∂
∂z
[∇φb ·∇(∇φb ·∇φb)]
)
= 0 on z = 0.
(2.20)
If the time-dependent terms are dropped, the result is the combined free-surface
boundary condition that is obtained by (Nakos, 1990) for the steady wave
problem. This is also true in the case of the dynamic boundary condition (2.18).
2.2.4 Linearised body boundary condition
The linearisation of the body boundary condition is a lengthy process, and is
included in Appendix A. In this section we just present the result and the relevant
discussions. The ﬁnal linearised body boundary condition can be written as:
∂φu
∂n
= ξ˙ · n+ α˙ · (r× n)
+ ξ · [− (n · ∇)∇φb] +α · [− (n · ∇)(r×∇φb)] on z = Sb. (2.21)
This means that the body boundary condition for the case of an oscillating body
in six degrees of freedom can be expressed as follows:
∂φu
∂n
=
6∑
j=1
(ψ˙j · nj + ψj ·mj) on z = Sb. (2.22)
In which
(n1, n2, n3) = n,
(n4, n5, n6) = (r× n),
(ψ1, ψ2, ψ3) = (ξ1, ξ2, ξ3),
(ψ4, ψ5, ψ6) = (α1, α2, α3).
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And following (Ogilvie and Tuck, 1969), we deﬁne the well-known m-terms as
follows:
(m1,m2,m3) = −(n · ∇)∇φb,
(m4,m5,m6) = −(n · ∇)(r×∇φb). (2.23)
Note that if we subtract the uniform ﬂow from the base ﬂow then the m-terms
become:
(m1,m2,m3) = (n · ∇)( 	W −∇φ′b),
(m4,m5,m6) = (n · ∇)(r× ( 	W −∇φ′b)), (2.24)
where 	W = (U, 0, 0) and φ′b = −Ux+ φb, as explained in Appendix B.
In the following lines the body boundary conditions are also expressed in the fre-
quency domain. Since the system is linear, the time dependence of the variables
can be prescribed by a harmonic time dependence. In this case the response of
the body can be expressed as:
(ψ1, ψ2, ψ3) = Re{(ξˆ1, ξˆ2, ξˆ3)eiωt},
(ψ4, ψ5, ψ6) = Re{(αˆ1, αˆ2, αˆ3)eiωt},
in which ξˆ1, ξˆ2, ξˆ1 and αˆ1, αˆ2, αˆ3 are the complex phasors of the translational and
rotational motions of the body respectively. Moreover, each radiation velocity
potential can be expressed using the amplitude of the corresponding motion as:
φ1 = Re(ξˆ1ϕ1e
iωt), φ2 = Re(ξˆ2ϕ2e
iωt), φ3 = Re(ξˆ3ϕ3e
iωt),
φ4 = Re(αˆ1ϕ4e
iωt), φ4 = Re(αˆ2ϕ4e
iωt), φ6 = Re(αˆ3ϕ6e
iwt),
where ϕj is complex, and is the velocity potential due to the unit motion in jth
mode. Now the linearised body boundary condition can be expressed as:
∂ϕj
∂n
= iwnj +mj j = 1, . . . , 6 on z = Sb. (2.25)
Note that in the literature it is common to deﬁne the velocity potential of the
stationary base ﬂow for a unit forward speed of the ﬂoating body as
∇φb = U∇φ¯b, (2.26)
where φ¯b is the velocity potential in the case of a ﬂoating body having a unit
forward speed. Accordingly, this way of expressing the stationary ﬂow modiﬁes
the linearised body boundary conditions and the m-terms to:
(m1,m2,m3) = −(n · ∇)∇φ¯b,
(m4,m5,m6) = −(n · ∇)(r×∇φ¯b), (2.27)
and:
∂ϕj
∂n
= iwnj + Umj j = 1, . . . , 6 on z = Sb. (2.28)
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2.2.5 Linearised Bernoulli equation
By inserting the decomposed velocity potentials into the Bernoulli equation and
collecting the terms up to order , we arrive at:
p = −ρ
[
(
∂
∂t
− 	W · ∇)φu − 	W · ∇φ′b +∇φ′b · ∇φu + 1
2
∇2φ′b
]
, (2.29)
where 	W = (U, 0, 0) and φ′b = −Ux+ φb as it is explained in Appendix B.
2.2.6 Oscillating body as a linear system
A very important and notable aspect of the linearised wave-structure interaction,
is the fact that the ﬂoating or submerged body is regarded as a linear system, like
those in digital signal processing problems. A linear system exhibits a property
called sinusoidal ﬁdelity. This simply means that if the input to a linear system
is a sinusoidal wave, the output will also be a sinusoidal wave at exactly the
same frequency (Steven, 1999). The only diﬀerence is in the amplitude and the
phase of the output sinusoidal wave, which varies depending on the properties
of the linear system. This implies that if we conﬁne the motion of the body to
just one single frequency ω, every unknown of the problem can be expressed as
a single sinusoid:
x(t) = x0 cos(ωt+ ϕx),
where x(t) is the full solution, x0 is the amplitude of and ϕx is the phase of the
solution. This equation is the core of both the time-domain and the frequency-
domain analysis of linearised wave structure interaction. In the study of wave
structure interaction ω can simply be the frequency of the incident wave or the
exciting force, if we are thinking about the input to the system. On the other
side it can also be the frequency of the body motion if we are considering the
output from the linear system. This implies that if we know the frequency of
the incident wave, we also know the frequency of the response to the incident
wave. Just in order to emphasise the linear property, it is also worthwhile to
mention that if the system is non-linear, then the input frequency and output
frequency are not necessarily the same. This happens for example in the case of
tension leg platforms (Faltinsen, 1993), where there are some responses at the
frequencies of the sum or diﬀerence of the frequencies of the incident waves. In
fact, the non-linear system exhibits responses at some frequencies that are not
among the frequencies of the input signal.
Due to the convenience in the manipulation of the sinusoids, in the majority
of the text books and research works a complex representation of the above-
mentioned sinusoid is preferred. It is obvious that every real-valued sinusoid can
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be expressed by one of the following identical representations: (Falnes, 2002)
x(t) = x0 cos(ωt+ ϕx),
x(t) = Re{xˆ e(iωt)},
x(t) =
xˆ
2
eiωt +
xˆ∗
2
e−iωt,
where xˆ = x0 e
iϕx is called the complex phasor, and ∗ denotes the complex
conjugate. The complex phasor as a single property contains two types of
information: the amplitude of the response x0 and the phase of the response
ϕx. So if we are interested in the response of the linear system at a speciﬁc
frequency, we just need to ﬁnd the complex phasor xˆ at that frequency, as the
time dependency of the problem is already known from e±iωt. This is in fact the
goal in the frequency-domain analysis of the wave-structure interaction: ﬁnding
the complex phasors for the velocity potentials, forces, body motions, and every
other property of interest which is time harmonic.
There are two approaches in the study of the oscillatory motions of a body
under the action of the waves: the frequency domain and the time domain. In
the following sections the fundamentals of these analyses are brieﬂy described.
2.2.7 Frequency-domain analysis
In the frequency-domain approach, all unknowns of the problem are assumed to
be time harmonic in a speciﬁed frequency. This removes the time dependency in
the governing equation (2.1) and in all boundary conditions which are derived
above, and produces new expressions for the boundary conditions which are
now based on the complex phasor of the velocity potentials and the body
motions. This has been done in the case of the body boundary condition in
(2.25) and (2.28). As the name implies, there should be a frequency ω present
in all frequency-domain formulations. This means that in the frequency-domain
approach for each frequency we have a unique boundary value problem that
should be solved separately in order to get the complex phasors of the unknowns.
A well-known example of this type of analysis is WAMIT, which is a software
based on the boundary element method, and is widely used to calculate the
wave-structure interaction with zero speed. (Lee, 1995).
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2.2.8 Time-domain analysis
Generally, in this type of analysis the boundary value problem is solved for
a desired type of motion and for a speciﬁed time duration. In this case at
each instance of the time, a boundary value problem should be solved, and the
time dependency is existing in all equations for the boundary conditions of the
problem. There is a fundamental and mutual relationship between the time- and
the frequency-domain analyses. If the solution from the time-domain analysis is
Fourier transformed, then the complex phasors of that solution for a range of
frequencies will be obtained in the frequency domain. This range of frequencies
is dependent on the type of the body motion in the time domain. Now it is most
advantageous and ideal if in the time-domain analysis, the prescribed arbitrary
motion is of such a type that the transform of the time-domain solutions produces
the frequency-domain solutions for all possible, or at least a very broad range of
frequencies. This ideal case can be achieved if we apply an impulsive motion
to the body, as the Fourier transform of an impulse is a constant value at all
frequencies. This is also ideal from the perspective that if we know the response
of a system due to an impulsive input, then we are able to calculate the response
of the system to any arbitrary input by the convolution of the impulse response
function:
φ(t) =
∫ ∞
−∞
K(t− τ)ζ(τ) dτ, (2.30)
where K is the impulse response function for the interested property φ, and
ζ(t) is the desired input. Obviously the impulsive input need not to be deﬁned
necessarily for the body motion. It can be equally deﬁned for example for the
wave elevation. So in the above convolution K can be the impulse response
function for the velocity potential in the ﬂow ﬁeld if the input is an impulsive
wave elevation. Then, φ is the velocity potential in the ﬂow ﬁeld due to the
desired wave elevation shown by ζ(t). The core idea is that the impulse response
functions in the time domain describe the behavior of the system, in exactly the
same manner as the frequency response functions (the complex phasors) do in
the frequency domain.
Of the earliest studies in to the time-domain ship motions using the impulse
response function is the work of (Cummins, 1962), where he presents the time-
domain formulations based on the impulse response function both for the dynamic
and hydrodynamic unknowns, like body motion and the velocity potentials re-
spectively. Other notable works of this type are (Beck and Liapis, 1987) (Ogilvie,
1964), (Bingham, 1994), and (Liapis, 1986). A well-known time-domain software
program is also TiMIT, which is based on the boundary element method for
the forward-speed problems.(Korsmeyer et al., 1999)
It can be yet more eﬃcient if we can specify the motion of the body in a
way that the solutions are obtained for a desired range of frequencies. A study
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of this type has been done by (Beck and King, 1989) in which they applied a
pseudo-impulsive Gaussian type motion in the time-domain analysis. Here the
range of frequencies can be controlled and modiﬁed by changing the shape of
the Gaussian impulse. In the current study the same approach is taken and the
hydrodynamic problems in the time domain are solved due to a pseudo-impulsive
body motion.
In the coming sections the relevant time-domain formulations are presented, but
ﬁrst it is described how the steady base ﬂow is solved, as it must be known
before solving the linearised unsteady hydrodynamic problems. It is important to
note that all three forward-speed hydrodynamic problems that are solved in this
project, have the same free-surface boundary conditions. The only diﬀerence is
in the body boundary condition, which will be described in the coming sections.
2.3 Steady wave resistance problem
The steady wave resistance problem can be solved using the same boundary
value problems as those which are used for the unsteady problem. The only
diﬀerence is in applying the body boundary condition. If we are not interested
in the transient solution in this case, this hydrodynamic problem can be treated
as a steady problem and can be solved through a boundary value problem
where the time dependent terms in the boundary conditions are removed. It is
also possible to consider the wave resistance ﬂow as an unsteady problem and
calculate the solution up until it becomes fully developed and steady. Then an
initial boundary value problem should be solved in which all time dependent
terms in the boundary conditions are in place. This hydrodynamic problem
can be solved either by Neumann-Kelvin or double-body linearisation. In the
following the body boundary conditions are shown for each case. The free-surface
boundary conditions are identical to (2.18) and (2.19).
2.3.1 Neumann-Kelvin
The total steady velocity potential in this case is comprised of:
φb = −Ux+ 0 + φu. (2.31)
A zero is intentionally included in the equation to emphasize that the base ﬂow
in the Neumann Kelvin linearisation is just a uniform ﬂow without taking into
account any disturbance introduced by the body. The body boundary condition
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in this case is:
∇φb · n = ∇(−Ux+ φu) · n = 0,
or:
∂φu
∂n
= 	W · n, (2.32)
where 	W = (Ux, 0, 0).
2.3.2 Double body
The total steady velocity potential in this case is comprised of:
φb = −Ux+ φ′db + φu. (2.33)
In this case φ′db is the solution of the boundary value problem for the double-body
ﬂow which has been presented in section 2.2.1. In the boundary value problem
among the governing equation, a Dirichlet boundary condition is applied at the
inﬁnity by specifying φ′db = 0, and a Neumann boundary condition is applied
on the body by:
∂φ′db
∂n
= 	W · n.
Now the body boundary condition for the steady wave ﬂow φb becomes:
∇φb · n = ∇(−Ux+ φ′db + φu) · n = 0,
− 	W · n+ ∂φ′db
∂n
+
∂φu
∂n
= 0.
So the Neumann boundary condition for the wave resistance problem based on
the double-body ﬂow linearisation is:
∂φu
∂n
= 0. (2.34)
This is not surprising as in contrast to the Neumann-Kelvin case, the forcing
comes from the steady terms in the free-surface boundary conditions. The
double-body elevation can also be calculated using the dynamic free-surface
boundary condition (B.5) by dropping the unsteady terms as follows:
ηdb = − 1
2g
(∇φdb · ∇φdb − U2)z=ηdb . (2.35)
It can also be expressed based on φ′db as follows:
ηdb = − 1
2g
(
∇φ′db · ∇φ′db − 2U ∂φ′
∂x
)
z=ηdb
. (2.36)
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2.4 The unsteady motion of the body
In order to study the unsteady motion of the body in six degrees of freedom,
all the external forces must be applied to the body and the equation of motion
be written based on the conservation of linear and angular momentum. Each
conservation law leads to three separate equation of motions which are non-linear
in the sense that they contain terms which are product of the body motions.
If we express the equation of motion about a point located at (xg, yg, zg) with
respect to the center of gravity of the body then according to (Fossen, 2011):⎡
⎣XY
Z
⎤
⎦ = m
⎡
⎣u˙− vr + wq − xg(q
2 + r2) + yg(pq − r˙) + zg(pr + q˙)
v˙ − wp+ ur − yg(r2 + p2) + zg(pr − p˙) + xg(qp+ r˙)
w˙ − uq + vp− zg(p2 + q2) + xg(rp− q˙) + yg(pr + p˙)
⎤
⎦ , (2.37)
⎡
⎣KM
N
⎤
⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ixxp˙+ rq(Izz − Iyy)− (r˙ + pq)Ixz + (r2 − q2)Iyz + (pr − q˙)Ixy +
m[yg(w˙ − uq + vp)− zg(v˙ − wp+ ur)]
Iyy q˙ + rp(Ixx − Izz)− (p˙+ rq)Ixy + (p2 − r2)Izx + (qp− r˙)Iyz +
m[zg(u˙− vr + wq)− xg(w˙ − uq + vp)]
Izz r˙ + pq(Iyy − Ixx)− (q˙ + rq)Iyz + (q2 − p2)Ixy + (rp− p˙)Izx +
m[xg(v˙ − wp+ ur)− yg(u˙− vr + wq)]
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
(2.38)
where X,Y, Z,K,M and N denote the force and moments in the direction of the
translational and rotational degrees of freedom. They are in fact the resultants
of the forces and moments due to the diﬀraction and radiation problems. The
moment of inertia is denoted by I and the indices show the axis about which it
has been calculated. The translation and rotation of the body is also shown by
u, v, w and p, q, r respectively.
Up to this point we have applied the term ”linearisation” only to the hydrody-
namic part of the problem. The same linearisation should also be carried out in
the dynamic part of the problem. Doing this will lead to the following linearised
equation of motion with respect to the inertial frame of reference, which has a
constant forward velocity U . By neglecting the product terms from (2.37) and
(2.38) the linearised equation of motion is obtained as:⎡
⎢⎢⎢⎢⎢⎢⎣
X
Y
Z
K
M
N
⎤
⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎣
m(u˙− yg r˙ + zg q˙)
m(v˙ − zgp˙+ xg r˙)
m(w˙ − xg q˙ + ygp˙)
Ixxp˙− r˙Ixz − q˙Ixy +m(ygw˙ − zg v˙)
Iyy q˙ − p˙Ixy − r˙Iyz +m(zgu˙− xgw˙)
Izz r˙ − q˙Iyz − p˙Izx +m(xg v˙ − ygu˙)
⎤
⎥⎥⎥⎥⎥⎥⎦
, (2.39)
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or ⎡
⎢⎢⎢⎢⎢⎢⎣
X
Y
Z
K
M
N
⎤
⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎣
m 0 0 0 mzg −myg
0 m 0 −mzg 0 mxg
0 0 m myg −mxg 0
0 −mzg myg Ixx −Ixy −Ixz
mzg 0 −mxg −Iyx Iyy −Iyz
−myg mxg 0 −Izx −Izy Izz
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎣
u˙
v˙
w˙
p˙
q˙
r˙
⎤
⎥⎥⎥⎥⎥⎥⎦
. (2.40)
If the applied force and moments in the equation of motion are known, the
displacement of the body in all six degrees of freedom can be obtained. In
the next section the method of calculating these forces and moments will be
described.
2.5 Radiation problem
The applied forces in this hydrodynamic problem are the added mass and
damping. The classical deﬁnition of these forces in the time domain is done
by considering an impulsive motion on the body over a very short time. Then,
if this hydrodynamic problem is solved, the impulse response function, is also
known. By inserting the time-domain description of the forces and moments in
the equation of motion (2.40), then the result of (Bingham, 1994) is obtained:
6∑
k=1
[
(Mjk + ajk(	x)) x¨k(t) + bjk(	x)x˙k(t) + (Cjk + cjk(	x) + c
(0)
jk )xk(t)
+
∫ t
−∞
dτ K
(n)
jk (t− τ)
dnxk
dτn
(τ)
]
= Fj(t). (2.41)
Where the displacement of the ship is given by x(t) and the ship’s inertia matrix
is denoted by Mjk, and the linearised hydrostatic restoring force coeﬃcients are
shown as Cjk. The wave exciting force in jth direction is also given by Fj(t).
The radiation impulse response function K
(n)
jk , can be arbitrarily deﬁned based on
a convolution with the displacement, velocity or acceleration. This corresponds
to n = 0, 1 or 2. The radiation convolution integral in the equation of motion,
describes the forces due to the memory eﬀect that is a direct consequence of
the existence of the free surface. This means that after the impulse there is
motion in the ﬂuid, which contributes to the time dependent force on the body.
In contrast, in the case of inﬁnite and unbounded ﬂuid there is no memory
eﬀect, and ﬂuid motion stops when the impulse ends. So the total force in the
jth direction due to an impulse on the body in the kth direction, consists of
ajk(	x), bjk(	x), cjk(	x), c
(0)
jk (during the impulse), and the convolution of K
(n)
jk with
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dnxk
dnτ (after the impulse). The wave excitation force due to the scattered and
the incident waves (Froude-Krylov), which is also shown by Fj(t) can be deﬁned
by the convolution of the diﬀraction impulse response function with the wave
elevation:
Fj(t) =
∫ ∞
−∞
KjD(t− τ) ζ0(τ) dτ. (2.42)
Note that from now on all radiation related parameters are convolved with the
displacement. The equation of motion can also be expressed in the frequency
domain by substituting a harmonic motion with frequency ω:
xk(t) = Re{ξˆk(ω) eiωt}. (2.43)
As t → ∞, then we arrive at:
6∑
k=1
[−ω2 (Mjk + ajk (ω)) + iωbjk(ω) + Cjk] =
6∑
k=1
[
−ω2 (Mjk + ajk (	x)) + iωbjk(	x) + cjk(	x) + c(0)jk +
∫ ∞
0
Kjk(t) e
−iωt dt
]
,
where the frequency dependent added mass and damping are deﬁned as follows:
ajk(ω) = ajk(	x)− 1
ω2
Re (
∫ ∞
0
Kjk(t) e
−iωt dt), (2.44)
ajk(ω) = bjk(	x) +
1
ω
Im (
∫ ∞
0
Kjk(t) e
−iωt dt), (2.45)
Cjk = cjk(	x) + c
(0)
jk . (2.46)
The total force (during and after the impulse) applied to the body in the radiation
problem can be expressed as:
Fjk(t) = −ρ
∫∫
s0
(nj
∂
∂t
−mj) Φk(t). (2.47)
Correspondingly the radiation impulse response function is deﬁned as:
Kjk(t) = ρ
∫∫
s0
(
∂
∂t
nj −mj)ϕ(t) ds, (2.48)
where Φk(t) is the radiation velocity potential due to the prescribed displacement
in kth direction, and is deﬁned as:
Φk(t) = Nkx˙(t) +Mkx(t) +
∫ t
−∞
ϕk(t− τ)xk(τ) dτ, (2.49)
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in which N and M are solutions to the pressure release type problems which
describe the hydrodynamic problem during the impulse. The boundary value
problem to solve them is presented in (Bingham, 1994). We can also write the
time derivative of the total potentials as:
∂Φ
∂t
= Nkx¨(t) +Mkx˙(t) + ϕk(0)xk(t) +
∫ t
−∞
∂ϕk
∂t
(t− τ)x˙k(τ) dτ. (2.50)
Referring to the equation of motion we deﬁne:
ajk(	x) = ρ
∫∫
s0
Nknj ds, (2.51)
bjk(	x) = ρ
∫∫
s0
(Mknj −Nkmj) ds, (2.52)
c
(0)
jk (	x) = ρ
∫∫
s0
ϕk(0)nj ds, (2.53)
cjk(	x) = −ρ
∫∫
Mkmj ds. (2.54)
The relationship between the total radiation force and the corresponding impulse
response function can now be found using (2.47)–(2.54).
Fjk(t) = −ajkx¨k(t)− bjkx¨k(t)− cjkx(t)− c(0)jk xk(t)−
∫ t
−∞
Kjk(t− τ)xk(τ) dτ.
The convolution can be evaluated instead by the multiplication in the frequency
domain:
F{Kjk} = −
F{Fjk(t) + ajkx¨k(t) + bjkx¨k(t) + cjkx(t) + c(0)jk xk(t)}
F{xk(t)} . (2.55)
From equation 2.44, we can write:
F{Kjk(t)} = −ω2ajk(ω) + iωbjk(ω). (2.56)
This brings the following relation between the hydrodynamic coeﬃcients, Fourier
transform of the total force and Fourier transform of the displacement of the
body:
ω2ajk(ω)− iωajk(ω) = F{Fjk(t)}F{xk(t)} . (2.57)
The main point of presenting the basics of the time-domain formulations in this
section was to arrive at the above relation. As a pseudo-impulsive displacement
is instead applied to the body in the radiation problem, the added mass and
damping can be calculated using equation (2.57). Then, in this case, xk(t) is
the pseudo-impulsive Gaussian displacement.
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The body boundary condition in the radiation problem is expressed by (2.22),
and the velocity of the body ψ˙ is deﬁned by the time derivative of the following
Gaussian pseudo-impulsive displacement:
ψ = e−2π
2s2 t2 , (2.58)
where s is a parameter to control the range of the desired frequencies in the
frequency domain.
2.6 Diﬀraction problem
In the diﬀraction problem, as has been mentioned earlier, the body is ﬁxed at
its mean position and only the velocity potential of the incoming and scattered
waves exist. This means that there is no ﬂux into the body due to the sum of
all velocities. So the body boundary condition in this case and in the frequency
domain is expressed as:
∂
∂n
(φˆ0 + φˆs) = 0 on z = Sb, (2.59)
where φˆ0 and φˆs are the complex phasor for the incident and scattering wave
velocity potentials. The same condition expressed in the time domain can be
written as:
∂φs
∂n
= −∇φ0(r, t) · n. on z = Sb. (2.60)
The right hand side of the boundary condition must be evaluated at each time
step, and then used to calculate the scattered wave velocity potential φs.
An impulse response function K(r, t − τ) is ﬁrst deﬁned, which describes the
velocities in the domain due to a wave elevation ζ0(t) measured at the origin of
the coordinate system (King, 1987):
∇φ0(r, t) =
∫ ∞
−∞
K(r, t− τ) ζ0(τ) dτ. (2.61)
The velocity potential φ0 for a unit amplitude linear wave can be expressed in a
moving reference frame as:
φ0(r, t) = Re { ig
ω
cosh k(z + h)
cosh kh
e−ikα eiωet}, (2.62)
η0(r, t) = Re {e−ikα eiωet}, (2.63)
α = x cosβ + y sinβ, (2.64)
ωe = ω − kU cosβ, (2.65)
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in which ωe and ω are the encounter and the absolute frequencies of the incident
wave. The incident wave heading with respect to the positive x-axis is shown by
β, and head seas are described by β = π. Now it is quite straightforward to ﬁnd
the impulse response function by substituting ζ0 from the linear long-crested
wave ﬁeld. By the change of variable we can write:
∇φ0(r, t) =
∫ ∞
−∞
K(r, t− τ) eiωeτ dτ = eiωet
∫ ∞
−∞
K(r, τ) e−iωeτ dτ. (2.66)
In this case, the gradient of the velocity potential ∇φ0(r, t), can be calculated
from equation 2.62.
∇φ0(r, t) =
⎡
⎢⎢⎢⎢⎢⎣
gk
ω
cosh k(z+h)
cosh kh cosβ
gk
ω
cosh k(z+h)
cosh kh sinβ
i gkω
sinh k(z+h)
cosh kh
⎤
⎥⎥⎥⎥⎥⎦ e
−i kαeiωet = eiωet
∫ ∞
−∞
K(r, τ) e−iωeτ dτ.
Dividing by eωet and applying the inverse Fourier transform with respect to the
encounter frequency:
K(r, t) = F−1
{
⎡
⎢⎢⎢⎢⎢⎣
gk
ω
cosh k(z+h)
cosh kh cosβ
gk
ω
cosh k(z+h)
cosh kh sinβ
i gkω
sinh k(z+h)
cosh kh
⎤
⎥⎥⎥⎥⎥⎦ e
−i kα
}
. (2.67)
Note that we deﬁne the Fourier transform based on the angular frequency as
follows:
F{xωe(t)} = Xωe(ωe)=
∫ ∞
−∞
xωe(t) e
−iωet dt, (2.68)
F−1{Xωe(ωe)} = xωe(t) =
1
2π
∫ ∞
−∞
Xωe(ωe) e
iωet dωe, (2.69)
and based on the cyclic frequency as follows:
Ft{xt(t)} = Xf (f)=
∫ ∞
−∞
xf (t) e
−i 2πft dt, (2.70)
F−1t {Xt(t)} = xf (t) =
∫ ∞
−∞
Xf (f) e
i 2πft df, (2.71)
where f and ωe are cyclic and angular frequencies respectively, and ωe = 2πf .
The following relation also holds:
32 Mathematical Formulation
Xωe(ωe) = Xf (
ωe
2π
), (2.72)
Xf (f) = Xωe(2πf). (2.73)
Since k(r, t) is real, the right-hand side of the equation (2.67) must be complex
conjugate symmetric. This requires that the real part of the right-hand side has
even symmetry, so that:
K(r, t) =
1
π
Re
{
⎡
⎢⎢⎢⎢⎢⎣
gk
ω
cosh k(z+h)
cosh kh cosβ
gk
ω
cosh k(z+h)
cosh kh sinβ
i gkω
sinh k(z+h)
cosh kh
⎤
⎥⎥⎥⎥⎥⎦
∫ ∞
0
e−i kα eiωet dωe
}
, (2.74)
is the impulse response function for the gradient of the incident wave velocity
potential expressed in the moving reference frame.
2.6.1 Pseudo-impulsive input in the diﬀraction problem
We consider a Gaussian distribution of the wave amplitude in the time-domain
as follows:
ζ0(t) = e
−2π2s2 t2 . (2.75)
The wave velocity due to this wave can be calculated using the impulse response
function as follows:
∇φ0(r, t) =
∫ ∞
−∞
K(r, t− τ) e−2π2s2 τ2 dτ. (2.76)
It is well-known that convolution in the time-domain is equivalent to multi-
plication in the frequency-domain. This fact enables us to evaluate the above
convolution as follows:
F{∇φ0(r, t)} = F{K(r, t)}F{e−2π2s2 t2}. (2.77)
Using equation 2.67:
F{∇φ0(r, t)} = 1
πb
⎡
⎢⎢⎢⎢⎢⎣
gk
ω
cosh k(z+h)
cosh kh cosβ
gk
ω
cosh k(z+h)
cosh kh sinβ
i gkω
sinh k(z+h)
cosh kh
⎤
⎥⎥⎥⎥⎥⎦ e
−i kα e−
ω2e
a ,
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in which
a = 8π2s2,
b = s
√
2π,
F{ζ0(t)} = 1
b
e−
ω2e
a .
Now the inverse transform of the above equation gives the incident wave velocity
in the time domain as follows:
∇φ0(r, t) = 1
πb
Re
{
⎡
⎢⎢⎢⎢⎢⎣
gk
ω
cosh k(z+h)
cosh kh cosβ
gk
ω
cosh k(z+h)
cosh kh sinβ
i gkω
sinh k(z+h)
cosh kh
⎤
⎥⎥⎥⎥⎥⎦
∫ ∞
0
e−i kα e−
ω2e
a eiωet) dωe
}
. (2.78)
Or, if we do the Fourier transform of the input with respect to the absolute
frequency instead of the encounter frequency we have:
∇φ0(r, t) = 1
πb
Re
{
⎡
⎢⎢⎢⎢⎢⎣
gk
ω
cosh k(z+h)
cosh kh cosβ
gk
ω
cosh k(z+h)
cosh kh sinβ
i gkω
sinh k(z+h)
cosh kh
⎤
⎥⎥⎥⎥⎥⎦
∫ ∞
0
e−i kα e−
ω2
a eiωet dωe
}
. (2.79)
In the case of deep water, this integral can be calculated analytically, as demon-
strated by King (1987). In this project the inverse Fourier transform is used to
calculate the integral numerically. The analytical solution for deep water has
been used for validation purpose. After calculating the velocities in the time
domain, they are plugged into the right-hand side of the equation (2.60) to solve
for the velocity potential of the scattered waves.
In the case of making use of the symmetry of geometry and modelling just
half of the body, the velocity vector obtained above can be decomposed into two
components. Then the corresponding symmetric and anti-symmetric modes are
solved separately and ﬁnally the results are superimposed. This means instead of
solving a single problem in the case of modelling the whole domain, two separate
problems must be solved if just half of the geometry is used.
Using the same arguments regarding the impulse response function for the
incident wave velocities, the impulse response function for the incident wave
velocity potential can be found as follows:
φ0(r, t) =
1
π
Re {
∫ ∞
0
ig
ω
cosh k(z + h)
cosh kh
e−i(kα−ωet) dωe},
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and in the case of pseudo-impulsive incident wave amplitude this is expressed as:
φ0(r, t) =
1
πb
Re {
∫ ∞
0
ig
ω
cosh k(z + h)
cosh kh
e−i(kα−ωet) e−
ω2e
a dωe}. (2.80)
2.6.2 Froude-Krylov Force
It is possible to ﬁnd the time-domain description of the pseudo-impulsive incident
wave by calculating the integral (2.80), and then adding the results in the time
domain to the scattered wave potential to solve the diﬀraction problem. Since
the ﬁnal item of interest is the frequency-domain description of the velocity
potentials, the incident wave velocity potentials are evaluated directly in the
frequency domain using its exact and closed form relation. Using this method
there is no need to be concerned about the numerical approximation which is
involved in the calculation of the integral (2.80).
For the calculation of the Froude-Krylov force in the frequency domain this idea
is used to express the force as:
Xj0(ω) = ρg
∫
Sb
ωe
ω
cosh k(z + h)
cosh kh
e−i kα njdS, (2.81)
Which is the force on the body surface due to the undisturbed pressure due to
an incident wave of frequency ω.
In the case where body symmetry is used we can write:
e−i kα = e−ik (x cos β+y sin β)
= e−ik x cos β [ cos(ky sinβ)− i sin(ky sinβ)]. (2.82)
Now it can be seen that the complex phasor has a symmetric and antisymmetric
part. This is used to calculate the Froude-Krylov force when the body has a
symmetry plane. In fact, two complex phasors are calculated:
p¯s = ρg
ωe
ω
cosh k(z + h)
cosh kh
e−ik x cos β cos(ky sinβ),
p¯a = −i ρg ωe
ω
cosh k(z + h)
cosh kh
e−ik x cos β sin(ky sinβ),
Xsj0(ω) =
∫∫
s0
p¯s nj ds,
Xaj0(ω) =
∫∫
s0
p¯a nj ds.
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Note that the real and imaginary parts of the pressure complex phasors are:
Symmetric:
real : ρg
ωe
ω
cosh k(z + h)
cosh kh
cos(ky sinβ) cos(kx cosβ),
imag : −ρg ωe
ω
cosh k(z + h)
cosh kh
cos(ky sinβ) sin(kx cosβ).
Antisymmetric:
real : −ρg ωe
ω
cosh k(z + h)
cosh kh
sin(ky sinβ) sin(kx cosβ),
imag : −ρg ωe
ω
cosh k(z + h)
cosh kh
sin(ky sinβ) cos(kx cosβ).
2.6.3 Wave excitation force
In this section the relationship between the time-domain and frequency-domain
description of the wave excitation forces on the body is described. The wave
excitation force that is composed of scattering and Froude-Krylov forces, can
be expressed in the time domain using the following convolution with the wave
elevation ζ0:
Fj(t) = Re {Xj(ω)ζˆ0(ω) eiωet} =
∫ ∞
−∞
KjD(t− τ) ζ0(τ) dτ, (2.83)
where ζˆ0(ω) is the complex amplitude of the incident wave elevation and is
deﬁned as:
ζ0(t) = Re {ζˆ0(ω) eiωet}. (2.84)
The complex amplitude of the wave excitation force is also shown by Xj(ω). By
inserting the elevation from equation 2.84, into the convolution:
Fj(t) = Re {
∫ ∞
−∞
KjD(t− τ) ζˆ0(ω) eiωeτ dτ}
= Re {ζˆ0(ω) eiωet
∫ ∞
−∞
KjD(τ) e
−iωeτ dτ}. (2.85)
Comparing equation 2.83 with the above expression, reveals that the Fourier
transform of the diﬀraction impulse response function is equal to the complex
amplitude excitation force:
F{KjD} = Xj(ω). (2.86)
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Another interesting expression can also be found by doing the multiplication in
the frequency domain instead of the convolution in the time domain:
Fj(t) = F−1{F{KjD(t)}F{ζ0(t)}}. (2.87)
Taking the Fourier transform and using equation 2.86, we can write:
Xj(ω) =
F{Fj(t)}
F{ζ0(t)} . (2.88)
This is useful when the force in the time domain due to a pseudo-impulsive
incident wave is known, and the complex amplitude of the excitation force is
desired.
2.7 Wave drift force
Up to this point, in all calculations containing the pressure forces on the body,
the second-order term, ∇φ · ∇φ, in the Bernoulli equation, has been neglected.
This means that if we consider a time harmonic motion for the body, then the
mean ﬁrst-order wave force over one period is zero. This is obvious as all time
dependent terms in the force integral are multiplied by a sinusoid, and their
integral over one period is simply zero.
The situation for the mean wave force becomes diﬀerent when the second-order
terms in the Bernoulli equation are taken in to account. Again for a time
harmonic motion this implies that now we have terms that are the product of
two sinusoids. This time the mean force that is second order is not zero. This
can be shown by writing the product of two sinusoids based on their complex
phasors as follows:
p(2) = [A0 cos(ωt+ θ0)] [A1 cos(ωt+ θ1)]
= Re
{
X0e
iωt
}
Re
{
X1e
iωt
}
=
[X0
2
eiωt +
X∗0
2
e−iωt
] [X1
2
eiωt +
X∗1
2
e−iωt
]
=
1
4
[X0X
∗
1 +X1X
∗
0 ] +
1
4
(
X0X1 e
2iωt +X∗0X
∗
1 e
−2iωt
)
=
1
4
[X0X
∗
1 +X1X
∗
0 ] +
1
2
Re
{
X0X1 e
2iωt
}
, (2.89)
where X0 = A0 e
iθ0 and X1 = A1 e
iθ1 , are the complex phasors of the ﬁrst and
second sinusoids respectively, and ∗ denotes the complex conjugate. As can be
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seen, the ﬁrst term in the last equation represents the mean second-order force,
which can be simpliﬁed as:
p(2) =
1
2
[
Re(X0)Re(X1) + Im(X0) Im(X1)
]
. (2.90)
The above equation shows how the product of two time harmonic ﬁrst-order
quantities leads to a steady mean second-order value. This idea is used in
the coming section to calculate the mean wave force using the results of the
ﬁrst-order hydrodynamic problems described earlier. As will be shown, the
ﬁrst-order time-dependent terms which are multiplied by each other and give
rise to the mean drift forces are the velocity potential, the body motion, and the
free-surface elevation.
The mean wave-drift forces, in the case of zero-speed problems can be obtained
by only the ﬁrst-order solutions, as the second-order velocity potentials do not
contribute to the wave drift force. This is shown by considering the second-order
velocity potential term as (Faltinsen, 1993):
φ(2) = A+B cos(2ωt+ θ).
The term in the Bernoulli equation which results in the second-order force due
to this velocity potential is:
p(2) = −ρ∂φ
∂t
= 2ρωB cos(2ωt+ θ),
which has an integral over one wave period of zero. This is not necessarily
true in the case of forward-speed problems, as is shown by (Grue and Palm,
1993), where they present the boundary value problem for a steady second-order
velocity potential, and calculate its contribution to the ﬁnal wave drift force.
In this project only the ﬁrst-order velocity potentials have been solved for the
zero- and forward-speed problems, and the wave drift force is calculated using
only the ﬁrst-order quantities including the velocity potentials, their derivative
and the body motions.
2.7.1 Near-ﬁeld formulations
There are two types of formulations for the calculation of the wave drift forces:
near-ﬁeld and far-ﬁeld. In the near-ﬁeld approach the pressure forces are
integrated on the surface of the body, and in the far-ﬁeld approach which is
based on the conservation of energy or momentum, the drift force is obtained by
the integration over a control surface in the far-ﬁeld. In Appendix C, the basic
formulations of these two methods are presented and explained. At the time
of writing this thesis, only the near-ﬁeld method has been implemented in the
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code, and the far-ﬁeld method is yet to be included. In the coming section the
method to calculate the wave drift force is described for the real ship geometry.
In the near-ﬁeld approach, the second-order wave forces can be obtained by the
direct integration of the pressure components on the instantaneous wetted surface
of the body in the time-domain. In the Bernoulli equation if the second-order
terms are retained then the pressure equation becomes:
p = −ρ
[
(
∂
∂t
− ( 	W −∇φ′b) · ∇)φu−
( 	W · ∇φ′b − 1
2
∇φ′b · ∇φ′b − 1
2
∇φu · ∇φu) + gz
]
, (2.91)
and the force integral is expressed as:
− ρ
∫
S(t)
[
(
∂
∂t
− ( 	W −∇φ′b) · ∇)φu−
( 	W · ∇φ′b − 1
2
∇φ′b · ∇φ′b − 1
2
∇φu · ∇φu) + gz
]
n′ dS.
As can be seen, calculation of this integral requires knowledge of the body
motion and the free-surface elevation, as the integration domain is over the
instantaneous and wetted surface of the body. Moreover, the pressure integration
must be continued above the mean water level and up to the instantaneous
surface elevation as there is a second-order contribution due to the ﬁrst-order
pressure quantities. These non-linearities can be resolved by Taylor expanding
the exact pressure terms around the mean position of the body as follows:
p
∣∣∣
S
= p
∣∣∣
S0
+ (r′ − r) · ∇p
∣∣∣
S0
+ H.O.T. (2.92)
By this method, the pressure on the exact wetted surface is approximated using
the pressure on the mean wetted surface plus a term which takes into account
the oscillatory motions of the body. Note that the second term vanishes in the
case where the body is ﬁxed. The pressure form (2.91) must be inserted into the
above equation, and the integration performed over the mean body surface. The
normal and position vectors in the integral belong to the instantaneous body
position, and need to be approximated using those on the surface of the body at
the mean position.
The relation between two sets of coordinate systems with regard to the normal
and position vectors up to ﬁrst order has been derived in Appendix A by
(A.14). But in the calculation of the wave drift force, the approximation must
be continued to second order. This has been done by (Ogilvie, 1983), and can
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be written as follows:
r′ = r+ (ξ +α× r) + 2(Hr),
n′ = n+ (α× n) + 2(Hn),
r× n′ = r× n+ [ξ × n+α× (r× n)],
+ 2[ξ × (α× n) +H(r× n)]
where
H =
⎡
⎢⎢⎢⎢⎣
−(α22 + α23) 0 0
2α1α2 −(α21 + α23) 0
2α1α3 2α2α3 −(α21 + α22)
⎤
⎥⎥⎥⎥⎦ . (2.93)
is the transformation matrix.
On the other side, the size of the actual wetted surface can be estimated by
the sum of a mean wetted surface and an oscillatory surface due to the wave
elevation. This part exists regardless of the body motion or the forward speed,
and represents the drift force that is due to hydrostatic pressure above the mean
water line and over the body. This has been shown in the case of a standing
wave in Appendix C. The ﬁnal expression for the force can thus be written as:
∫
S
pn′ dS =
∫
S0
pn′ dS +
∫∫
ΔS0
pn′ dS. (2.94)
If the second integral on the right is expanded and the second-order terms
retained, then the pressure integral over the instantaneous wetted body surface
can be expressed as (Ogilvie, 1983):
∫∫
ΔS0
pn′ dS = 1
2
ρg
∮
wl
η′2n dl,
where η′ = η − ξ3 − yα1 + xα2. Now the second-order wave drift force can be
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expressed by collecting only the second-order terms in the force integral:
	F (2) = −1
2
ρ
∫
S0
(∇φu)2 n dS
−ρ
∫
S0
(
∂φu
∂t
− U ∂φu
∂x
+∇φu · ∇φ′b)(α× n) dS
−ρ
∫
S0
(gz − U ∂φ′b
∂x
+
1
2
(∇φ′b)2)Hn dS
−ρ
∫
S0
(ξ +α× r) · ∇
(∂φu
∂t
− U ∂φu
∂x
+∇φu · ∇φ′b
)
n dS
−ρ
∫
S0
(ξ +α× r) · ∇
(
gz − U ∂φ′b
∂x
+
1
2
(∇φ′b)2
)
(Ω× n) dS
−ρ
∫
S0
∇
(
gz − U ∂φ′b
∂x
+
1
2
(∇φ′b)2
)
Hrn dS
+
1
2
ρg
∮
wl
η′2n dl.
The second-order hydrostatic force is deﬁned by (Ogilvie, 1983) as:
	F
(2)
HS = −ρg
∫
S0
zHn+ (ξ +α× r)∇(z)(Ω× n) +∇(z)Hrn dS
= −ρgAwp
{
α1α3 xf + α2α3 yf
}
	k,
where Awp is the water plane area and xf and yf deﬁne the center of ﬂoatation
of the water plane area. So now the second-order wave force in time domain can
be expressed as:
	F (2) = −1
2
ρ
∫
S0
(∇φu)2 n dS
−ρ
∫
S0
(
∂φu
∂t
− U ∂φu
∂x
+∇φu · ∇φ′b)(α× n) dS
−ρ
∫
S0
(ξ +α× r) · ∇
(∂φu
∂t
− U ∂φu
∂x
+∇φu · ∇φ′b
)
n dS
−ρ
∫
S0
(ξ +α× r) · ∇
(
− U ∂φ′b
∂x
+
1
2
(∇φ′b)2
)
(α× n) dS
−ρ
∫
S0
(− U ∂φ′b
∂x
+
1
2
(∇φ′b)2)Hn dS
−ρ
∫
S0
∇
(
− U ∂φ′b
∂x
+
1
2
(∇φ′b)2
)
Hrn dS
+	F
(2)
HS
+
1
2
ρg
∮
wl
η′2n dl. (2.95)
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All time-dependent terms in the above equation are a multiplication of two ﬁrst-
order terms. If we assume a time harmonic ﬁrst-order solution with frequency
ω, then the product terms can be written, using the complex representation, as
equation (2.90). This enables calculation of the mean second-order force for the
speciﬁc frequency ω.
2.8 Added resistance in the irregular seas
The total added resistance (wave drift force) in an irregular sea, can be calculated
using the the relevant wave energy density spectrum S(ω). Based on the deﬁnition
the wave spectrum can be expressed as: (Faltinsen, 1993)
A2j
2
= S(ωj)Δω, (2.96)
where Aj is the amplitude of the jth wave in the spectrum, and Δω is deﬁned
based on the number of waves N and the total range of frequencies as:
Δω =
ωmax − ωmin
N
. (2.97)
Then the total wave drift force in direction i due to the waves in the spectrum
can be calculated by:
F si =
N∑
j=1
(
F i(ω
ζ2a
)
A2j , (2.98)
where F i(ω)ζ2a
is the non-dimensional wave drift force due the wave with amplitude
ζa, and is obtained by (2.95). In the limit an integral representation can also be
written as:
F si = 2
∫ ∞
0
S(ω)
(
F i(ω
ζ2a
)
dω (2.99)
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Chapter 3
The Numerical Methods
In this project the hydrodynamic problems presented in the previous chapter
have been solved using the ﬁnite-diﬀerence method. To this end, an open source
object-oriented framework called Overture has been used, that is a collection of
C++ libraries for solving partial diﬀerential equations on the overlapping grids
(Brown et al., 1999). Among other things, the library provides centered second-
and fourth-order ﬁnite-diﬀerence discretisation. This is particularly desirable
in this project, as part of further developments along the previous research
works performed at the Technical University of Denmark, with regard to the
eﬃcient solution of water wave problems based on high-order ﬁnite- diﬀerence
schemes (Bingham and Zhang, 2007). Moreover Overture has a built-in grid
generator Ogen, (Henshaw, 1998c), for structured, overlapping and body-ﬁtted
grids, which is suitable in this project to build ship-like geometries. The coming
sections will describe how the seakeeping solver is constructed using this library.
3.1 Overture library
The whole Overture library consists of several base and derived classes which
provide speciﬁc functionalities with regard to building a PDE solver. In the
following sections a brief description is given of the classes and their functionalities
which are of direct use in this project.
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3.1.1 Arrays
Overture uses A++/P++, which are high-level serial and parallel C++ array
classes respectively, developed by (Quinlan, 1995). This array class library greatly
simpliﬁes writing numerical codes and has included primitive types like integer,
ﬂoat and double. By this abstract data type the user need not be concerned
about the allocation and de-allocation of memory. The array elements in this
class are accessible by the the usual i, j, k indexing depending on the dimension
of the problem. This implies that this array class is ideally suited to structured
grids. Vectorised accessing is also possible and more eﬃcient. The array class
also uses the Index and Range objects to get views of the arrays. In this project
all numerical solutions will be stored and operated using A++/P++ arrays
inside the Overture library. At the time of writing this thesis, only the serial
version of the library is utilised, and parallelisation of the solver is a task for
future development.
3.1.2 Mappings
The Overture Mapping classes (Henshaw, 1998b), are introduced to deﬁne
transformations from the real physical domain to a unit uniform-spaced square
or cube. This is particularly meaningful in the context of the ﬁnite-diﬀerence
discretisation schemes, as for every speciﬁc stencil the ﬁnite-diﬀerence coeﬃcients
are constant on a uniform spacing grid. The whole solution domain is covered
by a number of components grids, and for each component grid there is deﬁned
a mapping to perform the transformation. The base class is called Mapping,
and the desired transformations or mappings are produced by deriving from
this base class and redeﬁning the relevant functions. There are numerous
type of mapping already deﬁned in the library, for example CircleMapping,
SphereMapping, AirfoilMapping and so on. In the case of grid stretching there
is also StretchMapping class which can perform the transformation from the
stretched grid to the unit- and uniformly-spaced domains. The class implements
the mapping using two functions: map and inverseMap.
3.1.3 Grid
There is a collection of grid classes which construct a grid for the mapping
deﬁned by the Mapping class (Henshaw, 1996). In this manner all component
grids become a mapped grid by applying the functions of this class to a mapping.
The class then provides the functionality to generate a composite grid out of
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these mapped grids. Every composite grid then includes the following three
types of grid points:
• discretisation points, where the solution will be stored,
• interpolation points, which are used to communicate the solution among
the component grids,
• hole points, which are unused and result from hole cutting inside the
component grids to place other component grids.
The grid geometry data like the vertex coordinates, normal vectors, the derivatives
(Jacobian) of the mappings and so on are accessible through the provided
functions inside this class. The mapping and the grid generation steps have been
built into the grid generator Ogen, but it is also possible to perform these steps
inside a C++ program. The ﬁnal overlapping grid is deﬁned as an object of
a class called CompositeGrid, which consists of the component grids that are
objects of the class called MappedGrid. The overlapping regions are deﬁned using
the interpolation points that assume the solution values from the neighbouring
component grids. The interpolation scheme is consistent with the order of the
discretisation scheme, and both explicit and implicit interpolations are possible.
In the explicit scheme, all interpolation points from a component grid take their
values from those points of the neighbouring grid which are not themselves
interpolation points. But in the case of implicit scheme, the interpolation points
from one component grid are determined also by the values of the interpolation
points of the neighbouring grid.
3.1.4 Grid functions
These classes are derived from the A++ array class, and their job is to associate
the A++ arrays to a mapped or composite grid, (Henshaw, 1998a). In this way
the numerical solutions are deﬁned over the grid points. The grid functions
are constructed by providing a mapped grid or a composite grid object to
the classes MappedGridFunction or CompositeGridFunction respectively. All
usual mathematical operations (like those in C++ math library) have been
included inside these classes. Amongst other functionalities, like interpolation of
solutions between the component grids, these classes provide the functionality
for the numerical diﬀerentiations on the grid points based on the ﬁnite-diﬀerence
discretisation scheme.
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3.1.5 Operators
This class is designed to produce the discrete approximations to the diﬀerential
operators and the boundary conditions for the grid functions (Henshaw, 2011a).
Before applying any diﬀerential operation on a mapped or composite grid function,
a mapped or composite grid operator should be built ﬁrst. As mentioned earlier,
this class can be used to build second- and fourth-order centered ﬁnite-diﬀerence
discretisation schemes. Moreover, there are functionalities to build the operator
for several usual boundary conditions like Dirichlet, Neumann, symmetry, and
so on. The class has the capability of building the coeﬃcient matrix for the
Laplacian operator combined with the desired boundary conditions. It has also
a sparse representation of the coeﬃcients matrix which is used to store the
ﬁnite-diﬀerence coeﬃcients in this case. These capabilities are used to solve the
continuity equation, (2.1), inside the domain.
3.1.6 Oges
Finally, the equation solver class Oges is presented, (Henshaw and Fast, 2011).
The class is used to the solve the system matrix generated by the operator class
using direct or iterative methods. In fact this class is a front end to the existing
solver libraries such as Yale (Eisenstat et al., 1982) (direct) or SLAP (Seager,
1988) and PETSC (Balay et al., 2013) (iterative) which use conjugate gradient
or GMRES (Generalized minimal residual) methods. All the relevant options
like the type of the preconditioning can also be deﬁned through the functions
of this class. It is also possible to have a multi-grid solver based on the desired
iterative method inside this class . These matrix solver have been included in
this work, where the Yale direct solver was mainly used. This solver is based on
LU matrix factorisation.
In appendix D an example of the use of the library to solve a PDE is given.
There are also several solvers that have already been built using the Overture
library, for example Cgins and Cgcns that are incompressible and compressible
ﬂow solvers respectively (Henshaw, 2003).
3.2 Solution algorithm
As it has been mentioned in the previous chapter, in the linearised water wave
problem, it is required to apply the kinematic and dynamic boundary conditions
at the free surface as follows:
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The dynamic free-surface boundary condition:
∂φu
∂t
= −gηu + U ∂φu
∂x
− 1
2
∇φ′b · ∇φ′b
+ U
∂φ′b
∂x
− gηb −∇φ′b · ∇φu = 0 on z = 0.
The kinematic free-surface boundary condition:
∂ηu
∂t
=
∂φu
∂z
+ U
∂ηu
∂x
+ U
∂ηb
∂x
−∇φ′b · ∇ηu −∇φ′b · ∇ηb
+ ηu
∂2φ′b
∂z2
+ ηb
∂2φ′b
∂z2
on z = 0.
Where φ′b = 0, ηb = 0 and φ′b = φ′db, ηb = ηdb for the Neumann-Kelvin and
double-body linearisation respectively. In order to apply the boundary condition
the velocity potential at the free surface must be known. The velocity potential
in the domain can be obtained by solving the continuity equation:
∇2φu = ∂
2φu
∂x2
+
∂2φu
∂y2
+
∂2φu
∂z2
= 0. (3.1)
Using the ﬁnite-diﬀerence numerical scheme, the above-mentioned continuous
derivatives of the functions are approximated by a discrete and weighted sum of
the functions value of the surrounding points. The arrangement of the surround-
ing points, which is called the stencil, and the value of the weighing coeﬃcients
determine the accuracy and the order of the ﬁnite-diﬀerence approximation.
Using the Taylor expansion one can systematically and in a straightforward
manner calculate the ﬁnite-diﬀerence coeﬃcients for the desired stencil and the
derivative.
Numerical solution based on ﬁnite-diﬀerence methods for the three-dimensional
ﬂow problem requires a grid that covers the whole domain of interest, and this
is in contrast to the popular boundary element or panel method which is used
widely for the study of wave-structure interaction. In the panel method the
discretised domain is two-dimensional, and consists of the surface of the body,
and sometimes the free surface and the sea bed surface.
The discrete approximation of the continuous derivatives in the continuity equa-
tion (2.1) results in a linear system of equations which can be expressed as
follows:
[A][φ] = b, (3.2)
where A is the matrix containing the ﬁnite-diﬀerence coeﬃcients that have been
deﬁned to discretise the governing equation and the boundary conditions. A
homogeneous Neumann condition is deﬁned at the bed, and a non-homogeneous
Neumann boundary condition is applied to the body surface. A non-homogeneous
Dirichlet boundary condition is also applied to the free surface. φ is the solution
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vector consisting of the velocity potentials in the computational domain. The
right hand side vector b is deﬁned depending on the right hand side of the
governing equation (2.1) which is 0, and the forcing of the boundary conditions
of the problem.
At the boundaries of the domain, special treatments are needed as there may
not be enough grid points to include in the desired stencil chosen for the internal
points. Generally there are two approaches for treating the boundary points,
and both of them, in essence, lead to the same result:
• One-sided stencils. As there are no grid points outside the boundary, just
the internal grid points appear in the stencil for the boundary points.
• Centered scheme plus the ﬁctitious ghost points outside the boundary. As
the name implies, the ghost points are deﬁned outside the boundary, and
this makes it possible to use the desired scheme everywhere in the domain.
In this work the ghost point methodology has been used, and this implies that
there are two ﬁctitious grid lines outside the boundaries for the fourth-order
discretisation. Later in this chapter it is described it is described how the
centered stencil which includes the ghost points at the boundaries results to a
one-sided scheme.
After creating the matrix A and the vector b, the system is solved either by
a direct or an iterative method, to evaluate the velocity potentials at the grid
points. As the problem’s boundaries i.e. the free surface and the body surface are
time dependent, it is required that the boundary conditions are updated using
equations (2.19), (2.18) and (2.22). In the case of the free-surface boundary
conditions, the value of the velocity potential is obtained by the fourth-order
Runge-Kutta time integration scheme. The value of the body boundary condition
is known for all time steps at the beginning of the simulation. Then the system of
equations (3.2) is solved accordingly for each speciﬁc time step. The simulation
starts with the velocity potentials, free-surface elevation and the body velocity
set to zero everywhere in the computational domain. In the following time steps
these values are changed due to the forcing of the problem that comes from
the body velocity and the free-surface conditions. The outline of the solution
algorithm at each time step is as follows:
- set the system matrix [A]. This is done by discretising the continuity
equation and the boundary conditions which is non-homogeneous Neumann
and Dirichlet conditions for the body and the free surface. The matrix
need to be created once, as it is unchanged throughout the simulation.
- set the right hand side vector b. This is done by applying the forcing of
the body and free-surface boundary conditions. In the case of the body
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boundary condition, the velocity of the body determines the forcing. Each
hydrodynamic problem has its own velocity deﬁnition which is explained
in the previous chapter. The forcing of the Dirichlet boundary condition
comes from the value of the velocity potential at the free surface which is
obtained by the time integration of φ and the surface elevation η.
- solve the system, and time march the free-surface elevation. By this
method, the value of velocity potential in the computational domain is
found, and updated for the free-surface data φ and η.
It is noted that the grid and the positions of the grid points everywhere in
the domain are unchanged. The following sections explain how the governing
equation and the free-surface boundary conditions are discretised.
3.3 Spatial discretisation
Figure 3.1 which is reproduced from (Banks et al., 2010), illustrates the compo-
nent grids both in the physical and in the mapped Cartesian domain. It can be
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Figure 3.1: The computation grid in the physical and mapped domain
(Picture courtesy of Professor William D. Henshaw)
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seen from the ﬁgure how the physical domain Ω is covered by two component
grids. In the mapped domain the component grids are shown as G1 and G2
with the relevant ghost and interpolation points. In the Overture library the
discretisation takes place in the mapped uniform space domain using the stan-
dard ﬁnite-diﬀerence coeﬃcients. This means that the governing equation is also
transformed and solved in the mapped domain. As an example, for the ﬁrst and
second spatial derivatives appearing in the governing equation and the boundary
conditions, the fourth-order ﬁnite-diﬀerence discretisation is as follows:
∂φ
∂r
∣∣∣
i,j,k
≈ −φi−2,j,k + 8φi−1,j,k − 8φi+1,j,k + φi+2,j,k
12h2
, (3.3)
∂2φ
∂r2
∣∣∣
i,j,k
≈ −φi−2,j,k + 8φi−1,j,k + 30φi,j,k + 8φi+1,j,k − φi+2,j,k
12h2
. (3.4)
The above approximations are for the r derivative in the mapped grid space,
and based on a 9-point stencil as shown in Figure 3.2. The approximation for
the derivatives along other directions can be achieved by changing the index
in the above equations. The ﬁnite-diﬀerence coeﬃcients for the cross partial
derivative terms like ∂
2
∂r∂s , can also be calculated using the same Taylor series
method which is used to get the coeﬃcients for equations (3.3) and (3.4). In
the case where the derivatives in the physical domain are of interest, then the
mapping between the domains can be expressed simply by r = r(x, y, z). Then,
using the chain rule for example the x ﬁrst and second derivatives in the physical
Figure 3.2: Computational stencil
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domain x and for two-dimension case can be written as:
∂φ
∂x
=
∂r
∂x
∂φ
∂r
+
∂s
∂x
∂φ
∂s
, (3.5)
∂2φ
∂x2
=
(
∂r
∂x
)2
∂2φ
∂r2
+ 2
∂r
∂x
∂s
∂x
∂2φ
∂r∂s
+
(
∂s
∂x
)2
∂2φ
∂s2
+
∂2r
∂x2
∂φ
∂r
+
∂2s
∂x2
∂φ
∂s
. (3.6)
Then, by inserting the discrete derivatives in the mapped domain, from (3.3)
and (3.4), and calculating the derivatives of the transformation like ∂r∂x , one can
obtain the discrete x derivative in the physical domain. The same procedure
applies for other dimensions and other derivatives. These steps are performed by
the library, and one can easily perform the diﬀerentiations or access the Jacobian
matrix which contains the transformation derivatives.
The following sections describe how the coeﬃcients matrix and the vector b
are assigned for a simple one-dimensional problem (Henshaw, 2011a). It is also
shown how the boundary conditions (Neumann, Dirichlet and extrapolation)
will be applied.
3.3.1 Assigning the coeﬃcient matrix
Using above-mentioned spatial discretisation the system matrix A for the Lapla-
cian operator ∇2, can be built as follows:
[A] =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 · · ·
0 0 0 · · ·
−1
12h2
8
12h2
30
12h2
8
12h2
−1
12h2 0 . . .
0 −112h2
8
12h2
30
12h2
8
12h2
−1
12h2 0 . . .
0 0 −112h2
8
12h2
30
12h2
8
12h2
−1
12h2 0
...
...
. . .
. . .
. . .
0 −112h2
8
12h2
30
12h2
8
12h2
−1
12h2
· · · 0 0 0
· · · 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
i = −2
i = −1
i = 0
i = 1
i = 2
...
i = N
i = N + 1
i = N + 2,
where at this stage all elements of the vector b are simply zero. The coeﬃcients
corresponding to the ghost lines that are shown by the negative indices together
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with N + 1 and N + 2 are set according to the type of the boundary condition,
which is described later in this chapter. The resulting matrix is a sparse matrix
in the sense that a major part of its elements are zero, as each point takes the
information from just a limited number of surrounding points in the stencil. This
is again in contrast to the panel method, where the resulting matrix is a dense
matrix, because of the fact that every single grid point is inﬂuenced by all other
grid points existing in the computational domain.
3.3.2 Treatment of boundary conditions
As has been mentioned earlier, there are ghost points outside the boundary of
the computational grid. This will help to deﬁne the following types of boundary
conditions which have been applied to the problems, which are explained for the
same one-dimensional problem mentioned earlier.
Dirichlet
In order to apply the Dirichlet boundary condition, the value of the velocity
potentials is simply assigned at the desired boundary. Thus:
φ(Ib0, Ib1, Ib2) = f, (3.7)
where Ib’s denote the indices representing all points at the free surface. The
value of the known velocity potential is also shown by f . In the one-dimensional
example, by applying the Dirichlet boundary condition at the boundary with
index i = 0, then matrix [A] and vector b will be modiﬁed as follows:
[A] =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 · · ·
0 0 0 · · ·
0 0 1 0 0 0 . . .
0 −112h2
8
12h2
30
12h2
8
12h2
−1
12h2 0 . . .
...
. . .
⎤
⎥⎥⎥⎥⎥⎥⎦
i = −2
i = −1
i = 0
i = 1
...
[b] =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
0
f
...
⎤
⎥⎥⎥⎥⎥⎥⎦
.
The Dirichlet condition is applied at the free surface and at the symmetric
boundaries, where an odd symmetry boundary condition is required. In the case
of the odd symmetry condition, a homogeneous Dirichlet condition is used.
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Neumann
The Neumann boundary condition is applied at the ﬁrst ghost layer. It is
expressed by :
n · ∇φ(Ib0, Ib1, Ib2) = f, (3.8)
where n is the outward normal vector to the boundary and f is the forcing of
the boundary condition. For our simple example, and in the case of fourth-order
discretisation, the matrix [A], and the right hand side vector will be modiﬁed as
follows to apply the Neumann condition:
[A] =
⎡
⎢⎢⎢⎢⎣
0 0 0 · · ·
−1
12h2
8
12h2 0
−8
12h2
1
12h2 · · ·
0 −112h2
8
12h2
30
12h2
8
12h2
−1
12h2 0 . . .
...
. . .
⎤
⎥⎥⎥⎥⎦
i = −2
i = −1
i = 0
...
[b] =
⎡
⎢⎢⎢⎢⎣
0
f
...
⎤
⎥⎥⎥⎥⎦ .
Extrapolation
After applying the Dirichlet or Neumann boundary condition, the coeﬃcients at
the remaining ghost lines are assigned by extrapolation into the internal grid
points. This is expressed by:
φ(Ig0, Ig1, Ig2) = D
p(φ(I0, I1, I2)), (3.9)
in which Dp in the extrapolation operator of order p. The index for the ghost
points and the internal points is denoted by Ig and I respectively. In the case of
the simple one-dimensional example, applying the second-order extrapolation to
the ﬁrst ghost layer, will modify the matrix [A] as follows:
[A] =
⎡
⎢⎢⎢⎢⎣
0 0 0 · · ·
1 −3 3 −1 · · ·
0 −112h2
8
12h2
30
12h2
8
12h2
−1
12h2 0 . . .
...
. . .
⎤
⎥⎥⎥⎥⎦
i = −2
i = −1
i = 0
...
.
After applying the Neumann and Dirichlet boundary conditions, the extrapolation
will be applied to the second ghost layers. The same extrapolation procedure
will be applied to the corner points and the edges in two- and three-dimensional
grids.
As it has been mentioned, a centered scheme at the boundary uses the ghost
points whose values are extrapolated from the internal grid points point. This
is identical in fact to a one-sided scheme at the boundary which only uses the
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internal points. This is illustrated by the simple example of evaluating the ﬁrst
derivatives using the centered and one-sided three-point stencil. The centered
and one-sided approximation of the the ﬁrst derivative can be written by:
φ
(1)
i =
1
2h
(φi+1 − φi−1) , (3.10)
φ
(1)
i =
1
2h
(−3φi + 4φi+1 − φi+2) , (3.11)
where the boundary is denote by index i and the ghost layer is at index i− 1.
The value of the ghost point φi−1 will be extrapolated from the internal points.
By ﬁtting a second-order polynomial at the grid points: (0, φi), (h, φi+1) and
(2h, φi+2), one can obtain the value of the ghost point located at x = −h as:
φi−1 = −3φi+1 + 3φi + φi+2. (3.12)
Now if φi−1 is inserted into the centered scheme (3.10), the one-sided diﬀerencing
(3.11) will be recovered.
3.4 Interpolation Between Component Grids
The solution on the component grids is interpolated from the surrounding grid
points. The library performs this in the unit rectangular space through the
following equation: (Henshaw, 1985)
φ1(i, j) =
∑
k,l
α1(i, j, k, l)φ2(k, l), (3.13)
φ2(i, j) =
∑
k,l
α2(i, j, k, l)φ1(k, l). (3.14)
In which φ1 and φ2 are the solutions for the component grids 1 and 2. The
interpolation coeﬃcients are shown by α. The indices i, j relate to the component
grid whose solution will be evaluated by the interpolation of the solutions that
are indexed by l, k from the neighbouring component grids. Two types of
interpolation are possible: explicit and implicit. In the explicit interpolation, all
values on the right hand side of (3.13) and (3.14) are the discretisation points,
which are the direct solution of the continuity equation (2.1). In contrast, for
implicit interpolation some or all points on the right hand side of the equation
are themselves interpolation points. This requires the solution of a system of
equation to get interpolated values on the component grids. The width of the
overlap in the implicit interpolation is less than the required overlap width for
the explicit interpolation. This requirement is due to keeping the order of the
whole discretisation scheme unchanged, and is explained by (Henshaw, 1985).
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The interpolation equation will also be included in the system matrix [A], which
as mentioned earlier will be solved by a direct or iterative method. The library
by default populates the solutions at the interpolation points after solving the
system. In the case when it is required to interpolate the solution between
component grids, this can be done easily using the functionality provided from
the operator class.
3.5 Time Integration
In order to march the free-surface elevation and the velocity potential in time, the
fourth-order Runge-Kutta time integration scheme is used to solve the following
ﬁrst-order ordinary diﬀerential equation:
dy(t)
dt
= f(y, t). (3.15)
The integration to ﬁnd the value at the next time level yn+1 is then performed
by: (Press, 2007)
k1 = Δt f(tn , yn),
k2 = Δt f(tn +
1
2
Δt , yn +
1
2
k1),
k3 = Δt f(tn +
1
2
Δt , yn +
1
2
k2),
k4 = Δt f(tn +Δt , yn + k3),
yn+1 = yn +
1
6
k1 +
1
3
k2 +
1
3
k3 +
1
6
k4. (3.16)
In the same manner the free-surface boundary condition is re-expressed as :
∂φ
∂t
= f1(t, φ, η, · · ·), (3.17)
∂η
∂t
= f2(t, φ, η, · · ·). (3.18)
Since the right hand side in equations (3.17) and (3.18) is not known, and cannot
be evaluated a priori to get k1 − k4 values, four boundary value problems must
be solved in order to march the solution for one time step. Then by solving
each boundary value problem, ∂φ∂t and
∂η
∂t will be known at the evaluation times
shown in equation (3.16). Moreover, knowing these values enables us to get φ
and η at the next evaluation point, which accordingly makes it possible to set
the Dirichlet condition at the free surface and solve the problem at the next
evaluation point. The whole process to march the solution for one time step can
be summarised as follows:
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• use the known value of φ on the free surface, along with other known
boundary conditions along the Neumann boundaries, to set the right hand
side of the system (3.2).
• solve the boundary value problem, and ﬁnd ∂φ∂t and ∂η∂t at the current
evaluation point. This is then used to update η and φ for the next
evaluation time.
• after the above-mentioned procedure has been done for all evaluation time
points and k1 to k4 has been obtained, then march the solution one time
step using equation (3.16).
3.6 Body Boundary Conditions
In this section the body boundary conditions are described for three hydrody-
namic problems that have been solved using the Overture library. As noted
earlier, the boundary value problems are the same for the diﬀraction, radiation,
and wave resistance problems, and only the body boundary condition diﬀers
among them.
3.6.1 Wave resistance
The body boundary condition is diﬀerent based on the type of linearisation. In
the case of the double body, as explained in 2.2.1, there is no velocity applied to
the body, and the initial forcing of the problem comes from the steady terms
in the free-surface boundary conditions. In the case of the Neumann-Kelvin
linearisation a velocity proﬁle is deﬁned which starts from zero, and increased
using the following ramp function before it reaches to the desired forward speed
U .
f = U [1− exp(−0.15 ( t
t0
)2)], (3.19)
where t0 is assumed to be 1 for the calculations. It is noted that the acceleration
due to this velocity proﬁle is zero at the beginning of the simulation. In the
case of the double-body linearisation, the same ramp function is applied to the
free-surface boundary condition.
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3.6.2 Radiation
For this hydrodynamic problem a pseudo-impulsive Gaussian displacement is
deﬁned as the motion of the body. In the equation for the body boundary
condition, (2.22), both the velocity and the displacement of the body are needed.
The displacement is required only for the forward-speed problems.
3.6.3 Diﬀraction
In the diﬀraction problem every grid point at the body surface has a distinct
velocity in time. These velocities are obtained by numerical approximation of the
integral (2.78) which gives the velocity at each grid point on the body surface
due to the velocity potentials of incident waves with a pseudo-impulsive Gaussian
amplitude.
3.7 Free-Surface Derivatives
The time integration of the free-surface boundary conditions which are in fact
a system of hyperbolic equations, requires that the spatial derivatives of the
velocity potential and the elevation be calculated at each evaluation point in the
Runge-Kutta scheme. As it can be seen from equation (2.19) and (2.18), these
convective derivatives U ∂φ∂x and U
∂η
∂x exist only in the forward-speed problems.
Due to the stability of the numerical scheme, the evaluation of these derivatives
at the boundaries of the free surface demands special treatment. The boundaries
of the free surface are in fact the body and the end of the computational domain
(wall). In this section a description is provided of how these treatments have
been performed.
There are three separate data structures which are used to store the solutions of
the problem:
• the array to store φ in the whole computational domain,
• the array to store φ at the free surface,
• the array to store η at the free surface.
The ghost points of the ﬁrst data structure are updated using the deﬁnition of
the non-homogeneous Neumann condition, after each time solving the system by
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the solver. Due to the reason which will be explained shortly, these ghost point
values must be reassigned at some points around the boundaries. This requires
that the velocity potential of the free surface should be stored in a separate
array. Moreover the free-surface elevation η, is obtained by time integration of
the solution in the dedicated data structure. In this case the ghost points have
not been assigned at all, and they must be set before being able to take the
convective derivative at the boundaries. The interpolation points of the free-
surface elevation data structure should also be set, as otherwise the derivatives at
the boundary are not correct. The following three measure are used to populate
the ghost and the interpolation points of the free-surface data structure.
3.7.1 Interpolation
By using the interpolation routine provided by the library, the solutions for
the free-surface elevation η at each evaluation point of the time integration are
interpolated over the component grid. Using this method, the interpolation
points are set in a straightforward manner.
3.7.2 Extrapolation
Through this approach the ghost points values are extrapolated from the internal
solution points. Then, a centered diﬀerence scheme to evaluate the convective
derivatives at the boundary is identically equal to a one-sided diﬀerence scheme.
This obviously leads to an upwind and a downwind diﬀerence scheme at two
boundaries of the free surface, depending on the sign of the forward-speed. Of
course the downwind scheme must be avoided as it could make the numerical
solution unstable. Therefore the extrapolation is only applied at the boundaries
where this leads to an upwind scheme. Instead Neumann boundary conditions
are applied in the case where the extrapolation leads to a downwind scheme.
Using these two strategies the ghost points are populated at the boundaries of
the free surface. Finally, a centered scheme will be used everywhere to calculate
the convective derivatives for both η and φ. The Neumann conditions are applied
at the downwind boundaries as described in the following section.
3.7.3 Neumann
In solving the initial boundary value problems of the partial diﬀerential equations,
the boundary conditions should be consistent with the direction of ﬂow informa-
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Figure 3.3: Inﬂow and outﬂow region
tion (Thomas, 1995). For example, in the one-dimensional advection equation if
some values are speciﬁed at the outﬂow boundary as the boundary condition,
then spurious reﬂections result at that location (LeVeque, 2007). This happens
because the solution at the outﬂow should be determined by the neighbouring
points in the upwind direction. The same problem would happen, and spurious
waves would be produced if the Neumann condition was applied at the outﬂow
of the domain. Consequently, in this region of the boundary, the extrapolation
is applied to the internal points, which in essence makes the centered diﬀerence
identically equal to a one-sided (upwind) at the boundary. In other regions the
Neumann condition is the boundary condition of choice at the inﬂow of the
domain. As can be seen, a combination of the extrapolation and the Neumann
boundary conditions at the free-surface boundaries are used to set the ghost
points. In the case of the two-dimensional grid, the point of the inﬂow and
outﬂow is known. For example if the body moves along the positive x-axis, then
the bow is the outﬂow, and the stern is the inﬂow. But in order to be able to
assign the boundary condition correctly in the general three-dimensional case
for the body moving in the positive or negative x axis, the inﬂow and outﬂow
regions are deﬁned as follows:
	W · n < 0 the outﬂow region, (3.20)
	W · n > 0 the inﬂow region, (3.21)
where in the outﬂow region the extrapolation is applied and in the inﬂow region
the Neumann boundary condition is applied for η and φ. The above situation
has been illustrated in Figure 3.3.
The same issue regarding the evaluation of the free-surface convective derivatives
has been solved using another approach (Ohring, 1981). In his work no ghost
point is deﬁned in the domain, and an upwind diﬀerencing is used everywhere
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to take the derivatives. If it is assumed that the body is moving along the
positive x-axis, then at the bow it will be possible to use a one-sided scheme. As
there is no grid point inside the body at the stern to use the upwind scheme,
in the above mentioned work the points positioned along a diagonal direction
are instead used for the one-sided scheme. Obviously this can be done only
for a three-dimensional computational domain. In this project the Neumann
boundary conditions at the boundaries of the free surface are deﬁned as follows:
For the velocity potential
The same Neumann condition which has been applied already as the body
boundary condition and the boundary condition at the wall is:
∇φ · n = U at the body, (3.22)
∇φ · n = 0 at the wall. (3.23)
For the surface elevation
It is possible to derive a Neumann condition for the surface elevation using the
dynamic free-surface boundary condition, (B.5), which can be re-expressed for
the Neumann-Kelvin linearisation as follows:
η = −1
g
(
∂φ
∂t
− U ∂φ
∂x
)
.
If the normal derivative is taken from both sides of the equation then:
∇η · n = −1
g
(
∂
∂t
(∇φ · n)− U ∇
(
∂φ
∂x
)
· n
)
. (3.24)
Note that a similar equation can be derived for the double-body linearisation. The
above-mentioned Neumann condition has also been replaced with a homogeneous
Neumann condition ∂η∂n = 0, and still satisfactory results have been obtained for
both steady and unsteady problems.
3.8 Grid Stretching
Another stability issue arises when the grid is stretched. In this case the use of
centered scheme for the free-surface derivatives results in an unstable solution.
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This can explained by the situation where the grid is stretched towards the
downstream direction. The centered scheme on such a grid takes more weight
from the downstream points than from the upstream ones. This turns the
centered scheme into a sort of downwind scheme, which consequently leads to
the instability of the numerical solution. This can be shown by the stability
analysis of the system of equations (2.19) and (2.18). The stability analysis can
be performed using the Method Of Lines (LeVeque, 2007), where the PDE is
discretised just in the spatial domain and remains continuous in time. This will
turn the PDE to an ordinary diﬀerential equation at each point in space. Then
the eigenvalues of the coeﬃcients matrix should be at or inside the stability
region of the desired time integration scheme which will be used to solve the
ordinary diﬀerential equation. Such an analysis for the linearised forward-speed
problem has been performed by (Bingham et al., 2014), which proves how the
grid stretching leads to an unstable numerical solution. According to this work,
it is necessary to bias the stencil at least one point towards the upwind direction
to get a stable numerical solution. The number of bias points also inﬂuences the
amount of the diﬀusion that is introduced into the numerical solution. In this
project two approaches are taken to solve the stability issues of the scheme due
to the grid stretching. These methods are described in the coming sections.
3.8.1 Filter
In the ﬁrst approach, the centered scheme is retained, but a least-square ﬁlter is
applied to the solutions. The same measure as regard to the ﬁltering action, has
been taken in (Sherer and Scott, 2005) and (Appelo¨ et al., 2012), where a ﬁlter is
used as a mechanism to prevent the growth of the spurious high frequency modes
in the solution. Filtering is similar to introducing the numerical diﬀusion that
is inherent in the upwind-biased schemes. By ﬁltering, the numerical diﬀusion
of the scheme is built in, independent of the actual diﬀerencing scheme, and
can be adjusted easily by increasing the strength of the ﬁlter. To this end
the Savitzky-Golay ﬁlter (Savitzky and Golay, 1964) has been used, which is
performed using a polynomial least-squares model. The way the ﬁlter is applied
can be written as follows (Berland et al., 2007):
φf (xi) = φ(xi)− σ
q∑
j=−p
djφ(xi + jΔx), (3.25)
where the solution after ﬁltering is denoted by φf . The strength of the ﬁlter
is σ, and the ﬁlter coeﬃcients are shown by dj . The selected stencil points are
from j = −p to j = q. The ﬁlter is made ﬂexible in the sense that the order
of polynomial, and the stencil width can be selected depending on the desired
amount of ﬁltering. The computational grid is structured and the ﬁlter is applied
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in both grid directions after each time step. At boundaries, the oﬀ-centered ﬁlter
coeﬃcients are used, as proposed by (Berland et al., 2007). An example of the
coeﬃcients dj for the centered ﬁlters and the oﬀ-centered ﬁlters coeﬃcients are
given in the Appendix E.
3.8.2 Biased Diﬀerencing Scheme
Another remedy has been also taken to solve the stability issue of the scheme
due to the grid irregularities and grid stretching. Instead of ﬁltering the solution,
an upwind-biased diﬀerence scheme has been created which can be used to
take convective derivatives at the free surface. The scheme is ﬂexible and can
be adjusted to have a desirable number of biased points towards the upwind
direction. The decision on the upwind direction is made based on the sign of
the forward speed and the x-coordinate of the grid points. For each grid point
and along every grid direction in the physical domain, the upwind is along the
direction where the product of the forward speed and the x-coordinate, U x,
is increasing. In this way, both positive and negative forward speed can be
accounted for. After deciding on the use of the biased stencil, the relevant
ﬁnite-diﬀerence coeﬃcients are generated, and the derivatives are calculated in
the unit parameter space. An example of the ﬁnite-diﬀerence coeﬃcients for
seven point stencil with four points towards the upwind direction is given in the
Appendix E.
The derivatives in the physical domain are then obtained via the transformations
(3.5) and (3.6). The interpolation and ghost points are also involved in the stencil.
Moreover, the biased diﬀerencing is necessary only for the convective derivatives
Figure 3.4: Centered and upwind-biased stencil
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of the free-surface boundary conditions. All other derivatives are performed
using the centered stencil. In Figure 3.4 both centered and an upwind-biased
stencil in the physical domain are shown, which are used to take the derivative
at the red point that is at the same location in both stencils. It is noted that
either the ﬁlter or the biased diﬀerencing need to be used in the case of the
forward-speed problems. For the zero-speed problems the centered fourth-order
scheme will be used to take the free-surface derivatives.
3.9 Structure of The Solver
All the relevant explanation regarding the way the continuity equation is solved
and the necessary provisions to be taken for marching the the free surface in time,
have been presented in the previous sections. Now, based on the above mentioned
methodologies, the solver will be built that is able to solve the wave resistance,
radiation and the diﬀraction problems. The solver is capable of handling two- and
three-dimensional grids, and can be used for both zero-speed or forward-speed
problems. In the following sections the main components of the solver are brieﬂy
described, and the algorithm deﬁned to get the ﬁnal second-order wave drift
force.
3.9.1 Input
As a considerable number of parameters and constants are used inside the code,
a class named Input has been written that takes the user deﬁned constants. An
object of this class, has all the input data and will be used throughout the solver
whenever required.
3.9.2 BaseFlow
This is the name of another class, that is responsible for providing the base-ﬂow
data for the hydrodynamic problems. The main base-ﬂow data are the m-terms
and the derivatives of the base ﬂow at the body and at the free surface. The
class constructor will initialise all the base-ﬂow data to zero and, if the problem
has forward speed, they will be calculated based on the type of linearisation
(Neumann-Kelvin or double body), which is provided by the user. That is to say
that the forward-speed terms in the free surface and body boundary conditions
are simply zero in the case of the zero-speed hydrodynamic problem. In the
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case of the double-body linearisation, the boundary value problem described in
section 2.2.1, will be solved ﬁrst. Then the double body derivatives, m-terms,
and elevation which is given by (2.36), will be calculated accordingly. Using the
provided member functions inside this class, all base-ﬂow data can be accessed
for use in other parts of the code. Only one BaseFlow object is created for all
hydrodynamic problems.
3.9.3 Excitations
Each hydrodynamic problem is regarded as a speciﬁc way of moving or exciting
the surface of the body. This has justiﬁed the design of a class named Excitations,
whose function is to act as a base class for any derived class which is considered
for the desired type of body motion. The base class has a virtual function,
getMotionData, which will be redeﬁned each time a class is derived for a speciﬁc
hydrodynamic problem. The virtual function in fact provides the body boundary
conditions for the relevant problem. The data objects of the base class consist
of the simulation data like the shape of the pseudo-impulse, the run time, time
step, and so on, which are common to all hydrodynamic problems. The derived
classes are then:
3.9.3.1 Resistance
In this case the getMotionData is deﬁned to give the velocity of the body given
by (3.6.2). As mentioned earlier, in the case of double-body linearisation this
velocity is zero, but the same function is used to ramp the free-surface boundary
condition which provides the forcing in this case.
3.9.3.2 Radiation
Now the getMotionData function is deﬁned to provide the displacement and
velocity of the body. The displacement has a Gaussian proﬁle.
3.9.3.3 Diﬀraction
The calculation of the body velocity in this case is not trivial as in the case of
the previous problems. The solver is meant for arbitrary depth solutions and
there is not an analytical solution to the integral (2.78). The whole numerical
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approximation by the inverse Fourier transform takes place inside the Diﬀraction
class. The velocities for every grid point at the body surface after calculation
are stored in a data structure for all time instants. The getMotionData then
provides these velocities to be used for solving the diﬀraction problem.
3.9.4 FieldData
For each type of hydrodynamic problem that is going to be solved, an object
of the FieldData class will be created in the solver. Based on the type of the
hydrodynamic problem, and the symmetry of the computational grid, the system
matrix will be created in the class constructor. Among other data members, the
class has a data structure to store the velocity potential of the ﬁeld (the solution
of continuity equation) at each instant in time. A main function of the class
is the integration of the velocity potential at the body surface at each instant
of time. This data will be used later to calculate the ﬁrst-order forces on the
body using the Bernoulli equation (2.29). For the calculation of the wave drift
force (added-resistance), a considerable amount of the data should be stored
during the simulation. These data are the velocity potential and its gradient
over the surface of the body, which using the functionality of this class are stored
in binary format on the hard drive to be retrieved later during post-processing.
3.9.5 FreeSurfaceData
To handle the free-surface elevation and velocity potential for each hydrodynamic
problem, the FreeSurfaceData class has been designed. Among other functions,
the class provides the time integration and marching of the free surface. In the
constructor, the decision is made regarding the way the free-surface convective
derivatives should be calculated. For the forward-speed problem either a ﬁlter
or an upwind-biased scheme is deﬁned for the class, which is performed through
the objects of the Filter and BiasedDiﬀerecingScheme classes whose description
comes in the following sections. For the zero-speed problem the centered diﬀer-
encing will be applied for all derivatives of the free surface. For calculation of the
wave drift force the free-surface elevation is required only at the waterline of the
body at y = 0. This data is saved for all simulation durations in the computer
memory which is later to be used to calculate the water line integral in the
second-order wave force equation (2.95). The interpolation of the free-surface
elevation and populating the ghost points at the boundaries of the free surface
are also carried out using the functionalities of this class.
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3.9.6 Filter
Based on the desired width, order and strength, an object of this class can be
used to apply a ﬁlter to the solutions of the problem. In the constructor the
ﬁlter coeﬃcients for every grid points at the free surface will be calculated. A
search over the grid points at the free surface is necessary to ﬁnd the possible
ﬁlter stencils close to the boundaries. Consequently, both the centered and
oﬀ-centered ﬁlters have been used. During the simulation, a member function of
the class will apply the ﬁlter to the solution at the free surface.
3.9.7 BiasedDiﬀerenceScheme
This class is the same as the Filter class regarding the implementation. This
time in the constructor the ﬁnite-diﬀerence coeﬃcients and the mapping data
will be built for the desired biased stencil. This is done by a search over all grid
points at the free surface to ﬁnd the direction of upwind and the correct biased
stencil that has been shown in Figure 3.4. Afterwards, during the simulation, a
member function can calculate the convective derivatives of the free surface.
3.9.8 FirstOrderResults
One object of this class will be created in the solver. The class oﬀers the
functionalities to post-process and calculate all ﬁrst-order results from the ﬁrst-
order velocity potentials and surface elevation theta that have been obtained
after solving the hydrodynamic problems in the simulation. The ﬁrst-order
results include the added mass, damping, wave exciting force or the response
amplitude operator RAO, which is the solution to the equations of motion,
(2.40), and gives the displacement of the body (in 6 degrees of freedom) due to
incoming waves with unit amplitude. All transforms of the time-domain solutions
to get the frequency-domain results, are performed by the member functions
of this class. The GNU Scientiﬁc Library - GSL (Gough, 2009) has been used
extensively throughout the code for pre- and post-processing of the data.
3.9.9 SecondOrderResults
That is similar to the previous class, but deals with the calculation of the second-
order wave drift force (added-resistance). One object of this class is created for
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all hydrodynamic problems. The class has the functionality to calculate the drift
force based on the ﬁrst-order results that have already been obtained. All new
models for the wave drift calculation can be added into this class. As has been
mentioned, this has been done for the near-ﬁeld method.
In the next page a pseudo-code is presented which shows how the solver has
been built.
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begin
read the input and get the composite grid;
build the object for the base ﬂow;
build the object for the ﬁrst-order results;
build the object for the second-order results;
for p ← 1 to number of problems do
build the body excitation object (pseudo-impulse);
build the free-surface object (centered or biased scheme or ﬁlter);
build the ﬁeld object;
for time ← 0 to endtime do
for s ← 1 to number of RK evaluation points do
get body motion for evaluation point;
get φ at the free surface for evaluation point;
update the right hand side of the system;
solve the system, get φ in the domain;
get ∂φ∂t and
∂η
∂t at the free surface;
if ﬁrst evaluation point then
store φ,∇φ at body and η at free surface;
end
end
march the free surface;
end
calculate the ﬁrst-order forces on the body;
supply data needed to transform the time-domain solution;
end
assign frequencies for frequency-domain results;
transform time-domain results;
calculate added mass and damping;
calculate wave exciting force;
calculate response amplitude operator;
calculate second-order (wave drift) force;
output frequency-domain results;
end
Algorithm 1: Pseudo code for the solver
Chapter 4
Results and Discussion
Based on the mathematical equation which has been reviewed in chapter 2, and
using the numerical methods which has been presented in the previous chapter,
three hydrodynamic problems will be solved and the results will be compared
with the analytical solutions. In the following section the results and discussions
are presented. All grids have been generated using the overlapping grid generator
Ogen (Henshaw, 1998c).
4.1 Steady solutions
Although the wave resistance problem, is not of direct interest in this project
(as the aim is to calculate the added-resistance), it has been used as a starting
point for verifying the implementation of the forward-speed model. Solving this
problem was of great help in understanding the stability characteristics of the
forward-speed solutions. The correct way of applying the boundary conditions
at the free surface, and implementing the ﬁlter or the biased stencil, which has
been mentioned in chapter 3, all resulted from the attempt to solve the wave
resistance problem.
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Figure 4.1: Overlapping grid - ﬂoating cylinder
4.1.1 Wave resistance
This problem has a steady solution which results from a boundary value problem.
In this work this steady solution is instead obtained by solving the initial boundary
value problems mentioned in 2.3. The forcing of the problem is ramped gradually
until it reaches the ﬁnal desired state, after which the steady solution is obtained
by continuing the simulation. In the ﬁrst case a two-dimensional problem for a
ﬂoating cylinder is solved.
4.1.1.1 Two-dimensional ﬂoating cylinder
In a simpliﬁed case, an inﬁnite two-dimensional ﬂoating cylinder placed horizon-
tally in the otherwise calm water, and moving with a constant forward speed,
has been considered. This is shown in Figure 4.1, which shows a close-up of the
overlapping grid prepared for the simulation. The whole composite grid consists
of several component grids which are connected by the interpolation points; the
black square dots in the ﬁgure. In this case there are two component grids: one
that ﬁts the body, and one that ﬁts the background grid. The biased diﬀerence
scheme has been used to calculate the free-surface convective derivatives. At
the bow the solution is extrapolated, and at the stern a homogeneous Neumann
condition is applied.
• Neumann-Kelvin
In solving the problem based on the Neumann-Kelvin linearisation, the forcing
comes from the body velocity. The body has a Froude number of U√
gd
= 0.3991,
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Figure 4.2: Moving ﬂoating cylinder - surface elevation
where d is the diameter of the cylinder. When the solution reaches the steady
state, a wave train of the phase velocity Vp equal to the forward speed U , will
be generated behind the cylinder, (Newman, 1977). Based on the conservation
of energy it can be shown that the wave drag force applied to the cylinder in
this case is:
D =
1
4
ρgA2, (4.1)
where A is the amplitude of the generated waves. Moreover the wave trains have
a length of:
λ =
2π U2
g
. (4.2)
The surface elevation of the steady solution is shown in Figure 4.2. The wave
length in the downstream matches correctly with the analytical solution given
above that is 1.0008 m. The result for the wave drag was not satisfactory for the
case of the ﬂoating cylinder. The slope of the free surface at the stern does not
seem to be physically correct. In the literature this problem has been studied as
the two-dimensional transom ﬂow, which among other parameters is dependent
on the geometry of the body. There is a discussion about the diﬀerent types of
transom ﬂow in (Raven, 1996). In the presented case, ﬁnding the correct wave
drag was not of any interest and no attempt has been made to ﬁnd the correct
ﬂow pattern behind the body.
• Double-body
In the same manner a solution to the wave resistance problem for the ﬂoating
cylinder based on double-body linearisation has been attempted. No wave will
be generated in the far-ﬁeld behind the body. This result has also been obtained
by (Brandsma, 1987), where the boundary element method is used to derive
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an equation for the wave amplitude in the far ﬁeld. The wave amplitude is
determined by the velocity of the double-body ﬂow at the intersection of the
body and the free surface. At this location there is a stagnation point in the
double-body ﬂow, which is the reason why no wave is generated downstream of
the body. This means that the double body is not a correct and suitable base
ﬂow for solving this problem. In a research by (Hermans, 1982), some shear
ﬂow model has been proposed instead of the double-body ﬂow at the stagnation
point. It is important to mention that the double-body ﬂow has been used to
ﬁnd unsteady solutions for the forward-speed radiation problems of two- and
three-dimensional bodies which will be presented in the following sections. In
solving the resistance problem, the double-body ﬂow is not the correct base
ﬂow for this speciﬁc two-dimensional geometry. But it is noted that it has been
possible to solve the resistance problem and get the Kelvin wave patterns for a
ﬂoating hemisphere based on the double-body linearisation.
4.1.1.2 Floating hemisphere
Using the Neumann-Kelvin linearisation the wave resistance problem has been
solved for the three-dimensional case of a ﬂoating hemisphere with a Froude
number of U√
gd
= 0.64, where d is diameter of the hemisphere. In this case
instead of biased stencil for the convective derivatives, a mild ﬁlter has been
applied to the solution in both the radial and circumferential directions.
Figure 4.3: Kelvin wave patterns - moving hemisphere
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Figure 4.4: Overlapping grid - submerged cylinder
4.1.1.3 Two-dimensional submerged cylinder
In this test case the wave resistance problem has been solved for a semi-inﬁnite
submerged cylinder. See Figure 4.4. The results for both the Neumann-Kelvin
and the double-body linearisation are presented.
• Neumann-Kelvin
The same wave patterns as in the case of the ﬂoating cylinder are also generated
in the case of the submerged cylinder (see Figure 4.5a). For the submerged
cylinder, the wave resistance has been compared with equation (4.1). This is
shown in Figure 4.5b. The wave amplitude is measured to be 0.045 m, and the
Froude number is 0.3991.
• Double-body
The same problem has been solved by the double-body ﬂow. In this case no
velocity will be applied to the body to solve the problem. The double-body
terms in the free-surface boundary condition are the forcing of the problem. For
this simulation the kinematic and dynamic free-surface boundary conditions are:
∂ηu
∂t
=
∂φu
∂z
+ U
∂ηu
∂x
−∇φ′b · ∇ηu −∇φ′b · ∇ηb + ηu ∂
2φ′b
∂z2
,
∂φu
∂t
= −gηu + U ∂φu
∂x
− 1
2
∇φ′b · ∇φ′b −∇φ′b · ∇φu,
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Figure 4.5: Moving submerged cylinder - Neumann-Kelvin linearisation
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Figure 4.6: Moving submerged cylinder - double-body linearisation
where both are satisﬁed at z = 0. The surface elevation for the same Froude
number U√
gd
= 0.3991, is shown in Figures 4.6. The force from the pressure
integration over the submerged body was much lower than the value given by
(4.1), due to the very large wave amplitude downstream the submerged body.
It has been observed that the wave amplitude is very dependent of the steady
terms in the free-surface boundary condition. As mentioned earlier, the wave
resistance problems have been solved to ensure that the forward speed has been
applied to the model, and the numerical scheme is stable. Now at this stage
the code is ready for solving the unsteady hydrodynamic problems with forward
speed.
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4.2 Unsteady solutions
The radiation and diﬀraction problems have been solved for two- and three-
dimensional primitive bodies, and then compared to the results for the analytical
solutions. In the ﬁrst validation test case, the radiation problem is solved, and
the results are compared with the analytical solutions. It is very important to
note that in all analytical solutions which are mentioned in this section, the
free-surface boundary conditions has been expressed as:
φjz +
τ2
ν
φjxx − 2iτφjx − νφj . (4.3)
Here, the same notation has been used as in the analytical solutions, where
τ = ωU/g, and ν = ω2/g. The ﬁrst index shows the type of the velocity potential
(radiations and diﬀraction) and the next indices denote the derivatives. The
above equation is the combined free-surface boundary condition expressed in the
frequency domain and based on the Neumann-Kelvin linearisation. Moreover
the base ﬂow has the following free-surface boundary condition:
μφz + φxx = 0, (4.4)
where μ = g/U2. And ﬁnally the ﬁrst-order forces, again in the frequency
domain, for the radiation problem is:
τij = ω
2μij − iωλij = −ρ
∫
S0
(iωφj + 	W · ∇φj)ni dS, (4.5)
where μij and λij are the added mass and the damping coeﬃcients respectively.
The diﬀraction force in the frequency domain has also been expressed by:
Fj = −ρη0
∫
S0
[
iω(φ0 + φ7) + 	W · ∇(φ0 + φ7)
]
nj dS, (4.6)
where
	W = U (∇φ− x),
μ = g/U2,
ω = ω0 − k U cosβ,
ω20/g = k tanh kd.
In order to compare the numerical results with the analytical solution the same
boundary value problem has been solved as partially mentioned above. The
free-surface boundary condition the time-domain code then will be:
∂ηu
∂t
=
∂φu
∂z
+ U
∂ηu
∂x
, (4.7)
∂φu
∂t
= −gηu + U ∂φu
∂x
, (4.8)
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which can be combined to give equation (4.3) in the frequency domain. Moreover,
consistent with the frequency-domain force equations (4.5) and (4.5), the ﬁrst-
order forces in the time domain will be calculated by considering the same terms
as:
p = −ρ
[
(
∂
∂t
− 	W · ∇)φu +∇φ′b · ∇φu
]
. (4.9)
As can be seen from the free-surface boundary condition for the base ﬂow,
equation (4.4), φ is the linearised steady wave solution. Although for the low
Froude numbers φ is more or less the same as the double-body ﬂow, for the high
Froude number in the analytical solutions it has been obtained by solving the
boundary value problem which has the free-surface boundary condition given by
(4.4). For example in one case the steady ﬂow has been solved using a coupled
ﬁnite-element method, (Taylor and Wu, 1986). But instead in the numerical
model presented here, the double-body ﬂow has been used for both the m-terms
and all other base-ﬂow terms in the free-surface boundary conditions and the
pressure.
4.2.1 Radiation
The same composite grid used for the wave resistance problems will be used here.
For the convective derivatives the biased scheme has been applied. The force in
the time domain has been Fourier transformed to get the added mass and the
damping coeﬃcients:
ω2Ajk − iωBjk = F{Fjk(t)}F{xk(t)} .
An important feature of the forward-speed problem is the existence of a critical
frequency corresponding to waves with a group velocity equal to the ship’s
forward speed. Consider the non-dimensional frequency,
τ =
U ω
g
. (4.10)
If the combination of the frequency and the speed is such that τ < 14 , then there
will be created four waves with diﬀerent wave-numbers (Grue and Palm, 1985).
On the other hand, if τ > 14 , then two sets of waves will be generated due to the
oscillation of the moving body. In the mentioned work, this has been explained
and illustrated using the Green’s function for a pulsating source in a uniform
current for two-dimension problem. The signiﬁcance of the dimensionless number
τ = 14 is the existence of the term:
1
(1− 4τ) 12 ,
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in the Green function which becomes singular at that speciﬁc value. (Grue and
Palm, 1985) have also shown that as one approaches this critical limit, then
there would be one wave generated with a group velocity that is equal to the
forward speed U . Physically this means that at this limit there is a wave which
is partially trapped to the body as its energy can only escape laterally. Here
a pseudo-impulsive motion of the body has been used to solve the radiation
problem, and in general this will include some energy at the critical frequency
leading to an oscillation at the body which persists long after the motion has
stopped. Accordingly the force signal will oscillate with a frequency that is very
close to the critical frequency which is:
ωc =
g
4U
. (4.11)
Since from a computational point of view it is not desirable to continue the
simulation until this oscillation dies out, the simulation is truncated at a suitable
time when all other frequencies have disappeared from the force signal. Then,
the tail of the signal is extrapolated by means of a least-square ﬁt to the force
signal. Following (Bingham, 1994) and (Korsmeyer et al., 1999) it is assumed
that the form of the asymptotic tail of the signal to be as:
1
tn
[a1 sin(ωc t) + a2 cos(ωc t)] . (4.12)
In the literature there is some discussion about the correct value of the exponent
n, i.e. how fast the oscillation should decay in time. In this work it is assumed
that n = 1, and by this the results of the least-square ﬁtting were satisfactory.
Figures 4.7 - 4.9 show examples of the ﬁtting of the force signal applied to
the submerged cylinder and sphere with a Froude number of 0.4. After ﬁnding
the coeﬃcients of the least-square ﬁtting, a1 and a2, the force signal can be
calculated asymptotically after the end of simulation. There is a contribution to
the hydrodynamic coeﬃcients from this asymptotic force continuation. This will
be considered by calculating the transform of the equation 4.12 which can be
written as: ∫ t∞
tm
1
t
[a1 sin(ωc t) + a2 cos(ωc t)] e
−iωt. (4.13)
Where tm is the time the least-square ﬁtting starts on the force signal. This
integral can be evaluated analytically as shown by (Bingham, 1994). The
analytical transform is then added to the numerical transform of the force signal
for the duration of simulation. The procedure described here for the force signal,
is followed also for other solutions like the velocity potentials at the body surface
when the wave drift force is calculated and there is a need to transform the local
time-domain quantities.
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Figure 4.7: Asymptotic heave-heave force at ωc, for a 2D cylinder Fr = 0.4
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Figure 4.8: Asymptotic surge-surge force at ωc, for a 2D cylinder Fr = 0.4
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Figure 4.9: Asymptotic force at ωc, for a submerged sphere, Fr = 0.4
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In this section the results for forward-speed radiation problem is presented.
4.2.1.1 Two-dimensional submerged cylinder Fr = 0.03
The analytical solutions in this case are due to (Wu and Taylor, 1990). The
submergence depth is h = 2a, and the Froude number is deﬁned by U/
√
ga,
where a is the radius of the cylinder. The analytical results are for the inﬁnite-
depth condition (see Figure 4.10). Note that for all two-dimensional cases, the
analytical solutions have been digitised from the existing plots.
It is also important to note that the damping coeﬃcients at some frequencies
become negative. This can be explained by the fact that the Green’s function in
the case of forward-speed problem consists of four distinct wave systems, known
as k1 − k4, and the k3 wave has a negative energy ﬂux (Wu and Taylor, 1987).
When k3 waves are dominant the damping coeﬃcients get negative.
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Figure 4.10: Added mass and damping of a submerged cylinder, Fr = 0.03
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4.2.1.2 Two-dimensional submerged cylinder Fr = 0.40
For the submerged cylinder and with high Froude number U/
√
ga = 0.40, the
numerical solutions have been compared with the solutions by (Wu, 1991). The
results are shown in Figure 4.11, and are for the inﬁnite-depth condition given
by d = 10a, where d is the depth and a is the radius of the submerged cylinder.
Note that in this case νca = 0.3906, where νc is the wave number at the critical
frequency. By the asymptotic continuation of the force signal, it has been possible
to resolve the hydrodynamic coeﬃcients at this particular νa.
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Figure 4.11: Added mass coeﬃcients of a submerged cylinder, h = 2a, Fr = 0.4
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Figure 4.12: Damping coeﬃcients of a submerged cylinder, h = 2a, Fr = 0.4
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4.2.1.3 Two-dimensional ﬂoating cylinder Fr = 0.03
The results have been compared with (Wu and Taylor, 1990), where a double-
body base ﬂow has been considered for a ﬂoating cylinder with a low Froude
number U/
√
ga = 0.03. The results are for the inﬁnite-depth condition. See
Figure 4.13.
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Figure 4.13: Hydrodynamic coeﬃcients of a ﬂoating cylinder Fr = 0.03
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4.2.1.4 Three-dimensional submerged sphere Fr = 0.40
Finally, a composite grid for a submerged sphere has been set up, and used to
solve the radiation problem when the body has a Froude number of U/
√
ga = 0.4,
and the submergence depth is h = 2a. The problem has been solved for motions
in heave, surge and sway. The results are compared with (Wu and Taylor, 1988).
For this case, νca = 0.3906.
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Figure 4.14: Surge hydrodynamic coeﬃcients of a submerged sphere Fr = 0.4
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Figure 4.15: Surge hydrodynamic coeﬃcients of a submerged sphere Fr = 0.4
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Figure 4.16: Sway hydrodynamic coeﬃcients of a submerged sphere Fr = 0.4
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Figure 4.17: Heave hydrodynamic coeﬃcients of a submerged sphere Fr = 0.4
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Figure 4.18: Heave hydrodynamic coeﬃcients of a submerged sphere Fr = 0.4
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4.2.2 Diﬀraction
The diﬀraction velocity potential consists of the velocity potential of the scattering
and the incident waves. As the incident wave velocity potentials are known,
only the scattering problem needs to be solved. Finally after transforming
the time-domain scattering velocity potentials, the incident wave contribution
will be added in the frequency domain. In the scattering problem, for each
point on the body there is a time-dependent velocity which is given by (2.78).
These velocities must be approximated before solving the problem. Deﬁning the
boundary conditions has been very straightforward in the case of the radiation
problems, as there is a closed form equation for the pseudo-impulsive body
velocity and displacement given by (2.58). In order to get the body velocities
for each point on the body surface the inverse Fourier transform has been taken
to approximate the integral given by (2.78). The results will be stored and
used afterwards during the simulation. The approximation has been veriﬁed by
comparing with the analytical solution which exists for the deep water case, as
given by (King, 1987). Having done these steps the body boundary condition is
ready to be used to solve the scattering problem. After the simulation the time-
domain force signal is Fourier transformed to get the phasors of the scattering
problem:
Xj(ω) =
F{Fj(t)}
F{ζ0(t)} .
The contribution of Froude-Krylove force then is added in the frequency domain.
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4.2.2.1 Three-dimensional submerged sphere Fr = 0.40
A three-dimensional test case is presented where the forward-speed scattering
problem has been solved. The wave exciting forces have been calculated for the
same moving submerged sphere whose solution for the radiation problems is
presented above. The wave exciting forces are in the heave and surge directions,
and are due to the incident waves with β = π heading. The analytical solution
is due to (Wu and Taylor, 1988), and is given as the real and imaginary part of
the complex phasor of the wave exciting force deﬁned by (4.14). Note that the
exciting forces are normalised as Fj/ρgπa
3ν, where ν is based on the encounter
frequency and is deﬁned as ν = ω2/g. However, instead of νa, (Wu and Taylor,
1988) found it appropriate to use ν0a as the non-dimensional frequency. Here,
ν0 is deﬁned based on the absolute frequency: ν0 = ω
2
0/g (see Figures 4.19 and
4.20). The analytical solutions presented here are for the deep water condition.
For very long wavelength i.e small ν0’s, the waves are in the intermediate and
shallow water region. That is the reason for not getting good agreement between
the analytical and the numerical solutions in this frequency range. The boundary
between the deep water and intermediate and shallow water limit ν0h is also
shown in the ﬁgures.
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Figure 4.19: Surge exciting force on a submerged sphere in head seas Fr = 0.4
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Figure 4.20: Heave exciting force on a submerged sphere in head seas Fr = 0.4
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4.2.3 Response amplitude operator
A ﬂoating hemisphere is considered with zero speed. The radiation problem has
been solved for the heave and surge motions. Accordingly the wave exciting
force is calculated for these degrees of freedom. The equation of motion has been
solved and the results for the response amplitude operators, RAO, due to heave
and surge are presented in Figure 4.21. The results from WAMIT software
have also been plotted. The deep-water limit kh = π, has been also shown.
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Figure 4.21: Response amplitude operator for a ﬂoating hemisphere
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4.2.4 Wave drift force
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Figure 4.22: Wave drift force in x direction
In the ﬁnal validation test, the wave drift force has been calculated for the
hemisphere whose response amplitude operators for surge and heave motions
have been presented in the previous section. The mean second-order force
is calculated using the near-ﬁeld formulation given by equation (2.95), which
contains the terms that are products of two time-dependent ﬁrst-order quantities:
F (2)(t) = f(t) g(t).
If a time harmonic motion is assumed then:
F (2)(t) = Re {X0 eiωt} Re {X1 eiωt}, (4.14)
where X0 and X1 are the complex phasors for the ﬁrst-order solutions like
the velocity potentials, free-surface elevation and body motions. Then, by
simple complex number operations on these phasors, one can calculate the mean
drift force as being given by equation (2.90). Figure 4.22, shows the drift
force calculated for the ﬂoating hemisphere with zero forward speed. Both
contributions to the mean drift force have been plotted. The sum of all terms
containing the integration over the body surface is shown by the dash-dotted
line. The waterline integral is also shown by the simple dashed line. Note that L
and a are the diameter and the radius of the sphere respectively. The total drift
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force can be seen to agree very well with results from WAMIT. The magnet line
in the ﬁgure also shows the 13 limit for the short waves based on the analytical
solution by (Kudou, 1977)
The wave drift force is to a large extent related on the amount of the wave
generated by the body motion. This can be seen by comparing Figure 4.22 and
4.21, where around ka = 1 both the body motion and the wave drift force are
maximum. On the other hand for very large wave lengths the body follows the
wave motion and no considerable wave is generated. This is the reason the wave
drift force is generally negligible for very long waves, as it can be observed in
Figure 4.22.
Chapter 5
Conclusions
A linearised potential ﬂow seakeeping solver has been developed based on the
high-order ﬁnite-diﬀerence scheme. The solver has been written inside the
Overture (Brown et al., 1999) framework, which is a collection of C++ libraries
for solving the partial diﬀerential equations on overlapping grids. Due to the
capabilities of the overset grid generator Ogen (Henshaw, 1998c), the solver
can handle both 2D and 3D grids. The solver is able to solve the linearised
forward-speed hydrodynamic problems that provide the wave resistance, the
radiation and the diﬀraction response of the body. Two types of linearisation
have been implemented based on the Neumann-Kelvin (undisturbed free stream)
and the double-body ﬂow.
The hydrodynamic solutions are computed in the time-domain by applying the
body boundary condition appropriate to the problem. In the case of the steady
wave resistance problem, the body boundary condition is simply a ramp function
accelerating the body to a steady forward speed. For the radiation problem, a
pseudo-impulsive Gaussian displacement is prescribed in each rigid-body degree of
freedom. For the diﬀraction problem a pseudo-impulsive incident wave elevation
is deﬁned. The free surface is marched in time using the classical fourth-order
Runge-Kutta scheme, and the continuity equation is solved accordingly to get the
velocity potential inside the computational domain. The time-domain solutions
are ﬁnally Fourier transformed to obtain the corresponding frequency-domain
quantities. This way of prescribing the body motion in the time-domain is
relatively eﬃcient as the desired range of frequencies can be controlled by tuning
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the pseudo-impulse and the grid resolution to the problem at hand. The velocity
potentials, their gradients and the waterline surface elevation are also transformed
for calculation of the mean second-order wave drift force.
The major eﬀort and time of the project has been put on working to get a stable
solution for the forward-speed hydrodynamic problems. This was solely due to
the convective terms, U ∂φ∂x and U
∂η
∂x , in the free-surface boundary conditions
which appear in the case of the forward-speed problems. The convective terms
add an essentially hyperbolic character to the evolution equations which makes
the numerical solution unstable whenever the discrete convection operator is
biased in the downwind direction. When centered ﬁnite-diﬀerence schemes are
used, a downwind bias is introduced at any upstream boundary, and whenever the
grid is stretched such that the resolution decreases in the downwind direction. In
the ﬁrst case the instability starts from the boundary and propagates throughout
the domain. It has been shown that a stable convective scheme can be obtained
by applying a combination of extrapolation and Neumann boundary conditions
at the outﬂow and inﬂow respectively. All this will accordingly result in correctly
populating the ghost points and evaluating the free-surface derivatives at the
boundaries. In the second case, the instabilities begin inside the domain instead
of on the boundary contrary to the the previous case. It turned out that over
the stretched grid, the centered schemes can act as a sort of downwind scheme
along the direction where the grid spacing increases. This can be explained
by the extra weight in the ﬁnite-diﬀerence coeﬃcients which are given to the
downstream grid points. This issue regarding the grid stretching can be solved
by two approaches. By applying a ﬁlter one can introduce a sort of artiﬁcial
diﬀusion in to the numerical model. The amount of the diﬀusion should not be
such that the numerical solution is damped and destroyed excessively. This can
be controlled by changing the strength of the ﬁlter, so it is strong enough to keep
the solution stable, and dissipate any high oscillation in the numerical solutions.
A least-square Savitzky-Golay ﬁlter (Savitzky and Golay, 1964) has been written
just for the solutions at the free surface. The strength and stencil width of the
ﬁlter can be adjusted to control the amount of the diﬀusion which will be applied
to the model. Another solution to this problem is to introduce an upwind bias to
the convective derivative stencil. That is to say that at least one more grid point
is necessary in the upwind direction in the ﬁnite-diﬀerence stencil. The resulting
scheme will have a built-in diﬀusive characteristic which is similar to the result
of the ﬁltering approach. Accordingly a biased diﬀerencing scheme has been
written in the code which is ﬂexible in the sense that the number of bias points
can be adjusted. Except for the steady wave resistance problem for the ﬂoating
hemisphere where a very mild 9th order 11 point ﬁlter has been used, in all other
results presented in this report, a two point bias stencil has been applied for the
convective derivatives at the free surface, which makes a stencil with four points
along the upwind direction and two points along the downwind direction. The
major understanding of the stability issues of the solver was obtained through the
attempt to solve the wave resistance problem in two-dimensions as a veriﬁcation
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that the forward speed has been applied successfully to the model. The main
focus in this project was developing a tool which will be used to calculate the
added resistance of the slow ships. Apart from some two-dimensional test cases,
no further attempts has been made to validate the wave resistance problem. In
this sense the wave resistance solution was something of a by-product of the
attempt to get the stable numerical scheme.
The solver has been validated against the analytical solutions for the primitive
ﬂoating and submerged bodies and for both zero- and forward-speed problems. All
hydrodynamic problems have been validated separately, and except for the very
long waves, i.e small k’s, the agreement was quite good and satisfactory. In the
case of the forward-speed radiation problem one should be careful regarding the
critical frequency τ = 14 eﬀect. An asymptotic continuation of the time-domain
force and velocity potentials is necessary to take in to account the oscillation of the
signal at the critical frequency after the end of the simulation. The contribution
of the asymptotic values should be added to the numerical transform of the
time-domain solutions. This has been performed by calculating the asymptotic
contributions analytically, and adding the result to the corresponding frequencies.
This way it was possible to resolve correctly the hydrodynamic coeﬃcients at
the critical frequency.
The analytical solutions used for the validation of the radiation and diﬀraction
problems all have applied the Neumann-Kelvin free-surface boundary conditions.
In order to be able to compare the numerical solution, the similar boundary
value problems have been solved. But discussion is still open on the inﬂuence of
the other base-ﬂow terms on the numerical solutions, especially the double-body
elevation terms in the free-surface boundary conditions. At this stage only
the near-ﬁeld formulation for the drift force has been implemented. The way
the second-order wave forces are calculated in the frequency domain is quite
eﬀective, as the results are obtained for the whole range of the desired frequency
by post-processing relatively short time-domain solutions.
In the future stages of the development it is necessary to perform the validation
for the ship geometries and against the experimental results. Of the special
interest will be to demonstrate the convergence of the near-ﬁeld and far-ﬁeld
methods to the same result for the wave drift force. With the linear scalability
of the presented computational method, it is hoped to achieve this in the later
stages of the development of the solver. At the current stage, only the serial
capability of the A++/P++ arrays of the Overture library has been utilised.
It is also part of the future work to make the solver running in parallel. This
would be of special interest while demonstrating the convergence of the wave
drift force, as this requires a systematic grid reﬁnement.
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Appendix A
Linearisation of body
boundary condition
The surface of the body can be represented generally by F (x, y, z, t) = 0. The
total derivative of the function should be zero since as we move with the surface
it does not change. (Dalrymple and Dean, 1991)
∂φ
∂x
∂F
∂x
+
∂φ
∂y
∂F
∂y
+
∂φ
∂z
∂F
∂z
+
∂S
∂t
= 0. (A.1)
The instantaneous position of the body is represented by z and the function F
describing the body surface is expressed by z − S(x, y, t) = 0. Equation (A.1)
can be written as the body boundary condition:
∂φ
∂x
∂S
∂x
+
∂φ
∂y
∂S
∂y
+
∂S
∂t
=
∂φ
∂z
(1− ∂S
∂z
) on z = S. (A.2)
For the reason that will be known soon, the term ∂S∂z which is identically zero
have intentionally kept in the equation. Using perturbation equation (2.17) and
(2.15) the body boundary condition up to order of  is turned to:
∂φb
∂x
∂Sb
∂x
+
∂φb
∂y
∂Sb
∂y
− ∂φb
∂z
+ 
(∂Su
∂t
+
∂φu
∂x
∂Sb
∂x
+
∂φb
∂x
∂Su
∂x
+
∂φu
∂y
∂Sb
∂y
+
∂φb
∂y
∂Su
∂y
− ∂φu
∂z
+
∂φb
∂z
∂Su
∂z
)
on z = S. (A.3)
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To remember again equation (2.17) is expressed below:
z = Sb(x, y) + 
1Su(x, y, t) + 
2S(2)u (x, y, t) + . . . . (A.4)
Now the boundary condition is Taylor expanded around the position of the body
in the case of stationary base ﬂow. This can be expressed as:
body boundary condition|z=S = body boundary condition|z=Sb
+ (z − Sb(x, y)) ∂
∂z
(body boundary condition)|z=Sb +H.O.T. (A.5)
It is worthwhile to write down the body boundary condition for the case of the
stationary base ﬂow as it greatly simpliﬁes the equations.
∂φb
∂x
∂Sb
∂x
+
∂φb
∂y
∂Sb
∂y
− ∂φb
∂z
= 0 on z = Sb. (A.6)
If we collect the result of Taylor expansion up to order of  and then cancel all
the appearances of equation (A.6) we reach to:
∂fu
∂t
+
∂φu
∂x
∂Sb
∂x
+
∂φu
∂y
∂Sb
∂y
− ∂φu
∂z
+
∂φb
∂x
∂Su
∂x
+
∂φb
∂y
∂Su
∂y
+
∂φb
∂z
∂Su
∂z︸ ︷︷ ︸
due to introducing the base ﬂow φb
= 0 on z = Sb. (A.7)
The linearised boundary condition can be applied on a known surface. But still
the value of fu is not known and should be determined ﬁrst.
Two coordinate systems are considered. One is inertial O, and moves in steady
translation with a velocity equal to the forward speed of the body. The other one
is non-inertial O′, and attached to the body so it rotates and translates according
to the unsteady motion of the body due to incoming waves (well-known surge,
sway, heave, pitch, roll and yaw). The rotation and translation of the non-inertial
coordinate system can be seen and expressed from the inertial coordinate system.
They can be written as the perturbation expansion in the wave steepness  as:
ξ(t) = ξs + ξu(t) + 
2ξ(2)u (t) + . . . , (A.8)
α(t) = αs + αu(t) + 
2α(2)u (t) + . . . . (A.9)
Where ξ(t) describes the translation of the body with respect to the inertial
frame, and has three components ξ1(t), ξ2(t) and ξ3(t). The rotations of the body
seen by the inertial frame is expressed by α(t) and consists of three components:
α1(t), α2(t) and α3(t).
Two above-mentioned coordinates can be related to each other using the Euler’s
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angles that specify the orientation of the non-inertial reference frame with respect
to the inertial coordinate system.
{r} = ξ + [T]{r′}. (A.10)
In which {r} and {r′} denotes the vector of coordinates of a point in inertial and
non-inertial reference frame respectively. The position vector of the origin of the
non-inertial frame with respect to the inertial coordinate system is shown by
{ξ}. The transformation matrix according to Euler’s angle sequence represented
as [T] and is given by:
[T] =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
cosα3 cosα2
cosα3 sinα2 sinα1 cosα3 sinα2 cosα1
− sinα3 cosα1 +sinα1 sinα1
sinα3 cosα2
sinα3 sinα2 sinα1 sinα3 sinα2 sinα1
+cosα3 cosα1 − cosα3 sinα2
− sinα2 cosα2 sinα1 cosα2 cosα1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (A.11)
For small rotations if we replace the cosine of the angle with 1 and sine of the
angle with the angle itself the rotation matrix is turned to:⎛
⎝ 1 α1α2 − α3 α2 + α3α1α3 α1α2α3 + 1 α3α2 − α1
−α2 α1 1
⎞
⎠ . (A.12)
Up to order of  the rotation matrix is ﬁnally written as follows:⎛
⎝ 1 −α3 α2α3 1 −α1
−α2 α1 1
⎞
⎠ . (A.13)
Now equation (A.10) is written with the simpliﬁed rotation matrix as:
{r} = {ξ}+ {r′}+ {α} × {r′}. (A.14)
Where α and ξ are ”small angular displacement vector” and ”translation vector”
respectively.
{α} = α1(t)i+ α2(t)j + α3(t)k, (A.15)
{ξ} = ψ1(t)i+ ψ2(t)j + ψ3(t)k. (A.16)
Here {r} − {r′} is the local oscillatory displacement of the body due to waves,
and is denoted by {ξ}. The vector {ξ} is in fact the translatory motion of body
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which is seen by the inertial frame and is expressed using perturbation equation
(A.8). They are well-known surge, sway and heave motions. Moreover rotational
motions of the body i.e roll, pitch and yaw are given by {α}×{r′} and expressed
by the perturbation expansion equation (A.9).
Since in the case of stationary base ﬂow 	ξs and 	αs are cancelled, equation (A.14)
can be expressed as:
{r} = {r′}+ (ξu(t) +αu × {r′}) +O(2). (A.17)
We can solve for {r′} and express the results by the components of the vectors
again up to order of  as follows: (Mei et al., 2005)
x′ = x− 
(
ξ1(t) + α2(t)z − α3(t)y
)
,
y′ = y − 
(
ξ2(t) + α3(t)x− α1(t)z
)
, (A.18)
z′ = z − 
(
ξ3(t) + α1(t)y − α2(t)x
)
.
Two coordinates coincide while the body is at rest, so for the z component it is
true to write:
z′ = Sb(x′, y′) = Sb(x, y) = z at rest position. (A.19)
The known value of Sb(x
′, y′) may be expanded by a two dimensional Taylor
expansion around the exact position of the body z. If we use equation (A.4) the
result is as:
Sb(x
′, y′) = z − Su(x, y, t) = z − 
(
ξ3(t) + α1(t)y − α2(t)x
)
+ 
∂Sb
∂x
(
ξ1(t) + α2(t)z − α3(t)y
)
+ 
∂Sb
∂y
(
ξ2(t) + α3(t)x− α1(t)z
)
on z = S(x, y, t). (A.20)
After simpliﬁcation the value of Su(x, y, t) can be expressed as:
Su(x, y, t) = ξ3(t) + α1(t)y − α2(t)x
− ∂Sb
∂x
[
ξ1(t) + α2(t)z − α3(t)y
]
− ∂Sb
∂y
[
ξ2(t) + α3(t)x− α1(t)z
]
. (A.21)
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Now we can insert Su(x, y, t) in to equation (A.7) and write the result as:
ξ˙3(t) + α˙1(t)y − α˙2(t)x− ∂Sb
∂x
(
ξ˙1(t) + α˙2(t)z − α˙3(t)y
)
− ∂Sb
∂y
(
ξ˙2(t) + α˙3(t)x− α˙1(t)z
)
+
∂φu
∂x
∂Sb
∂x
+
∂φu
∂y
∂Sb
∂y
− ∂φu
∂z
+
∂φb
∂x
[
− α2(t)− α3(t)∂Sb
∂y
− ∂
2Sb
∂x2
(
ξ1(t) + α2(t)z − α3(t)y
)
− ∂
2Sb
∂x∂y
(
ξ2(t) + α3(t)x− α1(t)z
)]
+
∂φb
∂y
[
α1(t) + α3(t)
∂Sb
∂x
− ∂
2Sb
∂x∂y
(
ξ1(t) + α2(t)z − α3(t)y
)
− ∂
2Sb
∂y2
(
ξ2(t) + α3(t)x− α1(t)z
)]
+
∂φb
∂z
[
− β(t)u ∂Sb
∂x
+ α1(t)
∂Sb
∂y
]
= 0 on z = Sb. (A.22)
Or written other way:
ξ˙3(t) + α˙1(t)y − α˙2(t)x− ∂Sb
∂x
(
ξ˙1(t) + α˙2(t)z − α˙3(t)y
)
− ∂Sb
∂y
(
ξ˙2(t) + α˙3(t)x− α˙1(t)z
)
+
∂φu
∂x
∂Sb
∂x
+
∂φu
∂y
∂Sb
∂y
− ∂φu
∂z
+
(
ξ1(t) + α2(t)z − α3(t)y
)[
− ∂
2Sb
∂x2
∂φb
∂x
− ∂
2Sb
∂x∂y
∂φb
∂y
]
+
(
ξ2(t) + α3(t)x− α1(t)z
)[
− ∂
2Sb
∂x∂y
∂φb
∂x
− ∂
2Sb
∂y2
∂φb
∂y
]
+
∂φb
∂x
(
− α2(t)− α3(t)∂Sb
∂y
)
+
∂φb
∂y
(
α1(t) + α3(t)
∂Sb
∂x
)
+
∂φb
∂z
(
− α2(t)∂Sb
∂x
+ α1(t)
∂Sb
∂y
)
= 0 on z = Sb. (A.23)
With multiple use of equation (A.6), and taking derivative with respect to x, y
and z following expressions can be derived.
∂2φb
∂z∂x
=
∂2φb
∂x2
∂Sb
∂x
+
∂2Sb
∂x2
∂φb
∂x
+
∂2φb
∂x∂y
∂Sb
∂y
+
∂2Sb
∂x∂y
∂φb
∂y
,
∂2φb
∂z∂y
=
∂2φb
∂x∂y
∂Sb
∂x
+
∂2Sb
∂x∂y
∂φb
∂x
+
∂2φb
∂y2
∂Sb
∂y
+
∂2Sb
∂y2
∂φb
∂y
, (A.24)
∂2φb
∂z2
=
∂2φb
∂x∂z
∂Sb
∂x
+
∂2Sb
∂x∂z
∂φb
∂x︸ ︷︷ ︸
=0
+
∂2φb
∂y∂z
∂Sb
∂y
+
∂2Sb
∂y∂z
∂φb
∂y︸ ︷︷ ︸
=0
.
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Now (A.23) can be written as follows:
ξ˙3(t) + α˙1(t)y − α˙2(t)x− ∂Sb
∂x
(
ξ˙1(t) + α˙2(t)z − α˙3(t)y
)
− ∂Sb
∂y
(
ξ˙2(t) + α˙3(t)x− α˙1(t)z
)
+
∂φu
∂x
∂Sb
∂x
+
∂φu
∂y
∂Sb
∂y
− ∂φu
∂z
+
(
ξ1(t) + α2(t)z − α3(t)y
)[∂2φb
∂x2
∂Sb
∂x
+
∂2φb
∂x∂y
∂Sb
∂y
− ∂
2φb
∂x∂z
]
+
(
ξ2(t) + α3(t)x− α1(t)z
)[ ∂2φb
∂x∂y
∂Sb
∂x
+
∂2φb
∂y2
∂Sb
∂y
− ∂
2φb
∂y∂z
]
+
(
ξ3(t) + α1(t)y − α2(t)x
) [ ∂2φb
∂x∂z
∂Sb
∂x
+
∂2φb
∂y∂z
∂Sb
∂y
− ∂
2φb
∂z2
]
︸ ︷︷ ︸
=0
+
∂φb
∂x
(
− α2(t)− α3(t)∂Sb
∂y
)
+
∂φb
∂y
(
α1(t) + α3(t)
∂Sb
∂x
)
+
∂φb
∂z
(
− α2(t)∂Sb
∂x
+ α1(t)
∂Sb
∂y
)
= 0 on z = Sb. (A.25)
Finally the boundary condition is re-arranged for more simpliﬁcations. For the
sake of legibility the relevant terms are bundled in to four groups denoted by A,
B ,C and D .
A =
∂φu
∂x
∂Sb
∂x
+
∂φu
∂y
∂Sb
∂y
− ∂φu
∂z
, (A.26)
B = ξ˙3(t) + α˙1(t)y − α˙2(t)x− ∂Sb
∂x
[
ξ˙1(t) + α˙2(t)z − α˙3(t)y
]
− ∂Sb
∂y
[
ξ˙2(t) + α˙3(t)x− α˙1(t)z
]
, (A.27)
C =
∂Sb
∂x
[
α3(t)
∂φb
∂y
− α2(t)∂φb
∂z
]
+
∂Sb
∂y
[
− α3(t)∂φb
∂x
+ α1(t)
∂φb
∂z
]
+
[
− α2(t)∂φb
∂x
+ α1(t)
∂φb
∂y
]
, (A.28)
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D =
∂Sb
∂x
[∂2φb
∂x2
(
ξ1(t) + α2(t)z − α3(t)y
)
+
∂2φb
∂x∂y
(
ξ2(t) + α3(t)x− α1(t)z
)
+
∂2φb
∂x∂z
(
ξ3(t) + α1(t)y − α2(t)x
)]
+
∂Sb
∂y
[ ∂2φb
∂x∂y
(
ξ1(t) + α2(t)z − α3(t)y
)
+
∂2φb
∂y2
(
ξ2(t) + α3(t)x− α1(t)z
)
+
∂2φb
∂y∂z
(
ξ3(t) + α1(t)y − α2(t)x
)]
−
[ ∂2φb
∂x∂z
(
ξ1(t) + α2(t)z − α3(t)y
)
+
∂2φb
∂y∂z
(
ξ2(t)− α1(t)z + α3(t)x
)
+
∂2φb
∂z2
(
ξ3(t) + α1(t)y − α2(t)x
)]
, (A.29)
and
A+B +C +D = 0 on z = Sb. (A.30)
Back to equation (A.1) it is obvious that the ∇F is a normal vector on the
surface F . Consequently in the case of F deﬁned as F = z − S(x, y, t) the unit
normal vector can be expressed as:
n = (− ∂Sb
∂x
,−∂Sb
∂y
, 1)
[
(
∂Sb
∂x
)
2
+ (
∂Sb
∂y
)
2
+ 1)
]−1/2
. (A.31)
Now after inserting the unit normal vector and also some manipulation using
vector calculus we can write the terms in the linearised body boundary condition
as follows:
A = −∂φu
∂n
, (A.32)
B = ξ˙ · n, (A.33)
C = (∇φb · ∇)ξ · n, (A.34)
D = −(ξ · ∇)∇φb · n, (A.35)
where
ξ = {r} − {r′} = {ξ}+ {α} × {r′}.
It is well recognizable how introducing the stationary base ﬂow inﬂuences the
body boundary condition through the terms C and D. Finally the boundary
condition is written as:
∂φu
∂n
=
[
ξ˙ + (∇φb · ∇)ξ − (ξ · ∇)∇φb
]
· n on z = Sb. (A.36)
That is exactly the linearised body boundary condition which has been obtained
by (Newman, 1979). It is now worthwhile to re-arrange again the boundary
condition as follows:
E =
∂φu
∂x
∂Sb
∂x
+
∂φu
∂y
∂Sb
∂y
− ∂φu
∂z
, (A.37)
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F = −ξ˙1(t)∂Sb
∂x
− ξ˙2(t)∂Sb
∂y
+ ξ˙3(t)
+ α˙1(t)
[
y + z
∂Sb
∂y
]
+ α˙2(t)
[
− x− z ∂Sb
∂x
]
+ α˙3(t)
[
− x∂Sb
∂y
+ y
∂Sb
∂x
]
, (A.38)
G = ξ1(t)
[∂Sb
∂x
∂2φb
∂x2
+
∂Sb
∂y
∂2φb
∂x∂y
− ∂
2φb
∂x∂z
]
+ ξ2(t)
[∂Sb
∂x
∂2φb
∂x∂y
+
∂Sb
∂y
∂2φb
∂y2
− ∂
2φb
∂y∂z
]
+ ξ3(t)
[∂Sb
∂x
∂2φb
∂x∂z
+
∂Sb
∂y
∂2φb
∂y∂z
− ∂
2φb
∂z2
]
, (A.39)
H = α1(t)
[∂Sb
∂y
∂φb
∂z
+
∂φb
∂y
− z ∂Sb
∂x
∂2φb
∂x∂y
+ y
∂Sb
∂x
∂2φb
∂x∂z
− z ∂Sb
∂y
∂2φb
∂y2
+ y
∂Sb
∂y
∂2φb
∂y∂z
+ z
∂2φb
∂y∂z
− y ∂
2φb
∂z2
]
+ α2(t)
[
− ∂Sb
∂x
∂φb
∂z
− ∂φb
∂x
+ z
∂Sb
∂x
∂2φb
∂x2
− x∂Sb
∂x
∂2φb
∂x∂z
+ z
∂Sb
∂y
∂2φb
∂x∂y
− x∂Sb
∂y
∂2φb
∂y∂z
− z ∂
2φb
∂x∂z
+ x
∂2φb
∂z2
]
+ α3(t)
[∂Sb
∂x
∂φb
∂y
− ∂Sb
∂y
∂φb
∂x
− y ∂Sb
∂x
∂2φb
∂x2
+ x
∂Sb
∂x
∂2φb
∂x∂y
− y ∂Sb
∂y
∂2φb
∂x∂y
+ x
∂Sb
∂y
∂2φb
∂y2
+ y
∂2φb
∂x∂z
− x ∂
2φb
∂y∂z
]
, (A.40)
and
E + F +G+H = 0 on z = Sb. (A.41)
After using some vector calculus it will be known that:
E = −∂φu
∂n
, (A.42)
F = ξ˙ · n+ α˙ · (r× n), (A.43)
G = ξ · [− (n · ∇)∇φb], (A.44)
H = α · [− (n · ∇)(r×∇φb)]. (A.45)
The linearised body boundary condition now can be written as:
∂φu
∂n
= ξ˙ · n+ α˙ · (r× n)
+ ξ · [− (n · ∇)∇φb] +α · [− (n · ∇)(r×∇φb)] on z = Sb. (A.46)
Appendix B
Linearisation of free-surface
boundary conditions
Dynamic free-surface boundary condition
Plugging the velocity potential from (2.15) in to the non-linear free-surface
boundary condition (2.4), and writing the results up to order  we arrive at:
−1
2
U2 + gz +
1
2
(∇φb · ∇φb) + 
[∂φu
∂t
+ (∇φb · ∇φu)
]
= 0 on z = η. (B.1)
Now the dynamic free-surface boundary condition is expanded around the position
of the free surface in the case of zero order solution ηb. Collecting the terms up
to order of  gives the dynamic free-surface boundary condition linearised with
respect to ηb as:
− 1
2
U2 + gz +
1
2
(∇φb · ∇φb) + 
[
gηu +
∂φu
∂t
+ ηu
(1
2
∂
∂z
(∇φb · ∇φb)
)
+∇φb · ∇φu
]
= 0 on z = ηb. (B.2)
The terms outside the bracket in (B.2) are the dynamic free-surface condition
for the stationary base ﬂow. If the steady ﬂow satisﬁes the dynamic free-surface
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boundary condition at z = ηb then:
gηu +
∂φu
∂t
+ ηu
(
1
2
∂
∂z
(∇φb · ∇φb)
)
+∇φb · ∇φu = 0 on z = ηb. (B.3)
One additional linearisation step will be taken and (B.2) is transferred from
z = ηb to z = 0 using Taylor expansion as:
− 1
2
U2 +
1
2
(∇φb · ∇φb) + 
[
gηu +
∂φu
∂t
+ ηu
(1
2
∂
∂z
(∇φb · ∇φb)
)
+∇φb · ∇φu + gηb + ηb
(1
2
∂
∂z
(∇φb · ∇φb)
)]
= 0 on z = 0. (B.4)
Where all products of ηb and order  terms have been dropped. Note that if we
deﬁne the base ﬂow as: φb = −Ux+ φ′b, then the dynamic boundary condition
for the Neumann-Kelvin or the double-body linearisation becomes:
∂φu
∂t
= −gηu + U ∂φu
∂x
− 1
2
∇φ′b · ∇φ′b
+ U
∂φ′b
∂x
− gηb −∇φ′b · ∇φu = 0 on z = 0. (B.5)
Where φ′b = 0, ηb = 0 and φ′b = φ′db, ηb = ηdb for the Neumann-Kelvin and
double-body linearisation respectively.
Kinematic free-surface boundary condition
Using equations (2.6), (2.15) and (2.16), the kinematic free-surface condition up
to order of  can be written as :
− ∂φb
∂z
+∇ηb ·∇φb+
[∂ηu
∂t
− ∂φu
∂z
+∇ηu ·∇φb+∇ηb ·∇φu
]
= 0 on z = η.
(B.6)
The boundary condition is now expanded with respect to ηb, and the outcome
up to order of  is:.
− ∂φb
∂z
+∇ηb · ∇φb + 
[∂ηu
∂t
− ∂φu
∂z
− ηu ∂
2φb
∂z2
+∇ηu · ∇φb
+∇ηb · ∇φu + ηu ∂
∂z
(
∇ηb · ∇φb
)]
= 0 on z = ηb. (B.7)
If the steady ﬂow satisﬁes the free-surface kinematic boundary condition at
z = ηb, the terms outside the bracket in (B.7) amounts to zero and the kinematic
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boundary condition for the unsteady ﬂow can be written as:
∂ηu
∂t
− ∂φu
∂z
− ηu ∂
2φb
∂z2
+∇ηu · ∇φb +∇ηb · ∇φu
+ ηu
∂
∂z
(∇ηb · ∇φb) = 0 on z = ηb. (B.8)
One more time Taylor expansion of (B.7), helps to evaluate the boundary
condition on z = 0. The result after neglecting the products of ηb and order 
terms is:
− ∂φb
∂z
+∇ηb · ∇φb + 
[∂ηu
∂t
− ∂φu
∂z
− ηu ∂
2φb
∂z2
+∇ηu · ∇φb − ηb ∂
2φb
∂z2
]
= 0 on z = 0.
If we subtract the uniform ﬂow from the base ﬂow then the kinematics condition
for the Neumann-Kelvin or the double body can be expressed as:
∂ηu
∂t
=
∂φu
∂z
+ U
∂ηu
∂x
+ U
∂ηb
∂x
−∇φ′b · ∇ηu −∇φ′b · ∇ηb
+ ηu
∂2φ′b
∂z2
+ ηb
∂2φ′b
∂z2
on z = 0. (B.9)
Combined free-surface boundary condition
In (2.7) the total velocity potential can be replaced with its perturbation expan-
sion from (2.15).
g
∂φb
∂z
+
1
2
∇φb · ∇(∇φb · ∇φb) + 
[∂2φu
∂t2
+ g
∂φu
∂z
+ 2∇φb · ∇(∂φu
∂t
)
+∇φb · ∇(∇φb · ∇φu) + 1
2
∇φu · ∇(∇φb · ∇φb)
]
= 0 on z = η. (B.10)
The boundary condition is now expanded around the position of free surface in
the stationary base ﬂow. The result up to order of  is as:
g
∂φb
∂z
+
1
2
∇φb · ∇(∇φb · ∇φb) + 
[
gηu
∂2φb
∂z2
+
∂2φu
∂t2
+ 2∇φb · ∇(∂φu
∂t
) +
1
2
∇φu · ∇(∇φb · ∇φb) +∇φb · ∇(∇φb · ∇φu)
+
1
2
ηu
∂
∂z
(
∇φb · ∇(∇φb · ∇φb)
)
+ g
∂φu
∂z
]
= 0 on z = ηb. (B.11)
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If the steady ﬂow satisﬁes the combined free-surface boundary condition at
z = ηb the ﬁrst two terms amount to zero. This simpliﬁes (B.11) as:
∂2φu
∂t2
−
∂φu
∂t
+∇φb · ∇φu
g +
1
2
∂
∂z
(∇φb · ∇φb)
[
g
∂2φb
∂z2
+
1
2
∂
∂z
(
∇φb · ∇(∇φb · ∇φb)
)]
+ g
∂φu
∂z
+
1
2
∇φu ·∇(∇φb ·∇φb)+2∇φb ·∇(∂φu
∂t
)+∇φb ·∇(∇φb ·∇φu) = 0 on z = ηb.
(B.12)
In which ηu has been substituted by its equivalent obtained from (B.3). That is
the equation derived by (Newman, 1979) for the combined free-surface boundary
condition. It is important to note that φb in his work is the total non-linear
solution for the steady ﬂow as it is assumed that the base ﬂow satisﬁes the
combined boundary condition on z = ηb and dropped the terms outside bracket
in (B.11).
The combined free-surface boundary condition can also be transferred to z = 0
by one more time Taylor expansion of (B.11).
g
∂φb
∂z
+
1
2
∇φb · ∇(∇φb · ∇φb) + 1
2
∇φu · ∇(∇φb · ∇φb) + g ∂φu
∂z
+
∂2φu
∂t2
−
∂φu
∂t
+∇φb · ∇φu
g +
1
2
∂
∂z
(∇φb · ∇φb)
[
g
∂2φb
∂z2
+
1
2
∂
∂z
[∇φb · ∇(∇φb · ∇φb)]
]
+ 2∇φb · ∇(∂φu
∂t
) +∇φb · ∇(∇φb · ∇φu)
+
[U2
2g
− 1
2g
(∇φb ·∇φb)
](
g
∂2φb
∂z2
+
1
2
∂
∂z
[∇φb ·∇(∇φb ·∇φb)]
)
= 0 on z = 0.
(B.13)
Where products of ηb and order  terms have been neglected, and ηb has been
replaced by its equivalent from free-surface dynamic boundary condition.
Appendix C
Basic formulations for the
near-ﬁeld and far-ﬁeld
methods
Near-ﬁeld
In this section it is explained how the second-order wave forces can be derived
according to the near-ﬁeld formulation. This is illustrated ﬁrst by calculating
the ﬁrst- and second-order forces of a standing wave incident on a vertical wall.
The linear solution for the velocity potential of a standing wave can be expressed
as:
φ =
2gA
ω
ekz cosωt cos kx. (C.1)
Then the corresponding wave elevation can be written as:
η = −1
g
∂φ
∂t
∣∣∣
z=0
= 2A sinωt cos kx.
The ﬁrst-order wave forces arises from obviously the ﬁrst-order velocity potential,
ﬁrst order terms in Bernoulli equation(2.2) and the ﬂuid pressure below the
mean water surface.
F 1 = − 1
T
∫ T
0
∫ 0
−∞
ρ
∂φ
∂t
∣∣∣
z=0
dzdt =
1
T
∫ T
0
2ρgA
1
k
sinωt dt = 0. (C.2)
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So the average ﬁrst-order wave force during one wave period is zero. Now if we
keep only the ﬁrst-order terms in the Bernoulli equation but this time extend the
integration interval to the instantaneous wave elevation ζ we get a second-order
wave force. Moreover it is obvious that the second-order pressure terms in the
Bernoulli equation give rise to the second-order wave forces by just integration
of pressure term below the mean water surface. In the following sections these
two components are calculated respectively.
Integration above the mean water level
It is very important to mention that the linear pressure below the wave crest
down to the mean water surface is hydrostatic. This can be shown easily by a
Taylor expansion of the pressure around mean water surface.
p = −ρgz − ∂φ
∂t
= −ρgz + 2ρgAekz sinωt cos kx. (C.3)
Or, without the loss of generality and with x = 0:
p = −ρgz − ∂φ
∂t
= −ρgz + ρgηekz. (C.4)
Based on the linear theory z in this equation extends from −∞ to 0. Now for
the pressure above the mean water level (0 < z < η) we have:
p′ = p
∣∣∣
z=0
+ z
∂p
∂z
∣∣∣
z=0
. (C.5)
The result up to ﬁrst-order in z is:
ρg(η − z). (C.6)
It says that the pressure below the crest is hydrostatic. The pressure at the
surface z = η is zero and its value at z = 0 becomes ρgη. Now we can calculate
one of the contributions to the second-order force.
F 21 =
1
T
∫ T
0
∫ η
0
ρg(η − z)dzdt = 2ρgA2 1
T
∫ T
0
sin2 ωt dt = ρgA2. (C.7)
Integration below the mean water level
The other contribution comes from the second-order pressure terms in the
Bernoulli equation. We just need to integrate from −∞ to 0, since if we
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otherwise extend the integration interval to η we get higher than second order
mean wave forces.
F 22 =
1
T
∫ T
0
∫ 0
−∞
−ρ
2
[
(
∂φ
∂y
)2 + (
∂φ
∂z
)2
]
dzdt
=
1
T
∫ T
0
−2ρg
2A2k2
ω2
∫ 0
−∞
e2kz cos2 ωtdz dt = −1
2
ρgA2. (C.8)
So the total mean second-order wave force applied on the wall during one wave
period is equal to 12ρgA
2. Based on above calculations, one can argue that there
are two contributions to the second order wave forces while applying near-ﬁeld
approach. The integration of ∇φ · ∇φ below the water surface and integration
of ∂φ∂t above the water surface.
Far-ﬁeld
According to the Reynolds Transport Theorem:
dM(t)
dt
=
d
dt
∫∫∫
Ω(t)
ρVdΩ = ρ
∫∫∫
Ω(t)
∂V
∂t
dΩ + ρ
∫∫
S(t)
Vqn · dS. (C.9)
Where M(t) is the momentum inside the time varying volume Ω(t), V is the
velocity vector, and qn is the normal component of the velocity of the enclosing
surface S(t). We express the Euler equations as:
∂V
∂t
+ (V · ∇)V = −∇(p
ρ
+ gz). (C.10)
Now:
dM(t)
dt
= −ρ
∫∫∫
Ω(t)
[
(V · ∇)V+∇(p
ρ
+ gz)
]
dΩ + ρ
∫∫
S(t)
Vqn · dS. (C.11)
Based on the following vector calculus identity:
(V · ∇)V = ∇(1
2
V ·V)−V× (∇×V),
V = ∇φ,
then it is possible to write:
(V · ∇)V = ∇(1
2
V ·V) = (∇ ·V)V.
122 Basic formulations for the near-ﬁeld and far-ﬁeld methods
Now the equation for the conservation of momentum becomes:
dM(t)
dt
= −ρ
∫∫
S(t)
[(
p
ρ
+ gz)n+ (V · n)V]dS + ρ
∫∫
S(t)
Vqn · dS. (C.12)
And ﬁnally:
dM(t)
dt
= −ρ
∫∫
S(t)
[(
p
ρ
+ gz)n+V(Vn − qn)]dS. (C.13)
Where Vn = V · n. For the case where the enclosing surface comprised of:
fb : body surface : qn = V n,
S∞ : far-ﬁeld surface : qn = 0,
SF : free surface : qn = Vn,
S0 : bed : qn = Vn = 0.
We have particularly, for the horizontal components of the force:
− ρ
∫∫
fb
[(
p
ρ
+ gz)ni + Vi(Vn − qn)]dS = −ρ
∫∫
fb
pnids = −Fi,
−ρ
∫∫
SF
[(
p
ρ
+ gz)ni + Vi(Vn − qn)]dS = 0,
−ρ
∫∫
S0
[(
p
ρ
+ gz)ni + Vi(Vn − qn)]dS = 0,
−ρ
∫∫
S∞
[(
p
ρ
+ gz)ni + Vi(Vn − qn)]dS = −ρ
∫∫
S∞
(pni + ViVn)ds.
Since:
dM(t)
dt
= 0.
The horizontal components of the force are:
Fi = −
∫∫
S∞
(pni + ρViVn)ds where i = 1, 2. (C.8)
Note: The integral of hydrostatic pressure on the closed surface:
ρ
∫∫
S
gz n,
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and the integral of the pressure on the bed, give no contribution to the horizontal
components of the force.
For a two dimensional case where there is no body inside the domain, and for a
single surface at inﬁnity we can write using the Bernoulli equation:
−
∫∫
S∞
(pni + ρViVn)ds =
ρ
0∫
−∞
(∂φ
∂t
+
1
2
[(
∂φ
∂x
)2 − (∂φ
∂z
)2] + gz
)
dz +
ρ
η∫
0
(∂φ
∂t
+
1
2
[(
∂φ
∂x
)2 − (∂φ
∂z
)2] + gz
)
dz.
If we express the velocity potential as:
φ =
gA
ω
ekz cos(ωt− kx) then : (∂φ
∂x
)2 = (
∂φ
∂z
)2.
So the above mentioned integral is as:
ρ
η∫
0
(
∂φ
∂t
+ gz)dz = ρg
η∫
0
(z − η)dz = −1
4
ρgA2 where η = A sin(ωt− kx).
This is the mean momentum ﬂux of a plane progressive wave, calculated at a
vertical plane with the positive normal vector in the direction of wave celerity.
The same results can be obtained, if we integrate directly the momentum ﬂux of
a plane progressive wave as follows:
MF = ρ
η∫
−h
u2dz = ρ
η∫
−h
ω2A2
cosh2 k(h+ z)
sinh2 kh
sin2(wt− kx)dz.
The integral is evaluated up to second order in wave amplitude:
MF =
ρω2A2 sin2(wt− kx)
sinh2 kh
0∫
−h
cosh2 k(h+ z)dz
=
ρω2A2 sin2(wt− kx)
sinh2 kh
· 2k(h+ z) + sinh 2k(h+ z)
4k
∣∣∣0
−h
=
[ ρω2A2
4k sinh2 kh
]
(2kh+ sinh 2kh) sin2(wt− kx)
=
1
4
ρgA2
[ tanh kh sinh 2kh
sinh2 kh
]
(1 +
2kh
sinh 2kh
) sin2(wt− kx)
=
1
2
ρgA2(1 +
2kh
sinh 2kh
) sin2(wt− kx).
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Now the average of the momentum ﬂux in one period is:
MF =
1
2
ρgA2(1 +
2kh
sinh 2kh
)
1
T
∫ T
0
sin2(wt− kx)dt = ECg/C.
In the case of deep water Cg = C/2, and the average momentum ﬂux is equal to:
1
4ρgA
2.
Now if we consider a two dimensional ﬂoating body in a control surface, comprised
of S∞, fb, S0, and SF , the mean wave drift force is equal to:
F2 =
1
4
ρg[A2 +A2R −A2T ]. (C.-6)
Where AR and AT represent the amplitude of the reﬂected and transmitted
waves. This is the equation for the wave drift force that has been obtained by
(Maruo, 1960).
In one extreme case where all incident wave is reﬂected from the body, so AT = 0
and A = AR, the mean drift force is equal to
1
2ρgA
2, that is the same as it has
been calculated using the pressure integration in the case of a standing wave.
Based on energy conservation, A2 = A2R +A
2
T , so the mean drift force can be
expressed as:
F2 =
1
2
ρgA2R. (C.-6)
Note that AR includes both radiated and diﬀracted wave amplitude. As it can
be seen, the wave drift force in the far-ﬁeld method is totally dependent on the
surface elevations of the scattered and radiated waves in the far-ﬁeld. There is a
relation between the far-ﬁeld wave amplitude and the velocity potentials and
their gradients on the body surface, and is known by Kochin Function (Mei et al.,
2005). This fact can be utilised in the far-ﬁeld approach by formulating the wave
drift forces based on the quantities on the body surface. A good example of this
type of calculation is (Kashiwagi et al., 2010).
Appendix D
Example use of the Overture
library
In the following lines a copy presented of an example of the code for solving the
Poisson’s equation on a overlapping grid (Henshaw, 2011b):
∂2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
= f x ∈ Ω
And with the Dirichlet condition u = 0 for x∈ ∂Ω.
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int
main(int argc , char *argv [])
{
Overture ::start(argc ,argv);
// create and read in a CompositeGrid
aString nameOfOGFile = "nameOfGridFile.hdf";
CompositeGrid cg;
getFromADataBase(cg,nameOfOGFile);
cg.update ();
// make a grid function to hold the coefficients
Range all;
int stencilSize=int( pow(3,cg.numberOfDimensions ())+1.5 );
// create grid function to store solution and system right
realCompositeGridFunction u(cg),f(cg);
// create the differential operator
CompositeGridOperators op(cg);
op.setStencilSize(stencilSize);
coeff.setOperators(op);
// get the coefficients for the Laplace operator
coeff=op.laplacianCoefficients ();
// fill in the coefficients for the boundary conditions
coeff.applyBoundaryConditionCoefficients (0,0,dirichlet , allBoundaries);
coeff.applyBoundaryConditionCoefficients (0,0,extrapolate ,allBoundaries);
coeff.finishBoundaryConditions ();
Oges solver( cg ); // create a solver
solver.setCoefficientArray( coeff ); // supply coefficients
// assign the rhs: Laplacian(u)=1, u=0 on the boundary
Index I1 ,I2,I3;
Index Ib1 ,Ib2 ,Ib3;
for( int grid =0; grid <cg.numberOfComponentGrids (); grid++ )
{
MappedGrid & mg = cg[grid];
getIndex(mg.indexRange (),I1 ,I2 ,I3);
f[grid](I1,I2 ,I3)=1.;
for( int side=Start; side <=End; side++ )
for( int axis=axis1; axis <cg.numberOfDimensions (); axis++ )
{
if( mg.boundaryCondition ()(side ,axis) > 0 )
{
getBoundaryIndex(mg.gridIndexRange (),side ,axis ,Ib1 ,Ib2 ,Ib3);
f[grid](Ib1 ,Ib2 ,Ib3)=0.;
}
}
}
solver.solve( u,f ); // solve the equations
Overture :: finish ();
return (0);
}
Appendix E
The Filter and upwind-biased
diﬀerencing coeﬃcients
Savitzky-Golay centered ﬁlter
11-point 9th order centered (S55)
dj−5 −0.00136
dj−4 0.0136
dj−3 −0.0614
dj−2 0.164
dj−1 −0.286
dj 0.344
dj+1 −0.286
dj+2 0.164
dj+3 −0.0614
dj+4 0.0136
dj+5 −0.00136
.
These centered coeﬃcients can also be obtained by MATLAB sgolay function
with 9 and 11 as the arguments. Note that based on the notation used here
(3.25), the coeﬃcient dj−5 − dj−1 and dj+1 − dj+5 are negative of those from
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the MATLAB function. Moreover due to the same reason dj is one minus the
coeﬃcient obtained from the MATLAB function.
Oﬀ-centered ﬁlters
The oﬀ-centered coeﬃcients have been obtained by (Berland et al., 2007) and
are as follows:
4-point 2nd order oﬀ-centered (S03)
d0 0.320882352941
d1 −0.465
d2 0.179117647059
d3 −0.035
,
7-point 2nd order oﬀ-centered (S15)
d−1 −0.085777408970
d0 0.277628171524
d1 −0.356848072173
d2 0.223119093072
d3 −0.057347064865
d4 −0.000747264596
d5 −0.000027453993
,
11-point 2nd order oﬀ-centered (S28)
d−2 0.052523901012
d−1 −0.206299133811
d0 0.353527998250
d1 −0.348142394842
d2 0.181481803619
d3 0.009440804370
d4 −0.077675100452
d5 0.044887364863
d6 −0.009971961849
d7 0.000113359420
d8 0.000113359420
,
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11-point 2nd order oﬀ-centered (S37)
d−3 −0.000054596010
d−2 0.042124772446
d1 −0.173103107841
d0 0.299615871352
d1 −0.276543612935
d2 0.131223506571
d3 −0.023424966418
d4 0.013937561779
d5 −0.024565095706
d6 0.013098287852
d7 −0.002308621090
,
11-point 2nd order oﬀ-centered (S46)
d−4 0.008391235145
d−3 −0.047402506444
d−2 0.121438547725
d−1 −0.200063042812
d0 0.240069047836
d1 −0.207269200140
d2 0.122263107844
d3 −0.047121062819
d4 0.009014891495
d5 0.001855812216
d6 −0.001176830044
.
Upwind-biased diﬀerencing coeﬃcients
ci−4 =
1
60
ci−3 = − 2
15
ci−2 =
1
2
ci−1 = −4
3
ci =
7
12
ci+1 =
2
5
ci+2 = − 1
30
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