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Abstract
Most of the existing research in assembly pathway prediction/analysis of virus capsids
makes the simplifying assumption that the configuration of the intermediate states can be ex-
tracted directly from the final configuration of the entire capsid. This assumption does not take
into account the conformational changes of the constituent proteins as well as minor changes to
the binding interfaces that continues throughout the assembly process until stabilization. This
paper presents a statistical-ensemble based approach which provides sufficient samples of the
configurational space for each monomer and the relative local orientation between monomers,
to capture the uncertainties in their binding and conformations. Furthermore, instead of using
larger capsomers (trimers, pentamers) as building blocks, we allow all possible sub-assemblies
to bind in all possible combinations. We represent this assembly graph in two different ways.
First, we use the Wilcoxon signed rank measure to compare the distributions of binding free
energy computed on the sampled conformations to predict likely pathways. Second, we rep-
resent chemical equilibrium aspects of the transitions as a Bayesian Factor graph where both
associations and dissociations are modeled based on concentrations and the binding free en-
ergies. Results from both of these experiments showed significant departure from those one
would obtain if only the static configurations of the proteins were considered. Hence, we es-
tablish the importance of an uncertainty-aware protocol for pathway analysis, and provide a
statistical framework as an important first step towards assembly pathway prediction with high
statistical confidence.
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Introduction
Viruses are the smallest living organisms on earth, possessing only a minimal genome which can
transcribe only a few proteins. Even with such limited resources, viruses exhibit a remarkable abil-
ity to not only survive, but parasitically multiply with great efficiency. One phase of their chemical
proliferation that is relatively unexplained, is the spontaneous assembly/disassembly of hundreds
of (capsid) proteins that come together to form the capsid (shell) that encases the viral nucleic
acid genetic material. Researchers continue to analyze this remarkable process from different per-
spectives, and also aim to use the insights discovered in designing nano-scale cages and shells for
drug delivery.1–4 In this article, we present a statistical methodology to analyze the viral assem-
bly process from a free energy perspective. We consider in particular the case of the Nudaurelia
Capensis virus (PDBID:1OHF5). While others have taken a similar perspective before (e.g.6–10),
we are the first to consider positional and conformational uncertainties of the protein structure and
their propagated influence on the configurational energetics and binding affinity calculations. This
methodology then allows us to infer energetically favorable viral capsomer configurations together
with improved statistical confidence.
Research at understanding the assembled arrangement of capsid proteins in a viral capsid builds
upon the work of Caspar and Klug (C-K).11 C-K characterize the symmetric organization of pro-
teins in a spherical viral capsid, building upon the mathematical foundations of spherical tilings
given by Goldberg.12 C-K show that the combinatorial arrangement of the capsid proteins can
be characterized using simple triangular tiles that cover an icosahedron. The basic concept is to
unfold an icosahedron, which has 20 regular triangular faces (and 12 vertices of 5-fold rotational
symmetry), onto a regular hexagonal grid (geometric dual to a triangular grid). By controlling the
scale of the icosahedral triangles with respect to the dual-grid-triangles, each icosahedral triangle
gets covered by T small grid-triangles, such that T = h2+k2+hk where h and k are integers. C-K
suggested that each such grid-triangle consists of 3 proteins in a cyclic configuration (forming a
trimer). Additionally, there are exactly 12 locations where 5 such small triangles meet at a vertex
(vertices of the icosahedron), and 10(T − 1) locations where 6 such triangles meet. If we only
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consider the viral protein (of the trimer) which is closest to these 5-fold and 6-fold locations, then
they can be thought to produce pentamers (pentons) and hexamers (hexons). Essentially, the entire
capsid can be thought of as 20T trimers; or as 12 pentamers and 10(T − 1) hexamers. Finally,
their idea, called “quasi-equivalence,” states that all the viral protein chains that form a capsid are
identical and have (quasi-) equivalent interfaces—essentially, all proteins are involved in the same
number of interactions at similar binding sites.
Recent published work by Janner13 and Keef and Twarock14 have shown that other types of
aperiodic arrangements involving pentamers or other types of subassemblies are also possible.
Other work, for example by Pawley,15 shows that several other symmetry classes also permit de-
composition into symmetric subassemblies, and Rasheed et al.16 proved necessary and sufficient
conditions for such subassemblies to be possible. Brooks et al. , in a series of papers, have charac-
terized the geometric conditions for symmetric capsids, provided methods to measure how much
a specific capsid conforms to the concept of quasi-equivalence,17–19 and hence how amenable it
is to coarse-grained dynamics analysis as described below. Furthermore, they present a simple
classification which characterizes variations of hexamers within a capsid.20
Many of the researchers working on predicting, analyzing, and/or simulating capsid assembly
have taken either a set of trimers, or a set of pentamers+hexamers, as the building blocks of as-
sembly. For instance, Rapaport et al.10 performed a coarse dynamics simulation where trimers
were used as building blocks. The shape of the trimers were modeled using a collection of large
balls, and the interactions were modeled by proximity of some small balls placed strategically
along the binding region. While this is a very simplistic model, it was successfull is showing that
such shape and binding site conditions are sufficient to drive self-assembly. In their more recent
work (e.g.21,22), the model was updated to include more complex energetics, and single proteins
(monomers) were used as building blocks, instead of trimers.
Hagan et al.6,23 applied Brownian dynamics simulation with a simplified force field. They
modeled each capsomer (which can also be a monomer) using a single bead model. Based on
prior knowledge about the arrangement of such beads on the capsid, they parametrized each bead
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based on the angles between each pair of their neighbors, and designed a binding affinity function
which allowed binding at specific orientations. The objective of the study was to gain insight from
exploring the energy landscape of the assembly, and to identify kinetic traps, analyze the rate of
assembly etc. This concept is similar to the ‘local-rules’ introduced by Berger et al.,24,25 which
has been adopted by other groups,26,27 for kinetics and dynamics analysis of capsids. A discussion
contrasting the block-like beads used by Rapaport et al. with shape-driven assembly, and the ones
used by Hagan et al. with neighborhood-driven assembly can be found in.7 Bona and Sitharam
also considered a bead-like model;28 however, they expressed the interaction between beads us-
ing geometric stability conditions and predicted likelihood of binding based on the simplicity of
solving the resultant geometric constraints system.29
Unlike the dynamics-based analysis techniques described above, Zlotnick applied statistical
thermodynamics law of mass action to relate the concentrations of the constituents and the product
of a binding with the binding free energy.8 Using pentameric building blocks, he enumerated all
unique compositions of one or more pentamers (each arranged exactly as it would be if the entire
capsid was formed). This technique, and several following publications,30,31 revealed various as-
pects of assembly for different viruses, including rates of assembly, effect of nucleation, detection
of possible kinetic traps etc. It also provided a simple tool to predict the effect of changing envi-
ronment parameters and or presence of other molecules, which can be applied to measure yields
under different conditions, designing conditions amenable to specific assemblies, etc.9,32
This paper presents an approach to score and rank conformational ensembles of capsid protein
capsomers and capsid subassemblies based on a new configurational sampling and energy analysis
approach. The sampled configurations of capsid subassemblies represents the various potential
intermediate states of a fully assembled viral capsid. In other words, we recognize that the tertiary
structure (fold) of individual subunits as well as binding contacts between subunits may evolve
over the span of the entire assembly process, and moreover, may exist in slightly different configu-
rations for the same subassemblies. The presence of such uncertainties imply that any binding free
energy computed solely based on the structure and interfaces that exist in the final matured state
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of the capsid is not always accurate. Similar uncertainty quantification and uncertainty propaga-
tion methods have recently been used for single molecule models33,34 but not for combinatorial
arrangments of viral capsid proteins in various capsomeric states.
In our approach, given prior knowledge (in the form of statistical distributions) of the nature of
uncertainty, we can provide additional theoretical upper bounds on the distributional moments35–37
for different properties of viral capsomers, and other quantities of interest or QOI (e.g. the binding
free energy). See for e.g.34 for such Azuma-Hoeffding bounds applied to molecular modeling with
atomistic positional uncertainty captured by B-factors. Additionally, if the space of configurations
is sampled such that low-discrepancy (and also low dispersion) is achieved, then a probability
distribution of the QOI can be approximated with bounded error.38,39 Such estimation of binding
free energies, i.e. as distributions instead of single values, makes it possible to sample energy
landscapes through various configurational ensembles, and analyze binding pathways in an effi-
cient and robust way.34 We apply our efficient low-discrepancy product space sampling technique
reported in40 to generate such low-discrepancy sampled ensembles of viral capsomers. The con-
figuration space for any subassembly of the capsid is a product space of the backbone torsion
angles between relatively rigid domains, as well as 3D affine transformations between each pair of
neighbors.
We also use the Wilcoxon sign rank test41 to compare the computed sampled energy distribu-
tion of various capsomers. Using this we rank all possible transitions from any given subassembly,
as a step towards stochastically predicting and analyzing stable assembly pathways, and with quan-
tified uncertainty. Finally, we use the distributions of free energy calculations to provide an analysis
of the relative concentrations of intermediate subassemblies as the capsid is being formed.
Materials and Methods
One of the major goals of this work is to develop a method for viral self-assembly pathway anal-
ysis with statistical guarantees. We consider assembly from an equilibrium perspective, where,
6
given prior knowledge of the final assembled structure, we can uniquely determine the possible
subassemblies of different sizes and the possible ways they can be associated/disassociated. This
assumption, that the binding free energy of the association governs the success and yield of the
reaction, is similar to the work of Zlotnick et al.,8,9,30–32 but applies a more robust estimation of
the binding energy under an uncertainty quantification framework. Additionally, we consider all
possible assembly pathways starting from monomers, instead of assuming that trimers, pentamers
etc. are the basic building blocks.
The overall methodology for this research is as follows. First, we identify all unique interfaces
and unique subassemblies of specific sizes (where “size” is defined as the number of constituent
monomers) of a given virus. Second, we sample the space of configurations for each of these
subassemblies with restricted range of motion to generate an ensemble of structures in an attempt to
capture the uncertainty (flexibility, random perturbations etc.) of the structure of the subassembly.
Then, we compute the free energy of each sample of each subassembly to generate a distribution of
the energy. Finally, we use these distributions of energies (instead of the traditional single value)
to compare the stabilities of the subassemblies, compute distributions of binding free energies
between subassemblies, predict likely transition pathways from one subassembly to another, etc.
In the following subsections, we discuss each of these in detail.
Unique Subassemblies and Transitions
Analysis of self-assembly focusing on only a predetermined set of pathways, fails to take into ac-
count subassemblies caught into energy traps, which nonetheless, may be part of a pathway which
is globally favorable to the capsid as a whole.6,23 For this reason, we have sought to implement
an exhaustive approach. We consider all possible unique subassemblies and all possible ways they
can come together.
To begin, we consider each chain to be unique. Even though the chains have the same primary
structure, in most cases they exhibit minor differences in their tertiary configuration and hence it is
preferable to consider each of them as unique, especially when computing binding free energies.
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Figure 1: A portion of the capsid of Nudaurelia Capensis virus (PDBID:1OHF) capsid. Labels on
the capsid shows individual monomeric capsid proteins of different types A/B/C/D and at different
locations and forming different local subassemblies. For instance the capsomer A1-A2-A3-A4-A5
form a pentameric configuration and contains four 5-fold interfaces of the same type. Similarly
A1-B1-C1 and D1-D7-D9 are two trimers, but involve slightly different interfaces.
For subassemblies involving two or more monomers, we consider them to be equivalent if and only
if all three following conditions (evaluated in this order) are met: 1) they have the same number of
monomers of each type, 2) they have the same number of symmetric interfaces of each type, and
3) when the entire subassemblies are aligned, the RMSD is less than a threshold.
For example, the Nudaurelia Capensis virus (PDBID:1OHF) has 240 proteins on its capsid,
and has four unique monomers: A, B, C, and D. It has several unique symmetric interfaces, each
appearing multiple times on the capsid. In Figure 1, we show a portion of capsid where each of
these unique interface types are present at least once. For example, 5-fold between A1-A2, A2-A3,
etc.; 6-fold between C1-B5, B5-D5, C1-D7, etc; 3-fold between A1-B1, A1-C1, B1-C1, D1-D7
etc.; and 2-fold between C1-D1, A1-B5 etc. According to our criterion, A1-B1 and A5-B5 are
equivalent to each other but not equivalent to A1-B5 (violates criterion 2). A4-A5-A1-B5 and
A5-A1-A2-B1 are equivalent, but A1-A2-A3-B1 are not (violates criterion 3).
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We select a set of subassemblies such that no member of the set is equivalent to any other
member. We ended up with 985 subassemblies involving up to 6 monomers. This set includes
some of the more distinct capsomers of this capsid: the trimers (A1-B1-C1) and (D1-D7-D9),
the pentamer (A1-A2-A3-A4-A5), and the hexamer (B5-C1-D7-B7-C6-D5). For this work, the
number of subunits in any given subassembly was limited to 6.
We consider a transition from subassembly P to subassembly Q feasible if it is possible to
add one monomer to P to make it equivalent to Q. For example, for the case shown in Figure 1,
(A1-B1-C1) is reachable from (A1-B1), (B1-C1), and (A1-C1).
Low-Discrepancy Sampling of Subassemblies
As mentioned before, instead of considering a static model for a subassembly, we are interested
in modeling its structure as a distribution of possible structures which have minor differences, but
represent the same state. One way to think of this is to consider an energy well that contains the
specific subassembly and many others which are just slightly different—in such case, one should
not focus on only one of them to characterize the well, but should consider the entire distribution.
In this regard, we are interested in both small changes inside subunit conformation (the natural shift
in structure of the protein backbone) and slight perturbations of the interface. Now we describe a
parameterization of these spaces.
Configuration space of a subassembly
Internal (flexible) DOFs While in principle backbone torsional angles are all relevant when
considering internal flexibility of a protein, for the sake of computational tractability (especially for
the multitude of subassemblies we have), we applied a coarse-grained approach based on domain
decomposition. Essentially, we limited the sampling space to flexible backbone torsion angles
between relatively rigid subdomains. To determine the set of flexible backbone torsion angles, we
used HingeProt42 to identify hinge residues for each subunit, PX , designating the corresponding
φ and ψ internal torsion angles of each residue as flexible (i.e. if there were r hinge residues,
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Figure 2: A few sample configurations for monomer chain A, generated by sampling backbone
torsion angles, shown using transparent rendering. The original configuration is rendered opaque.
there were a total of 2r rotatable bonds). This results in a configurational space equivalent to R2r.
Figure 2 shows an example of sampling such a space.
External DOFs We parametrize the space of local affine perturbations of each pairwise interface
between every pair of monomers in a subassembly using 6-DOFs, defined by three Euler angle
twists and three translational shifts. Hence, for a subassembly with t pairwise interfaces (edges in
a graph like the one in Figure 3), the space is equivalent to R6t
Sampling
Recall that we want to estimate the distribution of free energy over configurations in a local neigh-
borhood of a given subassembly. Computing such distributions analytically over such a space is
beyond the scope of our current work. What we intend to do instead is to provide an approximation
of the distribution through discrete sampling of the configurational space. First, we show that if the
set of samples fulfill certain conditions, then the estimated distribution approximates the correct
distribution.
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Figure 3: Interface graph for 1CWP (cowpea chlorotic mottle virus). Each node on the graph
represents a monomer (some of the monomers are shown). Two nodes are connected if their
corresponding monomers share an interface. Any subassembly corresponds to a connected sub-
component of the graph, and the space of local perturbations of the subassembly has 6t DOFs,
where t is the number of edges in that subcomponent of the graph.
Bounded error of estimation through low-discrepancy sampling For a continuous function f
on a d-dimensional product spaceI d , the modulus of continuity is defined asω( f , t)= supu,v∈I d&δ (u,v)≤t | f (u)−
f (v)|, where δ (u,v) is the distance between two configurations/samples. In other words, the value
of f does not change without bounds if the parameters are close. Also given a set of N samples
P = {x1,x2, . . . ,xN}, we can define their discrepancy with respect a collection of subsets,X , as:
D(P,X ) = max
X∈X
( |P∩X |
|P| −
µ(X)
µ(U )
)
, (1)
where µ is the Lebesgue measure (high-dimensional volume), andU is the universe. Discrepancy
can the be thought of as the “evenness” of the sample distribution.
Now we present the following theorem:
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Theorem 1: Bounded error of integral over I d (adapted from Theorem 2.13 of43)
If f is continuous in I d , then, for any set of samples P = {x1,x2, . . . ,xN} such that xi ∈I d , we
have: ∣∣∣∣∣
∫
I d
f (u)du− 1
N
N
∑
n=1
f (xn)
∣∣∣∣∣≤ 4ω ( f ;(D∗N(P))1/d) (2)
Essentially, if one ensures that D∗N(P) is low, then the error of approximation for the integral
is bounded. In our case, we want to approximate a distribution. Notice that the above theorem
guarantees that if low-discrepancy sampling is performed, the cumulative distribution function
(CDF), as well as the moments will be approximated with bounded error.
However, generating such low-discrepancy sampling in a high-dimensional space is nontrivial.
Efficient low-discrepancy sampling in high dimensional spaces Naive approaches in gener-
ating low-discrepancy sampling in product spaces involves sampling each degree of freedom uni-
formly and then combining them in all possible ways to generate samples in high dimensions.
This clearly results in exponential number of samples (in terms of d, the dimension of the space),
but also does not always guarantee low-discrepancy. Furthermore, it would be computationally
intractable to achieve an acceptable level of discrepancy when using such exponential sampling
over a space equivalent to R2r+6t for any practical values of r and t. However, there exist efficient
sampling strategies for such spaces which guarantee bounded discrepancy using only a polynomial
(in the number of degrees of freedom) number of samples.
In this article we leverage the product space sampling algorithm described by Bajaj et al. 40
which guarantees low-discrepancy defined over subsets of combinatorial rectangles (X , in the
definition in the previous subsection). The basic concept of the algorithm is to use a specific class of
pseudo-random number generators (described by Gopalan et al. 44) that provide strict randomness
guarantees. These generators are then used to choose a polynomial-sized subset of samples out
of the exponential-sized naive sample space, while still guaranteeing that the discrepancy of the
samples is bounded by dδ , d being the number of dimensions and δ being the discrepancy in a
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single dimension. It was shown in previous work (see the figure from34) that for dimension greater
than about 10, this method of pseudo-random sampling far outperformed traditional methods. As
our dimension is 2r+ 6t (which is much greater than 10 for any practical values of r and t), we
have used this method here.
This technique was previously applied by Rasheed et al. 34 to bound the uncertainties of dif-
ferent proteins and complexes under large conformational shifts as well as local perturbations. It
was found that even with high degrees of freedom, if the range of perturbations and flexible mo-
tions are constrained within a neighborhood, a relatively small number of samples are sufficient in
providing low approximation error for the distribution of different quantities of interest (e.g. free
energy). In this study, we generated 1000 samples for each subassembly.
Computing Distribution of Free Energy and Binding Free Energy
Given a set of samples with low discrepancy, we first compute the free energy for each of the
samples. We use Gibbs model of free energy defined as E =Ebonded+Evdw+Ecoul+Gcav+Gvdw+
Gpol −T S where Ebonded is bonded energy terms representing the energy required to move away
from ideal bond lengths, angles, etc., Evdw is the internal van der Waals energy, Ecoul is electrostatic
interaction energy, Gcav is approximated using the volume of the protein and the exposed surface
area, Gvdw is the Van der Waals interaction between exposed atoms and solvent atoms, Gpol is the
polarization energy (we used Generalized Born approximation), T is the temperature and S is the
entropy. In this article, we disregard the effect of S.
We used MolEnergy45,46 to compute the molecular surface, area, volume etc. and a fast GPU-
accelarated algorithm, PMEOPA47 for computing the van der Waals, Coulombic and polarization
energies. The accuracy of these techniques were established by Cha et al. 47 by comparison with
AMBER.48
While it is trivial to compute binding free energies for static cases simply as the difference of
the total free energies before and after binding, it is nontrivial when the input is in the form of
distributions, instead. The general idea, however, is still the same, and binding free energies can
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be computed as an extension of the single-quantity methodology. First, we define the binding free
energies for static cases, as follows: Given a complex or assembly, P, consisting of a set, S, of
individual chains, we express the binding free energy of P as:
∆E(P) = E(P)− ∑
C∈S
E(C). (3)
Now, since each of the components in the above equation is a distribution instead of a scalar,
we use a probabilistic definition for the distribution of ∆E(P). The distribution is approximated
based on a collection of 1000 observations. Each observation randomly selects a value from the
distribution E(P), and from each distribution E(C) such that C ∈ S.
Comparing Distributions to Rank Assemblies and Transitions
Analyzing assembly pathways requires the ability to quantify and rank different paths in terms of
their likelihood, which is most often related to the binding free energy. Since we are dealing with
distributions of such energies (rather than simple scalars), we need a slightly involved technique
to compare and rank such distributions. One possible approach is to compare the moments (mean
and variance, for instance), but this loses information such as whether the distribution is unimodal
or bimodal. The pairwise Wilcoxon signed-rank test41 uses the entire distribution and provides a
way to generate a total ordering among a set of distributions.
For any pair of distributions, X and Y with N points, the Wilcoxon statistic, W (X ,Y ), is com-
puted as follows:
1. Let di = |xi− yi|, i ∈ 1 . . .N, be the absolute difference between two random, independent
draws, xi ∈ X and yi ∈ Y ; let σi be the sign of xi− yi
2. Order each di from smallest to largest, and let Ri be the rank from this ordering
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3. Calculate the Wilcoxon signed-rank statistic, W (X ,Y ), as:
W (X ,Y ) =
N
∑
i=1
σi ·Ri (4)
It is easy to see that this statistic is symmetric, and that W (X ,Y )≈−W (Y,X).
This can be extended to multiple distributions, X1, · · · ,Xm, as follows:
W (Xi|X1, · · · ,Xm) =
m
∑
j 6=i
W (Xi,X j) (5)
For distributions of energy, a lower value of W is more favorable, thus the most optimal distribution
will have the most negative W statistic. Worse (less favorable) distributions will have increasingly
positive W statistic.
Results and Discussion
Sufficiency of Sampling
The first and most important question is to determine whether the number of samples we have
generated (1000) is sufficient for accurate methods of moments calculations. In previous work,34
we used an incremental sampling approach to determine when our sampling was sufficient enough
to obtain confident representative distributions. For all of the single proteins in the study, less than
400 samples was sufficient to provide high confidence in error bounds. As capsid protein com-
plexes consist of many different protein subunits, the uncertainty in a single sample can propagate
and influence the stability of the complex as a whole. It is important to ensure we have achieved
sufficient sampling.
Table 1 shows the required number of samples across all protein complexes. Most of the
subassemblies (86%) required less than 500 samples before saturation was reached. Only 2%
of the subassemblies required more than 900 samples, and the most unstable subassembly was
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Table 1: Number of samples needed to reach saturation across all samples. Number of sam-
ples defined by Chernoff-like bounds for incremental sampling approach. Most of the sam-
ples (86%) require less than 500 samples; 79% required less that 400.
# samples needed for saturation % of subassemblies
<100 2.6
100-200 39.9
200-300 26.0
300-400 10.3
400-500 7.7
500-600 3.3
600-700 3.2
700-800 2.3
900-900 2.2
900-950 1.2
950-975 1.2
>975 0.0
A1-B5-C1-D1-D5, requiring 973 samples. (Upon closer inspection, this subassembly had several
outliers that were likely affecting the results.) In our previous study, we showed that even an
incremental additive procedure (samples were added until saturation had been reached) with as
few as 10 additional samples provided an upper bound on the number of samples needed, so we
can safely conclude that the number of samples was sufficient to obtain accurate representative
distributions.
Statistical Distribution for Individual Subassemblies
We computed the following quantities for each sample of each subassembly: exposed surface area,
enclosed volume, LJ and Coulombic potentials, the solute-solvent polarization energy (Gpol), total
free energy (GBSA model) and delta energy (∆G). Sufficiency of the sampling guarantees that the
distributions of each of these properties are acceptably accurate. Figure 4 shows the distributions
of calculated surface area, exposed volume, energy and Gpol for the pentamer, A1-A2-A3-A4-A5.
As can be seen in these plots, minor perturbations in internal angles and interface contacts can
have large effect on all computed quantities. Some of these changes are intuitive (small changes
in internal angles have a large effect on exposed surface area, as seen by the large second moment
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of the PDF), but computing the quantities on all samples provides an accurate measurement as
to how much they can change. Additionally, while most distributions are relatively well-behaved
(approximately Gaussian with only one peak), for a small number of subassemblies (especially
those with potentially few contacts), the PDF is bimodal, providing additional insight into the
stability of the complex (see Supplemental ??????).
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Figure 4: Histogram plots of exposed surface area, enclosed volume, Gpol and total energy (GBSA
model) for all samples of the pentamer A1-A2-A3-A4-A5. Dotted vertical lines are the quantity
computed on the un-sampled molecule.
The second observation from these plots is one major motivation for using distributions of
quantities instead of single values. In Figure 4, the dotted red line shows the quantity computed
on the non-perturbed subassembly. For the pentamer, the original values vary wildly from the
distribution mean. In fact, a histogram of Z-scores for all subassemblies shows that most of them
differ greatly from the sampled mean, with many being more than 2 standard deviations away. In
addition, subassemblies with a larger number of subunits do not necessarily have a higher variance,
so correctly accounting for propagated uncertainty requires good, low-discrepancy samples.
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Comparing Capsomers
Given the distributions of a number of subassemblies for a specific property, we can compare them
using the Wilcoxon signed rank test and generate a total ordering. This is especially useful in gain-
ing insights (with quantified uncertainty bounds) into the relative binding affinities or stabilities of
different capsomers.
Figures 5 and 6 show the distribution of total energy for single subunits and dimer subassem-
blies, and the top 10 subassemblies of size 3, respectively (see Figure 7 for a surface representation
of these complexes). According to this test, the most stable subunit is B, the most stable sub-
assembly of size 2 is the B5-C1 dimer, and the most stable subassembly of size 3 is the A1-B1-B5
complex. The least stable complexes are A, the C1-D1 dimer, and the C1-D1-D7 complex (not
pictured).
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Figure 5: Density plots of distribution of all energy values for all single subunits (left) and sub-
assemblies of size 2 (right). Legend is ranked according to the Wilcoxon signed-rank test (top is
best), as reported above.
We also applied the Wilcoxon signed rank test to rank all possible transitions from any given
subassembly, which is a crucial step in predicting/analyzing the assembly pathway. For example,
Figure 8 shows the possible state transitions starting at C1-B5-B1. If only the native configurations
were used, one would have reached the conclusion that adding B7 would be the best transition.
However, this is a spurious result since the interface between B7 and B5 have low contact area and
is only stable if D7 was also present (see Supplementary Figure S5). That sensitivity is exposed
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Figure 6: Density plots of distribution of energy values for top 10 subassemblies of size 3. Legend
is ranked according to the Wilcoxon signed-rank test (top is best), as reported above.
Figure 7: Labeled surface representation of B5-C1 (left), and C1-D1-D7 (right). B5-C1 and C1-
D1-D7 are the most stable 2- and 3-subunit capsomers.
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through sampling the local configuration space which resulted in some configurations with tighter
binding sites and others that pulled them apart (apparent from the bimodal nature of the distri-
bution). Our method successfully accounted for this uncertainty, and the Wilcoxon test is robust
enough to determine that it is not the best possible transition.
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Figure 8: Density plots of distribution of energy values for all possible capsomers starting with
C1-B5-B1. Legend is ranked according to the Wilcoxon signed-rank test (top is best), as reported
above. Dotted vertical lines show the value computed on only the native structure.
Transitions
Finally, after ranking each transition based off its Wilcoxon score, we construct a complete tran-
sition graph showing all possible pathways leading from monomeric subassemblies to the largest
subassemblies. Since the entire graph is too large to visually inspect, we present snippets of it
here. Figure 9 shows transition sub-graphs starting with subunits B5-C1 and C1-D1-D7 respec-
tively. Note that these two were determined to be very stable states according to our analysis
presented in the previous subsection. Starting with (C1-B5), the most likely pathway is (C1-
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B5)→B1→A2→A3→A4 (Figure 9, left). For an assembly process starting with subassembly
A1-A2, the most likely pathway is (A1-A2)→A3→A4→B5→B1 (Figure 9, right). This kind of
figure can provide a visual method for observing likely state transitions. States that are very likely
(such as A2-A3-B1-B5-C1, the last star node on the left graph) have many highly-weighted in-
coming edges (these are "sink" states). States that are not so good can only be reached via poor
transitions (such as A1-A5-C1-D1-D7, in the right graph).
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Figure 9: Network graph of possible subassemblies formed when starting from most likely starting
points (left: B5-C1 dimer, and right: C1-D1-D7 complex). Color ranges from red (low Wilcoxon
score) to grey to blue (high Wilcoxon score). Potential sinks are identified by nodes that have
many incoming blue edges, such as A2-B1-B5 on the dimer graph. D1-D7 complex only shows
the most likely pathway; C1-D1-D7 graph has low-scoring subassemblies removed from the graph
for clarity. For more network graphs of individual subunits, please see Supplemental Figures.
There are several observations that can be made from generating likely pathways. One obser-
vation is that, while A1-A2-A3-A4 is a very stable 4-subunit subassembly, A1-A2-A3-A4-B5 is
more stable than A1-A2-A3-A4-A5, the pentamer (see Figure 10). This indicates that the pentamer
is not fully stabilized until the addition of the B subunit. Such reliance on dimeric interactions may
correlate with the size specificity of the virus capsids, since such an interface will not be present in
a T=1 shell. Another insight is that the A-C interface is not at all stable (the C-B or C-D interfaces
are much better), and probably does not happen until much later in the assembly process or until
other partners on hexameric interfaces provide necessary stabilization.
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Figure 10: Labeled surface representation of A1-A2-A3-A4-A5-B1-B5 (left), and network graph
of possible subassemblies formed when starting from A1-A2-A3-A4. Color ranges from red (low
Wilcoxon score) to grey to blue (high Wilcoxon score). According to the Wilcoxon test and our
results, the final piece of the pentamer does not form until after B1 and B5 have been added.
Steady-State Concentration Calculations
Transition pathways are useful for determining the most likely step in a single-step reaction. How-
ever, single-step reactions do not take into account one of the major driving forces for chemical
reactions: concentrations the necessary reactants and products. If no reactants are available in a
chemical reaction, it cannot take place; likewise, if the concentration of products is too high, the
reaction will not proceed forward. For this reason, we also sought to provide a global view of the
viral assembly in terms of concentrations of products and reactants.
According to the Zlotnick,49 the rate of formation of a subassembly consisting of n copies of
monomer S, Sn, is:
d [Sn]
dt
= kassoc
[
Sn−1
]
[S]− kdissoc [Sn] , (6)
where [S] is the concentration of a single subunit, and
[
Sn−1
]
is the concentration of Sn without
monomer S. At equilibrium (d [Sn]/dt = 0), the dissociation expression from Equation ?? indicates
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the concentration of free individual subunits that must remain:
[Sn]
[Sn−1] [S]
=
kassoc
kdissoc
(7)
The ratio kassoc/kdissoc at equilibrium is known as the equilibrium constant, KSn , and is directly
related to the change in free energy, ∆G(Sn), as:
∆G(Sn) =−RT lnKSn (8)
KSn = exp
{
−∆G(S
n)
RT
}
, (9)
where R is the gas constant (8.314 J mol−1 K−1) and T is the temperature (298K).
Thus, if the concentration of the reactants, [S] and
[
Sn−1
]
, and the change in free energy of the
subassembly, ∆G(Sn), are known, then it is possible to compute the concentration of the product,
[Sn]:
[Sn] =
[
Sn−1
]
[S]∗ exp
{
−∆G(S
n)
RT
}
(10)
This can be extended to subassemblies with generic reactants, such as B5−C1 and A1, and the
product A1−B5−C1, as long as the concentrations of the reactants and ∆G of the product forma-
tion is known.
It should be noted here that for many chemical reactions, the rate of the reaction is determined
by kinetics (kassoc and kdissoc) and not by thermodynamics (∆G). However, when the values of
∆G are high enough, it can be assumed that the reaction will go to completion quickly, and the
final ratio of products and reactants is equal to the equilibrium constant. As the ∆G values used in
these experiments are very favorable (on the order of 300-3,000kJ/mol), this assumption was made
through this section.
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Representing Capsid Assembly as a Graph MAP Problem
Based on Equation ??, it is easy to see that the concentration of a single product is dependent
on the concentration of one or more reactants. If concentrations of subassemblies are represented
by vertices in a graph, then dependencies can be represented by directional edges in this graph,
that have weights proportional to the ∆G value for each formation. In this way, we can use a
graphical model to describe the assembly process. If we initialize this graphical model with non-
zero concentrations for the monomers (A, B, C, and D, for 1oph) and zero concentration for all
other nodes and allow concentration to “flow” along edges from one node to another, then the
maximum a posteriori probability (MAP) estimate is the steady-state of the graph, where no flow
is happening.
As the details of this representation are beyond the scope of this work, we will only state that we
are using a Bayesian factor graph to represent the steady-state assembly and leave further details
for the interested reader to the supplement of this paper. For figures in this paper, the Nudaurelia
Capensis virus capsid was modeled with initial concentration of all monomers (A, B, C, and D)
were typical concentrations at micromolar ranges (100e-nM). The message-passing algorithm was
run until concentration change was below 1e-11M, summed over all concentration nodes.
Steady-State Concentrations
Figure 11 shows the distribution over successive steps of the message passing algorithm, which
attempts to model the self-assembly of the capsid. For the most part, the assemblies with higher
concentrations at the steady state (final step of the algorithm) are those with more subunits (e.g., the
concentration of the hexamer B5-B7-C1-C6-D5-D7 was 26nM, several orders of magnitude higher
than the other subassemblies). This observation would suggest that the subassembly formation
largely proceeded toward completion of products, and that the limiting factor was concentration of
the products, as was expected.
An important point to note is that this graph would be different if subassemblies of size greater
than 6 were also included, as the intermediate products would be quickly consumed. From Fig-
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ure 11, this phenomenon can already be observed; for example, the intermediate product A1-C1
has an initial high concentration, but then quickly drops off as it is used for later products, such as
A1-B1-C1-D1. This also explains why the concentration of monomer C decays so slowly, as there
are fewer beneficial reactions involving C (see, for e.g. Figure 6, where the products involving C
are not highly ranked). This might suggest that the configuration of C with the rest of the capsid is
meant as a stabilizing subassembly, and is not used until much later in the assembly process.
0.0e+00
2.5e−08
5.0e−08
7.5e−08
1.0e−07
0 200 400 600
# Steps
Co
nc
en
tra
tio
n
Assembly
C
B5−B7−C1−C6−D5−D7
A
A1−C1
A1−A2−A3−A4−A5
D
A1−B1−C1−D1
B
A1−B1−C1
B1−C1
A1−B1
D1−D7−D9
Figure 11: Change in concentration over time for several subassemblies of the Nudaurelia Capensis
viral capsid. Legend is ranked according to concentration at step 600. The x-axis has been trimmed
to emphasize initial concentration changes, as the steady-state concentrations were reached after
1300 steps of the algorithm.
Finally, we can also plot the distribution of all possible steady state concentrations, shown in
Figure 12. For this plot, initial values of ∆G were taken from the distribution of possible values
for each subassembly, and then the steady-state assembly algorithm was run as usual. Distribution
of final concentration of subassemblies were plotted as box-and-whisker plots. The red dot shows
the value computed when using ∆G computed on the unperturbed PDB structure. This plot shows
several things: first, that the distributions of final concentrations differ greatly across subassem-
blies, and second, that the value computed on the original PDB does not represent the true average
across all samples.
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of the Nudaurelia Capensis viral capsid. X-axis is log-scale to emphasize differences. Red point is
value computed when using just the original PDB.
Conclusions
Most of existing research in assembly pathway prediction/analysis of virus capsids have relied on
the final configuration of the capsid to determine the configuration of the intermediate states. This
assumption is overly simplified since the capsid proteins may undergo conformational changes,
binding interfaces may change to allow binding with another subassembly, etc. throughout the
assembly process until stabilization. To better capture this phenomenon, we have developed a
statistical-ensemble based approach which sufficiently samples the configurational space of each
monomer and the relative local orientation between monomers to capture the uncertainties in their
binding. Essentially, instead of modeling each subassembly as a static configuration, they are
modeled as distributions of possible configurations. This allows us to compute the free energy of
a subassembly, and the binding free energy on a possible assembly edge as distributions so that
statistical guarantees of accuracy can be additionally derived for each of the resulting assemblies.
Unlike traditional approaches where pentamers+hexamers, or trimers are used as fundamental
building blocks in the assembly pathway analysis, we use individual monomers as our starting
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constituents, and consider all possible unique subassemblies (modulo symmetry), of sizes up to 6.
The primary aim is to quantitatively understand the formation of the larger building blocks (i.e.
trimers, pentamers and hexamers).
We additionally, adapted the Wilcoxon measure to provide a way to compare the distributions
and determine the most likely subassemblies that can be generated in any step. Using this score
as weights on an assembly graph revealed that there are some low-energy subassemblies that are
unlikely to be formed because there are poor transitions along the path that forms said subassembly.
Finally, we extended the assembly prediction to factor concentrations of the constituents. The
assembly graph was converted to a Bayesian factor graph where the final concentrations of the
subassemblies are posed as a graphical maximum a posteriori problem. Transition probabilities
were set up based on the equilibrium constant computed from the binding free energy, and both
forward (association), and backward (dissociation) reactions were allowed. The result showed
expected patterns, e.g. dimers A1-B1, A1-A2 etc. getting produced at a fast rate and then being
consumed as other subassemblies become available, forming the larger subassemblies A1-B1-C1
(trimer), A1-A2-A3-A4-A5 (pentamer), etc. As the concentrations reach their steady state, larger
particles had higher final concentrations, as was expected.
In summary, we contend that the use of ensemble distributions of molecules, instead of single
conformations, allows one to make statistical inferences about the stability of molecular subassem-
blies. We have shown that, a full distribution of possible subassemblies is not obtainable if one was
to use assembly combinations only from the original PDB conformation. This could often lead to
erroneous conclusions. Use of a statistically rigorous procedure such as the one advocated in this
paper, yields inferences on capsid assembly can be made with confidence.
Supporting Information Available
We have added several files containing more in depth description of our methods, additional fig-
ures, and some data as supporting information. A list of the files and there content follows:
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• Supporting Information for Publication: Contains details of the Bayesian Factor Graph con-
struction, and additional figures S1-S10.
• graphical_model_edges.avg.txt: The graphical model for MAP analysis in ASCII
format.
• Wilcoxon_graph.txt: The complete graph corresponding to Figure 9.
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Supplemental Information
Representing Viral Assembly as Bayesian Factor Graph
For a simple virus (T=1) consisting of n identical subunits, it is easy to represent the formation
of a virus as a Bayesian network consisting of m nodes, where each node represents a possible
subassembly, sk, and the transition probabilities are the rates of formation. A node, vsk , representing
sk, would have incoming edges from all si and s j, where i+ j = k (e.g. sk−1 and s1, as well
as sk−2 and s2, etc.). See Figure S1 (left), where a larger subassembly, s4, is created from the
combination of s1+ s3 or s2+ s2. Edges leading into s4 are labeled with the specific combination.
The concentration [s4] is dependent on [s3], [s2], and [s1], as well as the corresponding ∆G values.
Bayesian Factor Graph One of the limitations with a traditional Bayesian network is that a sim-
ple edge weight does not contain all the information necessary to determine forward and backward
formation. The dependencies of s4, for example, are s1, s2, and s3. However, s4 is constructed of
two s2 subunits, but only one s1 subunit. Instead of a Bayesian network, we can represent the viral
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Figure S1: Two different graphical representations of virus formation. Left: a simple directed
Bayesian network; right: the same network represented by a factor graph, where factor nodes are
rectangles, representing the combination of a set of smaller nodes.
assembly process as a Bayesian factor graph, where the factor nodes are states that contain this
additional information. Thus, the only dependencies for s4 are s2+ s2 or s1+ s3, not the individual
subunits. Because we are modeling the creation of a virus from the addition of single subunits, we
will enforce an additional constraint that each factor node must have exactly two incoming edges
and exactly one outgoing edge.
Solving MRFs Using Message Passing
The traditional method for solving MRFs is through a technique called belief propagation or mes-
sage passing, where each node in the graph with “propagate” its “belief” about the current state
of the network to its neighbors.50 Traditional belief propagation is performed by the sum-product
method,51 which will be adapted for our use here.
Let r be a subunit that is used to produce more than one product, e.g. r and r1 form p1, and
r and r2 form p2. Then the ratio of the two products can be determined from Equation ??. If we
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assume that the concentration of r1 and r2 are equal, then:
[p1]
[p2]
=
exp
{
−∆G(p1)RT
}
exp
{
−∆G(p2)RT
} (11)
= exp
{
1
RT
(∆G(p2)−∆G(p1))
}
(12)
If we let e(p2) be the amount in the exponent, i.e.:
e(p2) = exp
{
−∆G(p2)
RT
}
, (13)
then we can rewrite Equation ?? as:
[p1]
[p2]
=
e(p1)
e(p2)
(14)
For a set of k potential products, p1 . . . pk, the proportional concentration of reactant r that will
be used to form product pi, λ (pi), can be written from Equation ?? and ?? as:
λ (pi) =
e(pi)
∑kj=1 e(p j)
(15)
For the sake of notation, we will also define the reverse exponent amount for reactant r, e−1(r)
as
e−1(r) = exp
{
∆G(r)
RT
}
(16)
and the reverse proportion of a reactant, λ−1(r j), over a set of potential reactants, r1 . . .rk, as:
λ−1(r j) =
e−1(ri)
∑ki=1 e−1(ri)
(17)
Let G = [E,V,F ] be a bipartite graph, G, with edges E and nodes divided into two disjoint
groups V (variable nodes, or concentrations of subassemblies) and F (factor “pool” nodes, or
hidden nodes where concentrations ‘pool’ before being assembled). Then the only messages that
are passed are from v ∈V to a ∈ F and vice versa, and not between two members of the same set.
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Figure S2: Factor graph for the formation of A1−A2−B1 from all possible units. Variable nodes
are red circles, factor nodes are blue rectangles, forward edges are black, and backward edges are
green.
We will also define two different kinds of edges, forward, and backward. Forward edges represent
the formation of a product by two reactants, and backward edges the break-down of products
into reactants. See Figure S2 for an example of the formation of A1−A2−B1 from all possible
reactants. The we will define four types of messages here:
Messages along the forward edges are:
• µv→a([v]): A message along from a variable (concentration) node to a factor (pool) node
describing the belief of [v], that will be available at pool node a. Pool node a will be used to
pool the subunits for subassembly v+ x∗, where x∗ is some (possibly different) subunit.
µv→a([v]) = λ (v− x∗)∗ [v] , (18)
where λ ([v− x∗] is defined according to Equation ??, the predicted amount of v that will be
available at pool node a.
• µa→v([v]): A message from factor (pool) node a to variable (concentration) node v will be
the amount of v that is created. Since each factor node has exactly two incoming edges, let
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us call these edges a[1] and a[2]. Then the message passed to v will be:
µa→v([v]) = a[1]a[2]∗ e(v) (19)
Messages along the backward edges are:
• µva[ j]←a
([
va[ j]
])
: Because the forward message from a reactants pool node to the products
concentration node will not always consume all of the products, it becomes necessary to
send a message back to the reactants containing the concentration amount not used. This
message will be:
µva[ j]←a
([
va[ j]
])
= a[ j]−min(a[1],a[2]) , j = {1,2} (20)
• µai←v([ai]): The concentration at product v will come from several sources; the total product
must therefore reach equilibrium with all of them. Thus, the message back from the product
node v to the factor node a about product a[1] or a[2] will be:
µa[1]←v ([a1]) = µa[2]←v ([a2]) = λ−1(v)∗ [v] , (21)
where λ−1(v)∗ [v] is defined according to Equation ??.
Message Passing Algorithm The message passing algorithm will be run in the following steps.
Let T0 be the initial concentration of monomer subunits, and let k be the size (number of monomers)
of the largest subassembly.
1. Initialize monomers to starting concentration, T0
2. Until no changes in concentrations have been made:
(a) For each size s = 1 to s = 6 (monomer to largest):
i. pass messages along forward edges from v of size s to f of size s+1
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ii. pass messages along forward edges from f of size s+1 to v of size s+1
(b) For each variable node, vi, set the concentration [vi] to the sum of all messages along
forward edges, µ∗→vi([vi])
(c) For each size s = 6 to s = 1 (largest to monomer):
i. perform message along all backward edges from v of size s to f of size s
ii. perform message passing along backward edges from all f of size s to v of size
s−1
(d) For each variable node, vi, add µ∗a→vi([vi]) to the current concentration, [vi]
3. Report the concentration of all v nodes
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Figure S3: Histogram plots of exposed surface area, enclosed volume, Gpol and total energy
(GBSA model) for all samples of B1-B5-B7-C1. Dotted vertical lines show the value computed
on the un-sampled molecule. Bimodal nature of plots reveal low surface area between B7 and the
rest of the complex. See the surface representation in S5.
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Figure S4: Histogram plots of exposed surface area, enclosed volume, Gpol and total energy
(GBSA model) for all samples of B5-D7. Dotted vertical lines show the value computed on the
un-sampled molecule. Bimodal nature of plots reveal low surface area between B5 and D7. See
the surface representation in Figure S5.
35
Figure S5: Labeled surface representation of B1-B5-B7-C1 (left), B5-D7 (center), and B1-B5
(right). Complexes have been rotated to show interfaces.
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Figure S6: Histogram plots of exposed surface area, enclosed volume, Gpol and total energy
(GBSA model) for all samples of B1-B5. Dotted vertical lines show the value computed on the
un-sampled molecule. Bimodal nature of plots reveal low surface area between B1 and B5. See
the surface representation in Figure S5.
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Figure S7: Network graph of possible subassemblies formed, up to size 4, when starting from
subunit A1. Color ranges from red (low Wilcoxon score) to grey to blue (high Wilcoxon score).
Potential sinks are identified by nodes that have many incoming blue edges, and nodes with low
probability of occurring have many incoming red edges.
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Figure S8: Network graph of possible subassemblies formed, up to size 3, when starting from
subunit B1. Color ranges from red (low Wilcoxon score) to grey to blue (high Wilcoxon score).
Potential sinks are identified by nodes that have many incoming blue edges, and nodes with low
probability of occurring have many incoming red edges.
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Figure S9: Network graph of possible subassemblies formed, up to size 3, when starting from
subunit C1. Color ranges from red (low Wilcoxon score) to grey to blue (high Wilcoxon score).
Potential sinks are identified by nodes that have many incoming blue edges, and nodes with low
probability of occurring have many incoming red edges.
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Figure S10: Network graph of possible subassemblies formed, up to size 4, when starting from
subunit D1. Color ranges from red (low Wilcoxon score) to grey to blue (high Wilcoxon score).
Potential sinks are identified by nodes that have many incoming blue edges, and nodes with low
probability of occurring have many incoming red edges.
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