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Abstract Outlier detection (also known as anomaly
detection or deviation detection) is a process of detecting
data points in which their patterns deviate significantly
from others. It is common to have outliers in industry
applications, which could be generated by different causes
such as human error, fraudulent activities, or system
failure. Recently, density-based methods have shown
promising results, particularly among which Local Outlier
Factor (LOF) is arguably dominating. However, one of
the major drawbacks of LOF is that it is computationally
expensive. Motivated by the mentioned problem, this
research presents a novel pruning-based procedure in
which the execution time of LOF is reduced while the
performance is maintained. A novel Prune-based Local
Outlier Factor (PLOF) approach is proposed, in which
prior to employing LOF, outlierness of each data instance
is measured. Next, based on a threshold, data instances
that require further investigation are separated and LOF
score is only computed for these points. Extensive exper-
iments have been conducted and results are promising.
Comparison experiments with the original LOF and two
state-of-the-art variants of LOF have shown that PLOF
produces higher accuracy and precision while reducing
execution time.
Keywords Anomaly Detection, Deviation Detection,
Local Outlier Factor, Outlier Detection,
1 Introduction
Outlier detection (also known as anomaly detection or
deviation detection) is a process of detecting data points
in which their patterns deviate significantly from others.
This definition may vary slightly based on the area that
it is used [1]. Outlier detection has been employed in var-
ious application domains such as financial, telecommuni-
cations, medical, and commercial industries [2].
According to [1], outliers are categorised into three ma-
jor types, namely point outliers, collective outliers, and
contextual outliers. The methods used for detecting these
three types are very different from each other and often it
is impossible to employ the same method on the other two.
In this paper, we have proposed an approach for detect-
ing point outliers and detecting contextual or collective
outliers is out of the scope of this paper.
Previous studies have proposed several methods for out-
lier detection, and it is hard to find a universal cate-
gorisation for all the methods. However, [3] categorise
them into the following four groups: distribution-based,
distance-based, clustering-based, and density-based meth-
ods. While in distribution-based methods the assumption
is that outliers are generated from a distribution that de-
viates from the others, in distance-based methods the as-
sumption is that outlier points tend to have a distance
above a threshold from a certain proportion of the others.
In clustering-based methods, the data instances are clus-
tered and instances that do not belong to any cluster are
considered as the outlier. Lastly, a density-based method
tries to compute the density of each data instance and
then compares the density with the density of the neigh-
bourhood. Instances that the ratio of their density and
the density of their neighbours are above a threshold are
the outlier.
[4] proposed a density-based method called Local Out-
lier Factor (LOF) that generates a value for each data in-
stance that tells its outlierness. Instead of using a thresh-
old, top-n data instances that have the highest LOF value
are considered as outliers. LOF has shown promising re-
sults, however, one of the major drawbacks of LOF is
that it is computationally very expensive, i.e., O(N2) [5].
Therefore, researchers have implemented pruning-based
methods to reduce N , i.e., decrease computation cost.
However, it has been realised that it will be achieved only
at the cost of debilitating performance of outlier detection.
In this paper, we propose an outlier detection method
based on LOF that would decrease the execution time
by bringing down the complexity. Instead of computing
LOF value for all the data instances, we perpetuate a
preliminary step in which density of each data instance is
estimated and then pruning is carried out based on the
median of the density of data instances. Finally, LOF
is only computed for the remaining data instances. The
second contribution is maintaining the performance. As
mentioned in Previous Studies, several pruning-based ap-
proaches are proposed in the literature; however, most of
these works reduce execution time by sacrificing the per-
formance. In summary, the contributions of this paper
are two-fold:
• Introducing a new density estimation that reduces
the execution time of LOF.
• Maintaining the performance of outlier detection.
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2 Related Studies
[4] proposed a density-based method known as LOF in
which a value is given to each data instance that shows
the outlierness for that individual. Then, the top-n points
with the highest LOF value are considered as outliers. Of-
ten, the points with LOF value above 1 are regarded as
outlier [6]. A major disadvantage of LOF is its complexity,
i.e., O(N2) where N is the size of the data [7]. The au-
thors of [8] proposed three improvements: LOF ′, LOF ′′
and GridLOF to simplify the computation of the original
LOF. In LOF ′, merely the ratio of MinPts−dist of the
query object and its neighbours are used to compute the
LOF value. They argued that this ratio is sufficient and
it is needless to compute the reachability distance and lo-
cal reachability density. And, in LOF ′′, they employed
two MinPts instead of just one to enhance the perfor-
mance of LOF. Their last enhancement, GridLOF , is a
pruning-based approach that removes dense areas so that
computing LOF for data instances inside the dense ar-
eas is not required anymore. However, the drawback of
GridLOF is that it requires manual grid setting, which is
not always feasible.
In previous work, [6], the authors randomly divided
the dataset into chunks and then determined the near-
est neighbours of each data instance only based on the
instances within the chunk that the query point belongs
to. Next, using the computed nearest neighbours they
generated LRD and LOF for all the data instances. How-
ever, this requires a precise neighbour selection and also
not all the outliers may be detected.
Another pruning approach was proposed by [9] in which
a clustering algorithm was applied in advance, and then
dense clusters are pruned based on this assumption that
they contain no outliers. Next, they employed a Local
Distance-based Outlier Factor (LDOF) to the sparse and
small clusters to detect outliers. Earlier, [10] proposed a
similar method that after clustering the dataset by using
k-means, instances that are close to the centroid of the
cluster, which they belong to, were pruned, and LDOF
was used merely on instances that were away from the
centroid, i.e., outside of a predefined radius.
[11] claimed that their approach can not only reduce
the calculation rate of LOF but also minimises the false
negative rate. Their approach has two stages. In the first
stage, the data instances are clustered using k-medoids,
which they believe its robustness against outliers and noise
is more than k-means. Next, after computing a local cut-
off value based on the size of the cluster, instances that
are outside of the radius are considered as potential out-
liers. In the final stage, LOF only computed for potential
outliers that were obtained from the previous stage.
The authors of [12] presented a generic method for
reducing the execution time of many density-based and
distance-based outlier detection algorithms. In their
method, a new density estimation called devToMean was
introduced that based on its value normal data instances
were pruned, then the outlier detection method was ap-
plied only on the rest of the data. However, the compu-
tation of devToMean is expensive, therefore, they used
k-means to divide the dataset into small clusters, and
then calculated the value of devToMean for each instance
within its cluster.
3 Proposed Method
3.1 Local Outlier Factor
This algorithm was first introduced by [4]. Local outlier
factor (LOF) is a density-based algorithm that gives a
score to each data point based on the density of its local
neighbourhood. This score represents the degree by which
the data point deviates from its local neighbourhood.
For any positive integer k, let k-distance be the dis-
tance between object p and its k nearest objects. The
k-distance-neighbourhood of object p contains all the ob-
jects whereby their distance from p are not greater than
the k-distance, i.e. Nk-dist(p) = {p′|p′∈D, dist(p, p′) ≤
distk(p)}.
The k-distance and k-distance-neighbourhood are used
to compute the reachability distance of an object. The
reachability distance of object p with respect to object o
is defined as:
reach-distk(p, o) = max{k-distance(o), d(p, o)} (1)
The authors of [4] proposed a specific instantiation of k
for outlier detection, which is derived from density-based
algorithms. Density-based algorithms often have two pa-
rameters. The first parameter, known as MinPts, deter-
mines the minimum number of points that are needed.
There is also the second parameter that defines a vol-
ume. The two parameters are used to define a density
threshold for algorithms. However, LOF only utilises
MinPts and dynamically specifies the density by employ-
ing reach-distMinPts(p, o), for o∈NMinPts(p). By speci-
fying MinPts, and given the reach−dist, the local reach-
ability density of an object is defined as:
LRDMinPts(p)=1/
( ∑
o∈NMinPts(p)
reach-distMinPts(p,o)
|NMinPts(p)|
)
(2)
which is the inverse of the average reachability distance
based on the parameterMinPts of object p. Local reacha-
bility can be∞ in the case that every reachability distance
in the summation is 0, which may happen when there are
data points that have the same spatial location of object
p, i.e. duplicates of p.
Local outlier factor, which represents the deviation of
each object with respect to its local neighbourhood, is
then defined as the the local reachability density of the
object p divided by the local reachability density of object
p’s MintPts-nearest neighbour. It is defined as:
LOFMinPts(p) =
∑
o∈NMinPts(p)
lrdMinPts(o)
lrdMinPts(p)
|NMinPts(p)| (3)
A low LOF value indicates that the data point is an
inlier, while outliers produce greater LOF values, i.e. usu-
ally greater than 1.
3.2 Prune-based Local Outlier Factor (PLOF)
Approach
A major drawback of the methods that were proposed
previously such as [12] and [10] is that they all need to
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Figure 1. Neighbourhood of A based on k-distance
cluster the dataset in advance, and then prune a portion
of the data instances based on a metric. This kind of ap-
proach brings in the complexity of the clustering method
into LOF. In our proposed method, there is no need to
cluster the dataset.
As explained in Section ??, to compute a score by LOF,
which indicates the outlierness of a data instance, first
need to find out the reachability distance, then local reach-
ability distance, and finally local outlier factor. In our
proposed work, these three steps are carried out merely
on data instances that requires further investigation. This
is decided based on a pruning method. The complexity
of this method is N , where N is the number of instances.
In our pruning method, the local density of each data in-
stance is estimated based on the following equation:
δ =
|M |2
n∑
i=0
dist(p, i)
(4)
where |M | is the cardinality of p’s neighbours and
dist(p, i) is the distance between p and its i-th neighbour.
As depicted in Fig. 1, we draw a circle around point p
based on k-distance (i.e., the radius that within that we
can have at least k neighbours), and then we compute M .
To the best of our knowledge the Equation 4 has never
been proposed before. To remove the effect of extreme
values [5], the largest and the smallest values of δ are
eliminated.
Having a set of δ values, the median is determined and
based on the assumption that outliers should have a low
δ value, all the instances that have a δ value less than the
median are pruned. This simple median-based clustering
eliminates the problem of finding a good threshold. It is
worth to mention that pruned instances are still used for
computing Equations 1, 2, and 3 for not pruned instances.
Finally, the LOF value for points that their δ value is
greater than the median is assigned to 0.
A paper should have a short, straightforward title di-
rected at general readers in no more than 20 words.
Algorithm 1: Efficient LOF Algorithm
input : D: a dataset with n×m dimension
output: λ: a 1d array
1 initialise: k = minimum neighbours;
2 S = δ values;
3 for each point xi in D do
4 NNi = find the k-th neighbour xj for xi;
5 δi = compute δ for xi given NNi;
6 append δi to S;
7 end
8 eliminate extreme values of δ;
9 med = median of S;
10 for each xi in D do
11 if δi < med then
12 prune xi
13 end
14 end
15 for each xi in D do
16 if xi not pruned then
17 compute reachability-distance of xi;
18 compute local reachability density of xi;
19 ρi = compute LOF value of xi;
20 append ρi to λ;
21 else
22 append 0 to λ;
23 end
24 end
25 return λ
4 Complexity Analysis
The complexity depends on the use of KD-tree. In case
of using KD-tree, the time complexity of finding the near-
est neighbours is O(N ∗ logN), where N is the number of
instances in the dataset. In case of using a Brute-Force
for getting the nearest neighbour, the complexity becomes
O(N2).
The complexity of computing δ value of each data in-
stance is O(N) while the complexity of getting median of
δ values is O(1). And, the complexity of LOF is O(N2)
[5]. By pruning, the size of N reduces, i.e., (N ′  N),
therefore, the complexity of computing LOF is substan-
tially reduced.
Table 1. The details of 6 datasets
Dataset # of features # of outliers # of data
Wine 13 10 129
Lymphography 18 6 148
Glass 9 9 214
Ionosphere 33 126 351
WBC 30 21 278
Heart 22 15 187
Breast 9 239 683
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Figure 2. Showing the first two principal components of (A) Wine, (B) Lymphography, (C) Glass, and (D) Ionosphere
Table 2. The execution time
Dataset PLOF LOF devToMean FastLOF
Wine 0.156 0.229 0.335 0.067
Lymphography 0.207 0.396 0.215 0.079
Glass 0.415 0.576 0.425 0.113
Ionosphere 1.167 1.297 1.081 0.214
WBC 1.320 1.719 1.243 0.238
Heart 0.340 0.445 0.358 0.125
Breast 4.336 5.163 4.335 0.633
Average 1.134 1.403 1.141 0.209
Table 3. The accuracy
Dataset PLOF LOF devToMean FastLOF
Wine 0.783 0.946 0.922 0.682
Lymphography 0.743 0.743 0.926 0.743
Glass 0.734 0.659 0.921 0.715
Ionosphere 0.877 0.638 0.661 0.678
WBC 0.757 0.646 0.915 0.685
Heart 0.572 0.519 0.578 0.540
Breast 0.851 0.613 0.630 0.848
Average 0.759 0.680 0.793 0.698
Table 4. The precision
Dataset PLOF LOF devToMean FastLOF
Wine 0.263 0.714 0.500 0.030
Lymphography 0.136 0.136 0.143 0.056
Glass 0.125 0.000 0.100 0.036
Ionosphere 0.895 0.495 0.706 0.566
WBC 0.186 0.000 0.000 0.062
Heart 0.536 0.446 0.778 0.481
Breast 0.701 0.463 0.150 0.857
Average 0.406 0.322 0.339 0.298
Table 5. The AUC
Dataset PLOF LOF devToMean FastLOF
Wine 0.882 0.882 0.637 0.416
Lymphography 0.866 0.866 0.562 0.547
Glass 0.808 0.344 0.534 0.479
Ionosphere 0.849 0.589 0.537 0.627
WBC 0.871 0.342 0.485 0.520
Heart 0.552 0.498 0.532 0.518
Breast 0.885 0.624 0.487 0.809
Average 0.816 0.592 0.539 0.559
5 Experiment Results and Analy-
sis
The proposed method is conducted on seven real
datasets obtained from UCI Machine Learning Repository
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Table 6. The recall
Dataset PLOF LOF devToMean FastLOF
Wine 1.0 1.0 0.300 0.100
Lymphography 1.0 1.0 0.167 0.333
Glass 0.889 0.000 0.111 0.222
Ionosphere 0.746 0.413 0.095 0.444
WBC 0.905 0.000 0.000 0.333
Heart 0.357 0.298 0.083 0.298
Breast 1.0 0.661 0.013 0.678
Average 0.842 0.481 0.109 0.344
[13], which are all publicly available. In the context of out-
lier detection, the datasets that are chosen in this paper
are considered as the benchmark as they have been fre-
quently used in the literature. The details of each dataset
that is used in our experiment are given in Table 1. It is
worth to mention that because most of these datasets are
originally used in classification, some of the datasets are
modified, e.g., merging one or two major classes to form
the normal class.
Various evaluation metrics have been used in the liter-
ature, however, the most effective and widely used met-
ric, especially for evaluating unsupervised methods, is Re-
ceiver Operator Characteristics (ROC) curve, which basi-
cally shows the true positive rate versus the false negative
rate at different threshold [3]. By calculating the Area
Under ROC (AUC) curve, it is possible to show the effec-
tiveness of the algorithm by a single value. The value of
AUC can vary between 0 to 1 in which any value closer to
1 indicates better performance while 0.5 shows a random
decision making. In this paper, we have used AUC, and
also other evaluation metrics such as accuracy, precision,
and recall [14]. The experiment on each dataset is carried
out five times and the averaged outcome is reported.
We compared our approach with the original LOF al-
gorithm [4], and also another two similar approaches that
were published recently: FastLOF [6] and devToMean
[12]. The two latter approaches are selected because their
main purpose is also to reduce the execution time of LOF.
The original LOF requires merely one parameter which is
the minimum number of neighbours. But, it is possible to
also define a threshold and pick data instances that their
LOF value exceeds the threshold. In our experiment, we
have used the same parameters for each approach.
In terms of execution time and accuracy, our approach
came second after FastLOF and devToMean respectively.
However, by looking at other metrics one can deduce that
[6] and [12] sacrificed detection performance, which is the
main goal, for execution time. For instance, our approach
is the dominating method based on AUC with a relatively
big margin and a standard deviation of 0.119. Moreover,
PLOF proved to be superior, on average, based on recall
and precision achieving 0.842 and 0.406 respectively.
By using PLOF, not only we managed to reduce execu-
tion time but also improved detection performance.
6 Conclusion
Prune-based local outlier factor reduces the execution
time of LOF. By introducing a novel pre-processing step,
data instances with high density are pruned and LOF is
only applied to unpruned data instances. In this way, the
complexity of LOF reduces while its performance remains
unchanged. Based on our experiment that was conducted
on 8 real-life datasets, PLOF demonstrated superior re-
sults compared with the original LOF and two more state-
of-the-art variants of LOF. In the future, we plan to apply
our novel method to other density-based methods to eval-
uate its performance.
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