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We consider the acoustic equation with a potential Q which IS zero 
outside of a compact set: 
utt = Au - qu, (1) 
over a domain G in R3 exterior to a bounded obstacle, on the boundary 
aG of which u satisfies a condition of the form 
u, + uu. = 0, (2) 
U, denoting the derivative of u in the direction of the outward normal. 
The functions 4 and CJ are taken to be real-valued. 
Multiplying (1) by C, and integrating by parts we deduce that 
“energy” 
is independent of t. In case this energy is positive-definite, as would 
be the case when both q and CJ are nonnegative, a scattering theory can 
be developed along the same lines as in our earlier work [6] where the 
acoustic equation with the simpler boundary condition u = 0 and 
without a potential was studied. When q or u take on large enough 
negative values, the energy form (3) is indefinite and our former 
procedure is no longer applicable; nevertheless the basic ideas can 
be adapted to the present problem. 
Our main results are as follows: 
(I) The scattering matrix Z%‘(Z) is unitary on the real axis and 
meromorphic in the complex plane; there may be infinitely many poles 
* Sponsored by the National Science Foundation G.P. 5841 and the office of Naval 
Research Nonr-225-79. 
37 
38 LAX AND PHILLIPS 
in the upper half-plane but only a finite number of poles in the lower 
half-plane and these occur at the points {- zj+> where the numbers 
{- pi2} are the nonzero bound-state energies of the Schrodinger 
operator 
L=-A++. (4) 
(II) The Heisenberg scattering matrix Y”“(z) for the Schriidin- 
ger equation, 
ut = iLu (5) 
subject to the boundary conditions (2), is related to the acoustic 
scattering matrix 9(z) by 
F(z) = 9pYq; (6) 
the poles of Ys on the negative real axis which come from the poles 
of Y in the lower half-plane are located at the energies of the bound 
states of the Schrodinger operator. 
Working independently, but concurrently, Dolph, McLeod and 
Thoe [2] have proved for a wider class of potentials [namely potentials 
q of growth O(exp (- 01 1 x I)) for large 1 x I], but without boundary 
conditions, that the scattering matrix Y is meromorphic for 
1 Im z 1 < Q 01 with poles occurring in the lower half-plane at most at 
the points (- i& where again the {- $} run over the bound state 
energies of the Schrodinger operator. 
Our approach is based upon the ideas developed in our earlier work 
on scattering theory. Since we shall be continually referring to this 
theory, it will be helpful if we begin by outlining its salient features 
as applied to the acoustic equation (1) with a nonnegative potential q 
whose support is contained in the ball {I x 1 < p> and with boundary 
condition (2) for nonnegative u. In this case the energy (3) is positive- 
definite and can be used to define the metric for an appropriate Hilbert 
space H; we denote the corresponding inner product by (,)E. 
Given a pair of functions f = {fi , f.}, the initial-value problem 
for (l)-(2) consists of finding a function u(x, t) with initial value f, 
4% 0) = fib) and Ut(% 0) =f&), (7) 
that satisfies the differential equation (1) and the boundary condition 
(2). We prefer to think of the solution as an operator U(t) relating 
initial data to data at time t. This suggests that we write (1) as a 
system of equations, 
Elf =v, vt = -Lu, 
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which is, in matrix notation, 
a, (3 = A 6)) 
where 
A=(-: i). 
(8) 
(9) 
In terms of the operator U(t) we have U(X, t) = [U(t)f]r (x) and 
4% t) = vwfl2 64. s ince the energy of the solution is independent 
of t, the operators {U(t)> f orm a one-parameter group of unitary 
operators on H with generator A. 
The scattering operator for this problem can be characterized in 
terms of what we call incoming and outgoing translation representa- 
tions of the solution group {U(t)}. These in turn are defined by means 
of certain closed subspaces, called incoming and outgoing subspaces 
and< denoted by D- and D, , with the following properties: 
(i)- U(t) D- C De for t <o, 
(iI+ u(f) D+ C D+ for t >o, 
(ii) n UP) & = {O), 
(iii) u U(t) D* is dense in H. 
In this example D-[D+] is taken to be the set of all initial data f such 
that Fwf I( ) x vanishes in the backward [forward] truncated light 
cone: 1 x 1 < - t + p with t < 0 [I x 1 < t + p with t > 01. 
Regardless of how D- or D, is realized, to each subspace satisfying 
the properties (i)- , (ii), and (iii) [or (i)+ , (ii), (iii)] there corresponds 
an incoming [outgoing] translation representation mapping H onto a 
Hilbert space L,( - co, co; N) of vector-valued functions K(S) defined 
on the real line to an auxiliary Hilbert space N with the norm 
1 k 1’ = j- 1 k(s) 1; ds. (10) -co 
The mapping is unitary taking D-[D+] onto Ls(- co, 0; N) 
[L&O, co; iv)], and the action of U(t) goes over into right translation: 
U(t) : k(s) + k(s - t). 
If k- and k, denote the incoming and outgoing translation repre- 
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senters, respectively, of a given f in H, then the scattering operator S 
has the following simple form: 
S:k-+k+. (11) 
Since both representations are translation representations of (U(t)} 
it is clear that S is unitary and commutes with translations. 
So far what has been said is quite general. As we shall see, the 
subspaces D, used to define the scattering operator can be chosen as 
above only if q and u are nonnegative. However, in this case it can 
be shown that D- and D, are orthogonal subspaces and it is precisely 
this fact that makes S a causality operator in the terminology of 
Segal and Four&s [3]; in symbols this means that 
SL,(- 00,o: N) CL,(- 00,o; Iv). (12) 
In order to verify this causality property of S we recall that in the 
incoming translation representation D- corresponds to&(- GO, 0; N). 
Moreover, the outgoing representer k, of any f in D- will be orthogo- 
nal to the set of representers of D, , that is to L,(O, co; N); this 
proves the assertion. 
The Fourier transforms of the above representations are called the 
incoming and outgoing spectral representations of {U(t)}, respectively. 
In this representation the scattering operator by virtue of being 
unitary and commuting with translations, becomes a multiplicative 
operator 9(u) acting on N which is unitary for almost all u. The 
causality condition can be used to prove that Y(u) is the boundary 
value of an operator-valued function 9(z) which is holomorphic 
in the lower half-plane Im x < 0. 
It turns out that the analytic properties of the scattering matrix are 
related to the asymptotic behavior of the solution at a fixed position 
for large positive times. This aspect of the theory can be studied by 
means of the following semigroup of operators: 
2(t) = P+cq)P- ) t 20, (13) 
where P-[P+] is the orthogonal projection of H onto the orthogonal 
complement of D- [respectively D+]. The operators {Z(t)) annihilate 
the incoming D--part and the outgoing D+-part of the data; thus 
basically Z(t) deals only with the local behavior of the solution. 
Now both (Z(t)} and the scattering operator have been constructed 
from the same ingredients, namely {U(t)), D- and D,; it is therefore 
not surprising that the two are intimately related. For instance, 
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(- 1) l/* t imes the complex conjugate of the spectrum of the generator 
B of the semigroup coincides with the set of points in the lower 
half-plane at which Y(z) does not have a bounded inverse. In the case 
of the problem we are presently considering but without boundary 
(that is G = RJ it can be shown that Z(t) is a compact operator for 
sufficiently large t. This fact can be used to prove not only that the 
scattering matrix has a meromorphic extension with only a finite 
number of poles in any half-plane Im z < c, but it also implies that 
Z(t) has an asymptotic expansion in terms of the eigenvectors of 
Z(t) and the rates of decay of these terms are equal to (- l)lj* times 
the position of the poles of 9’(z). 
For the general problem to be considered in this paper, in which 4 
and u are permitted to change sign, the above theory must be modified. 
An indefinite energy form cannot be used as a Hilbert-space inner 
product; instead we introduce the form 
If I& = s, Cl %fl I2 + If2 I”1 dx (14) 
as the defining metric in H. In addition A may now have eigenvectors 
corresponding to the bound states of the Schrodinger operator L 
defined in (4). 
In order to simplify the exposition we assume to begin with that A 
has no nontrivial null vectors. Denote the eigenpairs for L by 
{qi , - pj2}; the eigendata of A can then be written as 
Further, these eigendata can be chosen so as to form a biorthogonal set: 
(f t,f K+)E = 0 = (fi,f i& and (fi’,f JE = h, * (16) 
If we restrict ourselves to the E-orthogonal complement H’ of the 
{ff>, then the energy form becomes positive-definite and the operators 
{U(t)) are unitary operators in the usual sense. This we now do; 
however we pay a price for this convenience in that D- and D, are no 
longer in H’. In the general problem the role of incoming and outgoing 
subspaces is played by the projections of D- and D, on H’ which we 
denote by DI_ and 0; , respectively. 
In Section 3 it is proved that 0: and 0; are incoming and outgoing 
subspaces relative to the restriction of {U(t)) to H’. Denoting the 
D’incoming and the D;-outgoing translation representers for a given 
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data f in H’ by kI_ and k; , respectively, the scattering operator can 
again be represented as 
S:k’+k;. (17) 
However 0’ is no longer orthogonal to 0; , and as a consequence, S 
is no longer causal. In order to study the analytic properties of the 
corresponding scattering matrix we factor S as the product of a 
causal “scattering” matrix times the inverse of two others, each of the 
factors being amenable to a detailed analysis. 
The factoring is accomplished by means of a third set of incoming 
and outgoing subspaces, namely, 
D:=D-nH’ and D;=D,nH: (18) 
Again it can be shown that these subspaces have the desired properties: 
(i)) [or (i)+], (ii), and (iii) and h ence can be used to obtain D1-incoming 
and D;-outgoing translation representations. Let klI. and k; denote 
the corresponding representers of a given f in H’. Now it is obvious 
that DI: C D- and that 0; C D, so that DL and 0; are orthogonal. 
Hence the corresponding “scattering” operator 
S”:k”+k; (19) 
is causal and therefore has as its spectral representation an operator- 
valued function 9”(u) which is the boundary value of a function 
holomorphic in the lower half-plane. Moreover, by studying the 
corresponding semigroup (Z”(t)}, it can be shown that Y”(z) is 
meromorphic in general and, in the case when G = R, , that Y”(z) 
has only a finite number of poles in any half-plane Im x < c and that 
there exists an asymptotic expansion for the local behavior of the 
solutions for large t. 
We now factor the scattering operator S as follows: 
S:ki.+kII.+k:+k:; (20) 
and setting 
S-: k”-+k’ and S,:k;+k;, (21) 
we can write S as 
s = s;‘sw. (22) 
Since 0” C DL [Dt C D;] it follows that DL [DJ is orthogonal to 
the orthogonal complement of DI_ [D;]. However the orthogonal 
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complement of an incoming (outgoing) subspace is an outgoing 
(incoming) subspace so that S- and S, are causal scattering operators 
and their spectral representations Y- and 9, will have holomorphic 
extensions into the lower half-plane. A closer analysis shows that 
Y- and 9, are meromorphic with their poles positioned at just the 
points {z&}. One infers from this that 92 and 9’;’ are meromorphic 
with poles at the conjugate points {- ipj}. Thus 
is meromorphic with poles in the half-plane Im x < 0 at most at the 
points {- ipj}, having at most a finite number of poles in any half- 
plane Im 2 < c. 
In order to prove that 9”(z) actually has poles at the points {- ipj} 
we decompose 5’ as a sum of a causal part SC which takes 
L2(- co, 0; N) into itself and a noncausal part S, which takes 
L2( - co, 0; N) into L,(O, co; N). The spectral representer of SC has a 
holomorphic extension in the lower half-plane while that of S, can 
be written as 
[YJiI-] (u) = 1 (u + ipj)-l (C(a), n& nf; (23) 
RI_ is the Fourier transform of RL and the {$> are nonzero vectors in N. 
Thus 9 = YC + Yn is analytic in the lower half-plane with poles 
at the points {- ipj}. 
The results are the same even when A has null vectors; however the 
presence of null vectors requires that we work in the quotient space H’ 
over the null space of A and this further complicates the argument. 
Expository accounts of the present work can be found in [7] and [S]. 
1. THE INDEFINITE ENERGY FORM 
We take for our initial data the Hilbert space H obtained by com- 
pletion in the H-norm defined in (14) of the set of all pairs of functions 
with bounded support which are smooth in G. The H-inner product for 
the first component is the Dirichlet inner product which we denote 
bY (Al 9 and that of the second component is the L, inner product 
over G which we denote by (,). 
The energy defined in (3) also plays an important role. As before 
we denote the associated bilinear form, called the energy form, by 
(9L: 
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Assuming that q is square-integrable with bounded support and that u 
is bounded, it can be shown that the energy form is a continuous 
Hermitian symmetric form. 
As mentioned earlier, the energy form need not be positive; how- 
ever, because of our assumptions on q and u, it will be positive- 
definite on a subspace of finite codimension. To prove this we first 
rewrite the energy form as 
where 
(fLf)E = (f,f>H + Q(f), (l-2) 
(1.3) 
The following result is not difficult to prove: 
LEMMA 1.1. Suppose that the potential q is square-integrable with 
bounded support and u is bounded. Then the form Q(f) is compact with 
respect to the form (f, f )H . 
It follows from the compactness of the Q-form that 
IQ(f)1 <WI& 
for all f in H satisfying a finite number of linear conditions. Hence by 
(1.2) 
(fJ>E b s If lif (1.4) 
for all such f. 
2. THE INFINITESIMAL GENERATOR 
We shall prove that the solution to the acoustic equation (1) with 
boundary condition (2) can be characterized by a strongly continuous 
group of linear bounded operators {U(t)) with infinitesimal 
generator A: 
A=(-; 0’). (2-l) 
To do this we decompose the space of initial data H into the sum of 
two subspaces P and H’ each reducing A, where P is finite dimensional 
and H’ is such that A is skew self-adjoint on H’, at least when zero 
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is not an eigenvalue of A. In this case A generates a group of unitary 
operators on H’ and since P is finite dimensional it generates a group 
of bounded operators on P. If zero is an eigenvalue of A, then A 
generates a group of unitary operators on H’ modulo the finite- 
dimensional null space of A and we can deduce from this that A 
generates a group of bounded operators on H. 
We define A in the weak sense: Data f in H belongs to D(A) if 
there is an h in H such that f2 = h, and 
for all smooth functions v with bounded support satisfying the bound- 
ary condition (2). In this case Af = h. 
LEMMA 2.1. D(A) is dense in H. 
Proof, Given any smooth data f with bounded support it suffices to 
approximate f by smooth data satisfying the boundary condition (2). 
Construct a smooth scalar function 5, equal to zero on aG and at 
points in G a distance greater than E from 8G and such that 
on aG. 
This can be accomplished locally by straightening out the boundary; 
in addition 5, and its first derivatives can be kept uniformly bounded 
for all E > 0. It follows that { fi + 5, , fi) -+ f as E tends to zero. 
COROLLARY 2.1. A is skew-symmetric relative to the energy form; 
that is 
(Afb = +- 1, [a,fi B,g, + 9fzl - a,fi 4.gg, - qfigzl dx 
+ + I,,4f& -f&l dS = - (f, &)E (2.2) 
fat all f, g in D(A). 
Proof. For g in D(A), smooth with bounded support, the weak 
definition of A allows us to obtain the left hand equality by an inte- 
gration by parts. This can then be extended to arbitrary smooth g 
with bounded support by the technique used in the proof of 
Lemma 2.1. Finally it is clear that such data are dense in D(A) in the 
metric 1 g IH + 1 g, ID and hence that the left equality holds for all 
f, g in D(A). The right hand equality is established similarly. 
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One might hope from the above that A is skew self-adjoint relative 
to the energy form. Unfortunately this is not true in general the most 
we can prove in this direction is 
LEMMA 2.2. If 
( f* 4?>E = (h, &9E (2.3) 
for all g in D(A), then f belongs to D(A) and Af = - h plus a vector in 
the null space of A. 
Proof. If we consider only g with g, = 0 then 
2t.h &).e = $ 
G 
Pzfi a,g, + qfig,] dx + Ia0 ufig, dS = (h, , g,); 
in particular, this holds for all smoothg, with bounded support satis- 
fying the boundary condition (2). Integrating by parts we obtain 
from which it follows that Lfi = h, in the weak sense. 
Next we set g, = 0 and get from (2.3) 
for all smooth g, with bounded support satisfying (2). Integrating the 
right member by parts gives 
( fi + h, 3 Lg,) = 0. (2.4) 
From this we wish to conclude that 9 = { fi + h, , 0} belongs to the 
null space of A; the difficulty here is that we do not know initially 
that $i is in either L, or the Dirichlet space. However, since it is the 
sum of fi , which is in L, , and h, , which is in the Dirichlet space, 
it is locally in L, and also because of (2.4) d#, - q& = 0 in the 
sense of distributions. Elliptic theory shows that y& has first and second 
strong derivatives which are locally square integrable. By the Sobolev 
lemma, I,+ is locally bounded and hence qt,bl is square-integrable and 
is harmonic. A simple estimate shows that the mean values of fa , hl 
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and the above potential all tend to zero on expanding concentric 
spherical shells. Consequently u vanishes identically and 
$4 = - -& 1% dy, 
from which it follows that #r is in the Dirichlet space and hence that I/ 
belongs to the null space of A. This concludes the proof of Lemma 2.2. 
Denote by 2 the null space of the energy form, that is the set of allf 
such that (f, g)E = 0 for all g in H. 
COROLLARY 2.2. The null space of A and Z coincide. 
Proof. For f either in 2 or the null space of A it is clear that 
f2 = 0. For f in 2 and any g in D(A) we have 
(f, 4E = 0, 
and hence by Lemma 2.2, Af belongs to the null space of A; that is, 
A2f={-LLfi,O}=O. C onsequently Af = (0, - Lfi} = 0. Con- 
versely if Af = 0 then for any smooth g with bounded support 
satisfying (2) an integration by part gives 
According to the proof of Lemma 2.1, such g are dense in Hand there- 
fore f belongs to 2. 
Using techniques from the theory of partial differential equations, 
it is not hard to prove the next two lemmas. 
LEMMA 2.3. The subset 
F = Ifi* W); If IH + I -4f IH < 11 
is compact in the local norm 
“$P If&v) I + /J-c, [I WI I2 + If2 I21 d,y2, (2.5) 
for every bounded subdomain G’ of G. 
LEMMA 2.4. The operator L restricted to an operator mapping L, 
into L, is self-adjoint. 
COROLLARY 2.3. The nonpositive eigenspace for L is Jinite-dimen- 
sional. 
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Proof. For fi in the domain of L restricted to L, both f = { fi , 0) 
and g = (0, fd 1 ie in D(A); substituting these into (2.2) gives 
Consequently, the relation (1.4) implies 
w-l ,fd b (ftf)H 
for all fi in the domain of the restricted L satisfying a finite number of 
linear conditions. According to well-known facts of spectral theory, it 
now follows that the restricted L has at most a finite number of 
eigenvectors corresponding to nonpositive eigenvalues and that 
(Lfi , fJ is positive on the orthogonal complement of these eigen- 
vectors. 
Let {- pj2; j = I,..., m} denote the negative eigenvalues of L, if 
any, and let (~~1 be the corresponding eigenvectors: 
It is convenient to take each Eli to be positive. 
The square of the operator A is simply 
A* = (-“, J; 
hence if ~1.~ is an eigenvalue of - L we expect p or - p to be an 
eigenvalue of A. Indeed both are; as one may verify immediately: 
and f i = {- R , WG) (2.7) 
are eigendata of A: 
Aft = pjf:. and Af; = - pjf;. P-8) 
LEMMA 2.5. The eigendata {fi} can be chosen so as to satisfy the 
following orthogonality and biorthogonality relations: 
(f ;‘,f :)E = 0 for all j, k, (2.9, 
including j = k; 
(fb,fle)s=O for all j, k, (2.9)- 
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including j = k; 
but 
(fT,f& = 0 for all j # k (2.9~ 
(f t,f i)E # 0. (2.9) 
Proof. Using the skew symmetry (2.2) of A, the eigendata rela- 
tions (2.8) and the fact that the numbers pj are real we get 
Since the numbers ,!+, pk are positive (2.9)+ follows; (2.9) can be 
deduced similarly. The same identities give 
Pkf :,f k)E = Pdf :Yf k)E 9 
from which (2.9), follows if E”j # pk . 
The verification of (2.9) makes use of the definition (2.7) off j’, the 
form of the energy inner product, the expression (2.2) and the eigen- 
function Equation (2.6): 
which is indeed different from zero. 
Finally suppose that an eigenvalue - p2 of L has multiplicity 
greater than one. Then there are a corresponding number of eigen- 
data f+ and f - of A with eigenvalues p and - p, respectively. It 
follows from (2.9) that we may set up biorthogonal sets in the null- 
spaces of A - p and A + p so that the relation (2.9)* is satisfied 
even when ,uj = pk . It is convenient to normalize the (ff} so that 
<f&f& = 1. 
Let P denote the subspace spanned by the eigenfunctions If;>. 
COROLLARY 2.4. The energy form is nondegenerate on P; that is, 
only the zero element in P is E-orthogonal to all of P. 
Next let H’ denote the set of all data in H which are E-orthogonal 
to P. 
COROLLARY 2.5. Every element f of H has a unique E-projection 
into H’; that is, every f has a unique decomposition of the form 
f=g+P, 
where g lies in H’ and p lies in P. 
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COROLLARY 2.6. A maps P into P and H’ into H’. 
Proof. It is obvious that P is an invariant subspace of A and since 
A is skew symmetric so is the E-orthogonal complement H’. 
This brings us a little closer to our goal which is to find a subspace of 
finite codimension on which A is skew self-adjoint. As we shall see 
the E-form is nonnegative on H’ but due to the fact that 2 is contained 
in H’ it is not positive-definite on H’. 
LEMMA 2.6. The energy form is nonnegative on H’. 
Proof. It is clear from the form of the eigendata given in (2.7) 
that if f belongs to H’ then so does h = { fi , 0} and further, it is clear 
from the definition of the energy form that 
(h h>E < (f,f)E - 
Consequently, the positivity of the energy form on H’ will be esta- 
blished if we can show that (h, h)E > 0. To this end let 
h, = {+c ,O] 
be a sequence of smooth data with bounded support satisfying the 
boundary condition (2) and converging to h in the H-norm. An inte- 
gration by parts gives 
and since h, tends to h and h is, by assumption, E-orthogonal to 
fi+P we see that 
kz (Ilk 9 pj) = 0. (2.10) 
Let u; be the &-orthogonal projection of z+ into the &-orthogonal 
complement of the negative eigenspace of L. Since this eigenspace is 
finite-dimensional, u; belongs to the domain of L restricted to L, and 
further, u; lies in the nonnegative eigenspace of L. Hence for 
h; = {u; , O> 
(hi , h& = (Lu; ) 24;) > 0. 
On the other hand, because of (2.10), {h;} converges with {hk} to h 
in the H-norm and therefore 
(h, /z)~ = lim (hi , h& = lim (Lu; , 24;) > 0, 
as desired. 
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If the null space 2 is nontrivial we cannot expect the E-form to be 
positive-definite on H’. This suggests that we work with the comple- 
ment of 2 in H’ rather than H’ itself; and it is convenient to take this 
complement relative to the inner product: 
(f, g)z = (fl 3 gdp = I,,, Jl& dx. (2.11) 
LEMMA 2.7. The Z-norm ir equivalent o the H-norm on Z. 
Proof. We recall that Z is finite-dimensional and that all norms 
are equivalent on finite-dimensional spaces. It therefore suffices to 
prove that the Z-inner product is positive-definite on Z. Now if # 
belongs to Z and 1 $ Iz = 0, then & vanishes identically in the ball 
{I x 1 < p> and since A#, - Q& = 0 it follows from the analyticity 
of harmonic functions that #r is zero everywhere and hence that 
I$ = {#r , 0} is the null vector. 
We now define 
H” = [fin H’; (f, IJ)~ = 0 for all # in z]. 
Then H” is a closed subspace and H’ can be expressed as a direct sum: 
H’ = Z -+ H”; 
and, writing f = f’ + fn with f’ in Z and f” in H”, it also follows 
that the norm 
IfI”, = If’ 1% + If” Iif 
is equivalent to the H-norm on H’. 
This O-norm still has the defect of being an H-norm rather than a 
E-norm on H”. The next theorem provides a remedy. 
LEMMA 2.8. There exist positive constants c and C such that 
C(f,f)E Q (fYf)H G WYfb (2.12) 
for allf in H”. 
Proof. The left inequality follows directly from the continuity 
of the energy form. Moreover it is easy to show that the energy form is 
positive definite on H”. In fact, if (f, f )E = 0 for some f in H’, then 
because of the positiveness of the energy form on H’ (Lemma 2.6), 
the Schwarz inequality applies and shows that (f, g)E = 0 for all 
g in H’. On the other hand, f is by construction E-orthogonal to 
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P and therefore (f, g)E = 0 f or all g in H; it follows from this that f 
belongs to 2. Hence for all nonzero f in H” we can assert that 
(f,f)E > 0. 
In order to establish the right inequality in (2.12) we suppose, on 
the contrary, that there exists a sequence {f,} in H” such that 
cfn ,fn)E-f 0 and lfn IH = 1; (2.13) 
we may as well suppose that the {fn} converge weakly in H to the 
data fa in H”. Since the Q-form is compact by Lemma 1.1, we have 
Q(h) = lim Q(f& 
Now, according to (1.2), 
(tn ,f& = Ifn 1: + QUA 
and since 
IfoI~~liminfIfnIH= 1 
we see from (2.13) that 
Q(h) = - 1 and ( fo fob G 0. 
Thus fs is a nonzero element of H” and since the energy form is 
positive-definite on H” we have a contradiction. This completes 
the proof of Lemma 2.8. 
We can now introduce a more desirable norm for H’: 
If 1% = If’ 1% + If” Ii 9 (2.14) 
where as beforef=f’ +f" with f’ in Z and f N in H”. According to 
Lemma 2.8 this norm is equivalent to the O-norm and the latter 
has already been shown to be equivalent to the H-norm. 
We find ourselves in the following situation. The solution to the 
acoustic equation is energy preserving, that is A is skew symmetric 
with respect to the energy form. This form is indefinite on H, non- 
negative but not positive-definite on H’, and positive-definite on H”. 
However A does not take H” into itself. A way out of this difficulty 
is to work in the quotient space 
by (2.14) the usual quotient-space norm is equal to the induced- 
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energy norm. Since Z coincides with the null space of A we see that A 
is well-defined on the cosets of l’?; we denote the resulting operator 
by -3. 
THEOREM 2.1. a is skew self-adjoint. 
Proof, To show that D(A^) is dense in fl it suffices to prove that 
the part of D(A) in H’ is dense in H’; but this follows from the fact that 
D(A) is dense in H and the fact that the projection operator of H on 
H’ is continuous and takes D(A) onto D(A) n H’. On the other hand 
Lemma 2.2 shows that the E-adjoint of A^ is simply - A^. 
The Stone theorem now implies 
COROLLARY 2.7. The operator a generates an E-unitary group of 
operators {O(t)} on A. 
Next we establish the corresponding group property for the opera- 
tor A which is skew self-adjoint relative to an indefinite form. Such 
operators have been investigated in great detail by Iohvidov and Krein 
[.5] when the indefinite form is nondegenerate, that is when 2 = {0}, 
and it is known in this case that A generates a group of operators. 
We require an extension of this result to the case where 2 is of finite 
dimension. 
THEOREM 2.2. The operator A generates a strongly continuous 
group of bounded operators {U(t)} on H and for f in H’ 
rJ(wlA = m.f (2.15) 
Proof. It is clear from (2.8) that {U(t)) acts like a group of operators 
on the finite-dimensional subspace P. It therefore suffices to show that 
it behaves in this same fashion on H’. To this end we prove that A 
restricted to H’ is the infinitesimal generator of a group of operators 
on H’. In the first place, as shown in the proof of Theorem 2.1, 
D(A) is dense in H’. Moreover, for real h # 0 the range of AZ - A 
fills out H’. In fact, given g in H’, there exists by Theorem 2.1 an 
4 in A such that 
Thus for a particular choice off inf, 
(Al - A)f = h, 
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where h belongs to 6; since tj = g - h lies in 2, we see that 
(XI - 4 (f + h-V) = g. 
We next prove for all unit vectorsfin D(A) that 
I Re (4fA I < C 
for some constant C. In the notation of (2.14), 
(Af,f) = Wl’Lf’>z + ww9f”)E * 
Now Af’ = 0 so that 
Wl”Lf”)E = w!f”l”J”)E = W”Lf”)E 1 
which is pure imaginary. On the other hand, 
I Wl’J% I G I {.fi 9 01 Iz If’ lz < If Ik * 
Consequently 1 Re (Af,,f) 1 < 1 f or all unit vectors f in D(A) and it 
follows from this that 
j (Al - A)-1 1 < (I h j - 1)-l 
for all real h with / X 1 > 1. This is the Hille-Yosida criterion that A 
be the generator of a group of operators in H’. 
To prove the last assertion of the theorem we note that 
for all # in 2 and therefore 
((Al - A)-lg)^ = (AZ - Ayg. 
The assertion now follows from the representation of U(t) and I?(t) 
as limits of power series in the respective resolvents of their generators. 
We close this section with the remark that U(t) acts like the free- 
space solution operator Uo(t) so long as the solution stays outside the 
ball {I x I < p}. 
3. INCOMING AND OUTGOING SUBSPACES 
As we have already mentioned in the introduction, our approach 
to scattering theory is based on the concept of incoming and outgoing 
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subspaces. These subspaces are used to obtain incoming and outgoing 
representations for the solution group and the scattering operator is 
then defined in terms of these representations. 
In the case of the free-space (G = R, and q = 0) solution group 
(U,,(t)} acting on the corresponding Hilbert space H, , the incoming 
(outgoing) subspace D-[D+] is chosen to be the set of all initial data f 
such that [Uo(t)f] ( x vanishes on the backward (forward) truncated ) 
cone: 
{I x / < p - t with t < O> [{I x I < p + t with t > O}]. 
It is easily verified that D- and D, are incoming and outgoing sub- 
spaces relative to the group (Us(t)}; that is they satisfy the conditions 
(i)-(iii). A more involved argument is needed to prove that they are 
orthogonal in the &metric (see Corollary IV 2.2 of [S]). 
In the present situation where H’ is in general a proper subspace of 
H, the subspaces D- and D, defined as above do not lie in H’; to 
overcome this difficulty we have to find subspaces in H’ which play 
the same role as D- and D, . Two possibilities immediately suggest 
themselves and both turn out to be essential to our discussion. 
DEFINITION 3.1. DL and 0; are the E-projections of D- and D, , 
respectively, into H’. 
DEFINITION 3.2. DL and 0; are the intersections of D- and D, , 
respectively, with H’. 
Actually we are concerned with the quotient space fi rather than H’ 
and therefore we will eventually have to consider the cosets defined 
by the subspaces 0; and 0;; we denote these subspaces of cosets by 
si and &. 
PROPOSITION 3.1. The subspaces lj; and l3; satisfy property (i). 
Proof. In order to show that Sk (or B;) has property (i) relative 
to the group of operators {l?(t)} it suffices to show that 0; (or 0;) has 
property (i) relative to {U(t)}. That 0: has property (i) is trivial since 
0; is the intersection of two sets, D, and H’, both of which have 
property (i) relative to {U(t)}. 
To show that 0; has property (i) we take g in 0;. By Corollary 
2.5 and the definition of 0: such a g has a unique decomposition of 
the form 
g=f+p, f in D, and p in P. (3.1) 
56 LAX AND PHILLIPS 
Conversely, every g in H’ of the form (3.1) lies in 0; . Applying 
U(t) to (3.1) we get 
UP)&! = Wf + u(t)P =ft +Pt - (3.1)t 
Since H’ and P are invariant under U(t) as is D, for t > 0, the decom- 
position (3.1), of U(t) g is of the type (3.1) and hence U(t) g belongs 
to 0; for t > 0. The incoming subspaces are treated similarly. 
PROPOSITION 3.2. The subspaces a; and si satisfy property (ii). 
Proof. Since s: is a subspace of -ii; it suffices to prove that & 
satisfies property (ii) and for this it suffices to show that 0; satisfies 
property (ii). Suppose on the contrary that there is a nonzero g which 
belongs to U(t) 0; for all t. Such a g can be written as 
where h, belongs to 0: and hence has the decomposition 
ht=ft+p,, ft in D, and p, in P. 
Combining these relations we get 
g = u(t)ft + vt>p, * (3.9, 
Now U(t) maps P into itself and therefore the second term in (3.2), 
belongs to P. On the other hand ft belongs to D, and hence the first 
term vanishes in the ball (1 x 1 < p + t}. Since t is arbitrary (3.2), 
shows that in each ball g is equal to some element of P and since P 
is finite-dimensional it follows from this that g itself belongs to P. 
However g also belongs to H’ and so is E-orthogonal to P; according 
to Corollary 2.4 the only element of P which is E-orthogonal to 
itself is the zero element. This proves Proposition 3.2 for the outgoing 
subspaces and the incoming subspaces can be handled in a similar 
fashion. 
The subspaces 251 and s; can not satisfy property (iii) if zero is an 
eigenvalue of A^. This is so because the null space of a is orthogonal 
to these incoming and outgoing subspaces and is left invariant by 
m 
LEMMA 3.1. The null space of A^ is E-orthogonal to s; and Bl . 
Proof. Since fi; is a subspace of s; it is enough to prove the lemma 
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for Sk. Suppose then that A$ = 0 and that 6 lies in s;. Since 
l?(t) $ = $ we have 
tlF* BE = m $3 mk% = ($9 m9E * (3.3) 
Choose g from the coset 6 in 0: and 4 from 4. As before we can write 
g =f+P, f in D, and p in P. 
By Theorem 2.2 and the invariance of P under U(t), 
td, m&E = (9% U(f)& = MP Wf )E - 
Combining (3.3) and (3.4) we get 
(3.4) 
tdd% = (A W>f )E - (3.5) 
Since U(t)f vanishes for 1 x 1 < p + t and since the E and H-forms 
are the same outside the ball (1 x 1 < p}, the relation (3.5) can be 
estimated as 
I ($9 i>E I2 = I (A Yt)f )H I2 d If I& j,,,,,,, [I G74 I2 + I *2 I”1 dx, / 
which tends to zero as t becomes infinite. 
We note that if A^$ = 0 and z/ lies in the coset I,&, then A# belongs 
to 2 and therefore A”# = 0; that is 
Ll), =O=L&. 
Here $i is of finite Dirichlet norm whereas #2 is both square-integrable 
and of finite Dirichlet norm; hence #a is a null vector for the operatorL 
restricted to L, . Conversely if A*# = 0 then & = 0. 
We denote by 2, the null space of A*. Since AZ, C Z we see that Z, 
is of dimension no greater than twice that of Z, which is finite- 
dimensional. According to Lemma 3.1, the subspace Zi is orthogonal 
to s; and s; and must therefore be excluded from our subsequent 
considerations. Set 
A1 =A@21. (3.6) 
PROPOSITION 3.3. dI. 
vml on a . 
and Lj; satisfy property (iii) relative to 
In the proof of Proposition 3.3 we need the following lemmas, the 
first of which requires a further assumption on 4, namely, Q must be 
such that the operator L has the unique continuation property. 
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LEMMA 3.2. A^ has no nonzero eigenvalues. 
Proof. Suppose that af = iof for real 0 # 0; then for f in .[ 
Af = iuf + # 
for some tj in 2 and setting g = f + (iu)-’ 4 we see that 
Ag = iug. (3.7) 
According to the Rellich uniqueness theorem (see Corollary IV 4.4 
of [S]), this implies that g vanishes for 1 x 1 > p, On the other hand, 
writing (3.7) in component form gives 
82 = %l and - Lg, = kg2 . 
Thus Lg, = u’gl and assuming that the unique continuation property 
holds for L it follows that g, and hence g vanishes throughout G. Since 
g obviously belongs to f this proves the lemma. 
In the following a superscript R on a norm will denote the value of 
the corresponding form over the part of G common to the ball 
{j .I- ! < R}. 
LEMMA 3.3. Suppose that f belongs to I!?, and choose f from f in H”. 
Then for R > p 
1$&f [I PWfl” Ifi + I I FWfl” ILi I + I WWfl”l~ IRl = 0; (3.8) 
where, as before, g = g’ + g” is a decomposition of g in H’ into g’ in Z 
and g” in H”. 
Proof. Since 1 [U(t) f I” jE = 1 f IE and since the H and E-norms 
are equivalent on H”, it follows that the local norms appearing in (3.8) 
are continuous functions off. For this reason it suffices to prove the 
lemma only for f in D(A). Making use of the fact that A has no point 
spectrum on A, , it can be shown (see Lemma V 2.3 of [S]) that there 
exists a sequence (tk} tending to infinity such that 
for all 6 in fi, and, since fi, is orthogonal to ,!?r , this also holds for all 
6 in A; hence 
kz ( WJf, & = 0 (3-9) 
for all g in H”. 
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For convenience we write .fl = U(t) f. Then 
If’lb= IftIE= IflE, 
I WI” IE = I [@tl” IE = I Aft IE = I Af IE, 
and 
I [Af ;I Iz = I [Aft]’ Iz G I [ftlz I’ < Ift IE = If IE; 
here we have used the E-unitary property of U(t), the fact that 2 is the 
null space of A and the fact that the energy form is positive on the 
first component of ft in H’ (Lemma 2.6). Combining these relations 
and the equivalence of the (2.14) norm with the H-norm, we obtain 
If ‘I IR + I Af T IR d const [If T IH* + I Af i IH*I G cona [If IE + I Af Id. 
It now follows from Lemma 2.3 that the data {f ‘i; t > 0} is pre- 
compact in the local norm (2.5). M oreover because of the equivalence 
of the H and E-norms on H”, the relation (3.9) implies that 
(3.10) 
for all g in H”. Because the f’ are contained in H” we can assert that 
(3.9) and (3.10) hold f or all g in H. This together with the precom- 
pactness in the local (2.5) norm implies (3.8) for f in D(A). 
LEMMA 3.4. If f in I?, is orthogonal to Bi[BL], then any f in f 
is E and H-orthogonal to D+[D-1. 
Proof. Each f in f lies in H’ and is therefore E-orthogonal to 
P. Any h in D, can be decomposed as in (3.1) 
h=g+p, g in 0: and p in P. 
By assumption f is E-orthogonal to 0; and hence (f, h)s = 0 for all h 
in D, . The support of data in D, lies exterior to the ball {I x 1 < p> 
and hence in the region where the E and H-forms are identical; con- 
sequently f is also H-orthogonal to D, . 
LEMMA 3.5. D, is E-orthogonal to the (f j-1 and D- to the {f T}. 
Proof. To prove the first assertion take g in D, and recall that 
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U(t)g vanishes in the ball {I x 1 < p + t} outside of which the E 
and H-forms are the same. Hence for t > 0 
k&b = (U(t>g, W)fi)~ = e-“jt(W)gJJ~ d e-“jt I g IH If; IH , 
from which the result follows. 
Proof of Proposition 3.3. Suppose that M = v o(t) fi; is not 
dense in fi, . Then there is a nonzero f in I?, orthogonal to M and 
since M is left invariant by o(t), it follows that o(t) f will be ortho- 
gonal to s; for all t. If f belongs to f then by Theorem 2.2 [U(t) f “I” 
belongs to o(t) f, and hence by Lemma 3.4 [U(t) f “I” is orthogonal 
to D,. Let 5 be a smooth function identically one for 1 x 1 > p and 
vanishing in the complement of G; recall that {Uo(t)) denotes the 
free space solution operators. It can be shown (see Theorem IV 2.3 
of [8]) that U,( - 2p) {[U(t) f “I” belongs to D- and hence that 
UO(- s) [[U(t) f “I” vanishes for 1 x 1 < s - p; however, 
Uo(- s) <[U(t)f “In need not belong to H’. 
Given E > 0 we now apply Lemma 3.3 and choose t > 1,/e so that 
I Fwf”l” Iii + I I [~(Wl” I? I + I [[~(w”l”lI IS1 < E. (3.11) 
Setting 
h = U,(- 2p) S[u(t)f”]” - U(- 2p) [U(t>f”]” =go -g, 
a domain-of-dependence argument shows that 
h(x) = 0 for 1x1 >3p; 
and making use of the fact that g”(x) vanishes for 1 x 1 < p, we have 
(h, h)E = 1 ,r, <3~ [I %kIO - 81) I2 + P I g1 I2 + I gz" - g2 I”1 fix 
+-Lo 0 Ig, 12dS 
< k, g@ + (I + f) [I go 13Hp12 + 4 g M’. (3.12) 
Note that we do not require the E-form or the partial E-form to be 
positive. Again a domain-of-dependence argument shows that 
I go 1% G I W(Wl~ 1% G I v-wfT 1% + SUP 1 a,5 I I [[u(t).f~~~]~ 150 
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and the estimate (2.12) gives 
lg IH < I U(- 2~) IH I PWf”1” IR $ const I W>f”l” IE = const If” IE. 
(3.14) 
Combining the inequalities (3.1 l)-(3.14) we finally have 
(h, h)E < const Q. (3.15) 
Next we project h into H’: 
h = h’ + p, h’ in H’ and p in P. 
Since go belongs to D- we see by Lemma 3.5 that 
(g”,f:)E = 0, j = l,...,m. 
Taking into account that g already belongs to H’ we see that p belongs 
to the subspace of P spanned by the {f$} and since this subspace is 
E-orthogonal to itself by (2.9)+ we conclude that 
(h, h)E = (h’, h’).c . 
Note that g is E-orthogonal to 2, becausef” is, and by Lemma 3.1 so 
is go. As a consequence h’ is E-orthogonal to 2, . The estimates (2.12) 
and (3.15) therefore yield 
( [U(- s) h’]” lH < const ( [U(- s) K]” IE = const 1 U(- s) h’ lE 
= const 1 h’ lE = const 1 h lE < const &*. (3.16) 
This applies in particular to s = t - 2p. Now 
u(- t + 2~) h’ = [UC- t + 2p)g” - f (g”,f& exp I- (t - 2~) PUN] 
j=l 
- 
= i-t - St. 
It follows from Theorem 2.2 that 
s; = [U(- t) [u(t)f”]‘q” =f”. 
To estimate rl we recall that go lies in D- so that 
U(- t + 2p)g0 = Uo(- t + 2p)g0 
U(- it) [u(t)f”]” 
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vanishes for 1 x 1 < t - p. As a consequence [see (2.1 l)], 
(U(-t+2f)k?>~)z=o 
for any I/ in 2. We decompose f! as 
ft =g;+*i 
where $j lies in Z and g[ is Z-orthogonal to Z. We can then write 
6 = U(- t + 2f)g” - C k”,f YlE exp [- (t - 2~) 4 d. (3.17) 
Now 
I k”,f ib I = I (go, f & I d const Igo IH 
d cow I Uo(- 2~) IH I S[W)f “I” IH 
< const ) [U(t)f “1” jEi < const ) f” IE, 
as in (3.14). Hence the sum in the left member of (3.17) tends to zero 
in norm as t becomes infinite. The estimate (3.16) therefore implies 
that 
lim&f 1 f d 12 < liTif 1 f” - U,(- t + 2p)gz la = 0, 
so that f” = 0 and hence f = 0, which is impossible. This concludes 
the proof of Proposition 3.3. 
THEOREM 3.1. ljI_ and DZ are incoming subspaces and a; and s; 
are outgoing subspaces for the group {??(t)> on I?, . 
Propositions 3.1-3.3 prove the assertion of the theorem for 131. and 
si and all except property (iii) for @ and St . It is convenient to 
postpone the proof of the latter fact until some suitable machinery 
has been developed. 
4. THE SCATTERING OPERATOR 
We begin by defining the wave operators for the acoustic equation 
and because of the difference in spaces Ho and fi on which the unper- 
turbed and perturbed groups act, the wave operators are defined in 
a somewhat unconventional manner: 
Wif = p& U(- t) [P’uJ(t)f]*, (4-l) 
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where P’ projects H onto H’. Strictly speaking a projection of HO onto 
H should be inserted before P’, but this operator plays an unessential 
role. 
THEOREM 4.1. The wave operators W+ and W- are unitary opera- 
tors from H,, to a, and for f in D, [or D-1 we have W+ f = [P’f]^ 
[or W-f = [Pf]^]. 
Proof. The argument used in the proof of Proposition 3.1 shows 
that for f in D, 
U(t) P’f = P’U,(t)f 
and it follows from this that for such f, W+ f = [P’f]^ and 
(4.2) 
here we have used Lemma 3.5, (2.9) , and the fact that f vanishes 
in the ball (1 x I < p>. Thus W+ is an isometry on D, taking this 
subspace onto B; . If U,(T) f belongs to D, then (4.2) implies 
W+f = W T) [P’~lQ)flA, 
and since U,,(T) and o(T) are both unitary we see again that 
I W+f IE= If IHO. Hence W+ is an isometry taking u U,,(t) D, 
which is dense in H,, onto u 7?(t) s; which by Proposition 3.3 is 
dense in l?, and can therefore be extended by continuity to be a 
unitary operator. A similar argument establishes the W- assertion. 
An immediate consequence of Theorem 4.1 is the intertwining 
property of the wave operators: 
O(t) w* = W*U&t). (4.3) 
Associated with each incoming (outgoing) subspace is a translation 
representation which maps fir isometrically onto&,(- co, co ;N), where 
N is an auxiliary Hilbert space, so that the action of l?(t) goes over 
into right translation by t units and sL[s;] maps onto L,( - co, 0; N) 
[L,(O, co; N)]. The existence of such representations is proved in 
Chapter II of [S] ; h owever, Theorem 4.1 can be used to obtain these 
representations explicitly from the free-space translation representa- 
tion which can readily be derived by Fourier analysis [8, Section IV 21. 
We note that the incoming and outgoing translation representations 
for the free-space problem are essentially the same with D- mapping 
onto L,(- co, - p; N) and D, mapping onto &(p, co; N). If we 
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denote the representer off in H,, by K,, , then the incoming (outgoing) 
translation representer of W-f [ W+ f ] can be taken as 
W-f + k’(s) = k,(s - p), 
[W+f + W) = hds + PII- (4.4) 
This is clearly a unitary mapping onto L,( - 00, co; N) and because 
of (4.3), the action of o(t) is translation to the right by t units Finally, 
DI_ = W’-D-[~; = W+D+] by Theorem 4.1 and therefore s’J[fi;] 
maps onto L,(- co, 0; N) [L,(O, co; N)]. 
We now define the scattering operator 
s = W;‘W- . 
In view of the above discussion, the translation representation of S 
can be written, aside from an unessential translation of 2p, as 
S:k’+k;, (4.5) 
where k’ and K; are the incoming and outgoing translation represen- 
ters of the same 4 in fi,. It is clear that S is a unitary operator which 
commutes with translations. 
In general S will not be causal in the sense of taking&( - co, 0; N) 
into itself simply because BL and s; need not be orthogonal subspaces 
even though D- and D, are orthogonal [S; Corollary IV 2.21. How- 
ever, we can write S as the product of scattering-like operators which 
are either causal or the inverses of causal operators. It is for this 
reason that we have introduced the incoming and outgoing subspaces 
BL and si . According to the translation representation theorem, 
for each of these there is a unitary translation representation of a,; we 
denote the corresponding representers by RL and K’; , respectively. 
An operator relating any two translation representers of the same f 
is a kind of scattering operator. 
To study the properties of S we factor the mapping kI_ -+ k; as 
follows: 
k’+kr.+k;+k;. 
We introduce the following notation for the scattering operators which 
occur in the above decomposition: 
S-:k”-+kL, 
S+:k;+k;, 
S”:k”+k;. (4.6) 
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In terms of these we can write 
s = s;?Y’s~? (4.7) 
LEMMA 4.1. The three operators S- , S, and s” are causal; that is, 
they map functions k whose support lies in (- 00, 0) into functions of the 
same kind. 
Proof. We shall base the proof of all three statements on Lemma II 
4.1 of [S] according to which the scattering operator associated with 
an orthogonal pair of incoming and outgoing subspaces is causal. Our 
proof also depends on the easily verified fact that the orthogonal 
complement of an incoming (outgoing) subspace is an outgoing (incom- 
ing) subspace. 
Now S- is associated with the incoming subspace 611 and the out- 
going subspace BI_‘, where the symbol MJ- means the E-orthogonal 
complement of M in A, . Since BI_ contains BII. it follows that 62 
is orthogonal to bII and by the lemma quoted above S- is causal. 
In the same way S, is associated with the incoming and outgoing 
subspaces Bi- and sz, respectively. Again since Bl contains B,rC 
it follows that a;‘- is orthogonal to Bg; this proves the causality of S, . 
Since DL and 0; are subspaces of the H-orthogonal subspaces D- 
and D, (see Corollary IV 2.2 of [S]) and since the support of data in 
these subspaces lies outside the ball (1 x / < p} it follows that Dl. and 
0: are E-orthogonal; as a consequence b1 and Di are E-orthogonal 
and s” is causal. 
We recall that in the spectral representation, which is the Fourier 
transform of the translation representation, the scattering operator 
goes over into multiplication by the scattering matrix. According 
to Theorem II 4.1 of [S] the scattering matrix-valued function asso- 
ciated with causal operators is the boundary value of a bounded analy- 
tic function in the lower half-plane. Corresponding to the factorization 
(4.7) of the scattering operator we have the following factorization of 
the scattering matrix: 
Y(u) = 9y(u) Y(u) P(u). (4.8) 
To locate the domain of analyticity of 9’(z) we shall determine the 
domains of analyticity of the factors and the location of their zeros. 
LEMMA 4.2. YL and 9, are each meromorphic in the whole plane 
with zeros at {- z&;j = I,..., m} and at no other points, and poles at 
(zj+; j = l,..., m}. 
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Proof. We shall prove the lemma for L? . According to Theorem 
III 3.1 of [S], - i~j is a zero of YL if and only if e-p” is an eigenvalue 
of the associated semigroup operator Z(t): 
z(t) = P+O(<t) P- ) t 20, 
where PM and p+ are orthogonal projections onto the orthogonal 
complement of the incoming and outgoing subspaces which in this 
case are BL and D’I, respectively. The domain K of {Z(t)} is the 
orthogonal complement of the incoming and outgoing subspaces; 
in this case 
K = & 12 i?! . (4-Y 
The above version of Theorem III 3.1 of [S] holds when K is finite- 
dimensional. 
As in formula (3.1) every g in 0: can be represented uniquely in 
the form 
g=f+P, (3.1)- 
f in D- and p in P. Furthermore g belongs to 0” if and only if p = 0. 
Thus (3.1)) defines a linear map of DI_ into P whose kernel is 0:; 
the dimension of K is the same as the dimension of the range of this 
mapping since the correspondence g -2 is one-to-one from DI_ 
onto Bl as can be seen from the relation 1 g IE = 1 f IH, established 
in Theorem 4.1, which does not permit g to lie in 2 for a nonzero 
f in D- . Now P, being spanned by the 2m eigendata {f f}, is of 
dimension 2m; it follows that K can be at most of dimension 2m. 
PROPOSITION 4.1. K is m-dimensional. 
Proof. We shall use the unperturbed translation repesentation 
W which has been discussed in detail in Chapter IV of [S]. In partic- 
ular one of the basic properties of this representation is that for 
every f in D- 
[.wlW = 0 for s > - p. (4.10) 
Outside the ball of radius p the data f T, f 7 satisfy the equations: 
(4 - PX = 09 1x1 >P9 (4.11)+ 
Ml + PMi = 03 1x1 >P. (4.1 I)- 
Define f ;’ and f 7 arbitrarily inside the obstacle so that they become 
free-space data and hence have free-space translation representers. 
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It then follows from (4.1 l), by Remark IV 4.2 of [8], that 9f f is of 
the form 
[ 9#fT] (s) = em@ n:, ISI BP9 
and 
[ .%?f;l (s) = e’j’ n;, ISI >P- 
Since the 9f f are square-integrable they can contain no increasing 
exponential parts; consequently 
0 for s<-p 
[.w:lw = 
i 
(4.12)+ 
,-a 8 ’ ?zf for s > P? 
[ 92fJ (s) = Id” ni for s -c -p 
for s >p. 
(4.12)- 
Comparing (4.10) and (4.12)+ we see immediately that for f in D- 
the supports of 94?f and of 9i?f T are disjoint and therefore 
[9f, w:1 = 0; 
here [,] denotes the inner product in L,(- co, 00; N). Since B? is a 
unitary representation with respect to the unperturbed energy norm 
in Ho , we deduce that for f in D- 
(f,f:)H, = [Sf, WI = 0. (4.13) 
Now data f in D- vanishes inside the ball {I x 1 < p} and therefore 
we may in (4.13) replace the Hs-inner product by the E-inner product 
and conclude that theft are orthogonal1 to D-: 
(f, f& = 0 for f in D- . (4.14) 
It follows from (4.14) and Definition 3.2 that an f in D- belongs to 
01 if and only if 
(fsf 3l.E = 0 for j = l,..., m. (4.15) 
Since f belongs to D- we may, as pointed out earlier, write the E-inner 
products as &-inner products ; these in turn are equivalent to the inner 
products of the corresponding unperturbed translation representers. 
1 This fact was proved more directly in Lemma 3.5. 
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Therefore we can write (4.15) as 
[Sf, 9fJ = 0 for j = l,..., m. (4.16) 
We denote 9f by k; then k(s) = 0 for s > - p by (4.10). On the 
other hand, according to (4.12)- , S?f 7 is exponential for s < - p. 
Hence we can rewrite condition (4.16) as 
s 1:. (R(s), TZ&+J~ ds = 0 for j = l,..., m. 
Denote by g the projection off in D- on H’: 
(4.17) 
g-ffp, p in P. (3.1)- 
As shown in Theorem 4.1, W-f = g where W- is the wave operator 
defined in (4.1). As explained before, the BL-translation representer 
kL of g is the same (except for a shift to the right by p) as the unper- 
turbed translation representer K off. It therefore follows from (4.17) 
that k’ with support on (- co, 0) is the representer of an element in 
Dr if and only if 
s O (K.(S), Q&‘~‘ds = 0 for j 1 I,..., m. (4.18) --io 
Since B’ itself maps onto L,(- CO, 0; iV) in the BZjl_-translation 
representation, we conclude from the above that the dimension of K 
is just the dimension of the set 
kj(s) = I;tl’“” t: f z ir j = l,..., m. (4.19) 
Now a set of ki’s corresponding to different eigenvalues are certainly 
linearly independent if none of the ni’s are zero, and it is also clear 
that the whole set will be linearly independent if it can be shown that 
any f-, for which (A + p)f- = 0 and for which the corresponding 
K = 0, is itself zero, By (4.12) 32f- will then be zero for 1 s 1 > p. 
Moreover according to Corollary IV 4.3 of [S], data f for which 
(A, + p) f vanishes for 1 x 1 > p, p # 0, and for which 9f vanishes 
for 1 s 1 > p must itself vanish for 1 x ( > p. But then by the assumed 
unique continuation property of the operator A it follows that such 
an f is zero everywhere. This completes the proof of the assertion 
that K is m-dimensional. 
Let Jpi denote the element in fil with a:-translation representer kj 
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given in (4.19). W e now complete the proof of Lemma 4.2 by showing 
that each fj is an eigenelement of the semigroup operator Z(t) with 
eigenvalue e-a{ 6. It follows from (4.19) that fi belongs to BI_ and from 
(4.18) that fj is orthogonal to Fiji. . Consequently fi lies in K and 
p-h = 4 . Further o(t)fi h as as its B)I_-translation representer 
&(s - t) and the action of P+ on this is to restrict its support to 
(- co, 0); the result is simply e-pjtki . Hence 
as desired. Since K is m-dimensional and we have constructed m 
linearly independent eigenelements this completely determines the 
spectrum of Z(t). Hence according to Theorem III 3.1 of [S] Z 
has zeros at {- &.; j = l,..., m} and nowhere else. That K has 
poles at the points {zj+} follows from Theorem III 5.1 of [S]. 
The analogous result for Y+ is proved in a similar fashion from the 
adjoint of the semi-group associated with the subspaces sl and fiJ . 
COROLLARY 4.1. Y?(z) and Y;l( x are meromorphic in the complex ) 
plane having poles at the points {- i,+; j = l,..., m} and only these 
points. 
Proof. This follows from Lemma 4.2 and the relation 
9yz) = Y”*(S). 
We now complete the proof of Theorem 3.1. 
PROPOSITION 4.2. dL and s; satisfy property (iii). 
Proof. It follows from (4.18) that kl_ is the b’-translation repre- 
senter of an element in u o(t) @ if and only if k:(s) vanishes for 
sufficiently positive s and 
s yrn (k’(s), n;)NerJs ds = 0 for j = l,..., m. 
Since the ki are linearly independent, no nontrivial linear combination 
of the functions defined as 
n;epjs on (- co, a), j = l,..., 112, (4.20) 
is square-integrable. By a well-known theorem, the set of k: , which 
are of bounded support and orthogonal to the functions (4.20), are 
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dense in L,( - co, co; N); this proves the blI part of Proposition 4.2 
and Bt can be treated similarly. 
In order to determine the analytic behavior of Y we still have to 
investigate the third factor 9’“. 
LEMMA 4.3. 9” is meromorphic n the complex plane with poles only 
in the upper half-plane Im z > 0. 
Proof. Again we make use of the associated semigroup of opera- 
tors, in this case 
z*(t) = P+O(ct) I? , 
where l? and PJ are projections of fi, onto the orthogonal comple- 
ments of dL and s; , respectively. These operators form a semi- 
group on the subspace 
with infinitesimal generator B”. We shall prove that Z”(2p) (~1 - B”)-1 
is compact and the assertion of the lemma will then follow from 
Theorem III 5.1 of [S]. The proof of this fact is similar to that of 
Theorem V 3.1 of [S]. H owever because we work in a quotient space 
of a subspace rather than H certain modifications in the argument 
are required; these are the subject of the next two propositions. 
We begin by introducing the following operators: 
E: A linear bounded transformation of H into HO which extends 
the support of data into the complement of G; 
PO: Projects HO onto H by simple restricting the support of data 
in HO to G; 
P’: The E-orthogonal projection of H onto H’; 
.PL and Pl: The projections of H’ onto the orthogonal com- 
plements of DI_ and 0; , respectively; 
PI and PJ: The projections of H’ onto the orthogonal com- 
plements of DlL and 0: , respectively; 
M = P’PJU(2p) - U,(2p) E]. 
PROPOSITION 4.3. M ti a bounded linear operator and 
J’ = P;P’POUO(2p) EPr. 
is a compact linear operator on H’. 
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Proof. It is clear from their definitions that M and J’ are bounded 
linear operators on H’. In order to prove that J’ is in addition compact 
it suffices to show that its range is finite dimensional. Given h in H’ 
we write 
Plh = PLh + (PI. - PL) h, 
where PL?a is orthogonal to DL by the definition of Pl . Any f in D- 
can be decomposed as in (3.1)-: 
g=f+P g in DL and p in P. 
Now Plh is orthogonal to both P and DI_ so that (PLh, f )= = 0; 
thus Plh is E-orthogonal to D- . Since the elements of D- have their 
support outside the ball {I x 1 < p} and since Plh is equal to EPLh 
on this set, we see that EPl_h will be H,,-orthogonal to D- . According 
to the unperturbed translation representation theory presented in 
Chapter IV, Section 2 of [a], U,(2p) EPLh belongs to D, and hence 
h’ = P’PJJ,(2p) EP:h = P’U,,(2p) EPLh 
lies in 0; . Thus Plh’ = 0 and 
P;h’ = (P; - P;) h’, 
so that we finally have 
J’h = P;P’P&(2p) E(P: - P’) h + (P; - P;) P’PJJ,,(2p) EPLh. 
The range of Pi - Pi is finite dimensional by Proposition 4.1 and it 
follows from this that the range of J’ is also finite-dimensional. 
REMARK 4.1. If g is E-orthogonal to D- then so is U(2p) g and 
Eg; hence both U,,(2,) E[U(2p) - U,,(2p)] g and U,(2p) Eg lie in D, . 
Consequently the above argument shows that 
and 
P;P’P&,(2p) E[ U(2p) - U,(2p) E] PI 
W”P&VP) - W~P)I W~P) EP: 
are both compact linear operators on H’. 
PROPOSITION 4.4. If K is sufititly large, then Z”(2p) (~1 - B”)-l 
is compact. 
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Proof. Making use of the Laplace transform representation of 
(~1 - B”)-l we can write 
8 EC 272~) (KI - B”)-If = pr;0(2p) prr. jr e-+ 8(t) p jdt. (4.21) 
It is more convenient to work with data in H’; hence replacingf by an 
element f in 4 we see by Theorem 2.2 and the E-orthogonality of Z 
and 0; that 
g = PLU(2p) P! 
s 
m eAKt U(t) PZ f dt (4.22) 
0 
belongs to the coset 2. We must, of course, choose K large enough to 
force the integral to be absolutely convergent. It is clear from the 
DC-translation representation of (o(t)) that the pr after the integral 
in (4.21) has no effect on the integral and it follows from this that the 
P: after the integral in (4.22) also has no effect on the integral. In 
terms of M, J’ and the resolvent of A (4.22) can be rewritten as 
g = (P;M + J’) (d - A)-’ P! f. 
Since J’ is compact by Proposition 4.3, the operator on the right 
will be compact if 
J” Z P;&f(KI - A)-’ p1. 
is compact. Now (~1 - A)-l takes any bounded set into a set F such 
that F and AF are both bounded. According to Lemma 2.3 such a set F 
is compact in the 1 e 1% metric. On the other hand a domain of depend- 
ence argument shows that Mh depends only on the behavior of h 
in the ball (1 x 1 < 5~). C onsequently M(KI - A)-l PZ is compact and 
so is J”. The operator Z”(2p) (~1 - B”)-l induced on Z?l by J’ + J” 
is, a fortiori, compact. 
According to our general theory (Theorem III 5.1 of [S]) the 
assertion of Lemma 4.3 now follows directly from Proposition 4.4. 
The culminating result of this section is 
THEOREM 4.2. The scattering matrix 9’ is meromorphic in the 
complex plane, holomorphic on the real axti and the only poles in the 
lower half-plane occur at the points {- ipi; j = l,..., m}. 
Proof. According to Lemma 4.1, 9’” is holomorphic in the lower 
half-plane and 9~~ are holomorphic in the upper half-plane; accord- 
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ing to Corollary 4.1 and Lemma 4.3 all of these matrix-valued func- 
tions are holomorphic on the real axis. Hence the singularities of 
are determined by the poles of 5Qz1 in the lower half-plane and by 
those of Y” in the upper half-plane. The assertion of the theorem 
therefore follows from Corollary 4.1 and Lemma 4.3 if it can be 
shown that none of the poles in the lower half-plane of 9;’ and SPZ’ 
are cancelled out by zeros of Y”. 
This latter fact can be established by a decomposition of S as the 
sum of two operators each of which commute with translations: 
where S, is causal and S, , the noncausal part, takes L,(- co, 0; N) 
into L,(O, co; IV). 
LEMMA 4.4. The non-causal part of S is of the form: 
[SJz’] (s) = - F e-2w[/~m (K’(s’), nj), e-‘+-“) dsj nf;, (4.23) 
where the free-space translation representation off; is n; exp (t+.s) for 
s < - p and that off r is nj’ exp (- pjs) for s > p. 
Proof. Since S commutes with translation, the noncausal part of S 
is completely determined by the part of SL,(- co, 0; N) with support 
on (0, co). Now for a given f in BI_ with representers kl_ and K; and 
g in s: with outgoing representer 1; , we have 
[S,k’ , z;] = [Sk’ , z;1 = [A; ,u ; 
corresponding to f and g there are data f in D- and g in D, such that 
f = [P’f]^ = W-f and g = [P’g]* = W+g. Because of the isometry 
of the translation representation we can write 
here we have used Lemma 3.5, the relations (2.9) and the fact that 
(f, g)E = (f, g)RO = 0 for f in D- and g in D, . According to (4.4) the 
free-space translation representation off is Kl_(s + p) and that of g 
is Z;(s - p); recall that K:(s) = 0 for s > 0 and Z:(s) = 0 for s < 0. 
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Hence 
(g,f& = (g,f&, = /- (l;(s’ - p), n&,, e-““’ ds’. 
P 
It follows that 
and taking into account the fact that S, commutes with translation 
this implies (4.23). 
The incoming and outgoing spectral representations are obtained 
from the corresponding translation representations by Fourier trans- 
formation: 
R’(a) = (27~-l/~ Srn eiuS K’(s) ds; 
--m 
the scattering operator goes over into the scattering matrix in the 
spectral representation. We take Sp, and Yn to be the spectral 
representers of S, and S, , respectively. Since S, and S, commute 
with translation their spectral representers are necessarily multiplica- 
tive operators. The operator S, is in addition causal and this makes Yc 
holomorphic in the lower half-plane. Finally we obtain by Fourier 
transformation directly from (4.23) 
[5$‘] (u) = - z1 gg (k(cT), n;)N n; 
This proves that 
actually has poles at the points {- &} as stated in Theorem 4.2. 
For the pure initial-value problem (that is when G = Rs) we can 
prove that Y has only a finite number of poles in any half-plane 
Im z < c. This is an immediate consequence of Corollary 4.1 and the 
following theorem. 
THEOREM 4.3. If q has support in the ball (1 x j c p} and belongs to 
L 3+6 , 8 > 0, and if G = R3 , then Z”(t) is a compact linear operator for 
t > 4p, Y”(z) has only a fkite number of poles in any half-plane 
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Im x < c and the eigenfunction expansion for Z”(t) is asymptotically 
valid for large t. 
Because of the general theory (see Theorems III 5.3 and 5.4 of 
[8]), all of the assertions of Theorem 4.3 follow if it can be shown 
that Z”(t) is compact for t 3 4~. We break up the proof of this fact 
into three parts. It is convenient to introduce the operator-valued 
function 
v(t) = U(t) - q)(t). 
LEMMA 4.5. If V(t) is continuous as a function of t in the unzform 
operator topology, then V(t) takes bounded sets into sets which are com- 
pact in the local energy norm. 
Proof. For a generic operator-valued function W(t) we define 
WA(t) =f /l” W(s) as. 
Then both UA(t) and Uo,d(t) have the asserted compactness property. 
In fact, it is easy to see that 
AU,(t) = f [u(t + A) - u(t)] 
and it follows from this that 
I UAWf la + I AU&f IR d w, 4 If IIf; 
combining this estimate with Lemma 2.3, we see that Ud(t) takes 
bounded sets into sets which are compact in the local energy norm. 
A similar argument holds for Uo,A(t) and since 
v&J = UAW - 4J.&), 
it follows that VA(t) also has this property. Now if V(t) is continuous 
in the uniform operator topology then limd,, VA(t) = V(t) in the 
uniform operator topology and it is well known that the compactness 
property is inherited by the limit operator in this case. 
LEMMA 4.6. If q belongs to LSf8 for the ball {I x I < p}, 6 > 0, then 
V(t) is HcYder-continuous : 
I w + 4 - v(t) IH Q c(t)~a, (4.25) 
where OL = 6/(3 + 6). 
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Proof. Interpreting the following in the sense of distributions we 
can write 
q = AtI( 
qp = A,U&)f = AU,(t)f -F(t) 
where 
Hence 
F(t) = (0, d~o(wllI. 
qf= AL’(t)f+P(t), 
again in the weak sense, and it follows from this that 
I;(t)f = s: U(t - s)F(s) ds, (4.26) 
provided that F(t) is continuous in the norm topology on [0, oo) to H. 
iZctually F(t) is even Holder-continuous as we now prove. 
In the first place F(t) belongs to H since 
IW III = I !7[~lI(Wl I < I 4 13 I [~oWfl1 IB 
< I P 13 I [u3(wll ID d I 4 I3 I ~cl(WIR 
<lql3IflH; 
here we have used the Sobolev inequality: 1 u Ia < const. I u ID . 
Setting 
d = d(c 4f) = FJo(t + 4fll - PXWI, 9 
the same inequality also gives 
On the other hand, 
(4.27) 
where the integrand is continuous in t in the L,(R,) topology. Con- 
sequently 
I dl G Ifl~~- (4.28) 
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Combining (4.27) and (4.28), the Holder inequality implies 
u 1 c1+s,/ce+zs, ( d / (6+2s)/(l+s) dx < (1 / d ,* dx)d'(6+2s) (j 1 d ,6 dx)@+26)-: 
where cu = 6(3 + S)-l. Finally we have 
iF(t + 0) -F(t) IH = 1 @ 1 < 1 q la+6 1 d I(B+Ls)(~+s)-~ d c ifbda- (4.2% 
Returning to (4.26) we can write 
V(t + 0)f - V(t)f = 1” U(t - s) [F(s + A) -F(s)] ds 
0 
+ IA U(t - s + A)F(s) ds; 
0 
and combining this with (4.29) it is clear that (4.25) holds. 
LEMMA 4.7. Z”(t) is a compact linear operator for all t > 4p. 
Proof. Let 
s = z”(t)! = P;o(t) Pf. 
If t > 4p then this can be rewritten as 
g = PI;[0(2p)]v%z7(t - 4p) Pj. 
As in the proof of Lemma 4.3, we set 
g = P;u(t) prrf = P3U(2p)]2 PYJ(t - 4p) Prrf 
= PZP’[U(2p) - Uo(2p)]2 PW(t - 4p) PTf 
+ PTP’Uo(2p) [U(2p) - U,(2p)] Pw(t - 4p) Pllf 
+ PTP’[U(2p) - U,(2p)] l&(2,) P:U(t - 4p) P: f 
+ P;P’uo(4p) PYq - 4p) p”f; 
and for any f in f the data g lies in 6. According to Proposition 4.3 
and the subsequent remark the last three terms on the right side 
define compact linear operators on H’. The remaining term can be 
written as 
Pynq2p) PW(t - 4p) P1. f. 
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Lemma 4.5 shows that V(2p) takes bounded sets into sets compact 
in the 1 . 14 metric. On the other hand, ikfh depends only on the beha- 
vior of h in the ball (1 x 1 < 5~) and therefore the first term on the left 
also defines a compact operator. Therefore the operator Z”(t) induced 
on fi by PIU(t) PI is compact for all t 3 4~. 
5. THE SCHR~DINGER SCATTERING MATRIX 
We now show that the scattering matrix Ys for the Schrodinger 
wave equation 
ut = iLu (5.1) 
is related to the acoustic scattering matrix Y obtained in the previous 
section by 
~L”S(Z) = 9yvs). (5.2) 
Our proof of this fact is based on the following observation: 
where A is the generator for the acoustic problem. We see that A2 
acts like the Hamiltonian -L on each component of the acoustic 
data separately; in particular it acts like - L restricted to L, on the 
second component. Taking A2 as our perturbed operator and 
A 0 
4,2 = o A , ( 1 G, = R, , 
as our unperturbed operator, the corresponding wave operators are 
defined as: 
Wf f = ,‘%m {exp (- iA2t) [P’P,, exp (iA,,%) f ]* 
+ 
+ exp (- iA2t) (I - P’) P,, exp (iA,,2t)f ); (5.5) 
here P,, and P’ are the projections of Ho onto H and of H onto H’, 
respectively. Since the two components of the data are completely 
uncoupled by all of these operators and since the coset operation 
only affects the first component, we obtain the usual Schrodinger 
wave operators by projecting down to the second component. 
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THEOREM 5.1. The wave operators Ws exist and are unitary from 
HO to fil . Moreover if f+ is an element of HO whose spectral representer 
with respect to A,, has its support on the positive real axis, then 
@f+ = W*f+; (5.61, 
similarly 
WSf- = W,f- (5.6)- 
fotallf- h ptl p w ose s ec ra re resenters have their support on the negative 
real axis. 
Remark. These formulae are the same as those obtained by 
Kato [4] and Birman [I] under somewhat different hypothesis; our 
proof is similar to Kato’s. 
Proof. Suppose first that f+ in H,, has a free space spectral repre- 
senter f+ with support on the positive real axis. Then exp (i&)3+(a) 
is the representer of 
f(t) = exp WW)f+ = f&) + f&h 
where fi(t) lies in D, and fi( t) in the &-orthogonal complement of D, . 
Our first step is to prove thatfi(t) tends to zero in norm as t becomes 
infinite. As we have already mentioned, D, maps into La(p, co; N) 
in the free-space translation representation. Consequently 
/ f2(t) I&, = fp / r eeius eioatf+(a) da 1’ ds. 
--m 0 
It suffices to consider only data for whichf, is smooth with support in 
(8, l/6) for some 6 > 0. Integrating by parts we see that 
eioPt-iosf+(u) da = i j-= o Ej+(u) da - 2it [ (~~*~~)2 f+(o) do, 
both terms of which are in absolute value less than C(26t - s)-l. 
Consequently 
(5.7) 
which obviously tends to zero as t becomes infinite. 
Next we decompose fi(t), which lies in D, and hence in H, into its 
projection f i(t) = P’f,(t) onto H’ and the remainder: 
u - P’)fS) = c (fi(Qf:)Ef i. 
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Now 
e-iA*t(l - P’)f,(t) = C (fl(t),f& exp (- itlj2t)f; 
and by (4.12), 
where k,(s, t) is the free-space translation representer of fi(t); that is 
1 
r 
e--zos+io2tf&) do for S>P 
k,(s, t) = O 
0 for S<P 
We split the integral on the right in (5.8) into two parts: An integral 
over (p, c) and one over (c, co). In the first we use the estimate (5.7) 
with (- 00, p) replaced by (p, c); this gives 
IS c (MS, t)t 4h.l U (5.9) P 
A cruder estimate suffices for the second part, namely, 
It follows from (5.9) and (5.10) that 
lim e-zA*t(l - P’)f,(t) = 0. t+X 
So far we have proved that 
Ws f+ = lim eFf[f;(t)]^, 
t+m 
provided this limit exists. Since fi(t) belongs to D, the &-spectral 
representation for [f;(t)]^ is the same as e-+ times the free-space 
spectral representation of Qt), namely, 
e-ip[eiO*tf+ --J2(t; CT)]. 
Consequently, exp (- i&t) [f;(t)]^ h as as its &-spectral representer 
e-+Qo - ecioatJ,(t)], 
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and since fa(t) tends to zero we see that Wsf+ exists and has as its 
&-spectral representer e+J; . This is the same mapping as obtained 
in (4.4) and so it follows that Wtf+ = W+j+ . 
The same sort of argument applies iff- is an element of H,, whose 
spectral representer has its support on the negative real axis. In this 
case we splitf(t) into orthogonal parts fi(t) + ,fi(t) with fi(t) in D- . 
As before 
Ifi I& = j= 1 s” 
-p -co 
e--i”seio2tf~(u) da 1’ ds 
goes to zero as t tends to infinity and so does exp (- iAPt) (I- P’)f,(t). 
Sincef,(t) belongs to D- the argument now is set in the fiI_-spectral 
representation and we obtain the result: Wsf- = W-f- . The wave 
operator W! is treated in a similar fashion. 
It is clear from (5.6) that the wave operators are isometries. Hence in 
order to prove that they are unitary it suffices to show that their 
ranges are all of fir . If (E(1)) and (E,(I)} denote the resolutions of the 
identity for A restricted to fil and A,, respectively, then it follows 
from the intertwining relation (4.3) that 
E(I) w* = W*&)(I). 
In particular this holds for I replaced by I+ = (0, co) or I- = (- GO, 0) 
and since W, are known to be unitary, we see that the range of 
W&,(1,) coincides with E(I+). This concludes the proof of Theorem 
5.1. 
The Schrodinger scattering operator is defined as usual: 
ss = (wy wz . (5.1 I) 
It is clear from Theorem 5.1 that Ss is unitary on H,, and that 
likewise, 
w+ = Sf+ and 
y”“f+ = =Yf+ and 
ssf_ = s-y-; (5.12) 
Y”“f- = 9-f.. . (5.13) 
This apparent discrepancy between Ys and 9’ stems from the 
fact that we have expressed the Schrbdinger scattering matrix as an 
operator on the spectral representation of A, rather than that of 
Ao2. An easy way to verify this is to introduce the time reversal 
operator T: 
T{fl ,fJ = ifi 9 -f& 
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It is clear that T commutes with A2 and A,* so that 
SST = TSs. (5.14) 
On the other hand the action of Ton the free-space spectral represen- 
tation can be easily computed; in fact we have by Theorem IV 2.1 
of PI 
&h w) = @77)-3’2 (f, %,uhfo 
where 
and o is a unit vector; in these terms, 
[Tf];(a, UJ) =i,(- 0, - w). (5.15) 
The relations (5.14) and (5.15) h s ow that 9 is even in u, w and hence 
its action is determined by only its values on the positive real axis. 
Now the spectral representation for the operator A,2 has its support 
on the positive real axis and if we denote the energy parameter by T, 
then T is related to the A, parameter u by 
7 = 02. (5.16) 
According to (5.15) data of the form {O,fs} will have an odd spectral 
representation and hence, taking (5.16) into account, its spectral 
representer ~.JT) in the A,2 representation is 
f&) = T-ly;(Tl/2), T >o; 
here the factor +I4 has been introduced to preserve the isometric 
character of the mapping. In this representation the Schriidinger 
scattering matrix is simply 
y’(T) = Y(T’l”), 
restricted of course to the spectrum which is [0, co). 
Combining the above with the results of the preceding section we 
obtain: 
THEOREM 5.2. The SchrBdinger scattering matrix y(T) has an 
analytic extension whkh is holomorphsk in the “physical plane,” except 
for poles at the bound-state energies, and meromorphic in the “non- 
physical” plane. 
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