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Re´sume´. Dans cet article nous nous inte´ressons au proble`me de mode´-
lisation de la variabilite´ de formes et de points dans le cadre de la re-
connaissance de formes statistique. Nous proposons un mode`le statistique
non line´aire appris sur un ensemble ordonne´ de points. Le formalisme de
l’Analyse en Composantes Principales compose´ avec notre mode`le nous
permettent de re´soudre le proble`me d’identification de donne´es partielle-
ment occulte´es. Cette e´tude s’applique au proble`me de repe´rage de points
ce´phalome´triques sur des radiographies de craˆne de jeunes enfants.
1 Introduction
La reconnaissance de formes statistique est confronte´e au proble`me de mode´lisation
d’un objet a` partir d’une population d’objets connus, appele´e ensemble d’apprentis-
sage. Souvent cette mode´lisation ne s’inte´ressait qu’a` l’objet moyen. Dans cet article
nous proposons un mode`le non line´aire permettant d’apprendre ce dernier, ainsi que
la variabilite´ de la population et les relations spatiales existant entre les diffe´rents e´le´-
ments constituant l’objet appris. Ce mode`le est ensuite utilise´ dans la re´solution du
proble`me d’identification des donne´es manquantes.
L’ensemble de ces travaux a e´te´ valide´ en ce´phalome´trie, dont le but est d’e´laborer
un diagnostic sur le rangement dentaire d’un patient a` partir de points anatomiques
positionne´s sur des radiographies craˆniennes. Ces points anatomiques sont de´finis par
rapport a` un ensemble de structures anatomiques. Nous avons donc appris l’ensemble
de points et de structures anatomiques. Nous avons ensuite “reconnu” les structures
dans l’image, pour en de´duire la position des points en utilisant notre me´thode d’iden-
tification de donne´es partiellement occulte´es.
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2 Mode´lisation de la variabilite´ des formes : e´tat de
l’art
La de´finition de la variabilite´ des formes que nous allons utiliser correspond a` celle
de (Kendall 1984) : la variabilite´ d’une forme par rapport a` un mode`le est la diffe´rence
de forme restant lorsqu’elle est aligne´e au mieux (e´limination des transformations du
groupe des similarite´s) sur le mode`le.
Cela sous entend la de´finition de la repre´sentation de la forme, d’alignement et
d’invariance, ce qui nous me`nera a` la variabilite´. La description des formes utilise´e par la
suite consiste a` la re´duire a` un ensemble fini de points appele´s les points caracte´ristiques
de la forme.
2.1 Analyse de Procrustes : invariance
L’alignement des formes, via des ensembles de points, peut eˆtre assure´ par l’analyse
de Procrustes (Bookstein 1997)(Sclaroff et Pentland 1995), qui aligne des formes deux
a` deux. L’algorithme ge´ne´ralise´ de Procrustes a e´te´ pre´cise´ment de´crit par (Goodal
1991).
Les donne´es se trouvent alors projete´es dans un espace de formes invariant par les
transformations du groupe des similarite´s. Cependant, cet espace (appele´ varie´te´ de
Procrustes) n’est pas Euclidien. Dans le cas ou` la variabilite´ de la forme est faible, il
est plus inte´ressant de travailler dans l’espace tangent a` l’espace des formes au niveau
de la forme moyenne. Les proprie´te´s Euclidiennes de l’espace tangent sont souvent plus
ade´quates statistiquement que les proprie´te´s non-Euclidiennes de l’espace des formes
(Dryden 1997).
2.2 Mode´lisation de la variabilite´ des formes
Les me´thodes d’extraction de caracte´ristiques et de mode´lisation de la variabilite´
des formes consistent a` de´terminer un sous-espace de dimension n′ de l’espace des ca-
racte´ristiques d’origine de dimension n (n′ ≤ n) (Cootes et Taylor 2001). Elles peuvent
eˆtre regroupe´es en 2 classes : les me´thodes line´aires et les me´thodes non line´aires.
2.2.1 Les me´thodes line´aires.
Les transformations line´aires telles que l’Analyse en Composantes Principales (ACP),
l’analyse factorielle et l’analyse line´aire discriminante ont beaucoup e´te´ utilise´es dans
le domaine de la reconnaissance des formes aussi bien pour l’extraction des caracte´-
ristiques, que pour la re´duction de la dimension de l’espace des caracte´ristiques. La
me´thode la plus re´pandue pour l’extraction des caracte´ristiques est l’ACP.
On dispose de N ensembles de points caracte´ristiques X(i) = {x(i)j },i∈{1,...,N},
j∈{1,...,k} centre´es dans un espace de formes commun de dimension n. Ces vecteurs
forment une distribution dans l’espace n× k. Si on arrive a` mode´liser ou estimer cette
distribution, il sera possible de de´cider si une nouvelle forme inconnue correspond a` la
classe de formes apprises. L’ACP permet de calculer les axes principaux du nuage de
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points forme´ par les donne´es. Les axes principaux permettent d’approximer tout point
de l’ensemble d’origine en utilisant un mode`le de´fini.
L’ACP se re´sume en trois e´tapes : Calcul des donne´es centre´es ; Calcul de leur ma-
trice de covariance S ; Calcul des vecteurs propres φi et des valeurs propres λi de la
matrice S, avec λi ≥ λi+1. Soit Φ la matrice des t premiers vecteurs propres de φi. Une
forme X de l’ensemble d’apprentissage est approxime´e par : X = X¯ + Φb, ou` b est le
vecteur correspondant aux t parame`tres de variabilite´ de la forme.
2.2.2 ACP a` noyau
Il existe plusieurs approches non line´aires pour l’extraction des caracte´ristiques.
Parmi elles l’ACP a` noyau (Campbell 2000)(Scho¨lkopf et al. 1999) de´rive directement
de l’ACP. L’ide´e de base est de transfe´rer les donne´es dans un nouvel espace de carac-
te´ristiques F a` l’aide d’une fonction non line´aire ϕ, puis d’appliquer une ACP line´aire
dans ce nouvel espace. F est souvent un espace de grande dimension note´ n′. Pour
ne pas expliciter ϕ, on utilise ici les noyaux de Mercer. Ils permettent de traduire le
proble`me de projection par une matrice : K(X,Y ) = ϕ(X).ϕ(Y ).
Les noyaux efficaces incluent les noyaux gaussiens : K(X,Y ) = e−
||X−Y ||2
c , ainsi
que les noyaux polynoˆmiaux : K(X,Y ) = (X.Y )d. L’ACP a` noyau est surtout utilise´e
comme outil de classification. La projection inverse dans l’espace d’origine e´tant difficile,
les noyaux sont peu utilise´s pour mode´liser la variabilite´ des formes.
3 Mode´lisation non line´aire de la variabilite´ pour la
reconnaissance de formes
3.1 Ide´e ge´ne´rale
Dans le domaine de la reconnaissance de formes, une forme a souvent e´te´ repre´-
sente´e par sa moyenne, conduisant a` une mode´lisation gaussienne implicite. Depuis
quelques anne´es la variabilite´, deuxie`me parame`tre de cette mode´lisation, fait l’objet
de nombreux travaux.
Nous de´velopperons dans la suite la mode´lisation que nous avons adopte´e. Quatre
points cle´s ont dirige´ cette mode´lisation : l’invariance aux transformations affines graˆce
a` un espace non line´aire ; la repre´sentation de la variabilite´ des points et des relations
spatiales entre ces points ; un formalisme ge´ne´ral permettant l’introduction de courbes ;
l’utilisation a` des fins de reconnaissance de formes.
La figure 1 illustre l’approche adopte´e. A l’origine nous disposons d’un ensemble de
donne´es expertise´es. Ces donne´es sont ensuite projete´es dans un espace de caracte´ris-
tiques garantissant leur invariance par transformations affines. Un mode`le statistique
lie´ au nouvel espace permet d’apprendre la position moyenne de chaque objet et la
variabilite´ associe´e. L’objet moyen permet d’estimer la position de nouvelles donne´es
et peut servir d’initialisation dans un processus de recalage. Toute modification de po-
sition devra alors ve´rifier les contraintes apprises sur les variations autorise´es autour
du mode`le moyen. Dans cet article nous supposons l’existence d’un re´fe´rentiel commun
a` toutes les images e´tudie´es. Trois mode`les diffe´rents ont e´te´ mis en place : un line´aire
RNTI - 1
































































































































Fig. 1 – Vue globale sur le processus de mode´lisation de la variabilite´ de forme
et deux non line´aires (Romaniuk et al. 2002). Seul le dernier va eˆtre pre´sente´. D’un
point de vue the´orique, ce mode`le de forme prend en compte les non line´arite´s locales.
3.2 De´finition de l’espace des caracte´ristiques
La premie`re e´tape consiste en une de´tection de la forme de re´fe´rence, e´chantillonne´e
en p points e´qui-re´partis sur son contour. L’espace des caracte´ristiques non line´aire est
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Fig. 2 – Projection par aires alge´briques. Les triangles possibles sont : P0P1P2, P0P1P3,
P0P2P3 et P1P2P3.
Les coordonne´es d’un pointM(x, y) de l’image sont de´finies a` l’aide des coordonne´es









ou` PiPjPk est l’aire alge´brique du triangle PiPjPk. Ces coordonne´es ve´rifient alors :
β ×−−→MPi + γ ×−−−→MPj + δ ×−−−→MPk = −→0
En supposant que l’on ait n triplets possibles entre les points Pi, les nouvelles
coordonne´es d’un point M de l’image sont :
X ′ = [β1γ1δ1 . . . βnγnδn]
t = A′X,
ou` A′ est la matrice de passage du repe`re carte´sien a` notre nouveau repe`re.
3.2.1 Mode`le de la variabilite´ et des relations spatiales
L’apprentissage est effectue´ sur une base de N images expertise´es. Pour chacune
des images la forme de re´fe´rence est de´tecte´e puis e´chantillonne´e. Nous disposons pour
chaque image i de l’ensemble d’apprentissage des points {P ik}k∈{1,...,p}, de la matrice A′i
et de l’ensemble des q coordonne´es de points caracte´ristiques {Xij}. Durant cette phase
d’apprentissage nous calculons la position moyenne de chaque point caracte´ristique.
Soit ϑi le vecteur repre´sentant un point caracte´ristique de l’image i dans le nouveau

















0 · · · 1σˆ3n
 .
Lorsque l’e´chantillonnage de la forme de re´fe´rence ge´ne`re un nombre important de
points, seuls certains sont informants. Nous proposons donc de re´aliser une ACP sur la
matrice de covariance des vecteurs ϑi. Seules les d
′
composantes les plus informantes
sont conserve´es. Ces composantes correspondent aux valeurs propres les plus fortes
et forment une base de vecteurs Φ. Graˆce a` cette repre´sentation nous mode´lisons la
position moyenne des points, leur variabilite´, mais aussi les relations spatiales entre
points a` travers la matrice de covariance. Cet aspect sera plus particulie`rement exploite´
dans le cadre des donne´es partiellement occulte´es.
3.2.2 Reconnaissance des formes : localisation des points
Soit ϑ le vecteur repre´sentant un point caracte´ristique X. Nous savons que : ϑ =
A
′
X. Retrouver le point caracte´ristique X sur une nouvelle image consiste a` re´soudre
le syste`me surdimentionne´ : ϑˆ = A′X, ou` ϑˆ est le vecteur moyen appris, A′ la matrice
de´finie par la nouvelle image. La re´solution est effectue´e par la me´thode des moindres
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carre´s ponde´re´s. La position estime´e X˜ d’un point caracte´ristique X dans une nouvelle
image est donne´e par l’e´quation :
X˜ = (A′tP tΦΦtPA′)−1A′tP tΦϑˆ.
Cette proce´dure permet de reconnaˆıtre sur une nouvelle image l’ensemble des points
du mode`le (mode`le moyen) lorsque aucune autre information n’est disponible.
4 Identification des donne´es partiellement occulte´es
Dans de nombreux cas, il existe cependant des informations indisponibles. En parti-
culier, certains points du mode`le peuvent eˆtre apparents et d’autres masque´s. La figure
3 pre´sente le proble`me. Les points noirs sont les points a` reconnaˆıtre. Sur la deuxie`me
image certaines donne´es sont manquantes (rectangles). Le but est de retrouver a` partir
des points visibles (triangles) les points caracte´ristiques (rectangles). L’objectif fixe´ est
alors d’utiliser le mode`le de la variabilite´ afin de mieux contraindre le mode`le moyen a`
la confirmation de ce qui est visible. La solution propose´e utilise l’ACP et exploite de
manie`re e´le´gante et uniforme les relations spatiales apprises lors de la mode´lisation de
la variabilite´.
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Fig. 3 – Identification des donne´es occulte´es. L’image (a) illustre un ensemble complet
de donne´e (apprentissage). L’image (b) pre´sente un exemple de donne´es re´elles : on
arrive a` retrouver les triangles. On cherche a` en de´duire la position des rectangles.
4.1 Apprentissage : mode´lisation par Analyse en Composantes
Principales
Soit p le cardinal de l’ensemble d’apprentissage et T¯ la forme moyenne du patron. En
reprenant le formalisme propose´ au paragraphe 2.2.1, soit S la matrice de covariance
des donne´es centre´es de taille (m + n) × (m + n). Soient φi les vecteurs propres de
la matrice S, associe´s aux valeurs propres λi et φ la matrice de´finie par ces vecteurs
φi : φ = (φ1|φ2| . . . |φt) . Cette matrice est de taille (m + n) × t ou` t correspond aux
t plus grandes valeurs propres de S. Soit b un vecteur de dimension t de´fini par :
b = φT (Ti − T¯ ). Nous pouvons alors e´crire : Ti ≈ T¯ + φb. Le vecteur b est une bonne
approximation de l’ensemble d’origine. Tout ensemble de (m+n) points peut alors eˆtre
“presque” repre´sente´ et retrouve´ a` travers les t{t<m+n} composantes du vecteur b.
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4.2 De´termination des donne´es manquantes sur une nouvelle
image
4.2.1 Invariance : recalage rigide avec le mode`le
Le traitement d’une nouvelle image consiste a` de´tecter la forme de re´fe´rence. Afin
de pouvoir comparer cette forme avec le mode`le de re´fe´rence, nous l’alignons avec ce
dernier. La transformation Q qui permet d’aligner les n points (cxi, cyi) avec les points
(cx′i, cy
′
i) du mode`le est de´finie graˆce a` la me´thode des moindres carre´s.
4.2.2 De´termination du vecteur b
Apre`s recalage rigide, le proble`me a` re´soudre est le suivant : connaissant une partie
des informations pre´sentes dans l’image, comment retrouver la position des donne´es
manquantes.
Supposons t = n points connus, les m points restants peuvent eˆtre retrouve´s en
utilisant une ACP, sous l’hypothe`se que les n valeurs propres de la matrice de cova-
riance repre´sentent la presque totalite´ de l’ensemble d’apprentissage. Soient C = (cx, cy)
l’ensemble des n points connus et X = (x, y) les m points a` retrouver. Sans aucune


















 φ1,1 . . . φ1,m+n... . . . ...











Ce syste`me line´aire est un syste`me a` m + n e´quations mais n + 2m inconnues :
X1, X2, . . ., Xm, b1, . . ., bm+n et ne peut donc pas eˆtre re´solu. Nous savons qu’il est
possible de repre´senter l’ensemble des donne´es avec moins de valeurs en e´cartant les
vecteurs propres φi qui apportent peu d’information (λi faibles). En supposant t ≤ n
nous pouvons alors reformuler le proble`me sous forme d’un syste`me a`m+t e´quations et
m+t inconnues en remplac¸ant b par le vecteur b′ compose´ des n premie`res composantes
de b. C’est un syste`me soit line´aire (t = n), soit surde´termine´ (t, n). Dans la suite, nous
avons conside´re´ le cas extreˆme t = n.
4.2.3 Les donne´es manquantes
Nous pouvons de´terminer le vecteur des parame`tres de variabilite´ de la forme b′ par
les n premie`res e´quations du syste`me : b1...
bn
 =
 φ1,1 . . . φ1,n... . . . ...
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Dans le cas ou` t < n nous nous retrouvons avec un syste`me surde´termine´, et une
me´thode d’inversion au sens des moindres carre´s permet alors de re´soudre le syste`me.
Lorsque nous connaissons les valeurs de b′, les m dernie`res e´quations du syste`me
d’origine permettent de re´soudre le proble`me graˆce a` un syste`me de m e´quations et m
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Dans ce cadre, une approximation line´aire des relations spatiales entre les points
connus et les points caracte´ristiques est de´finie a` partir des vecteurs propres de la
matrice de covariance. De la meˆme fac¸on sont approxime´es les relations spatiales entre
les diffe´rents points caracte´ristiques.
5 Re´sultats
L’e´valuation des re´sultats de cette me´thodologie a e´te´ effectue´e dans le cadre de la
ce´phalome´trie. L’un des objectifs de ce projet est d’explorer les possibilite´s d’automa-
tisation du repe´rage des points ce´phalome´triques sur une base de donne´es conse´quente.
Ces points ont tous une de´finition anatomique : leur position est relative a` des struc-
tures : os ou sutures. Les connaissances a priori de l’expert nous permettent, pour
chaque point ce´phalome´trique, de de´finir un ensemble de structures anatomiques ne´-
cessaires a` sa localisation. Les structures anatomiques recherche´es se traduisent dans
l’image par des courbes continues par morceaux. Ces courbes sont approxime´es par des
courbes de Be´zier composites et constituent ici les donne´es non occulte´es dans l’image.
L’inte´reˆt essentiel des courbes de Be´zier est leur mode de repre´sentation par leurs
points de controˆle. Ceci permet donc d’apprendre une courbe de Be´zier a` travers ses
points de controˆle, avec le meˆme formalisme que celui des points ce´phalome´triques.
Nous disposons donc du positionnement de la courbe moyenne dans une nouvelle image.
Un recalage ite´ratif du mode`le des structures sur les structures de l’image a` la manie`re
des contours actifs de Cootes nous permet de disposer des coordonne´es “re´elles” des
points de controˆle de nos courbes. Nous disposons donc automatiquement de la position
finale des structures. Nous retrouvons alors facilement la position re´elle de chaque point
ce´phalome´trique, graˆce a` la me´thode propose´e dans cet article. Cette e´tude se base sur
l’exemple de la reconnaissance de la selle turcique et du positionnement des points
ce´phalome´triques nomme´s TPS 1 et CLP 2.
5.1 Mode´lisation de la selle turcique
La mode´lisation de la selle turcique requiert plusieurs e´tapes, dont les principales
sont l’expertise de la selle turcique, son approximation a` l’aide des courbes de Be´zier,
1. De´finition : Le point TPS correspond au de´crochement entre la gouttie`re optique et le versant
ante´rieur de la selle turcique.
2. De´finition : Le point CLP se trouve sur la limite poste´ro-supe´rieure de la lame quadrilate`re.
RNTI - 1
Romaniuk et al.
et enfin l’apprentissage de la selle. Cette mode´lisation nous permet de disposer d’un
mode`le statistique de la structure, qui ensuite sera de´forme´ et de´place´ afin de coller au
mieux a` la structure re´elle dans l’image.
(a) Image d’origine (b) Image ame´liore´e (c) Expertise de la selle
Fig. 4 – Trace´ de l’expertise de la selle turcique
La premie`re e´tape consiste a` effectuer un apprentissage de la courbe. La figure 4
illustre l’expertise de la selle turcique. La selle turcique a ensuite e´te´ de´coupe´e en quatre
segments de courbes. Les diffe´rents morceaux de courbes sont alors approxime´s a` l’aide
de courbes de Be´zier composites. La figure 5 pre´sente cette approximation ou` la courbe
est repre´sente´e par 28 points de controˆle.
Fig. 5 – Points de controˆle des courbes approximant la selle turcique
5.2 Apprentissage
Fig. 6 – De´tection du contour externe du craˆne (forme de re´fe´rence)
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Pour apprendre la position et la forme moyenne de la selle turcique nous apprenons
la position de ses points de controˆle ainsi que des points ce´phalome´triques lui e´tant
relatifs. Cet apprentissage s’effectue par rapport a` la forme de re´fe´rence, qui dans le
cadre de l’application a` la ce´phalome´trie est le contour exte´rieur du craˆne. La de´tection
de ce contour est effectue´e automatiquement (figure 6).
Fig. 7 – Position du mode`le (noir) par rapport a` l’expertise (blanc) sur deux images
L’apprentissage est effectue´ sur un ensemble de 40 images expertise´es. Les re´sultats
sont pre´sente´s par la figure 7, sur laquelle nous avons reporte´ en blanc l’expertise de la
selle turcique et en noir le mode`le moyen de la selle sur deux images diffe´rentes.
Mode`le Re´sultat Contours
Fig. 8 – Reconnaissance de la selle turcique
Le recalage est ite´ratif et repose sur la similarite´ entre les segments de contours et
le mode`le. Cette similarite´ de´pend de l’amplitude et de l’orientation du gradient ainsi
que de la proximite´ du mode`le. Dans une premie`re e´tape, le mode`le est attire´ par la
moyenne ponde´re´e (similarite´ et longueur) de tous les contours voisins au mode`le. Dans
une seconde e´tape, seul le segment le plus long et/ou similaire influence le mode`le. Apre`s
recalage du mode`le moyen sur les segments de contours pre´sents dans l’image dans la
limite des variations autorise´es, nous disposons de la position re´elle de la structure
anatomique recherche´e (figure 8).
La reconnaissance de la selle turcique dans l’image de´termine le vecteur des para-
me`tres de variabilite´ b de celle-ci. Ceci permet alors d’identifier des points TPS et CLP,
par l’e´quation (1). Un exemple de re´sultat obtenu est pre´sente´ par la figure 9. Chacune
des images correspond a` une radiographie diffe´rente. En blanc nous avons repre´sente´
la selle expertise´e, en vert la selle reconnue, en bleu les points expertise´s et en rouge
les deux points obtenus. La de´tection de la selle turcique est bonne pour les deux pre-
mie`res images, la position des points TPS et CLP est alors bonne. Dans le troisie`me cas
l’identification des points a conduit a` un e´chec. La reconnaissance de la selle turcique
est assez mauvaise, a` cause de la qualite´ des traitements d’images ante´rieurs. Les points
TPS et CLP sont alors mal localise´s.
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Fig. 9 – Reconnaissance des points TPS et CLP
La partie recalage de cette me´thode est sensible au bruit de l’image car elle est
fonde´e sur la de´tection des contours. Sur les radios pre´sente´es pour lesquelles le rapport
signal/bruit est mauvais, cette de´tection de contour est souvent de mauvaise qualite´.
Sur cet exemple utilisant la forme de la selle turcique, lorsque la de´tection de contour
est acceptable, la pre´cision des re´sultats est de l’ordre de 1.2 mm. Les e´valuations
quantitatives sont en cours, mais les re´sultats utilisant le mode`le moyen donnent une
pre´cision de l’ordre de 2.5 mm.
6 Conclusion
Dans cet article, nous avons e´tudie´ le proble`me de la mode´lisation statistique de
la variabilite´ d’un ensemble d’objets. Pour ceci nous avons propose´ un mode`le non
line´aire englobant trois aspects : l’objet moyen, la variabilite´ autorise´e autour de ce
mode`le moyen et les relations spatiales existant entre les diffe´rentes caracte´ristiques de
l’objet. Ce mode`le garantit aussi l’invariance de l’objet par transformations affines en
projetant les donne´es dans un espace de caracte´ristiques de´fini par rapport a` une forme
de re´fe´rence. Nous avons ensuite applique´ ce mode`le pour re´soudre un proble`me plus
vaste : l’identification de donne´es partiellement occulte´es. L’ensemble de ces travaux a
e´te´ valide´ en ce´phalome´trie, et plus particulie`rement sur l’exemple de reconnaissance
de la selle turcique et de la localisation des points TPS et CLP. Les re´sultats obtenus
sont prometteurs, cependant l’application dans le cadre de la radiographie pose de
nombreux proble`mes dont le plus important est le fort bruit de l’image au niveau de
la base du craˆne, re´gion ou` la majorite´ des points sont a` localiser. L’originalite´ de
l’approche propose´e est d’unifier dans un meˆme formalisme la notion de mode´lisation
de la variabilite´ de formes (points ou lignes) et de relations spatiales entre ces items,
ainsi que l’identification de parties occulte´es d’un objet. Ces travaux se poursuivront
en cherchant a` fiabiliser la reconnaissance des structures anatomiques. Une extension
en 3D est par ailleurs envisageable. L’approximation se ferait alors par des surfaces de
Be´zier, permettant ainsi de re´duire une surface a` un ensemble fini de points.
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Summary
In this paper, we solve the problem of modelling of the variability of a set of shapes
and points in statistical pattern recognition. We propose a statistical non linear model
learned on an ordered set of points. The formalism adopted by the Principal Com-
ponent Analysis mixed with our model, allow us to solve the problem of identification
of partially occulted data. This study is applied on the problem of cephalometric points
localization on radiographs of youg children.
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