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that the acoustic impedance downstream of the nozzle must be accounted for to properly recover the experimental pressure signal. The analytical method can also be used to optimize the experimental parameters and avoid the interaction between transmitted and reflected waves. 
Introduction
Over the last five decades, jet and external aerodynamic noises of aircraft have been substantially reduced. Further developments will be needed for modern aircraft design in order to meet the increasingly restrictive rules about noise reduction; there is no doubt that Computational AeroAcoustics (CAA) will play a major role in these future developments. With the drastic reduction of jet noise already achieved, the relative importance of other noise sources has increased and the contribution of these sources must be controlled if further global noise reduction is to be achieved. Among these sources, the noise coming from the turbulent flame within the combustor is already identified as significant at take-off, especially in the mid-frequency range.
Two main mechanisms controlling noise propagation from the combustion chamber to the far field have been identified (see Fig. 1 ). On the one hand, acoustic perturbations generated by the unsteady heat release from the turbulent flame propagate either upstream or downstream through the turbomachinery stages and can reach the far field after being distorted by the mean flow as well as diffracted and reflected by the solid walls within the diffuser and, the turbine and compressor blades. This sound generation is the direct combustion noise and has been theoretically investigated by Bragg (1), Strahle (2),
Hassan (3) , and nowadays for example experimentally by Lieuwen et al. (4) and numerically by Ihme et al. (5) . According to the numerous studies in this field, the so-called direct noise is mainly caused by the unsteady heat release rate. On the other hand, entropy fluctuations generated within the combustion chambers (hot spots, imperfect mixing, etc.) are propagated downstream and interact with the accelerating mean flow. During this interaction, part of the energy contained in the entropy modes is transferred into the acoustic modes and the subsequent acoustic waves are transmitted to the far field through the turbine stages in a similar way as for the direct combustion noise. Candel highlighted this phenomenon during his PhD thesis (6) and showed that it can be an important source of noise in aero-engines. This mechanism is called the indirect combustion noise (or entropy noise) since the entropy spots are mostly caused by the unsteady combustion. Since direct and indirect noise have the same source (unsteady combustion), it is possible to compare them as proposed in (7) . This comparison shows that entropy noise can dominate direct noise in engines and this explains why it is the focus of the present study.
In the seventies, a significant experimental and modeling effort of engine core noise was undertaken (2; 8; 9; 10; 11). In these experiments, however, the amplitude of the induced temperature fluctuation (about 1 K) was too low to clearly measure and characterize the indirect noise. An analytical model for the indirect combustion noise for compact nozzles was proposed by Marble and Candel (12 as the DLR EWG set-up is a logical first step. In this framework, the objectives of this study are threefold. First, the capability of a state-of-the-art LES code (ABVP) to compute compressible reacting flows and reproduce the entropy/acoustic interaction in the presence of a strong mean velocity gradient is assessed. The associated computational domain and simulations are discussed in Sec. 3.1 where a short description of the LES solver used here is also provided.
The numerical results are then compared to the measurements from the EWG experiment and to the recent URANS computations achieved by Mühlbauer et al. (20) . Secondly, the first-order physical mechanisms that drive the pressure signal measured in the experiment are explored. Notably the effects of (a) the entropy fluctuations shape and size, and (b) the boundary conditions are assessed. Finally, the application range of the analytical approach based on the compact nozzle approximation (12; 7) and valid for plane waves is investi-gated in Sec. 4. The analytical relationships that can be derived for unchoked and choked nozzles are first reviewed and applied to the EWG configuration and flow conditions. The analytical results are then compared with both the experimental data of Bake et al. (19) and the present unsteady simulations.
DLR experimental set-up and measurements
All computations presented in this paper are related to the DLR experimental setup studied by Bake et al. (16; 17; 18; 19) . A sketch of the so-called Entropy Wave Generator (EWG) experiment is displayed in Fig. 2 . It consists of a tube fed by entropy waves generated by an electric heating device located between the upstream plenum and the nozzle. The main geometrical parameters of the experiment are summarized in Table 1 . The operating conditions were Table 2 . It should be stressed that the heating duration is 100 ms which, with a bulk velocity in the order of 12 m/s, leads to an entropy perturbation longer than the nozzle (1200 mm against 263 mm). This might not be the case in practical engine applications where the expected length of the entropy spots is in the order of 100-200 mm. The present entropy spot (s ′ ) is made of a "raising", a "constant" and a "falling" fluctuation superimposed on the steady flow which all participate to the sound generation.
Indeed, according to Marble and Candel (12) 
Numerical simulation of indirect noise

Numerical set-ups and parameters
The numerical tool used in this study is the unstructured combustion code AVBP developed at CERFACS (21; 22) . AVBP solves the complete threedimensional compressible Navier-Stokes equations. It therefore integrates all possible non-linear effects involved in the entropy noise generation and contained in the these equations. The unstructured approach allows meshing and computing not only the nozzle but also the whole air feeding line as well as the exhaust system. This formulation then naturally accounts for the energy transfer between the entropy and the acoustic modes, and for the actual, possibly non-compact, nozzle geometry. The numerical method used in AVBP is based on a weighted residual, Taylor-Galerkin discretization which is third-order in both space and time (23) in order to minimize the dispersion and dissipation numerical errors.
All simulations termed "2D" correspond to 3-D calculations in an axisymmetric configuration on a slice with periodic boundary conditions. Only the simulation termed "3D" refers to the full cylindrical geometry. The main characteristics of the simulations are presented in Table 3 . The entries "short" and "long" refer to the two types of computational domain depicted in Fig. 2 . They both include the upstream plenum and the heating section but the "short" one extends only 500 mm downstream of the nozzle throat (length ℓ out ) while the "long" contains the exhaust duct up to the inlet of the anechoic section, viz.
approx. 2100 mm downstream of the nozzle. The "long" configuration is meant to apply realistic impedance (especially the phase of the reflection coefficient)
at the duct exit. In Table 3 , "BC" refers to the boundary condition prescribed at the outlet of the computational domain which can be either non-reflecting, fully reflecting or corresponds to a finite (neither zero nor infinite) acoustic impedance. The "heating" entries correspond to the shape of the temperature pulse: it is 1-D in most cases (viz. uniform in the plane normal to the duct) expected for case 2D-2 where it depends on the distance r to the axis (viz.
non-uniform in the cross-section; in the present case, the heating source term is In order to mimic the experimental heating device, a source term is added to the energy equation. It reads:
where ℓ h = 30 mm is representative of the length of the experimental heating zone and d = 3 mm enables to sufficiently smooth the source term to avoid numerical issues. Moreover, the average location x 0 of the source term has been consistently chosen at the location of the electrical device in the experiment (100 mm upstream of the nozzle throat). The temporal evolution φ(t) is defined as following:
where t 0 is the time when the electrical device is triggered, T p is the pulse duration set to 100 ms and τ is a relaxation time of the pulse set to 8 ms. As shown in 
Numerical results
The signal (dashed lines). Clearly enough, these simulations do not reproduce the experimental data, neither in terms of amplitude, nor in terms of signal shape.
For runs 2D-1 and 3D-1, the numerical pressure trace has a top-hat behavior similar to the temperature upstream fluctuation, while the experiment shows a wavy behavior at a frequency close to 30 Hz. Figure 4 also indicates that 3D-1 leads to results very similar to 2D-1, indicating that the disagreement between the 2D-1 computation and the experimental data cannot be attributed to threedimensional effects. The same conclusion can be drawn by comparing 2D-1 and 2D-2 for the temperature inhomogeneity which appears to have no effect, at least for this configuration. On the other hand, Fig. 4 illustrates how large the effects of the downstream acoustic boundary condition can be. When a fully reflecting condition (2D-3),which imposes pressure is used instead of a non-reflecting one (2D-1), which essentially sets the incoming acoustic wave to zero at the outlet, the amplitude decreases drastically. More importantly, the shape of the signal a simpler approach has been followed in the present study. Instead of using a non-reflecting outlet boundary condition with zero entering wave L − , it is common use to write the latter as a pressure difference times a relaxation coefficient
, with ∆t the time step, p B the nodal pressure at the outlet boundary and p ref the reference pressure. In doing so, the outlet condition acts as a first-order low pass filter (28) whose cut-off frequency is proportional to κ and the acoustic reflection coefficient R out reads: 
Isentropic nozzle
An isentropic flow of a homogeneous gas of density ρ, velocity u, pressure p, constant specific heats c p and c v = c p /γ is assumed in a quasi-1-D adiabatic duct of cross-section area A(x) as shown in Fig. 7 . In this case, the mass flow
the stagnation temperature
and the entropy
are constant throughout the duct. Eqs. (2), (3) and (4) can be differentiated to yield the corresponding fluctuations:
and s
where the speed of sound c = γp/ρ and the Mach number M = u/c have been introduced.
If the wavelengths of the perturbations are large compared with the axial dimension of the nozzle (compact nozzle assumption), there is no delay and distortion between the inlet and the outlet sections of the nozzle. As a result, the instantaneous values of the mass flow, the total temperature and the entropy are conserved throughout the nozzle at each instant, as displayed in Fig. 8 . In other words, the compact nozzle assumption allows writing the following equations:
where [ ] b a stands for the jump between downstream (index b) and upstream (index a) of the related object (subcritical nozzle, supercritical nozzle and normal shock). At this point, it is useful to introduce the following acoustic waves and reduced amplitudes (12):
Unchoked nozzle
By combining Eqs. (8) with Eqs. (5), (6) and (7), the following set of three equations can be obtained:
In each of the previous equations, the left-hand-side involves the three waves 
In the same way, if P + a = 0, σ a = 0 and P − b = 0 are assumed, the acoustic response to an entropy perturbation (SA) is recovered as in (12), viz.:
Isentropic choked nozzle
In the case of an isentropic choked nozzle, the flow is subsonic in the convergent nozzle part and supersonic in the divergent nozzle part. In this case, the acoustic wave P − b leaves the domain and cannot be imposed anymore (Fig. 9) . Two waves enter the domain, namely P + a and σ a , and four must be determined, namely three transmitted/generated waves (P 
By first differentiating Eq. (13) and combining the result with Eq. (5), the following additional condition can be obtained for the fluctuations:
which can be used to complete Eqs. (8) and close the system. After some algebra the following expressions for the four outgoing waves can be obtained:
Once again, in the particular case where P + a = 0 and σ a = 0, Eqs. (15) allow recovering the expression given in (12) for the acoustic response of the choked nozzle to an acoustic excitation (AA):
In the same way, if P + a = 0 and σ a = 0 are assumed, the acoustic response to an entropy perturbation (SA) is recovered as in (12), viz.:
Yet, for all cases where the back-pressure is below the critical pressure p ⋆ yielding the sonic throat, a residual shock stands in the diverging section of the choked nozzle, the mean flow is no longer isentropic and the interaction of the waves with the shock must be accounted for as shown in the next section.
Waves for a shock
Even though the detailed interaction of acoustic, entropy or vorticity waves with a shock wave is a complex flow phenomenon (29; 30) , the wave propagation can be fully described analytically in a simplified quasi-one-dimensional situation (13) . By construction the flow immediately upstream and downstream of a normal shock is supersonic and subsonic, respectively. Four waves are ingoing in this case (Fig. 10) , namely P 
For small perturbations, and noting that M ′ a /M a is related to the shock speed motion −u ′ s /u a since the Mach number depends only on the cross-section area ratio in the supersonic regime, Eqs. (18) yield:
The conservation of the mass-flow in the reference frame moving with the shock leads, for small perturbations, to:
Equations (19) and (20) are first combined to eliminate u
. Then, the pressure, mass-density and velocity perturbations in the two resulting equations are replaced by the waves defined in Eq. (9), and the following relations for the shock are finally obtained:
Equations (21) generalize the result given in (12) to the case where P − b is not zero and indicate that entropy fluctuations can be generated by the interaction between an acoustic wave and a shock. In the case of a perfectly reflecting outlet, a cycle of acoustic and entropic waves can be produced, which may yield an entropic-acoustic instability as described by Foglizzo and Tagger (31) in shocked accretion flows.
Application to the DLR configuration
Having derived the general transfer functions for the different types of flows in a compact converging-diverging nozzle, the relationships mimicking the EWG experiment can be derived based on the notations of 
For the particular case where no reflection is considered at the inlet (R 1 = 0)
Eqs. (22) and (23) reduce to relations that can be found in (12)
at the normal shock [Eqs. (21) ], the following relationships hold
and
For the subcritical nozzle downstream [Eq. (10)], the in-going and out-going acoustic waves P 
with (24) and (25) (27) which provide the remaining four unknowns.
Analytical results
Solving for the equations in Sec. 4.3 yields the time traces of the pressure fluctuations downstream of the throat. The acoustic waves in the duct upstream of the nozzle are assumed to propagate at the speed of sound since the Mach number is small, so that one can write R 1 = R in exp(−2ıℓ in ω/c), where R in is the reflection coefficient at the duct inlet. The cross-section area of the settling chamber being large compared to the cross-section area of the duct, the pressure fluctuations can be assumed negligible for low-frequencies and thus one can write
For a more general model, the plenum could also be considered as an extended Helmholtz resonator as described in Bake et al. (18) . Similarly, the reflection coefficient of the subsonic nozzle outlet can be defined with the outlet reflection coefficient of the numerical simulation as R 4 = R out exp(−2ıℓ out ω/c)
to match the condition used in the computation. The time evolution of the entropy wave is proportional to the one imposed in the source term of the energy equation in the numerical computation. The discrete Fourier transform of this signal σ 1 (ω k ) is used for the analytical calculations.
Calculations [solving Eq. (27) ] are performed for each frequency in order to take into account the frequency-dependence of the inlet and outlet boundary conditions, but the different nozzle elements are still assumed to be compact.
Since a shock is present in the divergent part of the nozzle, the supercritical section (from 1 to 2) can be treated independently of the downstream elements, and provide explicitly the waves P 
Conclusions
The DLR EWG experiment of Bake et al. (19) has been studied numerically 
