The Riemann initial value problem is studied for scalar conservation laws whose uxes have a single in ection point. For a regularization consisting of balanced di usive and dispersive terms, the traveling wave criterion is used to select admissible shocks. In some cases, the Riemann problem solution contains an undercompressive shock. The analysis is illustrated by exploring parameter space for the Buckley-Leverett ux. The boundary of the set of parameters for which there is a physical solution of the Riemann problem for all data is computed. Within the region of acceptable parameters, the solution has several di erent forms, depending on the initial data; the di erent forms are illustrated by numerical computations. Qualitatively similar behavior is observed in Lax-Wendro approximations of solutions of the Buckley-Leverett equation with no dissipation or dispersion.
Introduction
We consider a scalar conservation law with nonconvex ux f: u t + f(u) x = 0; (1.1) in which f 00 (u) changes sign at a single in ection point u = u I : The focus of the paper is on the role of undercompressive shock waves in solving Riemann problems for equation (1.1) . A Riemann problem is a prototypical initial value problem in which the initial data is piecewise constant with a single discontinuity. An undercompressive shock is a discontinuous weak solution of (1.1) with the property that characteristics pass through the shock (as opposed to impinging on the discontinuity from both sides in a compressive shock.) It is well known that in order for initial value problems to have unique solutions, additional conditions have to be placed on discontinuous solutions.
In this paper, we study the traveling wave criterion for admissibility of shocks, in the context of a regularization of equation (1.1) with both dissipative and dispersive terms. Speci cally, a shock wave will be considered to be admissible if and only if it is the limit as ?! 0 of travelling wave solutions of the equation u t + f(u) x = u xx ? 2 u xxx : (1.2) In this equation, the parameters 0 and will be used to express the relative strengths of dissipation and dispersion. As we shall see below, one sign of in (1.2) gives undercompressive shocks, the other sign does not. In general, the notion of admissibility depends upon and : Similar criteria involving both dissipation and dispersion have been studied for certain scalar equations, hyperbolic systems and systems of mixed type 4, 7, 6, 11, 13, 14, 15] .
In the special case that f is a cubic function, undercompressive shocks and their travelling waves can be calculated explicitly, and the solution of the Riemann problem completely analyzed 7] . For a general ux, however, explicit calculations are not available. In Section 4, we characterize the presence of undercompressive shocks by analyzing a parameterized family of vector elds in the plane. Our primary tool is the Melnikov integral 3], related to the the separation (or distance) between the unstable manifold of one equilibrium and the stable manifold of a second equilibrium.
In Section 5, we construct solutions of the Riemann problem. Broadly, the results are similar to the case of a cubic ux. In particular, for some initial data, the solution has two waves. When the two waves are shocks, speci cally a compressive shock and an undercompressive shock, the solution u(x; t) is nonmonotone as a function of x for xed t. The results are formulated for equations (like the Buckley{Leverett equation) in which f maps the interval 0; 1] into itself, and 0 < u I < 1: Because the solution may be nonmonotonic, it follows that for some data in 0; 1], the solution of the Riemann problem may take values outside the unit interval, i.e., outside the physical domain. We formulate su cient conditions on ux functions f; and the range of parameters ; under which the unit interval is invariant under solving the Riemann problem. The results are illustrated for the one-parameter family of uxes given by f(u; a) = u 2 u 2 + a(1 ? u) 2 :
(1.3) Speci cally, with = ; = 1? ; 0 1; we calculate (numerically) the boundary in (a; ) between equations for which the Riemann problem is solvable in 0; 1] and those for which the Riemann problem is not solvable in 0; 1] for some initial data in the interval.
In Section 6, we show numerical results of nite di erence approximations that illustrate the structure of solutions of Riemann problems that we have established theoretically.
Rarefactions and Shocks
Recall that the characteristic speed of equation (1.1) is f 0 (u): A centered rarefaction wave is a continuous piecewise smooth weak solution of (1.1) that has the scale invariant form u(x; t) = A shock (2.2) is called compressive, or a Lax shock if it satis es the Lax entropy condition 8], which relates the slope of the chord, given by (2.4), to slopes of f:
For a function f having at most one in ection point, it easy to show that the Lax entropy condition is equivalent, for centered shock waves (2.2), to the entropy condition (E) of Oleinik 10] and to the viscosity criterion, involving the existence of smooth travelling wave solutions of (1.2) with = 0 (i.e., including viscosity, or dissipation, but not dispersion).
A rarefaction{shock is a combination of a rarefaction wave and a shock wave, in which the fastest characteristic in the rarefaction wave, x = f 0 (u o )t; is also the shock:
3 Travelling Waves and Lax Shocks
To describe shock waves (2.2) admissible under the traveling wave criterion with 6 = 0, we consider travelling wave solutions u = u( ); = (x ?st)= of (1.2) with the boundary To simplify the description of Lax shocks, we distinguish those uxes for which f 00 (u) and u?u I have the same sign from the rest, by the expedient of assuming that f 000 (u) 6 = 0 for all u: Consider a chord through u ? ; with slope s; that intersects the graph of f at three places, the value of u at each intersection corresponding to an equilibrium (u; 0): We shall distinguish between the outside equilibria corresponding to the largest and smallest values of u, and the middle equilibrium, corresponding to the middle value of u. We then have the following characterization of the equilibria, depending on the signs of and f 000 :
A. In this section, we prove the following theorem. The theorem is illustrated in Figure 1 . Proof The proof centers on an analysis of the separation between the unstable manifold from one saddle point equilibrium and the stable manifold of a second saddle point equilibrium. To set this up, we introduce some simplifying notation.
Write for the triple of parameters in the vector eld of (4. For xed > 0, the intersection of the curve s =ŝ(u ? ; ) with the curve s = f 0 (u ? ) represents a singularity in the family of vector elds at which a saddle-node equilibrium (at (u ; 0)) is connected in the phase plane by a special separatrix to the corresponding saddle point (u + ; 0): Such a separatrix-saddle-node singularity can be handled via the Melnikov integral by parameterizing the vector elds by u ? and u + ; eliminating s 12, 13] . Then u + is found as a decreasing function of u ? ; s is increasing in u ? : For u ? < u ; u ? ?! u + is a saddle-to-saddle connection; for u < u ? ; u ? ?! u + is a distinguished node-to-saddle heteroclinic orbit. The phase portraits near the singular vector eld are as shown in Figure 1 . We omit the details of this calculation.
The dependence of the sign of the separation function R(s; u ? ; ) upon the parameters near a zero of R is of course determined by the formulae (4.13). In particular, the sign of @R=@s implies that for xed > 0; for each u ? and each s in the interval (4.6), there is at most one s for which the vector eld has a saddle-to-saddle connection. Thus, the set SS of such pairs (u ? ; s) is indeed a single curve, as shown in Figure 1 , and described in the Theorem. This completes the proof.
Remark. It is easy to perturb away from the case = 0; for which the saddle-tosaddle connections satisfy the equal area rule (i.e., the signed area in (4.4) is zero when there is a saddle-to-saddle connection u ? ?! u + ; so thatŝ(u ? ; 0) = s E (y ? ) given by (4.5)). Such a perturbation establishes the picture of parameter space shown in Figure 1 . The behavior for general follows by noting that the only possible singularity is for u to become in nite. This possibility could be avoided by making suitable assumptions on f; but we do not pursue this technical point here, and instead proceed under the assumption that u ( ) is nite, and we may take Figure 1 to accurately portray the phase portraits for all values of s and u ? of interest, for any xed : In the gure, values of the parameters for which the vector eld is structurally stable are denoted P1 and P2. The curves are labeled according to their special roles. Thus, the upper curve correspond to the equal area rule, for which s = s E (u ? ); the curve labeled SS corresponds to vector elds with a saddle-to-saddle connection while those labeled SN1 and SN2 correspond to the degenerate vector elds in which a saddle point and a node have merged at u ? :
The Riemann Problem
The Riemann problem is the initial value problem
As in Section 4, we assume f 00 (u)(u ? u I ) < 0 for u 6 = u I :
In the classical setting of Lax and Oleinik 8, 10] , for which shocks are admissible if and only if they are compressive, the Riemann problem has a unique admissible solution 
such a point exists; otherwise, let u T L = 1: Then the single wave is:
We refer to this solution as the classical solution. A feature of the classical solution u = u(x=t) is that it is monotonic.
When some undercompressive shocks are deemed admissible, for example, taking > 0 in equation (1.2) , then the solution is more complicated. In particular, there may be no admissible solution, while some solutions are not monotonic.
The objective of this section is to show how the classical solution (valid for u R close to u L ) gives way to a non{classical solution (i.e., with undercompressive shocks) as ju R ?u L j increases. However, information from Theorem 1 concerning undercompressive shocks is not enough to characterize the dependence of the solution of the Riemann problem on the data. Additional information is needed about the behavior of the middle equilibrium u o (u ? ; ) when there is a saddle-to-saddle connection u ? ?! u + : For example, when f(u) = u 3 (and < 0; to t into Case A), the middle equilibrium can be explicitly calculated, and is found to be independent of u ? 7] . Perturbing away from this special case could give various types of dependence of u o on u ? : The dependence of the solution of the Riemann problem on the behavior of u o is subtle. Rather than attempt an exhaustive catalog of possible solutions, we construct solutions under speci c conditions on the ux and the behavior of the middle equilibrium. The dependent variable u = u(x; t) is constrained to lie in the interval 0; 1]: For classical solutions of the Riemann problem, this constraint presents no di culty, because the solution is monotonic. Thus, for initial data in the interval, the solution is also in the interval. But for nonclassical solutions, u(x; t) may be nonmonotonic in x, in particular when the solution involves a combination of undercompressive and compressive shocks. Consequently, there are Buckley-Leverett uxes, and ranges of initial data,for which there is no non-classical solution of the Riemann problem that remains in the physical domain, even though the classical solution is well de ned. Since we wish to nd nonclassical solutions of the Riemann problem for all initial data in the physical domain, it is necessary to place constraints on the ux. The following two conditions concerning undercompressive shocks implicitly involve the ux function and the balance between dissipation and dispersion.
Assumption I There is u ? 1 This assumption is necessary for the Riemann Problem to have a solution for all data, with non-classical solutions for some data. In Subsection 5.2, we investigate the assumption numerically. The second assumption, for which we rst introduce some notation, is not important for the existence of solutions of the Riemann problem (although we do not o er a proof of existence without the assumption). However, as remarked above, the structure of the solutions (which waves are included in, or eliminated from, the solution as the data change) is simpli ed with this assumption. show the division of the (u L ; u R ) plane into di erent regions corresponding to di erent combinations of waves in the solution.
To start with, we have several cases depending on the location of u L :
(i) u 1 < u L < u I : In this case, the solution is classical, and is shown in Figure 2 . In this gure, depicting the solution for a xed value of u L , and for each u R 2 0; 1]; the letters R, S indicate solutions consisting of a single shock wave, rarefaction wave, respectively; the designation RS represents a rarefaction{shock wave solution. The transition from rarefaction{shock solution to a single shock solution occurs at u R = u T L ; de ned to be the value of u R for which there is a shock from u L to u R with speed f 0 (u L ):
Figure 2: Solution of the Riemann Problem. Case (i).
(ii) u < u L < For u R >ũ L (nearũ L ), the undercompressive shock is faster than the the Lax shock joining u L to u ? (this follows by comparing slopes of chords in the graph of f, and from Assumption I), so the solution consists of these two shocks; the Lax shock from u L to u R is now inadmissible. Figure 3 : Solution of the Riemann Problem. Case (ii).
In Figure 3 , we use the notation S to indicate the interval of values of u R for which the solution consists of a Lax shock and a faster undercompressive shock.
(iii) u ? 1 < u L < u : For u L in this range, there is a saddle-to-saddle connection from u L to u + L = u + (u L ) shown in Figure 4 . Perturbing u R away from u + L gives the rarefaction{ 13 undercompressive shock (in which the shock travels faster than the rarefaction wave, and is detached from it), and Lax shock-undercompressive shock constructions shown in the gure. The transition from rarefaction{shock to rarefaction{undercompressive shock occurs at u r = u + (u ); where the shock in the rarefaction{shock construction rst becomes inadmissible. (iv) 0 < u L < u ? 1 : Here, u L is to the left of the domain of the function u + ; so that in order to have a solution with an undercompressive shock, there must rst be a rarefaction wave. In particular, the interval of u R in which there is a shock-undercompressive shock solution collapsed onto u r = 1 as u L approached u ? 1 ; and has now disappeared in Figure 5 . Speci cally, we can test Assumption I of the last section. Whether this assumption holds depends on the values of the two parameters (balancing dissipation and dispersion), and a; from the ux function (5.8). In Figure 8 , we show a curve in this parameter space, separating values for which Assumption I holds (labelled GOOD) from those for which the assumption fails (labelled BAD). The curve for a 1 is determined from the condition that there is a saddle-to-saddle connection 0 ?! 1 (with speed one). For a 1; it follows by consideration of the signed area between the chord and the graph of f; that there is a saddle-to-saddle connection 1 ?! 0 (also with speed one). The corresponding curve for a > 1; is obtained from Figure 8 
Numerical Results
In this section, we study numerical solutions of non-convex conservation laws with diffusion and dispersion. In the rst subsection, we illustrate the theoretical results of the previous section on the Riemann problem for the Buckley-Leverett equation with dispersion. In the second subsection, we consider a di erent nonconvex ux, and also the e ect of a second-order numerical scheme for the hyperbolic conservation law.
Buckley-Leverett Flux with Dispersion
We begin by computing solutions of Riemann problems using a continuous-in-time, discrete-in-space numerical scheme for the Buckley-Leverett-Dispersive (BLD) model (5.6). The mesh spacing in x is denoted by h: If the solution in u(x; t); then u j (t) denotes the approximation to u(jh; t) in the numerical method. Our scheme is This non-standard choice for the numerical ux, g j+1=2 , has the property that
The numerical scheme (6.1) has the modi ed equation
where the error of order h 2 comes from the di usive term; the discretization of u xxx , gives a smaller error of O( 2 h 2 ): Since we want the scheme (6.1) to approximate a continuous equation, we take the mesh size small enough that it satis es h 1: Thus, both of the leading-order error terms are o( 3 ):
In 5] it was shown that a numerical scheme whose modi ed equation best approximated the modi ed Korteweg-de Vries Burgers (mKdVB) equation, i.e., equation (5.3) with f(u) = u 3 ; gave numerical results which most closely reproduced its known traveling wave solution, derived in 7] . It was also shown in 5] , that the computed undercompressive shocks were sensitive to the following quantities: ratio of di usion to dispersion, represented here by ; the ratio of di usion to mesh size, =h; and the shock strength. In the \good" case of the BLD, the shock strength is bounded by one; for such shock strengths, the scheme (6.1) in 5] had excellent agreement with the analytic solution of the mKdVB equation. As in 5], we also take =h = 4 in this section.
As in previous sections, we focus on Riemann initial data:
The interval over which the solutions are computed is taken su ciently large | usually 4000 gridpoints, with h = 0:0025, and the run times are limited, so that a region at each end of the computational domain remains in its initial state. The rst set of calculations demonstrate each of the four cases, listed in Section 5, as u L is varied. In each of Figures 6.1a { 6.1d, we plot the pro les u j versus jh, at a given time t 0 > 0; for a xed u L and several choices for u R ; selected to illustrate pro les corresponding to the various intervals shown in Figures 2 { 5. For clarity of presentation, we only plot cases with u R > u I ; as the behavior is identical (and classical) in all four cases, when u R u I :
For each value of the BL ux parameter, a, the dissipation/dispersion parameter, ; is chosen to lie in the \good" region of Figure 8; i.e., so that Assumption I holds. The parameters a and are further chosen so that they give rise to pro les which clearly illustrate cases from Section 5.
Once a and are speci ed, we nd u ? 1 Figure 6 .1d. The slight dip in the computed solutions, occurring near x = 0, appears to be a numerical artifact.
Next, in Figure 10 , we take a = 0:5; u L = 0, and u R = 1; and examine the dependence of the pro les on : According to the theory, a solution will stray outside the physical interval, 0 u 1; for < (a); be an undercompressive shock at = (a); and have a rarefaction to u ? 1 ; followed by an undercompressive shock to u R = 1; for > (a): In the case < (a); we extend the ux function outside the unit interval, using the same formula (5. 
Further Numerical Results
Having demonstrated the structure of solutions of the Riemann problem for the BL ux, we now investigate numerically some uxes which extend the analysis presented thus far. In particular, we study the Riemann problem for arbitrary initial data, in an exotic, and where the form of the partial di erential equation is still that of (5.6), including the sign of the dispersion. The ux (6.5), which we insert in scheme (6.1), has an in ection point at u = 0; is a C 1 function of u, and is asymptotic to the ( at) line u = 1; as u ! 1; while tending to the line with slope b ? a 0:2326; as u ! ?1: We plot the ux (6.5) in Figure 11a . As in the BLD case, we take u L < u I = 0; and vary u R : The behavior is similar to that of the BLD, except when u R is large. There is now a maximum value of u R ; such that a S connection exists from u L to u R : Let u M ; with u M < u L < 0; be the As long as the Lax shock from u L to u M is admissible | which will be true for su ciently large | it can be used to join u L to u R > u max ; otherwise, it is not clear how, or even if the two states connect analytically. Numerically, in Figures 11c and 11d , we observe a sort of \oscillatory shock", when is small.
In Figure 11b , we plot pro les with u R = 6; just below u max ; and increase (decreasing dispersion!) from zero to one. For = 0:8; the solution is clearly RS, while for smaller values, the solution has the appearance of an S solution, in which the two shock speeds are nearly equal.
In Figures 11c and 11d , we plot solution pro les for several choices of u R : The curves in Figure 11c progress from R , when u R = 0:5 and 1:5; to S when u R = 2:5 (the middle curve). The two larger values of u R also have S -like structure, but the intermediate state is not well-de ned. The top curve in Figure 11c , u R = 4:5; becomes the bottom curve in Figure 11d , where the run time has been doubled, to t = 4: As u R is further increased, the solutions become more oscillatory; the two largest values of u R exceed u max ; and it is not clear what types of shock these solutions contain.
Second-order accurate numerical schemes have truncation errors with dispersive terms of O(h 2 ); but no dissipative terms of O(h). Consequently, they do not fall into the class of partial di erential equations we study here, all of which contain a di usive term of O( ) and a dispersive term of O( 2 ). The second-order numerical schemes | of which the Lax-Wendro (LW) scheme is the archetypal example | do, nevertheless, contain both dissipative and dispersive mechanisms, which can lead them to produce undercompressive shocks. Whether or not a given second-order scheme develops undercompressive shocks is connected with the sign of the dispersion in its modi ed equation; see 4]. For LW with the Buckley-Leverett ux, we observe qualitatively similar behavior to that seen with scheme (6.1) for BLD. We note that the second-order Beam-Warming scheme, for which the truncation error has dispersion with the opposite sign, gives rise to only Lax shocks.
To illustrate a second-order scheme that produces undercompressive shocks, we use the two-step Richtmyer version ?] of Lax-Wendro : In Figures 12a { d, we plot the numerical solutions of (6.6) for Riemann data and four choices of a: While there is no explicit \ " for LW, it appears that there is an e ective value of ; attained when ; x, and (u L ; u R ) are xed. Here we take u L = 1 and u R = 0; so that once the solutions lose monotonicity, they leave the physical domain.
From our experience with BLD, we expect that for a < 1; there will always be a connection from u L = 1 to u R = 0 | it is the other direction which is problematic | and, indeed, we observe in Figure 12a , with a = 3=10, and in Figure 12b , a = 1; that (except for a small pulse near x = 0) the solutions are R and stay within 0; 1]:
Next, we increase a > 1; for which the BLD yields unphysical solutions if is too small. In Figure 12c , we took a = 4; and we see that the solution now has a shock from u L = 1 to u M = 1:18: A more bizarre picture (Figure 12d ) emerges for a = 20; where the solution contains three shocks, with two intermediate states | both greater than one. In this case, an additional in ection point for f(u) (extended to u > 1) has likely in uenced the solution. 
