We address the problem of how to optimally schedule data packets over an unreliable channel in order to minimize the estimation error of a simple-to-implement remote linear estimator using a constant "Kalman" gain to track the state of a Gauss Markov process. The remote estimator receives time-stamped data packets which contain noisy observations of the process. Additionally, they also contain the information about the "quality" of the sensor/source, i.e., the variance of the observation noise that was used to generate the packet. In order to minimize the estimation error, the scheduler needs to use both while prioritizing packet transmissions. It is shown that a simple index rule that calculates the value of information (VoI) of each packet, and then schedules the packet with the largest current value of VoI, is optimal. The VoI of a packet decreases with its age, and increases with the precision of the source. Thus, we conclude that, for constant filter gains, a policy which minimizes the age of information does not necessarily maximize the estimator performance.
II. INTRODUCTION
There is a growing interest in providing real-time status updates in order to serve applications that depend upon the freshness of information available to them. For example, timely weather updates, stock prices information, Internet of Things devices, etc. Thus, the problem of ensuring timely status updates in real-time applications has received much attention [1] , [2] , [3] . The "Age of Information" (AoI), captures the freshness of the information that is available with the end application, and recent works have designed scheduling policies/ network controllers with the objective of minimizing the AoI in scenarios where multiple applications share a common network infrastructure. For example, more recently generated data packets are prioritized over older packets [4] , or the packet of a user that currently has a larger value of age at the destination is prioritized over a user having smaller age, etc.
However, in many applications, it is not only the freshness of a packet that matters, but also the content that it contains. We will be interested in applications that generate an estimate of a process after receiving data packets that contain information about this process. Since the packets contain only noisy observations of the process, and not the "true" value of the process, it is also important that a packet which contains measurements that have a higher precision/low noise, must be prioritized over a packet that has the same age but has a lower precision measurement.
In summary, the quality of a packet is judged not only on the basis of how "fresh" the packet is, i.e., its age or the time since it was generated at the source, but it also depends upon the following two factors 1) How much information it contain about the process that is being monitored, 2) How important this information is to the algorithm that is being used to update the status at the destination node. Regarding 1), we note that the information content in a packet is described by the joint probability distribution of its content and the true state/status of the process. In order for the factor 2) above to become crucial, it becomes important that the algorithm that is being deployed by the application uses the information contained in these packets efficiently.
In view of the above discussion, the following question arises naturally: How do we prioritize packets for scheduling in order to optimize the performance of such real-time systems? Should the packets be prioritized according to their age, or the noisiness of the observation contained in them, or a combination of both? In this work, we provide a concrete answer to this question when the process of interest that is being monitored by an application is Gauss Markov, while the algorithm that is being used to generate an estimate of the process is a simple-to-implement linear filter with a constant gain. We show that the optimal scheduler takes the following form: it attaches an index to each packet that is present in its queue, and then schedules the packet having the largest value of the index. This index depends upon the following two factors a) the age of the packet, b) the mutual information between the packet content, and the system status, or equivalently the variance of the noise associated with the measurement.
III. RELATED WORKS
Applications involving real-time systems such as the smart-grid, weather monitoring systems, etc., often require that the destination node, which comprises the end decision maker, has a constant availability of fresh staus updates about the process of interest. The ageof-information, or simply age, performance metric was introduced in [1], [5] , [6] , [7] , and is an appropriate
Queue Channel A C K Fig. 1 : N sources generate data packets which contain information about the process to the network node. The packets at the network node are queued in a single queue, and wait to be transmitted to the destination. The sources differ in the precision of their measurements of the process x(t).
choice in order to encapsulate the notion of freshness of data. The age at a given time is equal to the time elapsed since the freshest data packet available to destination was generated. Existing works on age derive age-optimal policies for various kinds of networks, e.g., when multiple sources share a common queue [8] , broadcast networks [2] , [3] , under battery energy constraints on the packet transmitter [9] , and for wireless networks [10] , [11] . The work [12] shows that age optimal policies minimize estimation error when the process of interest that is being monitored by the destination is a Weiner process.
There are also other performance metrics relevant for real-time systems, which are also concerned with the timeliness of information delivery to the destination. In applications where the end-to-end packet delays are required to be small, the notion of "timely throughput", i.e., the throughput of packets that reach their destination before their deadlines, is useful. The works [13] , [14] develop decentralized policies that maximize the timely throughput. Another useful metric is that of variance/variations in the packet interdelivery times. Minimizing this quantity ensures that the stream of packet deliveries as viewed by the end application looks close to the periodic delivery case when it regularly gets a packet every 1/throughput time-slots. See [15] , [16] , [17] for more details. Service smoothness or regularity is a useful concept in applications which require that the end application should not suffer from the problem that there are long durations in which they obtain no packet at all. An important example is video streaming which suffers from outages whenever the video buffer is emptied by non-delivery of packets for a long time [18] . A scheduler that maintains service smoothness avoids such service starvation in cases when multiple applications share a common network resource [19] , [20] , [21] , [22] . Similarly, one can derive schedulers that minimize the fulctuations in network performance [23] , [24] .
One may note that the performance metrics mentioned above try to connect either the freshness or the timeliness of information updates to the performance of the monitoring algorithm that is being deployed by the destination. However, the quality of the measurements in all data packets need not be the same, that is to say that they differ in the amount of noise in the observations contained in them. Thus, the above performance metrics are unable to appropriately prioritize packet transmissions when the packets are generated by different sources that have varying precision. In this work, we address this problem for the case when the process of interest being monitored is a Gauss Markov process [25] , and the destination node employs a constant-gain linear filter to monitor the process. However, in this work, we do not consider more complicated signaling mechanisms such as the information conveyed by the non-arrival of packets.
IV. SETUP
Throughout, we assume that time has been discretized into time-slots, and is numbered as t = 1, 2, . . .. We assume that the system operates for T time-slots, so that t ∈ {1, 2, . . . , T }. We denote the segment { , + 1, . . . , m} of m − + 1 consecutive time-slots by [ , m].
Process and Network Description: We consider the system shown in Fig. 1 . There is a single network node N that receives packets containing information about the process x(t), t ∈ [1, T ] from M sources. The process x(t) ∈ R is a scalar Gauss Markov process, and evolves as follows
where a describes its dynamics, while the noise w(t) is a zero mean Gaussian process that is i.i.d. across time.
There are M sources that are equipped with sensors that take observations of the process x(t). Each such source is characterized by the noisiness of its measurements, as described below. For a packet ψ, we let t ψ be the time at which the packet was generated at its source. Thus, the observation contained in ψ, denoted y ψ , is given by,
where w ψ is a zero mean Gaussian random variable and σ ψ is the variance associated with observation noise corresponding to the source that generated ψ. Thus, the quantity σ ψ can assume one of the M possible values. The observation noise w ψ is assumed to be independent across packets, and Gaussian with mean zero, variance 1. We let τ ψ (t) = t − t ψ be the age of packet ψ at time t.
Network Node: The M sources provide their packets to a shared network node N . N maintains a queue with infinite buffer size for storing the incoming data packets and is connected to the destination node D via an unreliable link . We denote the reliability of by p, the probability that an attempted packet transmission is successful. The link has a capacity of 1 packet/ time-slot, i.e., at most one packet can be transmitted on it in one time-slot. As shown in Fig. 1 , we assume that upon a successful transmission, the receiver sends an acknolwedgement (ACK) to N , so that the network node knows whether or not the packet transmission was successful after having attempted the transmission at t. If the transmission is successful, it removes the delivered packet from its queue. We assume that the packet arrivals to N from the M sources are governed by a well-defined stochastic process. We let Q(t) denote the set of packets contained in the queue at time t.
Filtering: The destination node has a linear filter [25] that produces real-time/online estimatesx(t) of x(t). Let ψ(t) denote the packet that is delivered to the destination at time t. Each such delivered packet is used for updating the estimatex(t), as follows:
where the scalar gain K is a constant gain, τ ψ(t) (t) is the age of packet ψ(t), y ψ(t) is the observation value contained in the packet ψ(t), and we let {ψ(t) = {∅}} denote that no packet was delivered to D at t. Such an event can occur either because the queue Q(t) was empty, or because the packet that was transmitted was dropped by the link . For simplicity, we use a constant gain K for all time-slots t. Let
denote the estimation error of the filter at time t.
We are interested in designing scheduling policies that can be implemented at the network node in order to minimize the expected value of the cumulative squared estimation error over the time interval [1, T ], i.e., the quantity
where the expectation is taken with respect to the randomness of packet arrivals, observation and process noises w ψ , w(t), t ∈ [1, T ] and the scheduling policy employed by N . We denote a generic scheduling policy by π, and the packet chosen for transmission at t by u(t). A policy π makes the decision u(t) denoting which packet to transmit, on the basis of its past observations,
, where Q(t) denotes the queue length at time t. At any time during the operation, the scheduler can access the age τ ψ , quality σ ψ , or observation y ψ of each packet ψ present in its queue. Thus, the objective can be stated as follows,
V. AN INDEX BASED POLICY We begin by deriving some preliminary results concerning the estimation error process e(t), and also introduce a simple-to-implement policy that is optimal when the scheduler has to make decision only at the last operating time t = T − 1. We then use backward recursion argument to obtain the scheduler decision for all t.
We obtain the following expression for the evolution of the error e(t) at the destination node. Consider the linear filter (2) that performs updates by utilizing the observation y ψ(t) contained in packet ψ(t) that was delivered to it at time t. Let a c := a(1 − K) denote the closed-loop estimator gain of the linear filter. Then, its estimation error e(t) = x(t) −x(t) evolves as follows,
where
Above, for a packet ψ, its "sensing noise" w s,ψ (t) and "process noise" w p,ψ (t) at time t are defined as follows
We note that the sensing noise depends upon the age of the packet as well as the precision of its source, while the process noise is a function of its age only.
Scheduling Problem for t = T − 1: Now consider the case when Q(T − 1) = {∅}, and the scheduler has to make a decision only during the last time-slot t = T − 1. It follows from the update equation (6) that the cost incurred at time t = T is given by
where the second equality follows since the process and sensing noise are independent. Thus, it is optimal to schedule the packet ψ with the least value of
Thus, we define the following two quantities for a packet ψ, which correspond to the sensing and process noise variances associated with it at time t,
For an empty packet, i.e., ψ = {∅}, we let
for all t ∈ [1, T ].
It then follows that the policy which chooses the packet with the least value of the combined noise variance W 2 s,ψ (T ) + W 2 p,ψ (T ), is optimal. Thus, we introduce the Index Policy.
Definition 1: (Index Policy) The Index Policy assigns an index of W 2 ψ (t) to each packet ψ in Q(t), and transmits the packet with the least index. Thus, the scheduling decision u(t) taken at time t is
(11) Lemma 1: The Index Policy of Definition 1 is optimal at time t = T − 1.
Next, we derive some properties of the indices W 2 ψ (t) which will allow for efficient implementation of the Index Policy.
Definition 2: Henceforth we let Q(t) denote the ordered set of packets in the queue Q(t), with the ordering between two packets ψ 1 , ψ 2 ∈ Q(t) given as
For two packets ψ a , ψ b we let ∆(ψ a , ψ b , t) denote the difference in the values of indices of the two packets, i.e.,
, i.e., they are present with the scheduler in its queue at times t 1 as well as at time t 2 . We then have that
Moreover,
where C(ψ 1 , ψ 2 ) depends upon the packet generation times, and the sensor precisions, of the packets ψ 1 , ψ 2 .
Proof: To show that the ordering of packets doesn't change with time, it suffices to prove that the following holds for times t 1 , t 2 ,
The index of a packet at time t can be derived as a function of its generation time t ψ as follows,
Thus, in order to compare the indices of ψ 1 , ψ 2 at time t, we need to solve the following inequality
Since the terms in the above inequality do not depend upon time t, it then follows that either ψ 1 ≥ Q(t) ψ 2 ∀t or vice-versa. This proves the first claim. The second claim follows from the inequality (14) after letting C(ψ 1 , ψ 2 ) to be equal to the difference between the terms on the l.h.s. and r.h.s. It follows from Lemma 2 that the Index Policy can be implemented as follows. The network node maintains a single ordered queue Q(t) in which it stores packets from all the sources, i.e., the queue is shared amongst all the sources. Upon receiving a new packet, it calculates its index, and then enqueues it in a location so that the resulting queue is ordered. Such an operation requires O(log |Q(t)|) computation if the queue is implemented using a binary search tree. Moreover, it does not require the scheduler to compute the indices of all the packets in Q(t).
Moreover, it follows from Lemma 2 that since the order of packets does not change with t, the Index Policy can base its decisions on the values W 2 ψ (t) instead of W 2 ψ (t + 1). Hence, the Index Policy is equivalently given by
In later discussions, we will switch between the two definitions depending on which is more convenient.
VI. OPTIMALITY OF INDEX POLICY
The Index Policy of the previous section is very simple to implement and is optimal when the scheduler has to make decisions for only the last time-slot t = T − 1. Surprisingly, as will be shown in this section, it turns out that the policy continues to be optimal when implemented over the interval [1, T ] .
In order that the problem is tractable, we make the following assumption about the parameter a of the process x(t), and the estimator gain K of the filter (2).
Assumption 1: The quantities a, a c , K satisfy |a|, |a c | < 1,
i.e., the process that is being monitored, as well as the filter, are stable. Additionally, we require the estimator gain K to be bounded as follows,
Denote the index policy by π idx . Letπ be a policy that uses a different decision rule for time t = 1, and then employs π idx for the remaining time-slots t ∈ [2, T − 1]. Our approach to proving the optimality of π idx will be to show that the cost incurred byπ is more than that of π idx .
Let ψ 1 denote a the packet with the least index in Q(1), and let ψ 2 be a packet satisfying ψ 2 > Q(1) ψ 1 . At time t = 1, π idx serves ψ 1 whileπ serves ψ 2 . With a probability equal to 1 − p, the transmission at time t = 1 is unsuccesful, so that the queues at time t = 2 are the same for both the policies. Moreover since π idx andπ agree on decisions at times t ∈ [2, T − 1], this implies that with probability 1 − p their cumulative costs in the interval [1, T ] are equal. Hence, without loss of generality, we only consider the case when the first packet transmission is successful.
Define the following stopping times:
where the notation ψ(·; π) explicitly shows the dependence of the scheduling decisions on the policy π. Thus, T 1 is the time when π idx delivers ψ 2 to the destination. The following result is easily derived, and is proven in the Appendix.
Lemma 3: Consider the stopping times T 1 , T 2 as defined in (16) . We have
be the ordered set of packets that were delivered under π idx in the time interval [T 2 , T 1 − 1]. Similarly consider the setπ [T 2 + 1, T 1 ]. We will now show that these sets are equal.
Lemma 4:
. Proof: (Proof of Lemma 4) Since the two policies are the same for times t > 1, and since both of them have the same set of packets at each time, except possibly packet ψ 1 or ψ 2 , we have
It then follows from (17) that
Since the sets π idx [1, T 1 ] ,π [1, T 1 ] consist of the same elements, it follows from (17) that the sets π idx [T 2 , T 1 − 1] andπ [T 2 + 1, T 1 ] consist of the same elements. Moreover, since under either of the two policies, the packets in both these sets are served in the same order, this shows that
Throughout, we let α s,t := t m=s a 2 (t).
Theorem 1: Consider the problem of scheduling data packets in order to minimize the estimation error E T t=1 e 2 (t) . Letπ be a policy that differs from π idx on scheduling decision for time t = 1, and then employs π idx for the remaining time-slots t ∈ [2, T − 1]. Then we have that
Proof: Consider a policyπ idx that follows π idx except that it serves ψ 2 at times whenπ serves ψ 1 . We will show thatπ idx attains a lower cost thanπ. The ordered sets of packets served by them until the time T 1 are given by,
We note that since all the policies are constructed on the same probability space, and since they are non-idling, the a(t) are the same under all policies. The performance difference betweenπ idx ,π is given by
α1,t + (a 2 ) T 2 ∆(ψ2, ψ1, 1)
where, in the first equality we used Lemma 2 in order to deduce ∆(ψ 2 , ψ 1 , 1) = (a 2 ) T2 ∆(ψ 2 , ψ 1 , 1). To show the last inequality, we prove in Lemma 5 that the term within the braces is positive, and also note that ∆(ψ 1 , ψ 2 , 1) < 0.
We will now show that π idx has a lower cost thañ π idx . Towards this end, construct a class of feasible policiesπ idx,k , k ≥ 0. Denoteπ idx byπ idx,0 .π idx,k is obtained fromπ idx,k−1 as follows.π idx,k does not serve ψ 2 untilπ idx,k−1 has delivered ψ 2 . However, in case π idx attempts ψ 2 , thenπ idx,k also attempts it. Using the same techniques that were used for proving the inequality (25) , it can be shown that the costs satisfy 
Since it was shown in (25) thatπ idx , equivalentlyπ idx,0 , has a lower cost thanπ, this shows that T t=1 e 2 (t)
Now, observe that the cost incurred by π idx is equal to that incurred byπ idx,k with a probability equal to
Since the costs ofπ idx,k are lower than that ofπ, we then have that This completes the proof. Consequently, we are now in a position to state the optimality of the Index Policy.
Corollary 1: The Index Policy that serves according to
minimizes the estimation error E T t=1 e 2 (t) under the Assumption 1. The optimal cost is a function of the starting state e(0), Q(0), the time-duration that the system operates, and the channel reliability. Henceforth we denote this optimal cost by J (e(0); p; T ).
Proof: Since the problem (5) is a Markov decision process (MDP) [25] , we can obtain an optimal policy by solving the corresponding dynamic programming recursions. Let us assume that Index Policy is optimal when the scheduler has to make decisions for times t ∈ [s, T ], or equivalently the DP backward induction until time t = s yields us π idx . It then follows from Theorem 1 that Index Policy continues to be optimal at time t = s−1, i.e. the DP recursion for time t = s−1 also yields π idx . Since it was shown in Lemma 1 that Index Policy is optimal at time at time t = T − 1, we conclude by using backward induction that it is also optimal for all times t ∈ [1, T ].
VII. MULTIPLE PROCESSES SHARING A COMMON NETWORK FOR COMMUNICATING UPDATE PACKETS
In the setup considered so far, there is only a single process of interest. However, modern cyber-physical system (CPS) such as the smart-grid, vehicular networks, etc. are comprised of multiple complex processes that need to be monitored in real-time by their respective destination nodes.
Thus, we now consider the case when multiple processes share the same network in order to transport their packets containing updates to their respective destination nodes. In particular, we assume that there are N processes denoted x i (t), i ∈ [1, N ]. The evolution of the i-th process x i (t) is described as
where the noise process w i (t) is i.i.d. across times for each of the N processes, has a Gaussian distribution with 0 mean with variance σ 2 i,p . The w i (t) are also independent across different processes.
Each process is monitored by multiple sources. For sake of simplicity, we assume that there are M sources for each of the N processes, though the results can easily be generalized to the case when the numbers of sources differ across processes. The sources share a single network node N that transmits their packets to their respective destination nodes D i , i ∈ [1, N ] via an unreliable link that has a reliability p. N maintains N separate queues Q i (t), i ∈ [1, N ], and stores packets from the sources of process i in Q i (t). The destination node D i maintains a Kalman-like linear filter for estimating x i (t), and its estimate is denotedx i (t) which is updated as in (2) with the termŝ(t) replaced byx i (t).
The network node N makes scheduling decisions u(t), t ∈ [1, T − 1] regarding which packet from the N queues, i.e., ∪ N i=1 Q i (t), should be scheduled for transmission. It can utilize its past observations, i.e.,
, where x (s) is the state of the channel which connects N to the destination node of the queue which was served at time s. More concretely, it can utilize a) the age values and the sensor precision information of all the packets it has received so far b) the channel state value for the channels it used for past transmissions.
The objective to be minimized is the cumulative quadratic estimation error of N users during the time period [1, T ] . Thus, the Multi Process Scheduling Problem is:
where e i (t) is the estimation error for i-th process. It can be shown, using standard results on controlled Markov processes [25] , that it suffices to consider only Markovian policies, i.e., those policies for which u(t) is a function of {Q i (t)} N i=1 . However, to derive the optimal policy, we need to obtain the value function associated with the stochastic control problem (28) by solving the Dynamic Programming recursions [25] . For the problem (28) the system state at time t is described by
, i.e., the age and sensor precision values for all the packets present in the N queues. The state-space thus grows exponentially with N . Since the computational complexity of Dynamic Programming recursions is proportional to the size of state-space, it is impractical to solve for the optimal policy. Thus, we now restrict the optimization problem (28) to a particular class of policies, and this allows us to obtain a tractable solution.
Let the scheduling decision at time t be u(t) = (u 1 (t), u 2 (t)), where u 1 (t) ∈ [1, N ] decides which of the N queues is served, while u 2 (t) denotes the packet from Q u1(t) (t) that is scheduled for transmission. We will restrict ourselves to the class of policies under which the u 1 (t)'s are i.i.d. across time and do not depend upon system state {Q i (t)} i∈ [1,N ] . Such a policy is parametrized by a probability vector p := {p i } i∈[1,N ] and u 1 (t) = i w.p. p i at each time. Thus, p ∈ ∆(N ), where ∆(N ) is the N -dimensional simplex. We denote the class of such policies by Π i.i.d. , i.e.,
Fix a p ∈ ∆(N ) and let u 1 (t) be according to p. We will now derive a scheduling algorithm that will prioritize the packets on basis of their ages and sensor qualities, thereby making the decisions u 2 (t), i.e., we will solve
Now, since the decisions u 1 (t) are chosen i.i.d. according to p, in order to analyze the combined system comprising of N processes, we could equivalently assume that we are dealing with N systems, where each system is composed of a single process that is being estimated remotely. At the beginning of time-slot t, the queue for process i obtains access to the channel for transmitting packet The packet transmission, if any, is successful w.p. p. Thus, the scheduler for the i-th process has to make scheduling regarding the packets of only process i, and can base them on the knowledge of only Q i (t) and not
Next, we make this decomposition property concrete. Consider the problem (29)-(30) of optimally scheduling data packets for N processes while restricting to the class Π i.i.d. . We will obtain a solution to it by solving N single-process problems. We define the single-process problems below.
Definition 3: (Single Process Scheduling Problem) The optimal scheduling problem for the i-th process is described as follows. There is a single Gauss-Markov process x i (t) that evolves as (27). M sensors record observations of the process x i (t), encode it into data packets and send them to the network node N i . N i is connected to the destination node D i via a channel of reliability p i . The node N i gets the opportunity to transmit if u 1 (t) = i. The process u i (t) ∈ [1, N ] is i.i.d. and distribted according to p. The scheduler at N i is denoted π i , and has to make scheduling decisions u 2 (t) on the basis of Q i (t), u 1 (t) in order to minimize the estimation error E πi T t=1 e 2 i (t) .
The Index Policy is optimal for the above problem, and attains a cost equal to J i (e i (0); T ). We denote the index policy applied to solve the above problem for process i by π (i) idx . Next, we obtain a scheduler for the original problem (29)-(30) by combining solutions of the singleprocess problems. We denote by ⊗ N i=1 π (i) idx the scheduler which implements the policy π (u1(t)) idx at time t. Theorem 2: Consider the problem (29)-(30) of scheduling data packets for N processes, where the channel access decisions are made in an i.i.d. manner. The policy ⊗ N i=1 π (i) idx is optimal, and its estimation error cost is equal to (31)
Recall that the filter update equation is given bŷ
x(t + 1) = ax(t) + K a τ ψ(t) (t+1) y ψ(t) − ax(t) = ax(t) + aK a τ ψ(t) (t) y ψ(t) −x(t)
Substituting (31) into (32) with s = t, and ψ = ψ(t) we obtain
where w s,ψ(t) (t) + w p,ψ(t) (t) are the sensing and process noise as defined earlier. Noting that x(t + 1) = ax(t) + w(t), the update for the error e(t) is obtained by subtractingx(t + 1) from x(t + 1), and is equal to e(t + 1) = a(1 − K)e(t) − w s,ψ(t) (t) + w p,ψ(t) (t) + w(t).
(33)
Now define W 2 s,ψ (t) : = a 2τ ψ (t) σ 2 s,ψ W 2 p,ψ (t) : = σ 2 a 2τ ψ (t) − 1 a 2 − 1 + (1 + K) 2 σ 2 .
Proof: [Proof of Lemma 3] We note that the index of ψ 1 was lesser than that of ψ 2 at time t = 1. Since it was shown in Lemma 2 that the order of the indices of packets does not change with time, this implies that the index of ψ 2 under π idx is always greater than the index of ψ 1 underπ. Since bothπ, π idx implement the least index first rule, and since the set of packets received by both policies are the same, it then follows that ψ 1 will be served underπ earlier than the time at which ψ 2 will be served under π idx . This completes the proof.
Lemma 5: Let the system dynamics a, and the estimator gain K satisfy the Assumption 1, and let α s,t := t m=s a 2 (t). Let T be a stopping time that satisfies T > 1. We then have that  (a 2 c ) t + (a 2 c ) T
