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Evaluation of tools for differential gene expression 













expression	 (DGE).	 When	 ݊௥ ൌ 3 ,	 seven	 of	 the	 nine	 tools	 evaluated	 give	 true	positive	rates	(TPR)	of	only	20‐40%.	For	high	fold‐change	genes	(|logଶ ܨܥ| ൐ 2)	the	 TPR	 is	൐ 85%.	 Two	 tools	 performed	 poorly;	 over‐	 or	 under‐predicting	 the	
number	 of	 differentially	 expressed	 genes.	 Increasing	 replication	 gives	 a	 large	
increase	in	TPR	when	considering	all	DE	genes	but	only	a	small	increase	for	high	










measure	 the	 natural	 biological	 variability	 (Churchill	 2002).	 Although	 it	 is	 widely	
appreciated	that	increasing	the	number	of	replicates	in	an	RNA‐seq	experiment	usually	










Love	 et	 al.	 2014;	 Moulos	 and	 Hatzis	 2014).	 Each	 tool	 makes	 assumptions	 about	 the	
statistical	properties	inherent	to	RNA‐seq	data	and	they	exploit	a	range	of	normalization	
























tools	using	RNA‐seq	data	 from	breast	 cancer	 tumor‐normal	paired	 samples	 from	 fifty	
three	 individuals	 in	 The	 Cancer	 Genome	Atlas	 (TCGA,	 Cancer	 Genome	Atlas	 Research	
2008),	 using	 this	 primarily	 to	 guide	 the	 construction	 of	 a	 simulated	 dataset.	 They	
conclude	 that	 all	 six	 of	 the	 tools	 they	 test	 suffer	 from	 oversensitivity	 but	 that	 edgeR	
represents	 the	 best	 compromise	 between	 accuracy	 and	 speed.	 Seyednasrollah	 et	 al.	
(2013)	examine	the	performance	of	eight	tools	using	mouse	data	(Bottomly	et	al.	2011)	
and	 lymphoblastoid	 cell	 data	 from	 a	 cohort	 of	 fifty‐six	 unrelated	Nigerian	 individuals	
from	 the	HapMap	project	 (International	HapMap	2005).	 They	 recommend	 limma	 and	
DESeq	 for	 data	 with	 fewer	 than	 five	 replicates	 per	 condition,	 finding	 that	 edgeR	 is	
“oversensitive”	and	suffers	from	high	variability	in	its	results	while	SAMSeq	suffers	from	
a	 lack	of	statistical	power	with	few	replicates.	 	The	idea	of	combining	DGE	methods	 is	
implemented	in	the	novel	tool	PANDORA	which	weights	the	results	of	different	DGE	tools	
according	 to	 their	 performance	 on	 test	 data	 and	 performs	 at	 least	 as	 well	 as	 the	
constituent	tools	(Moulos	and	Hatzis	2014).		
In	this	paper	the	performance	of	DGE	tools	is	evaluated	through	the	first	highly‐
















Name	 Assumed	Distribution Normalization	 Description	 Version	 Citations4	 Reference	
t‐test	 normal	 DEseq1	 two‐sample	t‐test	for	equal	variances	 ‐	 ‐	 ‐	
log	t‐test	 log‐normal	 DEseq1	 log‐ratio	t‐test	 ‐	 ‐	 ‐	
Mann‐
Whitney	 none	 DEseq1	 Mann‐Whitney	test	 ‐	 ‐	
Mann	and	Whitney	
(1947)	
Permutation	 none	 DEseq1	 permutation	test	 ‐	 ‐	 Efron	and	Tibshirani	(1993)	

















































The	 performance	 of	 each	 DGE	 tool	 as	 a	 function	 of	 replicate	 number	 and	
expression	 fold‐change	was	evaluated	by	 comparing	 the	DGE	 results	 from	 sub‐sets	 of	
these	replicates	against	the	‘gold	standard’	set	of	DGE	results	obtained	for	each	tool	with	
the	full	set	of	replicates.	The	tool‐specific	gold‐standards	were	computed	by	running	the	
tool	 on	 the	 read‐count‐per‐gene	 measurements	 from	 the	 full	 set	 of	 clean	 data	 and	
marking	as	“significantly	differentially	expressed”	(SDE)	those	differentially	expressed	
genes	with	multiple	testing	corrected	p‐values	or	FDRs	൑ 0.05.		These	gold‐standard	runs	
typically	 result	 in	≥65%	of	 the	7,126	genes	 in	 the	Ensembl	v68	 (Flicek	et	 al.	 2011)	S.	
cerevisiae	annotation	being	identified	as	SDE	(except	for	DEGSeq	which	calls	considerably	
more	genes	as	SDE	and	NOISeq,	which	calls	far	fewer,	see	Supp.	Figs.	S3	&	S6:	A).	
With	 the	 tool‐specific	 gold‐standards	 defined,	 each	 DGE	 algorithm	 was	 run	
iteratively	on	݅	repeated	sub‐selections	drawn	from	the	set	of	clean	replicates	(without	
replacement).	 For	 each	 of	 the	 tools,	 bootstrap	 runs	 were	 performed	 with	 ݅ ൌ 100	
iterations	and	݊௥ ൌ 	3, … , 40	replicates	in	each	condition	(cuffdiff	was	significantly	slower	than	the	other	tools	so	the	number	of	iterations	was	reduced	to	݅ ൌ 30	for	this	tool).	For	
a	 given	 value	 of	݊௥ ,	 the	mean	 log‐2	 transformed	 fold‐change	 (logଶሺܨܥ))	 and	median	adjusted	p‐value	or	FDR	calculated	across	 all	 the	bootstrap	 iterations	was	 considered	
representative	 of	 the	measured	 behavior	 for	 each	 individual	 gene.	 Again,	 genes	were	
marked	as	SDE	when	the	adjusted	p‐value	or	FDR	was	൑ 0.05.	From	these	results,	true	
positive,	true	negative,	false	positive	and	false	negative	rates	(hereafter	TPR,	TNR,	FPR,	
FNR)	were	then	calculated	as	a	function	of	݊௥	for	four	arbitrary	fold‐change	thresholds	(|logଶሺܨܥሻ| ൌ ܶ ∈ ሼ0,0.3,1,2ሽ),	by	comparing	the	SDE	genes	from	each	bootstrap	with	the	SDE	 genes	 from	 the	 tools	 gold‐standard	 (see	 Materials	 and	 Methods	 for	 a	 detailed	














a	 function	of	 replicate	number	and	 fold‐change	 threshold.	The	TPR	 for	bootstrap	sub‐




replicates, ݊௥.  Individual data‐points are not shown  for clarity; however  the points comprising  the
lines are each an average over 100 bootstrap  iterations, with  the  shaded  regions  showing  the 1‐
standard‐deviation  limits. A:  The  number  of  genes  called  as  SDE  as  a  function  of  the  number  of 
replicates  (boxplots show the median, quartiles and 95%  limits across replicate selections within a
bootstrap  run).  B:  mean  true  positive  rate  (TPR)  as  a  function  of  ݊௥  for  four  thresholds  ܶ ∈ሼ0, 0.3, 1, 2ሽ (solid curves, the mean false positive rate (FPR) for ܶ ൌ 0 is shown as the dashed blue 
curve, for comparison). Data calculated for every Δ݊௥ ൌ 1. C: mean TPR as a function of ܶ for ݊௥ ∈ሼ3, 6, 10, 20, 30ሽ (solid curves, again the mean FPR for ݊௥ ൌ 3 is shown as the dashed blue curve, for 
comparison).  Data  calculated  every  Δܶ ൌ 0.1  D:  The  number  of  genes  called  as  true/false 
positive/negative  (TP,  FP,  TN  and  FN)  as  a  function  of ݊௥ .  The  FPR  remains  extremely  low with 






the DE  tools on  low‐, medium‐ and highly‐replicated RNA‐seq data  (݊௥ ∈ ሼ3, 6, 12, 20ሽ –  rows)  for 






larger  fraction of genes as DE  for all values of T and ݊௥  –  (Supp. Fig. S4) and NOISeq which calls a 
significantly smaller fraction of genes as DE for all values of T and ݊௥  – (Supp. Fig. S7).   DEGSeq and 
PoissonSeq produce no FPs for the highest threshold (T>2) and thus no FPR  is shown for them.    In 
general,  the FPR decreases with  increasing  fold‐change  threshold, and  for  the highest  fold‐change 
genes the FPRs are formally consistent with zero. There are exceptions however; PoissonSeq & BaySeq












For	 the	highest	 fold‐change	genes	(ܶ ൌ 2),	all	 the	remaining	seven	tools	show	TPRs	≳
85%	and	(with	the	exception	of	cuffdiff)	FPRs	consistent	with	zero	(Figure	2:	E).	These	
tools	are	successfully	capturing	the	majority	of	the	true	differential	expression	signal	for	
the	most	 strongly	 changing	genes	 from	each	 tools	gold	 standard	with	as	 few	as	 three	
replicates	per	condition.	For	this	cohort	of	high	fold‐change	SDE	genes	the	TPR	is	largely	
insensitive	 to	 replicate	 number.	 Irrespective	 of	 the	 tool,	 increasing	 the	 number	 of	




seven	 tools	 (Figure	 2:	 A‐D).	 Reducing	 the 	 fold‐change	 threshold	 reduces	 the	 TPR	
independently	of	replicate	number	for	all	the	tools	except	DEGSeq,	NOISeq	and	baySeq.		
The	 TPR	 performance	 as	 a	 function	 of	 fold‐change	 threshold	 has	 two	 distinct	 linear	
regions:	a	shallow	linear	regime	at	high‐T	and	a	steeper	region	at	low‐T	(Figure	1:	C	&	
Supp.	Figs.	S2‐9:	C).	The	transition	between	these	two	regions	is	a	function	of	both	the	









from	 this	 test	 is	 complicated	 by	 the	 fact	 that	 each	 tool	 is	 tested	 against	 its	 own	 gold	








SDE	 genes	 from	 each	 tool	 and	 test	 (adjusted	 p‐value	 or	 FDR	 threshold	൑ 0.05)	were	
















Unbiased  p‐value  percentages  (bracketed  values)  calculated  for  each  branch  in  the  clustering 














is	 likely	reflective	of	 the	 true	differential	expression	signal	 in	 the	data.	The	remaining	






Perhaps	 the	most	 important	performance	measure	 for	RNA‐seq	DE	 tools	 is	 their	 false	
detection	rate.	The	large	number	of	replicates	in	this	study	permits	a	simple	test	of	the	















a	 highly‐replicated	 two‐condition	 RNA‐seq	 experiment	 designed	 specifically	 for	 the	
purpose	of	benchmarking	RNA‐seq	DGE	tools	on	genuine	biological	replicate	data.		Three	
of	 the	 nine	 tools,	 edgeR,	 limma	 and	 DESeq	 show	 excellent	 performance	 in	 the	 tests	
presented	here.	With	the	exception	of	limma,	these	are	the	most	widely‐used	of	the	tools	
tested	here	as	measured	by	citations	(Table	1),	suggesting	that	the	majority	of	the	RNA‐
seq	DE	analyses	 in	 the	 literature	are	using	 the	most	 appropriate	 tools	 for	 the	 job.	An	
additional	 important	 feature	 of	 all	 three	 tools	 is	 that	 they	 allow	 confounding	
experimental	 factors	 to	be	specified	 for	DGE	analysis.	 	This	permits	edgeR,	 limma	 and	
DESeq	to	be	used	even	with	challenging	datasets.		
For	experiments	where	it	is	important	to	capture	as	many	of	the	truly	SDE	genes	
as	possible	but	with	a	 low	number	of	 replicates	 (i.e.,	݊ ≲ 12),	 the	data	presented	here	
suggest	edgeR	in	preference	to	limma	or	DESeq	due	to	its	superior	TP	identification	rate.	
For	experiments	with	sufficient	numbers	of	replicates	to	ensure	that	the	majority	of	the	
true	SDE	is	already	being	captured	(i.e.,	݊ ≳ 12),	and	where	 it	 is,	 instead,	 important	to	





Table	 2	 summarises	 recommendations	 for	 choosing	 RNA‐seq	 DE	 tools,	 based	 on	 the	
results	of	these	benchmarking	tests.	It	is	clear	from	the	benchmarking	runs	that	even	the	
best	tools	have	limited	statistical	power	with	few	replicates	in	each	condition,	unless	a	
stringent	 fold‐change	 threshold	 is	 imposed	(Figure	2).	For	all	 the	 tools	except	baySeq,	
however,	the	FPR,	is	approximately	constant	regardless	of	replicate	number	(Figure	4)	
suggesting	that	controlling	the	FNR	rather	than	the	FPR	is	the	primary	justification	for	
imposing	 such	 a	 fold‐change	 threshold.	 Interestingly,	 the	 variation	 intrinsic	 to	 the	
experimental	procedures	and	protocols	will	result	in	a	hard	lower	limit	on	the	detectable	




tools and the log t‐test for ݊௥ ൌ 3, 4, . . , 20. The red line highlights a 5% FDR. In most cases the tools
perform well for each bootstrap iteration, with only a small number of iterations showing a FPR >5%.
Only DEGSeq, here shown with a different y‐axis scale to the rest of the plots, and to a lesser extent 







When	 designing	 and	RNA‐seq	 experiment	with	 the	 primary	 goal	 of	 identifying	
those	SDE	genes	that	change	by	more	than	a	factor	of	two	(ܶ ൌ 1),	three	clean	replicates	
per	 condition	 may	 be	 sufficient.	 However,	 this	 is	 not	 the	 same	 as	 conducting	 the	
experiment	with	a	total	of	three	replicates,	because	there	is	a	significant	minority	chance	
that	one‐or‐more	replicate	within	each	condition	should	be	rejected	(see	Gierliński	et	al.	
2015).	Conversely,	 for	biological	questions	 in	which	identifying	the	majority	of	 the	DE	
genes	 is	 important,	a	 low‐replicate	experiment	may	not	provide	a	sufficiently	detailed	
view	of	the	differential	expression	to	inform	the	biology	accurately.	In	these	situations,	it	




consider	 both	 the	 magnitude	 of	 the	 measured	 fold‐change	 and	 existing	 biological	
knowledge	alongside	the	statistical	significance	when	inferring	a	biological	significance	
for	the	results	of	DGE	experiments.	
The	 experiment	 performed	 here	 is	 likely	 to	 be	 a	 best‐case	 scenario	 and	 so	







tools	 	 including	 the	 nine	 analysed	 here,	 rely	 on	 an	 existing	 genome	 annotation,	 the	
recently	published	DE	tool	derfinder	(Frazee	et	al.	2014)	examines	DE	for	any	region	of	a	
genome	 without	 annotations	 by	 analysing	 DE	 at	 base‐pair	 resolution	 and	 grouping	






process	 of	 calling	 differential	 expression.	 As	 such,	 it	will	 be	 a	 useful	 resource	 for	 the	
bioinformatics	 community	 as	 a	 test‐bed	 for	 tool	 development,	 and	 for	 the	 wider	
biological	science	community	as	the	most	detailed	description	of	transcription	in	wild‐
type	&	Δsnf2	mutant	S.	cerevisiae.	All	the	code	for	this	work	will	be	publically	available	
















		 		 		 		
	 	 	 	
	 	 	 	
cuffdiff	 consistent	 Fail	
		 		 		 		
		 		 		 		
		 		 		 		
DEGSeq	 inconsistent	 Fail	
		 		 		 		
		 		 		 		
		 		 		 		
DESeq	 consistent	 Pass	
0	 	 	 Yes	
0.5	 	 Yes	 Yes	
2	 Yes	 Yes	 Yes	
edgeR	 consistent	 Pass	
0	 	 	 Yes	
0.5	 Yes	 Yes	 Yes	
2 Yes Yes Yes	
Limma	 consistent	 Pass	
0	 	 	 Yes	
0.5	 	 Yes	 Yes	
2 Yes Yes Yes	
NOISeq	 inconsistent	 Pass	
		 		 		 		
		 		 		 		
		
PoissonSeq	 inconsistent	 Fail	
		 		 		 		
		 		 		 		
		
SAMSeq	 inconsistent	 Fail	
		 		 		 		
















5) Apply	 a	 fold‐change	 threshold	 appropriate	 to	 the	 number	 of	 replicates	 per	








dependent	 chromatin	 remodeling	 SWI/SNF	 complex	 in	 yeast.	 SNF2	 forms	 part	 of	 a	













extracted	 ranged	 from	 30.3	 μg	 to	 126.9	 μg	 per	 sample.	 Although	 the	 amount	 RNA	





to	 control	 for	 technical	 artifacts	 such	 as	 library	 batch	 effects	 (Kaisers	 et	 al.	 2014),	
barcoding	biases	and	lane	effects	via	randomization	of	the	libraries	(Colbourn	and	Dinitz	
2007;	Auer	and	Doerge	2010).	Additionally,	all	the	replicates	include	artificial	RNA	spike‐














were	 ligated,	 templates	 purified	 and	 finally	 the	 samples	 were	 enriched	 via	 barcode‐
specific	PCR	primers.	At	this	point	the	quality	of	the	libraries	was	examined	and	passed	
before	 being	 diluted	 down	 to	 10	 nM	 and	 quantified	 (using	 fluorescence‐based	
quantification)	 for	 accurate	 aliquoting	 for	 cluster	 generation	 and	 appropriate	 lane	
loading.	Seven	independent	pools	of	the	96	barcoded	samples	were	prepared	and	loaded	




The	 lane	 data	 were	 de‐multiplexed	 and	 processed	 through	 Cassava	 pipeline	 v1.8	 to	
generate	672	 fastq	 files	comprising	7	 technical	replicates	 for	each	of	 the	96	biological	






(Trapnell	 and	 Salzberg	 2009)	 and	 TopHat2	 (v2.0.5)	 (Trapnell	 et	 al.	 2009)	 using	 the	
following	parameters:	‐‐max‐intron‐length	1000	–min‐intron‐length	10	–microexon‐search	
–b2‐very‐sensitive	–max‐multihits	1.	The	aligned	reads	were	then	aggregated	with	htseq‐
count	 (v0.5.3p9,	 Anders	 et	 al.	 2014)	 using	 the	 Ensembl	 v68	 S.	 cerevisiae	 genome	
annotation	to	give	total	gene	read	counts	for	all	7,126	gene	features	for	each	technical	
replicate.	 Finally,	 the	 read‐count‐per‐gene	measurements	 for	 each	 technical	 replicate	







a	 logarithm	 to	base	2	of	 the	expression	 ratio,	logଶ ܨܥ)	and	a	 statistical	 significance	of	differential	expression	for	each	gene.	The	fold‐change	is	based	on	the	mean	count	across	






however,	 rely	 on	 the	 assumption	 that	 the	 majority	 of	 genes	 do	 not	 change	 their	
expression	levels	between	conditions	(e.g.,	Dillies	et	al.	2013).	If	this	assumption	is	not	




The	 statistical	 significances	 calculated	 by	 DGE	 tools	 are	 usually	 based	 on	 the	 null	
hypothesis	of	no	expression	change	between	the	conditions.	Calculating	this	significance	
typically	relies	on	two	key	factors:	1)	an	assumption	about	the	probability	distribution	
that	 underlies	 the	 raw	 read‐count	 measurements,	 and	 2)	 being	 able	 to	 accurately	
measure	 the	mean	 count	 and	variance	 for	 each	 gene.	Different	 tools	 assume	different	
forms	for	the	underlying	read‐count	distribution	including	the	negative	binomial	(baySeq,	
Cuffdiff,	 DESeq	 and	 edgeR),	 beta‐binomial	 (BBSeq),	 binomial	 (DEGSeq),	 Poisson	
(PoissonSeq),	 and	 log‐normal	 (limma)	 distributions.	 A	 few	 algorithms	 make	 no	














methods	 dependence	 on	 accurate	 mean	 and	 variance	 measurements	 it	 is	 somewhat	
surprising	that	scientists	would	contemplate	doing	DGE	analysis	without	replicated	data,	
but	for	completeness	we	note	that	several	DGE	analysis	tools	advertise	that	they	can	work	




iteratively	 on	 ݅ 	repeated	 sub‐selections	 of	 clean	 replicates.	 Each	 sub‐selection	 is	
comprised	of	݊௥	replicates	chosen	at	random	without	replacement	(that	is,	an	individual	replicate	can	appear	only	once	within	each	sub‐selection).	This	bootstrapping	procedure	










function	 of	 the	number	 of	 replicates,	݊௥ ,	 for	 four	 arbitrary	 absolute	 log‐2	 fold‐change	thresholds,	ܶ ∈ ሼ0,0.3,1,2ሽ.	A	reference	fold‐change	was	used	for	deciding	whether	each	










changes	 above	 this	 threshold	was	 calculated	 across	 all	 the	 individual	 DE	 calculations	
within	a	bootstrap	run.	This	results	in	a	TPR,	TNR,	FPR	and	FNR	for	a	tool,	for	a	given	݊௥	and	for	a	given	ܶ	(Equations	1‐4)	
TPRሺ݊௥, ܶሻ ൌ ୘୔ሺ௡ೝ,୘ሻ୘୔ሺ௡ೝ,୘ሻା୊୒ሺ௡ೝ,୘ሻ	 	 	 (1)	
FPRሺ݊௥, ܶሻ ൌ ୊୔ሺ௡ೝ,୘ሻ୊୔ሺ௡ೝ,୘ሻା୘୒ሺ௡ೝ,୘ሻ	 	 	 (2)	
TNRሺ݊௥, ܶሻ ൌ ୘୒ሺ௡ೝ,୘ሻ୘୒ሺ௡ೝ,୘ሻା୊୔ሺ௡ೝ,୘ሻ	 	 	 (3)	
FNRሺ݊௥, ܶሻ ൌ ୊୒ሺ௡ೝ,୘ሻ୊୒ሺ௡ೝ,୘ሻା୘୔ሺ௡ೝ,୘ሻ	 	 	 (4)	











mean	count,	ܪ଴: ߤ௚ଵ ൌ ߤ௚ଶ.	We	used	the	test	statistic	
ݐ௚ ൌ ௫̅೒భି௫̅೒మට௦೒భమమ ቀ భ೙భା భ೙మቁ
		 	 	 	 (5)	
with	common	variance	estimator	ݏ௚ଵଶଶ ൌ ൣሺ݊ଵ െ 1ሻݏ௚ଵଶ ൅ ሺ݊ଶ െ 1ሻݏ௚ଶଶ ൧/ߥ	and	the	number	
of	degrees	of	freedom	is	ߥ ൌ ݊ଵ ൅ ݊ଶ െ 2.	
8.7.2. Log‐ratio t‐test 
This	 modified	 t‐test	 is	 more	 appropriate	 for	 log‐normally	 distributed	 data.	 The	 null	
hypothesis	is	ln ߤ௚ଵ ൌ ln ߤ௚ଶ.	The	test	statistic,	
17	
	







		 	 	 	 (6)	











࢞௚ ൌ ൫࢞௚ଵ, ࢞௚ଶ൯	and	 then	 randomly	 resampled	ܤ 	times	 without	 replacement	 from	࢞௚ ,	
using	 the	original	sizes,	݊ଵ	and	݊ଶ.	For	 the	ܾ‐th	random	permutation	࢞௚ଵ∗ ሺܾሻ	and	࢞௚ଶ∗ ሺܾሻ	
we	find	the	test	statistic,	ܦ௚∗ሺܾሻ ൌ ̅ݔ௚ଵ∗ ሺܾሻ െ ̅ݔ௚ଶ∗ ሺܾሻ,	which	is	the	difference	between	the	
means	of	 the	 two	sampled	vectors.	This	 is	 compared	with	 the	observed	statistic	ܦ௚ ൌ
̅ݔ௚ଵ െ ̅ݔ௚ଶ.	The	test	p‐value	is	the	fraction	of	cases	where	the	resampled	statistic	exceeds	















		 	 	 	 (7)		
where	 the	common	variance	estimator	 is	ݏ௚ଵଶ∗ଶ ሺܾሻ ൌ ൣሺ݊ଵ െ 1ሻݏ௚ଵ∗ଶሺܾሻ ൅ ሺ݊ଶ െ 1ሻݏ௚ଶ∗ଶሺܾሻ൧/
ሺ݊ଵ ൅ ݊ଶ െ 2ሻ .	 This	 is	 compared	 with	 the	 observed	 statistic	 (Equation	 5).	 As	 in	 the	permutation	test,	the	test	p‐value	is	the	fraction	of	cases	where	the	resampled	statistic	
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are each an average over 100 bootstrap  iterations, with  the  shaded  regions  showing  the 1‐standard‐
deviation limits. A: The number of genes called as SDE as a function of the number of replicates (boxplots 
show the median, quartiles and 95% data  limits). B: mean TPR as a function of ݊௥ for four fold‐change 
thresholds ܶ ∈ ሼ0, 0.3, 1, 2ሽ (solid curves, the mean FPR for ܶ ൌ 0 is shown as the dashed blue curve, for 
comparison). Data calculated every Δ݊௥ ൌ 1. C: mean TPR as a  function of ܶ for ݊௥ ∈ ሼ3, 6, 10, 20, 30ሽ 
(solid curves, again the mean FPR for ݊௥ ൌ 3 is shown as the dashed blue curve, for comparison). Data 
calculated every Δܶ ൌ 0.1 D: The number of genes called as TP, FP, TN and FN as a function of ݊௥. 
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Fig S3: Statistical properties of cuffdiff as a function of |logଶ ܨܥ| threshold, T and the number of 
replicates, ݊௥. See Figure S2 for detail on each panel. 
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Fig S4: Statistical properties of DEGseq as a function of |logଶ ܨܥ| threshold, T and the number of 
replicates, ݊௥. See Figure S2 for detail on each panel. 
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Fig S5: Statistical properties of DEseq as a function of |logଶ ܨܥ| threshold, T and the number of 
replicates, ݊௥. See Figure S2 for detail on each panel. 
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Fig S6: Statistical properties of limma as a function of |logଶ ܨܥ| threshold, T and the number of 
replicates, ݊௥. See Figure S2 for detail on each panel. 
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Fig S7: Statistical properties of NOISeq as a function of |logଶ ܨܥ| threshold, T and the number of 
replicates, ݊௥. See Figure S2 for detail on each panel. 
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Fig S8: Statistical properties of PoissonSeq as a function of |logଶ ܨܥ| threshold, T and the number of 
replicates, ݊௥. See Figure S2 for detail on each panel. 
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Fig S9: Statistical properties of SAMseq as a function of |logଶ ܨܥ| threshold, T and the number of 
replicates, ݊௥. See Figure S2 for detail on each panel. 
	
