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Introdution générale
Nos travaux présentés dans ette thèse onernent la résolution du problème d'or-
donnanement dans un atelier de prodution de type job shop. Une première étude, nous
a onduit à traiter le problème en supposant les mahines toujours disponibles et en
s'intéressant à l'optimisation du ritère Cmax. Tandis que dans un deuxième temps, nous
avons tenu ompte de l'état de disponibilité des mahines, dépendant de l'ativité de
maintenane pouvant se planier, à savoir des tâhes de maintenane préventives pé-
riodiques. De par leur nature, es tâhes ne peuvent pas être onsidérées omme des
opérations lassiques dans un système de prodution, et néessitent l'élaboration d'un
ritère approprié. Nous herherons don à déterminer un ordonnanement onjoint de
la prodution et de la maintenane en optimisant deux ritères, l'un lié à la prodution
et l'autre à la maintenane.
Dans le premier hapitre, nous situons notre travail dans le adre de l'ordonnane-
ment des systèmes de prodution. Pour ela, nous présentons dans le premier hapitre
la problématique de l'ordonnanement. Nous rappelons en premier lieu les diérents élé-
ments qui omposent un problème d'ordonnanement, ainsi que les notations utilisées
permettant de le aratériser. Nous présentons en seond lieu une typologie des pro-
blèmes d'ordonnanement qui permet de distinguer les diérents types d'ateliers. Cette
lassiation nous amène à étudier la omplexité des problèmes pour spéier le degré
de diulté de notre problème d'ordonnanement. Ensuite, nous dérivons une méthode
de modélisation des problèmes basée sur les graphes de préédene et une méthode de
visualisation des solutions par le diagramme de Gantt. L'espae des ordonnanements
peut être reparti en plusieurs zones selon l'aetation des opérations dans le temps. Nous
identions ainsi les quatre types d'ordonnanements : admissibles, semi atifs, atifs et
sans retard. Notre intérêt s'est ensuite foalisé sur les méthodes de résolution dévelop-
pées dans la littérature. Ces méthodes sont lassées en deux atégories : les méthodes
exates et les méthodes approhées, méthodes que nous exploitons dans la suite de notre
travail. La deuxième partie du hapitre dérit le type d'atelier étudié dans ette thèse.
1
2Nous présentons ainsi sa formalisation, ses ontraintes et ses objetifs, sa omplexité et
un état de l'art des prinipales méthodes développées pour sa résolution. Enn, nous
parlons de la néessité de l'ordonnanement onjoint au sein des ateliers.
Notre deuxième hapitre présente les algorithmes génétiques omme méthode appro-
hée de résolution des problèmes d'ordonnanement en général et du problème de job shop
en partiulier. Pour ela, une desription omplète du fontionnement des algorithmes
génétiques est faite. Nous présentons en détail les opérateurs génétiques partiipant à
l'exploration de l'espae de reherhe et les paramètres néessaires pour la onvergene
vers des bonnes solutions. Les algorithmes génétiques sont très utilisés pour la résolution
des problèmes d'optimisation multiobjetif. Nous montrerons les diérenes entre un al-
gorithme génétique monobjetif et elui optimisant plusieurs objetifs. Un état de l'art
des méthodes génétiques multiobjetif sera lassé selon la notion de l'optimisation Pareto
optimale. La dernière partie du deuxième hapitre applique les algorithmes génétiques
aux problèmes d'ordonnanement en général et au problème du job shop en partiulier.
Un état de l'art sur les diérents types de odage et sur l'adaptation des opérateurs
génétiques au traitement du problème de job shop sont présentés.
La mise au point des algorithmes génétiques est une tâhe déliate. En eet, le hoix
des paramètres génétiques qui dépendent de la taille du problème traité, n'est pas tou-
jours évident. Cette diulté apparaît essentiellement lorsque les algorithmes génétiques
sont utilisés pour la résolution des problèmes de job shop de grande taille. Pour ela,
nous proposons dans e troisième hapitre une démarhe d'élaboration d'une heuristique
faile à implanter pour la résolution du job shop. Dans un premier temps, nous travaillons
dans l'espae de solutions d'un ensemble de problèmes de job shop, pour générer un en-
semble de bonnes solutions à l'aide d'un algorithme génétique. Nous herhons ensuite
à expliquer et espae de bonnes solutions, par les aratéristiques du problème se trou-
vant dans l'espae de dénition, à l'aide du proessus d'Extration des Connaissanes à
partir des Données. Les données étant les ordonnanements solutionnant le problème de
job shop. La onnaissane, étant les règles d'ordonnanement obtenues à partir de es
solutions. Dans un seond temps, nous étudions des solutions déterminées par un algo-
rithme génétique, an de substituer à ette métaheuristique, dont les paramètres ne sont
pas aisés à trouver, une heuristique performante faile à mettre en oeuvre et résolvant
la même atégorie de problèmes.
L'Extration de Connaissane à partir de Données (ECD) ou Knowledge Disovery in
Databases (KDD) est un proessus non trivial d'identiation de strutures inonnues,
valides et potentiellement exploitables. Son but est l'extration d'information utile onte-
3nue dans les bases de données, à travers la mise en exergue des relations dominantes entre
les exemples qui les omposent. Elle se réfère à une démarhe omplète d'exploitation
des données que l'on peut résumer en quatre phases distintes : L'aquisition des don-
nées, le pré-traitement, la fouille de données et le post-traitement. Nous avons adapté e
proessus étape par étape, à la résolution de problème d'ordonnanement dans un atelier
de type job shop.
La première étape onsiste à générer un ensemble de bonnes solutions de plusieurs
problèmes de job shop en utilisant un algorithme génétique. Ses solutions seront ara-
térisées par des attributs numériques liés au problème, tels que les temps opératoires,
les harges des mahines, la durée totale d'un job et. L'étape de pré-traitement onsiste
à transformer les solutions sous la forme de liste d'opérations devant haque mahine.
Dans un soui de généralisation, nous avons utilisé après un état de l'art dans le domaine,
un algorithme de disrétisation des attributs numériques. Cet algorithme dit supervisé,
tient ompte à la fois des aratéristiques des individus ainsi que les lasses auxquelles ils
appartiennent. Puis, l'étape importante de fouille de solutions générées par l'algorithme
génétique, permet la déouverte d'un ensemble de règles de priorité (ou règles d'ae-
tation des opérations) en établissant les liens entre la position de haque opération sur
sa mahine et ses aratéristiques. La dernière étape, elle du post-traitement, onsiste
à transformer les règles trouvées en une heuristique permettant de résoudre plusieurs
problèmes de job shop de diérentes tailles.
Il s'avère que la dernière étape de ette démarhe d'ECD, généralise en eet la réso-
lution du problème à des tailles supérieures, mais ne garantit pas une solution optimale.
Pour obtenir des résultats préis par ette démarhe, on n'applique pas la dernière étape
de l'ECD ('est un ompromis entre préision et généralisation). Nous avons appliqué
la même démarhe de l'ECD à l'exeption de la dernière étape de post traitement à un
problème de taille 15x5 (15 jobs 5 mahines). Les règles d'ordonnanement obtenues sont
appliquées sur des problèmes de même taille. Les résultats expérimentaux ont montré
l'eaité de ette deuxième méthode de résolution.
Le quatrième hapitre présente une adaptation des algorithmes génétiques pour la
résolution d'un problème multiobjetif prenant en ompte l'aspet de la maintenane. En
eet, une grande partie de la littérature dédiée aux problèmes d'ordonnanement se plae
dans le ontexte de disponibilité totale des ressoures. Cette hypothèse n'est pourtant
pas dèle à la réalité des ateliers de prodution. En eet, les diérentes ressoures qu'elles
soient humaines ou matérielles peuvent, pour diverses raisons, être indisponibles. Pour
es raisons, nous étudierons dans le quatrième hapitre l'ordonnanement onjoint de la
4prodution et de la maintenane au sein du même type d'atelier qu'au hapitre préédent.
Nous présentons en premier lieu un état de l'art sur la maintenane et ses diérents
types. Nous optons pour la maintenane préventive systématique pour l'appliquer dans
l'atelier de job shop. L'une des diultés majeures de e type de maintenane est le hoix
des périodes d'interventions. Nous proposons dans e adre deux méthodes de hoix
de périodes systématiques. La première onsiste à xer des périodes de maintenane
préventive indépendamment des harges de travail des mahines. La deuxième prend
en ompte e dernier paramètre. Nous développons ensuite un algorithme génétique
multiobjetif pour la résolution du problème d'ordonnanement onjoint de la prodution
et de la maintenane. Cet algorithme génétique génère des solutions pareto optimales ;
solutions que nous validerons par des bornes inférieures.
Chapitre 1
Introdution à l'ordonnanement
des systèmes de prodution
Résumé : Les problèmes d'ordonnanement onstituent un domaine très vaste de la re-
herhe opérationnelle. Une des problématiques diiles à gérer dans un système de pro-
dution est elle de l'ordonnanement. Les ouvrages et les artiles traitant ette probléma-
tique sont nombreux. Ce premier hapitre n'est autre qu'une introdution à l'ordonnane-
ment en général et à l'atelier de prodution de type job shop en partiulier. Nous rappelons
en premier lieu les dénitions et les diérentes typologies et notations existantes qui seront
utiles dans la suite de e mémoire. Une lassiation des problèmes d'ordonnanement
ainsi qu'un rappel sur les notions de omplexité sont par la suite abordés.
La deuxième partie de e hapitre est onsarée à la desription du problème d'ordonnan-
ement dans un atelier de type job shop. Ce problème, onstitue en eet le entre de nos
intérêts dans ette thèse. Les études de omplexité ont montré que la majorité des instanes
du job shop sont NP-diiles. Néanmoins, quelques algorithmes polynmiaux sont déve-
loppés pour résoudre des instanes partiulières de taille limitée. Un état de l'art détaillé
des méthodes de résolution exates et approhées est présenté à la n de e hapitre. La
plupart de es approhes traitent le as d'optimisation mono objetif. Les rares travaux
s'intéressant à étudier plusieurs objetifs ne onsidèrent que des objetifs liés à la produ-
tion (le makespan, le retard max, la somme des retards, et). Nous allons par onséquent,
montrer l'intérêt de tenir ompte de l'aspet de la maintenane au sein du job shop. Cei
nous mènera à proposer dans le quatrième hapitre une approhe génétique pareto optimale




L'ordonnanement oupe une plae partiulière dans la gestion informatisée des
ux de prodution au sein de l'entreprise. C'est généralement le point de renontre entre
un système hiérarhisé et informatisé de prodution et le système de prodution lui-
même. C'est le lieu de l'interfae entre l'élaboration globale de la ommande et la partie
opérationnelle. La gestion de prodution rée les ordres de fabriation qui déterminent
globalement e qui doit être fait dans une période donnée (généralement la semaine).
L'ordonnanement onsiste à prévoir l'enhaînement de toutes les opérations élémentaires
néessaires à la réalisation de es ordres de fabriation sur les ressoures de prodution,
tout en tenant ompte des ressoures seondaires (telles que les opérateurs, les outillages,
et.), des ontraintes extérieures (maintenane préventive, alendrier de travail, et.) et
de l'existant (reste de la semaine préédente, tâhes en ours de réalisation, et.).
L'ordonnanement est un proessus de déision qui apparaît dans la plupart des
systèmes de prodution et de transport ainsi que dans la gestion de projet [Pin95℄. L'or-
donnanement trouve sa plae essentiellement dans les ateliers ayant une prodution
diversiée en ux poussé (tels que le ow shop et le job shop), gérée par des ordres
de fabriation. En eet, les systèmes de prodution mono produit ou aux ateliers gérés
en Kanban, les ux de produit s'éoulent naturellement et doivent en prinipe s'auto-
réguler. Conrètement, l'ordonnanement d'atelier tel que le job shop, onsiste à régler le
passage de haque ordre de fabriation (ou haque produit) sur l'ensemble des mahines,
en respetant les ontraintes d'ordre (gamme), de date (respet des alendriers et des
opérations de maintenane), et de ressoures seondaires (outillages, opérateurs) dans le
ontexte. L'ordonnanement peut être vu omme un problème d'optimisation ombina-
toire. Il faut trouver une bonne solution, voire optimale au regard d'un ou de plusieurs
ritères d'évaluation.
Nous pouvons distinguer deux atégories de problèmes d'ordonnanement. En fon-
tion du degré de onnaissane que l'on a du problème à résoudre, on parlera de :
 problème statique : lorsque les tâhes à ordonner sur une période ainsi que l'état
initial de l'atelier sont onnus au début de la période ;
 problème dynamique : lorsque les déisions sont à prendre sur la période mais
toutes les tâhes à réaliser sur ette période ne sont pas onnues au début de la
période.
Nous traiterons dans ette thèse un problème statique.
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Le résultat de l'ordonnanement est un alendrier préis des tâhes à réaliser. Il se
déompose en trois grandeurs fondamentales :
 l'aetation : onsistant à hoisir, s'il y a lieu, les ressoures néessaires à une
tâhe ;
 le séquenement : qui donne l'ordre de passage des tâhes sur haque ressoure ;
 le datage : qui donne pour haque tâhe une date de début et une date de n.
De plus, un ordonnanement se déompose en deux parties toujours présentes dans
l'atelier, mais pouvant revêtir une importane variable :
 l'ordonnanement préditif : onsiste à prévoir "à priori" un ertain nombre de
déisions en fontion de données prévisionnelles et d'un modèle de l'atelier ;
 l'ordonnanement réatif : onsiste à adapter les déisions prévues en fontion
de l'état ourant du système et des déviations entre la réalité et le modèle (e qui
est prévu en théorie).
L'ordonnanement est un élément ruial dans l'ensemble des tâhes liées au pilotage
d'atelier, que l'on peut dérire par un yle d'ordonnanement, de ontrle, de suivi et
de réation. Dans notre travail, nous nous limiterons à l'aspet ordonnanement qui joue
un rle entral, surtout lorsque les ateliers ne sont pas entièrement automatisés. En eet,
dans e as, le ontrle et la supervision revêtent un aratère moins important. Notre
étude se onentrera sur l'ordonnanement préditif. Les notions générales de l'ordon-
nanement seront dénies dans e premier hapitre, et seront dérites dans le adre plus
partiulier d'un atelier de type job shop. Nous rappelons dans e hapitre les éléments
d'un problème d'ordonnanement ainsi que les notations pouvant être utilisées dans le
reste du mémoire. Ensuite, une typologie des problèmes en fontion du type d'ateliers et
quelques notions de omplexité seront présentées. Nous aborderons aussi les méthodes
exates et approhées les plus onnues pour résoudre un problème d'ordonnanement.
1.2 Notions générales d'ordonnanement
Dénition 1.1. [Pin95℄ L'ordonnanement onsiste à organiser dans le temps la réalisa-
tion d'un ensemble de tâhes, ompte tenu de ontraintes temporelles (délais, ontraintes
d'enhaînement, et.) et de ontraintes portant sur l'utilisation et la disponibilité des res-
soures requises par les tâhes. Un ordonnanement dérit l'ordre d'exéution des tâhes
et l'alloation des ressoures au ours du temps, an de satisfaire un ou plusieurs ritères
d'optimisation.
8 Chapitre 1
1.2.1 Les éléments d'un problème d'ordonnanement
D'après la dénition de l'ordonnanement ités i-dessus, nous en déduisons qu'un
ordonnanement est onstitué prinipalement de quatre éléments suivants : les tâhes,
les ressoures, les ontraintes et les objetifs ou les ritères d'optimisation. Notions que
nous dénissons dans e paragraphe.
1.2.1.1 Les tâhes
Ces sont toutes les opérations élémentaires de travail à eetuer pour la fabriation
d'un produit (tel que le perçage d'un trou). Une tâhe i est généralement aratérisée
par une date de début si et/ou par une date de n ci (ompletion time) et une durée
d'exéution pi. Une tâhe peut également être dénie par une date limite d¯ appelée aussi
date absolue au delà de laquelle il n'est plus possible de l'exéuter. Certaines ontraintes
tehniques ou éonomiques peuvent assoier aux tâhes des dates de début au plus tt
ri (ready time) ou des dates de n au plus tard di (due date). Une tâhe peut se réaliser
par moreaux, il s'agit alors de tâhe préemptive, ou sans interruption, on parle alors
de tâhe non-préemptive. Certaines tâhes présentent une priorité d'exéution pour les
lients, avant de ommener à herher un ordonnanement, on leur attribue des poids
wi proportionnels à leurs degrés de priorité.
1.2.1.2 Les ressoures
L'exéution des diérentes tâhes néessite la mise en oeuvre d'un ensemble de moyens
tehniques et d'opérateurs humains. Cet ensemble représente don les ressoures indis-
pensables à la réalisation des tâhes durant des intervalles de disponibilité. La apaité
d'une ressoure est en réalité limitée. Nous ne tenons pas ompte de ette limitation
dans la première partie de notre étude. Par ontre, ette hypothèse est onsidérée dans
le quatrième hapitre où l'on suppose que les ressoures sont sujettes à des pannes et
néessitent des interventions de maintenane.
Il existe plusieurs types de ressoures. Si après son utilisation la ressoure est à
nouveau disponible ave la même apaité, on parle de ressoure renouvelable (tels que
les hommes et les mahines). Par ontre, si après son utilisation la ressoure est disponible
ave une apaité inférieure ou nulle, on parle de ressoure onsommable (l'argent est un
bon exemple de ressoure onsommable). Certaines ressoures sont apables de réaliser
plusieurs tâhes en parallèle, elles sont dites umulatives (une station de travail omposée
de plusieurs mahines est une ressoure umulative). Cette dernière aratéristique est
onsidérée généralement omme étant une hypothèse forte. Les ressoures sont souvent
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supposées disjontives et ne permettent de réaliser qu'une seule opération à la fois (un
ouvrier s'oupant de plusieurs mahines est une ressoure disjontive).
1.2.1.3 Les ontraintes
Les ontraintes expriment des restritions sur les valeurs que peuvent avoir les va-
riables de déision. Leur prise en ompte permet d'avoir un ordonnanement réalisable. Il
existe deux lassiations possibles des ontraintes. La première est lassique, elle om-
porte les ontraintes temporelles et elles liées aux ressoures. La deuxième présentée par
Kaem [Ka03℄ distingue les ontraintes endogènes qui sont liées diretement au système
de prodution et à ses performanes, des ontraintes exogènes indépendantes du système.
Nous adoptons la première lassiation pour dérire les diérents types de ontraintes
qu'un problème d'ordonnanement peut avoir.
 les ontraintes temporelles : souvent, ertaines opérations ne peuvent s'exéuter
qu'après une date de début au plus tt, 'est-à-dire en satisfaisant l'expression sui-
vante : ci−pi ≥ ri et ne nissent qu'avant une date de n au plus tard e qui revient
à vérier la formule suivante : ri+pi ≤ ri. Cei reète la non disponibilité ontinue
des ressoures (pour les dates au plus tt), et la néessité de délivrer les produits
en respetant les délais (pour les dates au plus tard). Ce type de ontraintes peut
aussi dénir des relations de préédene entre les opérations. Ce sont surtout des
ontraintes tehnologiques qui imposent un ordre d'exéution aux opérations (ex :
perçage d'un trou, puis insertion d'une vis). La relation de préédene entre deux
tâhes i et j (.à.d i préède j), peut s'érire sous la forme suivante : si+ pi ≤ sj ;
 les ontraintes liées aux ressoures : les aratéristiques des ressoures peuvent
induire des ontraintes indiquant les onditions de passage des tâhes. Dans le as
d'une ressoure onsommable, seules les tâhes ayant une onsommation inférieure
au égale à la apaité de la ressoure à l'instant t peuvent être exéutées. Par
ontre, pour une ressoure renouvelable, e type de ontraintes permet de limiter
sa apaité. Cette limitation apparaît surtout dans le as des ressoures umula-
tives où l'on ne peut exéuter qu'un ertain nombre de tâhes en parallèle (exéuter
simultanément plusieurs opérations sur la même ressoure rend l'ordonnanement
inadmissible. Il est par exemple impossible d'eetuer simultanément trois opéra-
tions de perçage si l'on ne dispose que de deux foreuses). Certaines ressoures per-
mettent d'interrompre l'exéution d'une tâhe pour s'ouper d'une autre, on parle
alors de ontraintes de préemption (les mahines multi-proesseurs réalisent e type
de ontraints). Les ontraintes d'indisponibilité pendant des périodes bien dénies
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sont rarement prises en ompte. En réalité, e type de ontraintes est fréquemment
renontré surtout pour planier des périodes de maintenane systématiques.
1.2.1.4 Les objetifs
Lorsque l'on aborde un problème d'ordonnanement, il est ruial de dénir un er-
tain nombre d'objetifs à atteindre. Il s'agit ii d'optimiser (maximiser ou minimiser)
une fontion d'évaluation en respetant un ertain nombre de ontraintes. Le redo des
ateliers reste le triptyque oût/qualité/délais. Toute évaluation d'un ordonnanement
n'aura don de sens aux yeux de la prodution que dans la mesure où elle porte sur es
trois faettes.
Le délai est l'élément du triptyque qui se déline le mieux sur l'axe des ritères
lassiques de l'ordonnanement. Il évalue en termes de temps les performanes d'un
système, par exemple : le temps de yle Fi, le retard algébrique d'une opération Li qui
seront dénis ultérieurement. L'objetif du respet des délais, onsiste souvent à dénir
un ordre de fabriation durant une période donnée. Notons que l'objetif "délais" se
traduit plus volontiers par des ontraintes que par un ritère à minimiser. En eet, le
but d'un responsable d'atelier est de respeter la période de temps qui lui est aetée
pour eetuer un ensemble de produits. Dans la majeure partie des as, l'ajustement de
la apaité à la harge se fait par les opérateurs (ressoure humaine plus exible) alors
que les moyens de prodution sont eux-mêmes sur-apaitifs.
Il est rare d'assoier la qualité des produits à l'évaluation d'un ordonnanement. No-
tons toutefois que les responsables de prodution assoient souvent la qualité au volume
d'enours
1
: la uidité du ux est souvent assimilée à un fateur de qualité. Dans ette
hypothèse, il est lair que l'axe qualité peut se traduire par la minimisation de l'enours.
Malheureusement, l'enours n'est pas un ritère utilisé en ordonnanement théorique.
Or e type de ritère est régulier. Cela signie qu'il peut s'améliorer si on aepte de
retarder le début d'une opération.
Le oût est aussi assez rarement pris en ompte. Si l'on exepte le oût de réglage, le
oût "mahine" est souvent invariant. La diérene de oût entre deux ordonnanements
relève plus souvent de l'utilisation de la main d'oeuvre. En eet, de multiples petits
arrêts des mahines immobilisent du personnel improdutif.
1. Les enours représentent les produits inahevés pendant une période de prodution. Ils sont notés
Fi et peuvent être déterminés par le temps de présene des travaux dans l'atelier soit Fi = Ci − ri, où
Ci est la date de n du job i et ri est sa date d'arrivée. La minimisation de e ritère permet de réduire
le oût du stokage.
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Minimiser le makespan
2
peut onourir à minimiser le oût de la prodution en e
sens que le besoin en opérateurs est borné par M ∗ makespan si M est le nombre de
mahines. Malheureusement ette borne est rarement atteinte et il est alors plus eae
de rééhir à d'autres solutions. La ontrainte d'ordonnanement la plus prohe est la
ontrainte de "no-idle". Cette ontrainte interdit l'arrêt mahine et impose don une
ativité ontinue. Elle n'a été mise au point (et enore rapidement) qu'en ow shop. En
eet, dans le as du job shop, elle n'est pas toujours satisfaisante. La perte nanière est
assoiée à la longueur de l'arrêt, il faudrait don des modèles plus fouillés pour exprimer
réellement le oût d'un ordonnanement.
Pour onlure, il est lair que les ritères utilisés en ordonnanement lassique ne
reètent pas exatement les préoupations réelles des opérateurs en prodution. Ce
manque de onvergene explique sans doute en partie le nombre limité d'appliations
onrètes des méthodes lassiques.
Le tableau 1.1 résume les objetifs (appelés aussi ritères) les plus utilisés pour me-
surer la qualité d'un ordonnanement en terme de oût/qualité/délais.
1.2.2 Notation des problèmes
Plusieurs notations sont apparues dans la littérature pour simplier la desription
des problèmes d'ordonnanement. Nous allons adopter la notation proposée par Graham
et al. [GLLK79℄ et par Blazewiz et al. [BLK83℄. Cette notation est onstitué de trois
hamps α/β/γ.
1.2.2.1 Le hamp α : les mahines (ou proesseurs)
Le hamp α permet d'identier le nombre et le type de mahines disponibles, il est
généralement onstitué de trois éléments : α1 , α2 et α3.
 α1 ∈ {o, P , Q, R, O, F , J} ;
 α1 = o : l'atelier dispose d'une seule mahine pour exéuter les tâhes. Par
onséquent, les jobs sont onstitués d'une seule tâhe haun. Le temps d'exé-
ution d'une tâhe j est noté pj ;
 α1 = P : un ensemble de mahines parallèles identiques est suseptible de
réaliser les tâhes. La durée d'exéution d'un job donné est la même sur toute
les mahines ;
2. Le makespan étant la date de n de la dernière opération exéutée. Ce paramètre est très utilisé
pour l'évaluation de la qualité d'un ordonnanement.
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 α1 = Q : les mahines disponibles pour la réalisation des jobs sont dites paral-
lèles uniformes. Chaque mahine possède une vitesse appropriée notée bi. La
durée d'exéution d'un job j sur la mahine Mi notée Pij est égale à pj/bi ;
 α1 = R : les mahines disponibles sont parallèles quelonques. Le temps de
réalisation d'une ativité dépend de la mahine sur laquelle elle sera aetée.
On parlera de : Unrelated Parallel Mahine ;
 α1 ∈ {O, F , J} : l'atelier est omposé d'un ensemble de mahines pour la
réalisation des jobs. Le type de l'atelier dépend de la nature des gammes de
prodution. L'atelier est dit open shop si les jobs ne possèdent pas de gamme.
Dans le as où les jobs se réalisent suivant des gammes linéaires il s'agit d'un
atelier de type ow shop. Si les jobs suivent des gammes diérentes les unes
des autres, l'atelier est de type job shop.
 α2 ∈ Z+ : le nombre de mahines m est onstant ;
 α3 = o : le nombre de mahines m est variable.
1.2.2.2 Le hamp β : les ontraintes
Le hamp β aratérise les onditions d'exéution des jobs ainsi que les états des
ressoures présentes dans l'atelier. Il indique l'existene ou non des ontraintes de préé-
dene entre les tâhes, la possibilité de tolérer la préemption et. Ce hamp se déompose
généralement en inq sous hamps β1, β2, β3, β4 et β5.
 β1 ∈ {pmtn, o, split} ;
 β1 = pmtn : dans e as, la préemption entre les tâhes est permise. On peut
alors interrompre l'exéution d'une tâhe et la reprendre plus tard ;
 β1 = o : pas de préemption entre les tâhes ;
 β1 = split : si une tâhe est déomposable en plusieurs sous tâhes, alors il est
autorisé de l'exéuter simultanément sur plusieurs mahines.
 β2 ∈ {Prec, Tree, o} ;
 β2 = Prec : les tâhes des jobs sont reliées par des relations de préédene ;
 β2 = Tree : les relations de préédene entre les tâhes sont sous la forme d'un
arbre ;
 β2 = o : pas de relations de préédene entre les tâhes.
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 β3 ∈ {rj , o} ;
 β3 = rj : haque tâhe j possède une date début au plus tt "ready time" à
partir de laquelle elle peut s'exéuter ;
 β3 = o : toutes les tâhes sont exéutables à partir de la date t = 0.
 β4 ∈ {pj = 1, pij = 1, o} ;
 β4 = pj = 1 : si α1 ∈ {o, P , Q} alors toutes les tâhes possèdent une durée
d'exéution égale à une unité de temps ;
 β4 = pij = 1 : si α1 ∈ {O, F , J} alors toutes les tâhes possèdent une durée
d'exéution égale à une unité de temps ;
 β4 = o : les durées d'exéution des tâhes sont toutes positives.
 β5 ∈ {Snsd, Rnsd, Rsd, bj,j+1}.
 β5 = Snsd : les mahines néessitent un temps de montage qui est indépendant
des séquenes ;
 β5 = Rnsd : les mahines néessitent un temps de démontage qui est indépen-
dant des séquenes ;
 β5 = Rsd : les mahines néessitent un temps de démontage qui dépend des
séquenes ;
 β5 = bj,j+1 : possibilité de stokage limité entre les mahines Mj et Mj+1.
1.2.2.3 Le hamp γ : les ritères
Le hamp γ représente le ritère d'optimisation étudié. An de dérire les ritères
les plus utilisés pour aratériser un ordonnanement donné, nous introduisons les
notations suivantes :
 rj : date de disponibilité de la tâhe j ou enore date au plus tt (ready time) ;
 dj : date éhue ou date au plus tard (due date)de la tâhe j;
 wj : poids (dénit la priorité de l'exéution de la tâhe j pour les lients) ;
 cj : date d'ahèvement de la tâhe j (ompletion time) ;
 fj = cj − rj : durée de ot indiquant la durée d'attente et d'exéution de la
tâhe j dans le système (ow time) ;
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 lj = cj − dj : avane ou retard algébrique (lateness) de la tâhe j ;
 tj = max{cj − dj , 0} : retard absolu de la tâhe j;
 ej = max{dj − cj , 0} : avane absolue de la tâhe j;
 uj : indiquant si la tâhe j est en retard par rapport à sa date de début
d'exéution, elle est donnée par l'expression suivante :
uj =
{
1 si cj > dj
0 si non
(1.1)
Le tableau 1.1 résume les ritères les plus utilisés pour aratériser un ordonnan-
ement donné.
Critères Dénitions











jwj ot moyen pondéré
L =
∑
lj somme des retards algébriques
Lmax = max lj retard algébrique maximum
T =
∑
tj somme des retards








wj retard moyen pondéré
E =
∑
ej somme des avanes
u =
∑
uj nombre de tâhes en retard
Tab. 1.1  Critères d'optimisation
1.2.3 Typologie des problèmes d'ordonnanement
Les problèmes d'ordonnanement peuvent être lassés en deux atégories et ei en
fontion du nombre de mahines néessaires pour réaliser haque tâhe. La première
atégorie regroupe les problèmes pour lesquels haque tâhe néessite une seule mahine,
la deuxième, eux pour lesquels haque tâhe demande plusieurs mahines pour son
exéution. La première atégorie de problèmes onerne les ateliers à mahines parallèles
ou non dédiées. Ce type d'atelier se aratérise par le fait que plusieurs mahines sont
disponibles pour l'exéution d'un travail qui n'en néessite qu'une seule.
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Il s'agit ii d'une généralisation du problème à une seule mahine. Il est possible de
distinguer trois types d'ateliers selon la vitesse d'exéution des mahines :
 les ateliers à mahines identiques : toute tâhe peut s'exéuter sur n'importe quelle
mahine ave une même durée opératoire (à ondition que la mahine soit libre) ;
 les ateliers à mahines uniformes : haque mahine possède sa propre vitesse et ei
indépendamment de la tâhe à exéuter ;
 les ateliers à mahines indépendantes (ou non reliées) : la vitesse des mahines
dépend de la tâhe à eetuer.
La deuxième lasse de problèmes, quant à elle, englobe les ateliers omposés de m
stations diérentes. Une station omporte une ou plusieurs mahines en parallèle. Les
travaux à réaliser sont onstitués d'un ensemble de n opérations élémentaires. haune
d'elles doit s'exéuter sur une mahine diérente de elles des autres opérations. En
fontion du mode de passage des opérations sur les mahines (appelé aussi gamme opé-
ratoire), trois lasses d'atelier sont distinguées, à savoir le ow shop, le job shop et le
open shop.
1.2.3.1 Flow shop
Le ow shop se renontre dans les ateliers disposant de lignes de prodution dédiées à
la prodution de masse de peu de variété de produit. Un tel atelier est aussi appelé atelier
en ligne ou à heminement unique où toutes les gammes sont identiques. Chaque job est
onstitué de m opérations (où m est le nombre de mahines). Chaune de es opérations
doit être exéutée sur une mahine diérente. L'ordre de passage des opérations sur
les mahines est le même pour tous les jobs. Il existe plusieurs versions de ow shop
qui dièrent par le type des gammes opératoires. On parle de ow shop hybride s'il est
possible de trouver plusieurs mahines pour réaliser une opération donnée. Une autre
version de ow shop appelée ow shop de permutation onsiste à aeter les jobs dans
un ordre identique pour toutes les mahines.
1.2.3.2 Job shop
Dans ette lasse d'atelier, haque tâhe possède son propre mode de passage sur les
mahines. A titre d'exemple, onsidérons le problème de teinture de tissus. Suivant le
type de tissus et la ouleur désirée, l'ordre de passage dans les diérents bains ne sera pas
le même. Le job shop est notre as d'étude, nous allons détailler dans la deuxième partie
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de e hapitre, son formalisme mathématique ainsi qu'un état de l'art des méthodes
développées pour le résoudre.
1.2.3.3 Open shop
Dans un atelier open shop, le heminement des jobs est multiple, mais à la diérene
du job shop, les jobs ne possèdent pas de gammes. L'ordre de passage des opérations
est ainsi quelonque (atelier à heminement libre). Ce paramètre est déterminé lors de
l'ordonnanement. Nous itons l'exemple de l'organisation des tests médiaux dans un
hpital [Esp98℄ où l'ordre de réalisation des examens n'a pas d'importane.
1.2.4 Notions générales sur la omplexité
Nous nous intéressons à des problèmes d'ordonnanement de diérents niveaux de
diulté. La diulté de es problèmes peut être spéiée en fontion des données telles
que le nombre de mahines, le nombre de tâhes et. La résolution de es problèmes
s'est faite par diérents types d'algorithmes dont la omplexité varie. Avant d'aborder
les méthodes de résolution, nous donnons des notions générales sur la omplexité. En
eet, la théorie de la omplexité ore un adre d'étude mathématique dans lequel les
problèmes peuvent être lassés en problèmes failes ou diiles.
1.2.4.1 Complexité des algorithmes
Le temps et l'espae mémoire sont les paramètres les plus utilisés pour déterminer
la performane des algorithmes résolvant les problèmes d'optimisation. C'est pourquoi
il faut hoisir parmi les algorithmes pouvant résoudre un problème donné, elui qui
néessite le minimum d'espae mémoire et qui onverge le plus vite. Nous nous intéressons
ii à mesurer la performane d'un algorithme par rapport au temps de alul néessaire.
Dénition 1.2. On appelle omplexité en temps d'un algorithme, la fontion f(n) qui
représente le nombre maximum d'opérations élémentaires eetuées pour résoudre un
problème de taille n (n étant le nombre de variables dérivant le problème). On assoie
ainsi une unité de temps à haque opération élémentaire.
Dénition 1.3. On dit que f(n) ∈ O(g(n)), s'il existe une onstante c > 0 et un entier
n0 tels que ∀ n ≥ n0, |f(n)| ≤ c|g(n)|.
Dénition 1.4. Un algorithme est dit polynmial si sa fontion de omplexité f(n) ∈
O(p(n)), où p est un polynme en n, 'est- à-dire, s'il existe une onstante k > 0 telle
que f(n) ∈ O(nk).
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Tout algorithme dont la fontion de omplexité ne peut pas être majorée par un
polynme est dit exponentiel. Pour montrer qu'un algorithme est exponentiel, il sut de
minorer sa fontion de omplexité f(n) par une fontion exponentielle de type ckn où
c > 0 et k > 1. En pratique, les fontions de omplexité des algorithmes polynmiaux
en ordonnanement sont des polynmes en nombre de tâhes n, de mahines m, en
log(maxpj), et.
1.2.4.2 Complexité des problèmes
Nous faisons ii la distintion entre un problème d'optimisation et un problème de
déision. Un problème d'optimisation est un problème pour lequel on doit herher une
solution admissible optimisant au mieux une fontion objetif. Un problème de déision
est un énoné auquel la réponse peut être uniquement oui ou non [Fin99℄. Chaque pro-
blème d'optimisation possède un problème de déision orrespondant. A titre d'exemple,
onsidérons le problème d'optimisation P//Cmax ave n tâhes et soit y un entier posi-
tif. Un problème de déision assoié à e problème d'optimisation peut être le suivant :
existe-t-il un ordonnanement ave Cmax ≤ y?
Les problèmes de déision sont divisés selon leur degré de omplexité en plusieurs
lasses. Les problèmes de déision qui peuvent être résolus par un algorithme polynmial
appartiennent à la lasse P. La lasseNP regroupe quand à elle les problèmes de déision
pour lesquels on possède pour haque instane I de taille L(I) et ayant une réponse
"oui" un shéma de vériation polynmial en L(I), vériant en un temps polynmial la
validité de la réponse "oui". Il est lair que P ⊆ NP. Au jour atuel P 6= NP ar la lasse
NP ontient des problèmes diiles pour lesquels auun herheur n'est arrivé, jusqu'à
maintenant, à trouver d'algorithmes polynmiaux pour les résoudre. Ces problèmes sont
appelés NP-omplets.
La notion prinipale, pour dénir la NP-omplétude, est elle de la rédution po-
lynomiale. Un problème de déision pi1 est dit rédutible polynomialement à un autre
problème de déision pi2, et on note pi1 α pi2, s'il existe une fontion polynomiale f qui
transforme toute instane de pi1 en une instane de pi2 de telle manière que la réponse
pour pi1 est "oui" si, et seulement si, la réponse pour pi2 est "oui".
Dénition 1.5. Un problème de déision pi1 est NP-omplet si pi1 ∈ NP et ∀ pi2 ∈ NP,
on a pi2 α pi1.
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A partir de la dernière dénition, il en déoule que si pi1 et pi2 sont deux problèmes
de déision tels que pi1 α pi2 alors :
 si pi2 ∈ P alors pi1 ∈ P ;
 si pi1 est NP-omplet alors pi2 l'est aussi.
Dans la lasse de problèmes NP-omplets, on distingue deux types de problèmes :
les problèmes NP-omplets au sens faible et les problèmes NP-omplets au sens fort.
Un problème est dit NP-omplet au sens faible, s'il est NP-omplet et qu'il existe un
algorithme pseudo-polynmial pour le résoudre. Sahant, qu'un algorithme est pseudo-
polynmial si sa fontion de omplexité est de la forme O(p(L(I),|I|max) où |I|max est
la longueur maximale d'une instane I du problème à résoudre. Un problème Π est NP-
omplet au sens fort, s'il existe un polynme p fontion de |I|bin (selon un odage binaire),
tel que, pour toute instane I de Π, |I|max ≤ p(|I|bin).
Un problème d'optimisation est dit NP-diile si le problème de déision qui lui
orrespond est NP-omplet.
1.2.5 Modélisation et représentation des ordonnanements
Il existe deux types de modélisation d'un problème ordonnanement. La modélisation
graphique sous forme de graphe de préédene et la représentation analytique sous forme
de programme mathématique. Nous avons opté pour le premier type de modélisation qui
est très utilisé dans la littérature et qui présente un aratère visuel failitant l'inter-
prétation des solutions. Nous détaillons par la suite les graphes de préédene et nous
présentons une méthode de visualisation d'un ordonnanement.
1.2.5.1 Modélisation
Un graphe de préédene est onstitué d'un ensemble de noeuds et de deux types
d'ars. Les noeuds représentent les tâhes à réaliser. Les ars onjontifs valués de la durée
de réalisation de la tâhe d'où l'ar sort, représentent les ontraintes de préédene. Les
ars disjontifs à deux sens représentent les ontraintes de ressoures. Pour représenter
le début et la n de l'ordonnanement, deux noeuds tifs sont rajoutés au graphe.
La gure 1.1 représente un problème d'ordonnanement omposé de trois ressoures
notées A, B et C et 8 tâhes numérotées de 1 à 8. Les tâhes 1, 5 et 6 doivent se réaliser
sur la même ressoure, pareil pour les tâhes 2, 4 et 7 et 3 et 8. Le début et la n de
l'ordonnanement sont représentés respetivement par les noeuds tifs "s" et "p". Le
fait de xer un sens à haque ar disjontif réalise un ordonnanement [RS64℄.
















Fig. 1.1  Exemple de graphe de préédene
1.2.5.2 Représentation des ordonnanements
Le diagramme de Gantt est ertainement le type de représentation le plus anien,
le plus répandu et le plus simple pour visualiser graphiquement l'exéution des tâhes
et/ou l'oupation des ressoures au ours du temps. Le diagramme de Gantt onsiste à
plaer les tâhes en ordonnées sur un tableau où le temps est en absisse et les ressoures
en ordonnées. A haque tâhe est assoié un segment, ou barre, horizontal de longueur
proportionnelle à la durée de traitement.
La gure 1.2 visualise le diagramme de Gantt d'un ordonnanement réalisable du
problème représenté par le graphe de préédene de la gure 1.1.










Fig. 1.2  Diagramme de Gantt
1.2.6 Classes d'ordonnanement
Avant de développer les méthodes de résolution, nous dénissons les diérentes lasses
de l'ordonnanement. L'espae des ordonnanements peut être partagé en sous lasses
en fontion de l'aetation des tâhes dans le temps. Ces lasses d'ordonnanements
présentent des propriétés de dominane vis à vis de tout ritère régulier.
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Dénition 1.6. Un ritère est dit régulier si sa performane ne se dégrade pas en
avançant l'exéution d'une tâhe.
An de mieux omprendre les diérentes aratéristiques d'un ordonnanement, nous
allons utiliser l'exemple d'un atelier de prodution omposé d'une mahine umulative
renouvelable à apaité nie Ω0 = 4. Le problème onsiste à trouver un ordonnanement
admissible qui permet l'aetation de six tâhes sur la mahine et qui optimise le Cmax.
Les tâhes sont liées par des ontraintes de préédene représentées par la gure 1.3.
Chaque tâhe j est aratérisée par sa durée d'exéution pj et par son volume d'utilisation
de la mahine notée Ωj . Le tableau 1.2 résume les données des tâhes.












Fig. 1.3  Graphe de préédene
1.2.6.1 Ordonnanement admissible
Un ordonnanement est admissible si l'ordre d'aetation de es tâhes respete les
ontraintes du problème. Un exemple d'un ordonnanement admissible est donné par la
gure 1.4. Cet ordonnanement respete les ontraintes de préédene entre les diérentes
tâhes ainsi que la apaité maximale de la mahine à tout instant t. La valeur du ritère
d'optimisation de et ordonnanement est égale à 11.
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Fig. 1.4  Ordonnanement admissible
1.2.6.2 Ordonnanement semi atif
Il est possible d'améliorer les performanes d'un ordonnanement admissible pour
un ritère régulier tel que le makespan. Il s'agit de réaliser des déalages à gauhe de
ertaines tâhes pour ombler des vides à ondition de ne pas violer les ontraintes
imposées par le problème (telles que les dates de début au plus tt). Si auun déalage à
gauhe n'est possible, 'est-à-dire qu'on ne peut plus avaner une tâhe sans modier la
séquene initiale, alors l'ordonnanement obtenu est semi atif. Pour l'ordonnanement
de la gure 1.4, un déalage à gauhe d'une unité des tâhes e et d permet d'avoir un
ordonnanement semi atif ave un Cmax amélioré d'une unité (Voir gure 1.5).












Fig. 1.5  Ordonnanement semi atif
1.2.6.3 Ordonnanement atif
Un ordonnanement est atif si auun déalage ou permutation de es tâhes n'est
possible [Pin95℄. Auune tâhe ne peut ommener plus tt sans reporter le début d'une
autre. Par exemple, Une permutation des tâhes e et d dans l'ordonnanement semi atif
de la gure 1.5 permet d'avoir un ordonnanement atif (Voir gure 1.6) optimisant le
ritère étudié (C∗max = 9).
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Fig. 1.6  Ordonnanement atif
Propriété 1.1. Un ordonnanement atif est semi atif. Cependant l'inverse n'est pas
toujours vrai.
1.2.6.4 Ordonnanement sans retard
Pour obtenir un ordonnanement sans retard, il sut d'aeter les tâhes vériant les
ontraintes du problème sur les mahines disponibles sans retard. Cei veut dire que dès
qu'une ressoure est libre et qu'il existe une tâhe en attente, alors il faut l'aeter sans
auun retard. Un ordonnanement sans retard n'est pas forément optimal. La gure 1.7
montre un ordonnanement sans retard d'une valeur de Cmax = 11.











Fig. 1.7  Ordonnanement sans retard
1.2.6.5 Caratérisation des solutions
Souvent la résolution des problèmes d'ordonnanement est ontrainte à l'explosion
ombinatoire due au nombre grandissant de variables et de ontraintes. Pour limiter
l'espae de reherhe, il est important de aratériser des ensembles de solutions qui le
onstituent. On appelle ainsi un ensemble de solutions par dominant pour l'optimisation
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d'un ritère régulier, s'il ontient au moins un optimum pour e ritère. La reherhe
d'une solution optimale ou prohe de l'optimale peut ainsi se limiter au plus petit en-
semble dominant. Il est important de noter que l'ensemble des ordonnanements semi
atifs est dominant pour tout ritère régulier de même pour l'ensemble des ordonnane-
ments atifs [Pin95℄. Puisque tout ordonnanement atif est semi atif, don l'ensemble
des ordonnanements atifs s'avère être le plus petit ensemble dominant. L'ensemble des
ordonnanements sans retard est un sous ensemble des ordonnanements atifs, mais ne
onstituent pas un ensemble dominant vis à vis d'un ritère régulier [EL01℄. Néanmoins,
il est pratique de générer des ordonnanements sans retard qui onstituent générale-
ment des bonnes solutions. La gure 1.8 présente une lassiation des diérents types






























Fig. 1.8  Classiation des ordonnanements pour un ritère régulier
1.3 Les méthodes de résolution
Les méthodes de résolution sont aussi variées que les problèmes d'ordonnanement.
Dans la littérature ([LR01℄, [Ka03℄, [Cav00℄, ...), on distingue essentiellement deux
lasses de méthodes : les méthodes exates assurant la résolution des problèmes en un
temps polynmial (si la taille des problèmes en question ne dépasse pas une ertaine
limite), et les méthodes approhées, appelées aussi heuristiques permettant de trouver
une solution prohe de l'optimal en un temps tolérable.
1.3.1 Les méthodes exates
Elles sont généralement utilisées pour résoudre des problèmes de petite taille. Dans
e as, le nombre de ombinaisons possibles est susamment faible pour pouvoir explorer
l'espae de solutions dans un temps raisonnable. Kaem [Ka03℄ a distingué trois sous
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lasses de méthodes exates : la proédure de séparation et d'évaluation (Connue dans
la littérature anglophone sous le nom branh and bound), la programmation dynamique
et la programmation linéaire.
1.3.1.1 Proédure de séparation et d'évaluation
La proédure de séparation et d'évaluation notée PSE, est une méthode d'exploration
par énumération impliite de l'espae de reherhe. Elle permet la onstrution d'une
arboresene dont les sommets représentent haun un sous-problème et les ars issus
d'un même sommet représentent haun une déomposition possible du problème situé
au sommet de l'arbre en sous-problèmes de taille réduite. Cette arboresene est explorée
de façon à éviter les branhes ne ontenant pas des solutions réalisables et les branhes
n'amenant pas à des solutions meilleures que la solution ourante. D'après [LR01℄, les
PSE reposent sur quatre omposantes essentielles :
 la tehnique de séparation, qui permet de déomposer un problème en le partition-
nant en sous-problèmes de taille réduite ;
 la méthode d'évaluation qui assoie une borne au ritère d'optimisation sur l'en-
semble des solutions d'un sous-problème (borne supérieure dans le as de mini-
misation. Cette borne permet d'éviter l'exploration d'un sommet dont la solution
partielle orrespondante, à une valeur du ritère dépassant la borne) ;
 la méthode de sondage, qui permet de déterminer si un sommet est terminal (il ne
ontient pas de solution admissible, ou 'est une solution optimale, ou l'on peut
obtenir polynomialement la solution optimale de e sous-problème), ou s'il mérite
d'être séparé ;
 la méthode de séletion, ou stratégie d'exploration, qui dérit omment hoisir
le sous-problème à séparer, lorsque plusieurs sont andidats. On peut distinguer
deux stratégies d'exploration, elle qui favorise les meilleurs d'abord appelée aussi
proédure par séparation et évaluation progressive, et elle de type profondeur
d'abord et retour arrière (proédure par séparation et évaluation séquentielle).
1.3.1.2 Programmation dynamique
La programmation dynamique est une méthode d'optimisation opérant par phases
(ou enore par séquenes). Son eaité repose sur le prinipe d'optimalité de Bellman
à savoir toute politique optimale est omposée de sous-politiques optimales [BD74℄.
Ce prinipe permet une résolution asendante, qui détermine une solution optimale d'un
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problème à partir des solutions de tous les sous-problèmes. Chaque étape orrespond à un
sous-problème à résoudre optimalement en tenant ompte des informations obtenues des
étapes préédentes. Cei néessite une formulation du ritère sous forme d'une relation
de réurrene liant deux niveaux suessifs.
Cette méthode est destinée à résoudre des problèmes d'optimisation à voation plus
générale que la méthode de séparation et évaluation. Par ontre, la taille des problèmes
qu'elle permet d'aborder est plus limitée.
1.3.1.3 Programmation linéaire
La programmation linéaire est l'une des tehniques lassiques de la reherhe opéra-
tionnelle. Elle permet la modélisation d'un problème d'optimisation d'une fontion ob-
jetif Z de plusieurs variables en présene de ontraintes sous la forme d'un programme
mathématique [GPS00℄. Le programme est dit linéaire si la fontion et les ontraintes
sont toutes des ombinaisons linéaires de variables. Il omporte n variables non négatives
(1.4), m ontraintes d'égalité ou d'inégalité (1.3) et la fontion objetif à optimiser (1.2).
Le oeient de oût ou de prot de la variable xj est noté cj , elui de la variable xj
dans la ontrainte i est noté aij . La ontrainte i a un seond membre onstant bi. Les
ontraintes simples de positivité ne sont pas inluses dans les m ontraintes, ar elles
sont gérées à part par les algorithmes.




∀ i = 1...m :
n∑
j=1
aijxj ≤ ou ≥ bi (1.3)
∀ j = 1...n : xj ≥ 0 (1.4)
Si les variables sont astreintes à être entières, on a un programme linéaire en nombres
entiers (PLNE). Un programme linéaire en 0-1 est un as partiulier de PLNE dont les
variables ne peuvent prendre que deux valeurs 0 ou 1 ; es variables sont dites booléennes,
binaires ou de déision. Enn, à partir du moment où au moins une ontrainte ou la
fontion objetif n'est pas une ombinaison linéaire de variables, on parle alors d'un
programme non linéaire PNL. Les PLNE et PL en 0-1 sont plus diiles à résoudre que
les PL lassiques. Les PNL sont enore plus diiles.
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1.3.2 Les méthodes de résolution approhée
Malgré l'évolution permanente des alulateurs et les progrès fulgurants de l'informa-
tique, il existe pour plusieurs problèmes d'optimisation ombinatoire une taille ritique
de l'espae de solutions admissibles. La méthode permettant d'obtenir une solution opti-
male est bien évidement elle de l'énumération omplète de l'espae de reherhe. Cette
dernière est dans la plupart des as prohibitive. Compte tenu de es diultés, la plupart
des spéialistes de l'optimisation ombinatoire ont orienté leur reherhe vers le dévelop-
pement des méthodes heuristiques. Une méthode heuristique est souvent dénie omme
une proédure exploitant au mieux la struture du problème, dans le but de trouver une
solution de qualité raisonnable en un temps de alul aussi faible que possible [LR01℄.
Bien que l'obtention d'une solution optimale ne soit pas garantie, l'utilisation d'une
méthode heuristique ore de multiples avantages par rapport à une méthode exate :
 la reherhe d'une solution optimale peut être totalement impossible dans ertaines
appliations pratiques en raison de la dynamique aratérisant l'environnement de
travail, du nombre de variables et de ontraintes étudiées, de l'antagonisme entre
les objetifs à atteindre et parfois même de l'impréision des données réoltées ;
 l'exéution des méthodes heuristiques est souvent rapide, en eet, es dernières
fournissent en un temps polynmial une ou plusieurs solutions admissibles de bonne
qualité ;
 l'appliation des méthodes heuristiques est à la portée des utilisateurs non expéri-
mentés. En eet, une méthode heuristique se base sur des règles et des prinipes
simples et "intelligents" e qui leurs permet d'être ompréhensibles ;
 l'adaptation ou la ombinaison d'une méthode heuristique ave d'autres méthodes
est souvent faile. Cette exibilité permet d'augmenter la performane de la mé-
thode hybride résultante et de garantir parfois l'obtention des bonnes solutions.
Avant de présenter une typologie des métaheuristiques développées pour résoudre un
problème d'ordonnanement, nous dénissons les termes heuristique et métaheuristique.
Une heuristique est une méthode de alul pour un problème générique d'optimisation
produisant une solution non néessairement optimale. Par ontre, une métaheuristique
est un ensemble de onepts appliables à un large ensemble de problèmes d'optimisation
ombinatoire pour réer de nouvelles heuristiques.
Une lassiation des diérentes types de métaheuristiques est présentée par [WHC01℄.
Les auteurs onsidèrent qu'il existe trois types de métaheuristiques : les métaheuristiques
onstrutives basées sur l'idée de la diminution progressive de la taille du problème, les
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métaheuristiques basées sur la reherhe loale et les métaheuristiques évolutives inspi-
rées des phénomènes réels, telles que les algorithmes génétiques et les algorithmes de
fourmi et. An de pouvoir expliquer en détail le prinipe de haque type d'approhe,
nous allons utiliser les notations suivantes: Soit X l'ensemble des solutions admissibles
du problème traité (nous supposons que et ensemble est ni). Soit f une fontion d'éva-
luation des solutions admissibles. Résoudre un problème d'optimisation ombinatoire
d'une manière optimale en respetant les ontraintes qui lui sont assoiées (dans le as





Les méthodes onstrutives fournissent des solutions réalisables de la forme s =
(x{1},x{2},...,x{n}) en partant d'une solution initiale vide s[0] et en insérant, à haque
étape k(k = 1,...,n), une omposante xo(k) (o(k) ∈ {1,2,...,n} \ {o(1),o(2),...,o(k − 1)})
dans la solution partielle s[k−1]. Notons que la onstrution d'une solution réalisable est
statique, par onséquent, les prises des déisions intermédiaires ne sont jamais remises
en ause. Ce type de représentation vetorielle onvient très bien pour les problèmes
d'aetation, en eet, les positions du veteur s orrespondent aux objets alors que les
omposantes xi, 1 ≤ i ≤ n dénissent les ressoures aetées aux objets i.
L'idée prinipale derrière une approhe onstrutive est de diminuer progressivement
la taille de l'espae de reherhe en xant à haque étape la valeur d'une variable du pro-
blème (Figure 1.9). Mathématiquement parlant, ei revient à trouver un sous-ensemble
Xk ⊆ X toujours de taille plus petite. Une approhe onstrutive fournit une ou plusieurs
solutions optimales lorsque haque sous ensemble Xk ontient au moins une solution op-
timale s∗ ∈ X. Cei est généralement diile à réaliser pourvu que la onstrution d'une
solution est statique et ne permet pas de mettre en question les hoix xés antérieu-
rement. La majorité des méthodes onstrutives sont de type glouton et sont souvent
onsidérées omme myopes. A haque étape, la solution ourante est omplétée de la
meilleure façon sans tenir ompte des onséquenes que ela entraîne au niveau de la
qualité de la solution nale.
Les méthodes onstrutives se distinguent par leur rapidité et leur grande simpliité.
On obtient en eet très rapidement une solution admissible sans avoir reours à des
onnaissanes approfondies dans le domaine de l'optimisation ombinatoire. Le prinipal







Fig. 1.9  Exploration de l'espae d'états par une approhe onstrutive
vouloir opérer rapidement et sans tenir ompte du ontexte global du problème a souvent
des onséquenes négatives sur le oût de la solution obtenue. Il est don préférable
de mettre au point des proédures antiipant les eets seondaires oasionnés par les
déisions prises lors de la onstrution d'une solution admissible.
1.3.2.2 L'approhe de reherhe loale
Les méthodes de reherhe loale sont des algorithmes itératifs qui explorent l'espae
d'états X en partant d'une solution admissible s0 hoisie arbitrairement ou à l'aide d'une
heuristique. Le prinipe de la reherhe loale onsiste à modier légèrement à haque
itération k, et à l'aide d'un opérateur la solution sk. Ce proédé prend n lorsqu'une
ondition d'arrêt est satisfaite. Les onditions d'arrêt peuvent être un seuil d'itérations
ou l'évaluation de la qualité de la solution ourante. Dans e dernier as, si l'appliation
de l'opérateur à la solution ourante ne permet pas de l'améliorer, l'algorithme s'arrête.
Nous allons iter par la suite trois approhes de reherhe loale.
 la méthode de desente : la méthode de desente dérite par l'algorithme 1.1,
est l'une des approhes de reherhe loale. Cette méthode explore l'espae X en
hoisissant à haque fois la meilleure solution voisine de la solution ourante. Ce
proédé ontinue aussi longtemps que la valeur de la fontion objetif diminue. La
reherhe s'interrompt dès lors qu'un minimum loal de f est atteint. Historique-
ment, les méthodes de desente ont onnu un grand suès pour le traitement des
problèmes d'optimisation ombinatoire. Toutefois, elles omportent deux obstales
majeurs qui limitent onsidérablement leur eaité :
 suivant la taille et la struture du voisinage d'une solution s ∈ X, la reherhe
de la meilleure solution voisine est un problème qui peut être aussi diile
que le problème initial ;
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 une méthode de desente peut fournir un minimum loal. En eet, le proessus
de reherhe s'arrête dès qu'un minimum loal est atteint. Or les problèmes
d'optimisation ombinatoire omportent typiquement de nombreux optima
loaux pour lesquels la fontion objetif peut être fort éloignée de la valeur
optimale. La gure 1.10 montre l'inonvénient de la méthode de desente se














Fig. 1.10  Bloage dans un optimum loal de f
Algorithme 1.1 La méthode de desente




Tant que le ritère d'arrêt n'est pas satisfait faire
générer un voisinage de s : N(s)
déterminer la meilleure solution s′ ∈ N(s)
s← s′





Pour faire fae à es arenes, d'autres méthodes de reherhe loale plus sophisti-
quées ont été développées au ours de la dernière déennie. Ces méthodes analysent
des solutions voisines moins bonnes an d'éviter les optimums loaux.
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Les méthodes les plus onnues seront introduites aux paragraphes suivants. Il y a
deux diérenes majeures entre es méthodes.
 la manière d'explorer les solutions voisines d'une solution ourante ;
 le ritère d'arrêt de la reherhe (qui est souvent diile à hoisir puisque la
solution optimale est rarement onnue.)
 le reuit simulé : le reuit simulé est une méthode de reherhe loale dont les
origines remontent aux expérienes de Metropolis et al. en 1953 [MRR
+
53℄. Leurs
travaux onsistaient à étudier la stabilité thermique d'un système physique. Kirk-
platrik [KJV83℄ et al. ont été les premiers à s'inspirer d'une telle tehnique pour
l'appliquer à des problèmes d'optimisation ombinatoire. Le reuit simulé démarre
par une solution initiale admissible et ontinue l'exploration de l'espae d'états en
eetuant des perturbations mineures à la solution ourante. Si la solution voi-
sine obtenue améliore le ritère herhé alors elle est retenue. Si, au ontraire, elle
provoque une détérioration ∆E du ritère, elle est retenue ave une probabilité
P = exp (−∆E/T ), où T est un paramètre inversement proportionnel au nombre
d'itérations.
Les avantages du reuit simulé sont nombreux. Tout d'abord, ette approhe est
en mesure de fournir des résultats satisfaisants dès que l'on sait trouver une solu-
tion initiale admissible et une manière d'explorer des solutions voisines. En plus,
ette méthode permet de traiter les problèmes d'optimisation ombinatoire pour
lesquels il n'existe auune méthode de résolution. Le fait de garder des solutions
moins bonnes permet de ouvrir un espae de reherhe plus grand et d'éviter une
onvergene prématurée vers un optimum loal. Le reuit simulé a été abondam-
ment utilisé pour résoudre des problèmes pratiques d'optimisation tel que le job
shop.
 la méthode Tabou : ette méthode a été réée dans les années 1970 et a été
présentée pour la première fois par Glover en 1986 [Glo86℄. La formulation nale
de ette tehnique est apparue en deux parties [Glo89℄, et [Glo90℄. Cette méthode
est basée sur deux prinipes. Le premier onsiste à améliorer à haque itération la
valeur de la fontion objetif en hoisissant à haque fois la meilleure solution voi-
sine si elle existe. Si auune amélioration n'existe dans le voisinage, le hoix se fait
sur le moins mauvais des voisins. Ce prinipe utilisé seul, présente un inonvénient
majeur. Si un optimum loal se trouve dans un pi très grand (éventuellement ou
au fond d'une vallée profonde s'il s'agit d'un problème de minimisation), il sera im-
possible de l'atteindre (ou d'en ressortir). C'est pour ette raison que la méthode
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Tabou s'appuie sur un deuxième prinipe qui onsiste à garder en mémoire les
dernières solutions visitées et à interdire le retour vers elles-i pendant un nombre
d'itérations xé.
La méthode Tabou est une métaheuristique souvent utilisée pour résoudre des
problèmes industriels ar elle présente une amélioration importante des algorithmes
de plus forte pente. On parle également de reherhe guidée. Plusieurs problèmes
de type ow shop ou job shop sont traités par ette méthode (voir setion état de
l'art à la n de e hapitre).
1.3.2.3 L'approhe évolutive
De tout temps, les sienes de la vie et les proessus naturels ont onstitué des bases
d'inspiration et d'imitation pour les herheurs et les ingénieurs. Il y a bien longtemps,
pour iter quelques exemples, les boutons à pressions issus des sèhes, les fermetures
élair et. Des disiplines entières se sont développées telles que la bio-informatique,
l'éthologie. Plus prohe de l'ordonnanement, des tehniques liées aux fourmis ont été
mises au point tel que les ants systems. Les méanismes du monde vivant sont à l'origine
des systèmes artiiels utilisables dans des ontextes variés. Les méthodes évolutives
qui sont présentées dans ette setion onstituent la base d'un nouveau hamp de la
programmation informatique en pleine eervesene.
Contrairement aux méthodes onstrutives et de reherhe loale qui font intervenir
une solution unique, les méthodes évolutives traitent un ensemble de solutions admis-
sibles (appelé aussi population d'individus). L'idée prinipale onsiste à appliquer des
opérateurs spéiques à ertaines solutions distinguables pour faire évoluer la popula-
tion vers un niveau aeptable de performane moyenne. En général, la taille n de la
population reste onstante tout au long du proessus ylique d'exploration de l'espae
de solutions X. Après avoir généré une population initiale, généralement d'une manière
aléatoire, une méthode évolutive tente d'améliorer la qualité moyenne de la population
ourante en ayant reours à des prinipes d'évolution naturelle. Le proessus ylique qui
est à la base d'une méthode évolutive est omposé d'une phase de oopération et d'une
phase d'adaptation individuelle qui se suèdent à tour de rle.
Lors de la phase de oopération, les solutions de la population ourante sont ompa-
rées puis ombinées entre elles dans le but de produire des solutions inédites et de bonne
qualité. L'éhange d'information qui en résulte, se traduit par l'apparition de nouvelles
solutions admissibles qui héritent des aratéristiques prédominantes ontenues dans les
solutions de la population ourante. Dans la phase d'adaptation individuelle, les solu-
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tions reçoivent sans auune interation les unes des autres des modiations mineures en
restant évidemment admissibles. Une nouvelle génération de solutions est réée au terme
de haque phase d'adaptation individuelle.
Les algorithmes génétiques onstituent au jour atuel, l'approhe la plus utilisée
parmi les méthodes évolutives. A l'inverse des méthodes exates, telles que la program-
mation dynamique et la proédure de séparation et d'évaluation, et des méthodes ap-
prohées telle que la reherhe loale, les algorithmes génétiques permettent de trouver
une bonne solution, voire la meilleure solution en un temps de alul très réduit. Leur
aspet se basant sur l'aléatoire et l'évolution à l'aide des opérateurs spéiques, leur
permet de visiter toutes les zones de l'espae de reherhe. Les algorithmes génétiques
fournissent en général toute une population de bonnes solutions. Cette aratéristique
est très avantageuse dans plusieurs situations où l'on aura besoin de hoisir entre plu-
sieurs alternatives, ou si on veut hanger de solution. De plus, les algorithmes génétiques
sont très bien adaptés à l'optimisation multiobjetif. Le hoix d'une telle tehnique, nous
aidera alors à onsidérer plusieurs objetifs et par onséquent se rapproher de la réalité
des problèmes industriels ou de la vie pratique, où l'on herhe à optimiser plusieurs
ritères simultanément.
1.4 Ordonnanement dans un atelier job shop
Le job shop est assoié à des lignes de prodution dédiées à la prodution de moyenne
et de petite série où les hangements de produit sont fréquents (généralement, les produits
à fabriquer présentent des aratéristiques diérentes). Contrairement au ow shop, le
job shop est onsidéré omme étant un atelier à heminement multiple. Chaque travail
passe don sur les mahines selon une gamme xée. En as de job shop, ette gamme peut
être diérente pour haque travail. On parle ainsi d'un atelier à ot multidiretionnel.
D'autre part, si une opération a la possibilité d'être exéutée sur plus qu'une mahine,
il s'agit alors d'un job shop à mahines dupliquées.
1.4.1 Formalisation du job shop
Nous présentons dans e paragraphe un formalisme mathématique du job shop dénit
par Vaessens en 1994 [VL94℄. Un problème P de job shop de taille n ×m est onstitué
d'un ensemble O de l opérations, d'un ensembleM de m mahines et d'un ensemble J de
n jobs. La jme opération du ime job notée oij lui orrespond un temps opératoire poij ∈ N
et une unique mahine Moij ∈M sur laquelle elle s'eetue. Chaque job Ji est onstitué
d'une séquene Oi = (Oi1,Oi2,...,Oiki) de ki opérations. L'ordre de séquenement exprime
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en réalité les ontraintes tehnologiques. Les jobs peuvent être assoiés à des dates de
début au plus tt ri avant lesquelles il n'est possible d'eetuer auune exéution.
Les mahines demandent généralement une ertaine durée de préparation et ne peuvent
être disponibles qu'à partir d'une date ui. Les diérents paramètres de temps: p, r et u
sont généralement disrets (des entiers).
Une relation binaire A est dénie dans l'ensemble O représentant les relations de
préédene entre les opérations. Si (v,w) ∈ A alors v doit s'exéuter avant w. A induit
un ordre total entre les opérations d'un même job. Auune ontrainte de préédene
n'existe entre les opérations des diérents jobs. De plus, si (v,w) ∈ A, et il n'existe
auune opération u ∈ O telle que (v,u) ∈ A et (u,w) ∈ A alors M(v) 6= M(w). Un
ordonnanement S est déni omme suit :
S : O −→ N
v 7−→ S(v)
L'appliation S détermine les dates de début d'exéution des opérations de l'ensemble
O. Un ordonnanement S est admissible si les relations suivantes sont vériées :
∀ v ∈ O : S(v) ≥ 0 (1.6)
∀ v, w ∈ O, (v, w) ∈ A : S(w) ≥ S(v) + p(v) (1.7)
∀ v, w ∈ O, v 6= w, M(v) = M(w) : S(w) ≥ S(v) + p(v) ou S(v) ≥ S(w) + p(w) (1.8)
Le job shop est fortement lié aux deux autres types d'atelier de prodution, à savoir
le ow shop et le open shop. Le ow shop est un as partiulier du job shop, dans lequel
les ordres de passage des séquenes Oi sur les mahines sont les mêmes pour tous les
jobs. Cette ondition n'implique pas forément que les jobs soient identiques puisque les
temps opératoires des jobs peuvent être diérents. Le problème d'ordonnanement de
type open shop est équivalent au job shop ave l'exeption de l'absene des ontraintes
tehnologiques. Par onséquent, les opérations d'un même job ji sont à exéuter dans
n'importe quel ordre.
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1.4.2 Contraintes et objetifs
Le problème du job shop présente des hypothèses à respeter et des onditions partiu-
lières sur l'environnement d'exéution onernant à la fois les ressoures et les ontraintes
de temps. Nous allons par la suite iter les hypothèses liées au job shop.
 les mahines ne sont pas identiques : haque mahine est unique. Lors de l'af-
fetation, auune question de type "sur quelle mahine une telle opération doit
s'eetuer" ne peut se poser ;
 les opérations d'un même job s'exéutent séparément sur les mahines en respetant
l'ordre des séquenes Oi ;
 la préemption des opérations n'est pas permise : une fois ommenée, l'exéution
d'une opération ne peut pas être interrompue ;
 toutes les données du job shop sont onnues d'avane : il s'agit alors du job shop
statique (en partiulier, il ne doit pas y avoir des nouveaux jobs lors de l'exéution
des aniens) ;
 les mahines ont une disponibilité innie. Elles sont supposées ables et ne subissent
auune panne pouvant perturber ou arrêter l'exéution des opérations. Contrainte
que nous relaxons dans la deuxième partie de notre travail, en tenant ompte des
opérations de maintenane préventives systématiques ;
 les problèmes de job shop lassiques, appelés aussi arrés, traitent généralement
des jobs ayant un nombre d'opérations égal au nombre de mahines. Ainsi, toutes
les opérations d'un même job s'exéutent sur des mahines diérentes.
Les ritères d'optimisation ités dans le tableau 1.1 à l'exeption du nombre de tâhes
en retard sont utilisés pour mesurer la performane d'un ordonnanement du job shop.
Tous es ritères sont à minimiser. Le ritère E =
∑
ej exprimant la somme des avanes
des tâhes exéutées avant les dates au plus tt ri, est souvent utilisé onjointement
ave d'autres ritères d'optimisation (tel que la somme des retards T ) pour optimiser
une fontion multiritère de la forme αT + βE. Cette dernière fontion est utile pour
minimiser les oûts des inventaires de ertains problèmes de job shop.
Nous étudions un problème de job shop arré qui satisfait toutes les ontraintes
itées auparavant à l'exeption de la prise en ompte de la maintenane qui sera traité
onjointement ave la prodution dans le quatrième hapitre. Le ritère d'optimisation
étudié est la longueur de l'ordonnanement appelé aussi date d'ahèvement.
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Ce ritère noté Cmax, est donné par l'equation 1.9. Selon les notations dénies dans




(S(v) + p(v)) (1.9)
Même si le ritère de Cmax n'est pas onsidéré omme étant une bonne fontion ob-
jetif théorique, il est largement utilisé en industrie omme dans les études aadémiques.
Ce ritère est le premier à être utilisé par les herheurs pour résoudre des problèmes
ayant une explosion ombinatoire de l'espae de reherhe. D'un point de vue mathéma-
tique, le traitement et la formulation de e ritère sont failes. Par onséquent, il a été le
ritère le plus utilisé par les aadémiiens, d'autant qu'il permet de déteter la diulté
ombinatoire sous-jaente dans la détermination d'un ordonnanement optimal. La na-
ture générique et la exibilité de e ritère est démontrée par Demirkol et al [DMU97℄.
Ainsi, une solution obtenue en onsidérant le ritère Cmax, engendre en moyenne des




Ti et max. Un problème d'ordonnane-
ment ayant pour objetif la minimisation du makespan, est analogue au problème type
du voyageur de ommere. Cependant, résoudre le job shop lassique ou le voyageur de
ommere failite la résolution de plusieurs autres problèmes n'ayant pas de ritère de
performane régulier.
1.4.3 Complexité du job shop statique
La plupart des variantes du job shop à l'exeption de quelques formulations limitées
à une ou deux mahines sont onnues pour être NP-diiles. Un algorithme polynomial
se basant sur l'algorithme de Johnson
3
a été publié par Jakson [Ja56℄ pour résoudre
le problème J2//Cmax. Le prinipe d'aetation des opérations de e type partiulier de
problème est détaillé dans l'algorithme 1.2.
Les problèmes de job shop ayant un nombre m > 2 de mahines, et optimisant
les ritères Cmax et F sont NP-diiles au sens fort [Jen01℄. Théoriquement, le pro-
blème du job shop J//Cmax peut se réduire polynomialement aux problèmes J//Tmax et
J//Lmax. De même, le problème J//F peut se réduire aux problèmes J//T et J//L. Par
3. L'algorithme de Johnson résoutdsa d'une manière optimale le problème F2//Cmax par un ordon-
nanement de permutation (même ordre surM1 etM2). Il s'agit de déterminer en premier lieu l'ensemble
S = Jj / p1j ≤ p2j où pij représente le temps d'exéution de l'opération du j
me
job sur la mahine Mi.
Ensuite, ordonnaner les opérations de S en ordre roissant des p1j et les opérations de S¯ en ordre
déroissant des p2j .
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onséquent, es quatre dernières instanes du job shop sont NP-diiles au sens fort 4.
L'expériene a montré que es problèmes de job shop ave un nombre m ≥ 2 de mahines
sont diiles à résoudre même en utilisant des heuristiques. En eet, une instane de job
shop de taille 10x10 proposée par Muth et Thomson en 1963 n'est optimalement résolue
qu'en 1989 par Carlier et Pinson [CP89℄.
Algorithme 1.2 L'algorithme de Jakson : job shop à deux mahines
Entrée : J2//Cmax
Début
lasser les jobs en 4 atégories :
J1 : les jobs ayant une seule opération sur M1 ;
J2 : les jobs ayant une seule opération sur M2 ;
J12 : les jobs ayant une opération sur M1 puis une opération sur M2 ;
J21 : les jobs ayant une opération sur M2 puis une opération sur M1.
Étape 1 : appliquer séparément l'algorithme de Johnson aux opérations de J12 et de
J21. L'ordre d'aetation des opérations de J1 et de J2 est arbitraire ;
Étape 2 : aeter les opérations sur M1 en ordre J12,J˙1,J21 et sur M2 en ordre
J21,J2,J12.
Fin
1.4.4 Représentation graphique du job shop
Le job shop peut être dérit par un graphe de préédene G = (V, C, D) où V
représente l'ensemble des opérations des jobs (les noeuds sur le graphe), ave deux opé-
rations spéiales (une soure s et un puits p représentant respetivement le début et la n
de l'ordonnanement). C est l'ensemble des ars onjontifs représentant les séquenes
tehnologiques entre les opérations. D est l'ensemble des ars disjontifs regroupant les
paires d'opérations devant s'exéuter sur la même mahine. Chaque noeud du graphe
G est pondéré par le temps opératoire de l'opération onsidérée. Pour illustrer la re-
présentation du job shop par les graphes de préédene, nous allons utiliser un exemple
d'un atelier omposé de trois mahines pour fabriquer trois types diérents de produits
notés J1, J2, J3. Le tableau 1.3 résume les données de et exemple. Une représentation
sous forme de graphe de préédene est donnée par la gure 1.11. Le problème de job
shop peut ainsi être résolu en déterminant l'ordre d'aetation des opérations devant
4. Voir la setion 1.1.5 sur la omplexité.
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s'exéuter sur la même mahine. Cei revient à xer le sens d'orientation de haque ar
disjontif sans réer des yles.
Les jobs M(v),p(v)
J1 1,3 2,3 3,3
J2 1,2 3,3 2,4
J3 2,3 1,2 3,1









































Fig. 1.11  Graphe de préédene du job shop 3x3
Une fois généré, l'ordonnanement est généralement représenté par un diagramme de
Gantt. Ce dernier est atuellement le type de représentation le plus répandu et le plus
simple pour visualiser graphiquement l'exéution des tâhes au ours du temps. Pour des
problèmes d'atelier tel que le job shop, le diagramme de Gantt est omposé de deux axes :
l'axe vertial ontenant les ressoures et l'axe horizontal représentant l'éoulement du
temps. Ce diagramme permet ainsi de visualiser les périodes d'inativité des ressoures
ainsi que l'ordre de passage des opérations et la durée totale de l'ordonnanement. A
titre d'exemple, nous représentons par la gure 1.12, une solution du problème de job
shop de taille 3× 3 ité auparavant.
1.4.5 État de l'art
Un état de l'art exhaustif sur les méthodes de résolution du job shop a été publié par
Jain et Meeran en 1998 [JM98b℄, [JM98℄. Ces auteurs ont étudié l'origine, le présent et
le futur d'une telle problématique ainsi que les diérents algorithmes exats et méthodes
approhées de résolution publiés depuis les années 50. Nous allons lasser et état de










Fig. 1.12  Diagramme de Gantt représentant l'ordonnanement du job shop 3× 3
1.4.5.1 Les méthodes exates
Le job shop shop tel qu'on le onnaît sous sa formulation lassique est onsidéré pour
la première fois pendant les années 50. Akers et Freidman [AF55℄ sont probablement
les premiers à avoir étudié e problème en 1955. Ces auteurs ont proposé une approhe
de résolution basée sur l'algèbre de Boole pour déterminer les séquenes d'aetation
des opérations. Ensuite, Jakson [Ja56℄ a adapté en 1956 au job shop, l'algorithme de
Johnson [Jho54℄ proposé pour résoudre le ow shop. Roy et Sussmann [RS64℄ sont les
premiers à utiliser le graphe de préédene disjontif en 1964 qui a été ensuite utilisé en
1969 par Balas [Bal69℄ pour développer une approhe énumérative.
Plusieurs méthodes eaes permettant de résoudre le job shop en un temps po-
lynomial ont été proposées. Ces méthodes traitent des instanes partiulières de taille
réduite : 2×m [Ake56℄, n×2 (haque job ontient au maximum deux opérations) [Ja56℄
et n× 2 (où tous les temps opératoires des opérations sont unitaires) [HA82℄.
Durant les années 60, l'intérêt des herheurs s'est orienté vers la résolution exate
des problèmes de job shop en utilisant des algorithmes énumératifs. Ces algorithmes se
basent sur des modèles mathématiques sophistiqués. La majorité de es algorithmes est
inapable de résoudre plusieurs problèmes de moyenne et de grande taille et par onsé-
quent leur utilisation en pratique est restée limitée à la reherhe des bornes inférieures.
La stratégie énumérative la plus onnue est elle de séparation et évaluation (Branh and
Bound). Cette méthode onstruit un arbre dynamique représentant l'espae de tous les
ordonnanements réalisables. Une grande partie de et arbre est élaguée en utilisant des
bornes supérieures. Plusieurs algorithmes de type Branh and Bound sont développés
pour résoudre le job shop. A titre d'exemple, Carlier et Pinson [CP89℄ ont réussi grâe
à ette tehnique exate à résoudre le problème FT10
5
25 ans après sa publiation.
5. FT10 est un benhmark de taille 10× 10 publié par Fisher et Thomson en 1963 [FT63℄.
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D'autres instanes de job shop de taille plus grande sont aussi résolues en utilisant une
méthode de Branh and Bound [CP90℄.
Pratiquement, les problèmes résolus sont de taille limitée (le nombre d'opérations est
inférieur à 250). En plus, la performane de telles tehniques est très sensible au hoix de
la borne supérieure initiale et au type de la omplexité de l'instane étudiée [LLKS93℄.
1.4.5.2 Les méthodes approhées
La omplexité des problèmes d'optimisation auxquels font fae herheurs et indus-
triels les a amenés à développer des méthodes heuristiques. En eet, en raison de la
limitation des tehniques exates d'énumération, les méthodes approhées (heuristiques)
sont devenues une alternative able. Ces approhes sont largement utilisées pour résoudre
des problèmes de grande taille bien qu'elles ne permettent pas de garantir l'obtention
de la solution optimale. Les premiers algorithmes approximatifs sont les règles d'ae-
tation. Ces règles utilisent des aratéristiques du problème traité (telles que les durées
opératoires des tâhes, les harges des mahines, et) pour aeter une priorité d'exéu-
tion à haque tâhe. Ses priorités permettent de séletionner à tout instant t la tâhe à
exéuter. En général la mise en oeuvre et l'appliation de e genre de règles sont failes
à réaliser. En plus, elles ne demandent pas un temps opératoire exessif. Par ontre, le
hamps de leur appliation est limité à ertains objetifs. Panwalker et Iskander [PI77℄
ont publié un état de l'art omplet sur les règles d'aetation. Ces mêmes auteurs ont
proposé une lassiation en deux atégories des règles : les règles de priorité et les règles
heuristiques d'ordonnanement. Les règles de priorité sont basées sur des informations
liées aux opérations, aux jobs ou aux mahines pour déterminer la priorité d'alloation
des ressoures. Les règles heuristiques néessitent des onsidérations beauoup plus om-
pliquées et utilisent d'autres paramètres tel que la harge des mahines. Blakstone et
al. [BPH82℄ ont onlu que la règle SPT
6
est la plus adaptée au job shop sans onsidérer
les retards.
Adams et al ont publié en 1988 l'heuristique "Shifting Bottlenek Proedure (SBP)"
[AED88℄. Les auteurs traitent les mahines onséutivement dans un ordre de priorité
déroissant. Ainsi, la mahine ayant l'ordre le plus important est séletionnée. A haque
fois une seule mahine est onsidérée en aetant d'une manière optimale ses opérations
sans tenir ompte des autres mahines. Une fois une mahine traitée, les séquenes des
mahines déjà ordonnanées sont révisées. L'heuristique SBP est onsidérée parmi les
6. La règle SPT : Shortest proessing Time, ordonnane les tâhes en attente devant une ressoure
selon un ordre roissant des temps opératoires.
40 Chapitre 1
premiers algorithmes d'approximation eaes dédiés au problème de job shop depuis
que la reherhe s'est foalisée sur les règles d'aetation et les méthodes d'énumération
omplète.
Les débuts des années 90 ont onnu la formulation de ertains nouveaux algorithmes
innovants inluant : la reherhe tabou [Tai94℄ et la simulation [YN95℄. Lors de ette
même époque, les herheurs ommenent à s'intéresser aux tehniques de l'intelligene
artiielle pour résoudre le job shop. Nous iterons les algorithmes génétiques [CTV95℄,
[YN92℄, [YN97℄, les réseaux de neurone [JM98a℄, [Jon97℄ et les algorithmes de fourmi
(ants systems) [ZM99℄.
Malgré leur apaité d'apprentissage et de généralisation, les réseaux de neurones
sont peu utilisés pour l'ordonnanement des systèmes de prodution en général, et pour
l'ordonnanement de job shop en partiulier. En eet, des réseaux tels que elui développé
par Jonsson [Jon97℄ n'ont pas fourni des résultats performants. Cei est dû d'une part
à la omplexité grandissante du job shop, et d'autre part à la diulté de trouver une
bonne fontion d'ativation des neurones. Un état de l'art sur l'appliation des réseaux
de neurones à la résolution du job shop, donné par Jain [JM98a℄, montre que les réseaux
de neurones ne sont pas utilisés dans le adre de l'apprentissage. Ils sont plutt utilisés
pour résoudre des problèmes partiuliers sans pouvoir généraliser le réseau à des variétés
d'instanes (ils sont parfois non appliables à des tailles supérieures à elui pour lequel le
réseau est onstruit). La plupart des réseaux de neurones sont basés sur les modèles de
Hopeld ou bak error propagation. Ils herhent à optimiser une fontion d'énergie
E (par exemple, la somme des dates de débuts des opérations).
L'algorithme de la fourmi (ants systems) est une méthode évolutive dont les méa-
nismes de reherhe s'inspirent fortement du omportement olletif d'une olonie de
fourmis. Les rares travaux utilisant es algorithmes pour résoudre le job shop ont ren-
ontré d'énormes diultés d'adaptation. A titre d'exemple, Zwaan et Marques [ZM99℄
ont proposé un algorithme de fourmi pour résoudre le job shop. Les résultats obtenus sur
des benhmarks de taille allant de 10× 10 à 20× 10 présentent des éarts par rapport à
l'optimum variant de 8% à 31.9%.
Les algorithmes génétiques sont largement appliqués à la résolution du problème de
job shop. A l'inverse des autres approhes, es algorithmes manipulent plusieurs solutions
en parallèle. La phase la plus importante dans ette approhe et qui aete la qualité
des solutions nales est la représentation génétique des solutions ('est à dire le odage).
Davis [Dav85℄ est le premier à avoir proposé et démontré en 1985 la faisabilité des
algorithmes génétiques pour la résolution du job shop sous sa forme la plus simple.
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Ponnambalam et al. ont évalué dans [PRJ01a℄ les opérateurs de odage les plus utilisés
pour étudier le job shop. L'adaptation des algorithmes génétiques aux job shop ainsi que
les diérents opérateurs seront détaillés dans le hapitre suivant.
1.5 Néessité de l'ordonnanement onjoint
Dans le domaine de la prodution industrielle, les tendanes atuelles indiquent que
les systèmes manufaturiers performants doivent s'adapter rapidement aux utuations
du marhé où les demandes de produits deviennent aléatoires, et aux perturbations in-
ternes à l'atelier dues aux pannes des mahines. Les mahines doivent pouvoir fabriquer
plusieurs types de produits simultanément et de manière eae. Dans un tel ontexte,
la planiation optimale de la prodution et le ontrle en temps réel de es mahines
deviennent de plus en plus préoupants tant pour les investisseurs et produteurs que
pour les onsommateurs. Dans es onditions, la détermination d'un rythme de produ-
tion, d'une politique de maintenane des équipements, et des règles d'ordonnanement
et d'aetation des produits aux mahines est un problème préoupant dans le domaine
de l'optimisation des systèmes industriels.
Une des préoupations majeures du monde industriel est d'avoir un système de pro-
dution performant permettant de garantir au mieux la qualité des produits fabriqués, le
maintien des délais demandés et la minimisation des oûts de prodution. Toutefois, au-
jourd'hui dans bon nombre de PME/PMI, la prodution est ordonnané en onsidérant
que les mahines sont disponibles à tout moment pour exéuter des tâhes de prodution
sur un horizon planié. Cependant, elles peuvent tomber en panne, être en révision, en
entretien ou bien en réparation. La maintenane sur un équipement n'est pas exeption-
nelle mais suit un ertain planning fourni souvent par le onstruteur. Malgré ela, bien
souvent le alendrier prévisionnel de fabriation est élaboré indépendamment du plan-
ning de maintenane préventive. Il arrive qu'il y ait antagonisme entre les deux plannings,
e qui ne ontribue pas à une optimisation du fontionnement de l'atelier. L'expériene
montre que souvent les mahines restent inoupées longtemps en attendant l'interven-
tion des équipes de maintenane [LC00℄. Également, des tâhes de prodution peuvent
être reportées à ause des interventions prématurées de maintenane (pourtant les ma-
hines fontionnent bien). Cei revient au manque de oordination entre les équipes de
prodution et de maintenane. Ce manque de oordination entre les équipes de main-
tenane et de prodution, nuit au bon fontionnement de l'atelier. Il serait judiieux,
d'exploiter les périodes d'arrêt de prodution pour faire la maintenane systématique, ne
serait e qu'en jouant sur la plage de période, requise pour la maintenane des mahines.
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L'équipement est don une ressoure partagée entre les équipes de prodution et de
maintenane et la fontion maintenane est diretement impliquée dans le rendement
de l'atelier au même titre que la prodution. Une politique de maintenane est don
néessaire pour planier les interventions régulières sur les mahines de l'atelier. Pour
améliorer les performanes de l'atelier, et inuer au mieux sur le triptyque oût, qualité et
délais, il est indispensable d'ordonnaner onjointement la prodution et la maintenane.
Rares sont les travaux qui traitent de l'ordonnanement onjoint de la prodution et
de la maintenane au sein du job shop. Les as étudiés sont limités à des ateliers omposés
d'une ou de deux mahines. A notre onnaissane, et aspet d'ordonnanement onjoint
n'est pas onsidéré dans les ateliers de type job shop à ause de leur omplexité. C'est
la raison la plus motivante qui nous a poussé à nous intéresser à e type de problème.
1.6 Conlusion
A travers e hapitre, nous avons présenté les notions de base de l'ordonnanement,
et en partiulier elles onernant les ateliers de type job shop. Nous avons montré
que les problèmes d'ordonnanement dans les ateliers de type job shop sont largement
étudiés dans la littérature et sont des problèmes NP-diiles à l'exeption de quelques
instanes partiulières. Pour failiter la reherhe d'une solution optimale, il est préférable
de se limiter à l'ensemble des ordonnanements atifs. Dans e as, il faut que le ritère
d'optimisation onsidéré soit régulier.
La omplexité du problème de job shop limite l'eaité des approhes existantes
malgré l'évolution spetaulaire de la puissane des alulateurs. On onstate que la ten-
dane atuelle est à l'utilisation de métaheuristiques, de méthodes issues de l'ethologie,
d'algorithmes évolutifs parmi lesquels les algorithmes génétiques. Ces derniers semblent
être une piste prometteuse et laissent espérer une résolution de pas mal de problèmes
d'ordonnanement. En eet, depuis leur adaptation au début des années 80 au job shop,
es tehniques onnaissent un suès onsidérable. Le deuxième hapitre sera onsaré
à la présentation des algorithmes génétiques ainsi qu'à leurs appliations aux problèmes
d'ordonnanement d'une façon générale, et plus partiulièrement au job shop.
Chapitre 2
Les algorithmes génétiques et
l'ordonnanement
Résumé : Dans e hapitre, nous introduisons les algorithmes génétiques : leur prin-
ipe de base, les opérateurs partiipant à l'exploration de l'espae de reherhe, les
paramètres néessaires pour la onvergene vers des bonnes solutions, et. Les algo-
rithmes génétiques sont très bien adaptés au traitement des problèmes d'optimisation
multiobjetif. Nous montrerons les diérenes entre un algorithme génétique mono
objetif et elui optimisant plusieurs objetifs. Plusieurs lassiations des méthodes
génétiques multiobjetif sont apparues dans la littérature. Ces lassiations se basent
sur l'utilisation ou non du onept de Pareto ou sur l'agrégation ou non des diérents
objetifs. Nous allons détailler le prinipe de es diérentes méthodes en utilisant une
lassiation selon l'utilisation ou non de l'optimisation au sens Pareto. La dernière
partie de e hapitre est onsarée à l'étude de l'appliation des algorithmes géné-
tiques aux problèmes d'ordonnanement en général et au problème du job shop en
partiulier. Les diérents types de odage utilisés pour traiter le problème de job shop




Parmi les méthodes de l'intelligene omputationnelle
1
telles que les réseaux de neu-
rones et les systèmes ous (gure 2.1), les méthodes basées sur les algorithmes évolutifs
onstituent une approhe originale. Ces algorithmes stohastiques sont inspirés des mé-
anismes de l'évolution naturelle élaborée par Charles Darwin (Séletion, adaptation,
reprodution, reombinaison et mutation). Ave e type de méthodes, il ne s'agit pas
de trouver une solution analytique exate ou une bonne approximation numérique, mais
de trouver des solutions satisfaisantes. Ces méthodes ne permettent pas de trouver à
oup sûr la solution optimale de l'espae de reherhe, du moins peut-on onstater que
les solutions fournies sont généralement meilleures que elles obtenues par des méthodes
plus lassiques, pour un même temps de alul.
Suite à leur apparition, plusieurs variantes de es algorithmes évolutifs ont été déve-
loppées isolément et à peu près simultanément par diérents herheurs [Koz℄ :
 les programmes évolutifs se basent sur la réation aléatoire d'une population d'in-
dividus. Chaque individu subit une mutation. Ensuite, les nouveaux individus sont
évalués pour séletionner eux qui vont former la population suivante ;
 les stratégies d'évolution dont la plus simple est la stratégie d'évolution (1+1)
((1+1)-evolution strategy), font intervenir un seul individu pour la reprodution.
L'évolution est réalisée uniquement par un opérateur de mutation ;
 les programmes génétiques appliquent les prinipes de l'évolution génétique à la
reherhe de programmes (au sens général du terme) ave des opérateurs adaptés
aux strutures manipulées (arbre, pile, graphe). Le prinipe de la programmation
génétique s'inspire du prinipe général des algorithmes génétiques. De petits pro-
grammes onstituant un hromosome, évoluent et s'assemblent an de fournir un
programme permettant de résoudre le problème donné ;
 les algorithmes génétiques sont les plus utilisés parmi les méthodes évolutives pour
résoudre des problèmes d'optimisation. Ces algorithmes se distinguent par l'opé-
rateur de roisement qui permet de ombiner deux individus pour générer deux
autres, généralement plus performants.
Le hoix des algorithmes génétiques s'est imposé tout naturellement à nous pour la
reherhe des bonnes solutions du problème du job shop que nous étudions au troisième
1. L'intelligene omputationnelle est un terme populaire utilisé pour référener les tehniques basées
sur la puissane de alul des ordinateurs et sur l'intelligene humaine pour résoudre des problèmes
diiles.
















































































































Fig. 2.1  Diérentes méthodes de l'intelligene omputationnelle
hapitre. Les éléments onstituant es algorithmes ainsi que le prinipe de leur fontion-
nement seront abordés dans la première partie de e hapitre. Les algorithmes génétiques
permettent de travailler sur des problèmes d'optimisation multiobjetif que nous déve-
loppons dans la deuxième partie de e hapitre. Finalement, nous étudions l'appliation
des algorithmes génétiques à la résolution des problèmes d'ordonnanement en général
et du job shop en partiulier.
2.2 Les algorithmes génétiques
Les Algorithmes Génétiques sont des méthodes d'exploration fondées sur des teh-
niques dérivées de la génétique et l'évolution naturelle. Dans e as, il s'agit de simuler
l'évolution naturelle d'organismes (individus), génération après génération, en respetant
des phénomènes d'hérédité et une loi de survie. Ils n'appliquent pas une méthode de ré-
solution à un espae de dénition pour obtenir une solution, mais, ils s'appuient sur un
autre onept. Ils balaient l'espae de solutions, et ils valident et espae par vériation
de ontraintes, et évolution d'une population de solutions.
Les algorithmes génétiques ont déjà une histoire relativement anienne. De tels al-
gorithmes furent développés dès 1950 par des biologistes qui utilisaient des ordinateurs
pour simuler des organismes. C'est Holland [Hol75℄, ses ollègues et ses étudiants qui
ont développé les algorithmes génétiques en 1975 à l'université de Mihigan. Goldberg
[Gol89℄ apportera également beauoup à la réation de es algorithmes et à leur adap-
tation pour la reherhe de solutions à des problèmes d'optimisation. Cette adaptation
est réalisée en développant une analogie entre un individu dans une population et une
solution d'un problème dans un ensemble de solutions.
Les algorithmes génétiques sont largement utilisés pour résoudre des problématiques
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appartenant à divers domaines. A titre d'exemple, nous pouvons iter le traitement
d'image, l'optimisation des fontions analytiques, l'ordonnanement des ateliers (et plus
partiulièrement le problème du job shop), et. Les algorithmes génétiques onstituent
également un outil très eae pour la résolution des problèmes d'optimisation mul-
tiobjetif ontrairement aux autres méthodes. Plusieurs versions sont apparues dans la
littérature permettant de traiter sous diérentes formes l'optimisation multiobjetif. Ces
formes seront développées dans la deuxième partie de e hapitre.
2.3 Terminologie et éléments de base
Un algorithme génétique reherhe les extrêmes d'une fontion dénie sur un espae
de données appelé population. Par analogie ave la génétique, haque individu de ette
population est un hromosome et haque aratéristique de l'individu est un gène. Dans
un as simple, un gène sera représenté par un bit (0 ou 1), un hromosome par une haîne
de bits et un individu par un ensemble de haîne de bits. Chaque gène représente une
partie élémentaire du problème, il peut être assimilé à une variable. Il peut prendre des
valeurs diérentes appelées alleles. La position du gène dans le hromosome se nomme
lous.
On parle également de génotype et de phénotype. Le génotype représente l'ensemble
des valeurs des gènes du hromosome alors que le phénotype représente la solution réelle
après transformation du hromosome. Lors de la génération d'une nouvelle population,
des opérateurs génétiques tels que la séletion, le roisement et la mutation sont nées-
saires pour la manipulation des hromosomes.
Le tableau 2.1 présente une réapitulation de la terminologie naturelle et elle utilisée




Allèle Valeur de la aratéristique
Lous Position dans la haîne
Génotype Struture
Phénotype Ensemble de paramètres, struture déodée
Tab. 2.1  Comparaison de la terminologie naturelle et elle des algorithmes génétiques
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Les algorithmes génétiques s'inspirent prinipalement du fontionnement de l'évolu-
tion de la nature. Ils sont basés sur le prinipe d'évolution d'une population d'individus.
Dans une population d'individus, e sont en général les plus forts, 'est-à-dire les mieux
adaptés au milieu, qui survivent et engendrent des progénitures. À partir des données
du problème, on rée (généralement aléatoirement) une "population" de solutions admis-
sibles. Puis, on évalue haune des solutions. On élimine une partie inme de elles qui se
sont montrées inutiles ou désastreuses, et on reombine les gènes des autres an d'obtenir
de nouveaux individus-solutions. Ainsi, à haque génération un nouvel ensemble de réa-
tures artiielles (des haînes de aratères) est rée en utilisant des parties des meilleurs
éléments de la génération préédente ainsi que des parties innovatries. Selon la théorie
évolutionniste, ette nouvelle génération sera globalement plus adaptée au problème que
la préédente. Ce proédé est alors répété jusqu'à la naissane d'une solution que l'on
jugera satisfaisante.
Pour mettre en oeuvre un algorithme génétique, il est néessaire de disposer :
 d'une représentation génétique du problème, 'est-à-dire un odage approprié des
solutions sous la forme de hromosomes. Cette étape assoie à haun des points
de l'espae d'état une struture de données. Elle se plae généralement après une
phase de modélisation mathématique du problème traité. La qualité du odage des
données onditionne le suès des algorithmes génétiques ;
 d'un méanisme de génération de la population initiale. Ce méanisme doit être
apable de produire une population d'individus non homogène qui servira de base
pour les générations futures. Le hoix de la population initiale est important ar il
peut rendre plus ou moins rapide la onvergene vers l'optimum global. Dans le as
où l'on ne onnaît rien sur le problème à résoudre, il est essentiel que la population
initiale soit répartie sur tout le domaine de reherhe ;
 d'une fontion d'évaluation pour mesurer la fore de haque hromosome ;
 d'un mode de séletion des hromosomes à reproduire ;
 des opérateurs permettant de diversier la population au ours des générations et
d'explorer l'espae d'état. L'opérateur de roisement reompose les gènes d'indivi-
dus existant dans la population, l'opérateur de mutation a pour but de garantir
l'exploration de l'espae d'états ;
 des valeurs pour les paramètres qu'utilise l'algorithme : taille de la population,
nombre total de générations ou ritère d'arrêt, probabilités de roisement et de
mutation.
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Un algorithme génétique fontionne typiquement à travers un yle simple de quatre
étapes :
1. réation d'une population de hromosomes ;
2. évaluation de haque hromosome ;
3. séletion des meilleurs hromosomes ;
4. manipulation génétique, pour réer une nouvelle population de hromosomes.
Ce yle dérit par le shéma 2.2, est inspiré de la terminologie génétique. Lors de
haque yle, une nouvelle génération de solutions du problème est produite. Avant d'exé-
uter e yle, une population initiale de solutions admissible doit être fournie. Chaque
individu-solution de la population est odé sous forme d'une haîne de aratères (hro-
mosome) an d'être manipulé par les opérateurs génétiques. L'étape suivante onsiste à
évaluer la qualité de haque hromosome à l'aide de la fontion d'évaluation : tness. En
se basant sur les tness des hromosomes, un méanisme de séletion permet de garder
les individus les plus adaptés pour être manipulés par les opérateurs génétiques (roise-
ment et mutation) et ensuite réer une nouvelle génération. Les étapes d'évaluation et














Fig. 2.2  Cyle génétique
2.3.1 Codage
Le odage est une modélisation d'une solution d'un problème donné sous forme d'une
séquene de aratères appelée hromosome où haque aratère, dit aussi gène, repré-
sente une variable ou une partie du problème. La tâhe prinipale onsiste à hoisir le
ontenu des gènes qui failite la desription du problème et respete ses ontraintes. Il
existe dans la littérature deux types de odage : le odage diret et le odage indiret
[GRG01℄. Si le passage du génotype au phénotype est immédiat, le odage est dit diret.
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Par ontre, si le génotype néessite une transformation pour obtenir le phénotype,
alors il s'agit du odage indiret. A titre d'exemple, pour résoudre le problème du voya-
geur du ommere ave un algorithme génétique, il est possible d'utiliser un odage
onstitué des lettres représentants les noms des villes à visiter. Dans e as, les hromo-
somes obtenus à la n de la dernière exéution du yle génétique ne néessitent auune
transformation pour extraire les solutions eetives : 'est l'ordre des villes dans haque
hromosome qui est prise en ompte.
Le odage lassique utilise l'alphabet binaire : 0, 1. Dans e as, le hromosome repré-
sente simplement une suite de 0 et de 1. Goldberg [Gol89℄ a démontré dans sa théorie de
shème
2
que le odage binaire permet d'avoir le nombre maximal de shemata possible,
e qui permet une exploration plus exhaustive de l'espae de reherhe. Le odage bi-
naire est également indépendant des opérateurs génétiques (roisement et mutation). Ces
derniers ne néessitent auune spéiation ou adaptation. En eet, toute manipulation
d'un hromosome donne naissane à un nouveau hromosome valide. Dans la pratique,
le odage binaire peut présenter des diultés [Woo97℄, [ClPP95℄. En eet, il est parfois
très diile ou très lourd de oder des solutions de ette manière. D'autre part, dans
ertains as la plae mémoire requise peut devenir prohibitive. En plus, si le nombre de
valeurs disrètes qu'un gène peut prendre n'est pas une puissane de deux, alors l'algo-
rithme génétique peut générer des hromosomes non valides. Prenons par exemple un
problème à dix variables devant se oder en 0 et 1. La taille des hromosomes néessaire
pour oder toutes les variables est de quatre. Cei implique qu'il est possible d'avoir
24 − 10 soit 6 hromosomes non admissibles.
Le odage binaire a permis ertes de résoudre beauoup de problèmes, mais il s'est
avéré que pour des problèmes d'optimisation numérique ou des problèmes d'ordonnan-
ement il est plus pratique d'utiliser un odage réel des hromosomes. Un gène est ainsi
représenté par un nombre réel au lieu d'avoir à oder les réels en binaire puis de les
déoder pour les transformer en solutions eetives. Le odage réel permet d'augmenter
l'eaité de l'algorithme génétique et d'éviter des opérations de déodage supplémen-
taires. Un tel type de odage néessite l'utilisation des opérateurs génétiques appropriés
pour générer des hromosomes valides. Cette dernière propriété permet d'inorporer des
informations spéiques au problème lors de la onstrution des opérateurs e qui leurs
rend plus eaes et plus adaptés.
2. Un shème est un motif de similarité dérivant un sous-ensemble de haînes ave des similarités à
des positions dénies. Conernant le odage binaire, la mise en oeuvre de shémas néessite d'ajouter
à l'alphabet des gènes un symbole supplémentaire * qui représente indiéremment 0 ou 1. Ainsi, un
shéma 011* représente les deux hromosomes 0110 et 0111.
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Un hromosome odé en réels est plus ourt que elui odé en binaire. Un nombre
réduit de gènes signie une onvergene plus rapide de l'algorithme génétique et une
perte de la diversité de la population. Cei inuene éventuellement la qualité de la
solution nale.
2.3.2 Population initiale
Une fois le odage hoisi, une population initiale formée de solutions admissibles
du problème doit être déterminée. Plusieurs méanismes de génération de la population
initiale sont utilisés dans la littérature [ClPP95℄. La méthode la plus lassique onsiste à
générer aléatoirement les hromosomes onstituant la population initiale. Cette méthode
répond à la néessité d'avoir une population variée permettant d'explorer des zones
diverses de l'espae de reherhe. Des heuristiques peuvent être utilisées pour générer des
solutions admissibles, dans l'espoir de les voir s'améliorer dans les générations futures.
Cependant, une telle pratique peut amener l'algorithme génétique à onverger vers des
optimums loaux. Dans le but d'aélérer la onvergene de l'algorithme génétique, et
en même temps de garder une diversité néessaire de la population initiale, les deux
méthodes préédentes peuvent être utilisées simultanément. Lorsque le problème est
fortement ontraint et qu'il est diile de générer plusieurs solutions, on peut être amené
à trouver par une heuristique ou demander à un expert une seule solution que l'on
dupliquera par roisement ou par mutation jusqu'à l'obtention de plusieurs solutions.
Le problème prinipal dans ette étape est le hoix de la taille de la population. Les
biologistes ont introduit le onept de diversité requise de la population. Ainsi, pour
survivre, une espèe doit être susamment hétérogène. Par ailleurs, une population trop
grande augmente le temps de alul et demande un espae mémoire onsidérable. Il faut
don trouver le bon ompromis. Nous allons disuter dans la setion des paramètres de
l'algorithme génétique, la taille possible qu'une population doit avoir.
2.3.3 Evaluation : tness
An de mesurer les performanes de haque individu qui orrespond à une solution
donnée du problème à résoudre, on introduit une fontion d'évaluation. Cette fontion
orrespond au prot ou à l'utilité de la solution par rapport au problème. Elle permet
de quantier la apaité d'un individu à survivre en lui aetant un poids ouramment
appelé tness. La fore de haque hromosome de la population est alulée an que
les plus forts soient retenus (étape de séletion) puis modiés (roisement et mutation).
L'algorithme génétique tend alors à maximiser la fore des individus de la population.
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La omplexité de la fontion d'évaluation dépend essentiellement du problème et de ses
ontraintes. Dans le as des problèmes d'ordonnanement, le hoix de ette fontion est
presque évident (la date de n de l'ordonnanement, le retard, le nombre de tâhes en
retard, et.).
Si le problème étudié onsiste à maximiser un ritère donné, e dernier peut servir
diretement pour l'évaluation des individus. Prenons l'exemple d'un problème d'aeta-
tion d'un ensemble de n ouvriers à un ensemble de m mahines. Supposons que l'ouvrier
i apporte le gain gij en travaillant sur la mahine j. L'objetif est de trouver la ombi-
naison (ouvrier, mahine) optimale qui maximise le gain total. Dans e as, la fontion







Où aij est une variable booléenne indiquant si l'ouvrier i est aeté sur la mahine j
ou pas.
Dans le as où le ritère d'optimisation est à minimiser, il est néessaire de herher
son omplémentaire pour se ramener au as du maximisation. Si C(x) représente la valeur
du ritère à optimiser pour l'individu x, alors l'expression de la fontion d'évaluation peut
être la suivante :
F (x) =
{
Cmax − Cx si C(x) > 0
0, sinon
(2.2)
Où Cmax peut être un oeient xé ou la plus grande valeur observée de C(x) dans
la population ourante, soit depuis le début de l'algorithme.
Certains problèmes abordés ne peuvent pas être modélisés par un outil mathématique,
dans e as, les individus sont évalués par des simulateurs [Cav00℄. C'est généralement
le as des fontions non linéaires, non ontinues et/ou non dérivables.
2.3.4 Séletion
La séletion est un proédé dans lequel haque individu est hoisi en fontion de
sa valeur d'évaluation. C'est l'étape qui séletionne les individus à partir desquels la
population suivante sera réée. Cet opérateur génétique inspiré de la séletion naturelle
(appelé aussi opérateur de reprodution), est un proessus qui permet de hoisir parmi la
population ourante d'individus, eux les plus adaptés pour se présenter au roisement
et à la mutation. Ce hoix est ruial pour l'évolution de la performane globale de la
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population. Vladimir a démontré dans [Vla96℄ que lorsqu'un algorithme génétique est
utilisé pour maximiser une fontion objetif, alors 'est le proessus de séletion qui
assure la onvergene vers un optimum global.
Il existe de nombreuses tehniques de séletion. Nous présentons ii les trois les plus
utilisées parmi elles :
 la séletion par lassement : elle onsiste à ranger les individus de la population
dans un ordre roissant (ou déroissant selon l'objetif) et à retenir un nombre xé
de génotypes. Ainsi, seuls les individus les plus forts sont onservés. L'inonvénient
majeur de ette méthode est la onvergene prématurée de l'algorithme génétique.
Il est parfois néessaire de garder quelques individus jugés faibles pour réer la di-
versité au niveau de la population. En plus, les individus faibles ontiennent parfois
des gènes intéressants et pourront ontribuer à l'apparition de bonnes solutions.
Une autre diulté onsiste à xer une limite à la séletion e qui empêhe parfois
de garder des bons andidats pour les futures générations ;
 la séletion par la roulette : elle onsiste à réer une roue de loterie biaisée pour
laquelle haque individu de la population oupe une setion de la roue propor-
tionnelle à sa valeur d'évaluation. Ainsi, même les individus les plus faibles ont une
hane de survivre. Si la population d'individus est de taille égale à N , alors la





En pratique, on alule pour haque individu xi sa probabilité umulée qi =∑i
j=i p(xi) et on hoisi aléatoirement un nombre r ompris entre 0 et 1. L'in-
dividu retenu est : x1 si q1 ≥ r ou xi(2 ≤ i ≤ N) si qi−1 < r ≤ qi. Ce proessus est
répété N fois. Ave une telle séletion, un individu fort peut être hoisi plusieurs
fois. Par ontre, un individu faible a moins de hane d'être séletionné.
Le tableau 2.2 présente un exemple d'une population de quatre individus I1 jusqu'à
I4 ave leurs valeurs d'évaluation respetives et leurs probabilités de séletion. La
roue assoiée à et exemple est représentée par la gure 2.3 ;
 la séletion par tournoi : elle onsiste à hoisir aléatoirement deux ou plusieurs
individus et à séletionner le plus fort. Ce proessus est répété plusieurs fois jus-
qu'à l'obtention de N individus. L'avantage d'une telle séletion est d'éviter qu'un
individu très fort soit séletionné plusieurs fois.











Fig. 2.3  Séletion à la roulette de Goldberg
On pourra toutefois introduire la notion d'élitisme dans ette méthode. Si l'individu
le plus fort n'a pas été séletionné, il est opié dans la génération suivante à la plae
d'un autre hoisi aléatoirement.
2.3.5 Croisement
An de donner naissane à un nouvel individu, il sut de prendre aléatoirement
une partie des gènes de haun des deux parents. Ce phénomène, issu de la nature est
appelé roisement (rossover). Il s'agit d'un proessus essentiel pour explorer l'espae
des solutions possibles. Une fois la séletion terminée, les individus sont aléatoirement
répartis en ouples. Les hromosomes parents sont alors opiés et reombinés à n de
produire haun deux desendants ayant des aratéristiques issues des deux parents.
Dans le but de garder quelques individus parents dans la prohaine population, on assoie
à l'algorithme génétique une probabilité de roisement notée Pcross qui permet de déider
si les parents seront roisés entre eux ou s'ils seront tout simplement reopiés dans la
population suivante.
Il existe dans la littérature plusieurs opérateurs de roisement. Ils diérent selon le
type de odage adapté et la nature du problème traité.
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Nous allons iter par la suite les opérateurs de roisement les plus utilisés en les
lassant en deux atégories : le roisement binaire et le roisement réel.
2.3.5.1 Croisement binaire
 roisement en 1-point : 'est le roisement le plus simple et le plus onnu dans
la littérature. Il onsiste à hoisir au hasard un point de roisement pour haque
ouple de hromosomes. Les sous-haînes situées après e point sont par la suite
inter-hangées pour former les deux ls (voir la gure 2.4) ;
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Fig. 2.4  Croisement en un point de deux hromosomes
 roisement en n-points : e type de roisement est utilisé en hoisissant aléatoi-
rement n points de oupure pour dissoier haque parent en n+1 fragments. Pour
former un ls, il sut de onaténer alternativement n+1 sous-haînes à partir des
deux parents. Ce roisement herhe à explorer tout l'espae de solutions possibles
en réant des desendants ayant des aratéristiques très loin des parents ;
 roisement en 2-points : 'est un as partiulier du roisement en n-points. On
hoisit aléatoirement deux points de oupure pour réer les desendants ;
 roisement uniforme : ette tehnique génère des progénitures gène par gène
à partir des deux parents. Il existe deux versions de e roisement. La première,
onsiste à reopier les gènes du premier parent, à la même position, sur le premier
ls ou sur le deuxième, ave une probabilité égale à 0.5. Les gènes manquants de
haque ls sont omplétés à partir du père opposé sans hangement de positions.
La deuxième utilise un masque pour donner naissane à des progénitures. Si la
valeur du masque est égale à 1, l'enfant 1 reçoit l'allèle orrespondant du parent
1 et l'enfant 2 reçoit elui du parent 2. Sinon, l'éhange se fait dans l'autre sens
(Figure 2.5).
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Fig. 2.5  Croisement uniforme de deux hromosomes
2.3.5.2 Croisement réel
Nous avons signalé auparavant que le odage réel néessite des opérateurs génétiques
spéiques pour la manipulation des hromosomes. En eet, les opérateurs développés
pour le odage binaire, peuvent s'ils sont utilisés dans le adre d'un odage réel, générer
des solutions non admissibles qui ne respetent pas les ontraintes du problème étudié.
Nous allons par la suite dérire à titre d'exemple trois opérateurs de roisement : le
roisement d'ordre de base ylique, le roisement uniformément ontinu et le roisement
d'ordre maximal. Pour plus de détails sur d'autres opérateurs de roisement, le leteur
peut se référer à [Woo97℄.
 ordre de base ylique : pour réer un ls, il sut de opier une sous-haîne
d'un parent et de ompléter les gènes manquants à partir de l'autre parent en
maintenant l'ordre des gènes. Généralement, une fois deux hromosomes parents
séletionnés pour le roisement, deux points de oupures sont hoisis aléatoirement
sur haque parent. Ensuite on plae les sous-haînes entre les points de oupures
sur les deux ls dans la même position que les parents. Pour ompléter les gènes
manquants du ls 1, on ommene par insérer les gènes situés à droite du deuxième
point de oupure du parent 2 tout en gardant l'ordre des gènes et en ignorant les
gènes déjà pris. Le deuxième ls est omplété à partir du parent 1 de la même
manière que le ls 1. La gure 2.6 montre sur un exemple les étapes de e type de
roisement ;
 roisement uniformément ontinu : e roisement est proposé par [Alt95℄. Les
auteurs ont suggéré et opérateur pour produire des hromosomes valides. Un hro-
mosome X = (x1, x2, ..., xn) est valide lorsque :
∑n
i=1 xi = 1. Étant donnés deux
hromosomes valides X = (x1, x2, ..., xn) et Y = (y1, y2, ..., yn), les desendants









n) sont dénis de la façon suivante :
x′i = sxi+ (1− s)yi et y′i = (1− s)xi+ syi. Où s est une onstante hoisi à haque
itération aléatoirement dans l'intervalle [−0.5 , 0.5] ;
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Fig. 2.6  Croisement d'ordre de base ylique
 roisement d'ordre maximal : e type de roisement a pour objetif de garder
le maximum possible les positions et l'ordre des gènes. On ommene par hoisir
aléatoirement deux points de oupure. Les sous-haînes situées au milieu sont inter-
hangées. Les gènes manquants sont par la suite omplétés à partir de haque père
en allant de gauhe à droite et en hoisissant le premier aratère disponible. A la
diérene du roisement de base ylique, le ls 1 est omplété à partir du parent
1 et le ls 2 à partir du parent 2. La gure 2.7 illustre un exemple de roisement
d'ordre maximal.
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Fig. 2.7  Croisement d'ordre maximal
2.3.6 Mutation
La mutation est dénie omme étant la modiation aléatoire d'une partie d'un
hromosome. C'est un phénomène qui joue le rle de bruit et empêhe l'évolution de se
ger. Elle permet d'assurer une reherhe aussi bien globale que loale, selon le poids et
le nombre de bits mutés.
Il existe de nombreuses manières de mutation d'un hromosome. Pour un problème
utilisant le odage binaire, la mutation la plus onnue onsiste à inverser la valeur d'un
bit hoisi aléatoirement. Pour le odage réel, les opérateurs de mutation les plus onnus
sont les suivants :
 l'opérateur d'inversion simple : il onsiste à hoisir aléatoirement deux points
de oupure et inverser les positions des bits situés au milieu ;
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 l'opérateur d'insertion : et opérateur onsiste à séletionner au hasard un bit
et une position dans le hromosome à muter, puis à insérer le bit en question dans
la position hoisie ;
 l'opérateur d'éhange réiproque : 'est un opérateur de mutation qui permet
de séletionner deux bits et les inter hanger.
La mutation joue un rle seondaire par rapport au roisement. Elle est utilisée pour
introduire de légères modiations à ertains individus de la population. C'est pour ça
qu'on lui attribue généralement une faible probabilité (hoisie entre 0.001 et 0.01 ou xée
à la valeur inverse de la longueur du hromosome).
2.3.7 Valeurs des paramètres
Les paramètres qui onditionnent la onvergene d'un algorithme génétique sont la
taille de la population d'individus, le nombre maximal de générations, la probabilité
de roisement et la probabilité de mutation. Les valeurs de tels paramètres dépendent
fortement de la problématique étudiée : de sa taille, du nombre de variables, et. Des
reherhes ont été menées dans e domaine par [EHM99℄, [Jon75℄ et [LT94℄ ont montré
la diulté de xer de tels paramètres. Il existe néanmoins des valeurs, prohes de elles
de la nature qui permettent d'obtenir de bons résultats. Par exemple, la probabilité de
roisement appartient à l'intervalle [0.7 , 0.99]. De même, la probabilité de mutation est
souvent hoisie dans l'intervalle [0.0001 , 0.01]. En eet, une mutation ave une grande
probabilité perturbe la onvergene en induisant une osillation de la valeur moyenne du
ritère à optimiser. En revanhe, un faible taux de mutation permet d'assurer une bonne
exploration de l'espae de reherhe. An d'aélérer la onvergene de l'algorithme gé-
nétique, la taille de la population n'exède pas en général la valeur de 1000. Le hoix
d'une population de faible eetif onduira à l'obtention d'un optimum loal. Par ontre,
une grande population engendrera un temps de alul exessif.
Bien évidement, es valeurs ouramment utilisées ne sont là qu'à titre d'exemple.
Des algorithmes génétiques diérents auront ertainement des valeurs diérentes des
paramètres. Pour trouver les bonnes valeurs des paramètres, [Woo97℄ a suggéré l'exéu-
tion de l'algorithme génétique plusieurs fois ave des valeurs diérentes des paramètres
génétiques. Parfois, il n'est pas évident de xer expérimentalement es valeurs, il est
néessaire don d'avoir reours à l'expériene humaine et à l'intuition.
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2.4 Les algorithmes génétiques et l'optimisation multiob-
jetif
Nous vous avons dérit, la résolution par les algorithmes génétiques, d'une fontion
mono objetif. Par ontre, dans le problème que l'on renontre, la modélisation suivant
un seul ritère est trop restritive et donne des résultats tronqués. C'est pour ela que
l'on s'intéresse aux problèmes d'optimisation multiobjetif.
Dans un problème multiobjetif on ne parle plus de notion d'optimalité. On aborde
une nouvelle notion, à savoir la Pareto optimalité. Mathématiquement, le onept de
Pareto optimalité peut être déni de la manière suivante : onsidérons (sans perdre de
généralité), le problème de maximisation déni par l'équation 2.4 où m est le nombre de
paramètres (ou variables de déision), n est le nombre d'objetifs, x = (x1, x2, . . . , xn) ∈
X (X est l'espae de solutions réalisables) et y = (f1, f2, . . . , fn) ∈ Y .
y = f(x) = (f1(x), f2(x), ..., fn(x)) (2.4)
Un veteur x ∈ X domine un veteur x′ ∈ X, on note aussi x ≻ x′ ssi :
∀ i ∈ {1, 2, ..., n} fi(x) ≥ fi(x′) (2.5)
∃ j ∈ {1, 2, ..., n} / fj(x) > fj(x′) (2.6)
Un veteur x ∈ X est dit Pareto optimal s'il n'est dominé par auun autre veteur
de X.
Contrairement aux problèmes mono objetif, le but d'une optimisation multiobjetif
onsiste à trouver plusieurs solutions Pareto optimales. Or les méthodes lassiques de
résolution ne génèrent qu'une seule solution Pareto optimale à la fois ou prohe de
Pareto optimale. Pour obtenir plusieurs solutions Pareto optimales, es méthodes sont
appliquées plusieurs fois. Cependant, les algorithmes génétiques sont très utilisés dans le
traitement d'un problème d'optimisation multiobjetif. En témoigne le nombre important
de travaux qui ont été publiés dans e domaine [Alt95℄, [FP95℄, [MRTD01℄ et. Le fait que
les algorithmes génétiques manipulent une population de plusieurs individus, ei permet
de visiter plusieurs parties de l'espae de reherhe, et par onséquent d'augmenter la
probabilité de trouver plusieurs solutions Pareto optimales en une seule itération.
L'adaptation des algorithmes génétiques aux problèmes d'optimisation se fait par le
bias de l'opérateur de séletion. Nous allons par la suite passer en revue les diérents
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types de séletion des algorithmes génétiques traitant de l'optimisation multiobjetif.
Plusieurs lassiations de es algorithmes ont été proposées par Fonsea et al. [FP95℄,
Zitzeler et al. [ZT98b℄, [Col02℄ et Talbi [Tal99℄. Ces lassiations se basent sur plusieurs
notions telles que l'utilisation ou non de la notion de Pareto et l'agrégation des objetifs
pour se ramener à un problème mono objetif.
Nous allons par la suite expliquer le prinipe des méthodes d'optimisation multiob-
jetif les plus utilisées dans la littérature. Les méthodes itées seront lassées selon l'uti-
lisation ou non du prinipe d'optimalité au sens Pareto.
2.4.1 Les méthodes non Pareto
Ces méthodes privilégient, ou bien la reherhe dans une seule diretion en agrégeant
les fontions objetif dans une seule fontion salaire, ou bien la reherhe dans des
diretions multiples mais en ignorant les relations de dependene entre les objetifs.
2.4.1.1 La méthode de pondération d'objetifs
Cette méthode basée sur l'agrégation des objetifs a été proposée par Hajela et Lin
[HL92℄. C'est probablement parmi les méthodes lassiques les plus simples. Le prinipe






Les poids wi sont des réels appartenant à l'intervalle ]0 , 1[ et vérient la ondition
suivante:
∑n
i=1 = 1. Pour failiter le traitement, les poids wi sont généralement odés
à l'intérieur du hromosome. Ave ette méthode, la solution optimale est ontrlée par
le veteur poids w. Il est lair d'après l'équation 2.7 que la préférene d'un objetif par
rapport aux autres objetifs peut être hangée en modiant la valeur du poids orrespon-
dant. Mathématiquement, une solution obtenue par des poids équivalents des objetifs
engendre moins de onits.
En général, haque objetif est optimisé à part et ensuite les valeurs des autres
fontions objetifs sont alulées. Par onséquent, un veteur poids est hoisi selon le
degré d'importane de haque objetif et ensuite, le problème mono objetif déni ave
l'équation 2.7 est utilisé pour trouver la solution désirée. L'avantage de ette méthode
est la possibilité d'optimiser haque objetif à part et don l'obtention d'une solution
Pareto optimale.
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2.4.1.2 La méthode basée sur une métrique
Cette méthode a été présentée par Srinivas et Deb dans [SD94℄. Ave une telle teh-
nique, l'agrégation des diérentes fontions objetif est eetuée en utilisant un veteur
seuil y¯ donné en général par un expert. Ce veteur reète le niveau demandé à atteindre
par haque fontion objetif (il peut être une borne supérieure ou inférieure dans le as
d'un problème d'ordonnanement). La fontion mono objetif résultant de l'agrégation






, 1 ≤ r ≤ ∞ (2.8)
Généralement, une distane métrique r = 2 est utilisée, en xant y¯ aux valeurs opti-
males des fontions objetif (en onsidérant haque objetif indépendamment des autres).
Il est lair que la solution obtenue en résolvant l'équation 2.8 dépend largement du ve-
teur seuil y¯. Un hoix arbitraire de e veteur peut inhiber la génération de solutions
Pareto optimales.
Cette méthode est semblable à elle de pondération des objetifs. La seule diérene
est que dans ette méthode, la valeur optimale (à la limite une bonne valeur) de haque
fontion objetif est exigée. Par ontre, dans la méthode préédente, l'importane relative
de haque objetif est demandée.
2.4.1.3 La méthode Vetor Evaluated Geneti Algorithm : VEGA
Shaer [Sh85℄ est probablement le premier à avoir appliqué les algorithmes géné-
tiques à l'optimisation multiobjetif. Il a proposé une méthode génétique pour traiter un
problème d'optimisation multiobjetif sans avoir à agréger les fontions objetif en une
seule fontion.
Cette méthode, appelée Vetor Evaluated Geneti Algorithm (VEGA), permet la sé-
letion des individus en onsidérant haque fois un seul objetif. Le prinipe du VEGA
onsiste à répartir la population initiale d'individus en n groupes (n étant le nombre
de fontions objetif). A haque groupe est assoiée une fontion objetif. Cette fon-
tion objetif permet de déterminer l'eaité d'un individu au sein du groupe. Ensuite,
les individus sont mélangés et l'algorithme génétique lassique (séletion, roisement et
mutation) est appliqué.
Collette [Col02℄ onsidère que l'inonvénient de ette méthode est l'obtention, en n
d'optimisation, d'une population onstituée d'individus moyens dans tous les objetifs.
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Une telle population ne permet pas d'obtenir une surfae de ompromis bien dessinée.
De plus, il a été montré que ette méthode est équivalente à la méthode de pondération
des fontions objetif.
2.4.2 Les méthodes dites Pareto
Ces méthodes sont basées sur le alul des rangs des individus de la population en
s'appuyant sur la notion de dominane au sens Pareto. La séletion des individus est
eetuée selon les valeurs d'évaluation des individus (qui dépendent diretement des
rangs).
2.4.2.1 La méthode Multiple Objetive Geneti Algorithm : MOGA
Cette méthode est présentée dans plusieurs artiles et ouvrages dont [FP95℄. Elle se
base sur le prinipe de dominane au sens de Pareto pour déterminer l'eaité (tness)
de haque individu. Cette eaité est représentée en fontion d'un rang indiquant le
nombre d'individus qui dominent l'individu onsidéré. A tous les individus non dominés
on aete le rang 1. Les individus dominés auront alors un rang important et par onsé-
quent seront pénalisés et auront moins de hane d'être séletionnés pour la phase de
roisement.
Pour le alul de l'eaité, il sut de lasser les individus en fontion de leur rang,
ensuite, utiliser une fontion f(rang) (souvent linéaire : voir gure 2.8) pour l'interpola-
tion.











Fig. 2.8  Exemple de fontion d'eaité
L'avantage de ette méthode est la reherhe multidiretionnelle dans l'espae de
solutions admissibles. Néanmoins, ette reherhe favorise les individus non dominés ou
peu dominés en leur aetant une valeur d'eaité importante.
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2.4.2.2 La méthode Non dominated Sorting Geneti Algorithm : NSGA
Cette méthode proposée par Srinivas et Deb [SD94℄ se base sur le prinipe de alul
des rangs utilisé par la méthode MOGA. En plus, une méthode de nihe est utilisée pour
maintenir stables ertaines sous-populations de bonnes solutions. NSGA dière de l'algo-
rithme génétique lassique par l'opérateur de séletion. Les opérateurs de roisement et
de mutation restent identiques. Avant d'eetuer la séletion, la population d'individus
est hiérarhisée en ouhes selon le prinipe de dominane au sens de Pareto. Ensuite, les
individus non dominés de la population sont identiés pour onstituer la première ouhe.
A ette ouhe, on aete une eaité F très importante. An de maintenir la diversité
dans la population, les individus non dominés sont par la suite répartis uniformément
au sein de ette ouhe. La répartition est eetuée en aetant à haque individu une
nouvelle valeur d'eaité en divisant la valeur d'eaité de la ouhe onsidérée par
le nombre d'individus autour de l'individu en question. Le nombre d'individus, noté mi







1− ( dijσshare )2 si dij < σshare
0 si non
(2.10)
Ii, k désigne le nombre d'individus dans la ouhe onsidérée et dij est la distane
3
entre l'individu i et l'individu j. σshare est la distane phénotypique maximale permise
entre deux individus pour faire partie de la même nihe. Elle permet de dénir une zone
d'inuene pour le alul de l'eaité d'un individu.
Tous les individus de la première ouhe sont par la suite éliminés de la population
ourante. Le proessus préédent de onstrution de ouhes et de répartition ontinue
ave le reste de la population. A haque nouvelle ouhe on aete une valeur d'eaité
F déroissante. Cei privilégie lors de la séletion les individus des premières ouhes.
Par ontre, les dernières ouhes ontenant les solutions les moins adaptées au problème,
seront moins onsidérées. Cette propriété permet d'avoir une onvergene plus rapide
vers la surfae de ompromis. Le partage permet de maintenir une répartition uniforme
sur ette surfae. Collette [Col02℄ onsidère que la rédution des objetifs en une valeur
d'eaité obtenue en utilisant le lassement en fontion du rang, augmente l'eaité de
ette méthode. Néanmoins, ette méthode présente l'inonvénient d'être sensible au hoix
3. La plupart des algorithmes utilisent la distane phénotypique appelée aussi distane de Hamming.
Cette distane se base sur le nombre de phénotype diérents entre deux individus.
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de la valeur de σshare. Pour ette méthode, le nombre de omparaisons eetuées sur une
population pour une génération est le même que pour la méthode MOGA. Cependant, un
surplus de aluls dû à la repartition apparaît. Ce surplus est proportionnel à N.(N − 1)








































































































Fig. 2.9  Diagramme de NSGA
2.4.2.3 La méthode Weighted Average Ranking : WAR
Cette méthode s'inspire de la méthode MOGA. la diérene réside dans la manière
dont la relation de dominane est établie entre deux solutions. En eet, la méthode WAR
onsiste à aluler le rang de haque individu de la population par rapport aux diérents
objetifs séparément. Le rang d'un individu x est alulé selon l'équation 2.11. Ensuite,






2.4.2.4 La méthode élitiste
La méthode élitiste onsiste à maintenir une sorte de population arhive qui ontien-
dra les meilleurs solutions non dominées renontrées au long de la reherhe. Cette popu-
lation partiipera aux étapes de séletion et de reprodution. La population élitiste peut
être initialisée omme elle peut être onstruite lors de la reherhe. L'initialisation est
eetuée en optimisant un seul objetif tout en gardant les autres xes. De ette façon,
les solutions générées par l'algorithme génétique seront reparties entre es solutions ex-
trêmes. En eet, es solutions non dominées de génération en génération, transmettront
leurs aratéristiques aux autres individus. Parmi les méthodes d'optimisation multiob-
jetif élitiste les plus réentes, nous pouvons iter elle de Zitzler et Thiele [ZT98a℄.
2.5 Les algorithmes génétiques et l'ordonnanement
Les algorithmes génétiques sont de plus en plus utilisés pour résoudre des problèmes
d'optimisation ombinatoire et en partiulier pour résoudre des problèmes d'ordonnan-
ement [HM94℄. Les problèmes d'ordonnanement traités par les algorithmes génétiques
sont divers. Ils onernent à la fois l'ordonnanement de la prodution et l'ordonnan-
ement de la maintenane [BS98℄. La plupart des problèmes d'ordonnanement traités
s'intéressent à l'optimisation d'un seul objetif (le makespan, le retard max, la somme
des retards, le nombre de tâhes en retard, et). Ave l'apparition des algorithmes géné-
tiques multiobjetif, le as d'optimisation de plusieurs ritères est onsidéré [MRTD01℄,
[PRJ01b℄.
Une lassiation de es problèmes selon une omplexité roissante est introduite par
Portmann et al. dans [PV01℄. Les premiers problèmes onsidérés sont des problèmes à
une mahine pour lesquels le odage est un odage de permutation. Le as de l'ordon-
nanement d'atelier de type job shop est ensuite onsidéré an de mettre en évidene le
fait que les odages de permutation ne sont pas satisfaisants pour e type de problème
et qu'il faut les adapter ou hanger de type de odage. Le as des mahines parallèles
est introduit en onsidérant l'ordonnanement des ateliers de type ow shop hybride.
L'ordonnanement des ateliers de type open shop est également étudié en utilisant les
algorithmes génétiques [FRC93℄. Nos travaux abordent l'ordonnanement dans un atelier
de type job shop en utilisant les algorithmes génétiques.
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2.5.1 Les algorithmes génétiques appliqués à l'ordonnanement du job
shop
Davis [Dav85℄ est le premier à avoir démontré la possibilité d'utiliser un algorithme
génétique pour résoudre le job shop, et depuis, un nombre important d'artiles et d'ou-
vrages utilisant ette tehnique artiielle a vu le jour. La majeure diérene entre es
algorithmes réside dans la représentation génétique des hromosomes. Deux types de
odages peuvent être distingués. Le premier utilise un odage diret dans lequel toute
l'information est présente dans le hromosome. Le deuxième déporte la diulté du
problème d'ordonnanement à l'extérieur du odage, en utilisant un odage indiret.
2.5.1.1 Codage diret
Dans un odage diret, le hromosome doit représenter une solution omplète du
problème traité. Ce dernier doit ontenir toutes les informations utiles à la réation de
l'ordonnanement. Toutes les dates de début des tâhes ainsi que leur aetation doivent
être représentées dans le gène pour haque ourrene. De plus, les informations dans le
gène doivent tenir ompte des ontraintes de préédene. Dans e as, les opérateurs de
roisement et de mutation sont adaptés ave e type de odage pour ne pas générer des
solutions inadmissibles (ne satisfaisant pas au moins une ontrainte). Pour éviter un tel
problème, on peut ajouter au sein de l'algorithme génétique un méanisme de détetion
de solutions inadmissibles pour eetuer un traitement de reparation. La diulté d'un
tel odage réside dans la représentation lourde des données au sein des hromosomes
ainsi que dans la diulté d'adapter les opérateurs génétiques.
Le odage le plus simple pour résoudre le problème de job shop est elui présenté par
Yamada et Nakano [YN92℄. Il onsiste à insérer dans le hromosome les dates de n des
tâhes ainsi qu'un algorithme pour réaliser des ordonnanements atifs. Le tableau 2.3
montre un exemple de hromosome utilisant e type de odage réalisé sur le problème du
job shop de taille 3× 3 ité dans le tableau 1.3 du hapitre préédent. Le symbol oij(pij)
représente le fait que la jme opération du ime job se termine à la date pij .
Les jobs oij(pij)
J1 o11(3) o12(6) o13(11)
J2 o21(5) o22(8) o23(12)
J3 o31(3) o32(7) o33(12)
Tab. 2.3  Codage diret de Yamada et Nakano
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2.5.1.2 Codage indiret
Ce odage est le plus utilisé pour dérire les hromosomes d'un problème de job shop.
En eet, il n'y a pas besoin d'introduire toutes les informations dérivant le problème
au sein du hromosome. Au ontraire, il sut de générer des hromosomes dont les
gènes ontiennent des listes de priorité ou des heuristiques. Il est néessaire dans e as
d'utiliser un ordonnaneur pour transformer tout hromosome en une solution eetive.
Ce dernier s'appuie sur les ontenus du hromosome pour déterminer les dates de début
des opérations et par la suite, de déduire la valeur du ritère étudié. Il existe deux types
d'ordonnaneur :
 le premier,First In First Out (appelé aussi FIFO) aete les opérations dans leurs
ordres d'apparition dans le hromosome. Auun retard n'est permis quand à l'af-
fetation des opérations : dès que la ressoure est disponible, la première opération
sur la liste d'attente est prise en ompte. Ce type d'ordonnaneur génère des or-
donnanements semi atifs ;
 le deuxième, left-shift permet d'aeter les opérations sur les ressoures le plus
tt possible. Comme son nom l'indique, et ordonnaneur déale haque opération
à gauhe sans faire tarder auune autre opération. Cette manière d'ajustement
permet parfois de hanger le séquenement des opérations donné par l'algorithme
génétique. Les ordonnanements obtenus après ajustement sont atifs. L'utilisation
de et ordonnaneur perfetionne les résultats de l'algorithme génétique.
Les odages indirets les plus utilisés dans la littérature sont ités dans le tableau
2.4. Une étude présentée par Ponnambalam et al. [PRJ01a℄ dans laquelle les auteurs ont
évalué et omparé les quatres premiers types de odage ités dans le même tableau. Nous
allons par la suite développer es quatre opérateurs à travers le même exemple utilisé
auparavant.
 odage basé sur les opérations : ette représentation génétique utilise des en-
tiers pour oder les ordonnanements au sein des hromosomes. Il existe deux
versions diérentes de e odage. La première, onsiste à désigner les opérations
diéremment les unes des autres par des entiers (omme le odage du problème du
voyageur du ommere où haque ville reçoit un symbol diérent). Malheureuse-
ment, e odage peut générer des hromosomes amenant à des solutions inadmis-
sibles dont les ontraintes de préédene ne sont pas respetées. Pour éviter et
inonvénient, Gen et al [GTK94℄ ont proposé un nouveau odage des opérations.
Les auteurs ont désigné les opérations d'un même job par le même symbole et
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Type de odage Référene
Codage basé sur des listes de préférene Croe et al. [?℄
Codage basé sur des règles de priorité Dorndorf et Pesh [DP95℄
Codage basé sur les opérations Gen et al. [GTK94℄
Codage basé sur les opérations Fang et al. [FRC93℄
Codage basé sur les jobs Holsapple [HVPZ93℄
Codage basé sur le graphe disjontif Tamaki et Nishikawa [TN92℄
Codage basé sur les relations entre les paires des jobs Nakano et Yamada[NY91℄
Codage basé sur des listes de préférene Davis [Dav85℄
Tab. 2.4  État de l'art des odages génétiques du job shop
ensuite, es mêmes opérations sont interprétées selon leur ourrene d'apparition
dans le hromosome. Chaque job apparaît exatement m fois dans la séquene (m
étant le nombre de mahines). Il est évident que tout hromosome généré utilisant
e type de odage est valide. Pour transformer le hromosome en ordonnanement,
il sut d'extraire à partir du hromosome, l'ordre de passage des opérations sur
les mahines.
A titre d'exemple, onsidérons le même exemple présenté au tableau 1.3 du hapitre
1. Supposons qu'un hromosome généré par l'algorithme génétique est omme suit :
(2 3 3 1 2 1 3 2 1). L'entier 1 désigne les opérations du job J1, l'entier 2 désigne
les opérations du job J2 et l'entier 3 désigne les opérations du job J3. Chaque job
apparaît exatement trois fois pare qu'il ontient trois opérations. Par exemple, le
job J1 possède trois 1 dans la séquene. Le premier 1 désigne la première opération
du J1, le seond 1 désigne la deuxième opération du J1 et le troisième 1 désigne
la troisième opération du même job. L'ordre de passage des opérations sur les
mahines est donné par la gure 2.10 ;
        
    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Fig. 2.10  Codage basé sur les opérations : [GTK94℄
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 odage basé sur les jobs : un hromosome est formé par une liste de n entiers
représentant les numéros des diérents jobs. Pour obtenir un ordonnanement à
partir du hromosome, il sut d'aeter aux mahines les opérations de haque
job séparément et selon l'ordre d'apparition du job dans le hromosome.
Cette représentation génétique permet de n'obtenir que des hromosomes valides,
e qui évite un traitement supplémentaire pour supprimer les solutions non ad-
missibles (ou parfois d'eetuer des opérations de réparation). Comparé au odage
préédent, e odage fournit des hromosomes de taille très réduite. Cei ne permet
pas une exploration exhaustive de l'espae des ordonnanements admissibles.
Pour illustrer le fontionnement de e odage, prenons toujours le même exemple
que préédemment. Un hromosome peut être sous la forme suivante : (3 2 1). Dans
e as on exéute toutes les opérations du job J3 (le plutt possible), ensuite les
opérations du job J2 et enn les opérations du job J1. La gure 2.11 montre ave











































Fig. 2.11  Codage basé sur les jobs : [HVPZ93℄
 odage basé sur des listes de préférene : e odage a été utilisé pour la
première fois par Davis en 1985 [Dav85℄ pour l'étude d'un problème d'ordonnane-
ment. Ensuite, Falkenauer et Bououix [FB91℄ l'ont adapté en 1991 au problème
du job shop ave des dates au plus tt et des dates au plus tard. La première
utilisation de e odage pour le job shop revient en 1995 par Croe et al. [CTV95℄.
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Pour un job shop onstitué de n jobs et m mahines, le odage basé sur des listes
de préférene est omme suit : un hromosome est subdivisé en m sous-haînes de
taille identique égale à n. Chaque sous-haîne représente une mahine partiulière
ave les opérations devant s'exéuter sur elle. L'ordre d'apparition des opérations
dans haque sous-haîne ne dérit pas forément le séquenement des opérations
sur la mahine, mais plutt un ordre de préférene. Nous obtenons ainsi à partir
d'un hromosome, une liste de préférene de passage des opérations pour haque
mahine. Pour obtenir un ordonnanement eetif, on peut utiliser une simulation
qui analysera l'état de la le d'attente devant haque mahine et aetera les
opérations en utilisant (si néessaire) les listes de préférene (i.e l'opération qui
gure en tête de la liste de préférene est séletionnée). Ce type de odage ne
génère que des hromosomes valides.
Nous allons maintenant illustrer le fontionnement de e odage à travers le même
exemple étudié préédemment. Considérons le hromosome : [(3 1 2) (1 2 3) (2 3 1)].
Le premier gène (3 1 2) est la liste de préférene de la mahine M1, le deuxième
gène (1 2 3) est la liste de préférene de la mahine M2 et le troisième gène (2 3 1)
est la liste de préférene de la mahine M3. L'aetation des opérations sur les
mahines se fait à haque fois en déterminant la liste des opérations andidates
(elles qui gurent en tête de liste et respetant les ontraintes de préédene). Si
à un moment donnée, auune opération tête de liste n'est ordonnançable, alors on
passe aux opérations suivantes de haque liste. Les diérentes étapes d'aetation
des opérations selon le hromosome i-dessus sont montrées dans le tableau 2.5.
Étapes Opérations ordonnançables : Oor
Étape 1 Oor = {∅}
Étape 2 Oor = {J1 sur M1}
Étape 3 Oor = {J1 sur M2}
Étape 4 Oor = {∅}
Étape 5 Oor = {J2 sur M1, J3 sur M2, J1 sur M3}
Étape 6 Oor = {J3 sur M1, J2 sur M3}
Étape 7 Oor = {J2 sur M2, J3 sur M3}
Tab. 2.5  Codage basé sur des listes de préférene : aetation des opérations
 odage basé sur des règles de priorité : omme 'est indiqué dans le premier
hapitre, les règles de priorité sont largement utilisées pour résoudre le problème du
job shop. Cependant es règles sont utilisées indépendamment les unes des autres.
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Il revient à Dorndorf et Pesh en 1995 [DP95℄ de proposer une méthode ombinant
plusieurs règles d'aetation pour l'exéution des opérations. En eet, es auteurs
ont développé un nouveau odage génétique basé sur une liste de règles d'ordon-
nanement (voir tableau2.6). Un hromosome est ainsi formé par une séquene de
odes représentant es règles. Le rle de l'algorithme génétique est de herher la
bonne séquene de règles ramenant à un bon ordonnanement.
Pour un problème de job shop onstitué de n jobs et m mahines, un hromosome
odé selon les règles de priorité est une séquene de n×m éléments (p1, p2, ..., pnm).
Chaque élément pi représente une règle d'aetation (une règle peut apparaître plu-
sieurs fois) et permet de résoudre le onit pouvant exister à la ime itération de
l'aetation des opérations. Si plusieurs opérations ont la même valeur du ritère
envers la règle, alors on hoisie aléatoirement l'opération à exéuter. Le prinipe
d'aetation des opérations se basant sur e type de odage est détaillé par l'algo-
rithme 2.1.
Pour illustrer le fontionnement du odage basé sur les règles de priorité, onsidé-
rons toujours le même exemple de job shop de taille 3× 3. Supposons qu'un hro-
mosome généré par l'algorithme génétique soit le suivant : (1, 0, 3, 7, 5, 2, 4, 6, 3).
Chaque élément du hromosome représente le ode d'une règle d'aetation per-
mettant de régler un éventuel onit (voir tableau 2.6).
 itération 1 :
 S1 = {J1, J2, J3} ;
 d∗1 = min{3, 2, 3} = 2 ;
 M∗ = M1 ;
 C1 = {J1, J2} ;
 le premier élément du hromosome étant le hire 1 représentant la règle
LOT. Utilisant ette règle pour hoisir parmi les opérations en onit
elle devant s'exéuter en premier (soit la première opération du job J1).
 itération 2 :
 S2 = {J1, J2, J3} ;
 d∗2 = min{3, 2, 3} = 2 ;
 M∗ = M1 ;
 C2 = {J2} ;
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Algorithme 2.1 Ordonnanement basé sur les règles de priorité
Entrée : OPt : ordonnanement partiel ontenant t opérations ;
St : ensemble d'opérations ordonnançables à la t
me
itération ;
ri : date de début au plus tt de l'opération i ∈ St ;
di : date de n au plus tt de l'opération i ∈ St ;
Ci : ensemble d'opérations en onit à l'itération i ;
(p1, p2, ..., pnm) : un hromosome généré par l'algorithme génétique.
Début
t← 1
OP1 : ordonnanement partiel vide
S1 ← {opérations sans prédéesseurs}
Tant que il existe des opérations non aetées faire
- déterminer d∗t = mini∈St{di} ;
- déterminer la mahine M∗ sur laquelle l'opération devant ommener à d∗t . S'il
existe plusieurs mahines, hoisir une aléatoirement ;
- déterminer l'ensemble Ct = {i ∈ St / ri < d∗t et M(i) =M∗} ;
- soit i∗ ∈ Ct l'opération séletionnée en utilisant la règle pt. Si plusieurs opérations
sont séletionnées, hoisir une aléatoirement ;
- OPt+1 ← OPt
⋃{i∗} ;
- t← t+ 1.
Fin tant que
Fin
Sortie : l'ordonnanement OPn×m
 on aete la première opération du job J2 sans avoir reours à auune
règle (pas de onit).
 itération 3 :
 S3 = {J1, J2, J3} ;
 d∗3 = min{3, 3, 3} = 3 ;
 M∗ ∈ {M2, M3} ;
 hoisir aléatoirement une mahine (soit M∗ = M2) ;
 C3 = {J1, J3} ;
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 le troisième élément du hromosome étant le hire 3 représentant la règle
LPT. L'opération séletionnée étant la deuxième opération du job J1.
 ontinuer es itérations jusqu'à l'obtention d'un ordonnanement omplet à














Fig. 2.12  Ordonnanement basé sur les règles de priorité
Code Règle de priorité Desription
0 SOT (Shortest Operation Time) L'opération ayant le temps opératoire le plus ourt sur la ma-
hine onsidérée
1 LOT (Longest Operation Time) L'opération ayant le temps opératoire le plus long sur la mahine
onsidérée
2 SPT (Shortest Proessing Time) Le job ayant la somme des temps opératoires la plus ourte
3 LPT (Longest Proessing Time) Le job ayant la somme des temps opératoires la plus longue
4 SNRO (Smallest Number of Remaining
Operations)
L'opération ayant le petit nombre de suesseurs
5 LNRO (Largest Number of Remaining
Operations)
L'opération ayant le grand nombre de suesseurs
6 LRPT (Longest Remaining Proessing
Time)
L'opération ayant le temps restant du job le plus long
7 SRPT (Shortest Remaining Proessing
Time)
L'opération ayant le temps restant du job le plus ourt
Tab. 2.6  Exemple de règles de priorité
Une évaluation de es quatre types de odage a travers un ensemble de benhmarks
est réalisée par Ponnambalam et al. [PRJ01a℄. Selon le ritère d'optimisation étudié
(Cmax), le odage basé sur des listes de préférene permet d'avoir les meilleurs résul-
tats. Par ontre, il est le moins rapide au niveau du temps CPU. Le odage le moins
performant au niveau du temps CPU et du ritère d'optimisation est le odage basé sur
les règles de priorité. En eet, e type de odage ne permet pas de régler les onits
entre les opérations ayant le même lassement par l'une des règles d'aetation. Il est
probablement plus pratique de onstituer les gènes du hromosome par plusieurs règles.
Si plusieurs opérations en onit ont le même lassement par la première règle, on utilise
la deuxième règle et ainsi de suite.
2.5 Les algorithmes génétiques et l'ordonnanement 73
2.5.1.3 Les opérateurs génétiques
La limitation du odage binaire a fait que les algorithmes génétiques utilisés pour
résoudre le problème du job shop se basent tous sur des odages réels. Cei néessite
des opérateurs génétiques bien spéiques pour la prodution de hromosomes valides.
Ainsi, selon le type de odage, on peut adapter l'un des opérateurs de roisement et de
mutation dénis dans la première partie de e hapitre.
Nous allons dérire par la suite deux autres opérateurs de roisement réés spéiale-
ment pour le job shop et basés sur le odage des opérations. Le premier, appelé GOX
(Generalized Order Crossover), a été proposé par Bierwirth en 1995 [Bie95℄. Il permet
de respeter l'ordre relatif des opérations. Le prinipe de e roisement est le suivant :
hoisir aléatoirement une sous-haîne du premier parent, ensuite, supprimer tous es élé-
ments du deuxième parent en respetant leurs indies relatifs. Pour obtenir un ls, on
omplète les éléments du deuxième parent en insérant la sous haîne dans la position de
son premier élément avant la proédure de suppression. A titre d'exemple, onsidérons
les deux hromosomes parents p1 et p2 suivants :
p1 = 3 2 2 2 3 1 1 1 3
p2 = 1 1 3 2 2 1 2 3 3
La sous-haîne onstituée des éléments soulignés est séletionnée du hromosome p1.
Elle est omposée de deux opérations du job J2 (la deuxième et la troisième), d'une
opération du job J3 (la deuxième opération) et d'une opération du job J1 (la première).
Ces opérations sont supprimées du parent p2 (les éléments en gras). La sous-haîne est
ensuite insérée au parent p2 dans la position de la deuxième opération du deuxième
job (la position de l'opération en gras et soulignée). Le hromosome ls résultant de e
roisement est le suivant :
f = 1 3 2 2 2 3 1 1 3
On peut appliquer e type de roisement sur les deux parents en même temps an
de produire deux hromosomes ls.
Mattfeld [Mat96℄ propose de modier le roisement préédent pour tenir ompte des
positions absolues des opérations plutt que de leurs positions relatives. La diérene
entre e nouveau opérateur de roisement appelé GPX (Generalized Position Crossover)
et le roisement GOX réside dans la dernière étape d'insertion de la sous-haîne séle-
tionnée du premier parent. En eet la sous-haîne d'opérations séletionnée est insérée
dans le deuxième parent dans la même position où elle était dans le premier parent.
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Si on onsidère les mêmes hromosomes préédents, le roisement GPX produit le ls
suivant : f = 1 3 2 2 3 1 2 1 3.
2.5.1.4 Les valeurs des paramètres génétiques
dans le adre de l'ordonnanement du job shop ave les algorithmes génétiques, Matt-
feld [Mat96℄ a suggéré un taux de roisement pc = 0.6 et un taux de mutation pm = 0.03.
Le taux de mutation doit tenir ompte des mutations impliites produites par le roi-
sement. En eet, les opérateurs de roisement tels que GOX et GPX introduisent une
quantité onsidérable de mutations impliites. Par onséquent, un taux de mutation
relativement petit est susant pour maintenir la diversité de population.
La taille de la population est un paramètre ruial pour une bonne performane de
l'algorithme génétique. Si ette taille est trop petite, alors la onvergene de l'algorithme
est souvent prématurée. Au ontraire, si la taille de la population est trop grande, on
obtient en général une saturation de la mémoire utilisée. Il y a deux tendanes pour
xer la taille de la population. La première onsiste à travailler ave une population de
petite taille et exéuter l'algorithme plusieurs fois. La deuxième onsiste à utiliser une
population de grande taille et de se limiter au niveau de nombre d'exéutions.
Conernant le ritère d'arrêt, la littérature propose trois types diérents. Le premier
onsiste à xer un nombre d'itérations de l'algorithme (le nombre de yles génétiques).
Le deuxième permet d'arrêter la proédure de reherhe si au bout de quelques itéra-
tions auune amélioration n'est produite. Le troisième ritère d'arrêt est plus exible, il





Ce hapitre a permis d'introduire les prinipes de base des algorithmes génétiques.
Ces tehniques stohastiques s'inspirent des phénomènes réels tels que l'évolution et la
séletion pour explorer et exploiter des espaes de reherhe de grande taille.
Les algorithmes génétiques résolvent des problèmes NP-diiles. En partiulier, les
problèmes d'ordonnanement tel que le job shop. En eet, l'appliation des algorithmes
génétiques pour résoudre le job shop a onnu et onnaît enore un grand essor.
4. L'entropie est une mesure numérique utilisée pour aluler la diversité génotypique de la population
[Mat96℄. Pour le job shop, Mattfeld a proposé de aluler l'entropie en fontion de la fréquene des ars
dans le hemin Hamiltonien des mahines.
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De nombreux travaux sur le odage et sur les opérateurs génétiques ont déjà permis
d'obtenir des résultats enourageants.
Le hoix des paramètres génétiques tels que la taille de la population d'individus,
les probabilités de roisement et de mutation et le ritère d'arrêt, demeure le soui que
l'on renontre lorsqu'on veut utiliser les algorithmes génétiques. Souvent il faut faire
appel à une expérimentation importante pour trouver les valeurs des paramètres les plus
performants. De plus, le odage des solutions est parfois diile à réaliser.
Nous avons montré dans e hapitre l'adaptation des algorithmes génétiques au trai-
tement d'un problème d'optimisation multiobjetif. La manipulation et la génération
d'une population de plusieurs individus, permettent de visiter plusieurs parties de l'es-
pae de reherhe en fontion d'objetifs diérents, e qui fait augmenter la probabilité
de trouver plusieurs solutions Pareto optimales en une seule itération.
Les résultats obtenus par les algorithmes génétiques sont probants, et nous prenons
appui sur les solutions obtenues, pour proposer une méthode de résolution du job shop
au hapitre suivant. L'étude de la population de bonnes solutions générées par les al-
gorithmes génétiques, par des méthodes analysant les données omme le proessus de
l'ECD (Extration de Connaissane à partir des Données), nous permettra d'expliquer
les solutions obtenues, par des aratéristiques du problème de job shop. Cette étude
permettra d'extraire des règles d'ordonnanement ou de onnaissane dans un atelier de
job shop. Ces règles d'ordonnanement onstitueront une heuristique ayant les mêmes
performanes que l'algorithme génétique dans la résolution du même type de problèmes,




génétiques pour la résolution du job
shop
Nous étudions dans e hapitre l'ordonnanement dans un atelier de type job shop.
Cette étude prend en ompte uniquement les ontraintes de prodution en supposant
que les mahines sont disponibles et ne sont pas sujettes à d'éventuelles pannes.
Nous proposons une démarhe partiulière qui onsiste à étudier un ensemble de
bonnes solutions du problème, et à faire le lien entre et espae solution et l'espae de
dénition du problème. Pour e faire, nous extrayons des règles d'ordonnanement,
en adaptant un proessus d'Extration de Connaissane à partir des Données. Ce
proessus omposé de quatre étapes, a permis d'élaborer une heuristique en utilisant
des règles d'ordonnanement générées à partir d'un ensemble de bonnes solutions.
Ces solutions fournies par un algorithme génétique, onernent des problèmes ayant
six jobs et six mahines. Nous validerons ette heuristique en omparant ses résultats
obtenus sur des benhmarks de diérentes tailles, à d'autres méthodes approhées.
La même démarhe d'ECD à l'exeption de l'étape de post-traitement sera de nou-
veau appliquée à un problème de job shop de taille plus grande (quinze jobs et inq
mahines). Les règles trouvées seront diretement utilisées pour l'aetation des opé-
rations sur les mahines. Pour valider es règles d'ordonnanement, nous séletion-




Dans e hapitre, nous nous intéressons au problème du job shop sans tenir ompte
des ontraintes de disponibilité des mahines. Ces ontraintes, seront prises en ompte
dans le hapitre suivant. Le job shop fréquemment renontré en milieu industriel dit de
prodution de petites et moyennes séries de plusieurs types de produits. On s'intéresse
au problème d'ordonnanement noté J//Cmax pour minimiser le makespan (Cmax).
Nous proposons dans e hapitre une approhe de résolution du job shop basée sur
l'exploitation des solutions issues d'un algorithme génétique. L'étude de es solutions,
permettra d'extraire des règles d'ordonnanement du problème de job shop, qui onsti-
tueront la onnaissane obtenue à l'issue de notre travail. Nous resituons notre démarhe
dans le proessus d'Extration de Connaissane à partir de Données, que l'on dérira en
premier lieu au premier paragraphe de e hapitre. Puis nous adapterons ette démarhe
au problème de résolution du job shop, qui sera présentée phase par phase. Ce hapitre
se termine par la validation de l'approhe de résolution en utilisant des problèmes de job
shop types.
3.2 Extration de onnaissane à partir des données
L'Extration de Connaissane à partir de Données (ECD) ou Knowledge Disovery in
Databases (KDD) est un proessus non trivial d'identiation de strutures inonnues,
valides et potentiellement exploitables dans les bases de données [FPSS96℄. Son but est
don l'extration d'information utile ontenue dans les bases de données, à travers la
mise en exergue des relations dominantes entre les exemples qui les omposent. Elle se
réfère à une démarhe omplète d'exploitation des données que l'on peut résumer en
quatre phases distintes [LM98℄ et [FPSS96℄ dont l'enhaînement est présenté dans la
gure 3.1. Le déroulement de es phases n'est pas néessairement séquentiel, des eets
de retour peuvent être introduits lors de l'enhaînement du proessus.
3.2.1 Les étapes de l'ECD
On s'intéresse à la déouverte de onnaissanes, on a don besoin de tehniques
d'exploration de données pour trouver des formes intéressantes qui aident à expliiter
une information auparavant ahée dans les données. Kodrato [Kod99℄ onsidère que les
problèmes fondamentaux de la déouverte de onnaissanes sont la représentation des
onnaissanes, la séletion des attributs, la prise en ompte des données manquantes,
bruitées et rares et la déouverte de formes "intéressantes", "utiles".






















































Fig. 3.1  Extration de Connaissane à partir des Données
Le proessus de l'ECD n'est pas une exploitation pure et simple, mais un proes-
sus ompliqué. On peut dire que l'extration de onnaissanes se fait en quatre étapes
prinipales. Nous dérivons par la suite l'objetif de haune d'elles.
 l'aquisition des données (Data Warehousing) : réalise la ollete des données à
partir des multiples soures d'information et sous diérents formats ;
 le pré-traitement des données (Preproessing) : onsiste à nettoyer les données
brutes an de supprimer les bruits et de garder que les données pertinentes. Ensuite,
des transformations des données sous des formes telles qu'on puisse les analyser
par des algorithmes statistiques sont réalisées. En ECD, ette étape, quoique peu
spetaulaire, est ruiale ar elle souligne les traits importants et élimine les traits
seondaires ;
 la fouille de données (Data Mining) : est l'étape d'extration des strutures
sous-jaentes des données [FPSS96℄. Il s'agit d'un proessus d'exploration dans de
grandes bases de données qui intègre à la fois le hoix de la modélisation adéquate
et de la méthode à utiliser ainsi que son appliation à la déouverte des relations
entre les données jusqu'alors inonnues. La fouille de données orrespond don
à l'ensemble des tehniques et des méthodes qui à partir de données permettent
d'obtenir de la onnaissane exploitable. Cette phase permet la réation de modèles
expliatifs et/ou préditifs, en général sous forme de règles de déision en format
analytique "Si alors" ou sous forme d'arbre ;
 le post-traitement (postproessing) : onsiste d'une part à évaluer et à interpréter
les onlusions émises an de s'assurer qu'elles orrespondent à des méanismes
réels, et d'autre part à mettre es onlusions sous forme intelligible et réutilisable.
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3.2.2 Adaptation de l'ECD à l'ordonnanement du job shop
Dans notre démarhe dérite par la gure 3.2, nous avons hoisi les méthodes d'ap-
prentissage pour leur intelligibilité, dont un état de l'art sera présenté au paragraphe
suivant. La méthode d'aquisition des données n'est pas onventionnelle, et sera rempla-
ée par un algorithme génétique résolvant le problème de job shop onsidéré.
Pour préparer les données à l'étape de fouille de données, le pré-traitement a onsisté
dans notre as, aux hoix des attributs (variables) aratérisant le problème de job shop,
indépendamment de sa solution. L'espae de dénition de es aratéristiques étant en
général numérique, nous les avons disrétisées dans un soui de généralisation. Un état
de l'art des diérents algorithmes de disrétisation est présenté en setion 3.2.5.
Après es deux premières étapes, la première préparant l'espae solution du problème,
en proposant une variable dite endogène et la deuxième s'intéressant à l'espae araté-
risant le problème, que l'on appellera variables exogènes, l'étape de fouille de données,
permettra d'expliquer la variable endogène par les variables exogènes. Plusieurs teh-
niques existantes dans la littérature permettent la fouille de données en apprentissage
automatique. Un état de l'art de es tehniques sera présenté au paragraphe 3.2.4. Lors
de ette phase, nous avons réalisé un apprentissage à partir des solutions fournies par
l'algorithme génétique.
Finalement, l'étape de post-traitement est utilisée pour interpréter les résultats four-
nis par l'apprentissage et élaborer une heuristique pour la résolution du job shop.
3.2.3 Contexte de travail : l'apprentissage automatique
L'apprentissage automatique (mahine learning) a susité un engouement partiu-
lièrement développé au ours des dernières déennies. Ce domaine partiulier de l'I.A.
onsiste à reproduire la apaité de l'homme à apprendre, 'est-à-dire à se servir de l'ex-
périene passée, et à adapter son omportement an d'aomplir au mieux une tâhe
similaire dans l'avenir.
3.2.3.1 L'apprentissage indutif
Par opposition à la dédution, les données initiales de l'indution sont des faits spéi-
ques plutt que des axiomes généraux. Le but de l'inférene est de formuler des énonés
généraux plausibles qui expliquent les faits donnés et sont apables de prédire de nou-
veaux faits.



















































































































































































































































































Fig. 3.2  Adaptation du proessus de l'ECD à la résolution du job shop
En d'autres termes, l'inférene indutive essaie de dériver une desription omplète
et orrete d'un phénomène donné à partir d'observations spéiques. L'apprentissage
indutif est un proessus d'aquisition de onnaissanes par appliation d'inférenes in-
dutives sur des faits donnés par un professeur ou fournis par l'environnement. Son
intérêt réside dans sa apaité à réaliser des généralisations à partir de quelques faits ou
à déouvrir des shémas dans des ensembles d'observations. Il herhe don à extraire, à
partir de données brutes, l'information utile dans un but déisionnel et/ou prévisionnel.
L'apprentissage se déroule dans un ontexte soit supervisé soit non supervisé.
3.2.3.2 L'apprentissage indutif supervisé/non supervisé
Il existe prinipalement deux méthodes permettant à une mahine d'aquérir des
onnaissanes. La première, onnue sous le nom d'apprentissage de onepts à partir
d'observations ou "apprentissage sans maître" [Mi99℄, utilise des données dont on ne
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onnaît pas les lasses. Dans e as, on travaille ave des exemples non étiquetés, on
parle aussi de partitionnement (lustering). La deuxième méthode est l'apprentissage de
onepts à partir d'exemples. Cette méthode, plus utilisée en fouille de donnée que la
première, est identiée omme proédé de lassiation. Elle se base sur des données
dont les lasses sont onnues. Ces deux méthodes sont onsidérées omme les formes
prinipales d'apprentissage indutif et sont également onnues sous les noms respetifs
d'apprentissage supervisé et apprentissage non supervisé [Mi93℄. L'auteur qualie es
deux formes partiulières d'apprentissage indutif oneptuel.
 apprentissage de onepts à partir d'observations (non supervisé) : appelé
également lassiation en analyse des données (lustering dans la littérature an-
glaise), ommene ave un ensemble non struturé d'exemples et fournit des lasses.
Ainsi, la lasse est inonnue et le but d'apprentissage est de déterminer des groupes
signiatifs (les lasses) d'exemples appartenant à ette même lasse. En générali-
sation desriptive, ou en apprentissage non supervisé, le but est de déterminer une
desription générale, -à-d d'élaborer de nouveaux onepts ou de nouvelles théo-
ries, aratérisant une olletion d'observations. Pour résumer, l'apprentissage non
supervisé fournit des desriptions en extension à partir d'exemples non struturés.
Un algorithme d'apprentissage utilise l'ensemble des variables expliatives (va-
riables exogènes) {y1, ..., yk, ..., yr} et onstitue des groupes dans lesquels les
observations dièrent très peu. On parle alors de minimisation de l'inertie intra-
lasse. L'algorithme herhe également à réer es groupes de manière à e que
les observations dièrent le plus possible d'un groupe à l'autre. Il s'agit ii de la
maximisation de la variane inter-lasses ;
 apprentissage de onepts à partir d'exemples : e type d'apprentissage
onnu aussi sous le nom d'apprentissage supervisé, revient à l'invention en in-
tention de desription de lasses fournies (partiellement) en extension. En d'autres
termes, la lasse est onnue et elle est dérite par des exemples de ses membres.
Le but est de onstruire un système apable de lasser orretement de nouveaux
exemples de lasse inonnue. Par exemple, supposons que les données soient rela-
tives à des patients sourant de aner. Une liste des traitements appliqués onsti-
tue les lasses. Le but est de trouver des façons de dérire omment appliquer
le meilleur traitement possible à un nouveau patient et, pour ei, de dérire en
intention les traitements appliqués dans le passé. Cet apprentissage produit des
réseaux neuronaux, des arbres de déision, ou des règles de la forme : Si (ensemble
de aratéristiques du patient) Alors (traitement approprié).
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Dans l'apprentissage de onepts à partir d'exemples, les observations aratérisent
des objets pré-lassés par un expert en une ou plusieurs lasses (onepts) repré-
sentées par les valeurs (modalités) mbut1 , ..., m
but
u , ..., m
but
p de la variable à expliquer
(variable endogène) ybut. L'hypothèse induite peut être vue omme une règle de re-
onnaissane de onept mbutu = f(y1, ..., yr) telle que si un objet vérie ette règle,
alors il représente le onept donné. Mikalski [MK90℄ résume ainsi la situation : si
les données fournies à une méthode d'apprentissage onsistent en exemples lassés
par une soure de onnaissane indépendante, par exemple un professeur, un expert
ou un modèle de simulation, alors il s'agit d'apprentissage à partir d'exemples.
L'apprentissage de onepts à partir d'exemples se résume en trois étapes. la pre-
mière onsiste à réer un lassiateur à partir de l'ensemble des données. La
deuxième étape lasse des nouvelles instanes via le lassiateur. Enn, la der-
nière étape onsiste à mesurer la performane du lassiateur. Pour ette tâhe,
la méthode la plus répandue onsiste à diviser l'ensemble d'apprentissage en deux
sous-ensembles : un ensemble d'entraînement (training set) et un ensemble de test.
La performane d'un lassiateur peut être mesurée par sa vitesse d'apprentis-
sage, sa préision préditive qui orrespond au taux d'erreur de lassement ou
enore sa ompréhensibilité, 'est-à-dire la apaité du lassiateur à générer de
la onnaissane sémantiquement et struturellement similaire à elle d'un expert
humain. Deux paramètres importants onditionnent don la bonne performane
d'un lassiateur : les données disponibles et l'algorithme d'apprentissage utilisé.
3.2.4 Les algorithmes d'apprentissage supervisé
Dans notre démarhe, nous ne nous intéressons qu'aux algorithmes d'apprentissage
de onepts à partir d'exemples. Tsai [Tsa97℄ a lassé en trois types les algorithmes de
fouille de données et d'apprentissage supervisé. L'indution orientée attributs (Attribute-
Oriented Indution), les algorithmes d'indution basés sur la logique et les arbres de
déision.
 l'indution orientée attributs est une méthode qui généralise les sous-ensembles
pertinents de données, attribut par attribut, jusqu'à l'obtention d'une relation gé-
nérale. Méthode développée, pour extraire des règles aratéristiques et des règles
de lassiation à partir de bases de données relationnelles. La aratéristique de
ette méthode est l'emploi des onepts hiérarhisés dans le proessus d'indution ;
 les algorithmes d'indution basés sur la logique sont des méthodes d'apprentissage
utilisant un langage de logique de premier ordre. La logique de premier ordre se
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base sur un sous-ensemble de logique de prédiat pour représenter les onepts, les
règles et d'autres formes de onnaissane ;
 les arbres de déision sont des systèmes d'apprentissage indutif à partir d'exemples.
Ils permettent de distinguer les strutures sous-jaentes qui régissent les données
et de onstruire des règles apables de lasser des objets à partir d'un ensemble
d'apprentissage onstitué d'objets dont les lasses sont onnues.
Les arbres de déision nous ont semblé partiulièrement prometteurs pour leur a-
paité à retrouver immédiatement la lasse en fontion d'attributs pertinents. Toutefois,
ils présentent un inonvénient, qui n'aete pas notre problème. A savoir leur non adap-
tabilité pour la plupart des logiiels d'arbres de déision, aux nouvelles instanes de
l'ensemble d'apprentissage. En eet, travaillant en préditif, notre ensemble d'apprentis-
sage n'est pas suseptible d'évoluer. Nous dérivons par la suite les arbres de déision et
les prinipaux algorithmes développés dans e domaine.
Un arbre de déision est onstitué de trois éléments : les noeuds, les ars et les feuilles.
Chaque noeud est assoié à un attribut et haque ar issu de e noeud est assoié à l'une
des aratérisations ou valeurs de et attribut. Les feuilles, qui sont des noeuds sans ars
sortants, donnent des modalités de la lasse assoiée à la branhe suivie pour l'atteindre.
Pour onstruire des arbres de déision performants, un élagage est souvent utilisé
pour enlever des parties de l'arbre qui ne ontribuent pas à la préision de lassiation
sur les instanes non prises en ompte lors de la onstrution de l'arbre. L'élagage permet
de produire un arbre moins omplexe et par onséquent plus ompréhensible.
Depuis de nombreuses années, plusieurs méthodes de onstrution d'arbres de dé-
ision sont apparues. Ces méthodes s'intéressent à la fois aux attributs symboliques et
attributs numériques qui prennent leurs valeurs dans un univers ontinu. Nous présentons
par la suite les diérentes méthodes existantes de onstrution d'arbres de déision.
3.2.4.1 CART
Le système CART [BFOS84℄ est un outil d'indution d'arbres de déision et de ré-
gression dont les lasses sont à valeurs ontinues. Il onstruit un arbre qu'il élague et
obtient une série d'arbres imbriqués de oûts-omplexités identiques parmi lesquels il
hoisit le meilleur. Pour séletionner l'attribut test, une mesure d'impureté est utilisée.
Le système CART traite des attributs disrets et des attributs ordonnés. An de résoudre
le problème de la préférene aux attributs possédant un grand nombre de modalités, les
auteurs proposent de binariser les attributs disrets. La binarisation des attributs disrets
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et ontinus est réalisée lors de la phase de onstrution de l'arbre. A haque noeud, le
système CART étudie tous les attributs et herhe pour haque attribut la meilleure bi-
narisation. Il séletionne alors le meilleur attribut binarisé. Constatant que le pré-élagage
n'est pas une bonne solution, l'auteur de CART propose de desendre l'arbre jusqu'au
profondeur, puis applique l'élagage en oût-omplexité. Le résultat obtenu est une série
d'arbres imbriqués. CART utilise la règle d'un éart-type pour hoisir le meilleur arbre
parmi la séquene d'arbres élagués.
3.2.4.2 ID3, GID3 et GID3*
ID3 [Qui86℄ onstruit un arbre de déision utilisant une approhe desendante, pro-
édant omme suit : séletion d'un attribut et division de l'ensemble d'apprentissage en
sous-ensembles aratérisés par les valeurs possibles de et attribut. Cette proédure
est appliquée réursivement à partir de haque sous-ensemble jusqu'au moment où plus
auun sous-ensemble ne ontient d'objets de lasses diérentes. Ces sous-ensembles de
lasse unique orrespondent alors aux feuilles de l'arbre et peuvent être indexés par leur
lasse. ID3 ne traite qu'un type d'attribut : les attributs à valeurs disrètes. Certains
auteurs abordent le problème des attributs ontinus en proposant un pré-traitement
des attributs, d'autres disrétisent les attributs au fur et à mesure des besoins dans le
déroulement de l'algorithme de réation d'arbre.
L'algorithme GID3 [CFIQ88℄ est struturellement identique à ID3. Il dière par le
traitement des attributs disrets. GID3 a été réé an de résoudre le problème des feuilles
nulles, 'est à dire non étiquetées, et des valeurs non pertinentes d'attribut. A la diérene
de ID3 et C4, GID3 ne rée pas une branhe par valeur de l'attribut séletionné.
Fayyad [Fay94℄ a réé l'algorithme GID3* en s'appuyant sur GID3. Il dière de son
prédéesseur uniquement dans la phase de ontrle de la roissane de l'arbre en aug-
mentant ou en diminuant la tendane de l'algorithme à eetuer des branhements sur
ertaines valeurs de l'attribut plutt que sur d'autres.
3.2.4.3 ASSISTANT86
ASSISTANT86 [CKB87℄ est un desendant d'ID3 qu'il vise à l'améliorer en traitant
les données inomplètes et bruitées ainsi que les attributs multivalués et ontinus. A
l'instar d'ID3, ASSISTANT86 utilise des heuristiques an de déterminer l'attribut qui
sera hoisi omme noeud de l'arbre. Il fera appel à ette même tehnique pour déider
de l'arrêt de la desente de l'arbre, à la diérene d'ID3 qui onstruit l'arbre jusqu'à e
que les objets soient parfaitement lassés. Une diérene fondamentale ave ID3 est la
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forme binaire de l'arbre obtenu. Pour ela, il sut de binariser les attributs disrets. La
binarisation des attributs disrets est obtenue via un algorithme heuristique si l'attribut
possède plus de quatre modalités ou par le biais d'une reherhe exhaustive sinon. Pour
améliorer la préision de lassiation et déroître la omplexité d'un arbre en présene
de bruit, l'idée retenue par ASSISTANT86 est d'employer deux types d'élagage : le pré-
élagage, ou arrêt du partitionnement à un noeud et puis élagage.
3.2.4.4 C4 et C4.5
C4 [Qui90℄ utilise la même tehnique de fenêtrage et de réation d'arbre que son
prédéesseur ID3. La diérene réside dans l'ajout d'une proédure d'élagage une fois
que l'arbre lassant orretement les objets de l'ensemble d'apprentissage est onstruit.
L'ensemble de travail initial étant hoisi aléatoirement, le même ensemble d'apprentissage
peut donner lieu à diérents arbres de déision. C4 onstruit don plusieurs arbres de
déision qu'il élague, puis hoisit le plus intéressant en onsidérant sa taille et le nombre
d'observations mal lassées de la base d'apprentissage. La méthode d'élagage utilisée
par C4 est appelée élagage pessimiste. Elle évalue haque noeud à partir de la raine.
Le sous-arbre onsidéré est élagué, 'est à dire réduit à une feuille, si le taux d'erreur
de la nouvelle feuille dière de moins d'un éart type du taux préditif d'erreur du
sous-arbre. L'arbre nal élagué ontient uniquement des sous-arbres qui ne peuvent pas
être remplaés par des feuilles sans augmenter de manière signiative le taux d'erreur
préditif de l'arbre.
C4.5 [Qui93℄ est une version évoluée de C4 et qui dière dans la tehnique de fenê-
trage utilisée. Ainsi, les instanes omposant la fenêtre initiale sont hoisies an que la
distribution des lasses à l'intérieur de la fenêtre soit la plus uniforme possible. Si toutes
les instanes ne sont pas lassées, C4.5 hoisit d'arrêter la roissane de l'arbre lorsque
la séquene d'arbres réés ne devient pas plus préise. Il prévient ainsi l'inexorable rois-
sane de la fenêtre lors de la présene de données bruitées ou indéterminées. A l'instar de
C4, C4.5 onstruit plusieurs arbres diérents et séletionne l'arbre pour lequel le pour-
entage d'erreur de lassiation est le plus faible. De plus, il génère toutes les règles
issues des diérents arbres à partir desquels il onstruit un seul lassiateur. Chaque
hemin de la raine d'un arbre non élagué à une feuille donne une règle initiale. La par-
tie gauhe de la règle ontient toutes les onditions établies par le hemin et la partie
droite spéie la lasse à la feuille. haque règle est simpliée en retirant les onditions
qui n'aident pas à la disrimination de la lasse onernée et en utilisant une estimation
pessimiste de la préision de la règle.
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3.2.4.5 SLIQ
SLIQ [MAR96℄ est un lassiateur basé sur la onstrution d'un arbre de déision. Il
permet de manipuler à la fois les attributs numériques et symboliques. Pendant la phase
de onstrution de l'arbre, SLIQ utilise une proédure de rangement pour réduire le oût
d'évaluation des attributs numériques. Cette proédure de rangement est intégrée ave
une stratégie de reherhe en largeur d'abord. SLIQ utilise aussi une nouvelle tehnique
d'élagage basée sur la mesure MDLP (Minimum Desription Length Priniple). Cette
nouvelle tehnique n'est pas oûteuse en temps de alul et fournit un arbre ompat et
préis. La ombinaison de toutes es tehniques à l'intérieur de SLIQ limite sa apaité
de traiter des grandes bases de données ave plusieurs lasses, attributs et exemples
d'apprentissage.
3.2.4.6 SPRINT
SPRINT [SAM96℄ est une version améliorée de SLIQ. Il est plus rapide et permettant
de traiter des bases de données plus larges. Des méanismes de parallélisme sont intro-
duites pour permettre d'eetuer plusieurs traitement en même temps. Comme la plupart
des autres algorithmes, SPRINT est basé sur deux phases de traitement : la onstru-
tion d'un arbre de déision, puis son élagage. A l'inverse des algorithmes de lassiation
CART et C4.5 qui utilisent une exploration en profondeur d'abord des arbres,en répétant
à haque noeud le tri des données, SPRINT rée en temps réel des listes séparées pour
haque attribut.
3.2.4.7 SEE5
See5 (http://www.rulequest.om/), développé par Quinlan, est la dernière version
évoluée de l'algorithme C4.5. Il peut traiter des problèmes de lassiation ave n'importe
quel nombre d'attributs. See5 permet de prédire la lasse d'appartenane d'un individu
en se basant sur ses valeurs d'attributs. A partir des données d'entrée, See5 onstruit un
lassiateur qui s'oupera de la prédition. Le lassiateur onstruit peut être exprimé
sous forme d'un arbre de déision ou d'un ensemble de règles d'apprentissage. Chaque
règle produite est assoiée d'un taux de bon lassement. See5 se base essentiellement
sur deux hiers de données. Le premier, ontient les noms des attributs ainsi que leurs
instanes. Le deuxième hier ontient les valeurs des attributs pour haque exemple
d'apprentissage. L'utilisation de See5 est failité par une interfae graphique permettant
de lire les hiers d'entrée est d'aher les résultats de lassiation des individus.
La nouveauté de See5 par rapport aux aniennes versions d'algorithmes telles C4.5,
88 Chapitre 3
réside dans la génération de plusieurs lassiateurs à la fois. Quand un nouveau as se
présente pour la lassiation, les lassiateurs votent haun de son oté. La lasse est
déterminée selon les votes obtenus.
Notre hoix est porté sur le lassiateur See5 pour la phase d'apprentissage et l'ex-
tration des règles de priorité.
3.2.5 Pré-traitement : disrétisation des attributs
La plupart des algorithmes de pré-traitement manipulant des variables ontinues,
herhent à transformer es dernières sous une autre forme simple et représentative. On
parle ainsi de la disrétisation des variables ontinues en un nombre ni d'intervalles
disjoints. La disrétisation a l'avantage de réduire le nombre de variables et par onsé-
quent de réduire la omplexité de la fouille de données. La disrétisation est souvent
utilisée dans des ontextes de lassiation [Bay01℄ dont l'objetif onsiste à maximiser
la préision de la prédition des algorithmes qui ne peuvent pas manipuler des variables
ontinues. En revanhe, en extration de onnaissane, le but de l'analyse des données
est la déouverte des strutures sous-jaentes et non pas l'augmentation de la préision
de la prédition. Pour ette raison, le ritère de hoix des intervalles doit être bien étudié.
En eet, les intervalles induits par la disrétisation ne doivent pas aher les strutures
pouvant exister au sein des données. Par example, si les intervalles sont trop larges, on
risque d'ignorer des formes existantes dans des petites strutures. En plus, une attention
partiulière doit être mise quand au hoix de la sémantique des intervalles.
An d'élargir le hamps des données prises en ompte, 'est à dire de onsidérer les
attributs ontinus, plusieurs algorithmes traitant spéiquement des valeurs numériques
entières ou réelles ont vu le jour. Une première voie à onsisté à traiter sans distintion
les valeurs numériques omme des valeurs symboliques [Qui86℄. La première diulté
soulevée par le traitement homogène de tous les desripteurs, est la réation d'un arbre
de grande taille due aux nombreuses branhes issues des noeuds assoiés aux attributs
ontinus (une branhe par valeur de l'attribut). La seonde diulté est liée diretement
au ritère de séletion qui privilégie les attributs possédant un grand nombre de moda-
lités. Ainsi, les attributs séletionnés ne sont pas forément pertinents pour l'indution.
Une autre voie onduit à transformer les variables ontinues en variables ompatibles
ave les algorithmes d'apprentissage. Elle s'est attelée à déouper l'ensemble des valeurs
de l'attribut numérique en une série d'intervalles disjoints, 'est à dire à disrétiser es
valeurs numériques en intervalles identiés par un symbole du nouvel attribut symbolique
ainsi formé. Cette disrétisation peut s'intégrer dans l'algorithme d'apprentissage.
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Par exemple, C4.5 [Qui93℄ estime dynamiquement le seuil de disrétisation durant
le déroulement de l'algorithme. Elle peut également être réalisée avant l'utilisation d'un
algorithme d'apprentissage omme pré-traitement visant à homogénéiser les variables
desreptives.
Le hoix de la méthode de disrétisation a des onséquenes importantes sur le modèle
d'indution à onstruire. Elle onditionne le hoix des attributs disriminants lors de la
onstrution du lassiateur ainsi que dans la phase de pré-traitement. C'est la raison
pour laquelle il nous a semblé indispensable d'aborder plus en détail e sujet et de
présenter les diérentes méthodes de disrétisation existantes an de hoisir elle qui
s'adaptera au mieux ave notre appliation.
La littérature de la disrétisation est rihe mais la plupart des algorithmes sont sta-
tiques et traitent les variables les unes indépendamment des autres. Par example, Fayyad
et Irani [FI93℄ eetuent la disrétisation réursive d'un attribut pour minimiser l'entro-
pie de la lasse. Ils ont utilisé le ritère de la longueur desriptive minimale pour arrêter
la disrétisation. D'autres algorithmes dans la même atégorie tels que Chi2 [LS95℄, Chi-
Merge [Ker92℄ introduisent la disrétisation basée sur le taux d'erreur. Dougherty et al.
[DKS95℄ et Zighed et al. [ZRRF99℄ ont fourni un bon état de l'art sur la disrétisation.
Ils ont lassé les travaux portant sur la disrétisation selon trois axes :
 le premier axe regroupant les méthodes supervisées dont on tient ompte de la lasse
d'appartenane de haun des objets et les méthodes non supervisées (aveugles),
où on ne tient ompte que de la similarité des objets sans préouper de leur lasse
d'appartenane respetive ;
 le deuxième axe onernent les méthodes loales qui dénissent loalement les
bornes et réalisent la disrétisation pendant la phase d'apprentissage en même
temps ave l'utilisation de la variable. Cet axe ontient également les méthodes
globales réalisant la disrétisation en pré-traitement ;
 le dernier axe omporte les méthodes de disrétisation statiques et dynamiques.
Statiques quand la disrétisation a lieu sur haque variable indépendamment des
autres. Dynamiques lorsque les variables sont appréhendées ensemble an de tenir
ompte des éventuelles interations.
Le problème de disrétisation se formalise de la manière suivante : soit un attribut X
qui prend ses valeurs sur la droite des réels R. Pour tout exemple w issu d'un éhantillon
d'apprentissage noté Ω, X(w) désigne la valeur prise par et exemple pour l'attribut X
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(X(w) ∈ R) et Y (w) désigne la lasse de l'exemple. Si l'exemple appartient à la lasse
yj (j = 1, ..., l), alors nous pouvons érire Y (w) = yj .
Soit I l'spae de dénition de X. Disrétiser l'attribut X revient à déouper I en p
intervalles Ii, 1 ≤ i ≤ p tels que :
p⋃
i=1
Ii = I (3.1)
p⋂
i=1
Ii = ∅ ∀ 1 ≤ i ≤ p (3.2)
Conrètement parlant, ela revient à transformer un veteur de données initialement
numérique en un veteur disjontif. Les intervalles trouvés sont identiés par des noms
symboliques et signiatifs. Supposons que l'espae de dénition I de la variable X peut
être assimilé à l'intervalle [a, b]. On veut partitionner I en p sous-intervalles.
I1 = [a, d1[, ..., Ij = [dj−1, dj [, ..., Ip = [dp−1, b[ (3.3)
Cela onsiste aussi à déterminer les p − 1 points de disrétisation dj . Une fois les
points de disrétisation sont trouvés, l'attribut X est remplaé par un attribut Xˆ qui




1 si X(w) < d1
i si di−1 ≤ X(w) < di
p si X(w) ≥ dp−1
(3.4)
Il s'agit alors de trouver une suite nie stritement roissante de points de oupures
d1 à dp−1. Pour ela, il faut hoisir le paramètre p et ensuite déterminer les points dj . Des
méthodes de disrétisation simples, statiques et non supervisées sont apparues, mais elles
demandent à l'utilisateur de spéier le nombre d'intervalles p résultant du partitionne-
ment. La méthode la plus simple de disrétisation appelée disrétisation à intervalles de
dimension égale, onsiste à hoisir arbitrairement p et de diviser l'intervalle de départ
I en p intervalles tels que di = a + iσ, ∀ 1 ≤ i ≤ p − 1 ave σ = b−ap . Une autre
méthode plus signiative que la première appelée disrétisation à intervalles d'eetif
égal, onsiste à onstruire p intervalles de même eetif (p étant hoisi par l'utilisateur).
Ces deux méthodes ne tiennent pas ompte de la struture sous-jaente des données.
Pour pallier e déoupage à priori, d'autres méthodes statiques non supervisées ont vu
le jour. Nous itons à titre d'exemple les méthodes paramétriques et non paramétriques.
Le premier type de méthodes estime les paramètres d'un modèle (méthode de Pearson,
3.2 Extration de onnaissane à partir des données 91
estimation du maximum de vraisemblane, méthode bayésienne ave apprentissage) et
permet d'adapter une règle de déision au hoix de p et des dj . Le deuxième type de
méthodes orrespond à des algorithmes mono objetif pour l'estimation des paramètres
de la disrétisation. Mihaut [Mi99℄ estime que la lourdeur des aluls et la quasi im-
possibilité de vérier les hypothèses émises, rendent obsolètes e type de méthodes. En
outre, es dernières ne sont pas valables pour de petits éhantillons.
Les méthodes itées auparavant qualiées d'aveugles (ou non supervisées), ignorent
les lasses des objets. Par onséquent l'information essentielle est perdue et les méthodes
sont, dans maintes situations, moins performantes que les méthodes supervisées. En ef-
fet, une bonne méthode de disrétisation doit prendre en ompte toute la onnaissane a
priori dont elle dispose sur l'ensemble d'apprentissage, si non elle s'expose à des déou-
pages qui ne orrespondent pas aux données. Ainsi, le nombre p d'intervalles qui résultent
de la disrétisation ne doit pas être xé à priori, mais doit se déduire de la struture des
données. Il est don impératif de tenir ompte des lasses d'appartenane des objets.
Pour haque disrétisation en p intervalles, une matrie A de l lignes et p olonnes
est généralement déterminée. Les lignes de ette matrie orrespondent aux lasses et les
olonnes représentent les intervalles. Chaque élément Aij de la matrie A représente le






A11 A12 ... A1p
A21 A22 ... A2p
... ... ... ...
Al1 Al2 ... Alp
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Les algorithmes de disrétisation supervisée s'eetuent généralement en deux étapes.
La première onsiste à démarrer par une disrétisation initiale en déterminant des paliers
par déoupage a priori de la variable numérique en p intervalles (on obtient ainsi la
valeur de p) et en déterminant les points de oupure de es intervalles. La deuxième
étape fusionne ou partitionne les intervalles initiaux selon un ritère à optimiser. A
haque étape, la dimension de la matrie A est modiée. L'arrêt de la disrétisation est
déterminé par la satisfation d'un ritère donné.
Nous foalisons notre intérêt sur les algorithmes de disrétisation statiques et super-
visées. Nous présentons aux paragraphes suivants les méthodes les plus onnues dans e
domaine.
3.2.5.1 Algorithme 1R : [Hol93℄
Les objets sont triés par ordre roissant des valeurs prises par la variable numérique
onsidérée. Les valeurs de la variable assoiée à des objets appartenant à la même lasse
sont fusionnées au sein d'un même intervalle. Holte préonise d'avoir, pour haque in-
tervalle, un nombre minimal d'objets. Un intervalle peut, par onséquent, ontenir des
objets appartenant à des lasses autres que la lasse majoritairement représentée dans et
intervalle. Les points de disrétisation sont hoisis en bougeant les valeurs frontières : des
valeurs partiulières sont ajoutées aux intervalles dont la dimension est inférieure au seuil
minimum requis. Cette méthode simple paraît disrétiser raisonnablement lorsqu'elle est
utilisée ave l'algorithme d'indution 1R.
3.2.5.2 Algorithme ChiMerge : [Ker92℄
L'étape d'initialisation onsiste à trier les examples d'apprentissage en ordre rois-
sant de valeurs de l'attribut à disrétiser. Ensuite, onstruire autant d'intervalles que
de nombre d'exemples (haque exemple est mis dans un intervalle). Le proessus de
fusionnement des intervalles ontinu jusqu'au moment où tous les intervalles adjaents
auront une valeur de χ2 exédant le seuil χ2seuil désiré (les intervalles adjaents sont alors
signiativement diérents par le test d'indépendane). La valeur de χ2seuil qui dépend
du nombre de lasses -1, est hoisie en fontion du niveau d'indépendane désiré. Pen-
dant haque itération du proessus de fusion, la valeur χ2 de haque pair d'intervalles
adjaents est alulée. Le pair d'intervalles ayant la valeur minimale de χ2 est fusionné.
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La lourdeur de et algorithme apparaît nettement lorsque les instanes sont nom-
breuses. En eet, il y a alors beauoup d'intervalles à fusionner et la fusion n'est pas
réalisée que deux à deux entre intervalles adjaents.
3.2.5.3 Algorithme StatDis : [RR95℄
C'est un algorithme similaire au ChiMerge (dont la omplexité est améliorée), qui
utilise un autre ritère statistique de fusionnement d'intervalles. C'est une méthode as-
endante réant une hiérarhie d'intervalles de disrétisation. Les auteurs estiment que
le ritère statistique le mieux adapté pour omparer les fréquenes relatives aux lasses
des intervalles adjaents est la mesure φ. La mesure de Cramer est équivalente à
√
2φ.
3.2.5.4 Algorithme MDLPC : [FI93℄
Cet algorithme proposé par Fayyad et Irani, utilise un ritère d'information appelé
MDLPC (Minimum Desription Length Prinipal Cut). C'est une méthode réursive et
binaire : l'intervalle [a, b[ est divisé en deux intervalles, qui de leur part seront divisés
haun en deux intervalles, jusqu'à la satisfation d'une ondition d'arrêt. Le ritère de
partitionnement MDLPC, alule l'entropie de la lasse induite par le point de oupure
de l'ensemble d'apprentissage. Un premier point de oupure satisfaisant e ritère est
reherhé. Si un tel point existe, la population d'exemples est partitionnée en deux. La
reherhe d'un point de oupure qui répond au ritère MDLPC dans la sous-population
est réitérée. L'algorithme MDLPC se déroule de la manière suivante :
1. trier les exemples d'apprentissage selon un ordre roissant de leurs valeurs de l'at-
tribut à disrétiser ;
2. regrouper les valeurs de l'attribut dont les exemples d'apprentissage appartiennent
à la même lasse dans le même intervalle ;
3. si plusieurs lasses sont superposées sur une même valeur de l'attribut, alors former
un intervalle ontenant ette unique valeur. Au ontraire des autres intervalles, e
dernier ontiendra plusieurs lasses ;
4. initialiser les points de disrétisation aux frontières dj des intervalles formés aux
étapes 2 et 3 ;
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5. parmi les l points de disrétisation, on hoisi elui menant à une bipartition satis-
faisant au mieux le ritère MDLPC ;
6. l'étape 5 est reprise pour haune des deux sous-populations ;
7. le proessus de disrétisation s'arrête lorsqu'auune amélioration n'est possible.
3.2.5.5 Algorithme CONTRAST : [Mer93℄
Van de Merkt propose d'utiliser, pour disrétiser un attribut une heuristique basée
sur la notion de la similarité entre les exemples en se servant d'un prinipe de l'apprentis-
sage non supervisé. L'hypothèse de similarité utilisée en lassiation par apprentissage
non supervisé suppose que deux exemples prohes, dans l'espae de représentation ℜ,
appartiennent à la même lasse. Cette hypothèse a onduit l'auteur à prendre en ompte
la proximité des exemples selon l'attribut à disrétiser. Par onséquent, Van de Merkt
suggère de herher le point de disrétisation binaire qui fournit le meilleur "ontrast"
entre les valeurs de l'attribut, même si les intervalles générés ontiennent des exemples
de lasses diérentes. Ce prinipe revient à trouver le point de disrétisation qui maxi-
mise la distane entre les exemples d'un même intervalle. A ette notion de ontraste est
rajoutée elle de l'entropie an d'éviter de préférer une partition ave une forte entropie
à une partition de même ontraste mais ave une faible entropie.
L'algorithme de disrétisation se résume de la façon suivante :
1. initialisation en lassant les exemples d'apprentissage par ordre roissant des va-
leurs de l'attribut X à disrétiser ;
2. détermination des p points frontières. Les points de disrétisation sont néessaire-
ment des points frontières ;













Où S représente l'éhantillon au sommet onsidéré et X¯i est la moyenne de l'at-
tribut X sur les sous-éhantillons S1 et S2 : S1 = {w ∈ S /X(w) ≤ d} et
S2 = {w ∈ S /X(w) > d} ;
4. partitionner les exemples, selon le point de disrétisation, en deux sous-populations.
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3.2.5.6 Algorithme FUSINTER : [Rab96℄
L'algorithme FUSINTER proposé par Rabaséda utilise un ritère noté φ onstruit à
partir d'une mesure d'inertitude sensible aux eetifs. L'objetif de et algorithme est
la reherhe d'une disrétisation qui minimise φ. Étant donnée la matrie A, le ritère φ
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α et λ deux paramètres à hoisir par l'utilisateur ave 0 ≤ α ≤ 1 et λ > 0. Rabaséda
[Rab96℄ a xé la valeur de α à 0.975. Le premier terme de la somme globale mesure
l'hétérogénéité de la partition induite par la disrétisation alors que le deuxième terme
permet de pénaliser les partitions qui ont beauoup d'intervalles ave de faibles eetifs.
L'algorithme de FUSINTER est le suivant :
1. initialisation en lassant les exemples d'apprentissage par ordre roissant des va-
leurs de l'attribut X à disrétiser ;
2. détermination des p− 1 points frontières onstituant la disrétisation initiale en p
intervalles ;
3. alul de la quantité φ({Ii,Ii+1}) − φ
({Ii + Ii+1︸ ︷︷ ︸}) assoiée au gain d'inertitude
pour haque paire d'intervalles adjaents ;
4. fusion de la paire d'intervalles adjaents dont le gain d'inertitude φ({Ii,Ii+1}) −
φ
({Ii + Ii+1︸ ︷︷ ︸}) est positif et maximal ;
5. p← p− 1 ;
6. reommener les étapes 3 à 5 pour les p intervalles restants. Le proessus s'arrête
dès que plus auune fusion n'est possible.
3.3 L'ECD appliqué au job shop
Nous avons utilisé la démarhe omplète de l'extration de onnaissane à partir de
données pour déterminer une heuristique permettant la résolution du problème d'ordon-
nanement de job shop. La première étape onsiste à générer une population de bonnes
solutions de plusieurs problèmes de job shop en utilisant un algorithme génétique. Ses so-
lutions appelées aussi séquenes génétiques ou hromosomes, seront aratérisées par des
attributs numériques liés au problème. Pour être traitées et bien fouillées, les solutions
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sont ensuite transformées sous la forme de liste d'opérations devant haque mahine. An
d'obtenir un modèle aussi général que possible, les attributs numériques sont disrétisés
à l'aide d'un algorithme qui tient ompte à la fois des aratéristiques des individus ainsi
que des lasses auxquelles ils appartiennent. L'étape la plus importante dans e proessus
d'extration de onnaissane est elle de la fouille des solutions générées par l'algorithme
génétique an de trouver les liens entre la lasse d'un individu et ses aratéristiques.
L'étape de fouille de solutions permettra la déouverte d'un ensemble de règles de priorité
pour l'aetation des opérations sur les mahines. Ces règles générées sur un ensemble
test de problèmes de job shop sont ensuite transformées en une heuristique permettant
de résoudre d'une manière optimale ou de trouver de bonnes solutions à plusieurs pro-
blèmes de job shop de tailles diérentes. Nous détaillons par la suite le déroulement de
haque étape de l'ECD adapté à la résolution du job shop.
3.3.1 Collete de données
La phase de ollete de données onsiste dans notre as à hoisir un ensemble de
problèmes types de job shop et de les résoudre en utilisant un algorithme génétique.
Le hoix est porté sur le benhmark de Muth et Thomson [MT63℄ de taille 6 × 6 dont
on onnait la valeur optimale du Cmax (C
∗
max = 55). Ce problème dont les données
sont détaillées au tableau 3.1, est en eet très utilisé dans la littérature pour valider les
nouvelles approhes de résolution. Pour avoir un ensemble de test assez signiatif, nous
avons ensuite généré aléatoirement dix autres problèmes de job shop de même taille.
Les solutions obtenues par l'algorithme génétique sont aratérisées par des attributs
numériques. Ces attributs liés au problème, permettent la desription des opérations
pour déterminer leur degré de priorité lors de la phase d'aetation sur les mahines.
Nous allons par la suite introduire l'algorithme génétique utilisé ainsi que la araté-
risation des solutions générées.
Les jobs M(v),p(v)
J1 3,1 1,3 2,6 4,7 6,3 5,6
J2 2,8 3,5 5,10 6,10 1,10 4,4
J3 3,5 4,4 6,8 1,9 2,1 5,7
J4 2,5 1,5 3,5 4,3 5,8 6,9
J5 3,9 2,3 5,5 6,4 1,3 4,1
J6 2,3 4,3 6,9 1,10 5,4 3,1
Tab. 3.1  Benhmark de Muth et Thomson de taille 6x6
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3.3.1.1 Résolution par l'algorithme génétique
Pour mettre en oeuvre un algorithme génétique, plusieurs opérateurs doivent être mis
au point. Le hoix de es opérateurs nous a demandé une bonne étude an de générer
de bons ordonnanements. La première étape onsiste à hoisir un odage adéquat des
solutions génétiques. La représentation hoisie est elle du Gen et al. [GTK94℄. Cette
représentation est un odage réel indiret. Un hromosome est ainsi représenté par une
haîne de n × m entiers, où n est le nombre de jobs et m est le nombre de mahines.
Chaque entier indique une opération spéique d'un job. Pour le benhmark de Muth et
Thomson formé de six jobs et six mahines, un hromosome est omposé de 36 gènes.
La gure 3.3 montre un exemple d'un hromosome de e benhmark de job shop.
L'algorithme génétique permet de générer des séquenes (solutions) telles que mon-
trées dans la gure 3.3. Ces séquenes ontiennent des ordonnanements impliites. Nous
assoions alors un ordonnaneur à la sortie de l'algorithme génétique pour l'interprétation
des hromosomes an de les transformer en ordonnanements eetifs dont on onnaît
les dates de début des tâhes. La performane de l'algorithme génétique est aetée
par le type d'ordonnaneur utilisé. Ainsi un ordonnaneur de type "déalage à gauhe"
(left-shit) intervient diretement pour hanger si néessaire l'ordre de quelques gènes et
améliore par onséquent la qualité des solutions. Ce type d'ordonnaneur permet d'obte-
nir des ordonnanements atifs. Un ordonnaneur de type "premier arrivé premier servi"
(First-In-First-Out: FIFO), déode les hromosomes sans hanger les ordres des gènes.
Les ordonnanements générés sont alors semi-atifs. An d'aélérer la onvergene de
l'algorithme génétique et d'améliorer la qualité moyenne des ordonnanements fournis,
nous utilisons un ordonnaneur de type left-shift.
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Fig. 3.3  Codage d'une solution du benhmark de Muth et Thomson
Une fois le odage des solutions hoisi, nous déterminons une population initiale.
Cette population est générée aléatoirement. L'aspet aléatoire permet de visiter plusieurs
zones de l'espae de reherhe et par onséquent augmenter la probabilité de trouver la
solution optimale du problème d'ordonnanement ou de trouver des bonnes solutions.
Pour mesurer la qualité des hromosomes, et ensuite séletionner les meilleurs parmi
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eux, une fontion d'évaluation, appelée aussi tness est néessaire. Souvent, les algo-
rithmes génétiques traitant un problème d'ordonnanement et maximisant un ritère
donné, utilisent e dernier omme fontion d'évaluation. Dans le as d'une minimisa-
tion, il sut de onsidérer le omplémentaire du ritère en question. Pour évaluer un
hromosome x, nous avons déni, la fontion d'évaluation suivante :
F (x) = CM − Cmax(x) + 1 (3.12)
Où CM est la plus grande valeur de Cmax observée dans la population ourante ou
depuis le début de l'exéution de l'algorithme génétique. On ajoute 1 pour éviter que
l'individu le plus faible (ayant la plus grande valeur de Cmax) ne soit jamais séletionné
pour la reprodution génétique. En eet, les hromosomes des individus faibles peuvent
ontenir des parties pouvant être utiles pour améliorer la fore des individus forts. Dans
notre as, les solutions génétiques les plus adaptées sont elles qui possèdent les plus
grandes valeurs de F . La fontion F est alulée par l'ordonnaneur qui ajuste les opé-
rations de haque solution sur les mahines en respetant les ontraintes de préédene,
et ensuite détermine les dates de début des opérations.
Les opérateurs génétiques néessaires pour l'évolution des populations et la généra-
tion de nouvelles solutions sont la séletion, le roisement et la mutation. Pour la mise
au point de notre algorithme génétique, nous avons hoisi la proédure de séletion de
Goldberg [Gol89℄ dénie dans le hapitre 2. Cette séletion, basée sur le prinipe de la
roue de loterie, favorise les individus qui possèdent une grande valeur de la fontion F . A
l'inverse d'autres opérateurs de séletion élitiste, la séletion hoisie maintient la diversité
de la population en laissant une hane aux individus faibles pour être séletionnés.
L'opérateur de roisement qui permet l'exploration de l'espae de reherhe en réant
de nouveaux individus est essentiel pour la onvergene d'un algorithme génétique. An
d'éviter la génération des solutions non admissibles, le roisement des solutions de notre
problème de job shop néessite une adaptation au type de odage utilisé. Nous avons
utilisé le odage d'ordre maximal présenté au hapitre préédent. Ce type de roisement
permet de modier légèrement les positions et l'ordre des gènes. Cette propriété est très
utile pour préserver les individus forts au l des générations.
An d'introduire des petites modiations à ertaines solutions de haque popula-
tion, la mutation est onsidérée dans le proessus de reherhe génétique ave une faible
probabilité. Cet opérateur agit en général sur quelques éléments du hromosome. Pour
l'algorithme génétique utilisé, nous avons adapté la mutation appelée insertion et dé-
alage. Il s'agit de séletionner aléatoirement deux gènes, d'insérer le premier gène à
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la position du deuxième gène et ensuite déaler les gènes au milieu jusqu'à la première
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Fig. 3.4  Mutation d'un hromosome
Pour mettre n à l'exéution de l'algorithme génétique, un ritère d'arrêt est nées-
saire. Le hoix de e ritère dépend de la omplexité du problème traité, du nombre
de variables qu'il présente ainsi que des informations onnues à priori sur la solution
optimale. Si la valeur du ritère de la solution optimale est onnue d'avane, le ritère
d'arrêt est évidemment trouver une solution réalisant ette valeur optimale. De même
si on onnaît une bonne borne inférieure de la solution optimale. L'algorithme s'arrête
dès qu'il trouve une solution dont la valeur du ritère soit la plus prohe possible de la
borne. Si auune information n'est onnue a priori, le ritère d'arrêt peut être un nombre
xe d'itérations. Pour notre as, nous avons utilisé deux onditions d'arrêt. La première
est la valeur de solution optimale pour le as du benhmark de Muth et Thomson. La
deuxième ondition est un nombre xe d'itérations pour le as des dix autres problèmes
dont les données sont générés aléatoirement.
La dernière tâhe pour la mise au point de l'algorithme génétique est la détermination
des paramètres tels que la taille de la population, les probabilités de roisement et de
mutation. Cette tâhe, souvent empirique, est réalisée après plusieurs exéutions essais
de l'algorithme ave diérentes valeurs. Les valeurs des paramètres utilisés et générant
les meilleurs résultats sont introduites dans le tableau 3.2.
Paramètres Valeurs
Taille de la population 1000
Nombre d'itérations 1000
Probabilité de roisement 0.8
Probabilité de mutation 0.01
Tab. 3.2  Valeurs des paramètres de l'algorithme génétique
Conernant le benhmark de Muth et Thomson, la population nale générée par
l'algorithme génétique ontient 92.7% de hromosomes optimisant le Cmax.
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En éliminant les redondanes, nous avons obtenu 102 diérents hromosomes. Lors
de la transformation de es solutions en ordonnanements eetifs, on a remarqué que
plusieurs parmi eux sont identiques. En éliminant les solutions redondantes, nous avons
obtenu 22 ordonnanements optimaux. Nous avons séletionné une solution pour servir
omme exemple d'apprentissage an d'extraire des règles de priorité.
Pour les dix autres problèmes d'ordonnanement de job shop, générés aléatoirement,
nous avons à haque fois gardé la meilleure solution fournie par l'algorithme génétique.
An d'assurer l'obtention d'une bonne solution, l'algorithme est exéuté plusieurs fois.
3.3.1.2 Caratérisation des solutions
Comme nous l'avons mentionné dans la setion de l'état de l'art du premier hapitre,
la reherhe des règles d'ordonnanement pour résoudre le problème du job shop a onnu
un grand suès. Néanmoins, les règles proposées se basent sur une seule aratéristique
du problème (tel que le temps opératoire). Ces règles, malgré leur suès, ne peuvent pas
être généralisées et don ne permettent pas de résoudre tous les problèmes de job shop.
En eet, plusieurs aratéristiques inuenent en même temps la qualité de l'ordonnan-
ement et oopèrent pour bien planier l'aetation des opérations. Il est don normal
de onsidérer les diérentes aratéristiques du problème an de trouver les relations
entre elles.
L'objetif de la phase d'apprentissage est la déouverte des relations pouvant exister
entre les aratéristiques d'une opération et son ordre d'exéution sur sa mahine dans
une bonne solution générée par l'algorithme génétique. La position de l'opération sur
la liste d'attente devant la mahine sur laquelle elle s'exéute est un fateur important
dans notre tâhe d'apprentissage. De plus, l'ordre de passage des opérations d'un même
job onstitue une ontrainte fondamentale à prendre en ompte et à respeter pour
générer des ordonnanements admissibles. Il est don normale que ette aratéristique
soit onsidérée. Plusieurs herheurs se sont foalisés sur la déouverte et l'appliation
des règles d'ordonnanement en fouillant les aratéristiques du job shop. Ces travaux se
onentrent sur des aratéristiques statiques qui ne hangent pas au ours du temps. Le
temps opératoire est par onséquent une aratéristique très importante dans es règles
d'ordonnanement. Par exemple, la règle SPT (Shortest Proessing Time) est onsidérée
omme étant une règle performante pour la résolution du job shop dans l'absene des
dates de n au plus tard [BPH82℄. Le temps opératoire restant, une autre information
liée au temps opératoire, onsidère le reste de la durée globale d'un job en exéutant
l'une de ses opérations. Le temps opératoire et le temps opératoire restant dièrent dans
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les éléments à omparer à haque fois. Le temps opératoire permet la omparaison des
opérations, tandis que le temps opératoire restant aide à omparer les jobs.
Le taux d'utilisation de la mahine est un autre élément très important pouvant aussi
être onsidéré pour le ontrle de l'ordonnanement. Pour ela, il sut de aluler pour
haque mahine la somme des temps opératoires de toutes les opérations qu'elle exéute.
Cette somme est appelée la harge totale de la mahine. Une telle information permet
de donner une attention partiulière aux mahines ayant une harge lourde. En eet,
retarder des opérations sur une mahine hargée augmente la valeur du Cmax.
Les aratéristiques séletionnées pour la phase d'apprentissage sont les suivantes :
 Temps Opératoire (TO) : le temps néessaire pour exéuter une opération ;
 Temps Opératoire Restant (TOR) : le reste de la durée globale d'un job en exéu-
tant l'une de ses opérations ;
 Durée Totale d'un Job (DTJ) : la somme des temps opératoires des opérations d'un
même job ;
 Charge Mahine (CM) : la somme des temps opératoires des opérations devant
s'exéuter sur la même mahine ;
 Position de l'Opération dans son Job (POJ) : l'ordre d'exéution d'une opération
donné par les ontraintes de préédene du job ontenant l'opération ;
 Ordre d'Aetation d'une opération sur sa Mahine (OAM) : l'ordre de passage
d'une opération sur la mahine devant l'exéuter. Cet ordre est donné par le hro-
mosome généré par l'algorithme génétique.
3.3.2 Pré-traitement
Pour préparer les données à la phase d'apprentissage et d'extration de onnaissanes,
deux traitements sont réalisés. Le premier, onsiste à transformer des hromosomes géné-
rés par l'algorithme génétique an de déterminer la lasse d'appartenane de haque opé-
ration. Le deuxième traitement le plus important, au ours duquel les diérents attributs
sont disrétisés an d'extraire une onnaissane plus générale et la plus représentative
que possible. Par la suite une desription détaillée de haque traitement.
3.3.2.1 Transformation des solutions
L'interprétation des hromosomes générés par l'algorithme génétique néessite une
modélisation et une représentation faile an d'extraire les strutures sous jaentes.
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C'est pour ette raison nous utilisons le diagramme de Gantt pour la visualisation de
l'ordonnanement. A partir de e diagramme, nous pouvons déterminer les lasses des
opérations. L'apprentissage que nous eetuons est alors basé sur les ordonnanements et
non pas sur les hromosomes omme a proédé Tsai [Tsa97℄ dans ses travaux. L'intérêt
d'un tel apprentissage est l'extration des règles de priorité qui permettent d'estimer
l'ordre d'aetation des opérations sur les mahines en fontion des valeurs d'attributs.
En eet, il est plus intéressant de se foaliser sur la détermination des ordres d'aetation
des opérations sur les mahines plutt que d'estimer les positions des opérations dans le
hromosome. En plus, omme il a été indiqué dans la setion de l'algorithme génétique,
plusieurs hromosomes diérents peuvent donner le même ordonnanement.
La transformation des hromosomes en ordonnanements peut se faire de deux ma-
nières. La première, respete la séquene des opérations donnée par le hromosome en
aetant les opérations sur les mahines par un ordonnaneur de type "premier arrivé
premier servi" (FIFO). Les ordonnanements obtenus sont par onséquent semi-atifs.
La deuxième manière peut modier le séquenement des opérations donné par le hromo-
some. L'ordonnaneur ainsi utilisé est de type "déalage à gauhe". Il permet de remplir
des intervalles de temps vides à gauhe de l'opération en ours d'aetation. Ce type
d'ordonnaneur améliore la qualité des solutions générées par l'algorithme génétique.
Pour illustrer es deux ordonnaneurs, nous représentons par les gures 3.5 et 3.6 les
résultats d'aetation des opérations du hromosome suivant du benhmark de Muth et
Thomson :
(2,1,4,3,1,4,2,6,6,3,2,3,1,5,5,3,6,5,4,2,5,4,1,1,6,2,5,3,4,2,4,5,6,3,6,1).
L'ordonnaneur FIFO a généré un ordonnanement semi-atif dont la valeur du ri-
tère Cmax est égale à 67. Tandis que l'ordonnaneur "déalage à gauhe" a onstruit
un ordonnanement optimal ave Cmax = C
∗
max = 55. Le déalage de l'opération 32
(deuxième opération du troisième job) sur la mahine M4 a permis d'avaner l'exéution
de plusieurs opérations sur d'autres mahines et par onséquent d'améliorer la valeur de
Cmax.
3.3.2.2 Disrétisation réalisée
Pour disrétiser les attributs séletionnés de notre problème d'ordonnanement de
job shop, nous avons utilisé l'algorithme de ChiMerge. Un tel algorithme marhe bien
ave des ensembles de données de petite et moyenne taille. Pour illustrer la démarhe de
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Fig. 3.5  Ordonnanement FIFO


























































































































Fig. 3.6  Ordonnanement par "déalage à gauhe"
la disrétisation réalisée, nous utilisons le benhmark de Muth et Thomson (tableau 3.1).
Nous détaillons les étapes de la disrétisation de l'attribut TO (temps Opératoire). Les
valeurs de et attribut appartiennent à l'ensemble {1,3,4,5,6,7,8,9,10}. L'étape d'initiali-
sation de l'algorithme de ChiMerge onsiste à mettre haque valeur de l'attribut dans un
intervalle. Nous obtenons alors 9 intervalles diérents à la première étape de disrétisa-
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tion de TO. La matrie A est obtenue en déterminant pour haque intervalle Ii, 1 ≤ i ≤ 9
et pour haque lasse le nombre d'opérations ayant un temps opératoire dans l'intervalle




0 1 1 1 0 0 2 0 1
1 1 0 3 0 0 0 1 0
0 2 0 1 0 0 1 1 1
0 1 1 0 0 2 0 1 1
0 1 2 1 1 0 0 0 1
3 1 0 0 1 0 0 1 0


L'étape suivante onsiste à aluler la valeur de χ2 de haque deux intervalles ad-
jaents (voir tableau 3.3). Les deux intervalles ayant la valeur minimale de χ2 sont
fusionnés ; en l'ourrene dans notre exemple I5 et I6. L'étape de fusion ontinue jus-
qu'à atteindre une valeur seuil du ritère χ2. Nous avons xé la valeur de χ2seuil à 9.23.
En pratique, la valeur de χ2seuil est hoisi en déterminant un taux de bonne disréti-
sation voulu en fontion du nombre de lasses auxquelles appartiennent les exemples
d'apprentissages. La valeur χ2seuil = 9.23 représente un taux égale à 95% pour trois
lasses. La dernière itération de l'algorithme ChiMerge pour la disrétisation de l'at-
tribut PT est présentée dans le tableau 3.4. Nous obtenons ainsi les trois intervalles
suivants : I1 = [1, 4[, I2 = [4, 8[, et I3 = [8, 10]. Nous assoions à haque intervalle un
nom symbolique.
 I1 = [1, 4[ −→ Court ;
 I2 = [4, 8[ −→ Moyen ;









5.59 8.83 4.79 5.33 4.0 5.0 4.95 4.0
Tab. 3.3  Disrétisation de l'attribut TO : initialisation de ChiMerge
χ2([1, 4[, [4, 8[) χ2([4, 8[, [8, 10])
10.84 9.4
Tab. 3.4  Disrétisation de l'attribut TO : résultat
Les autres attributs sont également disrétisés en utilisant l'algorithme de ChiMerge.
Les valeurs prises par es attributs sont détaillées par des histogrammes dans la gure
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3.7 pour l'attribut TOR et la gure 3.8 pour les attributs CM et DTJ . Le résultat de
la disrétisation des attributs liés au temps opératoire ainsi que l'attribution des noms

























































Fig. 3.8  Les valeurs prises par les attributs CM et DTJ
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Attributs Court(e) Moyen(ne) Long(ue)
TO [1, 4[ [4, 8[ [8, 10]
TOR [0, 14[ [14, 27[ [27, 39[
DTJ [25, 30[ [30, 47[ [47, 47]
Tab. 3.5  Disrétisation des attributs TO, TOR, DTJ
Attribut Légère Lourde
CM [22, 40[ [40, 43[
Tab. 3.6  Disrétisation de l'attribut CM
Le nombre de degrés de liberté est égal au nombre de lasses - 1. Initialement, nous
possédons six lasses, à savoir les ordres d'aetation des opérations sur les mahines
représentées par l'attribut OAM . Nous avons testé plusieurs nombres de lasses an de
trouver le nombre optimal qui permet un bon taux de lassiation. Le meilleur résultat
obtenu est ave les trois lasses suivantes :
 Première : ette lasse ontient toutes les opérations qui s'exéutent en premier ou
en seond ordre sur les mahines ;
 Milieu : les opérations qui s'exéutent en troisième ou en quatrième position sur les
mahines appartiennent à la lasse "Milieu" ;
 Dernière : ette dernière lasse englobe les opérations s'exéutant en inquième ou
en sixième ordre.
L'attribut POJ indiquant la position d'une opération donnée dans son job, est égale-
ment disrétisé. Le résultat de la disrétisation de et attribut ainsi que l'attribut OAM
est résumé dans le tableau 3.7.
Attributs Première Milieu Dernière
POJ 1, 2 3, 4 5, 6
OAM : Classe 1, 2 3, 4 5, 6
Tab. 3.7  Disrétisation des attributs POJ et OAM
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3.3.3 Apprentissage à partir des solutions génétiques
An d'extraire des règles d'aetation des opérations sur les mahines, nous avons
utilisé le lassiateur See5. Ce dernier permet à travers deux hiers d'entrée, de déter-
miner les relations liant les aratéristiques des opérations à leurs lasses d'appartenane.
Le premier hier d'entrée, ayant l'extension .names, ontient les noms des attributs et
leurs valeurs disrétisées ainsi que le nom de la variable lasse est ses instanes. Pour
l'apprentissage à partir d'une solution optimale du problème de Muth et Thomson, on
utilise le hier Muth-Thomson.names suivant :
OAM.
Opération: label.
TO: Court, Moyen, Long.
TOR: Court, Moyen, Long.
DTJ: Courte, Moyenne, Longue.
CM: Légère, Lourde.
POJ: Première, Milieu, Dernière.
OAM: Première, Milieu, Dernière.
Le deuxième hier utilisé par See5 ayant pour extension .data ontient les données
des exemples d'apprentissage (les opérations) relatives aux valeurs disrétisées des at-
tributs. Les donnés que ontient le hier Muth-Thomson.data sont représentées par le
tableau 3.8. Ces données sont lassées par mahines.
L'exéution de See5 sur es données d'apprentissage du benhmark de Muth et Thom-
son a permis d'obtenir un ensemble de 6 règles d'ordonnanement de type  Si Alors .
Chaque règle est assoiée à un taux de lassiation généré ave. L'ensemble de es règle
est donné par le tableau 3.9.
An d'extraire le plus grand nombre de règles représentant plusieurs variantes de job
shop, de même taille 6×6, nous avons généré aléatoirement 10 instanes dont les données
dièrent largement. La même démarhe d'extration de règles d'ordonnanement, allant
de la résolution par l'algorithme génétique à l'utilisation du See5, est appliquée. Nous
avons onstaté que plusieurs règles trouvées à partir du benhmark de Muth et Thomson
sont aussi générées pour es problèmes. En plus, il y a eu l'apparition de quatre autres
règles supplémentaires (voir tableau 3.10).
Nous onstatons que les 10 règles obtenues tiennent ompte des quatre attributs
suivants : TO, POJ, DTJ et TOR. L'attribut CM représentant la harge totale de haque
mahine, n'est pas présent dans es règles.
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12, Court, Long, Courte, Lourde, Première, Première
42, Moyen, Long, Moyenne, Lourde, Première, Première
34, Long, Moyen, Moyenne, Lourde, Milieu, Milieu
M1 64, Long, Court, Moyenne, Lourde, Milieu, Milieu
25, Long, Court, Longue, Lourde, Dernière, Dernière
55, Court, Court, Courte, Lourde, Dernière, Dernière
21, Long, Long, Longue, Légère, Première, Première
41, Moyen, Long, Moyenne, Légère, Première, Première
61, Court, Moyen, Moyenne, Légère, Première, Milieu
M2 52, Court, Court, Courte Légère, Milieu, Milieu
13, Moyen, Moyen, Courte, Légère, Milieu, Dernière
35, Court, Court, Moyenne, Légère, Dernière, Dernière
31, Moyen, Long, Moyenne, Légère, Première, Première
11, Court, Moyen, Courte, Légère, Première, Première
22, Moyen, Long, Longue, Légère, Milieu, Milieu
M3 51, Long, Court, Courte, Légère, Première, Milieu
43, Moyen, Moyen, Moyenne, Légère, Milieu, Dernière
66, Court, Court, Moyenne, Légère, Dernière, Dernière
32, Moyen, Long, Moyenne, Légère, Première, Première
62, Moyen, Long, Moyenne, Légère, Première, Première
44, Moyen, Moyen, Moyenne, Légère, Milieu, Milieu
M4 14, Long, Court, Courte, Légère, Milieu, Milieu
26, Moyen, Court, Longue, Légère, Dernière, Dernière
56, Court, Court, Courte, Légère, Dernière, Dernière
23, Long, Long, Longue, Lourde, Première, Première
53, Court, Moyen, Courte, Lourde, Première, Première
45, Long, Moyen, Moyenne, Lourde, Milieu, Milieu
M5 36, Moyen, Court, Moyenne, Lourde, Dernière, Milieu
65, Court, Court, Moyenne, Lourde, Milieu, Dernière
16, Moyen, Court, Courte, Lourde, Dernière, Dernière
33, Long, Long, Moyenne, Lourde, Première, Première
63, Long, Long, Moyenne, Lourde, Première, Première
24, Long, Long, Longue, Lourde, Milieu, Milieu
M6 15, Court, Moyen, Courte, Lourde, Milieu, Milieu
54, Court, Court, Courte, Lourde, Milieu, Dernière
46, Long, Court, Moyenne, Lourde, Dernière, Dernière
Tab. 3.8  Fihier Test.data
Il n'est pas probablement disriminant et pertinent pour le proessus de lassiation
des opérations. Les autres attributs sont plus disriminants pour e type partiulier
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Règles Ri Expressions Taux
R1 Si (POJ = Première) et (DTJ = Longue) Alors (Classe = Première) 0.750
R2 Si (POJ = Milieu) Alors (Classe = Milieu) 0.933
R3 Si (POJ = Dernière) et DTJ = Longue Alors (Classe = Milieu) 0.750
R4 Si (POJ = Première) et (DTJ = Courte) Alors (Classe = Milieu) 0.667
R5 Si (DTJ = Moyenne) Alors (Classe = Milieu) 0.650
R6 Si (POJ = Dernière) et ((DTJ = Courte) ou (DTJ = Moyenne)) Alors
(Classe = Dernière)
0.900
Tab. 3.9  Règles de priorité générées sur le Benhmark de Muth et Thomson
d'appliation. Néanmoins, la harge mahine peut être un élément déterminant pour
aeter les opérations omme on va le voir dans la dernière partie de test à la n de e
hapitre.
Règles Ri Expressions Taux
R7 Si (TOR = Long) Alors (Classe = Première) 0.850
R8 Si (TOR = Court) Alors (Classe = Dernière) 0.900
R9 Si (TO = Long) et DTJ = Longue Alors (Classe = Première) 0.750
R10 Si (DTJ = Longue) et TOR = Moyen Alors (Classe = Milieu) 0.833
Tab. 3.10  Règles de priorité supplémentaires générées sur 10 problèmes 6× 6
3.3.4 Extration d'une heuristique à partir des règles de priorité
Nous onstatons que les règles générées sur les problèmes de taille 6× 6 sont basées
essentiellement sur l'attribut POJ. Ce résultat est tout à fait logique dans la mesure où
l'aetation des opérations dans un ordre roissant de POJ sur une mahine, permet
de débloquer les opérations du même job sur les autres mahines. Ce qui permet de
nir le plutt possible l'aetation de l'ensemble d'opérations. De même, l'attribut DTJ
est pertinent lui aussi. En eet, si on donne une ertaine priorité aux opérations des
jobs longs, on peut ontribuer à l'obtention d'un ordonnanement de bonne qualité.
L'attribut TOR quant à lui permet d'éviter de retarder les opérations dont le temps
opératoire restant de leurs jobs sont longs.
A partir de es onstatations, et en se basant sur les règles obtenues, on a voulu réer
une heuristique faile à mettre en oeuvre et permettant de résoudre des problèmes de
diérentes tailles. Cette heuristique doit être apable d'ordonnaner les opérations sur
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les mahines de manière à optimiser le ritère de Cmax et à résoudre les onits pouvant
exister entre des opérations possédant les même valeurs pour un attribut donné. Pour e
fait, on propose de déterminer les priorités d'aetation des opérations sur les mahines
selon trois ritères : la position de l'opération dans son job d'abord, ensuite la durée
totale d'un job et enn le temps opératoire restant d'un job en exéutant l'une de ses
opérations. L'heuristique proposée est la suivante :
Étape 1 : trier les opérations sur haque mahine dans un ordre rois-
sant de l'attribut POJ. Les opérations ayant la même valeur de et
attribut sont triées dans l'étape 2 ;
Étape 2 : les opérations ayant la même valeur de l'attribut POJ sont
triées en ordre déroissant de l'attribut DTJ. Les opérations ayant la
même valeur de et attribut sont triées dans l'étape 3 ;
Étape 3 : les opérations ayant la même valeur de l'attribut DTJ sont
triées en ordre déroissant de l'attribut TOR ;
Étape 4 : si la solution fournie est admissible (respete les ontraintes
de préédene), alors herher un ordonnanement atif à partir des
listes de priorité des opérations, si non aller à l'étape 5 ;
Étape 5 : avaner le minimum possible l'exéution des opérations qui
ausent un onit. Aller à l'étape 4 pour nir.
3.4 Résultats expérimentaux
3.4.1 Validation de l'heuristique
An de valider ette heuristique, nous avons séletionné un ensemble de benhmarks
types de Muth et Thomson et de Lawrene. Ces problèmes de job shop possèdent des
tailles diérentes allant de 6× 6 jusqu'à 10× 10 et 20× 10. Pour omparer les résultats
obtenus par notre heuristique, nous iterons dans le tableau 3.11 les valeurs de Cmax
obtenues pour es mêmes problèmes par quatre approhes de résolution. Ces approhes
sont : Reuit Simulé [LAL92℄, (olonne RS du tableau 3.11), Reherhe Tabou [DT91℄
(olonne RT), Shifting Bottlenek [AED88℄ (olonne SB) et un algorithme génétique
proposé par Della Croe [CTV95℄ (olonne AG).
Notre heuristique réussit à trouver une solution optimale pour le premier problème
de taille 6 × 6. Pour les inq autres problèmes, les valeurs de Cmax obtenues par notre
heuristique sont très prohes de l'optimal. Il s'avère que la dernière étape de ette dé-
marhe d'ECD, généralise, en eet la résolution du problème à des tailles supérieures,
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mais ne garantit pas une solution optimale. Pour obtenir des résultats préis par ette
démarhe, on peut ne pas appliquer la dernière étape à savoir le post traitement onsis-
tant à extraire à partir des règles obtenues une heuristique. Dans e as, il est évident
d'appliquer les règles uniquement à des problèmes de job shop de même taille que elui
utilisé pour l'apprentissage. Don l'utilisation ou non de la dernière étape de l'ECD doit
répondre à un ompromis entre la préision souhaitée et la généralisation.
Benhmark n m OPT RS RT SB AG Heuristique
MT06 6 6 55 55 55 55 55 55
MT10 10 10 930 930 935 930 946 935
MT20 20 5 1165 1165 1165 1178 1178 1175
La01 10 5 666 666 666 666 666 673
La06 15 5 926 926 926 926 926 936
La11 20 5 1222 1222 1222 1222 1222 1230
Tab. 3.11  Comparaison entre les heuristiques
3.4.2 Appliation de la démarhe de l'ECD sans l'étape de post trai-
tement
Pour résoudre des problèmes de tailles plus grandes que 6 × 6, nous avons appliqué
la même démarhe de l'ECD à l'exeption de la dernière étape de post-traitement au
benhmark de Lawrene onnu par le nom La06. Ce problème ontient 15 jobs et 5 ma-
hines. Après avoir déterminé une solution optimale de Cmax égale à 926 par l'algorithme
génétique, nous avons proédé à la disrétisation des attributs. Cette étape nous a permis
de déterminer trois lasses d'opérations sur haque mahine. La première lasse ontient
les opérations qui s'exéutent en inq premières positions, la deuxième lasse ontient les
opérations s'exéutant entre la sixième et la dixième position et les opérations restantes
appartiennent à la dernière lasse. Les résultats de la disrétisation sont résumés dans
les tableaux 3.12, 3.13 et 3.14.
Attributs Court(e) Moyen(ne) Long(ue)
TO [7, 19] ]19, 50] ]50, 98]
TOR [0, 44] ]44, 105] ]105, 320]
DTJ [186, 233] - ]233, 413]
Tab. 3.12  Disrétisation des attributs TO, TOR, DTJ : as du benhmark La06
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Attribut Légère Moyenne Lourde
CM [726, 792] ]792, 859] ]859, 926[
Tab. 3.13  Disrétisation de l'attribut CM : as du benhmark La06
Attributs Première Milieu Dernière
POJ 1 2, 3 4, 5
OAM : Classe 1, 2, 3, 4, 5 6, 7, 8, 9, 10 11, 12, 13, 14, 15
Tab. 3.14  Disrétisation des attributs POJ et OAM : as du benhmark La06
L'utilisation du See5 a permis de générer huit règles légèrement diérentes à elles
déouvertes pour le benhmark de Muth et Thomson. Nous distinguons l'apparition de
l'attribut CM représentant la harge totale de haque mahine. En revanhe, l'attribut
TOR n'apparaît dans auune règle. Le tableau 3.15 résume les règles obtenues.
Ri Expression τ
R1 Si (POJ = Première) Alors (Classe = Première) 0.824
R2 Si (POJ = Dernière) Alors (Classe = Dernière) 0.688
R3 Si (POJ = Milieu) et (TO = Courte) Alors (Classe = Première) 0.857
R4 Si (TO = Longue) et (DTJ = Courte) Alors (Classe = Première) 0.800
R5 Si (POJ = Milieu) et (TO = Moyenne) et (DTJ = Courte) Alors (Classe = Milieu) 0.857
R6 Si (POJ = Milieu) et (TO = Longue) et (DTJ = Longue) Alors (Classe = Milieu) 0.643
R7 Si (POJ = Milieu) et (TO = Moyenne) et (CM = Moyenne) Alors (Classe = Milieu) 0.714
R8 Si (POJ = Milieu) et (TO = Moyenne) et (DTJ = Longue) et (CM = Légère) Alors (Classe
= Première)
0.750
Tab. 3.15  Règles générées à partir du benhmark La06
Pour résoudre des problèmes de job shop de même taille que La06 on utilise les
huit règles générées. Ces règles seules, ne peuvent pas résoudre les onits entre les
opérations devant haque mahine. En eet, le taux de lassiation n'est pas très élevé
pour pouvoir généraliser es règles à d'autres problèmes. Pour éviter e problème nous
proédons omme suit :
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 Étape 1 : lasser les opérations de haque mahine en trois lasses en utilisant
les règles du tableau 3.15. Les lasses peuvent ne pas ontenir le même nombre
d'opérations ;
 Étape 2 : lasser les opérations à l'intérieure de haque lasse suivant les valeurs
roissantes de POJ. Les opérations ayant la même valeur de POJ sont lassées en
fontion de TO roissant ;
 Étape 3 : si la solution obtenue est admissible (respete les ontraintes de préé-
dene), alors herher un ordonnanement atif à partir des listes de priorité des
opérations, si non aller à l'étape 4 ;
 Étape 4 : avaner le plus tt possible l'exéution des opérations qui ausent un
onit. Aller à l'étape 3 pour nir.
Pour valider ette deuxième heuristique, nous avons hoisi de tester quatre benhmark
de Lawrene tous de même taille 15× 5 : La07, La08, La09 et La10. Nous avons obtenu
pour les quatre problèmes des solutions optimales ave les valeurs respetives suivantes
de Cmax : 890, 863, 941 et 958.
3.5 Conlusion
Dans e hapitre, nous avons présenté le proessus d'Extration de Connaissane à
partir des Données (l'ECD) omposé d'une suite de traitements allant de l'aquisition
des données jusqu'à l'extration des strutures sous jaentes. Nous avons adapté e pro-
essus étape par étape, à la résolution de problèmes d'ordonnanement dans un atelier
de type job shop. La première étape a permis d'obtenir, grâe à un algorithme génétique,
un ensemble de bonnes solutions, résolvant le problème de job shop. Ces solutions ont
été représentées par trois lasses (haque lasse orrespond à un ensemble de positions
des opérations sur la mahine). Lors de la deuxième étape, elle du pré-traitement, nous
avons transformé les solutions fournies par l'algorithme génétique sous forme de hro-
mosomes, en un ensemble d'ordres de passage sur les mahines. Dans le but d'expliquer
les lasses, plusieurs aratéristiques telles le temps opératoire et la harge mahine, ont
été hoisies. Ces aratéristiques ont été disrétisées an de généraliser l'appliation des
résultats. L'étape de fouille de données a permis de générer un ensemble de règles d'or-
donnanement à partir des solutions fournies par l'algorithme génétique. Ces règles ont
été la base d'une heuristique élaborée lors de la phase de post-traitement. L'heuristique
a permis de générer de bonnes solutions pour un ensemble de test omposé de problèmes
types de job shop.
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Si l'on désire avoir des résultats plus préis, on utilisera les règles d'ordonnanement
issues diretement de la troisième étape de l'ECD, mais sur des problèmes de job shop de
même taille, travail fait sur un problème de taille 15× 5 et testé sur quatre benhmarks.
Les résultats expérimentaux ont montré l'eaité de ette deuxième méthode de réso-
lution. Par ontre, si l'on désire avoir une solution approhée, rapide, sur des problèmes
de tailles diérentes, on applique l'heuristique onstruite à la quatrième étape.
Dans e hapitre, nous avons herhé à résoudre le problème d'ordonnanement dans
un atelier de type job shop, en onsidérant les mahines tout le temps disponibles. Cette
hypothèse ne olle pas souvent à la réalité. En eet, les mahines sont sujettes à des arrêts
fréquents à ause des pannes aléatoires ou des interventions d'entretien et de maintenane
préventive. Nous prenons en ompte l'aspet de la maintenane dans l'atelier de type job
shop dans le hapitre suivant, en proposant un algorithme génétique multiobjetif.
Chapitre 4
L'ordonnanement onjoint de la
prodution et de la maintenane
dans un atelier job shop
Résumé : Une grande partie de la littérature dédiée aux problèmes d'ordonnanement
se plae dans le ontexte de disponibilité totale des ressoures. Cette hypothèse n'est
pourtant pas dèle à la réalité des ateliers de prodution. En eet, les diérentes res-
soures qu'elles soient humaines ou matérielles peuvent, pour diverses raisons, être
indisponibles et l'on peut même planier leurs périodes d'indisponibilité. Les dates et
les durées d'indisponibilité sont déterministes dans ertains as, omme les ongés de
personnel, les opérations de maintenane préventive sur les mahines de l'atelier. Ces
même données, dans d'autres as, peuvent être imprévisibles et aléatoires, omme par
exemple les pannes de mahines, la maladie d'une ressoure humaine et. La présene
de es intervalles d'indisponibilité des ressoures perturbe l'ordonnanement de la pro-
dution et inue d'une manière signiative sur les valeurs des ritères d'optimisation.
Dans e hapitre, nous tenons ompte des ontraintes d'indisponibilité des mahines au
sein du job shop. Cei nous amène à étudier la maintenane et ses diérentes formes
et niveaux d'interventions ainsi que l'ordonnanement onjoint. Un état de l'art de
et aspet sera présenté. Vue la omplexité du job shop, nous avons opté pour l'étude
de la maintenane préventive systématique. Nous proposons ensuite deux méthodes de
hoix de périodes systématiques. Nous avons reours à l'optimisation multiobjetif et
aux algorithmes génétiques pour proposer des solutions pareto optimales. Ces solutions




La maintenane et la prodution sont deux fontions qui agissent sur les mêmes
ressoures. Cependant l'ordonnanement de leurs ativités respetives se fait en pratique
d'une manière indépendante. En eet, la prodution oeuvrant quotidiennement sur les
équipements, tient ompte pour planier ses tâhes de ontraintes de délais, de stoks
d'approvisionnement et, et néglige les ontraintes liées à la maintenane. Généralement,
il existe un ordonnanement de la prodution, destiné à satisfaire les ontraintes de
oût, qualités et délais. D'autre part, un plan de maintenane, visant à ordonnaner
et à aeter les ressoures aux tâhes de maintenane, pour garantir le bon état de
marhe de la ressoure, doit aussi être eetué. Ces deux éléments ayant été établis
séparément, leurs intégrations dans le fontionnement de l'atelier posent un problème
qui est souvent résolu par négoiation entre les responsables respetifs des deux servies
et ei de manière séquentielle.
L'ordonnanement de prodution et de maintenane est abordé de plusieurs façons.
Trois politiques d'ordonnanement ont été reensées, l'ordonnanement séparé, le séquen-
tiel et l'intégré. Chaque politique a pour objetif le partage de es ressoures ommunes,
et la garantie du bon état de fontionnement des équipements, et enn l'évitement de
tout onit provenant des interations entre la prodution et la maintenane [LC00℄.
 ordonnanement séparé : atuellement la maintenane et la prodution sont le
plus souvent traitées de manière indépendante au sein de l'entreprise [Bem02℄. Les
ordonnanements orrespondants à es deux ativités sont don réalisés de manière
séparée et interfèrent bien souvent l'un ave l'autre entraînant des retards de la
prodution ou de la maintenane. Cette méthode implique la mise en plae d'une
ommuniation arue entre les servies de prodution et de maintenane pour
limiter les onits dans l'immobilisation des ressoures aussi bien humaines que
matérielles ;
 ordonnanement séquentiel : ette politique onsiste à planier l'une des deux
ativités, prodution ou maintenane, et à utiliser et ordonnanement omme une
ontrainte supplémentaire d'indisponibilité des ressoures dans la résolution du
problème d'ordonnanement de l'ensemble des deux types de tâhes. De manière
générale, la maintenane est planiée en premier, ensuite l'ordonnanement de
la prodution est réalisé en prenant les opérations de maintenane omme des
ontraintes fortes d'indisponibilité des ressoures [Agg02℄ ;
 ordonnanement intégré [SS00℄, [BFP96℄ : ette politique onsiste à réer un or-
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donnanement onjoint et simultané des tâhes de prodution et de maintenane.
Une telle politique de planiation limite les risques d'interférene entre la produ-
tion et la maintenane et permet ainsi d'optimiser la qualité des ordonnanements.
Cependant, ette politique n'est atuellement qu'au stade de reherhe et de test,
vue la diérene de aratérisation des tâhes de prodution et de maintenane.
Néanmoins, elle ore un bon espoir de voir un jour disparaître les onits d'utili-
sation des ressoures, en impliquant une bonne oordination entre les servies de
prodution et de maintenane.
Des études réentes sur l'eaité de la gestion en maintenane [Bem02℄, [LC00℄
ont montré qu'un tiers des oûts de maintenane provient d'opérations inutiles ou mal
eetuées. Cette ineaité a pour raison prinipale, l'absene d'informations réelles qui
permettraient de développer un modèle de maintenane préventive apable de réduire
ou d'éliminer les interventions inutiles et d'éviter les risque de pannes les plus graves des
mahines.
Notre travail s'insrit dans e soui d'optimiser l'ordonnanement de prodution et de
maintenane en antiipant tout onit pouvant se présenter entre es deux servies. Nous
proposons dans e hapitre une étude sur l'ordonnanement onjoint de la prodution
et de la maintenane au sein du job shop. Cette étude passe par un ompromis entre les
objetifs, parfois antagonistes de es deux fontions. Nous proposons don une méthode
d'ordonnanement s'appuyant sur l'optimisation multiobjetif omportant une fontion
liée à la prodution et une autre liée à la maintenane. Le job shop est pratiquement
l'atelier de prodution le plus prohe de la réalité du monde industriel. La omplexité de
e problème a obligé les herheurs à simplier le plus possible les ontraintes réelles qui
peuvent exister. La ontrainte de disponibilité des mahines a été, la plupart de temps
relaxée omme dans l'étude que nous avons faite au hapitre 2 pour pouvoir omparer
notre apport par rapport aux travaux existants. Cette ontrainte a une inuene onsi-
dérable sur la qualité de l'ordonnanement et sur sa réalisation. La prise en ompte de
l'état de disponibilité ou de non disponibilité des mahines pendant des intervalles régu-
liers de temps permet de se rapproher enore plus de la réalité du terrain. Ce que nous
nous proposons de faire dans e hapitre, qui débute par un rappel sur les notions de
maintenane, suivi d'un état de l'art sur l'ordonnanement onjoint de la prodution et
la maintenane. Notre méthode de résolution sera présentée au paragraphe 4.3.2, puis
sera validée sur des benhmarks de job shop que l'on a modié pour tenir ompte de la
maintenane.
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4.2 Généralités sur la maintenane
Les entreprises industrielles, fae à la onurrene, sont de plus en plus onfrontées
aux impératifs de la modernisation des appareils produtifs, de la qualité des produits
et de la rédution de leurs oûts. Bien que la modernisation ait plutt une dimension
tehnique et tehnologique, il semble primordial atuellement de réaliser des investisse-
ments revêtant des aspets éonomiques, humains et organisationnels, an d'assurer la
rentabilité des investissements matériels (mahines, équipements de prodution). Un des
axes majeurs permettant d'atteindre es objetifs, réside dans la onservation de l'état
des moyens matériels investis. En eet, la robotisation des systèmes de prodution, de
plus en plus grande, oblige à aorder une forte importane à leur abilité. Ainsi un arrêt
pour ause de panne de l'équipement de prodution, peut engendrer des oûts énormes à
l'entreprise (les taux de pannes pénalisent la rentabilité). En partiulier, pour des raisons
de séurité, il est primordial de s'intéresser aux problèmes de abilité et de disponibilité.
On onstate ainsi que la maintenane onnaît de plus en plus une promotion arue
(embauhe de personnel qualié, mise en plae de moyens au niveau des servies de
maintenane, et).
Dénition 4.1. L'Assoiation Française de Normalisation : L'AFNOR, a déni sous la
norme "NF X 60-010" la maintenane omme étant l'ensemble des ativités destinées à
maintenir ou à rétablir un bien dans un état ou dans des onditions données de sûreté
de fontionnement, pour aomplir une fontion requise. Ces ativités sont ainsi une
ombinaison d'ativités tehniques, administratives et de management.
Le terme maintenir ontient la notion de surveillane et de prévention sur un bien
en fontionnement normal. Tandis que le terme rétablir ontient la notion de orretion
(remise à niveau) après perte de fontion. La maintenane omporte aussi en plus de la
gestion et de la maîtrise de la disponibilité des moyens de prodution d'une entreprise,
l'ensemble des ations intégrant dès la oneption des produits et des équipements, des
notions de abilité, de maintenabilité de disponibilité et de séurité. Ces quatre derniers
paramètres dénissent la notion de sûreté de fontionnement. La sûreté de fontionne-
ment est l'ensemble des aptitudes d'un bien qui lui permettent de remplir sa fontion
au moment voulu, pendant la durée prévue, sans dommage pour lui même et pour son
environnement.
Dénition 4.2. La abilité est l'aptitude d'une entité à aomplir une fontion requise,
dans les onditions données, pendant un intervalle de temps donné. (AFNOR NF X
60-500)
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Dénition 4.3. La maintenabilité est l'aptitude d'un dispositif à être maintenu ou ré-
tabli dans un état dans lequel il peut aomplir sa fontion requise lorsque la main-
tenane est aomplie dans des onditions données ave des proédures et des moyens
presrits.(AFNOR NF X 60-010)
4.2.1 Les politiques de maintenane
Selon l'objetif et le moment d'intervention, on peut distinguer deux grandes lasses
de politiques de maintenane : la maintenane préventive et la maintenane orretive
(gure 4.2).
4.2.1.1 Maintenane préventive
La maintenane préventive a pour objetif de réduire la probabilité de défaillane
ou de dégradation d'un bien ou d'un servie rendu. Les ativités orrespondantes sont
délenhées selon un éhéanier établi à partir d'un nombre prédéterminé d'usage (main-
tenane systématique), et/ou des ritères prédéterminés signiatifs de l'état de dégra-
dation du bien ou du servie (maintenane onditionnelle) [Gil96℄. Cette politique de
maintenane s'adresse aux éléments provoquant une perte de prodution ou des oûts
d'arrêts imprévisibles lassés omme importants pour l'entreprise. Lyonnet [Lyo92℄ a in-
diqué que e type de maintenane s'applique sur des matériels appartenant à la atégorie
A d'une ourbe ABC
1
(oût/nombre de pannes). Il onvient don d'organiser un système
de maintenane minimisant es arrêts tout en ne devenant pas trop onéreux.
La maintenane préventive agit sur plusieurs éléments dans l'entreprise. En eet, la
planiation des tâhes dans le servie maintenane est prédéterminée, e qui diminue
les arrêts imprévus et rend la harge de travail plus régulière. Au niveau de la séurité,
les risques de pannes ayant des onséquenes atastrophiques diminuent. La abilité
s'améliore et le taux de défaillane est artiiellement réduit, e qui permet une meilleure
disponibilité des équipements. Ce type de maintenane permet de générer une base de
données pour la prise en harge ultérieure, préventive systématique ou onditionnelle ou
les deux.
1. La méthode ABC, ou Loi de Paréto ou enore Règle 20/80 est une analyse basée sur l'étude d'une
période éoulée permettant d'une façon simple et objetive de mettre en évidene en fontion d'un
ritère déterminé les individus les plus marquants d'une population. Au début du sièle, un soiologue
et éonomiste italien, Vilfredo Pareto, démontra le prinipe d'une inégalité de la répartition des rihesses
et des revenus dans une population quelonque et en déduisit une loi qui peut s'énoner ainsi: "Quand
il y a un grand nombre de variantes possibles, très souvent moins de 20% de es variantes représentent
plus de 80% des as qui peuvent se présenter dans la réalité"
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On distingue plusieurs type de maintenane préventive :
 maintenane systématique : e type de maintenane omprend l'ensemble des
ations destinées à restaurer, en totalité ou partiellement, la marge de résistane des
matériels non défaillants, lorsque es tâhes sont déidées en fontion du temps ou
de la prodution, sans onsidération de l'état des matériels à et instant. Les tâhes
de maintenane préventive systématique sont alors eetuées ave une périodiité
régulière, soit à intervalles xes dans le temps, soit au bout d'un ertain nombre
d'heures de fontionnement ou de kilométrage parourus. Ce type de maintenane,
omprend le remplaement systématique de ertains omposants ritiques en limite
d'expiration de leur durée de vie, le remplaement de omposants peu oûteux
pour éviter les dépenses d'évaluation de leur état et l'essentiel des opérations de
servie (remplaement d'huile, de pièes d'usure, réglage de pression, ontrle du
niveau d'huile, et). Ce type de maintenane est représenté par la gure 4.1 où
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Fig. 4.1  Maintenane systématique
 maintenane onditionnelle : il s'agit d'une maintenane préventive subordon-
née à un type d'événement prédéterminé (information d'un apteur, mesure d'une
usure, mesure des vibrations et du bruit, mesure de température, analyse des huiles,
et) pour restaurer du matériels ou de omposants non défaillants. Les remplae-
ments ou les remises en état des pièes, les remplaements ou les appoints des
uides auront lieu après une analyse de leur état de dégradation. Il apparaît immé-
diatement que e type de maintenane préventive requiert des tâhes additionnelles
pour évaluer le niveau de dégradation. Selon Gilles [Gil96℄, Ces tâhes sont onsi-
dérées omme appartenant à la maintenane onditionnelle, ar elles sont au oeur
de la proédure de déision, bien que la plupart d'entre elles soient eetuées selon
une programmation régulière ;
 maintenane préditive : appelée aussi maintenane prévisionnelle, elle prédit
la possibilité d'une défaillane à une ertaine éhéane, à partir d'une analyse
permanente ou périodique de l'état de haque équipement obtenue par les méthodes
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de la maintenane onditionnelle. Ainsi les tâhes de maintenane peuvent être
planiées au moins dans les limites du délai prédit.
D'autres types de maintenane préventive apparaissent et deviennent de plus en plus
intéressants. Nous itons à titre d'exemple la maintenane basée sur la abilité qui utilise
un ensemble de méthodes struturées et formelles pour séletionner les tâhes eaes
et appliables de maintenane préventive pour atteindre un niveau de abilité aepté.
La maintenane proative utilisée essentiellement par les industriels et prestataires de
servie en maintenane aux États Unis, est une autre forme avanée de maintenane pré-
ditive. Elle permet de déterminer les auses initiales des défaillanes à partir de l'état de
défaillane potentielle. La mise en oeuvre de ette maintenane implique l'aumulation





































































































Fig. 4.2  Les diérentes politiques de maintenane selon AFNOR
4.2.1.2 Maintenane orretive
Avant que l'AFNOR ne dénisse la maintenane orretive omme étant l'ensemble
des ativités réalisées après la défaillane, les termes de maintenane subite, fortuite,
réparatrie, palliative, urative étaient utilisés. Ce type de maintenane agit sur des
équipements défaillants ou après dégradation de leurs fontions pour leurs permettre de
reprendre leurs ativités, au moins provisoirement. La maintenane orretive omporte
notamment la loalisation de la défaillane et son diagnosti, la remise en état ave ou
sans modiation, le ontrle du bon fontionnement.
La dénition préédente nous onduit à distinguer deux types de maintenane or-
retive : la maintenane palliative et la maintenane urative.
 maintenane palliative : ativités de maintenane orretive destinées à per-
mettre à un bien d'aomplir provisoirement toute ou partie d'une fontion requise.
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Appelée ouramment dépannage, ette maintenane palliative est prinipalement
onstituée d'ations (interventions) à aratère provisoire qui devront être suivies
d'ations uratives ;
 maintenane urative : ativités de maintenane orretive ayant pour obje-
tif de rétablir un bien dans un état spéié ou de lui permettre d'aomplir une
fontion requise. Le résultat des ativités réalisées doit présenter un aratère per-
manent. Ces ativités peuvent être des réparations, des modiations ou aménage-
ments ayant pour objet de supprimer les défaillanes.
4.2.2 Les niveaux de maintenane
Plusieurs lassiations des niveaux de maintenane existent selon les seteurs in-
dustriels. Gilles a ité dans [Gil96℄ les trois niveaux de maintenane dans le milieu aé-
ronautique militaire. Le premier niveau, appelé aussi la maintenane en ligne, onerne
les visites journalières avant et après le vol, les tests en piste et. Le deuxième niveau
s'agit d'une maintenane hors ligne et regroupe les opérations d'entretien de ertains
équipements en atelier, le ontrle et la remise en état des systèmes. Le dernier niveau,
appelé aussi la maintenane industrielle, est réalisé dans des ateliers industriels spéia-
lisés. Il onerne les visites d'entretien majeures de l'avion, la remise en état des avions
aidentés, la réparation et la révision générale des équipements.
Une autre lassiation normalisée par niveaux de maintenane est donnée par l'AF-
NOR, pour servir omme un guide entre les partenaires selon le type de bien à maintenir.
Une politique de maintenane bien dénie, doit selon la même soure lairement iden-
tier inq niveaux de maintenane réalisés à l'intérieur de l'entreprise et eux onés à
des entreprises de sous-traitane ou à des onstruteurs. Il permettent, en outre, d'iden-
tier le niveau de diagnosti auquel on s'intéresse : systèmes, sous-systèmes, matériels,
omposants élémentaires.
Le niveau 1 regroupe les réglages simples prévus par le onstruteur au moyen d'élé-
ments aessibles sans auun démontage ou ouverture de l'équipement, ou éhanges d'élé-
ments onsommables aessibles en toute séurité, tels que voyants ou ertains fusibles,
et. Ce type d'intervention peut être oné à l'exploitant du bien, sur plae, sans outillage
et à l'aide des instrutions d'utilisation.
Le niveau 2 orrespond à des dépannages par éhange standard des éléments prévus
à et eet et à des opérations mineures de maintenane préventive, telles que graissage
ou ontrle de bon fontionnement. Ce type d'intervention peut être eetué par un
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tehniien habilité de qualiation moyenne, sur plae, ave l'outillage portable déni par
les onstrutions. Des pièes de rehange néessaires peuvent être utilisées à ondition
qu'elles soient transportables, sans délai et à proximité du lieu d'exploitation.
Le niveau 3 réunit l'identiation et le diagnosti des pannes, les réparations par
éhange de omposants ou d'éléments fontionnels, les réparations méaniques mineures
et toute opération ourante de maintenane préventive telles que réglage général ou
réalignement des appareils de mesure. Ce niveau de maintenane un peu élevé, est oné
à des tehniiens spéialisés, sur plae ou dans le loal de la maintenane, à l'aide de
l'outillage prévu dans les instrutions de maintenane ainsi que des appareils de mesure
et de réglage, des bans d'essai et de ontrle des équipements et utilisant l'ensemble de la
doumentation néessaire à la maintenane du bien, ainsi que les pièes approvisionnées
par le magasin.
Le niveau 4 englobe les travaux importants de maintenane orretive ou préventive à
l'exeption de la rénovation et de la reonstrution. Ce niveau omprend aussi les réglages
des appareils de mesure utilisées pour la maintenane, et éventuellement de bans de
mesure et étalons de travail par les organismes spéialisés. Ce type d'intervention peut
être eetué par une équipe omprenant un enadrement tehnique très spéialisé, dans
un atelier spéialisé doté d'un outillage général (moyens méaniques, des âblages, de
nettoyage, et.) et à l'aide de toute doumentation générale ou partiulière.
Le niveau 5 orrespond à la rénovation, la reonstrution ou exéution des réparations
importantes onées à un atelier entral ou à une unité extérieure. Généralement, 'est






























































































































































Fig. 4.3  Niveaux de maintenane AFNOR
En règle générale, les qualiations des personnels et les oûts assoiés s'aroissent
ave le niveau de maintenane omme le montre la gure 4.3.
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Dans notre travail, nous foalisons notre intérêt sur le troisième niveau de mainte-
nane, et d'un degré moins élevé sur le quatrième niveau. En eet, nous herhons à
planier des tâhes de maintenane préventives de ourtes durées.
4.3 Ordonnanement onjoint de la prodution et de la main-
tenane
4.3.1 État de l'art
Depuis une dizaine d'années plusieurs auteurs se sont intéressés à l'ordonnanement
onjoint de la maintenane et de la prodution. Les travaux dans e domaine varient
en fontion du type de maintenane onsidéré et du modèle de prodution étudié. Les
premiers travaux onsidèrent une seule mahine. Puis, au fur et à mesure que les travaux
avanent, les modèles se ompliquent pour aller jusqu'aux ateliers de type ow shop ou job
shop. Nous présentons ii un état de l'art des prinipaux travaux sur l'ordonnanement
onjoint de la prodution et de la maintenane lassés en fontion du nombre de mahines.
 as d'une seule mahine : Sloan et al. [SS00℄ ont étudié le problème d'ordonnan-
ement onjoint sur une seule mahine et plusieurs types de produits. La mahine
subit souvent des pannes e qui engendre un eet négatif sur la prodution de plu-
sieurs produits. Ce problème a été modélisé par le proessus de déision Markovien
et résolu par la programmation linéaire.
Graves et al. [GL99℄ ont traité le même problème mais en donnant plus de exibi-
lité quant aux périodes d'intervention de maintenane. Ainsi, deux sénarios sont
étudiés onernant l'horizon de prodution. Dans le as où l'horizon planié est
long par rapport à la période de maintenane T , le problème étudié devient NP-
omplet. Les auteurs ont développé un algorithme pseudo-polynomial basé sur la
programmation dynamique. En revanhe, si l'horizon de prodution est assez ourt,
il est parfois impossible de ontinuer une tâhe de maintenane. Il faut don la ter-
miner pendant l'horizon suivant. Ce sénario est lui aussi NP-omplet. Néanmoins,
les règles SPT (Shortest Proessing Time) et EDD (Earliest Due Date) permettent
de le résoudre d'une manière exate dans le as de la minimisation de la somme
des dates de n ou la minimisation du maximum d'avane.
Liao et al. [LC02℄, ont étudié également le as d'une seule mahine en tenant ompte
de la possibilité des pannes pouvant se produire sur la mahine. Ainsi, des périodes
d'indisponibilité de la mahine sont déterminées avant de ommener l'ordonnan-
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ement. Le ritère à optimiser est le retard maximum. Pour résoudre d'une manière
exate e type de problème, un algorithme de type branh and bound est proposé
pour des instanes de taille réduite. An de proposer des solutions approhées pour
des instanes de grande taille, les auteurs ont développé une heuristique.
Asano et al. [AO99℄, ont apporté un aspet éonomique dans leur étude de e
problème. Ces derniers ont proposé une heuristique qui permet la manipulation des
dates de début et de n des périodes d'indisponibilité des mahines pour minimiser
le oût total.
Un autre modèle stohastique d'une seule mahine est étudié par Stadje [Sta95℄.
Les moments des pannes de la mahine sont aléatoires et dépendent du job en ours
de traitement. A haque job est assoié un gain en fontion de sa date de n et
de sa date d'éhéane. Le problème onsiste à hoisir parmi un ensemble donné de
jobs, eux qui maximisent le gain total avant qu'une panne surgisse sur la mahine ;
 as de deux mahines : une étude réente de Lee [Lee99℄, a onsidéré le as de
deux mahines ave des périodes d'indisponibilité sur une seule mahine puis sur
les deux mahines. Le problème étudié est un ow shop déterministe. L'objetif
est de trouver un ordonnanement qui minimise le makespan et qui respete les
périodes d'indisponibilité des mahines (durant es périodes, les mahines subissent
des opérations de maintenane). Lee a développé un algorithme pseudo-polynomial
se basant sur la programmation dynamique pour résoudre e problème.
Le même problème de ow shop à deux mahines sous des ontraintes d'indisponi-
bilité est étudié par Allahverdi et al. [AM98℄. A la diérene de Lee, Allahverdi et
al. onsidèrent le as dynamique des pannes mahines. Les périodes d'indisponibi-
lité sont alors inonnues au début de l'ordonnanement. En plus, deux ritères sont
à minimiser à la fois, le makespan et le maximum des retards. Les auteurs itent
deux types diérents de modèles étudiés dans la littérature. Le premier, ave mé-
moire, permet de reprendre les tâhes interrompues lors des pannes mahines une
fois es dernières réparées. Le deuxième, sans mémoire, réinitialise la réalisation des
tâhes interrompues par une panne. Les auteurs ont gardé le premier modèle. Pour
résoudre e problème d'une manière exate, une tehnique d'énumération omplète
est utilisée ;
 as de plusieurs mahines : le as de plusieurs mahines est onsidéré par Lee
et al. [LC00℄. Les mahines sont parallèles et identiques et subissent haune une
intervention de maintenane durant un intervalle de temps donné. Le but est de
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herher un ordonnanement onjoint des tâhes de prodution et de maintenane
qui minimise la somme pondérée des dates de n. Dans e problème, les auteurs
ont onsidéré deux as de maintenane. Le premier, quand l'atelier dispose de
ressoures susantes pour maintenir plusieurs mahines à la fois si néessaire.
Le deuxième, se base sur l'hypothèse de limitation de ressoures de maintenane.
Dans e as, une seule mahine peut être maintenue en un temps donné. Les pro-
blèmes onsidérés sont résolus d'une manière exate à l'aide des algorithmes de
type évaluation et séparation (branh and bound). Les problèmes résolus sont de
taille moyenne allant de 20 à 30 opération et de 2 à 8 mahines. Les données de
prodution et de maintenane sont générées par une distribution uniforme.
Un autre as d'ordonnanement onjoint, mais ette fois-i industriel, a été traité
par Deniaud et al. [DNMM99℄. Il s'agit de dénir une planiation des interventions
de maintenane préventive réalisées sur une des lignes de fabriation d'Alstom.
L'objetif est de minimiser l'inuene des interventions de maintenane préventive
sur le ux de prodution. Pour en juger, deux ritères sont utilisés, le temps de yle
moyen et le temps de yle maximum de fabriation des lots. La démarhe adoptée
passe tout d'abord par la modélisation et l'identiation de la ligne de fabriation.
Ensuite, le problème est étudié en deux étapes à l'aide de la simulation. La première
étape onsiste à déterminer la planiation de la maintenane préventive de haque
îlot de mahines séparément. La seonde étape onsiste à étudier globalement la
ligne de fabriation en intégrant les résultats issus de la première étape an de
dénir la planiation de la maintenane préventive.
Une modélisation du problème d'ordonnanement onjoint de la prodution et de
la maintenane sous forme d'un programme linéaire, est proposée par Ashayeri
et al. [ATS96℄. Ce modèle détermine, à haque fois qu'un nouveau job doit être
réalisé, s'il vaut mieux débuter son traitement ou réaliser d'abord une interven-
tion de maintenane préventive. Cette déision est prise en fontion des oûts de
préparation induits si l'on retarde le job, du oût de la maintenane préventive
et orretive, du risque de défaillane (estimé à partir du umul des durées opé-
ratoires réalisé depuis la dernière intervention de maintenane), du niveau et des
oûts de stok, et. Le modèle proposé préise s'il faut ou non produire un ertain
produit sur une ertaine ligne pendant une ertaine période, mais n'a pas (omme
beauoup d'autres systèmes) la quantité à produire omme prinipale variable de
déision. Pour valider e modèle, les auteurs ont testé quatre sénarios de main-
tenane sur un système de prodution omposé de deux lignes de même vitesse.
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Le temps de alul de la solution optimale est d'environ 24h, e qui a poussé les
auteurs à proposer une heuristique qui permet de trouver une bonne solution en
un temps aeptable pour d'autres problèmes de taille plus grande.
D'autres études intéressantes de la planiation intégrée de la prodution et de la
maintenane sont proposées dans la littérature. Ces études font intervenir l'aspet
éonomique de ette problématique [BFP96℄ en testant plusieurs types de mainte-
nane. Par exemple, Weinstein et al. [WC99℄ ont étudié deux types de maintenane :
la maintenane "à période xe" eetuée à des intervalles de temps réguliers et la
maintenane "à fontionnement umulé xe" se basant sur l'utilisation umulée de
haque équipement. Cette étude avait omme objetif de trouver la politique de
maintenane qui minimise au mieux les défaillanes des équipements et maximise
leur disponibilité. Les auteurs proposent un modèle d'organisation pour mettre en
oeuvre une politique de maintenane de manière à minimiser son oût global (oûts
de main-d'oeuvre de maintenane, de stok, de prodution, et).
Une évaluation de l'impat de l'intégration de la maintenane préventive et or-
retive dans le MRP (Material Requirements Planning) est présentée par Rishel
et al. [RC96℄. Le but du MRP est d'ordonnaner des tâhes à partir de la date de
n souhaitée en onsidérant séparément les tâhes de prodution et les opérations
de maintenane sans se souier des onits qui risquent de se poser au niveau des
mahines. Cette évaluation est réalisée à travers quatre indiateurs : le nombre de
jobs traités, le nombre d'interventions de maintenane programmées eetivement
réalisées, le nombre de pannes et le oût total de la maintenane. Cette étude est
validée sur trois mahines parallèles ;
 as du job shop : la maintenane est peu étudiée dans le as du job shop. La
omplexité de e problème rend la tâhe enore plus diile si l'on tient ompte
des ontraintes de disponibilité des mahines. Banerjee et al. [BB90℄ sont pro-
bablement les premiers à avoir étudié l'ordonnanement onjoint des tâhes de
prodution et de maintenane dans e type partiulier d'atelier. Les auteurs ont
proposé un modèle de simulation pour résoudre un job shop dynamique onstitué
de quatre groupes diérents de mahines. Chaque groupe est omposé de trois ma-
hines semblables mais pas identiques. L'atelier tourne 24h/24h sans arrêt sauf s'il
y a un problème de pannes des mahines. Les jobs arrivent selon la loi de poisson
ave un nombre d'opérations déterminé aléatoirement par la loi uniforme. Dans e
modèle, les pannes mahines sont introduites par une loi de probabilité. La mainte-
nane préventive est aussi onsidérée en testant plusieurs périodes systématiques.
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Réemment, Aggoune [Agg02℄ a étudié le problème d'ordonnanement de type
job shop à deux jobs, ave la prise en ompte de ontraintes de disponibilité des
mahines. Dans son modèle, il onsidère que les mahines peuvent être indisponibles
durant ertaines périodes, dont les dates et durées sont xes et onnues a priori.
Il suppose en eet, que les mahines sont soumises à des ativités de maintenane
préventive et haune d'elles peut subir plusieurs tâhes de maintenane. L'objetif
d'une telle étude est de déterminer une séquene d'entrée des opérations sur les
mahines minimisant le makespan. Pour résoudre e problème, l'auteur a développé
une méthode exate et polynomiale basée sur l'approhe géométrique et qui a
permis de transformer le problème initial en reherhe de plus ourt hemin.
Dans notre as d'étude, nous avons hoisi d'appliquer la maintenane préventive sys-
tématique au as du job shop. En eet, la maintenane préventive si elle est bien planiée,
permet d'augmenter la disponibilité des ressoures et par onséquent d'améliorer la pro-
dutivité. An d'évaluer la qualité de la maintenane, les entreprises utilisent souvent
le ritère de oût. Ce ritère est orroboré par la littérature, en eet, plus que la moitié
des artiles étudiés utilisent le ritère de oût. Quant au hoix des périodes de mainte-
nane préventive, la littérature propose souvent des périodes xes pré-déterminées. Pour
notre as d'étude, nous avons opté pour la maintenane préventive systématique ave
une génération déterministe des périodes ave une tolérane d'aetation permise avant
ou après la période. Pendant es intervalles de tolérane, nous onsidérons que le oût de
maintenane est nul. Ces intervalles permettront plus de exibilité à la planiation de
la maintenane en as de besoin. Souvent, la maintenane préventive est réalisée pendant
des intervalles périodiques indépendants de la harge réellement eetuée par la mahine
en question. An de omparer l'impat de haque type de période de maintenane, nous
allons les omparer à travers des benhmarks types de job shop. Enn, onernant les
ritères d'optimisation utilisés pour l'ordonnanement onjoint, la plupart des travaux
ités aux paragraphes préédents ne onsidèrent à la fois que des ritères de prodution
ou de maintenane. Nous voulons dans notre étude onsidérer deux types de ritère, l'un
onerne la prodution et l'autre la maintenane. Pour ela, nous ontinuons à travailler
ave le ritère Cmax qui est très utilisé dans la littérature. Conernant la maintenane, le
ritère hoisi est le oût total des retards et/ou des avanes des tâhes de maintenane.
4.3.2 La méthode de résolution proposée
Le problème étudié dans ette setion est l'ordonnanement onjoint de la prodution
et de la maintenane au sein du job shop. C'est le même problème traité au hapitre
préédent auquel on rajoute les ontraintes de maintenane. Nous herhons à optimiser





Critère(s) Méthode de résolution
1 Sloan et al. 00 intégré gain moyen dû au
bon fontionnement
proessus de Markov + pro-
grammation dynamique




Ci et Emax programmation dynamique
+ règles SPT et EDD
1 Liao et al. 02 séquentiel Tmax B & B + heuristique
1 Asano et al.
99
séquentiel oût total heuristique
1 Stadje 95 intégré gain total haînes de Markov
2 mahines
(ow shop)









Brandolese 96 intégré respet des rj ,
des dj , oût total,
temps total
système expert, B & B
mahines
parallèles
Lee et al. 00 intégré
∑




















job shop Banerjee 90 intégré F , nbre de pannes,
nbre de tâhes de
maintenane, ...
simulation
job shop Aggoune 02 séquentiel Cmax approhe géométrique
Tab. 4.1  État de l'art de l'ordonnanement de la prodution et de la maintenane
deux ritères simultanément : le Cmax et le oût total de la maintenane noté CM .
L'assoiation des opérations de maintenane aux opérations de prodution nous amène
à utiliser une nouvelle notation du problème à savoir : J//Cmax,CM .
Pour résoudre e problème, nous proposons une approhe basée sur l'algorithme gé-
nétique développé dans le hapitre 3. Des modiations sont apportées à et algorithme
pour tenir ompte des opérations de maintenane à planier. Le hoix des algorithmes
génétiques est justié par leur apaité de génération de plusieurs solutions Pareto op-
timales en une seule exéution. Cette apaité est due au parallélisme inhérent qui a-
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ratérise les algorithmes génétiques ainsi qu'à leur pouvoir d'exploiter les similarités des
solutions par l'opérateur de roisement. En plus, les algorithmes génétiques sont très
bien adaptés au traitement d'un problème d'optimisation multiobjetif.
4.3.2.1 Algorithme génétique multiobjetif
Nous développons dans ette setion un algorithme génétique multiobjetif utilisé
pour générer un ensemble de solutions Pareto optimales du problème d'ordonnane-
ment onjoint de la prodution et de la maintenane. Pour e fait, nous avons adapté
l'algorithme génétique développé au troisième hapitre à la résolution de e problème.
Plusieurs modiations ont été introduites. Ces modiations onernent le odage, la
fontion objetif, la séletion et les valeurs des paramètres génétiques. Nous dérivons
par la suite les opérateurs utilisés par et algorithme génétique.
 odage : le même odage réel basé sur les opérations du hapitre 3 est utilisé
pour générer des hromosomes valides. Un hromosome est ainsi une haîne de
nombres entiers représentant une ombinaison des opérations de prodution et de
maintenane. Les opérations de prodution d'un même job sont représentées par
le même numéro. Les tâhes de maintenane d'une même mahine Mk reçoivent
toutes un numéro spéial, par exemple k + n où n est le nombre de jobs. A titre
d'exemple, pour un problème de job shop de taille 3×3 (3 jobs et 3 mahines) dont
haque mahine doit subir deux opérations de maintenane, un hromosome peut
être identique à (1,2,1,3,4,6,5,1,3,2,6,4,2,3,5). Les nombres 1, 2 et 3 représentent
les opérations des jobs et les nombres 4, 5 et 6 représentent respetivement les
opérations de maintenane des mahines M1, M2 et M3. La répétition d'un même
nombre plusieurs fois indique l'ordre d'aetation des opérations d'un même job
ou l'ordre d'aetation des opérations de maintenane sur la même mahine ;
 population initiale : une fois le odage hoisi, une population initiale formée de
solutions admissibles du problème doit être déterminée. Nous utilisons une géné-
ration aléatoire d'une population non homogène de 800 individus ;
 fontions d'évaluation : an de mesurer la performane d'un individu vis à vis
de haque ritère, on utilise diretement les ritères omme fontion d'évaluation.
Ainsi, f1 = Cmax et f2 = CM seront les fontions tness de notre algorithme. No-
tons que es deux fontions sont liées à un ordonnaneur atif permettant d'ajuster
les opérations des séquenes et de retourner les valeurs de f1 et de f2 assoiées ;
 séletion : Nous avons ombiné deux manières de séletion des hromosomes à
reproduire : la première onsiste à trier les individus en utilisant l'approhe MOGA
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an de retenir les 250 meilleurs. La deuxième permet de tirer aléatoirement 250
individus en se basant sur le prinipe de la roulette de Goldberg [Gol89℄. Nous
allons expliquer le prinipe de la séletion appliquée dans notre as, à travers un
exemple d'une population omposée de 10 individus dont les valeurs des fontions
f1 et f2 sont données aux deux premières olonnes du tableau 4.2.
Nous déterminons tout d'abord en utilisant l'approhe MOGA, le rang ri de haque
individu i. Ce rang ri est obtenu en alulant le nombre de solutions dominant
l'individu i (voir la dernière olonne du tableau 4.2). Nous trions les individus en
ordre roissant des valeurs ri an de garder les meilleurs pour la phase de roisement
et de mutation.
Nous avons introduit l'aspet aléatoire an de séletionner une partie de la popula-
tion ourante tout en donnant une hane aux individus faibles d'être séletionnés.
La roue de loterie onstitue un moyen très eae pour réaliser ette tâhe. Nous
déterminons pour ela la probabilité de séletion de haque individu en fontion
de sa valeur de ri. On ommene tout d'abord par dénir la variable r¯i :
r¯i = Maxiri − ri + 1 (4.1)
On ajoute 1 à la n de l'équation pour éviter qu'auun individu n'aura une proba-





La roue de loterie résultante est représentée par la gure 4.4. Il est lair, que les
individus ont une hane déroissante de séletion en fontion de leur apparition
dans la roue. Ainsi, l'individu 1 a la plus grande hane d'apparaître même plusieurs
fois dans la population futur. Par ontre, l'individu 10 risque de disparaître.
Voii en pratique omment programmer en language C la fontion de séletion.
int selet (int sum)
{
int s = 0, i, rnd, pop-size, si ;
rnd = rand() % sum ; // un nombre aléatoire entre 1 et sum
for(i = 0 ; i < pop− size , s <= rnd ; i++)
s = s + si ;
return i ; // retourner l'individu séletionné
}
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i f1(i) f2(i) ri r¯i 100× si
1 52 111 0 9 18
2 56 115 1 8 16
3 61 116 2 7 14
4 64 117 3 6 12
5 65 119 4 5 10
6 68 120 5 4 8
7 66 135 5 4 8
8 67 147 6 3 6
9 70 125 6 3 6
10 79 139 8 1 2











Fig. 4.4  Roulette de loterie
 roisement et mutation : nous utilisons les mêmes opérateurs de roisement et de
mutation utilisés dans le hapitre préédent. Seules les probabilités de roisement
et de mutation ont hangé ;
 paramètres de l'algorithme génétique : le tableau 4.3 résume les valeurs des
paramètres utilisés par l'algorithme génétique an de générer de bonnes solutions.
Ces paramètres sont : la taille de la population, le nombre d'itérations (ondition
d'arrêt), la probabilité du roisement et de la mutation. Notons que les valeurs de
es paramètres sont obtenues après plusieurs exéutions de l'algorithme génétique.
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Taille de la population nombre d'itérations probabilité de roisement probabilité de mutation
800 600 0.5 0.09
Tab. 4.3  Valeurs des paramètres génétiques
4.3.2.2 Formalisation des ritères d'optimisation
Pour qualier l'ordonnanement onjoint du job shop, nous avons hoisi deux ritères
d'optimisation. Le premier, lié à la prodution est dérit par l'équation 1.9 du hapitre 1.
Il permet de aluler la longueur de l'ordonnanement. Le deuxième, lié à la maintenane,
alule le oût global de la maintenane dans l'atelier. Ce ritère ne tient pas ompte
du oût de main d'oeuvre qui est supposé onstant. Il intègre uniquement le oût de
retard ou d'avane de l'exéution de l'ensemble des tâhes de maintenane. Pour formuler
le problème d'ordonnanement onjoint de la prodution et de la maintenane dans
un atelier de type job shop, nous allons utiliser les notations données au tableau 4.4.
Ces notations nous permettront de dénir et formuler le ritère d'optimisation lié à la
maintenane. Nous supposons que le nombre de tâhes de maintenane à eetuer sur
haque mahine est onnu d'avane. En eet si on onnaît la longueur approximative de
l'horizon de prodution et les périodes de maintenane systématiques, on peut déterminer
le nombre de tâhes de maintenane de haque mahine. En général les périodes de
maintenane systématique sont onstantes (e qui est le as dans notre étude), mais ei
n'empêhe pas que es périodes peuvent être variables en fontion de l'âge des mahines,
de leurs harges eetives et.
Pour formuler le ritère de maintenane noté CM , nous devons aluler le oût total
dû aux retards et/ou avanes de maintenane de haque mahine Mk. Nous détaillons
par la suite la formalisation de e ritère en fontion de haque type de période de
maintenane. On notera CM1 et CM2 le oût lié à haque type de période.
 as où les périodes sont indépendantes des harges mahines : omme
le montre la gure 4.5, l'exéution de la tâhe mjk peut se dérouler selon trois
situations : en avane par rapport à sa période de maintenane, à temps ou en
retard. Par onséquent, le oût d'exéution de ette même tâhe noté CM1jk, peut




Wak(j × Lk −∆Lk − Tjk) si Tjk < j × Lk −∆Lk
0 si j × Lk −∆Lk ≤ Tjk ≤ j × Lk +∆Lk




Mk, 1 ≤ k ≤ m L'ensemble des mahines de l'atelier
lk Nombre de tâhes de maintenane de la mahine Mk (onstante)
mjk La j
me
tâhe de maintenane de la mahine Mk
djk durée de la tâhe de maintenane mjk
Tjk date d'aetation de l'opération mjk
Lk Période de maintenane systématique de la mahine Mk (onstante)
Ljk Charge totale de la mahineMk entre l'exéution des deux tâhesm(j−1)k
et mjk
∆Lk Retard toléré (ou avane) de maintenane sur la mahineMk (onstante)
Wak Coût d'avane par une unité de temps d'une tâhe de maintenane sur
la mahine Mk
Wrk Coût de retard par une unité de temps d'une tâhe de maintenane sur
la mahine Mk
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Fig. 4.5  Planiation de la maintenane systématique : période indépendante de la
harge mahine
Selon l'équation 4.3, le oût de maintenane de l'opération mjk est égal à :
CM1jk = max[0, Wak(j × Lk −∆Lk − Tjk), Wrk(Tjk − j × Lk −∆Lk)] (4.4)





D'après l'équation 4.5, on peut déduire le oût total de la maintenane dans l'ate-
lier :





 as où les périodes sont basées sur les harges mahines : pour aluler le
oût de maintenane de la tâhe mjk sur la mahine Mk, nous prenons en ompte
la harge réelle de la mahine après avoir exéuté la tâhe m(j−1)k. La gure 4.6




Wak(Ljk −∆Lk − Tjk) si Tjk < Ljk −∆Lk
0 si Ljk −∆Lk ≤ Tjk ≤ Ljk +∆Lk
Wrk(Tjk − Ljk −∆Lk) si Tjk > Ljk +∆Lk
(4.7)
D'après l'équation 4.7, le oût de maintenane de la tâhe mjk est le suivant :
CM2jk = max[0, Wak(Ljk −∆Lk − Tjk), Wrk(Tjk − Ljk −∆Lk)] (4.8)







































Dans le as où l'on ne onnaît pas la solution optimale d'un problème (par une
méthode analytique par exemple), ou que la méthode de résolution utilisée n'est pas
exate, la détermination des bornes de la solution optimale est souvent utile. Ces bornes
permettent dans des as d'aélérer la onvergene de l'algorithme en réduisant l'espae
de reherhe (algorithmes de type branh and bound par exemple), et dans d'autres as
de mesurer la qualité des solutions obtenues.
La problématique des bornes inférieures a été traitée dans la littérature pour plu-
sieurs problèmes d'ordonnanement notamment les problèmes à une mahine [JBC02℄, à
mahines parallèles [Car87℄, les problèmes de ow shop hybride [BCN01℄ et l'ordonnan-
ement des job shop [CP89℄ et [KHB02℄. Généralement, les méthodes proposées se basent
sur la relaxation d'une ou de plusieurs ontraintes (préemption des tâhes, ontraintes
disjontive sur les ressoures, et) pour minorer le makespan de l'ordonnanement opti-
mal. La démarhe suivie dans e hapitre, généralise ertaines bornes proposées dans la
littérature en ajoutant les données de maintenane.




j=1 pij) est une borne inférieure du ritère de prodution
Cmax.















Lemme 2. B2 donnée par l'équation 4.11 est une borne inférieure du ritère de produ-
tion Cmax.
Preuve 2. Soit Pk une variable représentant la harge totale de la k
me
mahine, en
d'autre termes, Pk est la somme des temps opératoires de toutes les tâhes devant s'exé-
uter sur la mahine Mk. Notons que haque mahine Mk doit être entretenue (ou éven-
tuellement réparée) durant une période de temps donnée par Dk =
∑lk
j=1 djk. Par onsé-
quent, la dernière opération de la mahine Mk ne peut pas nir avant la date Pk +Dk.
Ce qui permet de montrer que Cmax ≥ B2.
La borne B2 peut être améliorée en onsidérant les dates eetives à partir desquelles
on peut ommener à aeter les opérations sur haque mahine Mk.
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Soit Rik une variable représentant la date de début au plus tt du i
me
job sur la
mahine Mk, alors, Rik =
∑j−1
s=1 pis/Oij ∈ Mk. La date de début au plus tt Rk de la







(Rk + Pk +Dk) (4.12)
Lemme 3. B3 est une borne inférieure du ritère de prodution Cmax et on a en plus
B3 ≥ B2.
Preuve 3. Chaque mahine Mk peut exéuter ses opérations à partir de sa date de
début au plus tt Rk, et ei durant une période de temps eetive égale à Pk. En plus,
haque mahine Mk doit être maintenue pendant la durée Dk. Par onséquent, Cmax ≥
Rk + Pk +Dk. Ce qui prouve que Cmax ≥ B3.
On a ∀1 ≤ k ≤ m, Rk+Pk+Dk ≥ Pk+Dk ar ∀1 ≤ k ≤ m, Rk ≥ 0. Ce qui montre
que maxmk=1(Rk + Pk +Dk) ≥ maxmk=1(Pk +Dk), et nalement B3 ≥ B2.
4.3.3 Résultats expérimentaux
Le problème du job shop est souvent traité sans ontraintes de disponibilité ou de
maintenane. Les benhmarks disponibles dans la littérature onernent uniquement des
ritères de prodution. Pour obtenir des problèmes tests, nous avons alors séletionné
quelques benhmarks onnus auxquels on a rajouté des données de maintenane.
Pour tester notre méthode d'ordonnanement onjoint de la prodution et de la main-
tenane, nous avons séletionné à partir du web (la bibliothèque OR : http://msmga.
ms.i.a.uk/info.html) trois benhmarks de job shop dont nous donnons quelques
détails dans le tableau 4.5. Nous avons hoisi deux benhmarks de Lawrene ave dié-
rentes tailles, La01 et La06 et le benhmark onnu de Muth et de Thomson MT06 ave
six jobs et six mahines (dans le tableau, n indique le nombre de jobs et m le nombre
de mahines). Pour haque benhmark, nous avons généré des données de maintenane
telles que la période de maintenane systématique Lk, les durées des tâhes de mainte-
nane dk, les oût d'avane ou de retard de la maintenane Wak et Wrk et. Les valeurs
de Cmax optimales sans onsidération de la maintenane sont données dans le tableau
4.5. An de valider les solutions obtenues par l'algorithme génétique, nous utilisons les
bornes inférieures pour le ritère de prodution. Dans le tableau 4.5, la dernière olonne
ontient la borne LB qui est égale au minimum des bornes B1, B2 et B3 itées aupa-
ravant. Il est lair que la valeur de LB est supérieure à C∗max à ause des durées de
maintenane supplémentaires sur les mahines.
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Problème n m C∗max (sans maintenane) LB (ave la maintenane)
MT06 6 6 55 58
La01 10 5 666 691
La06 15 5 926 961
Tab. 4.5  Benhmarks hoisis pour les tests
Nous supposons que pour haque mahine Mk, la harge mahine séparant deux
tâhes de maintenane est une onstante notée Lk. Cette onstante est déterminée en
fontion de la harge totale de la mahine en question. Nous supposons aussi que le oût
de retard est plus grand que elui de l'avane. Pour les expérienes réalisées ave les





An d'obtenir une bonne population Pareto optimale dont la frontière Pareto est
la plus basse possible (il s'agit d'un problème de minimisation), nous exéutons l'al-
gorithme génétique plusieurs fois. Dans haque exéution i, nous gardons seulement la
population de solutions optimales au sens de Pareto notée Si. Finalement, nous onsidé-
rons la population S =
⋃n
i=1 Si. Nous avons gardé de nouveau uniquement les solutions
Pareto optimales ontenues dans S (n étant le nombre d'exéutions indépendantes de
l'algorithme génétique).
Nous allons par la suite développer les expérienes réalisées sur les trois benhmarks
séletionnés. Pour haque benhmark, les données de maintenane seront détaillées dans
des tableaux. Les résultats de haque type de période de maintenane seront résumés
ave des ourbes. Enn, une interprétation sera donnée à la n de haque as.
4.3.3.1 Benhmark de Muth et Thomson : MT06
Le benhmark de Muth et Thomson noté MT06, est onstitué de six mahines, M1
jusqu'à M6. Pour diversier nos tests, nous avons varié le nombre de tâhes de mainte-
nane pour haque mahineMk. En l'ourrene, les mahinesM2,M3 etM4 doivent être
maintenues une fois. Les mahines M1 et M5 doivent subir deux tâhes de maintenane.
Finalement, la mahine M6 doit être maintenue trois fois. Les données de maintenane
relatives au benhmark MT06, sont détaillées dans le tableau 4.6.
L'ensemble S des solutions générées par l'algorithme génétique ontient 206 solutions
non redondantes dont 9 sont Pareto optimales. La gure 4.7 résume les résultats obtenus
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Mahines Mk djk Charge totale Lk ∆Lk Wak Wrk
M1 4 3 - 40 18 2 4 8
M2 2 - - 26 13 1 6 12
M3 3 - - 26 14 1 7 14
M4 1 - - 22 11 1 5 10
M5 3 3 - 40 17 4 2 4
M6 2 4 3 43 14 2 3 6
Tab. 4.6  Données de maintenane : MT06
pour les deux types de périodes de maintenane. An de failiter l'interpretation des







































































































Fig. 4.7  Comparaison des solutions Pareto optimales : Cas du benhmark MT06
Les ourbes de la gure 4.7 montrent bien l'antagonisme existant entre les deux
ritères étudiés. En eet, le ritère de la prodution Cmax et elui de la maintenane
CM évoluent dans deux diretions opposées. Par exemple, sur la ourbe des solutions
Pareto optimales dans le as des périodes indépendantes des harges des mahines, la
solution réalisant la valeur minimale du ritère de prodution C∗max = 58 engendre le
oût maximal de maintenane CM = 135. Pareil pour la solution minimisant le oût
de maintenane CM = 19, elle retarde beauoup la prodution Cmax = 67. Comme
le montrent les deux ourbes, l'algorithme génétique a réussi à trouver une solution
optimisant le ritère Cmax. En eet la valeur 58 est donnée par la borne inférieure LB.
140 Chapitre 4
On remarque aussi, que dans le as des périodes de maintenane basées sur la harge
des mahines, les solutions Pareto optimales sont meilleures par rapport aux solutions
obtenues en hoisissant des périodes indépendantes de la harge mahine. Cei est vrai
pour les deux ritères.
4.3.3.2 Benhmark de Lawrene : La01
Le premier benhmark de Lawrene noté La01, est onstitué de inq mahines, M1
jusqu'à M5. Vues les harges des mahines, on a hoisi des diérentes périodes de main-
tenane. En eet, les mahines M1 et M5 ont les plus grandes harges et sont les plus
utilisées pour la prodution. Il est normal alors qu'elles soient les plus maintenues. Ces
deux mahines doivent être entretenues deux fois. Tandis que les mahines M2, M3 et
M4 possèdent une seule tâhe de maintenane. Les données de maintenane relatives au
benhmark La01, sont détaillées dans le tableau 4.7.
Mahines Mk djk Charge Totale Lk ∆Lk Wak Wrk
M1 10 15 609 330 30 5 10
M2 20 - 536 270 25 4 8
M3 15 - 530 270 25 3 6
M4 17 - 508 270 20 7 14
M5 12 13 666 330 35 6 12
Tab. 4.7  Données de maintenane : La01
Les résultats expérimentaux de e benhmark sont ahés dans la gure 4.8. Les
mêmes onstatations pour le benhmark préédent sont vraies pour le benhmark La01.
En revanhe, l'algorithme génétique ette fois i n'a réussi à trouver une solution opti-
misant le ritère de prodution que dans le as des périodes de maintenane basées sur
la harge mahine. On remarque aussi que es ourbes ontiennent des solutions ave
un oût de maintenane nul. Cei est dû au respet des périodes de maintenane par les
ordonnanements donnés par es solutions. Malheureusement, e respet des délais de
maintenane a retardé trop la prodution, e qui a engendré les plus grandes valeurs de
Cmax (805 et 837).
4.3.3.3 Benhmark de Lawrene : La06
Le deuxième benhmark de Lawrene hoisi pour les tests est noté La06. Il est onsti-
tué de inq mahines, M1 jusqu'à M5. Vues les harges des mahines, on a hoisi des












































































































Fig. 4.8  Comparaison des solutions Pareto optimales : Cas du benhmark La01
diérentes périodes de maintenane. En eet, les mahinesM1 etM5 ont les plus grandes
hargent et sont les plus utilisées pour la prodution. Il est normal alors qu'elles soient
les plus maintenues. Ces deux mahines doivent être entretenues deux fois. Tandis que
les mahines M2, M3 et M4 possèdent une seule tâhe de maintenane. Les données de
maintenane relatives au benhmark La06, sont détaillées dans le tableau 4.8.
Mahines Mk djk Charge Totale Lk ∆Lk Wak Wrk
M1 20 15 926 450 15 5 10
M2 22 - 740 400 25 4 8
M3 10 - 785 400 15 3 6
M4 15 - 726 400 18 7 14
M5 17 10 815 350 25 6 12
Tab. 4.8  Données de maintenane : La06
Les résultats expérimentaux de e benhmark sont ahés dans la gure 4.9. Les
mêmes onstatations pour le benhmark MT06 sont vraies pour le benhmark La01.
En eet, l'algorithme génétique a réussi à trouver une solution optimisant le ritère de
prodution dans haun des as des périodes de maintenane. Pour une valeur de Cmax
optimale (égale à 961), le oût de la maintenane est égale à 3396 dans le as des périodes
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Fig. 4.9  Comparaison des solutions Pareto optimales : Cas du benhmark La06
4.3.3.4 Interpretation
Les résultats expérimentaux sur les trois problèmes types de job shop de tailles dif-
férentes, montrent bien l'existene d'un antagonisme entre les deux ritères étudiés. Ces
derniers évoluent dans deux sens opposés. La minimisation de l'un entraîne l'augmenta-
tion de l'autre. Cet antagonisme rend la tâhe très diile à l'utilisateur pour hoisir une
solution adéquate à son problème. Dans e as, l'assistane d'un expert pour hoisir une
solution réalisant un ompromis entre les ritères d'optimisation devient primordiale.
D'autre part, les test réalisés sur le hoix des deux types de période de maintenane
a montré que la prise en ompte de la harge réelle eetuée par la mahine est plus
éonomique pour la maintenane. En eet, ei permet de maintenir les mahines en
fontion de leur quantité de travail et non pas toutes les périodes de temps même si les
mahines n'ont pas été susamment utilisées pour la prodution. De plus, en fontion de
la harge eetuée réellement, on détermine le moment de la maintenane de la mahine.
Les ourbes des trois gures 4.7, 4.8 et 4.9 onrment es aspets. Le gain est aussi bien
au niveau de la prodution qu'au niveau de la maintenane.
Le bon hoix de la période de maintenane préventive permet d'améliorer la qualité,
la produtivité et la maîtrise des oûts au sein des entreprises. En eet, le grand soui
de la maintenane préventive reste son oût élevé. Une bonne période de maintenane
réduit les tâhes inutiles et permet une planiation adéquate de la maintenane. Par
onséquent, les oûts seront maîtrisés.
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4.4 Conlusion
Dans le milieu industriel, l'optimisation des délais et des oûts sont des fateurs lés
pour le développement. La proposition des méthodes pour l'ordonnanement onjoint
de la prodution et de la maintenane représente atuellement une voie possible pour
atteindre et objetif.
Nous avons pu onstater dans e hapitre l'intérêt d'une approhe génétique mul-
tiobjetif pour la minimisation des onits sur les ressoures entre la prodution et la
maintenane préventive systématique au sein d'un atelier de type job shop. En eet, l'or-
donnanement onjoint de es deux types de tâhes a permis d'avoir un bon ompromis
en minimisant au mieux les ritères de prodution et de maintenane.
Dans e hapitre, nous avons pu atteindre deux objetifs majeurs. Le premier, onsiste
à étudier le job shop ave les ontraintes de maintenane des mahines. Dans e volet,
nous avons proposé une approhe génétique Pareto optimale pour l'ordonnanement
onjoint de la prodution et de la maintenane. Cette approhe testée sur des benh-
marks types, a démontré son eaité en générant des solutions ave des valeurs très
prohes de l'optimum (et parfois optimales) aussi bien pour le ritère de la prodution
que de maintenane. Le deuxième objetif, onsiste à omparer deux types de périodes
de maintenane. Le premier onsiste à eetuer la maintenane périodiquement et indé-
pendamment des harges réellement eetuées par les mahines. Tandis que le deuxième,
plus raisonnable, tient ompte de la harge de travail réalisée par haque mahine pour
déider la date de sa maintenane. Les tests réalisés sur les benhmarks que nous avions
modié, ont permis d'élaborer une meilleure planiation des tâhes de prodution et de
maintenane dans le as des périodes dépendant des harges mahines.
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Conlusion générale et perspetives
Le ontexte de notre travail onerne l'ordonnanement d'un atelier de prodution de
type job shop. Nous avons pour ela élaboré une méthode de résolution aussi bien dans le
as lassique d'un ordonnanement relatif à la prodution que dans le as beauoup moins
étudié touhant l'ordonnanement onjoint de la prodution et de la maintenane. Les
algorithmes génétiques ayant fait leur preuve dans le domaine aussi bien mono objetif
que multiobjetif ont été à la base de notre étude. Etude faite tout d'abord sur un
problème lassique de Job shop noté J//Cmax, en onsidérant les mahines disponibles
tout le temps, puis en introduisant dans un deuxième temps l'aspet de maintenane
préventive ayant des objetifs parfois antagonistes ave la prodution et qui néessite
une résolution multiobjetif.
Notre ontribution omporte deux volets :
 le premier volet prend appui sur les solutions générées par un algorithme génétique
qui sont étudiées par la suite par des méthodes d'apprentissage. Méthodes resituées
dans le proessus d'Extration de Connaissane à partir des Données (ECD). Dans
un soui de validation et de omparaison par rapport aux travaux faits dans la
ommunauté, la démarhe proposée a été élaborée sur un problème lassique de
type J//Cmax et sur des benhmarks onnus ;
 le deuxième volet propose un algorithme génétique Pareto optimal résolvant le
problème d'ordonnanement onjoint de la prodution et de la maintenane au
sein du job shop.
Après avoir resitué, au premier hapitre le ontexte de travail, à savoir l'ordonnan-
ement dans un atelier de prodution de type job shop, nous avons fait un état de l'art
des méthodes exates et approhées pour la résolution de e problème. Les algorithmes
génétiques qui onstituent un élément de et état de l'art, ont été hoisis pour l'élabora-
tion de notre démarhe de résolution. Nous avons pour e faire introduit au hapitre 2
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es algorithmes et leur prinipe de fontionnement ainsi que leur adaptation à l'ordon-
nanement.
La démarhe de résolution du problème d'ordonnanement dans un atelier de type
job shop, proposée au troisième hapitre, omporte deux phases ruiales :
 lors de la première phase, nous avons travaillé dans l'espae de solutions d'un
problème de job shop, pour séletionner une population de bonnes solutions. Cei
à l'aide des algorithmes génétiques ;
 lors de la deuxième phase, nous avons herhé à expliquer et espae de solutions,
par les aratéristiques du problème se trouvant dans l'espae de dénition à l'aide
de l'ECD. Les données étant les ordonnanements solutionnant le problème de job
shop. La onnaissane, étant les règles d'ordonnanement obtenues à partir de es
solutions.
L'Extration de Connaissane à partir de Données (ECD) ou Knowledge Disovery
in Databases (KDD) utilisée pour élaborer une heuristique de résolution du job shop,
est une démarhe omplète d'exploitation des données que l'on peut résumer en quatre
phases distintes : l'aquisition des données, le pré-traitement, la fouille de données et le
post-traitement. Nous avons adapté e proessus étape par étape de la manière suivante :
 lors de la première étape, nous avons généré une population de bonnes solutions
de plusieurs problèmes de job shop en utilisant un algorithme génétique ;
 dans l'étape de pré-traitement, les solutions générées par l'algorithme génétique
sous forme de hromosomes sont transformées sous la forme d'une liste d'opérations
devant haque mahine. Puis, es solutions sont aratérisées par des attributs nu-
mériques liés au problème, tel que les temps opératoires, les harges des mahines,
la durée totale d'un job et. Ces attributs numériques ont été transformés en at-
tributs symboliques par un algorithme de disrétisation supervisée, le ChiMerge.
Cette étape de disrétisation nous a permis d'obtenir un modèle général, appli-
able à la résolution d'un ensemble vaste de problèmes. L'une des aratéristiques
les plus importantes de l'algorithme de ChiMerge est sa onsidération à la fois des
aratéristiques des individus ainsi que des lasses dont ils appartiennent ;
 lors de l'étape importante de fouille de données, nous avons herhé à expliquer
les positions des opérations sur les mahines en fontion des leurs attributs sym-
boliques par des règles d'ordonnanement. Ces règles ont été extraites à partir
d'un problème type de Muth et Thomson et un ensemble de dix autres problèmes
générés aléatoirement ;
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 lors de l'étape de post-traitement, nous avons transformé les règles d'ordonnan-
ement trouvées en une heuristique permettant de généraliser le résolution à des
problèmes de tailles diérentes. Cette heuristique a permis de générer de bonnes
solutions pour un ensemble de test omposé de problèmes types de job shop (Benh-
mark de Muth et Thomson et Lawrene).
Par ontre, si l'on désire avoir des résultats plus préis, on utilisera les règles d'ordon-
nanement issues diretement de la troisième étape de l'ECD, mais sur des problèmes
de job shop de même taille. Travail validé sur un problème de taille 15 × 5 et testé sur
quatre benhmarks. Les résultats expérimentaux ont montré l'eaité de ette méthode
de résolution. En résumé, suivant l'objetif que l'on se donne :
 si l'on désire avoir rapidement une solution approhée sur des problèmes de tailles
diérentes que elui traité, on applique l'heuristique élaborée à la quatrième étape.
 en revanhe, pour des problèmes de même taille que elui traité, on applique les
règles obtenues.
Une grande partie de la littérature dédiée aux problèmes d'ordonnanement se plae
dans le ontexte de disponibilité totale des ressoures. Cette hypothèse n'est pourtant
pas dèle à la réalité des ateliers de prodution. En eet, les diérentes ressoures qu'elles
soient humaines ou matérielles peuvent, pour diverses raisons, être indisponibles. Dans la
deuxième partie de la thèse nous tenons ompte de l'aspet maintenane au sein du job
shop. Après un état de l'art sur les méthodes multiobjetif élaboré au deuxième hapitre,
nous avons développé un algorithme génétique pour la résolution du problème d'ordon-
nanement onjoint de la prodution et de la maintenane au sein du job shop. Vue la
omplexité de e problème, nous avons opté pour la maintenane préventive systéma-
tique. Deux méthodes de hoix de périodes systématiques ont été proposées. La première
onsiste à xer des périodes de maintenane préventive indépendamment des harges de
travail des mahines, omme il est ommunément fait en entreprises. La deuxième prend
en ompte e dernier paramètre. Il s'avère que le deuxième type de périodes est naturel-
lement plus eae que le premier, mais néessite une forte dépendane entre les deux
servies prodution et maintenane. Nous avons eu reours à l'optimisation multiobjetif
et les algorithmes génétiques pour générer des solutions Pareto optimales. Solutions que
nous avons validées par des bornes inférieures.
Après la mise au point, par un algorithme génétique des solutions Pareto optimales,
nous envisageons d'étudier e nouvel espae solution par le proessus d'ECD. Nous pro-
posons don d'étendre la démarhe dérite au troisième hapitre, à l'ordonnanement
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onjoint de la prodution et de la maintenane. Cei en introduisant d'autres aratéris-
tiques liées à la maintenane telle que les durées des périodes systématiques ou le oût
dû à un retard ou à une avane de l'intervention de maintenane. Le développement
d'une heuristique permettant l'ordonnanement onjoint de la prodution et de la main-
tenane au sein du job shop sera très utile. En eet, ette heuristique nous permettra
d'éviter d'une part la reherhe des paramètres génétiques adéquats à haque problème
à résoudre, et d'autre part l'exéution multiple de l'algorithme génétique pour trouver
des solutions Pareto optimales.
Nous proposons aussi l'élaboration des bornes inférieures du oût total de la main-
tenane dû aux retards ou aux avanes des interventions sur les mahines. Ces bornes
inférieures ave les bornes proposées dans la thèse et l'algorithme génétique multiob-
jetif du quatrième hapitre, onstitueront un moyen très utile pour la validation de
l'heuristique de l'ordonnanement onjoint.
Le as des problèmes d'ordonnanements statiques reste loin de la réalité industrielle.
Ainsi, la onsidération des données dynamiques et des événements aléatoires (tels que les
pannes non envisagées des équipements, l'arrivée de nouvelles ommandes, et) permet de
s'approher enore plus des problèmes réels. Nous proposons dans e as d'étendre notre
méthode d'extration de règles d'ordonnanement et l'algorithme génétique multiobjetif
au as de la maintenane orretive. Cet objetif sera réalisé en onsidérant des tâhes
de maintenane orretive qui apparaissent aléatoirement lors de l'ordonnanement des
tâhes de prodution et de maintenane systématique. Dans e as, il faut élaborer un
nouveau ritère de maintenane. Ce ritère prendra en ompte le oût supplémentaire
dû à la maintenane orretive.
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