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Resumen 
 
En el presente artículo se describe la aplicación del 
control visual virtual en un simulador para obtener 
una trayectoria virtual del control visual clásico de 
un robot. Se describe la técnica de control visual 
virtual aplicada para posicionar la cámara virtual en 
cada iteración del bucle de control. La aplicación del 
control visual virtual permite reconstruir la posición 
de la cámara virtual del simulador en cada momento, 
generando de esta forma en el simulador la 
trayectoria que realizaría la cámara situada en el 
extremo del robot real en una tarea de control visual 
clásico. 
 
Palabras Clave: Control visual, control basado en 
imagen, realidad aumentada. 
 
 
 
1 INTRODUCCIÓN 
 
La realidad aumentada se puede conseguir mediante 
varios métodos, unos directos y otros iterativos. De 
este último tipo es el control visual virtual [6]. Esta 
técnica iterativa consiste en, una vez tomada una 
imagen real y extraídas unas características visuales, 
hacer variar los parámetros de una cámara virtual 
iterativamente, desde una posición inicial,  hasta 
converger a unos parámetros que sean idénticos a los 
de la cámara real. Se trata de una inversión de 
papeles con el control visual clásico, en el que se 
mueve una cámara real de forma que converja hacia 
una posición en la que las características obtenidas 
sean iguales a unas características finales. Este 
último método es que el se utiliza para guiar robots 
de una forma totalmente visual, que no necesita de un 
modelo 3D del entorno para guiarse. 
 
Mientras que el control visual clásico ha sido 
estudiado en profundidad durante los últimos años 
[5] (se trata de una técnica reciente debido a que el 
procesado de imagen requiere de gran capacidad de 
cómputo si además se requiere tiempo real), el 
control visual virtual tiene todavía un largo recorrido, 
aunque se aproveche de los adelantos que se 
producen en su materia originaria. Actualmente las 
aplicaciones de este tipo de sistemas van aumentando 
como en [3], donde se emplea para el seguimiento de 
objetos. 
 
En el presente artículo se presenta la implementación 
de un sistema o aplicación en el que se consigue 
alcanzar la realidad aumentada en tiempo real 
utilizando control visual virtual. Este control visual 
virtual permitirá reproducir en un simulador la 
trayectoria seguida por la cámara situada en el 
extremo de un robot, para realizar un control visual 
clásico simulado de un objeto. 
 
El sistema de control visual virtual se integra en la 
aplicación ViSeC descrita en [4] para generar una 
trayectoria virtual de un robot Mitsubishi PA-10 de 7 
grados de libertad. Esta trayectoria mostrada en el 
simulador de la aplicación es el resultado virtual de la 
tarea de control visual clásico que resultaría en el 
entorno real. De esta forma, se obtiene una 
herramienta para la simulación previa de tareas de 
control visual que permita evaluarlas sin necesidad 
de ejecutarlas en el robot real. 
 
El sistema de realidad aumentada desarrollado 
permite un número indefinido de características 
visuales e incluso mezclar características de distinto 
tipo (por ejemplo, puntos y círculos). Como 
características visuales se utilizan patrones, de los 
cuales se conoce su  estructura 3D. Se ha 
desarrollado utilizando una librería de visión de libre 
uso (OpenCV) basado en las librerías IPP de Intel 
[7]. 
 
El resto del artículo se estructura de la siguiente 
manera, en el Apartado 2 se describe el modelado de 
la cámara virtual, para pasar en el Apartado 3 a 
mostrar la formalización de las características 
visuales. En el Apartado 4 se describen los tipos de 
características: puntos y círculos. Posteriormente se 
presenta en el Apartado 5 la ley de control utilizada 
para el control visual virtual. El Apartado 6 resume 
distintos resultados obtenidos para finalizar en el 
Apartado 7 con las conclusiones. 
 
2 MODELADO DE LA CÁMARA 
VIRTUAL 
 
Para realizar el procesado de la realidad aumentada 
mediante control visual virtual es necesario mover 
una cámara virtual que se encargue de dibujar la 
escena virtual a combinar con la imagen real. Dicha 
cámara utilizará la proyección perspectiva del 
modelo pin-hole como aproximación a una cámara 
real. 
 
La cámara virtual tendrá dos grupos distintos de 
características que son: 
 
• Parámetros extrínsecos: definen la orientación y 
posición de la cámara respecto a un sistema de 
coordenadas. Se toma el sistema de coordenadas 
del objeto (el origen de coordenadas del patrón) 
como sistema de referencia principal. Para 
definirlos de forma compacta se usa una matriz 
en coordenadas homogéneas en las que las 
componentes de r indican la rotación del eje de 
coordenadas de la cámara respecto del eje de 
coordenadas del objeto mientras que las 
componentes de t indican la traslación que sufre 
dicho eje en cada una de las coordenadas del 
espacio.  
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• Parámetros intrínsecos: Estos parámetros 
modelan cómo proyecta en una imagen 2D la luz 
que recibe del mundo 3D. Su conocimiento es 
necesario para realizar la conversión de unidades 
métricas a unidades de píxeles. Para la cámara 
virtual, se modelan cuatro parámetros que se 
sintetizan en un vector de parámetros ξ . 
 
{ }x y 0 0, , ,p p u vξ =  (2) 
  
donde (u0,v0) son las coordenadas del punto 
principal y (px,py) es el cociente entre la 
distancia focal y el tamaño de un píxel. 
 
Con estos parámetros se puede definir cómo se 
proyecta un punto O P  en el sistema de coordenadas 
del objeto al punto C P  del sistema de coordenadas 
de la cámara de la siguiente forma: 
 
c c o
o=P M P  (3) 
 
Y la proyección en el espacio digital de la imagen en 
el punto p como: 
 
( ) ( )c c oopr prξ ξ= =p P M P  (4) 
 
donde (.)prξ  es el modelo de proyección perspectiva 
de acuerdo con los parámetros intrínsecos ξ . El 
objetivo del cálculo de la posición real de la cámara 
es estimar los parámetros extrínsecos (o bien los 
parámetros intrínsecos también) minimizando el error 
entre  los datos observados pd (normalmente la 
posición de un conjunto de características en la 
imagen) y la posición p  de las mismas 
características calculadas por retroproyección (es 
decir, calculando su proyección matemáticamente 
mediante el modelo de la cámara virtual) de acuerdo  
a los parámetros tanto intrínsecos como extrínsecos 
actuales. Para asegurar dicha minimización se mueve 
la cámara virtual (inicialmente en ci oM ) usando una 
ley de control visual. Cuando la minimización se 
haya conseguido, los parámetros de la cámara virtual 
serán cf oM , obteniendo así una buena aproximación 
de los parámetros de la cámara real. 
 
El movimiento de la cámara virtual se modela 
mediante un vector de velocidades cT , tanto de 
traslación como de rotación en m/s y rad/s 
respectivamente. 
 
[ ] x y z x y z TTc t t t w w w⎡ ⎤= = ⎣ ⎦T v w  (5) 
 
Si se considera que los parámetros intrínsecos se 
pueden calcular de forma simultánea a la posición de 
la cámara, se utiliza un vector extendido V que 
incluye la velocidad de cambio de dichos parámetros 
ξ? . 
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3 FORMALIZACIÓN DE LAS 
CARACTERÍSTICAS VISUALES 
 
Como se comenta en la sección anterior, el objetivo 
del algoritmo principal es minimizar una función de 
error de forma que cuando esta función sea igual a 
cero, se esté en una situación de equilibrio con los 
datos finales, o si se está manejando un robot, en la 
posición del robot requerida. Esta función de error 
dependerá únicamente de las características 
detectadas en la imagen real (que forman parte del 
patrón) ignorando el resto de información visual 
como por ejemplo, el color. 
 
Ya sea realizando el algoritmo de realidad 
aumentada, o bien controlando un robot siempre 
existen unas características iniciales, unas 
características actuales (en cada iteración del bucle 
de control) y unas características finales o deseadas. 
En la Tabla 1 se observa de un vistazo las diferencias 
existentes a este respecto entre el control visual 
clásico robótico y el control visual virtual. 
 
Llamaremos característica 3D, o bien únicamente 
característica, a una primitiva 3D del sistema de 
control que puede ser parametrizable. Un patrón 
estará  formado  por  una  o más características. Cada 
característica aportará más información para el 
algoritmo de control y el sistema podrá controlar un 
número mayor de grados de libertad. Ejemplos de 
características 3D pueden ser puntos, segmentos, 
líneas, círculos, esferas, cilindros, etc. 
 
Llamaremos característica 2D, o característica visual, 
a la proyección en el plano imagen de una 
característica 3D. Estas características son las 
detectadas por un algoritmo de búsqueda de 
primitivas en una imagen y se representan mediante 
otra serie de parámetros, únicos para cada tipo de 
primitiva. Por ejemplo, un círculo es una primitiva 
3D que se proyecta en la imagen como una 
característica visual de elipse; lo mismo le pasa a la 
esfera. Sin embargo, aunque tengan el mismo 
nombre, se ha de tener siempre en cuenta que no es 
lo mismo un punto 3D (con coordenadas X,Y,Z) que 
su proyección en el plano imagen, un punto 2D (con 
coordenadas x,y). 
 
Sea 1i 2i ki[ , ,..., ]
T
i p p p=p  una parametrización de la 
característica 3D número i; un patrón estará formado 
por un conjunto n de características 
[ ]1 2 n, ,..., T=p p p p . 
 
La proyección en el plano imagen de una 
característica formará una o varias características 
visuales, cada una de ellas con una parametrización 
i 1i 2i ji[ , ,..., ]
TP P P=P . El conjunto de todas las 
características 2D formará el vector columna 
[ ]1 2 m, ,..., T=P P P P  que al igual que el de las 
características 3D, se expresa en espacio métrico. 
 
Si a una característica 2D iP  se le aplican los 
parámetros intrínsecos de la cámara para expresarla 
en el espacio digital (medidas en píxeles) se obtiene 
la característica 2D en espacio digital 
1i 2i li[ , ,..., ]
T
i s s s=s  y como en los casos anteriores se 
puede crear un vector s formado por todas las 
características visuales en espacio digital 
[ ]1 2 m, ,..., T=s s s s . 
 
A estas dos transformaciones (de p a P, y de P a s) 
hay que añadir una más. Se trata de la transformación 
de op  a cp , es decir, a la transformación de la 
característica 3D expresada en función del origen de 
coordenadas del objeto al origen de coordenadas de 
la cámara; para ello se utiliza la información de los 
parámetros extrínsecos de la cámara virtual.  
 
• En el caso de la realidad aumentada, se obtiene 
de una imagen real, el vector s de las 
características deseadas que llamamos sd. Por 
otra parte, inicialmente tenemos en las 
características actuales la información 3D del 
patrón que forma el vector op. Para poder 
calcular la función de error d= −e s s  se necesita 
retroproyectar el patrón con los parámetros 
actuales y realizar todas las transformaciones 
anteriormente comentadas. 
 
• En el caso del control robótico, se obtiene de la 
imagen real el vector s  de las características 
actuales. En este caso se puede usar la 
retroproyección y calcular el vector sd a partir de 
la información 3D, o bien no usarla y 
proporcionar directamente dicho vector. Se ha 
usado la primera opción, ya que permite definir 
Tabla 1: Diferencias entre el Control Visual Clásico y el Control Visual Virtual. 
 
 Control Visual Clásico Control Visual Virtual 
Características 
iniciales 
Obtenidas por la cámara del robot 
inicialmente 
Aproximación de los parámetros de la 
cámara virtual y retroproyección 
inicial. 
Características 
actuales 
Obtenidas por la cámara del robot en 
cada iteración (en cada iteración se 
necesita obtener una nueva imagen 
para aportar información) 
Retroproyectadas por la cámara virtual 
con los parámetros de esta iteración (no 
es necesario obtener nueva imagen) 
Características 
deseadas Fijadas como objetivo por el usuario Las obtenidas en la imagen real 
   
de una forma muy intuitiva la posición deseada 
de forma interactiva. 
 
Una vez conocida la formalización de las 
características se pasa a ver los ejemplos concretos 
del punto y el círculo, que son las características 
implementadas inicialmente. 
 
4 TIPOS DE CARACTERISTICAS 
 
4.1 PUNTO 
 
La característica más usada en el mundo del control 
visual, que es a la vez la característica más sencilla, 
es el punto. 
  
La parametrización del punto es únicamente su 
posición en el espacio, ya que es adimensional y no 
ocupa espacio. En la Tabla 2 se muestran las distintas 
parametrizaciones del punto. 
 
Tabla 2: Parametrizaciones del punto. 
 
Tipo de 
Característica Parametrización 
3D (métrico) vector p x = (X,Y,Z) 
2D (métrico) vector P (x,y) 
2D (digital) vector s (u,v) 
 
Para proyectar un punto primero se debe obtener a 
partir de los parámetros extrínsecos de la cámara su 
posición respecto al origen de coordenadas de ésta: 
 
·c c oo=x M x  (7) 
 
Posteriormente se obtiene la característica 2D 
asociada de la siguiente manera: 
 
Xx
Z
= ,   Yy
Z
=  (8) 
 
Finalmente se obtiene el punto en el plano imagen a 
partir de los parámetros intrínsecos y de este punto 
2D métrico. 
 
0 xu u p x= + ,   0 yv v p y= +  (9) 
 
4.2 CÍRCULO 
 
Para mostrar que el sistema involucra a diferentes 
tipos de características y que es extensible y aplicable 
a distintos tipos de características, incluso mixtas, se 
ha implementado la característica de círculo, muy 
poco utilizada, y que sin embargo, aporta mucha más 
estabilidad en la detección que los puntos.  
 
La parametrización del círculo es más compleja que 
la del punto, así como su proyección, que es una 
elipse. Para la parametrización 3D, se ha elegido la 
de centro, normal y radio del círculo. El centro y la 
normal del círculo tienen tres componentes cada uno 
debido a la dimensionalidad del espacio. La elipse 
tiene una parametrización diferente ya que no es tan 
evidente como la del punto. Usa el centro de la elipse 
y los momentos de orden dos para definirla. Como en 
el caso anterior se muestra en la Tabla 3 el cuadro 
resumen: 
 
Tabla 3: Parametrizaciones del círculo. 
 
Tipo de 
Característica Parametrización 
3D (métrico) vector p (c,n,r) = (cX,cY,cZ,nX,nY,nZ,r) 
2D (métrico) vector P (cx,cy,μ20, μ02 ,μ11) 
2D (digital) vector s (cu,cv,m20,m02,m11) 
 
Para proyectar un círculo se utilizan las siguientes 
ecuaciones: 
 
·c c oo=c M c ,    ·
c o
=n r n ,    c or r=  (10)
 
Como con el punto, se obtiene a partir de los 
parámetros extrínsecos de la cámara su posición 
respecto al sistema de referencia de la cámara. 
 
Posteriormente se obtiene la parametrización de la 
elipse 2D en métrico. A partir de la parametrización 
del círculo en 3D se obtiene el centro (cx,cy) de la 
elipse 2D en métrico aplicando las siguientes 
fórmulas. 
 
X
X X Y Y Z Z
na
n c n c n c
=
+ +
 
Y
X X Y Y Z Z
nb
n c n c n c
=
+ +
 
Z
X X Y Y Z Z
nc
n c n c n c
=
+ +
 
2 2 2 2
X Y Zk c c c r= + + −  
2
0 Z1 2K a k ac= + −  
2
1 Y1 2K b k bc= + −  
2 X Y· ·K abk b c a c= − −  
3 X Z· ·K ack c c a c= − −  
(11)
4 Y Z· ·K bck c c b c= − −  
2
5 Z1 2 ·K c k c c= + −  
1 3 2 4
x 2
2 0 1
K K K Kc
K K K
−
=
−
 
0 4 2 3
y 2
2 0 1
K K K Kc
K K K
−
=
−
 
 
Y a partir de las siguientes fórmulas se obtienen los 
momentos de segundo orden para la parametrización 
2D en métrico de la elipse. 
 
2 2
1 0 2( ) 4h K K K= ± − + ,   1 0
22
K K h
E
K
− +
=  
2 2
0 x 2 x y 1 y 52( 2 )m K c K c c K c K= + + −  
2
0 14( )
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K K h
=
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0 14( )
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(12)
 
Para terminar de proyectar el círculo en el plano 
imagen se utilizan de nuevo (como se hizo con el 
punto) los parámetros intrínsecos de la cámara. 
 
u 0 x xc u p c= + ,   v 0 y yc v p c= +  (13)
 
2
20 20 xm pμ= ,   202 02 ym pμ= ,   11 11 x ym p pμ=  (14)
 
Únicamente se han numerado los resultados finales y 
señalar que A y B son los radios principal y 
secundario de la elipse, que se calculan de forma 
intermedia pero no se llegan a utilizar tal cual, ya que 
se utilizan los momentos como parámetros. 
 
El valor concreto de las matrices de interacción se 
puede ver en [1]. 
 
5 LEY DE CONTROL 
 
La ley de control para una cámara posicionada en el 
extremo de un robot [5] se puede aplicar 
perfectamente para realizar el control de la cámara 
virtual. Resumiendo, se trata de minimizar la 
siguiente función de error: 
 
d= −e s s  (15)
 
utilizando para ello un controlador proporcional sin 
estimación de movimiento. La ley de control para 
una matriz de interacción en el espacio métrico es de 
la siguiente forma: 
 
c mλ += −T L e  (16)
 
En el plano imagen la ley de control equivalente es la 
siguiente: 
 
+
dλ= −V L e  (17)
 
La matriz +dL  es la pseudo-inversa (inversa si es 
cuadrada) de la matriz de interacción y será la real 
para la realidad aumentada, y una estimación 
utilizando la posición final como se ha comentado 
anteriormente en el caso del control visual clásico. El 
parámetro λ  determina la ganancia del sistema de 
control y determinada el balance velocidad-
estabilidad que se pretenda [2]. 
 
6 RESULTADOS 
En este apartado se van a describir distintos 
resultados obtenidos en la simulación de sistemas de 
control visual empleando control visual virtual. Sin 
embargo, antes de mostrar estos resultados se va a 
detallar el equipamiento real en el que se basa la 
simulación 
 
6.1 ARQUITECTURA DEL SISTEMA 
 
En la Figura 1, se muestra el equipamiento real en el 
que se basa la simulación mediante control visual 
virtual. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1: Equipamiento real 
 
Se dispone de un robot Mitsubishi PA-10 con 7 
grados de libertad. Este robot presenta en un extremo 
una minicámara JAI-M536. Las características 
empleadas para realizar la tarea de control visual 
virtual son 4 círculos presentes en el espacio de 
trabajo.  
 
6.2 RESULTADOS EXPERIMENTALES 
 
A partir de este equipamiento real se ha creado el 
simulador que se muestra en la Figura 2. Se puede 
observar que el simulador presenta un modelo CAD 
del robot real. Además el modelo CAD también 
dispone de una cámara en su extremo. Haciendo uso 
de control visual virtual el sistema es capaz de 
actualizar la localización del robot simulado a partir 
de información visual real. De esta manera se 
garantiza que en todo momento el robot simulado se 
encontrará en la misma localización que el robot real. 
 
 
Figura 2: Simulador 
 
A continuación se presentan algunos experimentos de 
control visual virtual con el que se demuestra la 
correcta convergencia del sistema. En el primer 
experimento se considera que el objeto respecto al 
cual se extraen las características se encuentra fijo en 
el espacio de trabajo. Durante este primer 
experimento se obtiene la evolución del  error medio 
(15) representada en la Figura 3. En esta figura se 
puede observar como el error disminuye 
exponencialmente. En la Figura 4 se representa la 
trayectoria 3D que sigue la cámara ubicada en el 
extremo del robot correspondiente al modelo CAD 
del simulador durante la tarea. Describiendo esta 
trayectoria finalmente se hace converger la posición 
3D del robot simulado con la posición del robot real. 
En esta tara se ha determinado un error del 4,5% en 
la determinación de los parámetros extrínsecos de la 
cámara, y, por lo tanto, en el posicionamiento del 
modelo CAD. 
 
 
 
 
 
 
 
Figura 3: Error medio en pixeles. Experimento 1. 
 
 
 
 
 
 
Figura 4: Trayectoria de la cámara en el modelo 
CAD del simulador. Experimento 1. 
 
A continuación se describe un nuevo experimento en 
el cual las características visuales se encuentran en 
movimiento. En la Figura 5 se representa el error 
medio durante la tarea. En este caso se observa que 
no se obtiene un decrecimiento totalmente 
exponencial debido al movimiento del objeto. En 
cualquier caso, se puede comprobar como el sistema 
converge correctamente. En la Figura 6 se ha 
representado la evolución de las velocidades 
aplicadas a la cámara virtual durante la tarea y en la  
Figura 7 se representa su trayectoria 3D. En esta 
tarea se ha determinado un error del 3,8% en el 
cálculo de los parámetros extrínsecos. 
 
 
 
 
 
 
Figura 5: Error medio en pixeles. Experimento 2. 
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Figura 6: Velocidades aplicadas a la cámara durante 
la simulación. Experimento 2. 
 
 
 
Figura 7: Trayectoria de la cámara en el modelo 
CAD del simulador. Experimento 2. 
 
7 CONCLUSIONES 
 
El artículo describe una técnica para reconstruir 
virtualmente la trayectoria que seguirá un robot en el 
transcurso de una tarea de control visual. Para esto se 
ha empleado el control visual virtual, que en cada 
paso de iteración calcula la posición de la cámara 
virtual. Esta posición se le pasa al simulador que 
posiciona al robot. Finalmente se habrá generado la 
trayectoria que seguiría el robot real al realizar dicha 
tarea de control visual. 
 
Gracias a esta trayectoria se podrá evaluar 
previamente en el simulador la ejecución del control 
visual. La convergencia ha quedado demostrada con 
los experimentos realizados. 
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