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Abstract
In this article, we present an eﬀective compensation scheme to improve noise robustness for the spectra of speech
signals. In this compensation scheme, called magnitude spectrum enhancement (MSE), a voice activity detection
(VAD) process is performed on the frame sequence of the utterance. The magnitude spectra of non-speech frames are
then reduced while those of speech frames are ampliﬁed. In experiments conducted on the Aurora-2 noisy digits
database, MSE achieves an error reduction rate of nearly 42% relative to baseline processing. This method
outperforms well-known spectral-domain speech enhancement techniques, including spectral subtraction (SS) and
Wiener ﬁltering (WF). In addition, the proposed MSE can be integrated with cepstral-domain robustness methods,
such as mean and variance normalization (MVN) and histogram normalization (HEQ), to achieve further improvements
in recognition accuracy under noise-corrupted environments.
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Introduction
The environmental mismatch caused by additive noise
and/or channel distortion often seriously degrades the
performance of speech recognition systems. Various
robustness techniques have been proposed to reduce this
mismatch, which can be roughly divided into two classes:
model-based and feature-based approaches. In model-
based approaches, compensation is performed on the
pre-trained recognition model parameters so that the
modiﬁed recognition models can more eﬀectively clas-
sify the mismatched test speech features collected in the
application environment. Typical examples of this class
include noise masking [1-3], speech and noise decompo-
sition (SND) [4], vector Taylor series (VTS) [5], maximum
likelihood linear regression (MLLR) [6], model-based
stochastic matching [7,8], model compensation based on
non-uniform spectral compression (MC-SNSC) [9], sta-
tistical re-estimation (STAR) [10], and parallel model
combination (PMC) [11-13] methods. In the feature-
based approaches, a noise-robust feature representation
is developed to reduce the sensitivity to various acous-
tic conditions and thereby alleviate the mismatch between
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those features used for training and testing. Examples of
this class include spectral subtraction (SS) [14-17],Weiner
ﬁltering [18,19], short-time spectral amplitude estima-
tion based on minimum mean-squared error criteria
(MMSE-STSA) [20], MMSE-based log-spectral amplitude
estimation (MMSE log-STSA) [21], codeword-dependent
cepstral normalization (CDCN) [22], SNR-dependent
non-uniform spectral compression scheme (SNSC) [23],
feature-based stochastic matching [7,8], multivariate
Gaussian-based cepstral normalization (RATZ) [10],
stereo-based piecewise linear compensation for environ-
ments (SPLICE) [24,25] methods, and a series of cepstral-
feature statistics normalization techniques such as
cepstral mean subtraction (CMS) [26], cepstral mean and
variance normalization (MVN) [27], MVN plus ARMA
ﬁltering (MVA) [28], cepstral gain normalization (CGN)
[29], histogram equalization (HEQ) [30,31], and cepstral
shape normalization (CSN) [32]. A common advantage of
the feature-based methods is their relative simplicity of
implementation. This simplicity arises because all of these
methods focus on front-end speech feature processing
without any need to change the back-end model training
and recognition schemes. Despite their simplicity, these
methods usually improve recognition performance signif-
icantly in noise-corrupted application environments.
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The mel-frequency cepstral coeﬃcient (MFCC) is one
of the most widely used speech feature representations
due to its high recognition performance under clean con-
ditions. However, MFCC is not very noise-robust, and
thus many robustness techniques mentioned above can
be applied in various domains of a speech signal when
deriving MFCC. For example, SS, WF, MMSE-STSA, and
MMSE log-STSA techniques are used in the spectral
domain whereas CMS, MVN, MVA, and HEQ are often
used in the cepstral domain. In particular, the method
presented in this article is designed to compensate the
spectrum of the speech signal to obtainmore noise-robust
MFCC.
In addition to MFCC features, the energy-related fea-
ture, i.e., the logarithmic energy (log E), is also eﬀective
in discriminating diﬀerent phonemes. For this reason, it is
often appended to the MFCC features to further enhance
recognition performance. However, similar to MFCC, the
log E feature is vulnerable to noise. In many recent studies
[33-35], it has been found that compensating the log E
feature can improve the recognition accuracy signiﬁcantly
under noisy conditions. For example, in our previously
proposed method, silence feature normalization (SFN)
[35], high-pass-ﬁltered log E is used as the indicator for
speech/non-speech frame classiﬁcation, and the log E fea-
tures of non-speech frames are set to be small, while those
of speech frames are kept nearly unchanged. We have
shown that SFN is very eﬀective despite its simplicity in
implementation.
Partially inspired by the concept of SFN, in our previous
work [36] we presented another approach, called mag-
nitude spectrum enhancement (MSE) to further process
the magnitude spectra of speech frames. Initial experi-
ments shown in [36] have indicated that MSE produced
good results on the Aurora-2 evaluation task [37]. The
main purpose of this article is to provide a rigorous inves-
tigation for the background of MSE, as well as a series
of experiments to further show the eﬀectiveness of MSE
in reducing the eﬀect of noise for speech recognition. In
MSE, the noise-corrupted signal is processed in the linear
spectral domain, with the hope that the resulting speech
features are more noise-robust. Brieﬂy speaking, in MSE,
the magnitude spectrum of each non-speech frame is set
to be small (as in SFN), whereas the magnitude spec-
trum of each speech frame is ampliﬁed by multiplying by
a weighting factor that is related to the signal-to-noise
ratio (SNR). The main purpose of MSE is to highlight the
spectral diﬀerence between the speech and non-speech
frames, not to re-construct the clean speech spectrum
as SS and WF do. The experiments conducted on the
Aurora-2 digit database show that our proposed MSE can
provide a signiﬁcant improvement in recognition accu-
racy in various noise-corrupted environments. MSE per-
forms better than many spectral-domain methods, and it
can be well integrated with cepstral-domain processing
techniques, such as MVN, MVA, and HEQ. The best
possible average accuracy rate for the Aurora-2 clean-
condition training task with the proposed method can be
as high as 83.80%.
The remainder of this article is organized as follows.
Section ‘Eﬀect of additive noise to the linear and loga-
rithmic magnitude spectrum of a speech signal’ provides
a mathematical analysis of a noise-corrupted speech sig-
nal as background knowledge for the presented MSE.
Next, detailed MSE procedures are described in Section
‘The magnitude spectrum enhancement (MSE) approach’.
Section ‘Experimental results and discussions, contains
the experimental setup and a series of experimental results
together with the corresponding discussions. Finally, the
concluding remarks are given in Section ‘Conclusions’.
Eﬀect of additive noise to the linear and
logarithmic magnitude spectrum of a speech signal
In this section, we provide a mathematical analysis for
the eﬀects of additive noise to the linear and logarithmic
magnitude spectrum in a speech signal. Observing these
eﬀects will help us develop and present the new noise-
robustness approach in Section ‘The magnitude spectrum
enhancement (MSE) approach’.
Eﬀect of additive noise on the magnitude spectra of
speech/non-speech frames
Assume that the signal for an arbitrary frame of a noise-
corrupted utterance can be represented by
xm[ n]= sm[ n]+dm[ n] , 0 ≤ m ≤ M − 1, (1)
where m is the frame index, M is the total number of
frames, and sm[ n] and dm[ n] are the speech and noise
components of xm[ n], respectively. Taking the discrete
Fourier transform (DFT) on both sides of Equation (1), we
have
Xm[ k]= Sm[ k]+Dm[ k] , (2)
where Xm[ k], Sm[ k], and Dm[ k] represent the spectra
of xm[ n], sm[ n], and dm[ n], respectively, for the kth
frequency bin. Obviously, the speech component Sm[ k]
approaches zero in Equation (2) for a non-speech frame.
Here, a parameter called the magnitude spectral ratio
(MSR) is deﬁned as
γ [ k]= E
(∣∣Sp[ k]+Dp[ k] ∣∣
|Dq[ k] |
)
, p = q, (3)
and represents the expectation of the ratio of a speech
frame (frame p) to a non-speech frame (frame q) in the
magnitude spectrum for the kth frequency bin. It can
be shown that, under an additive white Gaussian noise
(AWGN) environment and assuming that Sp[ k] is a con-
stant, |Sp[ k]+Dp[ k] | and |Dq[ k] | in Equation (3) are two
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random variables with Rician and Rayleigh distributions
[38], respectively. The parameter MSR in Equation (3) is
then
























where σ 2 is the variance of the real- and imaginary- parts
of the noise Dm[ k], m = p, q , and I0(.) and I1(.) are the
modiﬁed Bessel functions of the ﬁrst kind with orders zero
and one, respectively. Furthermore, γ [ k] in Equation (4)
is, in fact, monotonically decreasing with respect to the
noise variance σ 2 (see Appendix 1 for a detailed analysis of
the above results), indicating that speech frames become
increasingly indistinguishable from non-speech frames
based on their magnitude spectra as the signal-to-noise
ratio (SNR) decreases.
Eﬀect of additive noise on the logarithmic magnitude
spectrum in the frame sequences
First, we investigate the eﬀect of noise on the logarith-
mic magnitude spectrum in an arbitrary frame within an
utterance. According to Equation (2), we have
X(l)m [ k] = log(|Xm[ k] |)
= 0.5 log(|Xm[ k] |2)
= 0.5 log(|Sm[ k]+Dm[ k] |2)
≈ 0.5 log(|Sm[ k] |2 + |Dm[ k] |2)
= 0.5 log(exp(2S(l)m [ k] ) + exp(2D(l)m [ k] )), (5)
where X(l)m [ k], S(l)m [ k], and D(l)m [ k] are the logarithmic
magnitude spectra of xm[ n], sm[ n], and dm[ n], respec-
tively, from Equation (1). Thus, the diﬀerence between
X(l)m [ k] (for the noise-corrupted speech) and S(l)m [ k] (for
the embedded clean speech) is
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From Equation (6), it is obvious that under the same
noise magnitude level |Dm[ k] |, the diﬀerence [ k]
decreases as the speech magnitude |Sm[ k] | increases.
Therefore, for a noise-corrupted utterance, the logarith-
mic magnitude spectrum of the speech frame is often less
vulnerable to noise than that of the non-speech (noise-
only) frame. However, this condition does not hold for the
(linear) magnitude spectrum.
Next, let us consider the eﬀect of noise on the frame
sequence of logarithmic magnitude spectra, denoted
by {X(l)m [ k] }M−1m=0 , for the utterance. Taking the Taylor
series approximation of Equation (5) with respect to
(S(l)m [ k] ,D(l)m [ k] ) = (0, 0) up to order 2, we have
X(l)m [ k]=0.5 log(exp(2S(l)m [ k] ) + exp(2D(l)m [ k] ))
≈0.5 log 2+0.5(S(l)m [ k]+D(l)m [ k] )+0.25((S(l)m [ k] )2
+ (D(l)m [ k] )2 − 2S(l)m [ k]D(l)m [ k] ). (7)
Thus the modulation spectrumMX(jω) of the sequence




X(l)m [ k] e−jωm, (8)
can be approximated as
MX(jω) ≈ (π log 2)δ(ω) + 0.5(MS(jω) + MD(jω))
+ 18π (MS(jω)∗MS(jω) + MD(jω)∗MD(jω)
− 2MS(jω)∗MD(jω)), (9)
where MX(jω), MS(jω), and MD(jω) are discrete-
time Fourier transforms (DTFTs) of {X(l)m [ k] }M−1m=0 ,
{S(l)m [ k] }M−1m=0 , and {D(l)m [ k] }M−1m=0 (along the frame axis
with the index m, as in Equation (8)), respectively, and
the symbol “∗” denotes the convolution operation. If the
two sequences, {S(l)m [ k] }M−1m=0 and {D(l)m [ k] }M−1m=0 , are both
low-pass and their bandwidths are Bs and Bd , respectively,
then the terms MD(jω) ∗MD(jω) and MS(jω) ∗MD(jω)
in Equation (9) have bandwidths of 2Bd and Bs + Bd,
respectively. This ﬁnding implies that {X(l)m [ k] }M−1m=0 has a
wider bandwidth than {D(l)m [ k] }M−1m=0 . In other words, the
logarithmic magnitude spectrum of the noise-corrupted
speech segment possesses higher modulation frequency
components than that of the noise-only segment in a
noisy utterance. Again, this condition does not hold for
the (linear) magnitude spectrum.
Note: it is easy to demonstrate that the above analysis of
the logarithmicmagnitude spectrum can be performed on
the logarithmic energy (log E) sequence in an utterance,
obtaining the same conclusions [35]. That is,
1. The logarithmic energy is less distorted in a speech
frame than in a non-speech frame.
2. For the logarithmic energy sequence of a noisy
utterance, the speech segment possesses components
of even-higher frequency than the non-speech
segment.
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Themagnitude spectrum enhancement (MSE)
approach
In this section, we describe a compensation scheme
termed magnitude spectrum enhancement (MSE) [36] in
order to improve the noise robustness of speech features.
Brieﬂy speaking, the magnitude spectra of the speech
frames are enlarged in MSE whereas those of the non-
speech frames are normalized to be very small. In addi-
tion, the speech/non-speech frame classiﬁcation in this
scheme is based on the logarithmicmagnitude spectra and
the logarithmic energy feature of the frames. Details of the
MSE procedure are stated below.
Following the notations introduced in Section ‘Eﬀect of
additive noise to the linear and logarithmic magnitude
spectrum of a speech signal’, here {xm[ n] , 0 ≤ n ≤ N−1}
is the time-domain signal for the mth frame of an utter-
ance and N is the frame length. The spectrum for this






K , 0 ≤ k ≤ K2 , 0≤m≤M−1,
(10)
where K is the DFT size, andM is total number of frames
in this utterance. Thus, |Xm[ k] | represents the magnitude
spectrum for the kth frequency bin of the mth frame. In
addition, the logarithmic energy (log E) feature of themth






, 0 ≤ m ≤ M − 1. (11)
The proposed magnitude spectrum enhancement
(MSE) approach uses the following two steps to create the
new magnitude spectrum.
Step I: Perform voice activity detection (VAD):
The VAD process that discriminates speech frames
from non-speech frames in an utterance is based on two
sources: the logarithmic magnitude spectrum (abbrevi-
ated as logMS) in Equation (10) and log E in Equation (11).
Based on the observations made in Section ‘Eﬀect of addi-
tive noise on the logarithmic magnitude spectrum in the
frame sequences’, noise-corrupted speech segments pos-
sess a greater number of high (modulation) frequency
components in the logMS and log E sequence than noise-
only segments, and thus we expect that the high-pass-
ﬁltered logMS and log E sequences help to obtain more
accurate VAD results.
As for the ﬁrst source, we process the logMS sequence
{log(|Xm[ k] |)}M−1m=0 with a high-pass IIR ﬁlter with an
input-output relationship of
Ym[ k]= log(|Xm[ k] |)−λYm−1[ k] , 0≤k≤K2 , 0≤m≤M−1,
(12)
where 0 ≤ λ < 1 (the case λ = 1 leads to an unsta-
ble ﬁlter). The frequency response (magnitude part) of the
high-pass IIR ﬁlter is depicted in Figure 1, showing that
this ﬁlter emphasizes the higher frequency portions while
not eliminating the near-DC components completely.
Next, we sum up the high-pass ﬁltered logarithmic spec-





Ym[ k] . (13)
Thus, zm in Equation (13) is viewed as the cumulative
high-pass-ﬁltered logarithmic spectral magnitude of the
mth frame. Finally, the ﬁrst speech/non-speech decision
parameter dm,1 is obtained as follows:
dm,1 =
{
1 if zm ≥ θz
0 otherwise , 0 ≤ m ≤ M − 1, (14)
where the threshold θz is simply set to the mean of the
stream {zm, 0 ≤ m ≤ M − 1}.
As for the second source (the log E sequence) for the
VAD process, we obtain the second speech/non-speech
decision parameter dm,2 for themth frame,
dm,2 =
{
1 if e(h)m ≥ θe
0 otherwise , 0 ≤ m ≤ M − 1, (15)
where e(h)m is the high-pass ﬁltered version of em in
Equation (11), in which the high-pass IIR ﬁlter is the same
as that used in Equation (12). Again, the threshold θe is set
to the mean of the stream {e(h)m , 0 ≤ m ≤ M − 1}.
Figure 1 The frequency response (magnitude part) of the
high-pass ﬁlterH(z) = 11+λz−1 with diﬀerent assignments of λ.
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Finally, the result of the VAD process is obtained from




1 if dm,1 = 1 or dm,2 = 1
0 otherwise , 0 ≤ m ≤ M − 1,
(16)
where dm is the VAD indicator ﬁnally used. That is, the
mth frame is classiﬁed as speech if either dm,1 or dm,2 is
equal to unity. The main reason for using the “or” opera-
tion in Equation (16) is that the speech frames are likely to
be misclassiﬁed as non-speech frames (i.e., a higher false-
rejection rate) when we simply depend on either decision
parameter dm,1 or dm,2 alone, especially when the SNR
degrades.
Step II. Obtain the enhanced magnitude spectrum
This step ampliﬁes the magnitude spectrum for the
speech frames while diminishing it for the non-speech
frames. The main purpose of this step is to enlarge the
ratio of speech frames to non-speech frames in magnitude
spectra to reduce the noise eﬀect, as discussed in Section
‘Eﬀect of additive noise to the linear and logarithmic
magnitude spectrum of a speech signal’. The magnitude
spectra for the non-speech frames detected in Step I are
ﬁrst collected and then averaged to obtain the estimated








, 0 ≤ k ≤ K2 . (17)
Note that here, N[ k] is independent of the frame index
m. Thus, the noise spectrum is estimated once for the
utterance.
Next, a weighting factor for each magnitude spectral









, 0 ≤ k ≤ K2 , 0≤m≤M−1, (18)
where α is a parameter within the range [ 0, 1] that deter-
mines the degree of ampliﬁcation, δ is a small positive con-
stant that avoids the weighting factor becoming inﬁnitely
large as N[ k]−→ 0, and ε is a very small positive ran-
dom variable such that the magnitude spectra of detected
non-speech frames are signiﬁcantly reduced.
Thus, the weighting factor for a speech frame (dm = 1)
in Equation (18) is related to the SNR as follows:
wm[ k]≈ (
√
SNRm[ k] + 1)α , (19)
where SNRm[ k]=
( |Xm[ k] |2
N2[ k]
)
−1 is the (estimated) SNR
for the kth frequency bin of themth frame.
Finally, the enhanced magnitude spectrum is obtained
by multiplying the original magnitude spectrum with the
weighting factor wm[ k] in Equation (18):
|X˜m[ k] | = wm[ k] |Xm[ k] |, 0 ≤ k ≤ K2 , 0 ≤ m ≤ M−1,
(20)
The proposed MSE has the following properties:
1. In MSE, the embedded VAD process uses the
logarithmic magnitude spectrum rather than the
linear magnitude spectrum. According to the
discussions in Section ‘Eﬀect of additive noise to the
linear and logarithmic magnitude spectrum of a
speech signal’, the logarithmic magnitude spectrum
is less vulnerable to noise in speech frames, and its
temporal-domain sequence exhibits a wider
(modulation) spectral bandwidth in speech portions
than in non-speech portions. Based on these two
characteristics, the logarithmic magnitude spectrum
is a more appropriate VAD indicator than the linear
magnitude spectrum. The experimental results
shown later will reveal that the logarithmic
magnitude spectrum outperforms the linear
magnitude spectrum for providing MSE with better
recognition accuracy.
2. By assigning diﬀerent weights to the magnitude
spectra of speech and non-speech frames, the speech
portions of an utterance are highlighted and the
diﬀerence between the speech and non-speech
portions in magnitude spectrum is strongly
emphasized. This eﬀect leads to a large magnitude
spectral ratio (MSR) as deﬁned in Equation (2) and
implies that the eﬀect of noise has been eﬀectively
reduced.
3. The idea of MSE is partially motivated by the
matched ﬁlter theory in the ﬁeld of communications
[38]. For an observed signal denoted by
x[ n]= s[ n]+d[ n], where s[ n] and d[ n] are the
desired signal and additive noise, respectively, the
magnitude (frequency) response of the matched ﬁlter
which maximizes the output SNR is [39]:
|H(jω)| = |S(jω)|Pd(ω) , (21)
where |S(jω)| and Pd(ω) are the magnitude spectrum
of s[ n] and the power spectral density of the noise
d[ n], respectively. From Equation (21), we ﬁnd
|H(jω)| is proportional to the input frequency




signal level |S(jω)|2 or the noise level Pd(ω) is ﬁxed.
Thus, MSE shares the idea of the matched ﬁlter and
uses a spectral weighting factor wm[ k] in
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Equation (18) which is positively correlated with the
SNR. However, MSE diﬀers from the matched ﬁlter
in some aspects: First, MSE applies the magnitude
spectrum of the noisy signal x[ n] rather than that of
the clean signal s[ n], which is not available and
requires estimation. Second, the magnitude spectrum
of the noise d[ n] is used, which approximates the
square root of the power spectral density of the noise.
Finally, MSE additionally detects the non-speech
regions and makes the corresponding spectra nearly
zero, which is a non-linear operation and can further
distinguish the speech and non-speech frames.
4. Compared to the SFN method [35], the magnitude
spectrum in MSE for the features in non-speech
portions is set to be small. However, in speech
portions of the utterance, MSE further ampliﬁes the
magnitude spectrum, whereas in SFN the
energy-related feature is kept nearly unchanged.
5. Like spectral compensation techniques, spectral
subtraction (SS) [14-16] and Weiner ﬁltering (WF)
[18,19], MSE attempts to reduce the eﬀect of noise in
the spectral domain of speech signals. However, the
main purpose of SS and WF is to restore a clean
spectrum from the noise-corrupted utterance. This
situation contrasts with MSE, where the (magnitude)
spectrum of the speech portions is ampliﬁed, possibly
making the resulting spectrum quite diﬀerent from
the clean spectrum. In general, the updated
magnitude spectra using SS and WF are often
presented as follows:
SS: |X˜m[ k] | ≈ |Xm[ k] |
(




WF: |X˜m[ k] | ≈ |Xm[ k] |
(




For MSE, the new magnitude spectrum is:
MSE: |X˜m[ k] | ≈ |Xm[ k] |(
√
SNRm[ k] + 1)α
× (for speech frames). (24)
In addition, the speech and non-speech portions are
treated quite diﬀerently in MSE (as shown in
Equations (18) and (20)), while they are not explicitly
treated diﬀerently in SS and WF.
6. In MSE, the VAD procedure used in Step I is quite
simple to implement and can be replaced with any
other VAD method. In addition, the cepstral features
derived from the MSE-processed spectrum can be
further compensated using any cepstral-domain
robustness techniques such as MVN, MVA, and
HEQ to achieve further improvements in recognition
performance, which will be shown in Section
‘Experimental results and discussions’.
Experimental results and discussions
We use two sets of experimental environments in this
article. In the ﬁrst environment, the Aurora-2 connected
US-digit database [37] is the platform for evaluating the
proposed MSE and other various techniques. It is used
to explore the resulting spectrograms of the speech sig-
nals processed by MSE and some other spectral-domain
processes, to analyze the possible improvements achiev-
able by each approach, and to discuss the comparisons
among diﬀerent techniques. On the other hand, in the
second environment, the NUM-100A continuous Man-
darin speech database [40] is used. This database contains
microphone-recoded Mandarin digit strings produced by
Mandarin adults. We perform the proposed MSE on this
data set to further investigate if MSE is still eﬀective in
processing the noisy speech that belongs to a diﬀerent
language.
Experiments for the Aurora-2 database
Here, the presented MSE scheme has been tested with the
AURORA Project Database Version 2.0 (Aurora-2), the
details of which are described in [37]. In short, the test-
ing data consist of 4004 utterances from 52 female and
52 male speakers, and three diﬀerent subsets are deﬁned
for the recognition experiments: Test Sets A and B are
each aﬀected by four types of noise, and Set C is aﬀected
by two types. Each noise instance is added to the clean
speech signal at seven SNR levels (ranging from 20 to
−5 dB). The signals in Test Sets A and B are ﬁltered with
a G.712 ﬁlter, and those in Set C are ﬁltered with an
MIRS ﬁlter. G.712 and MIRS are two standard frequency
characteristics deﬁned by the ITU [41].
The Aurora-2 task has the following two training modes
[37]:
1. In the ﬁrst mode, “clean-condition training”, the
training data consist of 8440 clean speech utterances
from 55 female and 55 male adults.
2. In the second mode, “multi-condition training”, the
clean training data in the ﬁrst mode are equally split
into 20 subsets. These 20 subsets are added with four
diﬀerent types of noise at ﬁve diﬀerent SNRs. The
four noise types are suburban train, babble, car and
exhibition hall, which are the same as the noise types
in Test Set A. The SNRs are 20, 15, 10, and 5 dB and
the clean condition.
Therefore, in the ﬁrst mode, “clean-condition training”,
the obtained clean acoustic models contain no informa-
tion about the possible distortions. This mode can help us
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evaluate the degree of robust capability of the speech fea-
tures (associated with the robustness algorithm) against
noise. As for the second mode, “multi-condition training”,
the corresponding results can reveal the impact of a dif-
ferent type of noise or a diﬀerent SNR than seen during
training [37]. In our following experiments and discus-
sions, we will primarily focus on the ﬁrst mode in order
to observe the presented MSE in the reduction of noise
eﬀect. However, we will also provide the experimental
results for the second mode together with relatively brief
discussions.
Results for the task of clean-condition training and
multi-condition testing
With the Aurora-2 database under the mode of “clean-
condition training”, we perform the MSE method and
a series of robustness methods to compare the recog-
nition accuracy. As for the cepstral-domain methods,
each utterance in the clean training set and three test-
ing sets is directly converted to 13-dimensional MFCC
(c1–c12, c0) sequence according to the feature settings
in [37]. Next, the MFCC features are processed using
MVN, MVA or HEQ. The spectral-domain methods used
here include our MSE, spectral subtraction (SS), Wiener
ﬁltering (WF) and MMSE-based log-spectral amplitude
estimation (MMSE log-STSA). Each utterance is ﬁrst pro-
cessed in the linear spectral domain. The updated spectra
are converted to a sequence of 13-dimensional MFCC
((c1–c12, c0)). The resulting 13 new features, plus their
ﬁrst- and second-order derivatives, are the components of
the ﬁnal 39-dimensional feature vector. With the new fea-
ture vectors in the clean training set, the hidden Markov
models (HMMs) for each digit and silence are trained with
the demo scripts provided by the Aurora-2 CD set [42].
Each digit HMM has 16 states, with 3 Gaussian mixtures
per state.
Detailed information about some of the methods used
follows:
1. We apply three versions of spectral subtraction (SS)
proposed in [14-16]. For the purposes of clarity, they
are denoted by SSBoll, SSBerouti, and SSKamath,
respectively, in which the author names are
represented by the subscripts.
2. As with spectral subtraction, three versions of the
Wiener ﬁltering (WF) methods proposed in [18,19]
are tested here. The ﬁrst method is based on a priori
signal to noise ratio (PSNR) estimation, and the
latter two WF methods apply a two-step noise
reduction (TSNR) procedure and a harmonic
regeneration noise reduction (HRNR) scheme,
respectively. Thus, these methods are abbreviated as
WFPSNR, WFTSNR, and WFHRNR for later
discussions.
3. For the proposed MSE, the parameters δ in Equation
(18) is set to 0.001, and the positive random number
ε in Equation (18) is uniformly distributed within the
range (0, 10−5). In order to obtain a proper selection
of the ﬁlter coeﬃcient λ in Equation (12) and the
weight parameter α in Equation (18), we use the 8440
noise-corrupted training utterances for the mode of
“multi-condition training” in the Aurora-2 database
as the development set. The averaged recognition
accuracy rates with respect to diﬀerent assignments
of λ and α (both from 0.1 to 0.9 with an interval of
0.2) are shown in Table 1. As a result, we set λ and α
to 0.7 and 0.5, respectively, since such a setting gets
the optimal accuracy rate for the development set.
4. For MVA, the order of the ARMA ﬁlter is set to 3.
5. For HEQ, each feature stream in the utterance is
normalized to approach a Gaussian distribution with
zero mean and unity variance.
Comparison of various noise robustness approaches
Table 2 presents the individual set recognition accu-
racy rates averaged over ﬁve SNR conditions (0–20 dB at
5 dB intervals) for Test Sets A, B, and C, achieved using
various approaches. Figure 2 shows the accuracy rates
for spectral-domain methods under diﬀerent SNR condi-
tions, which are obtained by averaging over all ten noise
types contained in the three Test Sets. Based on Table 2
and Figure 2, we make the following observations:
1. Compared to baseline processing, most approaches
provide signiﬁcant recognition accuracy
improvement in almost all cases. All three SS
methods give better results than the baseline for Test
Sets A and B, while the improvement for Test Set C
is relatively insigniﬁcant. A possible explanation of
this ﬁnding is that SS is particularly designed to
alleviate additive noise and thus does not handle the
channel mismatch in the utterances of Test Set C
Table 1 The averaged recognition accuracy rates (%) of
the development set (themulti-condition training data in
the AURORA-2 database) achieved byMSE with diﬀerent




The ﬁlter coeﬃcient λ in Equation (12)
0.1 0.3 0.5 0.7 0.9
0.1 88.22 88.44 88.73 88.96 88.90
0.3 89.21 89.49 89.71 90.03 89.54
0.5 89.53 89.66 89.86 90.38 89.78
0.7 89.98 89.94 90.21 90.28 89.54
0.9 89.93 89.80 90.06 90.27 89.31
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Table 2 Recognition accuracy (%) achieved by various
approaches for Aurora-2 clean-condition training task
averaged across the SNRs between 0 and 20dB, where
AVG (%) and RR (%) are the averaged accuracy rate and
the relative error rate reduction over the baseline
Method Set A Set B Set C AVG RR
MFCC baseline 59.24 56.37 67.53 59.75 –
Spectral-domain methods
SSBoll 61.81 64.09 60.09 62.38 6.53
SSBerouti 69.76 70.47 69.39 69.97 25.40
SSKamath 66.91 67.50 67.19 67.20 18.52
WFPSNR 71.78 73.66 70.37 72.25 31.05
WFTSNR 51.12 55.90 45.64 51.94 -19.41
WFHRNR 56.20 59.65 53.47 57.03 -6.74
MMSE log-STSA 72.71 73.58 71.99 72.91 32.71
MSE 77.76 79.89 69.42 76.94 42.72
Cepstral-domain methods
MVN 73.81 75.02 75.08 74.55 36.77
HEQ 81.42 83.34 81.51 82.21 55.80
MVA 78.15 79.17 79.12 78.75 47.21
very well. On the other hand, WFPSNR performs the
best among the three Wiener ﬁltering approaches,
while WFTSNR and WFHRNR result in poorer
accuracy rates relative to the MFCC baseline.
Furthermore, WFPSNR behaves better than SS and is
also very helpful with Test Set C. Finally, the method
“MMSE log-STSA” performs quite well, and its
corresponding averaged recognition accuracy is
slightly better than that of WFPSNR.
2. Among the spectral-domain methods studied, the
proposed MSE method outperforms MMSE
log-STSA and various versions of SS and WF in
almost all cases. Furthermore, MSE leads to a relative
error reduction rate of 49.82% for additive-noise
conditions (Test Sets A and B) and 42.72% for all
conditions (Test Sets A, B and C) compared with
baseline results. The results show that MSE
eﬀectively enhances the robustness of MFCC in
various noise-corrupted environments.
3. The proposed MSE method provides very promising
recognition accuracy rates for all SNR conditions. In
particular, MSE outperforms WFPSNR and MMSE
log-STSA for higher SNR cases (20 and 15 dB), and
the three methods deliver very similar accuracy rates
for lower SNR cases.
4. Among the three cepstral-domain methods, HEQ
behaves the best, followed by MVA and then MVN.
In addition, the three cepstral-domain methods
perform better than most spectral-domain methods,
with the exception that MVN performs worse than
MSE for Test Sets A and B. This ﬁnding leads to the
concept of integrating these cepstral-domain
methods with the proposed MSE as discussed below.
It will be shown that such integration can oﬀer
further improvements in performance.
5. In order to examine if the presented MSE gives rise to
a statistically signiﬁcant improvement in recognition
accuracy relative to the other methods, the
one-proportion z-test [43] is performed as follows:
Let p and p0 denote the accuracy rates provided by
MSE and the method for comparison, respectively.
We set the null hypothesis as H0 : p = p0 and the
alternative hypothesis H1 : p > p0, and the test
statistic for the hypothesis is:
z = p − p0√
p0(1 − p0)/N
, (25)
where N is the number of words in the test and here
N = 214465 for the Aurora-2 evaluation task [37]. If
the test statistic z in Equation (25) is larger than
about 2.326, then the null hypothesis H0 is rejected
and the improvement is statistically signiﬁcant with a
conﬁdence level of 99% (since
Figure 2 Recognition accuracy (%) achieved by various spectral-domain methods for diﬀerent SNR conditions averaged over all noise
types in three Test Sets for Aurora-2 clean-condition training task.
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− u22 du ≈ 1% = 1 − 99%). According to
the obtained test statistic z in Equation (25), we ﬁnd
that the improvement brought by MSE relative to the
other spectral-domain methods is statistically
signiﬁcant. For example, when the method for
comparison is MMSE log-STSA, the corresponding
test statistic z in Equation (25) is 41.99, far larger
than the threshold 2.326.
In addition to the recognition accuracy, we also exam-
ine the various spectral-domain methods’ capabilities of
reducing the spectrogram mismatch caused by additive
noise. Figures 3, 4, 5, 6, 7, 8, 9, and 10 show the spec-
trograms of a digit utterance (“FLJ 97159A.08” in the
Aurora-2 database) for two SNR levels, clean and 5 dB
(with babble noise), obtained by SSBoll, SSBerouti, SSKamath,
WFPSNR, WFTSNR, WFHRNR, MMSE log-STSA and the
proposed MSE, respectively. First, the ﬁgures show that
for the clean case, the voiced portions and the short
pauses between any two consecutive digits or syllables
are clearly revealed using almost all approaches. Second,
for the noise-corrupted case, WFPSNR, MMSE log-STSA,
and MSE highlight the short pauses more than the other
approaches, and they preserve the voiced segments bet-
ter with less distortion (especially in the region [0.7 s,
1.3 s]). Thus, the similar treatment of these short pauses
under clean and noise-corrupted conditions using the
three methods may result in a relatively insigniﬁcant
mismatch between the two SNR conditions, causing the
higher recognition accuracy shown previously. Finally, the
detected speech segments are quite obviously separated in
theMSE-processed spectrogram, and this fact may be one
reason why MSE performs very well.
Integration of MSE with cepstral feature processing
techniques MSE, which is performed on the spectral
Figure 4 The SSBerouti–processed spectrogram of an utterance under two SNR levels: (a) clean, (b) 5dB.
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Figure 5 The SSKamath–processed spectrogram of an utterance under two SNR levels: (a) clean, (b) 5dB.
domain of features, can be easily integrated with cepstral-
domain processing techniques. Here, we test whether
such integration brings about further recognition perfor-
mance. MFCC features are ﬁrst derived from the MSE-
processed spectra and then processed using MVN, HEQ,
or MVA. For a more complete comparison, we also
integrate any of the spectral-domain methods, SSBerouti,
WFPSNR, and MMSE log-STSA, with the cepstral-domain
method. The corresponding recognition results are shown
in Table 3. For the comparison purposes, the accu-
racy rates for MSE, SSBerouti, WFPSNR, MMSE log-STSA,
MVN, HEQ, and MVA are relisted from Table 2. Several
ﬁndings are reported in Table 3:
1. The combination of MSE and the cepstral-domain
method produces better results than the individual
component methods in most cases. For example,
MSE plus MVA (82.37%) is better than MSE (76.94%)
and MVA (78.75%) in recognition accuracy averaged
over ten noise types among the three Test Sets and
results in a relative error reduction rate of 56.20%.
Similar results are achieved with MSE plus MVN and
MSE plus HEQ. These results clearly indicate that
MSE can be successfully added to cepstral-domain
approaches to further improve noise robustness.
2. For the channel-distorted signals in Test Set C, MSE
performs worse than the cepstral-domain methods
alone. However, combining MSE with either of MVN
and MVA can yield better recognition rates with
regard to Test Set C. For example, MSE plus MVA
(80.58%) is better than MVA alone (79.12%) in
averaged recognition accuracy. Therefore, MSE
enhances MVN and MVA in processing
channel-distorted signals even though it is primarily
designed for additive-noise conditions.
3. Diﬀerent from MSE, combining any of the three
spectral-domain methods, SSBerouti, WFPSNR, MMSE
log-STSA, with any cepstral-domain method
Figure 6 TheWFPSNR–processed spectrogram of an utterance under two SNR levels: (a) clean, (b) 5dB.
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Figure 7 TheWFTSNR–processed spectrogram of an utterance under two SNR levels: (a) clean, (b) 5dB.
performs worse than the component
cepstral-domain method alone. For example, MMSE
log-STSA plus HEQ achieves an averaged accuracy
of 79.58%, less than 82.21% obtained by the single
HEQ. These results again imply that the presented
MSE outperforms the other three spectral-domain
methods used here.
The inﬂuence of the VAD error for MSE in speech
recognition In this section, we ﬁrst investigate the eﬀect
of the VAD error on recognition performance in MSE.
For this purpose, we perform MSE under the “oracle
condition”. That is, the VAD results for each clean utter-
ance are directly applied to its various noise-corrupted
counterparts to implement the magnitude spectrum
enhancement. This process is referred to as “MSE(o)”
here. Assuming that the VAD error of MSE for a clean
utterance is small and negligible, the recognition accuracy
diﬀerence between MSE(o) and MSE for noise-corrupted
utterances can be viewed as a consequence of the VAD
error due to noise.
The recognition accuracy rates for MSE(o) and MSE are
listed in Table 4. As expected, MSE(o) always performs
better thanMSE because it contains no VAD errors. How-
ever, the diﬀerence in accuracy is not very signiﬁcant. In
the worst case (SNR = 0 dB), the performance degrada-
tion is 4.96% (1.64% for Set A, 8.77% for Set B, and 4.00%
for Set C), and on average, it is 2.90% (1.57% for Set A,
3.92% for Set B, and 3.49% for Set C). These results indi-
cate that the performance of MSE is somewhat inﬂuenced
by the the error of the embedded VAD process.
Next, we select diﬀerent VAD indicators for MSE to
see the corresponding eﬀect. According to the analysis in
Section ‘Eﬀect of additive noise on the logarithmic mag-
nitude spectrum in the frame sequences’, the high-pass
ﬁltered logarithmic magnitude spectrum (logMS) and the
logarithmic energy (log E) can emphasize the diﬀerence of
Figure 8 TheWFHRNR–processed spectrogram of an utterance under two SNR levels: (a) clean, (b) 5dB.
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Figure 9 The MMSE log-STSA–processed spectrogram of an utterance under two SNR levels: (a) clean, (b) 5dB.
the speech and non-speech frames, and thus they are cho-
sen to be the VAD indicators of MSE. Here, we adopt the
following two alternatives as the VAD indicators:
1. the original linear magnitude spectrum (Xm[ k] in
Equation (10)) and the energy (the exponent of em
Equation (11)),
2. the high-pass ﬁltered linear magnitude spectrum and
the high-pass ﬁltered energy,
and the corresponding two MSE processes are denoted
by MSE(L1) and MSE(L2), respectively, for simplicity.
Figure 11 shows the recognition accuracy rates for
MSE(L1) and MSE(L2) under diﬀerent SNR conditions for
the three Test Sets, and we add the results of the origi-
nal MSE in this ﬁgure for comparison. From this ﬁgure,
we ﬁnd that when the SNR is high (clean and 20 dB), there
is no substantial performance diﬀerence among the three
MSE methods. However, when the noise level becomes
larger, the original MSE signiﬁcantly outperforms the
other two versions of MSE, MSE(L1), and MSE(L2). As a
result, compared with the linear magnitude spectrum and
energy, the high-pass ﬁltered logarithmicmagnitude spec-
trum (as well as the logarithmic energy) can provide more
accurate VAD under noisy conditions and achieve better
recognition results for the subsequent MSE processing.
Further issues regarding MSE processing Several
issues relating to the new proposed MSE scheme are
further investigated in this Section.
The eﬀect of the exponent α in MSE One of the cen-
tral ideas of MSE is to amplify the spectral magnitude
for speech frames, and from Equations (18) and (24), the
ampliﬁcation factor (for speech frame) is
wm[ k]=





SNRm[ k] + 1
)α
, (26)
Figure 10 The MSE–processed spectrogram of an utterance under two SNR levels: (a) clean, (b) 5dB.
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Table 3 Recognition accuracy (%) achieved by various approaches for Aurora-2 clean-condition training task averaged
across the SNRs between 0 and 20dB, where AVG (%) and RR (%) are the averaged accuracy rate and the relative error
rate reduction over the baseline
Method Set A Set B Set C AVG RR
MFCC baseline 59.24 56.37 67.53 59.75 –
SSBerouti 69.76 70.47 69.39 69.97 25.40
WFPSNR 71.78 73.66 70.37 72.25 31.05
MMSE log-STSA 72.71 73.58 71.99 72.91 32.71
MSE 77.76 79.89 69.42 76.94 42.72
MVN 73.81 75.02 75.08 74.55 36.77
SSBerouti+MVN 65.71 70.39 66.94 67.83 20.07
WFPSNR+MVN 67.33 70.26 67.35 68.50 21.75
MMSE log-STSA+MVN 73.55 75.67 73.33 74.35 36.28
MSE+MVN 81.85 82.15 76.23 80.85 52.42
HEQ 81.42 83.34 81.51 82.21 55.80
SSBerouti+HEQ 73.04 76.99 73.52 74.71 37.18
WFPSNR+HEQ 74.95 77.30 74.92 75.88 40.08
MMSE log-STSA+HEQ 79.13 80.81 77.99 79.58 49.26
MSE+HEQ 84.19 83.20 78.20 83.80 59.75
MVA 78.15 79.17 79.12 78.75 47.21
SSBerouti+MVA 71.07 75.05 72.05 72.86 32.56
WFPSNR+MVA 69.02 71.70 69.01 70.09 25.69
MMSE log-STSA+MVA 74.39 76.79 74.50 75.37 38.81
MSE+MVA 83.58 85.02 80.58 82.37 56.20
Examining Equation (26), the exponent value α con-
trols the degree of ampliﬁcation. Increasing the value of
α enlarges the diﬀerence between the speech and non-
speech frames in magnitude spectrum and may also lead
to a greater mismatch among the speech frames for the
same syllable or phoneme under diﬀerent SNR conditions.
As a result, a larger α in MSE does not always bring about
improved recognition accuracy, even if the VAD contains
no errors. Here, we assign the exponent α to diﬀerent val-
ues within the range [0, 1] and then proceed with MSE to
investigate the corresponding recognition accuracy.
Figure 12 shows the recognition results averaged over
ﬁve SNR conditions (0 ∼ 20 dB) and all ten noise types in
the three Test Sets for diﬀerent values of α forMSE (the ﬁl-
ter coeﬃcient λ in Equation (12) is ﬁxed as 0.7). As shown
in Figure 12, we ﬁnd that
1. The case α = 0, where the magnitude spectrum is
kept unchanged in MSE, yields an averaged
recognition accuracy of 72.26%, signiﬁcantly better
than the MFCC baseline result (59.75%). This result
shows that simply setting the magnitude spectrum of
the detected non-speech frames to be nearly zero is
beneﬁcial to the recognition performance.
2. The recognition accuracy improves as the value α is
increased from 0 to 0.6, and the additional
Table 4 Recognition accuracy (%) achieved byMSE(o) andMSE for Aurora-2 clean-condition training task, whereMSE(o) is
MSE employing nearly error-free VAD results (MSE in the oracle condition)
SNR
Set A Set B Set C Average
MSE(o) MSE MSE(o) MSE MSE(o) MSE MSE(o) MSE
20 dB 97.70 97.31 98.19 97.55 96.91 96.19 97.74 97.18
15 dB 95.76 94.47 96.78 95.54 93.60 90.98 95.73 94.20
10 dB 89.36 87.25 92.76 89.54 82.86 78.67 89.42 86.45
5 dB 72.43 69.97 79.23 73.47 60.47 54.53 72.76 68.28
0 dB 41.44 39.80 52.10 43.33 30.73 26.73 43.56 38.60
average 79.33 77.76 83.81 79.89 72.91 69.42 79.84 76.94
Hung et al. EURASIP Journal on Advances in Signal Processing 2012, 2012:189 Page 14 of 20
http://asp.eurasipjournals.com/content/2012/1/189
Figure 11 Recognition accuracy (%) (averaged over all the ten noise types in three Test Sets) achieved by MSE, MSE(L1), and MSE(L2) for
diﬀerent SNR conditions.
improvement in accuracy is 4.80% (from 72.26% to
77.06%). Therefore, amplifying the magnitude
spectrum of the speech frames correctly is helpful.
3. When the exponent α is further increased from 0.6
to 1, the recognition rates worsen, possibly due to the
enlarged mismatch among the speech frames
mentioned previously. However, the decrease in
maximum accuracy is just 0.62% (from 77.06% at
α = 0.6 to 76.44% at α = 0.8), implying that the
recognition accuracy is relatively insensitive to α
(provided that α is within the range [0.6, 1]).
The eﬀect of the ﬁlter coeﬃcient λ in MSE
As stated in Section ‘The magnitude spectrum
enhancement (MSE) approach’, the ﬁlter coeﬃcient λ in
Equation (12) determines the frequency response of the
high-pass ﬁlter for the VAD process of MSE. The case
λ = 0 corresponds to using the logarithmic magnitude
spectrum (logMS) and the log-energy (log E) directly as
the VAD features. On the other hand, increasing val-
ues of λ indicate that the lower/higher modulation fre-
quency components are further reduced/emphasized in
the logMS and log E streams, as shown in Figure 1. This
parameter was preliminarily set to 0.7 in the previous
experiments. Now, we vary its value from 0 to 0.9, spaced
in 0.1 intervals, to perform the correspondingMSE. (Note
that setting λ = 1 will result in an unstable ﬁlter.)
Figure 13 shows the recognition results averaged over
ﬁve SNR conditions (0 ∼ 20 dB) and all ten noise types in
the three Test Sets using diﬀerent values of λ for MSE (the
exponent α in Equation (26) is ﬁxed as 0.5). We ﬁrst ﬁnd
that applyingMSE with a positive λ achieves better results
than applying MSE with λ = 0 in most cases, indicating
Figure 12 Recognition accuracy (%) (averaged over ﬁve SNR values and all the ten noise types in three Test Sets) versus diﬀerent
assignments of the exponent α in MSE.
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Figure 13 Recognition accuracy (%) (averaged over ﬁve SNR values and all ten noise types in three Test Sets) versus diﬀerent
assignments of the ﬁlter coeﬃcient λ in MSE.
that emphasizing the higher modulation frequency com-
ponents enhances the VAD of MSE. Next, setting λ to
0.8 yields the optimal accuracy rate (77.04%), 0.10% better
than the accuracy obtained by setting λ = 0.7 (76.94%).
Finally, when the value of λ is within the range [0.1, 0.9],
the diﬀerences among the accuracy rates obtained with
diﬀerent values of λ are relatively small, and the decrease
in maximum accuracy is just 1.82%. This result implies
that nearly optimal performance can be obtained without
meticulous adjustment of the parameter λ.
The eﬀect of processing the short pauses within the utter-
ance in MSE.
In the VAD procedure of MSE, each frame in an utter-
ance is always classiﬁed as either speech or non-speech.
Therefore, no frame will be classiﬁed as a “transient
frame”, as is the case for some more delicate VAD pro-
cesses. In fact, the transient frames that exist in the short
region between two connected acoustic units (which are
often called “short pauses”) are quite often classiﬁed as
non-speech in MSE, and thus their magnitude spectrums
are assigned as very small. For this reason, the VAD in
MSE is unlike some conventional end-point detectors, in
which only the onset and oﬀset frames of an utterance
are decided, while the inter-word or inter-syllable frames
that often possess lower energy are not processed. How-
ever, we ﬁnd that further processing of these detected
short pauses between the onset and oﬀset times for utter-
ances is quite helpful in speech recognition, especially
when the SNR is low. To demonstrate this phenomenon,
a simpler form of MSE is designed, in which we only pro-
cess the ﬁrst and the last detected non-speech segments
(the corresponding frames are assigned to have very small
magnitude spectra) and treat the remaining non-speech
segments as speech (the magnitude spectra of the corre-
sponding frames are weighted as in Equation (24)). This
method is called “MSE(s)” here for simplicity, and we com-
pare it with the original MSE with respect to speech
recognition performance.
Figure 14 shows the recognition accuracy rates for
MSE(s) under diﬀerent SNR conditions for the three Test
Sets. In this ﬁgure, we see that almost no performance
Figure 14 Recognition accuracy (%) (averaged over all the ten noise types in three Test Sets) achieved by MSE andMSE(s) for diﬀerent
SNR conditions.
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Table 5 Recognition accuracy (%) achieved by various approaches for Aurora-2 multi-condition training task averaged
across the SNRs between 0 and 20dB, where AVG (%) and RR (%) are the averaged accuracy rate and the relative error
rate reduction over the baseline
Method Set A Set B Set C AVG RR
MFCC baseline 86.10 86.05 83.88 85.64 –
SSBerouti 83.66 84.00 82.93 83.65 -13.86
WFPSNR 83.96 84.50 83.03 83.99 -11.49
MMSE log-STSA 81.21 82.62 80.82 81.69 -27.48
MSE 87.91 87.41 82.21 86.57 6.49
MVN 90.38 90.41 89.82 90.28 32.31
SSBerouti+MVN 86.89 87.91 85.72 87.06 9.91
WFPSNR+MVN 84.78 85.24 84.57 84.92 -5.00
MMSE log-STSA+MVN 86.99 86.82 85.99 86.72 7.53
MSE+MVN 90.00 89.59 87.01 89.24 25.07
HEQ 89.98 90.05 89.59 89.93 29.87
SSBerouti+HEQ 87.38 88.21 86.23 87.48 12.83
WFPSNR+HEQ 84.77 85.16 84.16 84.80 -5.84
MMSE log-STSA+HEQ 86.42 86.53 85.27 86.24 4.15
MSE+HEQ 89.78 90.03 87.74 89.47 26.67
MVA 90.97 91.04 90.85 90.98 37.19
SSBerouti+MVA 88.14 88.69 87.37 88.21 17.90
WFPSNR+MVA 85.80 85.68 85.38 85.67 0.20
MMSE log-STSA+MVA 87.40 87.17 86.59 87.14 10.46
MSE+MVA 90.69 89.75 88.28 89.83 29.17
diﬀerence exists between MSE(s) and MSE for the clean
condition. However, when noise is present, MSE(s) always
performs worse than MSE, and the performance diﬀer-
ence becomes more signiﬁcant as the SNR decreases. On
average, MSE(s) is around 4% less eﬀective in recogni-
tion accuracy than MSE. In general, in acoustic model
training, a short pause model is trained to aid in word or
syllable boundary determination and thus to improve the
recognition accuracy. However, under noise-corrupted
conditions, the short pause model becomes less helpful, as
shown in the MSE(s) results. Furthermore, in MSE, we see
that to further classify the transient frames as non-speech
(the corresponding magnitude spectrum then becomes
very small) within the voice-activated region of an utter-
ance signiﬁcantly improves the recognition accuracy for
noise-corrupted environments.
Results for the task ofmulti-condition training and
multi-condition testing
We perform the MSE method, SSBerouti (which performs
the best among the three SS methods in Table 2), WFPSNR
(which performs the best among the three WF methods
in Table 2) and three cepstral-domain methods aforemen-
tioned with the Aurora-2 database under the mode of
“multi-condition training”. As stated earlier, here the train-
ing data have ﬁve SNR conditions (clean, 20, 15, 10, and
5 dB) and four types of noise the same as those in Test
Set A. In addition to the individual method, here we also
investigate the eﬀect of the pairing of the spectral-domain
method and the cepstral-domain method to see if further
accuracy improvement can be achieved. Table 5 presents
the individual set recognition accuracy rates averaged
over ﬁve SNR conditions for Test Sets A, B, and C,
achieved by the various methods. We have the following
ﬁndings from Table 5:
1. For the spectral-domain methods, SSBerouti and
WFPSNR degrade the accuracy of the MFCC. The
proposed MSE provides the MFCC with around 1%
accuracy improvement for Test Sets A and B
(additive-noise environments), but it still worsens the
recognition accuracy for Test Set C (with both
additive noise and channel distortion). A possible
explanation is that, these spectral-domain methods
introduce distortions and mitigate the discriminative
components in the speech features when they
alleviate the noise eﬀect in the multi-condition
training data.
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2. In contrast with the spectral-domain methods, the
three cepstral-domain methods can give signiﬁcant
performance improvement over the MFCC baseline.
MVA behaves the best, followed by MVN and then
HEQ. We ﬁnd that MVN outperforms HEQ slightly,
which is not the case for the mode of clean-condition
training as shown in Table 2. This phenomenon is
probably because the mismatch between the training
data and the testing data is relatively small in the
mode of multi-condition training, and the
over-normalization problem may occur in HEQ,
which results in worse accuracy relative to MVN.
3. None of the three spectral-domain methods,
SSBerouti, WFPSNR and MSE, can help the subsequent
cepstral-domain method to provide better
recognition accuracy rates in comparison with the
single cepstral-domain method. These results again
imply these spectral-domain methods very probably
diminish the helpful speech components in the noisy
training data and are inappropriate for the task of
multi-condition training.
Experiments for the Num-100A database
Besides the Aurora-2 database, here we adopt another
database, called NUM-100A [40], to test the performance
of the presented MSE. The NUM-100A database con-
sists of 8,000 Mandarin digit strings produced by 50 male
and 50 female speakers, recorded in a normal labora-
tory environment at an 8 kHz sampling rate. These 8000
digit strings include 1000 each of two-, three-, four-, ﬁve-,
six-, and seven-digit strings, respectively, plus 2000 sin-
gle digit utterances. Among the 8000 Mandarin digital
strings, 7520 with diﬀerent lengths are selected for train-
ing, while the other 480 are for testing. In particular, the
480 clean testing strings are added with four types of noise
(white, babble, pink and f16) taken from the NOISEX-
92 database [44] at four diﬀerent SNRs (20, 15, 10, and
5 dB) to produce the noise-corrupted testing data. The
speech features used here are the same as those in the
Aurora-2 task, which contain 13 MFCCs (c1–c12, c0) and
their delta and delta-delta. With the feature vectors in
the training set, the HMMs for each of the 10 digits and
silence were trained with the HTK toolkit [45]. Each digit
HMM contains ﬁve states and eight mixtures per state,
and the silence HMM has three states and eight mixtures
per state.
For simplicity, we use the MSE with the same parame-
ter settings in Aurora-2 task to process the training and
testing signals and to create the correspondingMFCC fea-
tures. In addition, since we just intend to investigate if
MSE is also helpful to improve the noisy speech recogni-
tion for another database besides Aurora-2, we do not per-
form the other spectral-domain methods like SS and WF,
and simply choose one cepstral-domain method, MVN,
for processing the MFCC features.
Figures 15 and 16a–d show the recognition accuracy
rates for the four methods, MFCC baseline, MSE, MVN
and the pairing of MSE and MVN, under the clean and
four noise-corrupted situations with diﬀerent SNRs. From
these ﬁgures, we have the following ﬁndings:
1. Under the clean and matched condition, both MSE
and MVN degrades the recognition rate of the
MFCC slightly, and the combination of MSE and
MVN gets the worst results. These results imply that
the robustness methods can probably reduce the
discriminability of the original features when the
environment is noise-free.
2. The recognition accuracy of the original MFCC gets
apparently worse at mismatched noisy situations.
However, the presented MSE can enhance the MFCC
and bring about signiﬁcant accuracy improvement
irrespective of the type of noise. For example, at the
SNR of 10 dB, MSE provides the MFCC with the
accuracy rate improvements of 20.09%, 53.42%,
26.77%, and 41.74% for the noise being white,
babble, pink and f16, respectively. Therefore, we
show that MSE works well as a noise-robustness
approach for this Mandarin digit database in addition
to Aurora-2.
3. MVN promotes the recognition accuracy very well
relative to the MFCC baseline when the environment
is noisy, and it outperforms MSE in most cases.
However, the cascade of MSE and MVN performs
better than MVN alone (except for the babble
and f16 noises at the SNR of 20 dB), showing again
that MSE is well additive to the cepstral-domain
method, MVN.
Figure 15 Recognition accuracy (%) achieved by various
approaches for the NUM-100A database under the noise-free
environment.
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Figure 16 Recognition accuracy (%) achieved by various approaches for the NUM-100A database under the environments with additive
noise being (a)white, (b) babble, (c) pink, (d) f16, respectively, at four SNR levels.
Conclusions
In this article, we investigate the eﬀect of additive noise
on the linear and logarithmic spectra of noise-corrupted
utterances and provide a compensation scheme, called
magnitude spectrum enhancement (MSE), to enhance
the noise robustness of speech features. MSE aims to
shrink the magnitude spectra in the silence portion of
an utterance and to strengthen them in the speech por-
tion. Experimental results show that MSE is very eﬀec-
tive in promoting recognition performance under various
noise conditions for the Aurora-2 clean-condition training
task, and its performance is greater than that of spec-
tral subtraction and Wiener ﬁltering. Furthermore, MSE
can successfully be implemented additively to cepstral-
domain methods to deliver even better recognition rates.
Appendix 1
Given that A = |A|ejφ is a complex-valued constant, and
N = NR + jNI is a complex-valued random variable which
real and imaginary parts, NR and NI , are independent
Gaussian distributed with zero mean and a common vari-
ance σ 2, then it can be shown that [38]:
1. The random variable |A + N | is Rician distributed,
and its probability density function (pdf) is













where I0(.) is the modiﬁed Bessel function of the ﬁrst
kind with order zero, and u(.) is the unit-step
function.
2. The random variable |N | is Rayleigh distributed, and
its probability density function (pdf) is







Therefore, the items |Sp[ k]+Dp[ k] | and |Dq[ k] |
in Equation (3) are Rician and Rayleigh distributed,
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respectively. Furthermore, assuming Dp[ k] and Dq[ k]
are statistically independent (since they correspond to
diﬀerent frames) and identically distributed, we have
Equation (3) as
γ [ k] = E











































































in which I1(.) is the modiﬁed Bessel function of the ﬁrst
kind with order one.





> 0, forx > 0 (31)























Therefore, 1F1(− 12 ; 1;−x) is a positive and monoton-
ically increasing function for x > 0, and we con-





in Equation (29) decreases as the noise variance σ 2
increases (with decreasing 1
σ 2
) , with two limiting cases
lim
σ 2→0
γ [ k]= ∞ and lim
σ 2→∞
γ [ k]= π2 .
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