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Abstract 
Student success in higher education remain a topic of interest for academics and educators. While 
research has been conducted around topics such as attrition, retention, and educational data mining, one 
of the hardest questions to answer is what effect does a student's schedule have on their success? This 
question is hard to address given the amount of variables around what makes a good schedule for any 
given student and the inherent heterogeneity of students. Institutions of higher education happen to 
capture a tremendous amount of data around a student, whether it is intentional or not. This paper 
presents a design theoretic approach to seizing the opportunity this data to create a smart advising system 
while removing a human element of error.  
Keywords 
Higher education, machine learning, advising, recommender systems, student outcomes, student success, 
educational data mining 
Introduction 
Educational data mining (EDM) applies data mining techniques to data that is generated in a learning 
environment. Data mining algorithms take vast amounts of data and reduce the dimensionality down to 
statistically significant components. When paired with machine learning (ML) techniques that allow for 
the ingestion and analysis of new data in real time, insight and action may be taken prescriptively.  This 
research applies design theoretic principles to create a ML system that can analyze and recommend a 
student’s schedule based on historic data captured at the enterprise resource level. This research 
examines the problem of building a course recommender system using student data.  
While prior work in EDM has focused on student success (Abutair and El-halees 2012; Nagy et al. 2013) 
and student retention (Palmer 2013), this research explores student advising. Advising will vary from 
institution to institution, but the process of advising remains fairly common, and comes with a universal 
set of challenges and opportunities (Stuart Hunter and White 2004). As Hunter et al. point out, the 
process of determing which advisors are effective advisors is greatly influenced by two distinct types: 
dedicated staff, and faculty. This research specifically focuses on providing an EDM powered aid for 
faculty advisors.  
It is often the case that faculty advisors are knowledgeable about their program and a handful of 
complimentary programs that may provide an additional major or minor, such as math and computer 
science. “Wouldn’t it be nice to know how to sequence a math degree with a computer science degree so 
that a student can double major in 4 years?”  is a very realistic question, and other than the tacit 
knowledge held in few advisors’ heads as to how to accomplish this, the only way to know this is to look at 
historical records. This is complicated by the fact that prerequisites may change in a catalog year, and an 
advisor in one major may not be aware of changes to a complimentary major/minor. Machine learning 
overcomes this knowledge boundary by being able to take an import of a catalog with paired semester 
data and automatically generate new insights for that catalog .  
A secondary benefit of using a ML guided approach to EDM advising is that it can automatically 
recommend complimentary courses to a student’s schedule. These opportunistic courses can fill multiple 
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requirements to aid a student in attaining a minor or even a secondary major. This is the basic 
recommender system solution space (Resnick and Varian 1997): customers who bought product x also 
bought product y. This research applies an abduction reasoning approach to the problem space of student 
advising and recommender systems.  
The proposed design extracts four feature sets from data that exist in enterprise resource systems for 
higher education: student grade records, student schedules, faculty schedules, and faculty evaluations. 
This data allows the specific dimensions relevant to the institution to be extracted agnostically, while 
effectively accounting for student and faculty interaction effects and control model overfit.  
Literature Review  
Data Mining and Machine Learning 
The design of a smart advising system relies on the implementation of data mining and machine learning. 
This section provides a concise overview of how these techniques have been leveraged in the past to create 
models for data-driven decision making in higher education, as well as briefly explaining the algorithms 
that are put in place for the alpha build of the smart advising system. 
In a study to assess the predictors of student retention from sophomore to junior year in higher education, 
the following data mining techniques were leveraged: classification trees, multivariate adaptive regression 
splines, and neural networks (Yu et al. 2010). Yu et al. examined these techniques on demographic data, 
pre-college performance indicators (ACT/SAT), and online class hours as a percentage of total hours 
enrolled. In another 2010 study that examined ML techniques on student retention data, the usage of 
neural netw0rks, logistic regression, support vector machine (SVM), random forest modeling, tree 
boosting, and ensemble modeling were compared for predictive power (Delen 2010). Delen found that 
SVMs performed the best, followed by decision trees. Another 2011 study examining empirical methods to 
predict student retention employed logistic regression, decision tree, neural network, and ensemble 
models (Bogard et al. 2011).  Bogard et al’s work found mixed results for best technique based on a variety 
of independent variables and their correlation, including: pre-enrollment data, 5th week  of the semester, 
and full semester of data.  
The commonalities of these three discrete papers in three separate journals are this: they examined 
student oriented data, and they all employed neural networks, decision trees, and ensemble modeling. It 
is no surprise neural networks often performed well, given that this technique excels with high 
dimensionality data, precisely the type of data that comprises a student’s academic portfolio. Decision 
trees were selected because they are robust against missing data and outliers. Ensemble modeling, 
frequently used in finance, is finding a home in a variety of tools and suites as techniques adapt and 
transfer learning gains momentum. However, ensembles underperformed in these studies compared to 
the other supervised models.  
Building a Model from Student and Faculty Data 
This research diverges from the known processes by exploring opportunities of unsupervised algorithms, 
using data mining and machine learning techniques for feature extraction to build a dynamic model that 
adjusts as students and curriculum change over time. Feature extraction is a core component of the 
requirements to build a smart advising system. The following questions are posed to guide feature 
extraction:  
1. How is success defined? (ie: 3.0GPA, 4 years total enrolled) 
2. Over the past 10 years, which students were successful in graduating? (university level, 
department level, major level) 
3. Over the past 10 years, which students were not successful?  
4. What are the demographics commonalities of a successful student? (demographics, high school 
data, grade data, scheduling data)  
5. What are the demographics commonalities of an unsuccessful student?  
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6. What are the scheduling commonalities of successful students?  
7. What are the scheduling commonalities of an unsuccessful student?  
Because the model is agnostic with respect to independent variables, it may identify that there was a 
single professor at 8am that was the crititcal criteria for unsuccessful students. This should not be 
confused with correlation and causation, but rather a simple feature of that profile, and a confidence band 
to back up the influence that feature has on a student’s success. The underlying features of interest are 
those that the university has direct control over, and what a student can directly influence: time of day of 
course offering, pre/corequisite chains of schedules, declared major. Features such as GPA pose a 
problem with this approach as they can be inherently biased: a high GPA student likely succeeded based 
on the institution’s definition of success, but the underlying goal is to try to disattenuate the two 
competing data: did the student have a high GPA because of their schedule, or did the high GPA influence 
the way a student schedules courses? To handle this problem, data from faculty is also considered to add 
another dimension and control for high performing students.  
Guiding Design Theory 
Answering the call for more theoretical research based in design (Gregor and Hevner 2013), this research 
builds on the seminal work of Simon providing the ‘means’, ‘laws’, and ‘ends’ representation of design 
(Simon 1988)  and Walls et al. providing design theory as a product and process (Walls et al. 1992).  
Walls et al. provides a formal definition of design theory in systems: design is both a process and a 
product. Design as a product must consist of: 1. Meta-requirements, or a class of goals, 2. Meta-design, or 
a class of artifacts that is hypothesized to meet the class of goals, 3. A kernel theory – a theory from 
natural or social science to govern the design requirements, and 4. Testable design product hypothesis – 
does the meta-design meet the meta-requirements? Walls et al. provide guidance for design as a process 
as well: 1. A design method – a description of procedures for artifact construction, 2. Kernel theories – 
theories governing the design process itself, 3. Testable design process hypothesis – verification that the 
design method resulted in an artifact which is consistent with the meta-design. Walls et al. is often 
accepted as the foundational theoretical knowledge of design science in information systems, and an 
example of how this theory has been established and extended may be found in work that examines 
designing systems for emergent knowledge processes (Markus et al. 2002). 
Design as 
a Process 
Advising System Process Design as a 
Product 
Advising System Product 
Kernal 
Theory 
Students involvement of their own 
academic success  (Mitchell et al. 
1997) 
Kernel Theory Ensemble Modeling of heterogeneous 
data for scheduling complimentary 
activities (Bijmolt et al. 2010) 
  Meta-
Requirements* 
The system must be able to generate an 
accurate schedule that provides the 
optimal chance of success for a student. 
Design 
Method* 
Web design with PythonML 
backend 
Meta-Design A system that can automatically handle 
student advising without human 
intervention 
Testable 
Design 
Process 
Hypothesis 
EDM + ML generated schedules 
will yield better data to enhance 
EDM + ML results of 
recommended schedules 
Testable Design 
Product 
Hypothesis 
Students and advisors will see better 
academic outcomes by using EDM + ML 
guided advising 
Table 1. Preliminary Breakdown of Design Theoretic Smart Advising 
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Proposed System Design 
The meta-requirement of the proposed system design must be able to generate an accurate schedule for a 
student, optimized for an outcome of success as defined by the institution (four-year attainment vs six-
year attainment as an example). Ultimately, this system will function without human intervention.  A 
prospective student could go to a website and select from a list of departments/colleges and majors, and 
the system would automatically generate a four-year plan for that student. The system will also make 
recommendations as to complimentary majors and minors and provide summary data regarding 
additional time to complete the courses of opportunity.  
 
A faculty advisor may be able to make recommendations but cannot know the intent or desires of a 
student beyond what is vocalized to that advisor. Thus the design process is based in stakeholder theory in 
that a student takes ownership  of their own academic success, and when a complimentary opportunity to 
that student’s success is possible, it is made known to the student.  To that end, the design method, 
informed by the requirement that the system must be accurate, requires integration across instititnoal 
ERP systems and the ability to ingest enterprise data, but present it in a secure and timely fashion. 
 
The selected machine learning algorithms for the alpha build include: linear gradient descent, support 
vector machine, decision tree, decision forest, naïve bayes classifier, neural network, and ensemble 
modeling. Instead of using linear modeling, this research starts by examining linear gradient descent 
given its ability to find the minimum of a function. Support vector machines excel with multidimensional 
data, as do decision trees and forests but at the risk of model overfit. Neural networks are time proven to 
provide highly accurate recommendations. Naïve bayes classifer is to be tested given its probabilistic 
nature as to how likely the courses of opportunity will provide success to the student. Ensemble models 
offer a ranked vote across all of these methods.  
 
Figure 1. Proposed Design. 
 Design Theoretic Approach to Smarter Advising 
  
 Americas Conference on Information Systems 5 
 
REFERENCES 
 
Abutair, M. M., and El-halees, A. M. 2012. “Mining Educational Data to Improve Students’ Performance : 
A Case Study,” International Journal of Information and Communication Technology Research 
(2:2), pp. 140–146. 
Bijmolt, T. H. a., Leeflang, P. S. H., Block, F., Eisenbeiss, M., Hardie, B. G. S., Lemmens,  a., and Saffert, 
P. 2010. “Analytics for Customer Engagement,” Journal of Service Research (13:3), pp. 341–356. 
(https://doi.org/10.1177/1094670510375603). 
Bogard, M., Helbig, T., Huff, G., and James, C. 2011. “A Comparison of Empirical Models for Predicting 
Student Retention,” White Paper. Office of Institutional Research, Western Kentucky University. 
Delen, D. 2010. “A Comparative Analysis of Machine Learning Techniques for Student Retention 
Management,” Decision Support Systems (49:4), Elsevier B.V., pp. 498–506. 
(https://doi.org/10.1016/j.dss.2010.06.003). 
Gregor, S., and Hevner, A. R. 2013. “Positioning and Presenting Design Science Research for Maximum 
Impact,” MIS Quarterly (37:2), pp. 337–355. (https://doi.org/10.2753/MIS0742-1222240302). 
Markus, L. M., Majchrzak, A., and Gasser, L. 2002. “A Design Theory for Systems That Support Emergent 
Knowledge Processes,” MIS Quarterly (26:3), 179‐212. (https://doi.org/10.2307/4132330). 
Mitchell, R., Agle, B., and Wood, D. 1997. “Toward a Theory of Stakeholder Identification and Salience: 
Defining the Principle of Who and What Really Counts,” Academy of Management Review (22:4), 
pp. 853–886. (http://amr.aom.org/content/22/4/853.short). 
Nagy, H. M., Aly, W. M., and Hegazy, O. F. 2013. “An Educational Data Mining System for Advising 
Higher Education Students,” International Journal of Computer, Electrical, Automation, Control 
and Information Engineering (7:10), pp. 1266–1270. 
(https://doi.org/http://scholar.waset.org/1999.4/16952). 
Palmer, S. 2013. “Modelling Engineering Student Academic Performance Using Academic Analytics,” 
International Journal of Engineering Education (29:1), pp. 132–138. 
Resnick, P., and Varian, H. R. 1997. “Recommender Systems,” Communications of the ACM (40:3), pp. 
56–58. (https://doi.org/10.1145/245108.245121). 
Simon, H. A. 1988. “The Science of Design: Creating the Artificial,” Design Issues (4:1), pp. 67–82. 
(https://doi.org/10.7551/mitpress/12107.003.0008). 
Stuart Hunter, M., and White, E. R. 2004. “Could Fixing: Academic Advising: Fix Higher Education,” 
About Campus: Enriching the Student Learning Experience (9:1), pp. 20–25. 
(https://doi.org/10.1177/108648220400900103). 
Walls, J. G., Widmeyer, G., and Sawy, O. a E. 1992. “Building an Information System Design Theory for 
Vigilant EIS,” Information Systems Research (3:1), pp. 36–60. 
Yu, C. H., Digangi, S., Jannasch-pennell, A., and Kaprolet, C. 2010. “A Data Mining Approach for 
Identifying Predictors of Student Retention from Sophomore to Junior Year,” Journal of Data 
Science (8), pp. 307–325. (http://ww.w.creative-wisdom.com/pub/mirror/JDS-574.pdf). 
 
