Introduction
Let Ein n be the compact Lorentzian manifold S 1 × S n−1 with the metric (−g S 1 ) ⊕ g S n−1 . The conformal group of Ein n , i.e., the group of all diffeomorphisms which induce conformally equivalent metrics, can be identified with O(2, n). Let i : Ein n−1 ֒→ Ein n be the isometric embedding which is induced by the equatorial embedding S n−2 → S n−1 of spheres. We construct a sequenceD on C ∞ ( Ein n ) and C ∞ ( Ein n−1 ). The results extend corresponding results of [8] on SO(1, n)
• -equivariant families D c N (λ) : C ∞ (S n ) → C ∞ (S n−1 ). In [8] the families D c N (λ) serve as conformally flat models of corresponding conformally covariant "curved analogs" C ∞ (M ) → C ∞ (Σ) which are canonically associated to any hypersurface Σ in a Riemannian manifold M . In [8] it is shown how such families contain information on Branson's Q-curvature. In particular, combining the holographic formula for Q-curvature ( [5] ) with the structure of the intertwining families, provides recursive relations for Q-curvature. In the present situation, the conformal action of O(2, n) on Ein n replaces the conformal action of O(1, n) on S n−1 . Whereas S n−1 is the boundary at infinity of the hyperbolic space H n with the isometry group O(1, n), here Ein n appears as the conformal boundary of the n+1-dimensional anti de Sitter space AdS n+1 with the isometry group O(2, n) (see Section 2) . The universal covering space of Ein n is given by (R × S n−1 , −dr 2 + g S n−1 ) and is also known as Einstein's static universe; [3] . For even N , the familyD Ein n = (S 1 × S n−1 )/Z 2 , and the Z 2 -action is coming from the involution S 1 × S n−1 → S 1 × S n−1 given by (x, y) → (−x, −y).
For odd N , the familyD c N (λ) does not drop down to a well-defined O(2, n − 1)-equivariant map C ∞ (Ein n ) → C ∞ (Ein n−1 ). The non-existence of odd-order families has a geometric reason. In [8] it is shown that for any (orientable) hypersurface Σ of an (orientable) manifold M , the family
is conformally covariant. Here N denotes a unit normal field on Σ and H is the corresponding mean curvature. Ein n is an (orientable) hypersurface in Ein n+1 with H = 0, and the family D 1 (λ) reduces to the equivariant family D c 1 = i * ∇ N given by the normal derivative. Now for odd n, Ein n is a nonorientable codimension one submanifold of the orientable manifold Ein n+1 , and the above construction does not descent to Ein n ֒→ Ein n+1 . Similarly, for even n, Ein n+1 is non-orientable, and the above construction does not descent.
The space Ein n−1 can alternatively be described as the set of rays through the origin in the light cone (1.2) C n = −t n−1 = 0 . G n = O(2, n − 1) acts transitively on Ein n−1 , and we letP n ⊂ G n be the isotropy group of the ray generated by (1, 0, 0, 1, 0, . . . , 0) ∈ R n+1 . In a similar way, Ein n−1 is given by the set of lines in C n through the origin, and we let P n ⊂ G n denote the isotropy group of the line through (1, 0, 0, 1, 0, . . . , 0) ∈ R n+1 . As in [8] we discuss two different types of constructions and prove that both lead to the same result. One construction is in terms of representation theory and one is in terms of spectral theory of an associated Laplacian.
We start with the description of the Lie-theoretic construction. For n ≥ 4 let G n = O(2, n − 1) with Lie algebra g n = o(2, n − 1). The isotropy group P n is a maximal parabolic subgroup with Langlands decomposition P n = M n A(N + ) n . The Lie algebra p n of P n has the Langlands decomposition p n = m n ⊕ a ⊕ n + n with a one-dimensional space a. Here a is spanned by H and the Lie subalgebras n ± n are the respective ±-eigenspaces of ad(H). Let (N − ) n = exp(n − n ). For λ ∈ C we define the character ξ λ : p n → C = C λ by ξ λ (tH) = tλ (ξ λ acts by 0 on m n ⊕ n + n ). We shall use the same notation ξ λ for the character of P given by ξ λ (exp(tH)) = e λt .
Let U(g n ) be the universal enveloping algebra of g n . For λ ∈ C the character ξ λ of p n gives rise to the generalized Verma module (see (4.3))
Similarly, for the character ξ λ of P we consider the induced representation Ind G P (ξ λ ) of G. Let i : U(g n ) → U(g n+1 ) be the map induced by the inclusion g n ⊂ g n+1 given by (2.2). Theorem 1. For any non-negative integer N there exists a polynomial family
In addition to the existence, we will actually show how to find explicit formulas for the intertwining families
) from the right, we obtain the following result.
Theorem 2. (a) For any non-negative integer N the polynomial family
, where for even N , σ is the trivial representation of M , and for odd
the representation spaces of spherical principal series can be identified with
respectively. The notation C ∞ (Ein m ) λ and C ∞ ( Ein m ) λ emphasizes the respective module structure. In these terms, Theorem 1 admits the following interpretation. 
(b) For any non-negative integer N the polynomial family (1.4) defines a family of G n -equivariant operatorŝ
Now let M n be the Minkowski space with the Lorentzian metric (1.5)
as follows. Ein m is conformally flat. More precisely, the composition of the
The embedding j yields a well-known conformal compactification of Minkowski space; see also [1] . Now the families D with polynomial coefficients in λ. In particular,
where i is the inclusion map
k of the Laplacian ∆ M m on flat Minkowski space are very special cases of the conformally covariant powers of the Laplacian of pseudoRiemannian manifolds constructed in [4] . Their O(2, m)-equivariance is a consequence of their conformal covariance; see also [11] , [7] . Now we turn to an alternative construction of the families D nc N (λ) in terms of the asymptotics of eigenfunctions of the Laplacian on anti de Sitter space AdS n . In the language of [8] these are the residue families D res N (g, λ), where g is the metric (1.5).
On the n-dimensional Lorentzian upper half space with the metric
we consider formal approximate eigenfunctions of the Laplacian with eigenvalue
yields recursive relations for the coefficients c 2j so that all coefficients are determined by the leading one c 0 . More precisely, there are differential operators
of order 2j (depending on λ) such that T 2j (λ)c 0 = c 2j . It is easily seen that
where the coefficients A 2j satisfy the recursive relations
Here the d'Alembertian
is the Laplacian of Minkowski space. Let
be defined by
The following theorem shows that both constructions yield the same results (up to normalization). Moreover, if we define
, we get the following analogous result:
We expect that the analogous construction of equivariant differential operators generalizes to pseudo-Riemannian spaces with constant negative curvature of any signature. This would give differential intertwining operators between spherical principal series representations of O(p, q) and O(p, q+1) induced from maximal parabolic subgroups, for all q > p ≥ 1, analogous to the operator families treated in this paper.
The paper is organized as follows. In Section 2 we describe the geometric situation, the structure of the Lie groups involved and the principal series representations induced by representations of the maximal parabolic subgroup P m . In Section 3 we treat the invariance of the d'Alembertian and describes algebraic constructions which are necessary for the proof of equivariance of the differential operators D N (λ). Section 4 contains the proof of Theorem 1 and Section 5 contains the proof of Theorem 2. Section 6 describe the construction of the families D nc N (λ) in terms of the asymptotics of eigenfunctions of the Laplacian on anti de Sitter space.
Geometric preliminaries and principal series representations
The n-dimensional anti de Sitter space, AdS n , is the one-sheeted hyperboloid
n−1 = −1 in the space R n+1 equipped with the pseudo-Riemannian metric
The group of isometries of AdS n is O(2, n − 1), that is, all linear transformations of R n+1 that preserve the hyperboloid (2.1). We let G n = O(2, n − 1). Furthermore, we assume that n ≥ 4.
The Lie algebra g n = g = o(2, n − 1) consists of all traceless matrices of the form
where the 2×2-matrix A and the (n−1)×(n−1)-matrix D are skew-symmetric.
For n ≥ 4 we will use the inclusion
On the Lie group level we use the corresponding inclusion
given by
The involution θ(A) = −A t on o(2, n − 1) yields a decomposition g = k ⊕ q, where k and q are the eigenspaces for the eigenvalue 1 and −1, respectively. We choose a maximal abelian subspace of q by Here and henceforth, we write elements in o(2, n − 1) as matrices of the block forms
. 
where m q is the centralizer of a q in k. We have
where for 1 ≤ i, j ≤ n − 3 we set
We choose a basis of root vectors as follows. For 1 ≤ j ≤ n − 3, e j ∈ R n−3 , let
We define W 1 and W 2 by
.
It will be convenient to introduce the following elements.
We define n + q = λ∈Σ + g λ . A minimal parabolic subalgebra is given by p min = m q ⊕ a q ⊕ n + q , a maximal parabolic subalgebra is given by p = p min ⊕ g −f2 , with Langlands decomposition p = m ⊕ a ⊕ n + , where
We have the decomposition
The commutator relations for o(2, n − 1) can be found in the appendix. We have
We will also use the following basis for n − n :
Following [9, p. 133], we define K 0 , A, N + and M 0 as the analytic subgroups of G n = O(2, n − 1) with Lie algebras k, a, n + and m, respectively. We let K be the maximal compact subgroup O(2) × O(n − 1). We will also use the notation
n and M n 0 for these subgroups of G n . The Lie algebras n + and a are abelian, and hence N + = exp(n + ), A = exp(a). We have a bijection so(1, n − 2) ≃ m which shows that M 0 ≃ SO 0 (1, n − 2). In [12] it is proved that, for 0 ≤ p ≤ q, we have exp(so(p, q)) = SO 0 (p, q) if and only if p = 0 or p = 1. This shows that exp(m) = M 0 .
We have
and we conclude that
where
and w 1 , w 2 is the subgroup of O(2, n − 1) generated by w 1 and w 2 . Here 1 (n) is the identity element in
We have M 0 ≃ SO 0 (1, n−2) and hence
and the elements of
where the Z 2 -action is defined by
Proof. We have
Let C n be given by (1.2). We define Ein n−1 , the Einstein universe, as the set of all straight lines in C n through the origin; see [3] and [2] . We define Ein n−1 as the set of all rays in C n from the origin. The sphere with radius √ 2 in R n+1 with center at the origin intersects C n in the set S 1 × S n−2 , and
where the where the Z 2 -action is coming from the involution (2.11).
Lemma 7. G n = O(2, n − 1) acts transitively on Ein n−1 , and
is the isotropy group of the ray generated by
Proof. LetP n denote the isotropy group of the ray generated by
It is immediate that w 1 , w 2 M 0 AN + ⊂P n . We now proveP n ⊂P n . Let g ∈P n . First, assume that g ∈P n ∩ SO 0 (2, n − 1) and write g = kan ∈ K 0 exp(a q ) exp(n + q ). We have exp(a q ) ⊂P n , exp(n + q ) ⊂P n and hence k ∈ P n . It is easy to see that K 0 ∩P n ⊂ M 0 and hence we conclude k ∈ M 0 . Because exp(n
Lemma 8. G n = O(2, n−1) acts transitively on Ein n−1 , and P n is the isotropy group of the line generated by (1, 0, 0, 1, 0, . . . , 0) ∈ R n+1 . It follows that
Proof. LetP n denote the isotropy group of the line generated by
It is immediate that P n ⊂P n . We now proveP
It is easy to see
We will use the notation
We let π : C n \ {0} → Ein n−1 denote the natural projection and define the map
Here (1, 0, 0, 1, 0 n−3 ) denotes the vector (1, 0, 0, 1, 0, . . . , 0) ∈ R n+1 , and
Lemma 9. The injection
has image Ein n−1 \ π(D n ), where
The injection j gives a conformal compactification of M n−1 in Ein n−1 .
Proof. We compute
where we let w ′ = (w 3 , . . . , w n−1 ). The equations
. . .
and hence (2.16)
If we let H n ⊂ G n denote the elements g ∈ G n such that p(g) ∈ π(D n ) we get the Bruhat decomposition
Lemma 10. Let ξ be a character of A.
To prove thatf is smooth, it is sufficient to prove that for every h ∈ H n there exists an open neighborhood of h (in G n ), wheref is identically zero.
Assume that h ∈ H n . Then p(h) ∈ π(D n ). For any ǫ > 0 the set
is a neighborhood of p(h), and using the continuity of p the set p −1 (U (ǫ)) is a neighborhood of h. Now let g ∈ G n . If gP n ∈ Ein n−1 is given by π((t 1 , t 2 , x 1 , . . . , x n−1 )) then using (2.16) we get
,...,
x n−1 t 1 +x 2 " , and using the compact support of f , we see that for sufficiently small ǫ > 0 the functionf is identically zero in p −1 (U (ǫ)).
Let R be the right-regular representation of G on C ∞ (G), i.e., (R(g)u)(x) = u(xg). We let U(g) operate from the right on C ∞ (G) through the extension of its differential
Observe that for any u ∈ C ∞ (G) and X ∈ g we have
Using R, elements of U(g) induce left-invariant differential operators on C ∞ (G). We now define principal series representations of G m = O(2, m − 1) induced from the parabolic subgroups P m , P m 0 andP m with respective Langlands decompositions
We first define principal series as induced representations. For λ ∈ C with corresponding character ξ λ and a representation σ :
Note that our definition differs from the convention in [9] . We use the notation Ind
, where σ + is the trivial representation of M . We also use the notation π ξ λ (g) = π ξ λ ⊗σ+ (g). Let the representation σ − : M m → C be the unique representation such that σ − (x) = 1 for x ∈ w 1 , w 2 M 0 , σ − (J (m) ) = −1.
The principal series representations of G m induced fromP m and P m 0 are defined in a similar way.
Let K M := K ∩ M . In order to describe the compact realization of the principal series representation of G m (induced from P m ), let
, we write g = κ(g)µ(g)e H(g) η(g) and find
δ becomes an isomorphism of G-modules if on
and the equation (2.19) defines a G-module structure on C ∞ (Ein m−1 ). If we want to emphasize the parameter λ ∈ C of π c λ we write C ∞ (Ein m−1 ) λ for the representation space.
Let KM = K ∩M . In order to describe the compact realization of the principal series representation of G m (induced fromP m ) let
KM be the restriction map. Using the decomposition G = KM AN + , we write g = κ(g)µ(g)e H(g) η(g) and find
Now (2.13) gives a bijection
If we want to emphasize the parameter λ ∈ C of π c λ , we write C ∞ ( Ein m−1 ) λ for the representation space.
We describe the non-compact realization of the principal series representation (of G m induced from P m ). Let β ξ λ ⊗σ : Ind
be the restriction map. We define
We know that
is a lowerdimensional set, and write g = η(g)m(g)a(g)n. We find
The definition
where e is the identity element of G n+1 . This implies that u = 0.
Proof. We use the notation (2.7). Observe that that 
We see that if we let p(x 1 , . . . , x n ) = x 
Powers of the Laplacian and algebraic constructions
Under the identification (2.14), the d'Alembertian ∆ M n−1 is induced by
∆ n−1 commutes with m n . Moreover, Proposition 12. P ∈ U(n − n ) satisfies [X, P ] = 0 for all X ∈ m n if and only if P is a polynomial in ∆ n−1 .
Proof. Although the result is well-known, we give a proof for the sake of completeness; the argument is similar to [6, p. 270-271] . It is easy to see that if P is a polynomial in ∆ n−1 , then [X, P ] = 0 for all X ∈ m n . We now prove that if [X, P ] = 0 for all X ∈ m n , then P is a polynomial in ∆ n−1 . Observe that
The Lorentzian metric on M n−1 induces the following non-degenerate bilinear form on n − n : In the following we choose (3.6)
We prove that for any
as a basis for n − n . Now assume that [X, P ] = 0 for all X ∈ m n . This implies that Ad(m)P = P for all m ∈ M n 0 . Let P = a r1.
The Lie algebra n − n is abelian, and hence (3.8)
Using Ad(m)P = P for all m ∈ M n 0 and (3.9), we conclude that P * (Ad(m)X) = P * (X) for all m ∈ M n 0 and X ∈ n − n . Using (2) and (3) above, we see that for each real number c > 0 the function P * is constant on B c := {X ∈ n − n | X, X = c}. We get P * (x 2 X 2 ) = P * (−x 2 X 2 ) and hence for some numbers a k we have
Using that for c > 0 the function P * is constant on B c , we conclude that for X ∈ n − n , X, X > 0 we have
If we let X = n−1 i=1 x i X i and use (3.7), together with X, X = −x is valid for all X ∈ n − n . We conclude that
The following result will be used to construct the induced operator families. It will be convenient to use the notation
) for all X ∈ n + n if and only if (3.14) (N − j + 1)(2N − 2j + 1)a j−1 (λ) + j(n − 1 + 2λ − 4N + 2j)a j (λ) = 0 for j = 1, . . . , N . Theorem 14. Let λ ∈ C. ) and let λ ∈ C. The three conditions The analogs of Theorem 13 and Theorem 14 for o(1, n) have been proved in [8] . Our proof for o(2, n− 1) is similar but incorporates some simplifications (as a proof of Lemma 20 using an induction argument). We now prove Theorem 13 and Theorem 15. We omit the proof of Theorem 14; it is similar to the proof of the corresponding result for o(1, n) in [8] .
We formulate some lemmas which are used in the proof of Theorem 13.
Lemma 16. We have Lemma 17. For any X ∈ n + n and for any F ∈ U(n − n+1 ) we have that (3.24) [
Proof. Any F ∈ U(n − n+1 ) can be written as a linear combination of terms of the form
where a 1 , . . . , a n are natural numbers and I 1 , . . . , I n is a basis for n Lemma 18.
Proof. See [8] .
Lemma 20. For j ≥ 1 we have
where v ∈ U(n − n ) ⊗ m n . Proof. Lemma 19 shows that (3.25) is true for j = 1. Assume that (3.25) is valid for j ≤ k. We want to prove that (3.25) is valid for j = k + 1. We get for some
From (3.22) we see that
From (3.19) we know that [m n , ∆ n−1 ] = 0 and hence for all R ∈ U(n − n ), S ∈ m n we have
Proof of Theorem 13. For some v ∈ U(n
We conclude that [Y 
). This follows expanding (∆ n−1 ) k−1 into monomials and using the Poincaré-Birkhoff-Witt theorem. Now suppose that the coefficients a j (λ) satisfy (3.14). Under this assumption, we know that (3.13) is true for
We prove that this implies (3.13) for all X ∈ n + n . First, observe that using (2.6), we see that for allM ∈ M n 0 we have
Proof of Theorem 15. We only give the proof for the case of even N . Assume E ∈ U(n − n+1 ) satisfies (3.16), (3.17) and (3.18). Using the notation (2.7), the Poincaré-Birkhoff-Witt theorem shows that E can be written as a linear combination of (3.27)
. . , a n ∈ N}. Now (3.18) and the fact that [H, X] = −X for all X ∈ n − n show that E is a linear combination of basis elements from (3.27), where (3.28) a 1 + · · · + a n = 2N.
We see that
where p j ∈ U(n − n ) is a homogeneous polynomial of degree j in the variables I 1 , . . . , I n−1 given by (2.7).
For all R ∈ m n we have [R, T n ] = 0 and hence
Using the Poincaré-Birkhoff-Witt theorem, we conclude that for j = 1, . . . , 2N we have that [R, p j ] = 0.
Proposition 12 shows that p j is a polynomial in ∆ n−1 for every j = 1, . . . , 2N . Using that p j is a homogeneous polynomial of degree j, we deduce that p j = 0 for odd j, and p 2i = c i (∆ n−1 ) i for some complex constant c i .
We conclude that
and we see that E is of the form (3.12). Now the only if statement in Theorem 13 completes the proof.
as families of homomorphisms of Verma modules Let W be a U(p m )-module. The algebra U(g m ) acts on the vector space
where n ∈ N , p ∈ P, w ∈ W . Here N is a basis for U(n − m ) and P is a basis for U(p m ). In fact, for any u ∈ U(g m ), p ∈ U(p m ) and w ∈ W
can be written as a linear combination of terms of the form (4.2). Using the Poincaré-Birkhoff-Witt theorem, we know that u can be written as a linear combination of terms of the form n 0 p 0 where n 0 ∈ U(n − m ), p 0 ∈ U(p m ). We see that
The generalized Verma module induced from W is defined by the vector space quotient
with the left U(g m )-action. We also use the notation
For λ ∈ C let ξ λ : a → C be the character ξ λ (tH) = tλ. The vector space W = C λ is made into a left U(p m )-module by
We view U(g n+1 ) ⊗ C λ as a U(g n )-module with the action
Proof. Observe that any element in I C λ (g m ) is spanned by elements of the form (4.2), and hence u ⊗ 1 can be written as a linear combination of
for some elements p 1 , p 2 , . . . , p r ∈ P and elements n 1 , . . . , n r ∈ N such that n i p i , i = 1, . . . , r are linearly independent. We conclude that u is a linear combination of (4.5)
Now assume that p i ∈ C for all 1 ≤ i ≤ r. We see that vector space spanned by (4.5) has empty intersection with U(n − m ). This implies that u = 0. Now assume that p i ∈ C for some 1 ≤ i ≤ r. Reordering the terms in (4.5), we can assume that p 1 , . . . , p s ∈ C, and p s+1 , . . . , p r ∈ C. Now p i ∈
Theorem 22. For any λ ∈ C, the map
Proof. First, we prove that Hom
. We have ϕ({1 ⊗ 1}) = {F ⊗ 1}, for some F ∈ U(g n+1 ). Here we use {} to denote equivalence classes. Since
for all u ∈ U(g n ), we conclude that ϕ is induced from a map
where F ∈ U(g n+1 ). Furthermore, we can assume without loss of generality that F ∈ U(n − n+1 ): By the Poincaré-Birkhoff-Witt theorem F ∈ U(g n+1 ) can be written as a linear combination of terms of the form np, where n ∈ U(n − n+1 ) and p ∈ U(p n+1 ). For n ∈ U (n − n+1 ) and p ∈ U (p n+1 ) we have for some complex number C that
and hence we conclude that
It is also easy to see that a map f :
This implies that ζ(I λ−N (g n )) ⊂ I λ (g n+1 ). We now find conditions for F which are equivalent to that ϕ induces a U(g n )-homomorphism (4.7). Observe that (4.10)
We compute
). Using (4.12) and Lemma 21, we see that
For M ∈ m n we have (4.14)
Now F ∈ U(n For X ∈ n + n we have (4.18)
We see that [X, F ] ⊗ 1 ∈ I λ (g n+1 ). Using the notation (2.7), F ∈ U(n − n+1 ) and Lemma 17 shows that
Using
we get a1,...,an∈N
and hence a1,...,an∈N
Using Lemma 21, we conclude that c a1...an = λd a1...an and hence
Theorem 15 and (4.13), (4.17) and (4.20) show that X ∈ span C (ϕ 0 ). Second, we prove that (4.6) satisfy (4.9), which implies that
From Theorem 15 we see that (3.16), (3.17) and (3.18) are satisfied for E = D 0 N (λ). Using (4.10), (4.11) and (3.18), we conclude that
Using (4.14), (4.15) and (3.16), we conclude that
for all X ∈ m n . Using (4.18), (4.19) and (3.17), we conclude that
for all X ∈ n + n .
Induced families of differential intertwining operators
In this section we use the algebraic results of Section 3 to prove equivariance of the polynomial families induced by D 0 N (λ) ∈ U(n − n+1 ) with respect to certain principal series representations. We view Theorem 25. For λ ∈ C the element E ∈ U(n − n+1 ) induces a left G n+1 -equivariant map Ind For even N , we define
Proof of Theorem 23. Using Theorem 15, it follows that we need to prove that E ∈ U(n − n+1 ) induces a map
if and only if E satisfies the following three conditions:
Observe that E induces a map if and only if (Eu)(xmãñ) = ξ λ−N (ã)(Eu)(x) for allmãñ ∈ P n 0 and u ∈ Ind Second, we prove that for all u ∈ Ind
and hence using that u(xñ) = u(x) for allñ ∈ N n we get
Conversely, assume that for all u ∈ Ind
From Lemma 17 we know that
and using Lemma 11 and (5.5) we get β = −λα. We conclude that
Third we show that for all u ∈ Ind
Conversely, assume that (HEu)(x) = (λ−N )(Eu)(x) for all u ∈ Ind
and hence Lemma 11 shows that
Proof of Theorem 5. From (2.10) we know that M n = {1 (n) , J (n) } w 1 , w 2 M n 0 , and hence E ∈ U(n − n+1 ) induces a map (5.6) Ind
Using Theorem 23, we conclude that E ∈ U(n − n+1 ) induces a map
if and only if for some c ∈ C we have E = cD 0 N (λ) and
P n+1 (ξ λ ) and w ∈ {w 1 , w 2 , J (n) }. It follows that we need to prove that E = cD 0 N (λ) for some c ∈ C and N is even if and only if E = cD 0 N (λ) for c ∈ C and
Using (5.8) and Lemma 11, we conclude that (5.7) is satisfied if and only if Ad(i(w))E = E for w ∈ {w 1 , w 2 , J (n) }. Using Ad(w)X = wXw −1 , we see that P n+1 (ξ λ ) and w ∈ {w 1 , w 2 , J (n) }. Here i : G n → G n+1 is given by (2.3).
if and only if for some c ∈ C we have E = cD 0 N (λ) and (Eu)(xi(w)) = σ − (w)(Eu)(x), x ∈ G n+1 , for u ∈ Ind G n+1 P n+1 (ξ λ ) and w ∈ {w 1 , w 2 , J (n) }. It follows that we need to prove that E = cD 0 N (λ) for some c ∈ C and N is odd if and only if E = cD 0 N (λ) for c ∈ C and (5.12) (Eu)(xi(w)) = σ − (w)(Eu)(x), x ∈ G n+1 , for all u ∈ Ind G n+1 P n+1 (ξ λ ) and w ∈ {w 1 , w 2 , J (n) }. For u ∈ Ind Using (5.13) and Lemma 11, we conclude that (5.12) is satisfied if and only if Ad(i(w 1 ))E = σ − (w 1 )E = E, Ad(i(w 2 ))E = σ − (w 2 )E = E, Ad(i(J (n) ))E = σ − (J (n) )E = −E.
(5.14)
Using (5.10), the result follows.
Proof of Theorem 26. The proof is analogous to the proof of Theorem 5 using thatM n = w 1 , w 2 M n 0 .
The differential operator families in the non-compact model are defined by and (i * ϕ)(x ′ ) = ϕ(x ′ , 0).
Intertwining families and asymptotics of eigenfunctions
In the present section we describe an alternative construction of the families D We seek formal solutions u ∈ C ∞ (U n ) to the equation
The coefficients c j satisfy recursive relations such that the coefficients c 2j , j ≥ 1, are determined by c 0 . More precisely, we have maps
which are differential operators (depending on λ) of order 2j on R n−1 , where T 0 (λ) = id. 
