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Geometri Theory of Parshin's Residues. Tori
Neighborhoods of Parshin's Points.
by Mikhail Mazin, University of Toronto.
Abstrat
The paper onsist of two parts. In the rst part we introdue ags of
latties and assoiated injetive systems of (non-normal) ones and projetive
systems of (non-normal) ane tori varieties. We study the assoiated eld of
multidimensional Laurent power series. In the seond part we use the resolution
of singularities tehniques to study the geometry near a omplete ag of subvarieties
and the Parshin's residues. The rst part plays the role of a standard oordinate
neighborhood for Parshin's points.
1 Flags of Latties and the Assoiated Systems of Tori
Varieties.
1.1 Ordered Abelian Groups.
Denition 1.1.1. An Abelian group G subdivided into subsets G = G− ⊔{0}⊔G+
is alled an ordered abelian group if
(1) a ∈ G− ⇒ −a ∈ G+;
(2) G+ is a semigroup.
We write a > b if a − b ∈ G+ and a < b if a − b ∈ G−. Easy to see that this
gives a total ordering of G. The elements of G+ are alled positive and the elements
of G− are alled negative.
Denition 1.1.2. A subgroup H ⊂ G is alled isolated if for any two positive
elements g1 > g2 > 0 suh that g1 ∈ H it follows that g2 ∈ H.
It follows immediately that if h > 0, g > 0, h ∈ H, and g 6∈ H than g > h.
Theorem 1.1.1. Let H1 ⊂ G and H2 ⊂ G be two isolated subgroups. Then either
H1 ⊂ H2 or H2 ⊂ H1.
Denition 1.1.3. Let G = Hk ⊃ Hk−1 ⊃ · · · ⊃ H0 = {0} be the tower of all
isolated subgroups of G. Then k is the rank of G.
Theorem 1.1.2. Suppose that G is isomorphi to Zn and has rank n. Let G =
Hn ⊃ Hn−1 ⊃ · · · ⊃ H0 = {0} be the isolated subgroups of G. Then for all k Hk is
isomorphi to Zk and the order on G is isomorphi to the lexiographi order with
respet to any basis (en, . . . , e1) of G suh that for all k (ek, . . . , e1) is a basis in H
k.
(The lexiographi order range the elements rst with respet to the oeient at en,
than en−1, et.)
Denition 1.1.4. Let G be an ordered abelian group of rank greater than 1. Let
G′ ( G be its maximal proper isolated subgroup. Than H+ := G+\G′ is alled the
upper half-spae in G.
For groups of rank 1 we set H+ = G+ and for G = {0} we set H+ = {0}.
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1.2 Flags of Latties. Injetive Systems of Cones and Projetive
Systems of Tori Varieties.
Let Ln be an ordered abelian group of rank n isomorphi to Zn. Let Ln ⊃ Lˆn−1 ⊃
· · · ⊃ Lˆ1 ⊃ L0 be the isolated subgroups of Ln. Let Li ⊂ Lˆi for 1 ≤ i ≤ n − 1 be
subgroups of full rank suh that Ln ⊃ Ln−1 ⊃ · · · ⊃ L0.
Denition 1.2.1. Ln ⊃ Ln−1 ⊃ · · · ⊃ L0 is alled a ag of latties.
We use the multipliative notations for the operation in Ln.
Let Hk+ be the upper half-spae in L
k
for k = 0, . . . , n. We are interested in
the semigroup L = H0+ ∪ · · · ∪Hn+ (i.e. we take 0, then all the positive elements of
L1, then all the positive elements in L2 whih are not in Lˆ1, et.). Note, that L is
not nitely generated. In partiular, it doesn't orrespond to any algebrai variety.
However, one an onsider L as a union of ountably many ones, whih are nitely
generated.
Denition 1.2.2. Let Cˆ be the set of all simple ones Cˆ in Ln suh that for all
k = 1, . . . n exatly k generators of Cˆ belong to Lˆk+ (i.e. one of the generators is
exatly the generator of Lˆ1+, another one belong to Lˆ
2
+, et.).
Denition 1.2.3. Let Cˆ ∈ Cˆ and let (x1, . . . , xn) be the generators of Cˆ suh that
xi ∈ Lˆk for i = 1, . . . , n. Then we all (x1, . . . , xn) the standard generators of Cˆ.
The ones from Cˆ are not subsets of L. So we need to interset them with L.
Denition 1.2.4. Let C = {C = Cˆ ∩ L : Cˆ ∈ Cˆ}.
Lemma 1.2.1. Elements of C are nitely generated.
Proof: Let C ∈ C and let (x1, . . . , xn) be the standard generators of Cˆ. Let k1, . . . , kn
be the smallest positive integers suh that xkii ∈ C. Denote yi := xkii . Let Pˆ ⊂ Cˆ be
the subset in Cˆ onsisting of all the monomials xd11 . . . x
dn
n suh that 0 ≤ di ≤ ki for
i = 1, . . . , n. Let P = Pˆ ∩C. P is obviously nite. Let us prove that it generates C.
Any element xm11 . . . x
mn
n ∈ Cˆ an be fatored in the following way: xm11 . . . xmnn =
yl11 . . . y
ln
n x
d1
1 . . . x
dn
n , where x
d1
1 . . . x
dn
n ∈ Pˆ , li ≥ 0, and di 6= 0 if and only if mi 6= 0
for i = 1, . . . , n. Therefore, we only need to prove that if xm11 . . . x
mn
n ∈ C then
xd11 . . . x
dn
n ∈ C as well.
Let xm11 . . . x
mn
n ∈ C. Let j be the biggest number suh that mj 6= 0, i.e.
xm11 . . . x
mn
n = x
m1
1 . . . x
mj
n and mj 6= 0. Then dn = · · · = dj+1 = 0 and dj 6= 0 as
well. Sine xm11 . . . x
mj
n ∈ C, it follows that xm11 . . . xmjn ∈ Lj and xm11 . . . xmjn /∈ Lˆj−1.
Sine y1, . . . , yj ∈ Lj, xd11 . . . xdnn ∈ Lj as well. Also, sine dj 6= 0, xd11 . . . xdnn /∈ Lˆj−1.
So, xd11 . . . x
dn
n ∈ L and, therefore, xd11 . . . xdnn ∈ C.
Lemma 1.2.2. Let K ⊂ Ln+ be a nite set of positive elements in Ln. Then there
exist Cˆ ∈ Cˆ suh that K ⊂ Cˆ.
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Proof: It is enough to prove that if Cˆ ⊂ Cˆ and a ∈ Ln+ then there exist another one
Cˆ ′ ∈ Cˆ suh that Cˆ ⊂ Cˆ ′ and a ∈ Cˆ ′. Indeed, using this fat one an start from any
one in Cˆ and add elements of K one by one.
Let (x1, . . . , xn) be the standard generators of Cˆ. Let a = x
k1
1 . . . x
kn
n . Let j
be the biggest number suh that kj 6= 0. Note that kj > 0, otherwise a is not
positive. Take the one Cˆ ′ generated by (x1, . . . , xj−1, x
′
j , xj+1, . . . , xn), where x
′
j =
x
min(k1,0)
1 . . . x
min(kj−1,0)
j−1 xj (i.e. x
′
j is obtained from a = x
k1
1 . . . x
kj
j by removing all
the fators with positive powers and replaing x
kj
j by xj).
Cˆ ′ ∈ Cˆ beause x′j ∈ Lj and the transition matrix from (x1, . . . , xn) to (x1, . . . xj−1, x′j, xj+1, . . . , xn)
is integrally invertible. Indeed, xj = x
−min(k1,0)
1 . . . x
−min(kj−1,0)
j−1 x
′
j .
We need to hek that Cˆ ⊂ Cˆ ′ and a ∈ Cˆ ′. Indeed, all the generators of Cˆ exept
for xj are also generators of Cˆ and xj ∈ Cˆ ′ beause xj = x−min(k1,0)1 . . . x−min(kj−1,0)j−1 x′j
and −min(ki, 0) ≥ 0 for i = 1, . . . , j − 1. Also, a = xk11 . . . xknn = xk11 . . . xkjj =
xk11 . . . x
kj−1
j−1 (x
−min(k1,0)
1 . . . x
−min(kj−1,0)
j−1 x
′
j)
kj = x
k1−kjmin(k1,0)
1 . . . x
kj−1−kjmin(kj−1,0)
j−1 (x
′)
kj
j .
Sine kj > 0, it follows, that ki − kjmin(ki, 0) ≥ 0. Therefore, a ∈ Cˆ ′.
Corollary 1. Let G ⊂ Ln+ be any nitely generated semigroup in Ln+. Then there
exist Cˆ ∈ Cˆ suh that G ⊂ Cˆ.
Corollary 2. Let G ⊂ L be any nitely generated semigroup in L. Then there exist
C ∈ C suh that G ⊂ C.
Corollary 3. L =
⋃
C∈C
C.
Corollary 4. Both Cˆ and C are injetive systems under inlusion.
Although the elements of C are not ones in the usual sense, we still all them
ones. If C ∈ C then the orresponding element Cˆ ∈ Cˆ is alled the normalization of
C.
There is the orrespondene between the elements of C and non-normal ane
tori varieties TC . (One an onstrut the variety TC as follows: semigroup algebra
of C is nitely generated and therefore orrespond to the ane variety whih we
denote by TC .) We denote the set of tori varieties TC for all C ∈ C by T .
Any C ∈ C has exatly one k-dimensional fae whih span Lk, for any k =
0, . . . , n. Therefore, one an identify one of the k-dimensional orbits in all T ∈ T for
eah k = 0, . . . , n. We denote these orbits T 0, T 1, . . . , T n. So, T i ⊂ T for all T ∈ T
and i = 0, . . . , n. Note also, that T k ∪ T k−1 is an ane subvariety in every T ∈ T
for i = 1, . . . , n. However, any union of more than two onsequent orbits is not a
subvariety.
Let C,C ′ ∈ C and C ′ ⊂ C. Then there is the natural map φC,C′ : TC → TC′ .
Note, that φC,C′ is identity on T
0, T 1, . . . , T n. Sine the maps φC,C′ goes in the bak
diretion, T is a projetive system with respet to these maps.
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Take TC ∈ T . Although it is not normal, its normalization T˜C is isomorphi to
Cn. The standard generators (x1, . . . , xn) of the one Cˆ give oordinates on T˜ . We'll
use (x1, . . . , xn) as oordinates for T as well (although some points are going to be
glued together). We all these oordinates the standard oordinates for the varieties
T ∈ T .
Swithing from TC to TC′ orresponds to the hange of oordinates
x′1 = x1
x′2 = x
d12
1 x2
.
.
.
x′n = x
d1n
1 . . . x
d(n−1)n
n−1 xn,
where 

1 d12 d13 . . . d1n
0 1 d23 . . . d2n
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . 1


is the transition matrix from the standard generators of the one Cˆ to the standard
generators of the one Cˆ ′.
The following lemma is important in the study of the Laurent series of L :
Lemma 1.2.3. Let Cˆ ′ ∈ Cˆ and S ⊂ Cˆ ′, S 6= ∅. Than S ontains its minimal element
smin and there exist another one Cˆ ∈ Cˆ suh that S ⊂ Cˆ + smin.
Proof: Let (x1, . . . , xn) be the standard generators of Cˆ
′. Note, that aording to the
Theorem 1.1.2 the order in Ln oinides with the lexiographi order with respet to
the basis (x1, . . . , xn) (rst, with respet to the power of xn, then the power of xn−1,
et.). Let mn be the smallest integer suh that x
k1
1 . . . x
kn−1
n−1 x
mn
n ∈ S for some integers
k1, . . . , kn−1. Let mn−1 be the smallest integer suh that x
k1
1 . . . x
kn−2
n−2 x
mn−1
n−1 x
mn
n ∈
S for some integers k1, . . . , kn−2. Continuing in the same way we get the integers
m1, . . . ,mn suh that smin = x
m1
1 . . . x
mn
n ∈ S is the minimal element in S.
Let S′ = {a− smin : a ∈ Cˆ ′ and a > smin}. Clearly, S ⊂ S′ + smin. Therefore, it
is enough to nd Cˆ ∈ Cˆ suh that S′ ⊂ Cˆ.
Let y1 = x1, y2 = x
−m1
1 x2, . . . , yn = x
−m1
1 . . . x
−mn−1
n−1 xn. Easy to see that yk ∈ Lˆk+
for k = 1, . . . , n. Moreover, the transition matrix from (x1, . . . , xn) to (y1, . . . , yn) is
upper triangular with units on diagonal. Therefore, the one generated by (y1, . . . , yn)
is simple and belong to Cˆ. Denote this one by Cˆ. Let's prove that S′ ⊂ Cˆ. Indeed,
let s = xl11 . . . x
ln
n ∈ S′. It follows from the denition of S′, that lk ≥ −mk for
k = 1, . . . , n and that the last non-zero power, say lp, is positive (otherwise s < 0).
Then s = yp(x
l1+m1
1 . . . x
lp−1+mp−1
p−1 x
lp−1
p ). Note, that all the powers in the last formula
are non-negative and that xk ∈ Cˆ for all k = 1, . . . n. Therefore, s ∈ Cˆ.
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1.3 Laurent Power Series.
Denition 1.3.1. Let F (L)∗ be the set of all formal innite linear ombinations
f =
∑
p∈Ln
fpp of the elements of L
n
suh that
1. There exist at least one point in the torus T n suh that f is onvergent at this
point.
2. There exist a one Cˆ ∈ Cˆ and an element p0 ∈ Ln suh that the Newton
polyhedron of f is a subset of Cˆ + p0.
Let F (L) = F (L)∗ ⊔ {0} (i.e. we add the series with zero oeients to F (L)∗). We
all F (L) the set of Laurent series of L.
Lemma 1.3.1. Let f ∈ F (L)∗. Then one an hoose the one Cˆ and an element
p0 ∈ Ln in suh a way that the Newton polyhedron of f is a subset of Cˆ + p0 and
fp0 6= 0.
Proof: Let Supf = {p ∈ Ln : fp 6= 0}. Sine f ∈ F (L), Supf ⊂ Cˆ ′ ∈ Cˆ. Now we just
apply the Lemma 1.2 to Supf to get p0 and Cˆ.
Note, that the p0 ∈ Ln from Lemma 1.3.1 is unique for eah f ∈ F (L)∗. Basially,
it is the smallest element in Ln suh that the orresponding oeient of f is not
zero. Therefore, one gets a map ν : F (L)∗ → Ln.
Lemma 1.3.2. Let f1, . . . , fm ∈ F (L). Then there exist T ∈ T suh that fiν(fi)
onverge to holomorphi non-zero funtions in a neighborhood of the origin in the
normalization T˜ of T for i = 1, . . . ,m (here (x1, . . . , xn) are the standard oordinates
on T ).
Proof: Let Cˆi ∈ Cˆ be suh that the Newton polyhedron of fi is a subset of Cˆi+ν(fi).
Let Cˆ ∈ Cˆ be suh that Cˆi ⊂ Cˆ for all i = 1, . . . ,m (the existene of Cˆ follows from the
Lemma 1.2.2). Let C = Cˆ∩L, T = TC , and (x1, . . . , xn) be the standard oordinates
in T. Then, for any i = 1, . . . ,m, fi
ν(fi)
is a Taylor series in (x1, . . . , xn) onverging
at least at one point in T n ⊂ T and, therefore, onverging in a neighborhood of zero
in T˜ . Moreover, sine the oeient of fi at ν(fi) is not zero, fi is not zero at the
origin.
Remark. Note, that ν(fi)'s are monomials in (x1, . . . , xn). So, f1, . . . , fm are
almost monomial in the neighborhood of the origin in T˜ , i.e. eah of them is equal
to a monomial multiplied by a non-zero holomorphi funtion.
Theorem 1.3.1. F (L) is a eld and ν : F (L)∗ → Ln is a homomorphism of the
multipliative group F (L)∗ of F (L) to the ordered abelian group Ln.
Proof: The theorem follows immediately from the previous lemma. Indeed, if f, g ∈
F ∗(L) then there exist T ∈ T with oordinates (x1, . . . , xn) suh that both fν(f) and
5
g
ν(g) onverge to holomorphi non-zero funtions in a neighborhood of the origin in T˜ .
Let ν(f) = xk11 . . . x
kn
n and ν(g) = x
m1
1 . . . x
mn
n . Then
fg
ν(f)ν(g) ,
f+g
x
min(k1,m1)
1 ...x
min(kn,mn)
n
,
and
f−1
ν(f)−1
also onverge to holomorphi funtions in a neighborhood of the origin.
Moreover,
fg
ν(f)ν(g) and
f−1
ν(f)−1
don't vanish at the origin. Therefore, fg, f−1, f + g ∈
F (L), ν(fg) = ν(f)ν(g), and ν(f−1) = ν(f)−1.
Denition 1.3.2. A homomorphism of the multipliative group of a eld F to an
ordered abelian group G is alled a valuation on F.
Aording to the Theorem 1.3.1, the eld F (L) is endowed with a valuation.
Lemma 1.3.3.
1. Let r be a meromorphi funtion on T n (whih is the same as a meromorphi
funtion on any T ∈ T ). Then there exist a Laurent series f ∈ F (L) normally
onverging to r in {0 < |x1| < ǫ1, 0 < |x2| < ǫ2, . . . , 0 < |xn| < ǫn} ⊂ T n,
where (x1, . . . , xn) are the standard oordinates on one of the varieties T ∈ T .
2. Let T ∈ T . Let r be a meromorphi funtion on a neighborhood of the origin
in T. Then there exist a Laurent series f ∈ F (L) normally onverging to r in
{0 < |x1| < ǫ1, 0 < |x2| < ǫ2, . . . , 0 < |xn| < ǫn} ⊂ T n, where (x1, . . . , xn) are
the standard oordinates on one of the varieties T ′ ∈ T .
Proof: Both statements immediately follows from the Theorem 1.3.1. Indeed, the
Taylor expansions of funtions holomorphi at the origin in the normalization of any
T ∈ T belong to F (L) and F (L) is losed under division by non-zero elements.
F (L) is basially the eld of funtions, whih are meromorphi in a "good"
neighborhood of the ag T 0, T 1, . . . , T n. Note, that F (L) and the valuation on it
depend only on Ln, and don't depend on other elements of the ag L0 ⊂ L1 ⊂ · · · ⊂
Ln. However, if one wants to onsider the subalgebra in F (L) of funtions whih are
holomorphi in a "good" neighborhood of the ag T 0, T 1, . . . , T n, it will depend on
the whole ag L0 ⊂ L1 ⊂ · · · ⊂ Ln (or, equivalently, on the semigroup L).
Denition 1.3.3. Let O(L) ⊂ F (L) be the subset of all series f = ∑
p∈Ln
fpp in F (L)
suh that fp 6= 0⇒ p ∈ L.
Remark. Let f ∈ F (L) and f = ν(f)φ(x1, . . . , xn) where (x1, . . . , xn) are the
oordinates on the appropriate T ∈ T and φ is a holomorphi funtion in the
neighborhood of the origin in the normalization T˜ ≃ Cn. Then the series of f belong
to O(L) if and only if ν(f) ≥ 0 and φ an be pushed forward to T.
Lemma 1.3.4. O(L) ⊂ F (L) is a subalgebra.
Proof: Follows immediately from the denition.
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Remark. Let C ∈ C be a one. Denote by O(C) the ring of series of elements
of C, onverging in a neighborhood of the origin in TC . In other words, O(C) is the
ring of germs of analyti funtions on TC at the origin. Then O(L) =
⋃
C∈C
O(C).
Therefore, O(L), in a sense, is the ring of germs of funtions on the inverse limit of
T at the origin.
Lemma 1.3.5. Any T ∈ T satisfy the following ontinuation property. Let U ⊂ T
be any open subset and f : U → C be any ontinuous funtion, holomorphi in the
omplement to an analyti subset Σ ⊂ U of odimension 1. Then f is holomorphi
in U.
Proof: It is enough to hek that f is holomorphi in a neighborhood of every point
in U. Moreover, every point in T has a neighborhood isomorphi to a neighborhood
of the origin in a variety onstruted in the same way as T, but for a dierent ag
of latties. Therefore, it is enough onsider the ase when U ontains the origin and
to hek that f is holomorphi in a neighborhood of the origin.
Let (x1, . . . , xn) be the standard oordinates on T and C ∈ C be the orresponding
one. Let π : T˜ → T be the normalization map. Then f˜ = f ◦π is ontinuous funtion
in a neighborhood of the origin in T˜ ≃ Cn and holomorphi in the ompliment to the
analyti subset π−1(Σ) of odimension 1. Therefore, by Riemann Extension Theorem,
it is holomorphi in this neighborhood and an be expanded into the Taylor series
f˜ =
∑
akx
k
in it.
Sine f is ontinuous in a neighborhood of the origin in T, it follows that if ak 6= 0
then xk ∈ C. Therefore, ∑ akxk ∈ O(C) and f is regular at the origin in T.
1.4 Changes of Variables.
Let (f1, . . . , fn) be an n-tuple of funtions from F (L) and x1 = ν(f1), . . . , xn = ν(fn).
Suppose that:
1. (x1, . . . , xn) are the standard oordinates on a variety in T ;
2. for any integers k1, . . . , kn suh that x
k1
1 . . . x
kn
n ∈ L we have fk11 . . . fknn ∈ O(L).
Let Lnf be the lattie of monomials in f1, . . . , fn. Easy to see that the restrition
φ := ν|Ln
f
: Lnf → Ln is an isomorphism. Consider the ag of latties L0f ⊂ L1f ⊂
· · · ⊂ Lnf , where Lkf = φ−1(Lk) for k = 0, . . . , n and the order on Lnf is indued by
φ. Denote by Lf the orresponding semigroup, Cf the orresponding system of ones
and Tf the orresponding system of tori varieties.
Theorem 1.4.1. There exist a tori variety Tf ∈ Tf with the standard oordinates
(g1, . . . , gn), and a tori variety T ∈ T suh that the n-tuple (g1, . . . , gn) provides an
analyti isomorphism of a neighborhood of the origin in T to a neighborhood of the
origin in Tf (note, that g1, . . . , gn are monomials in f1, . . . , fn).
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Proof: Aording to the Theorem 1.3.2 there exist a tori variety T ∈ T suh that
fk
xk
onverge to a non-zero holomorphi funtion in a neighborhood of zero of the
normalization T˜ for 1 ≤ k ≤ n. Let (y1, . . . , yn) be the standard oordinates in
T and C ∈ C be the orresponding one. The transition matrix from (x1, . . . , xn)
to (y1, . . . , yn) is integer and upper-triangular with units on diagonal. For instane,
let yk = x
d1k
1 . . . x
d(k−1)k
k−1 xk for k = 1, . . . , n. Let gk = f
d1k
1 . . . f
d(k−1)k
k−1 fk for k =
1, . . . , n. Let Cˆf ∈ Cˆf be the one generated by (g1, . . . , gn) and let Tf ∈ Tf be the
orresponding tori variety. Then ν(gk) = yk for k = 1, . . . , n and
gk
yk
onverge to
holomorphi funtions in a neighborhood of the origin in the normalization T˜ of T
for k = 1, . . . , n. Let hk =
gk
yk
. Then ∂gi
∂yj
(0) = ∂hiyi
∂yj
(0) = hi(0)
∂yi
∂yj
(0) + ∂hi
∂yj
(0)yi(0) =
hi(0)δi,j . Sine hi(0) 6= 0 for i = 1, . . . , n, the Inverse Funtion Theorem is appliable.
Therefore, (g1, . . . , gn) provides an isomorphism Gˆ : U˜ → U˜f of a polydisk U˜ with
enter at the origin of T˜ to a neighborhood of the origin U˜f in T˜f .
Let π(U˜) = U ⊂ T and πf (U˜f ) = Uf ⊂ Tf . We need to show, that the
isomorphism Gˆ : U˜ → U˜f an be pushed down to an isomorphism G : U → Uf .
Aording to the Lemma 1.3.5, it is enough to show that G is a homeomorphism.
Moreover, sine the topology of U (Uf respetively) is the fator topology of π : U˜ →
U (πf : U˜f → Uf respetively), it is enough to show, that G is a bijetion.
First, we onstrut the map G and then prove that it is surjetive and injetive.
We get that it is regular for free, but the above arguments allow us to avoid onsidering
the inverse map. The ondition 2 provides that the generators of Cf are regular (and,
therefore, well dened) on U. Indeed, they are regular on U˜ and they belong to O(L)
by ondition 2. Surjetivity follows immediately from the diagram. All we need to
prove is the injetivity.
Easy to see, that Gˆ maps the oordinate ross to the oordinate ross and, in
partiular, maps T˜ k∩ U˜ to T˜ kf ∩ U˜f , where T˜ k and T˜ kf are respetively the oordinate
subspaes T˜ k = {yn = · · · = yk+1 = 0} ⊂ T˜ and T˜ kf = {gn = · · · = gk+1 = 0} ⊂ T˜f .
Therefore, for any point x ∈ U the number of preimages of x in U˜ is bigger or equal to
the number of preimages ofG(x) in U˜f . But the preimages of x are mapped injetively
by Gˆ to the preimages of G(x). Therefore, Gˆ|pi−1(x) is a bijetion to π−1f (G(x)), whih
implies the injetivity of G.
Swithing from T to T ′ is alled a hange of variables. Easy to see, that a hange
of variables gives an isomorphism from F (L) to F (Lf ).
The same arguments works for any bigger one C ′ ⊃ C. More preisely, we have
the following
Corollary 1. Let C ∈ C and Cf ∈ Cf be as in the Theorem 1.4.1. Let C ′ ∈ C be
suh that C ⊂ C ′. Let C ′f ∈ Cf be suh that the transition matrix from the standard
generators of the Cˆ ′f to the standard generators of the Cˆf is the same as the transition
matrix for the generators of Cˆ ′ and Cˆ respetively. Then there exist neighborhoods
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of the origins in TC′ and TC′
f
U ′ and U ′f and the unique isomorphism G
′ : U ′ → U ′f
suh that G ◦ φC′,C = φC′
f
,Cf
◦G′ on U ′.
So, the hange of variables provides isomorphisms between the neighborhoods
of the origins in the elements of T and Tf respetively, at least starting from some
T ∈ T and Tf ∈ Tf . These isomorphisms ommute with the maps φC′,C : TC′ → TC′
f
.
1.5 Residue.
One an onsider the free one-dimensional module Ω(L) over F (L) with the generator
ωTn =
dx1
x1
∧ · · · ∧ dxn
xn
. Note, that ωTn doesn't depend on the hoie of oordinates
(x1, . . . , xn). Then for every element of ω ∈ Ω(L) there exist a tori variety T ∈
T with oordinates (x1, . . . , xn) suh that ω = xd11 . . . xdnn φdx1 ∧ · · · ∧ dxn where
φ is a holomorphi non-zero funtion in a neighborhood of the origin in T˜ . We
all the elements of Ω(L) the germs of meromorphi n-forms at the ag of orbits
T n, T n−1 . . . , T 0. Aording to the Lemma 1.3.3, any meromorphi form on a neighborhood
of the origin in any T ∈ T an be expanded into a power series from Ω(L).
Denition 1.5.1. Let ω ∈ Ω(L), ω = ( ∑
p∈Ln
app)ωTn . Then the residue of ω is given
by res(ω) = a1.
Lemma 1.5.1.
res(ω) =
1
(2πi)n
∫
τn
ω,
where τn = {(x1, . . . , xn) ∈ T n : |x1| = ǫ1, . . . , |xn| = ǫn} for (x1, . . . , xn) 
oordinates on a tori variety T ∈ T , and ǫi are small enough, so that ω onverges
on τn. The orientation on τn is provided by the form 1(2pii)nωTn |τn (note, that this
form is real).
Proof: Follows immediately from the Fubini's Theorem and the formula for the one-
dimensional residues.
Suppose that the n-tuple of funtions (f1, . . . , fn) denes a hange of variables.
Let ω ∈ Ω(L) be a germ of a meromorphi form. Let Gˆ : U˜ → U˜f be an isomorphism
of neighborhoods of the origins in the normalizations of the appropriate tori varieties
T ∈ T and Tf ∈ Tf provided by the hange of variables (see Theorem 1.4.1).
Aording to the Corollary 1 from the Theorem 1.4.1, one an assume that ω onverges
to a meromorphi form in U ⊂ T. Then one an push forward ω using the isomorphism
Gˆ. The result an be expanded as a power series from Ω(Lf ). Therefore, we get a
map from F∗ : Ω(L) → Ω(Lf ). Easy to see, that this map is an isomorphism of
F (L)-modules (Ω(Lf ) is an F (L)-module via the isomorphism of F (L) and F (Lf )
provided by the hange of variables).
Lemma 1.5.2. Changes of variables doesn't hange the residue, i.e. res(F∗(ω)) =
res(ω).
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Proof: Follows from the Lemma 1.5.1 and the observation that Gˆ restrits to an
isomorphism of U˜ ∩ T n and U˜f ∩ T nf and this isomorphism is homotopi to the
identity map (here we identify T n and T nf with the standard tori via the standard
oordinates on T and Tf ).
1.6 Algebrai funtions.
Let X be an analyti (algebrai) variety and let g0, . . . , gk be regular funtions on
X. Consider the equation g0 + g1t · · · + gktk = 0. Let U = X\(sing(X) ∪ {gk =
0} ∪ Σ), where Σ = {Dis = 0}, where Dis is the disriminant of the polynomial
g0 + g1t · · ·+ gktk. Then there exist the k-sheeted overing p : W → U and a regular
funtion f on W, suh that for every point x ∈ U the values of f on the preimage
p−1(x) are exatly the roots of the equation g0+g1t · · ·+gktk. In suh a situation, we
say that f is an algebrai funtion on X. We say that Σ is the divisor of branhing
of f.
Lemma 1.6.1. Let X be an analyti (algebrai) variety and let g0, . . . , gk be regular
funtions on X. Suppose that there is an open subset U ⊂ X, suh that X\U is a
nite union of subvarieties of odimension 1, and a holomorphi funtion f on U
suh that f satisfy the equation g0+g1t · · ·+gktk = 0 on U. Then f an be ontinued
to a meromorphi funtion on X.
Proof: Consider the funtion f˜ = gkf. Easy to see that it is holomorphi on U and
satisfy the integral equation g0g
k−1
k +g1g
k−2
k t+· · ·+gk−1tk−1+tk = 0 on U. Let's prove
that f˜ is loally bounded on X, i.e. for any point x ∈ X there exist a neighborhood
V of x, suh that f˜ is bounded in V ∩ U. Indeed, assume that it is not true. The
oeients gig
k−i−1
k are regular on X, and, therefore, loally bounded. So, there
exist a neighborhood V of x and a onstant M > 1, suh that |gigk−i−1k | < M for
0 ≤ i ≤ k−1. Sine f˜ is not bounded in V ∩U, there exist a point y ∈ V ∩U, suh that
|f˜(y)| > kM. Then |f˜k(y)| > kM |f˜k−1(y)|. But |gi(y)gk−i−1k (y)f˜ i(y)| < M |f˜ i(y)| ≤
M |f˜k−1(y)| for 0 ≤ i ≤ k−1. So, |g0gk−1k +g1gk−2k f˜(y)+· · ·+gk−1f˜k−1(y)| < |f˜k(y)|.
Therefore, f˜ doesn't satisfy the equation g0g
k−1
k + g1g
k−2
k t+ · · ·+ gk−1tk−1 + tk = 0
at y, whih is a ontradition.
Let p : X˜ → X be the normalization. Then f˜◦p is holomorphi in the omplement
of a nite union of subvarieties of odimension 1 in the normal variety X˜ and is
loally bounded in X˜. Therefore, it is regular on X˜. The normalization map p is a
birational isomorphism, so f˜ is meromorphi on X. Finally, f = f˜
gk
, therefore f is
also meromorphi on X.
Let now g0, . . . , gk ∈ F (L). One an hoose T ∈ T suh that gk and the
disriminant of the equation gkt
k + · · · + g0 = 0 are almost monomial in a polydisk
D with enter at the origin of the normalization T˜ ≃ Cn. Let X = D ∩ T n. Let
p : W → X be the orresponding k-sheeted overing. Suppose that W is onneted
(whih is equivalent to say that the equation gkt
k + · · · + g0 = 0 is irreduible). We
need the following Lemma:
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Lemma 1.6.2. Let N = k!. Consider the map P : Cn → Cn given by P (x1, . . . , xn) =
(xN1 , . . . , x
N
n ). Let W
′ = P−1(X). Then there exist a map φ : W ′ → W suh that
p ◦ φ = P.
Proof: Aording to the lassial theory, the onneted overings of X are lassied
up to isomorphism by the subgroups of the fundamental group π1(X) and the number
of sheets orresponds to the index of the subgroup. In more details, the indued
homomorphism p∗ : π1(W ) → π1(X) is injetive and its isomorphism type denes
the isomorphism type of the overing p : W → X.
Sine π1(X) ≃ Zn, it follows, that p∗(π1(W )) ⊂ π1(X) is a sublattie of full rank
and index k. Let (a1, . . . , an) be the basis of π1(X) orresponding to the loops going
around oordinate hyperplanes in positive diretion. Then aNi ∈ p∗(π1(W )) for all i.
Consider now the overing P : W ′ → X. Easy to see, that P∗(π1(W ′)) ⊂ π1(X) is
generated by (aN1 , . . . , a
N
n ). Therefore, π1(W
′) ⊂ π1(W ) (here we identied π1(W )
and π1(W
′) with their images in π1(X)). Therefore, there exist a overing φ :W
′′ →
W suh that φ∗(π1(W
′′)) = π1(W
′) ⊂ π1(W ) ⊂ π1(X). But then the omposition
p ◦ φ : W ′′ → X and P : W ′ → X orrespond to the same subgroup in π1(X) and,
therefore, isomorphi.
Aording to the Lemmas 1.6.2 and 1.6.1, the equation gkt
k + · · · + g0 = 0
has a meromorphi solution f in P−1(D). Moreover, f is holomorphi in W ′ =
P−1(D) ∩ (C∗)n. Therefore, we have the following theorem:
Theorem 1.6.1. Let g0, . . . , gk ∈ F (L) be suh that the equation gktk + · · · + g0 =
0 is irreduible. Let N = k!. Then there exist a tori variety T ∈ T with the
oordinates (x1, . . . , xn), and the integers m1, . . . ,mn suh that the root f of the
equation gkt
k + · · · + g0 = 0 an be written in the form of the Piezo series f =
N
√
x1
m1 . . . N
√
xn
mn
∑
i1,...,in≥0
fi1,...,in
N
√
x1
i1 . . . N
√
xn
in
onverging in a neighborhood of
the origin in the normalization T˜ .
2 Tori Neighborhoods of Parshin's points.
2.1 Branhed overings and Generi omponents of the preimage
of a hypersurfae.
Denition 2.1.1. Let X and Y be non-empty pure-dimensional algebrai (analyti)
varieties of the same dimension. An algebrai (analyti) map f : Y → X is alled a
branhed overing if it is proper, surjetive, and is a loal isomorphism at a generi
point (i.e. there is an open dense subset U ⊂ Y onsisting of smooth points of Y
suh that for every point y ∈ U f(y) is a smooth point of X and the dierential of
f has full rang at y).
Note, that a omposition of two branhed overings is again a branhed overing.
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Denition 2.1.2. Let f : Y → X be a branhed overing. Let H ∈ X be a
hypersurfae in X. Then the generi omponent of the preimage (shortly, the generi
preimage) Hf ⊂ Y is the union of those irreduible omponents Hˆi of the full
preimage f−1(H) for whih the restrition f |
Hˆi
: Hˆi → H is a loal isomorphism at
a generi point.
Note, that if f : Y → X is a blow-up with a smooth enter C ⊂ X, then the
generi preimage Hf oinide with the strit transform of H unless C and H has
ommon irreduible omponents.
Let f : Y → X and g : Z → Y be branhed overings. Let H ⊂ X be a
hypersurfae. Then, learly, (Hf )g = Hf◦g. Indeed, the restrition of f ◦ g to an
irreduible omponent of g−1(f−1(H)) is a loal isomorphism at a generi point if
and only if g is a loal isomorphism at a generi point of this omponent and f is a
loal isomorphism at a generi point of the image of this omponent.
Lemma 2.1.1. f |Hf : Hf → H is a branhed overing.
Proof: By Sard's Lemma, the image of those omponents of f−1(H) whih are not
omponents of Hf has measure 0 in H. Therefore, Hf is non-empty and its image is
dense in H. Then, sine Hf is a losed subset in Y, f |Hf is proper. So, we only need
to prove that f |Hf is surjetive to H. Indeed, let x ∈ H. Let K ⊂ H be a ompat
neighborhood of x in H. Sine f |Hf is proper, N = f−1(K) ∩ Hf is ompat. So,
f(N) is ompat and, therefore, losed. Sine f(Hf ) is dense in H, there exist a
sequene {ym} ⊂ Hf , suh that f(ym) → x and {f(ym)} ∈ K. Then {ym} ⊂ N and
{f(yk)} ⊂ f(N). Therefore, x ∈ f(N).
Note, that the normalization map is always a branhed overing.
Theorem 2.1.1. Let X be a pure-dimensional analyti (algebrai) variety. Let π :
Y → X be a degree one branhed overing and let Y be normal. Let p : X˜ → X
be the normalization. Let H ⊂ X be a hypersurfae. Then there is a natural map
π˜ : Hpi → Hp whih is a degree one branhed overing.
Proof: Aording to the universal properties of the normalization, the map π : Y →
X fators through the normalization, i.e. there exist a map π˜ : Y → X˜ suh that
π = p ◦ π˜. Moreover, (Hp)p˜i = Hpi. Therefore, it is enough to onsider the ase when
X is normal. So, X˜ = X, Hp = H, π˜ = π, and we need to prove that π|Hpi : Hpi → H
is a degree one branhed overing.
Let sing(X) ⊂ X and sing(Y ) ⊂ Y be the singular loi ofX and Y orrespondingly.
Sine π is a proper map and sing(Y ) is a losed subvariety, it follows that π(sing(Y )) ⊂
X is a losed subvariety in X. Sine X and Y are normal, the odimensions of
sing(X), sing(Y ), and, therefore, π(sing(Y )) are at least 2. Let X ′ = X\(sing(X)∪
π(sing(Y ))). Let H ′ = H ∩X ′. Note, that H ′ is a omplement to a losed subvariety
of odimension at least 1 in H. Let Y ′ = π−1(X ′). Now X ′ and Y ′ are smooth,
π′ := π|Y ′ : Y ′ → X ′ is still a degree one branhed overing, and H ′ ⊂ X ′ is a
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hypersurfae. Note, that H ′pi′ = Hpi ∩ Y ′, and it is a omplement to a subvariety of
odimension at least 1 in Hpi (although Y \Y ′ an have odimension 1).
Let crit(π′) ⊂ Y be the ritial lous of π. Let X˜ = X ′\π′(crit(π′)). Let Y˜ =
π′−1(X˜). Then π˜ = π|eY : Y˜ → X˜ is an isomorphism. Indeed, it is non-degenerate
and, therefore, unbranhed overing of degree 1.
We need the following
Lemma 2.1.2. Let M and N be analyti manifolds and f : M → N be a degree one
branhed overing. Then codim(f(crit(f))) ≥ 2.
Proof: Suppose that codim(f(crit(f))) = 1. Then there exist p ∈ crit(f) suh that
1. p is a smooth point of the hypersurfae crit(f);
2. f−1(f(crit(f))) oinide with crit(f) in a neighborhood of p;
3. f(p) is a smooth point of the odimension 1 irreduible omponent of f(crit(f));
4. f |crit(f) is a loal isomorphism at p.
Therefore, there exist oordinate systems (x1, . . . , xn) and (y1, . . . , yn) respetively
in a neighborhood U of p in M and in a neighborhood V of f(p) in N, suh that
1. f(U) ⊂ V.
2. U ∩ crit(f) = {xn = 0};
3. V ∩ crit(f) = {yn = 0};
4. f(x1, . . . , xn−1, 0) = (x1, . . . , xn−1, 0).
So, the map f |U is given by
y1 = x1 + xnφ1(x);
.
.
.
yn−1 = xn−1 + xnφn−1(x);
yn = x
k
nφn(x),
where k ≥ 1 and φn is not divisible by xn. Note, that φn(p) 6= 0. Indeed, otherwise
{φn = 0} ⊂ f−1(f(crit(f))) = {xn = 0} and φn is not divisible by xn.
One an get rid of all the φi's simply by hanging the oordinates in a neighborhood
of p ∈M. Indeed, let
t1 = x1 + xnφ1(x);
.
.
.
tn−1 = xn−1 + xnφn−1(x);
tn = xn
k
√
φn(x).
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Easy to hek that the Jaobian is not zero, so (t1, . . . , tn) are indeed oordinates in
a neighborhood of p. In t's oordinates the map f is given by
y1 = t1;
.
.
.
yn−1 = tn−1;
yn = t
k
n.
Sine a general point in N should have only one primage, k should be equal to 1.
But then f is non-degenerate at p.
So, the odimension of π′(crit(π′)) is at least 2. Therefore, H˜ := H ′ ∩ X˜ is a
omplement to a subvariety of degree at least 1 in H ′. Its' preimage π˜−1(H˜) = H˜epi is
also a omplement to a subvariety of odimension at least 1 in H ′pi′ . And π| eH : H˜epi →
H˜ is an isomorphism. So, π|Hpi : Hpi → H is a degree one branhed overing.
2.2 Resolution of Singularities for Flags.
To avoid diulties with the resolution of singularities, we need to assume some
ompatness ondition on the analyti varieties. For simpliity, let us assume that all
the analyti varieties are restritions of bigger analyti varieties to relatively ompat
open subsets.
We need the following Theorem whih is a diret orollary of the famous Hironaka
Theorem (...) on resolution of singularities:
Theorem 2.2.1. Let X be a variety. Let Y1, . . . , YK be losed subvarieties in X.
Then there exist a branhed overing of degree one π : X˜ → X suh that:
1. X˜ is smooth;
2. π|X˜\D is an isomorphism to reg(X)\(Y1 ∪ · · · ∪ Yk), where D = H1 ∪ · · · ∪HN
is a union of smooth exeptional hypersurfaes Hi, whih simultaneously have
only normal rossings. We denote D = {H1, . . . ,HN} the set of exeptional
hypersurfaes (let us always assume the exeptional hypersurfaes irreduible).
3. For any k = 1, . . . ,K π−1(Yk) is a union of hypersurfaes from D;
In order to improve the resolution, we'll need to do additional blow-ups with
enters in intersetions of exeptional hypersurfaes. We'll need some simple properties
of this type of blow-ups:
Lemma 2.2.1. Let X˜, D = H1∪· · ·∪HN , and D = {H1, . . . ,HN} be as in Theorem
2.2.1. Let C = Hi1 ∩ · · · ∩ Hik and πC : X˜C → X˜ be the blow-up with enter in
C. Let HC = π
−1
C (C) and H˜i ⊂ X˜C be the strit transform of Hi ∈ D. Denote
DC := H˜1 ∪ · · · ∪ H˜N ∪HC and DC = {H˜1, . . . , H˜N ,HC}. Then
1. DC again has only normal rossing;
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2. H˜i1 ∩ · · · ∩ H˜ik = ∅;
3. πC |H˜i1∩···∩H˜ik−1 is an isomorphism to Hi1 ∩ · · · ∩Hik−1 ;
4. if C 6⊂ Hj ∈ D (i.e. j 6= i1, . . . , ik) then π−1C (Hj) = H˜j.
Proof:
1. is a standard property of blow-ups;
2. is trivial;
3. follows immediately from the standard fat that if W ⊃ U ⊃ V are smooth
manifolds, πV : WV →W is the blow-up with enter in V and UV is the strit
transform of U, then πV |UV : UV → U is the blow-up with enter in V. Indeed,
let W = X˜, U = Hi1 ∩ · · · ∩Hik−1 , and V = C. Then UV = Hi1 ∩ · · · ∩Hik−1
and V is a hypersurfae in U, so πV |UV is an isomorphism to U ;
4. it follows that C is transversal toHj beauseHj is a hypersurfae. In partiular,
the normal bundle of Hj ∩ C in Hj is anonially isomorphi to the normal
bundle to C in X˜ restrited to Hj ∩C. Therefore, the restrition πC |pi−1
C
(Hj)
is
the blow-up of Hj with enter in Hj ∪ C.
We'll do the additional blow-ups in n − 1 steps. We all the onsequent strit
transforms of the original hypersurfaes H1, . . . ,HN the 0-type hypersurfaes and
the onsequent strit transforms of the new hypersurfaes appearing after kth step
 the k-type hypersurfaes.
On the kth step we blow-up the intersetions of n− k + 1 0-type hypersurfaes.
Note, that after the (k − 1)th step the 0-type hypersurfaes annot meet by more
then n− k + 1 at one point. Therefore, the enters for the blow-ups on the kth step
are disjoint and one an blow them up simultaneously. Also, the k-type hypersurfaes
are always disjoint for k > 0 and the 0-type hypersurfaes are disjoint after (n−1)th
step. It is onvenient to label the k-type hypersurfaes by (n−k+1)-tuples of 0-type
hypersurfaes.
Applying the above proedure, one get the following Lemma:
Lemma 2.2.2. In the Theorem 2.2.1, one an assume also that D satisfy the following
onditions:
1. Let Hi,Hj ∈ D and Hi∩Hj 6= ∅. Then either π(Hi) ⊂ π(Hj) or π(Hi) ⊃ π(Hj);
2. Let Hi1 , . . . ,Hik ∈ D, C := Hi1 ∩ · · · ∩ Hik 6= ∅, and π(Hi1) ⊂ · · · ⊂ π(Hik).
Then for any irreduible omponent C0 of C π(C0) = π(H1).
Proof: Follows immediately from the Lemma 2.2.1.
15
As an immediate orollary of the Lemma 2.2.2, we get the following result on
resolutions for ags of subvarieties.
Denition 2.2.1. Let (x1, . . . , xn) be a oordinate system in U (i.e. (x1, . . . , xn)
maps U isomorphially to an open neighborhood of the origin in Cn). A meromorphi
funtion f is alled almost monomial in U with respet to (x1, . . . , xn) if f =
xd11 . . . x
dn
n φ, where d1, . . . , dn are integers and φ is a holomorphi non-zero funtion
on U.
Theorem 2.2.2. Let Vn ⊃ Vn−1 ⊃ · · · ⊃ V0 be a ag of algebrai (losed analyti)
subvarieties with dimVi = i. Let f1, . . . , fk be meromorphi funtions on Vn. Then
there exist a ag of smooth algebrai (losed analyti) subvarieties V n ⊃ V n−1 ⊃
· · · ⊃ V 0 and a map π : V n → Vn, suh that
1. π is a degree one branhed overing (in fat, a omposition of blow-ups);
2. V k is the generi omponent of the preimage of Vk with respet to π|V k+1 for
k = n− 1, n− 2, . . . , 0;
3. for any point a ∈ V i there exist a system of oordinates (alled good oordinates)
(x1, . . . , xn) in a neighborhood U of a in V n suh that
(a) V j ∩ U = {b ∈ U : xn(a) = · · · = xj+1(a) = 0} for j = i, i+ 1, . . . , n;
(b) π∗f1, . . . , π
∗fk are almost monomial in U with respet to (x1, . . . , xn).
Proof: We apply the Theorem 2.2.1 and Lemma 2.2.2 to Vn with subvarieties Vn−1, . . . , V0
and all the divisors of f1, . . . , fk. Let π : V n → Vn be the resulting resolution map
and D = {H1, . . . ,HN} be the exeptional hypersurfaes. Denote Dk = {Hi ∈ D :
π(Hi) = Vk} and Dk =
⋃
Hi∈Dk
Hi. Let V n ⊃ V n−1 ⊃ · · · ⊃ V 0 be the ag of
onsequent generi preimages.
Lemma 2.2.3. V k = Dn−1 ∩ · · · ∩Dk and V k is smooth for all k = 0, . . . , n.
Proof: We rst prove that V k = Dn−1 ∩ · · · ∩Dk by indution starting from V n−1 =
Dn−1, whih is trivial by dimension.
Suppose that we already proved V k+1 = Dn−1∩· · ·∩Dk+1. The inlusion Dn−1∩
· · · ∩Dk ⊂ V k follows from the ondition 2 of the Lemma 2.2.2 and the dimension
ounting. Indeed, dim(Dn−1 ∩ · · · ∩ Dk) = n − ((n − 1) − (k − 1)) = k = dim(Vk)
and π(Dn−1 ∩ · · · ∩ Dk) = π(Dk) (unless Dn−1 ∩ · · · ∩ Dk = ∅ in whih ase the
inlusion is trivial). Therefore, every irreduible omponent of Dn−1 ∩ · · · ∩ Dk is
mapped surjetively to Vk, and, by dimension, π|Dn−1∩···∩Dk is a loal isomorphism
at a general point.
Suppose now thatX ⊂ Dn−1∩· · ·∩Dk+1 is an irreduible subvariety of odimension
1 suh that π(X) = Vk. Sine π
−1(Vk) is a union of hypersurfaes from D, it
follows that X ⊂ H ∈ D, suh that π(H) ⊃ Vk. Moreover, there exist Hn−1 ∈
Dn−1, . . . ,Hk+1 ∈ Dk+1 suh that X ∈ Hn−1 ∩ · · · ∩Hk+1 ∩H. Consider π(H). It is
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an irreduible subvariety in Vn suh that it either ontains or is ontained in Vi for
every i = n− 1, . . . , k + 1 and it ontains Vk. Therefore, it oinide with one of the
Vi's for i = n− 1, . . . , k. We need to prove that π(H) = Vk. Suppose it is wrong and
π(H) = Vi for i > k. Then π(Hn−1 ∩ · · · ∩Hk+1 ∩H) = Vk+1 whih is impossible by
dimension.
The only wayDn−1∩· · ·∩Dk an be singular is if two of its irreduible omponents
interset eah other. That means that there are two dierent sets of hypersurfaes
Hn−1, . . . ,Hk and H
′
n−1, . . . ,H
′
k with Hi,H
′
i ∈ Di, suh that C := Hn−1 ∩ · · · ∩
Hk ∩H ′n−1 ∩ · · · ∩H ′k 6= ∅. Sine there is at least n − k + 1 dierent hypersurfaes,
dim(C) < k. However, by the ondition 2 of the Lemma 2.2.2, π(C) = Vk whih is
impossible by dimension.
The Theorem 2.2.2 is proved.
Denition 2.2.2. The ag V n ⊃ V n−1 ⊃ · · · ⊃ V 0 together with the map π :
V n → Vn is alled the resolution of singularities of the ag Vn ⊃ Vn−1 ⊃ · · · ⊃ V0,
respeting the funtions f1, . . . , fk.
2.3 Parshin's point, loal parameters, and residue.
Let Vn be an algebrai (analyti) variety of dimension n. Let Vn ⊃ · · · ⊃ V0 be a ag
of subvarieties of dimension dimVk = k in Vn.
Consider the following diagram:
Vn⊃ Vn−1⊃. . .⊃ V1⊃ V0xpn xpn
V˜n⊃Wn−1xpn−1
W˜n−1⊃. . .
. . .⊃W1xp1
W˜1⊃W0
(1)
where
1. pn : V˜n → Vn is the normalization;
2. Wn−1 ⊂ V˜n is the general preimage of Vn−1 under pn;
3. for every k = 1, 2 . . . , n− 1
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(a) pk : W˜k → Wk is the normalization;
(b) Wk−1 ⊂ W˜k is the general preimage of Vk−1 under pn ◦ · · · ◦ pk.
Denition 2.3.1. We all the diagram 1 the normalization diagram of the ag
Vn ⊃ · · · ⊃ V0.
Denition 2.3.2. The ag Vn ⊃ · · · ⊃ V0 of irreduible subvarieties together with
a hoie of a point aα ∈W0 is alled a Parshin's point.
Remark. Consider {Vn ⊃ · · · ⊃ V0, aα ∈W0} where Vi's are not neessary irreduible.
The hoie of aα provides the irreduible omponents of Vi's. Therefore, {Vn ⊃ · · · ⊃
V0, aα ∈ W0} denes a Parshin's point {V ′n ⊃ · · · ⊃ V ′0 , aα ∈ W ′0}, where V ′i are the
orresponding irreduible omponents and W ′0 ⊂W0. (Note that the diagram (1) for
the irreduible ag V ′n ⊃ · · · ⊃ V ′0 onsists of irreduible omponents of the elements
of the diagram (1) for the original ag Vn ⊃ · · · ⊃ V0.) However, if we wouldn't
require irreduibility of Vi's, {Vn ⊃ · · · ⊃ V0, aα} and {V ′n ⊃ · · · ⊃ V ′0 , aα} would
formally be dierent Parshin's points, whih is wrong. Sometimes we'll say Parshin's
point {Vn ⊃ · · · ⊃ V0, aα} without assuming that Vi's are irreduible, by using the
onvention {Vn ⊃ · · · ⊃ V0, aα} = {V ′n ⊃ · · · ⊃ V ′0 , aα}.
Wi−1 ⊂ W˜i is a hypersurfae in a normal variety. It follows that there exist a
(meromorphi) funtion ui on W˜i whih has zero of order 1 at a generi point of
Wi−1. Sine meromorphi funtions are the same on Wi and W˜i, one an onsider ui
as a funtion on Wi. Then one an ontinue ui to W˜i+1 and so on. For simpliity, we
denote all these funtions by ui. Now ui is dened on Vn, and Wj and W˜j for j ≥ i.
Denition 2.3.3. Funtions (u1, . . . , un) are alled loal parameters.
Let ω be a meromorphi n-form on Vn. Sine the dierentials du1, . . . , dun are
linearly independent at a generi point of Vn, one an write
ω = fdu1 ∧ · · · ∧ dun,
where f is a meromorphi funtion on Vn.
Furthermore, f an be expand into a power series in un with oeients in
meromorphi funtions on Wn−1. Let f−1 be the oeient at u
−1
n in this expansion.
Then ωn−1 = f−1du1 ∧ · · · ∧ dun−1 is a meromorphi form on Wn−1. Continuing in
the same way, we get a funtion ω0 on the nite set W0.
Denition 2.3.4. The residue of ω at the Parshin's point P = {Vn ⊃ · · · ⊃ V0, aα ∈
W0} is resP (ω) := ω0(aα).
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2.4 Tori Parameters and Tori Neighborhoods.
Consider the following diagram:
V n⊃V n−1⊃. . .⊃V 1⊃ V 0ypi ypi ypi ypi
Vn⊃ Vn−1⊃. . .⊃ V1⊃V0 = {a}xpn xpn
V˜n⊃Wn−1xpn−1
W˜n−1⊃. . .
. . .⊃W1xp1
W˜1⊃ W0
where the rst line is the resolution of singularities of the ag Vn ⊃ · · · ⊃ V0 and the
rest is the normalization diagram.
The following Lemma follows immediately from the Theorem 2.1.1:
Lemma 2.4.1. For every k = 0, . . . , n− 1 there exist a natural degree one branhed
overing ϕk : V k → W˜k, suh that all the diagram ommutes. In partiular, ϕ0 :
V 0 → W˜0 = W0 is a bijetion of nite sets.
Let (u1, . . . , un) be loal parameters. Let bα ∈ V 0. Aording to the Theorem
2.2.2 there exist good oordinates (x1, . . . , xn) near bα, suh that (v1, . . . , vn) := (u1◦
π, . . . , un◦π) are almost monomial near bα. Let vk = xdk11 . . . xdknn φk, for k = 1, . . . , n,
where φ1, . . . , φn are non-zero holomorphi funtions in a neighborhood of bα.
Lemma 2.4.2. dij = 0 for i < j and dii = 1 for i = 1, . . . , n.
Proof: Aording to the denition of the loal parameters, um an be restrited
onsequently from V˜n to Wn−1, from W˜n−1 to Wn−2 and so on down to Wm and all
the restritions are not idential zeros. Finally, on W˜m, um has zero of order 1 at a
general point of Wm−1.
ϕk : V k → W˜k is a loal isomorphism at a generi point of V k−1 (follows from
Lemma 2.1.2 applied to ϕk|ϕ−1
k
(reg(fWk))
). Therefore, vk restrits to a meromorphi
funtion on Vk with zero of order 1 at a generi point of V k−1.
Denition 2.4.1. The matrixD := {dij} is alled the valuation matrix of the almost
monomial funtions (v1, . . . , vn) with respet to (x1, . . . , xn).
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Denition 2.4.2. A set (y1, . . . , yn) of almost monomial funtions in a neighborhood
of bα ∈ V n with respet to the oordinates (x1, . . . , xn), suh that the orresponding
valuation matrix D is lower-diagonal with units on diagonal is alled generalized loal
parameters.
Lemma 2.4.2 basially says that if (u1, . . . , un) are loal parameters and the
resolution π : V n → Vn is suh that (v1, . . . , vn) := (u1 ◦ π, . . . , un ◦ π) are almost
monomial near bα then (v1, . . . , vn) are generalized loal parameters. However, later
we'll have to use generalized loal parameters of more general type.
We have the following simple lemma about the almost monomial funtions:
Lemma 2.4.3. Let (y1, . . . , yn) be almost monomial funtions with respet to the
good oordinates (x1, . . . , xn) in a neighborhood of bα. Let D = {dij} be the valuation
matrix. Let C = {cij} = D−1, and let
z1 = y
c11
1 . . . y
c1n
1 ;
z2 = y
c21
1 . . . y
c2n
1 ;
.
.
.
zn = y
cn1
1 . . . y
cnn
n .
Then (z1, . . . , zn) are good oordinates in a neighborhood of bα as well. (If |detD| 6= 1
then C has rational entries. However, z1, . . . , zn don't have any branhing near bα,
so one should just hoose one branh for eah zi.)
Proof: Indeed, the valuation matrix of (z1, . . . , zn) is the identity matrix, so
z1 = x1h1;
z2 = x2h2;
.
.
.
zn = xnhn,
where h1, . . . , hn are holomorphi non-zero funtions in a neighborhood of bα. Then
∂zi
∂xj
|bα = δijh1(bα),
so,
|J(bα)| = |{ ∂zi
∂xj
}| = h1(bα) · · · · · hn(bα) 6= 0.
Therefore, by the Inverse Funtion Theory, (z1, . . . , zn) are oordinates in a neighborhood
of bα. Also, {zi = 0} = {xi = 0} in a neighborhood of bα for any i = 1, . . . , n. So,
(z1, . . . , zn) are good oordinates.
Let (y1, . . . , yn) be generalized loal parameters and letD = {dij} be the orresponding
valuation matrix. Let Lˆn be the lattie of monomials in y1, . . . , yn endowed with the
lexiographi order with respet to the basis (y1, . . . , yn) (rst with respet to yn,
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then yn−1 and so on). Consider the ag Lˆ
n ⊃ Lˆn−1 ⊃ · · · ⊃ Lˆ0 of isolated subgroups
in Lˆn. Let Cˆ be the orresponding system of ones, Lˆ be the orresponding semigroup,
and Tˆ be the orresponding system of tori varieties. Note, that all the tori varieties
in Tˆ are normal and, moreover, isomorphi to Cn.
Note that the valuation matrix D and its inverse C are lower-triangular integer
matrix with units on the diagonal in this ase. Therefore,
z1 = y
c11
1 . . . y
c1n
1 ;
z2 = y
c21
1 . . . y
c2n
1 ;
.
.
.
zn = y
cn1
1 . . . y
cnn
n ,
are standard oordinates on a variety Tˆz ∈ Tˆ .
Therefore, (z1, . . . , zn) provides an isomorphism ψ
−1 : W → Uˆ between a neighborhood
W of bα ∈ V n and a neighborhood Uˆ of the origin in Tˆz. Moreover, ψ(Uˆk) ⊂ V k,
where Uˆk = Tˆ k ∩ Uˆ , and ψ(Uˆn) = W\{z1 · · · · · zn = 0}.
Let φˆ := π ◦ ψ : Uˆ → Vn. We proved the following
Theorem 2.4.1. The map φˆ has the following properties:
1. φˆ(Uˆk) ⊂ Vk for k = 0, . . . , n;
2. φˆ|
Uˆn
is an isomorphism to the image;
3. for any hypersurfae H ⊂ V n one an hoose the resolution π : V n → Vn in
suh a way, that H ∩ φˆ(Uˆn) = ∅.
Corollary 1. Let f be a meromorphi funtion in a neighborhood of a ∈ V n. One
an hoose the variety Tˆ ∈ Tˆ , neighborhood of the origin Uˆ ⊂ Tˆ , and the map
φˆ : Uˆ → V n in suh a way that there exist a power series fv ∈ F (Lˆ) onverging to
f ◦ φˆ in Uˆn. In other words, f expands into a power series in (v1, . . . , vn) normally
onverging to f in φˆ(Uˆn), and the Newton's polyhedron of this power series belong to
a one from Cˆ, shifted by an integer vetor.
Corollary 2. Parameters (v1, . . . , vn) indue the homomorphism v
∗ : F (V n) →
F (Lˆ) from the eld of meromorphi funtions on V n to the eld F (Lˆ) of Laurent
power series of Lˆ. In partiular, the eld of meromorphi funtions F (V n) is endowed
with the valuation νv = νF (Lˆ) ◦ v∗.
Corollary 3. Let ω be a meromorphi n-form on Vn. Let ω = fdv1 ∧ · · · ∧ vn. Then
res(V n⊃···⊃V0,aα=φ0(bα))(ω) = res(v
∗(f)dv1 ∧ · · · ∧ dvn).
Corollary 4. Let (v′1, . . . , v
′
n) be another set of loal parameters. Then the set of
Laurent series (v∗(v′1), . . . , v
∗(v′n)) dene the hange of variables from Tˆ to Tˆ ′.
Moreover, v′∗ = ψ ◦ v∗, where ψ : F (Lˆ) → F (Lˆ′) is the isomorphism given by
the hange of variables.
Corollary 5. Parshin's residue doesn't depend on the hoie of loal parameters.
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Note, that φˆ|
Uˆk
for k < n is not an isomorphism to the image. It is rather a
overing, at least loally (one should be areful dening what this loality atually
means). Indeed, φˆ = π ◦ ψ, where ψ|
Uˆk
is an isomorphism to the image for all
k = 0, . . . , n, while π|V k an be a branhed overing of a higher degree with some
branhing near our ag. We want to improve it in suh a way that φ|Uk is an
isomorphism to the image for all k = 0, . . . , n. In partiular, it will help us to
understand the loal geometry of V n near the ag V n ⊃ · · · ⊃ V 0. In order to
do so, one needs to onsider speial generalized loal parameters, whih we all tori
parameters and more general systems of (non-normal) tori varieties, assoiated to
ags of latties, dierent from the ag of isolated subgroups.
Let ρk : V˜k → Vk be the normalization maps for k = 0, . . . , n (ρn = pn). Let
Vˆk−1 ⊂ V˜k be general primages of hypersurfaes Vk−1 ⊂ Vk under ρk. For every
k = 1, . . . , n, let tk be a meromorphi funtion on V˜k whih has zero of order 1 at a
general point of Vˆk−1. One an think of tk as a meromorphi funtion on Vk as well
and, moreover, for every k let us ontinue tk to a meromorphi funtion on the whole
Vn. For simpliity, we'll denote this ontinuation by tk as well.
By applying the Theorem 2.2.2 several times one an get the following diagram:
V nn ⊃V nn−1⊃. . .⊃V n1 ⊃V n0ypin ypin ypin ypin
.
.
.
.
.
.
.
.
.
.
.
.ypi3 ypi3 ypi3 ypi3
V 2n⊃V 2n−1⊃. . .⊃V 21 ⊃V 20ypi2 ypi2 ypi2 ypi2
V 1n⊃V 1n−1⊃. . .⊃V 11 ⊃V 10ypi1 ypi1 ypi1 ypi1
Vn⊃Vn−1⊃. . .⊃V1⊃V0
where (π1 ◦ π2 ◦ · · · ◦ πk)|V k
k
: V kk → Vk is a resolution of singularities of the ag
Vk ⊃ · · · ⊃ V0 respeting the funtions t1, . . . , tk.
Let bα ∈ V n0 as before. Let (x1, . . . , xk) be good oordinates in a neighborhood
of the bkα := πk+1 ◦ · · · ◦ πn(bα). Let t˜i := (π1 ◦ · · · ◦ πk)∗(ti) for i = 1, . . . , k. Let
Dk = {dkij} be the valuation matrix of (t˜1, . . . , t˜k) with respet to (x1, . . . , xk) and
let Ck = {ckij} = (Dk)−1 be the inverse matrix.
Lemma 2.4.4. dkij = 0 for i < j, d
k
kk = 1, and d
k
ii 6= 0 for i = 1, . . . , k − 1.
Proof: Similar to Lemma 2.4.2.
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Let
tk1 = t
ck11
1 . . . t
ck1k
1 ;
tk2 = t
ck21
1 . . . t
ck2k
1 ;
.
.
.
tkk = t
ck
k1
1 . . . t
ck
kk
n ,
and let Lk be the lattie of monomials in (tk1, . . . , t
k
k). Here Lk is a subgroup in
the multipliative group of monomials in (t1, . . . , tn) with rational powers. Note,
that although tki are multivalued funtions globally, they don't any branhing near
bα ∈ V nn . We hoose the branhes simultaneously for all k = 1, . . . , n. By abuse of
notations we denote these branhes by tki as well.
Lemma 2.4.5. Ln ⊃ · · · ⊃ L1 ⊃ L0 := {0} is a ag of latties, where Ln is endowed
with the lexiographi order with respet to the basis (tn1 , . . . , t
n
n) (rst with respet to
tnn, then t
n
n−1, et.). Moreover, the one generated by (t
k−1
1 , . . . , t
k−1
k−1) is a subset of
the one generated by (tk1 , . . . , t
k
k).
Proof: It is enough to prove that (tk−11 , . . . , t
k−1
k−1) are monomials with positive integer
powers in (tk1 , . . . , t
k
k−1). Indeed, we have the map πk|V k
k−1
: V kk−1 → V k−1k−1 , whih is
ontinuous. (tk−11 , . . . , t
k−1
k−1) are oordinates in a neighborhood of b
k−1
α = πk(b
k
α) in
V k−1k−1 and (t
k
1 , . . . , t
k
k−1) are oordinates in a neighborhood of b
k
α in V
k
k−1. Therefore,
the powers have to be positive and integer.
Let C, L, and T be, respetively, system of ones, semigroup, and system of tori
varieties, assoiated to the ag of latties Ln ⊃ · · · ⊃ L1 ⊃ L0.
Note, that tn1 , . . . , t
n
n are generalized loal parameters (here we onsider t
n
1 , . . . , t
n
n
as funtions in a neighborhood of bα ∈ V nn ). So, one an apply the Theorem 2.4.1 to
them.
Note, that lattie Lˆn = Ln. So, the ag of isolated subgroups Lˆn ⊃ Lˆn−1 ⊃ · · · ⊃
Lˆ0 is the normalization of the ag of latties Ln ⊃ · · · ⊃ L1 ⊃ L0. Let φˆ : Uˆ → Vn
be the map from the Theorem 2.4.1. Here Uˆ ⊂ Tˆtn ∈ Tˆ is a neighborhood of the
origin. Let Ttn ∈ T be the variety whih normalization is Tˆtn and let ν : Uˆ → U be
the restrition of the normalization map to Uˆ (U = ν(Uˆ)). Let Uk = ν(Uˆk) (i.e. the
intersetion of U with the orresponding tori orbit in Ttn).
Theorem 2.4.2. The map φˆ : Uˆ → Vn fators through the normalization map
ν : Uˆ → U, i.e. φˆ = φ ◦ ν where φ : U → Vn. Moreover, φ|Uk is an isomorphism to
the image inside Vk for all k = 0, 1, . . . , n.
Proof: Aording to the Lemma 1.3.5 it is enough to show that φˆ fators through
the normalization on the level of sets and that φ is ontinuous (then it is regular).
More over, similarly to the Theorem 1.4.1 the ontinuity follows immediately. The
only thing we need to hek is that φ is well dened on the level of sets, i.e. that
for any x ∈ U and y1, y2 ∈ ν−1(x) we have φˆ(y1) = φˆ(y2). Indeed, let k be the
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smallest number suh that x ∈ Uk. The funtions t1k, . . . , tkk provides oordinates on
V kk near b
k
α. On the other hand, they belong to Lk and, therefore, they are regular
on U\Uk−1, in partiular, at x.
Note, that φˆ = π1 ◦ · · · ◦πn ◦ψ. Denote zi = πk+1 ◦ · · · ◦πn ◦ψ(yi) ∈ V kk . It follows
from the above, that t1k, . . . , t
k
k don't distinguish z1 and z2. Therefore, z1 = z2.
Consider now the restrition φ|Uk . It follows from the above that φ|Uk = π1 ◦· · · ◦
πk◦ψk, where ψk is a regular map from Uk to the omplement of the oordinate ross
in a neighborhood of bkα in V
k
k . Moreover, ψk is an isomorphism to the image (sine
dt1k ∧ · · · ∧ dtkk is a non-degenerate top form both in the image and the preimage).
π1 ◦ · · · ◦ πk is an isomorphism to the image on the omplement to the exeptional
divisor. Therefore, φ|Uk is an isomorphism to the image as well.
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