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LONG LOW ITERATIONS
HEIKE MILDENBERGER AND SAHARON SHELAH
Abstract. We try to control many cardinal characteristics by working with a
notion of orthogonality between two families of forcings. We show that b+ < g
is consistent.
This work is dedicated to James Baumgartner on the occasion of his 60th
birthday.
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0. Introduction
In this section we define cardinal characteristics that are the candidates for our
arrangements. Our aim is to arrange that one characteristic be small, say be κ,
and to increase the other characteristic to λ > κ+. The technical means is some
strategically (< λ)-complete pattern of c.c.c. forcings. If the relations underlying
the two characteristics are sufficiently orthogonal, this will be possible.
For more than two characteristics at the same time, only very little is known.
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2 HEIKE MILDENBERGER AND SAHARON SHELAH
The kinds of invariants that will be forced to be big are connected to notions
of forcings (Q,≤q) that add special reals and thus increase some cardinal char-
acteristic. Which characteristics? We give a pragmatic definition:
Definition 0.1. Let q = (Q,≤q) be a notion of forcing, Q ⊆
ωω.
(1) invcm(q) = min{κ : there is a ≤q-increasing sequence of length κ with no
≤q upper bound.}.
(2) invcm(q,R) = min{κ : there is a ≤q-increasing sequence 〈c¯ζ : ζ < κ〉
such that for all η ∈ ωω there is some ζ < κ such that ¬c¯ζRη}.
(3) invcf(q) = min{|C| : C ⊆ Q ∧ (∀d¯ ∈ Q)(∃c¯ ∈ C)(d¯ ≤q c¯)}.
(4) invgm(q) is the minimal κ such that in the following game aκ(q) the empty
player has a winning strategy: A play lasts κ + 1 moves and in the α-th
move the non-empty player chooses c¯α ∈ Q satisfying β < α ⇒ d¯β ≤q c¯α
and then the empty player chooses d¯α ∈ Q such that c¯α ≤q d¯α. Then the
non-empty player wins iff he always has a legal move.
Definition 0.2. For q as in Definition 0.1 we define Spec(q) as the set of regular
(uncountable ≤ 2ω) cardinals κ such that in the game a∗κ(q) the empty player has
no winning strategy. The game a∗κ(q) is defined just like aκ(q) except that in
stage κ non-empty wins if there were c¯α for all α < κ but there is no c¯κ.
Now we introduce the orthogonal relations, that shall have small characteris-
tics: Some relations R, different from the ones in the previous definition, shall
have a small R-unbounded set {η
˜
i : i < ω1} that needs to be preserved by
the forcing K ∗ P
˜
, though we build a K-generic forcing P
˜
increasing some of the
“creature”-invariants above. We work with forcing bigness notions Γ such that
R fits Γ (see Definition 0.3). The P
˜
will be described by better and better ap-
proximations (P,P+, η
˜
) ∈ Γ on which the same η
˜
keeps its roˆle as a member of
an R-unbounded family. Preliminarily the reader may think of a forcing bigness
notion Γ as a way of finding suitable extensions in the ⋖ order of the forcings.
The technical definition of Γ will be given in Definition 2.1.
Definition 0.3. (1) We say a binary Borel relation R on ω(H(ω)) fits a big-
ness notion Γ if (P,P+, η
˜
) ∈ Γ implies that
P+ ∀ν ∈ (
ωω)V[P](¬η
˜
Rν).
(2) Let inv(R) = min{|Y | : Y ⊆ ωω ∧ (∀ν ∈ ωω)(∃η ∈ Y )(¬ηRν)}.
LONG LOW ITERATIONS 3
(3) In V or in any generic extension V[P] of V, we say that η ∈ ωω is (Γ, R)-
big over A ⊆ ωω if R is a binary Borel relation on ω(H(ω)) which fits Γ
and ν ∈ A implies ¬ηRν.
(4) Let Γ be a forcing bigness notion in V1, V2 extend V1, A ∈ V2, A ⊆
V1, η ∈ (
ωω)V1. We say that η is Γ-big over A in (V1,V2) if for some
(P,P+, η
˜
) ∈ ΓV1 and G ∈ V2, G is P
+-generic over V1, A ∈ V1[G ∩ P],
and η = η
˜
[G].
1. Pseudo creature forcing
Now we introduce some forcings q = (Q,≤q), whose invariants according to
Definition 0.1 shall be increased by some compound forcings later in Section 3.
We think of forcings with linear creatures as in Shelah [13], Blass and Shelah
[4], Proper and Improper Forcing [14, VI,§6] and Ros lanowski and Shelah [9].
Definition 1.1. We say q = (Kq,Σq, norq, valq) = (K,Σ, nor, val) is a pseudo
creature forcing (abbreviated by pcrf) iff
(a) K ⊆ H(ℵ0) is a set of creatures of the form c : [mdn(c), mup(c))→H(ℵ0),
and for each c ∈ K we have mdn(c) < mup(c) < ω.
(b) The subcomposition function Σ is a partial function from ω>K to P(K) \
{∅} such that
(α) dom(Σ) ⊆ {(cn, . . . , cm−1) : n < m < ω ∧ ∀ℓ ∈ [n,m)(cℓ ∈ K ∧
mup(cℓ) ≤ mdn(cℓ+1))}.
(β) Σ(cn, . . . , cm−1) ⊆ {c ∈ K : (∃k, ℓ)(n ≤ k < ℓ ≤ m ∧ mdn(c) =
mdn(ck), mup(c) = mup(cℓ−1))}.
(γ) Σ is transitive: If c1ℓ ∈ Σ(c
0
mℓ
, . . . , c0mℓ+1−1) for ℓ < k and c
2 ∈
Σ(c10, . . . , c
1
k−1), then c
2 ∈ Σ(c0m0 , . . . , c
0
m1−1, c
1
m1 , . . . , c
1
m2−1, . . . , c
k−1
mk−1
).
That also means, that the domain of Σ is closed under the men-
tioned concatenations.
(δ) (∀c ∈ K)(c ∈ Σ(c)) and Σ is monotonous in the following sense: If
i0 < · · · < im−1 < n then
Σ(ci0 , . . . , cin−1) ⊆ Σ(c0, . . . , cn−1).
(c) nor : K → R≥0 (usually ω).
(d) val : K → ω<ℵ0, ∅ 6= val(c) ⊆ [mdn(c), mup(c)).
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Remark: Note that Definition 1.1. (b)(β) is a stronger requirement on the
subcomposition functions than the usual mdn(c) ≥ mdn(cn), mup(c) ≤ mup(cm−1).
Definition 1.2. 1. The set of pure conditions of q is
Qprq = {c¯ : c¯ =〈cn : n < ω〉, cn ∈ K,mup(cn) = mdn(cn+1), mdn(c0) = 0
∧ lim
n→ω
nor(cn) =∞}.
(1.1)
We usually write c¯ ∈ K. Let Qpq be defined similarly, allowing mdn(c0) > 0.
2. The set of not necessarily pure conditions Qnpq of q is
Qnpq = {c¯ : c¯ =〈cn : n < ω〉, cn ∈ K,mup(cn) ≤ mdn(cn+1),
∧ lim
n→ω
nor(cn) =∞}.
(1.2)
3. The true creature forcing Qtrq is a subset of
{〈w, c0, c1, . . . 〉 : (∃n0 < n1 < . . . )(∀i < ω)(∃ui ⊆ [ni, ni+1))(∃c¯
∗ ∈ Qnpq )
(ui 6= ∅ ∧ w ∈ pos(〈〉, c
∗
0, . . . c
∗
n0−1) ∧ ci ∈ Σ(c
∗
m)m∈ui)},
This is not quite the general case of creature forcing. In the terminology of [9,
Definition 2.1.1.] all our forcings are omittory. The pos (possibility) operation is
defined as follows:
pos(w, c0, . . . cn−1) ={w ∪
⋃
ℓ<k
wℓ : ∃〈uℓ, dℓ : ℓ < k〉, uℓ 6= ∅, uℓ ⊆ n,
max(uℓ) < min(uℓ+1), dℓ ∈ Σ((ci)i∈uℓ), wℓ ∈ val(dℓ)}.
(1.3)
Remark 1.3. Qprq and Q
p
q are the pure elements in [9]. Pure means: mup(c¯n) =
mdn(c¯n+1) for n < ω, so the union of the domains is ω in the case of Q
pr
q and ω \n
for some n in the case of Qpq. Of course, one could also introduce a pure true
creature forcing. But for our intended applications, pureness is often too strong
a requirement.
Now we equip Qprq andQ
p
q with two partial orderings ≤q and the stricter ≤full.
Definition 1.4. 1. For c¯1, c¯2 ∈ Qprq or in Q
p
q we write c¯
1 ≤prq c¯
2 iff there is some
i(∗) ∈ ω and there is some sequence ni(∗) < ni(∗)+1 < . . . such that for every i ≥
i(∗) c2i ∈ Σ(c
1
ni
, . . . , c1ni+1−1) and mdn(c
2
i ) = mdn(c
1
ni
) and mup(c
2
i ) = mup(c
1
ni+1−1
)
(so, and in Definition 1.1(b)(β) there is equality in the pure case).
We say that (i(∗), ni(∗)) witnesses c¯
1 ≤prq c¯
2.
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If we have in addition i(∗) = 0 (then, in case c¯1, c¯2 ∈ Qprq , also ni(∗) = 0), then
we write c¯1 ≤prfull c¯
2. The reversed relations are ≥prq and ≥
pr
full respectively.
2. For c¯1, c¯2 ∈ Qnpq we write c¯
1 ≤npq c¯
2 iff there is some i(∗) ∈ ω and there is
some sequence ni(∗) < ni(∗)+1 < . . . and some sequence ∅ 6= ui ⊆ [ni, ni+1) such
that for every i ≥ i(∗), c2i ∈ Σ((c
1
z)z∈ui). So mdn(c
2
i ) = mdn(c
1
min(ui)
), mup(c
2
i ) =
mdn(c
1
max(ui)
).
3. For (w1, c¯1), (w2, c¯2) ∈ Qtrq we write (w
1, c¯1) ≤trq (w
2, c¯2) iff there is some
some sequence 0 ≤ n0 < n1 < . . . and some sequence ui ⊆ [ni, ni+1) such that for
every i ∈ ω, c2i ∈ Σ((c
1
z)z∈ui), and such that w
1 E w2 and w2 \ w1 ∈ pos(c¯1 ↾ n0).
Convention 1.5. 1. In the pure context, we write 〈cn0, . . . , cn1−1〉 ∈ Σ(ck0 , . . . , ck1−1)
if there are k0 = m0 < m1 < · · · < mn1 = k1 such that for all j ∈ [n0, n1),
cj ∈ Σ(cmj , . . . , cmj+1−1).
2. In the not necessarily pure context, we write 〈cn0, . . . , cn1−1〉 ∈ Σ(ck0, . . . , ck1−1)
if there are k0 = m0 < m1 < · · · < mn1 = k1 and ∅ 6= ui ⊆ [mi, ni+1) such that
for all j ∈ [n0, n1), cj ∈ Σ((cz)z∈ui).
The following property can be used for all the variants of notions of forcing
(Qxyq ,≤
xy
q,full) so far defined.
Definition 1.6. We say that a pcrf q is forgetful if the following holds: If c¯1 ≤q c¯
2
and n ≤ k < ω and c¯1 ↾ k = c¯2 ↾ k and e¯ℓ ∈ Σ(c¯1 ↾ [n, k)) for ℓ = 1, 2, then we
can find m1, m2 such that mdn(c
1
m1
) = mdn(c
2
m2
), m1 > k, m2 > n and
2⋂
ℓ=1
Σ(e¯ℓˆ¯c1 ↾ [k,m1)) ∩ Σ(c¯
2 ↾ [n,m2)) 6= ∅.
Note that lg(e¯ℓ) ≤ k − n and may be strictly less, and that
(e¯ℓˆ¯c1)(i) =
{
eℓi , if i < lg(e¯
ℓ),
c1k+j, if i = lg(e¯
ℓ) + j.
but since we do not need to look so close at the conditions this shift in indexing
will not appear explicitly.
Convention 1.7. We let q denote a forgetful pcrf unless said otherwise.
Definition 1.8. We define an equivalence relation ≡q on Q
np
q and on Q
tr
q : c¯
1 ≡
q
c¯2 iff there are k1, k2 ∈ ω such that for all n < ω, c
1
k1+n
= c2k2+n.
6 HEIKE MILDENBERGER AND SAHARON SHELAH
All equivalence classes of this relation are countable. In the language of Kechris,
Hjorth, Louveau and others this is a countable equivalence relation.
Definition 1.9. Let q = (Qq,≤q) any of our versions of forcings.
1. C is a q-pre-directed family if
(a) C ⊆ Qq,
(b) for some proper filter D on ω containing the cofinite sets of ω, any
finitely many members of C have a common upper bound c¯ w.r.t.
≤q with supp(c¯) = {mdn(cn) : n ∈ ω} ∈ D.
Note that in (b) we did not require that c ∈ C. This explains the prefix
“pre”. Such a filter D is called a witness for C being q-pre-directed.
2. C is a q-directed family if
(a) C ⊆ Qq,
(b) (C,≤q) is directed, i.e., every two members of C have a common
upper bound in C w.r.t. ≤q,
(c) If c¯1 ≡q c¯
2 ∈ Qq, then c¯
1 ∈ C iff c¯2 ∈ C.
In the following lemma we use the strong requirement from Definition 1.1(b)(β).
Lemma 1.10. Let the order be ≤prq , ≤
np
q , or ≤
tr
q . Every q-directed family is
q-pre-directed.
Proof. Let C be q-directed. Take D be the filter generated by {supp(c¯) : c¯ ∈ C}.
If c¯1 ≤prq c¯
2, then supp(c¯2) ⊆∗ supp(c¯1), and for ≤prfull there are no exceptions to
the inclusion. 
Definition 1.11. Note that A is not identical with Q.
For a q-directed family C in (Qq,≤q) we define a partial order Aq(C) = A(C)
as follows:
(a) the elements are pairs (n, c¯) where n < ω and c¯ ∈ C,
(b) the order is (n1, c¯
1) ≤A(C) (n2, c¯
2) iff
(α) n1 ≤ n2,
(β) c¯1 ↾ n1 = c¯
2 ↾ n1,
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(γ) c¯1 ↾ [n1, ω) ≤full c¯
2 ↾ [n1, ω), which means, by the definition of
≤full: for some m0 = n1 < m1 < m2 . . . we have for all i < ω,
c2n1+i ∈ Σ(c
1
mi
, . . . , c1mi+1−1).
Often we write only ≤ for ≤A(C).
Definition 1.12. Let C be q-directed. For c ∈ C, let Q(c¯) = {c¯′ ∈ Q : c¯′ ≡q c¯}
and let A(c¯) = {(n, c¯′) : n < ω, c¯′ ∈ Q(c¯)}. Let QC(c¯) = {c¯
′ ∈ C : c¯′ ≡q c¯} and
let AC(c¯) = {(n, c¯
′) : n < ω, c¯′ ∈ QC(c¯)}. Each ≡q-class is infinite and countable.
Hence, if above each condition there are two incompatible conditions, then the
second and the fourth forcing (with ≤A(C)) are equivalent to the Cohen forcing.
Definition 1.13. We say that C is strongly q-directed if (C,≤q) is q-directed and
ℵ1-directed, that is, every countable set has a common upper bound.
Claim 1.14. Let q be a forgetful pcrf.
1. If C is q-directed, then A(C) is a σ-centered forcing notion.
2. If C is q-pre-directed and c¯n ∈ C for n < ω (possibly with repetitions), then
Cohen“for some c¯ ∈ Qq
V[Cohen] we have n < ω → c¯n ≤q c¯
and C ∪ {c¯} is q-pre-directed.”
3. Let C be a q-pre-directed family and P be the forcing of adding 2ℵ0 Cohen
reals. Then in VP we can extend C to a strongly q-directed C′.
4. If C is strongly q-directed and I is a predense subset of A(C), then for some
c¯ ∈ C and some J we have
(α) J ⊆ AC(c¯), hence is countable,
(β) J is predense in A(C),
(γ) (∀q ∈ J )(∃p ∈ I)(p ≤A(C) q).
5. If C1 ⊆ C2 are q-directed, then
(α) If p, q ∈ A(C1) and A(C1) |= p ≤ q then A(C2) |= p ≤ q,
(β) If p, q ∈ A(C1) and A(C1) |= p 6≤ q then A(C2) |= p 6≤ q,
(γ) If p = (np, c¯p), q = (nq, c¯q) ∈ A(C1) are incompatible in A(C1) and c¯p ≤q c¯
q
then p, q are incompatible in A(C2).
(δ) If p = (np, c¯p), q = (nq, c¯q) ∈ A(C1) are incompatible in A(C1), then p, q
are incompatible in A(C2).
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6. The family of q-pre-directed families C as well as the family of q-directed
families C are closed under increasing unions.
Proof. 1. Choose c¯∗ ∈ C and fix it for the rest of the proof. (Since C is q-directed,
the choice does not matter.)
We set
Y = {(d¯, n0, n1, n2) : n0 ≤ n1 < ω, n2 ∈ ω, d¯ ∈
n1K, }.
For each y = (d¯, n0, n1, n2) = (d¯
y, ny0, n
y
1, n
y
2) ∈ Y we define
A0y = {p ∈ Q(C) :n
p = n0, c¯
p ↾ n1 = d¯, c¯
∗ ↾ [n2, ω) ≤full c¯
p ↾ [n1, ω),
so, in particular mdn(c
∗
n2
) = mdn(c
p
n1
)}
(1.4)
and
(1.5) Ay = {p ∈ A(C) : (∃q ∈ A
0
y)(p ≤ q)}.
Now, since d¯ ∈ ω>K and K ⊆ H(ω) is countable, we have that Y is countable.
Now we prove that A(C) =
⋃
{Ay : y ∈ Y }. Let p ∈ A(C). Recalling that
C is ≤q-directed, there is some c¯
1 ∈ C such that c¯p ≤q c¯
1 and c¯∗ ≤q c¯
1. By
the definition of ≤q and considering, that once i(∗) is large enough, all larger
i could serve as well, we find k0, k1, k2 such that (k0, k2) witness c¯
p ≤q c¯
1 and
k0 ≤ k1 = ni(∗) and (k1, k2) witness c¯
∗ ≤q c¯
1. We choose k0 ≥ n
p.
Now let y = (c¯p ↾ k1, k0, k1, k2). Easily y ∈ Y , and let c¯
2 = (c¯p ↾ k1, c
1
k2
, c1k2+1, . . . )
and p2 = (k0, c¯
2). Now, since c ∈ Σ(c) and since k0 ≥ n
p and k0 ≥ ni(∗) for
c¯p ≤q c¯
1, we have c¯p ↾ k0 = c¯
2 ↾ k0 and c¯
p ↾ [k0,∞) ≤ c¯
2 ↾ [k1,∞), hence
p ≤ p2 ∈ A(C), since c¯
1 ↾ [k2,∞) ≤full c¯
2[k1,∞) we have p2 ∈ A
0
y, hence p ∈ Ay
as required.
Each Ay is directed in ≤=≤A(C): Let y = (d¯, n0, n1, n2) and let p1, p2 ∈ Ay. We
can find q1, q2 ∈ A
0
y such that pℓ ≤ qℓ for ℓ = 1, 2. So c¯
q1 , c¯q2 ∈ C and we can
find c¯ ∈ C such that c¯qℓ ≤q c¯ for ℓ = 1, 2. Hence there are k1, k2, k ∈ ω such that
(kℓ, k) witnesses c¯
qℓ ≤q c¯ for ℓ = 1, 2 and k ≥ n
qℓ , kℓ ≥ n2. Since qℓ ∈ A
0
y, for
some k∗ > n1 we have
c¯qℓ ↾ [n1, kℓ) ∈ Σ(c¯
∗ ↾ [n2, k
∗)) for ℓ = 1, 2.
Without loss of generality c¯ ↾ n1 = c¯
∗ ↾ n1. Recall c¯
qℓ ↾ n1 = d¯. Now apply
the definition of forgetfulness with n2, n1, c¯
qℓ ↾ [n1, kℓ)(ℓ = 1, 2), c¯
∗, c¯ standing
for n, k, e¯ℓ(ℓ = 1, 2), c¯
1, c¯2 gives m1 and m2 and c¯
′ in the intersection. Let c¯′′ =
(d¯ˆ c¯′ˆ¯c ↾ [m2, ω)). Then (n0, c¯
′′) ∈ A0y is a common upper bound of q1, q2 ∈ A
0
y in
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≤. Since the upper bound is in Ay, we can iterate the process and find common
upper bounds in Ay for finitely many p1, . . . , pn.
2. We shall work on the following two cases
(A) {c¯n : n ∈ ω} has just two members c¯0 and c¯1.
(B) For all n, c¯n ≤q c¯
n+1.
In both cases we define a countable notion of forcing P that adds a solution.
First we show that to consider (A) and (B) is enough. We set c¯0 = c¯0 and, for
n > 0 we iteratively add d¯n ≥q c¯
n, d¯n−1. Thereafter we add d¯ω above all d¯n’s. So
we add ω+ 1 times a Cohen real and perform this iteration with finite supports,
and this is again equivalent to Cohen forcing. Again forgetfulness makes it work.
In case (A) we choose mℓ0 < m
ℓ
1 < . . . such that mdn(c
0
m0i
) = mdn(c
1
m1i
) for
i < ω and such that {mdn(c
0
m0i
) : i < ω} ∈ D. Now, by forgetfulness, the Cohen
forcing, in its disguised form ({〈d0, . . . dk−1〉 : (∀ℓ < k)dℓ ∈ Σ(c¯
0 ↾ [m0ℓ , m
0
ℓ+1)) ∩
Σ(c¯1 ↾ [m1ℓ , m
1
ℓ+1))},E) will add a generic d¯ such that supp(d¯) ∈ D and such that
d¯ ≥q c¯
0, c¯1.
In case (B) we force with Cohen forcing in the guise (
⋃
n<ω AC(d¯
n),≤A(C)). By
density arguments, the generic d¯ will fulfill d¯ ≥q d¯
n for all n. Note that we did
not enlarge the filter D.
3. We repeat part 2. 2ℵ0 times, by bookkeeping adding common upper bounds
to all countable subsets of all intermediate C1 ⊇ C appearing along the iteration
and such that only q-pre-directed families appear along the iteration.
4. Let J + = {(n, c¯) ∈ A(C) : (n, c¯) is above some member of I}. This is dense
and open, and let J ′ be a maximal set of pairwise incompatible elements of J +.
By part 1. of this claim, J ′ is countable. Hence {c¯p : p ∈ J ′} is countable. Since
C is strongly q-directed, there is a ≤q-upper bound c¯
∗ of {c¯p : p ∈ J ′}. Finally
we set
J = {p′ ∈ AC(c¯
∗) : p′ is above some member of J ′}.
Clearly J satisfies requirements (α) and (γ). As for (β), let r ∈ A(C) so r is
compatible with some p ∈ J ′. Choose r+ ∈ A(C) such that r+ ≥ r, p. Since c¯r
+
and c¯∗ are compatible in (C,≤q), there is a common upper bound d¯ ∈ C. From
the definitions of c¯p ≤∗ c¯r
+
≤q d¯ and of c¯
p ≤q c¯
∗ we get series 〈mℓi : i < ω〉,
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ℓ = 0, 1, 2, 3 such that for every i,
c¯∗ ↾ [m1i , m
1
i+1) ∈ Σ(c¯
p ↾ [m0i , m
0
i+1)) and
d¯ ↾ [m3i , m
3
i+1) ∈ Σ(c¯
∗ ↾ [m1i , m
1
i+1)) ∩ Σ(c¯
r+ ↾ [m2i , m
2
i+1)).
W.l.o.g., m20 ≥ n
r+ and m20 ≥ n
p. Then q = (m20, (c¯
r+ ↾ m20)ˆ d¯ ↾ [m
3
0, ω)). Now
q ≥ p′ = (np, c¯p ↾ npˆ¯c∗ ↾ [m10, ω)) ≥ p, and we have p
′ ∈ J . Moreover q ≥ r+ ≥ r
as required. So J is predense.
5. Part (α) follows immediately from the definition. For part (β) take into
account that the mi, i < ω, in Definition 1.1(b)(γ) are unique, and hence 〈mi :
i < ω〉 is already in the ground model where C1 exists.
Only parts (γ) and (δ) are not so short:
(γ) Suppose that p, q are incompatible in A(C1), and, in the first case, assume
that np ≤ nq. The first subcase is c¯p ↾ np 6= c¯q ↾ np or that they are equal,
but c¯q ↾ [np, nq) 6≥full c¯
p ↾ [np,∞). Then, of course, this is also a reason for
incompatibility in A(C2). The second subcase is c¯p ↾ np = c¯q ↾ np and c¯q ↾
[np, nq) ≥full c¯
p ↾ [np,∞), but for all c¯ ∈ C1, c¯p ↾ [np, ω) 6≤full c¯ ↾ [n
p, ω) or
c¯q ↾ [nq, ω) 6≤full c¯ ↾ [n
q, ω). By the premise c¯p ≤q c¯
q, there i(∗) and ni(∗) such
that c¯p ↾ [ni(∗), ω) ≤full c¯
q ↾ [i(∗), ω), and i(∗), ni(∗) ≥ n
p. By forgetfulness, there
are m1, m2 > n
q and d¯ such that mdn(c
p
m1) = mdn(c
q
m2) and
d¯ ∈ Σ(c¯p ↾ [nq, m1) ∩ Σ(c¯
q ↾ [nq, m2) 6= ∅.
Then c¯ = (c¯q ↾ nqˆd¯ˆ c¯q ↾ [m2, ω) ∈ C
1 shows that p, q are compatible in A(C1).
Contradiction. The case nq < np is similar.
(δ) Again, as in (γ), we may assume that np ≤ nq and that we are in the second
subcase. We show that if (np, c¯p) and (nq, c¯q) are compatible in A(C2), then they
are compatible in A(C1).
Since C1 is q-directed, there is some c¯ ∈ C1 such that c¯p, c¯q ≤ c¯. By c¯p ≤q c¯,
there ip(∗) and nip(∗) such that c¯
p ↾ [nip(∗), ω) ≤full c¯ ↾ [ip(∗), ω), and ip(∗), nip(∗) ≥
np. By c¯q ≤q c¯, there iq(∗) and niq(∗) such that c¯
p ↾ [niq(∗), ω) ≤full c¯ ↾ [iq(∗), ω),
and nip(∗) ≥ n
p, w.l.o.g. niq(∗) ≥ n
q.
By the premise there in some (n, d¯) ∈ A(C2) such that (n, d¯) ≥ (np, c¯p), (nq, c¯q).
So d¯ ↾ [np,∞) ≥full c¯
p ↾ [np,∞) and d¯ ↾ [nq,∞) ≥full c¯
q ↾ [nq,∞). So in
particular there is some m < ω such that d¯ ↾ [np, m) ≥full c¯
p ↾ [np, niq(∗)) and
d¯ ↾ [nq, m) ≥full c¯
q ↾ [nq, niq(∗)). Then ((d¯ ↾ m)ˆ c¯) ∈ C
1 since C1 is closed under ≡q
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in V and all finite sections of d¯ are in V. (m, (d¯ ↾ m)ˆ c¯ ↾ [iq(∗), ω)) is a stronger
in A(C1) than (np, c¯p) and (nq, c¯q).
6. For C1 ⊆ C2 being q-pre-directed, we can choose D1 ⊆ D2. In the limit
we take the union of the proper filters, which is again a proper filter, i.e., all
intersections of finitely many of its members are infinite and members of the
filter. Any finitely many elements from
⋃
α<λ C
α have an upper bound whose
support is in the filter.
For the Cα’s being q-directed and increasing, it is clear that their union is q-
directed. 
Definition 1.15. Let q be a forgetful pcrf.
1. Let C be q-directed, d¯ ∈ C and J ⊆ AC(d¯) be a maximal antichain of A(C).
By induction on the ordinal α we define when rkq(n,m, c¯, d¯,J , C) = α for
c¯ ∈ QC(d¯) and n ≤ m < ω.
Case: α = 0. rkq(n,m, c¯, d¯,J , C) = 0 iff (n, c¯) ∈ A(C) is above some
member of J .
Case: α > 0. rkq(n,m, c¯, d¯,J , C) = α iff
(a) for no β < α we have rkq(n,m, c¯, d¯,J , C) = β,
(b) for all p′ = (m′, d¯′) ∈ J , β < α, exists c¯′ such that
(α) c¯′ ∈ QC(d¯) (hence c¯
′ ≤q d¯
′ and vice versa and same with c¯,
d¯, because all of them are ≡q d¯),
(β) c¯ ↾ m = c¯′ ↾ m,
(γ) (n, c¯′) and (m′, d¯′) are incompatible in AC(d¯), equivalently
(—by (b)(α) and Claim 1.14(5) (δ)—) in A(C),
(δ) β ≤ rkq(n,m+ 1, c¯
′, d¯,J , C).
2. rkq(d¯,J , C) =
⋃
{rkq(n,m, c¯, d¯,J , C) + 1 : c¯ ∈ QC(d¯), n ≤ m < ω}.
3. We say C is q-nice if for all d¯ ∈ K, J ⊆ AC(d¯) that are predense in A(C),
rkq(d¯,J , C) < ω1. Remark: Since A(C) is σ-centred and since countable
sets have ≤q upper bounds, there are such d¯’s and J ’s.
∀J rkq(d¯,J , C) < ω1 is absolute: (∀J ⊆ AC(d¯))(∃α < ω1)(rkq(d¯,J , C) =
α) is Π12 and hence Shoenfield’s absoluteness theorem applies. Also quan-
tification over all d¯ is possible. But if C is expanded, the rank can become
infinite.
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4. We say J ⊆ AC(d¯) is an explicitly predense set (or maximal antichain in
A(C)) if its members are pairwise incompatible and if rkq(d¯,J , C) < ω1.
Now, with the help of the rank function, we establish criteria for J to stay
predense in A(C) in any extension of the universe and under any extension of C.
As usual, we write VP for V[G] with an arbitrary P-generic G over V.
Claim 1.16. Assume
(a) C is a q-directed family.
(b) d¯ ∈ C, and J ⊆ AC(d¯) is predense in A(C).
Then the following six conditions are equivalent:
(α) In VCohen there is some d¯′ such that d¯ ≤q d¯
′ ∈ Qq
VCohen , C ∪ {d¯′} is
a q-pre-directed family, and for some n < ω, (n, d¯′) is incompatible in
Q(C ∪ {d¯′}) with every member of J .
(β) Like (α) for some atomless forcing notion P.
(β ′) For some atomless forcing notion P, in VP there are some d¯′ and some n
and some q-directed C′ such that QC(d¯) ⊆ C
′, such that d¯ ≤q d¯
′ ∈ C′, and
in A(C′) the condition (n, d¯′) is incompatible with every member of J .
(γ) For some atomless forcing notion P, in VP there is a strongly directed
C′ ⊇ C, such that in A(C′), the set J is not a maximal antichain.
(δ) rkq(d¯,J , C) =∞.
(ε) rkq(d¯,J , C) ≥ ω1.
Proof. The proof is via a circle (ε) ⇒ (α) ⇒ (β) ⇒ (β ′) ⇒ (γ) ⇒ (δ) ⇒ (ε).
(ε) ⇒ (α). rkq(d¯,J , C) ≥ ω1. We choose d¯
′′ ↾ m by induction on m. Let
J = {p′k : k ∈ ω} be an enumeration of J . We take n,m, c¯ such that
rkq(n,m, c¯, d¯,J , C) ≥ ω1. Since ω × ω × QC(d¯) is countable and since ω1 is
regular, there is such a triple. Let P be the forcing adding a Cohen real. Suppose
that m0, c¯
0, p′k are given and that ω1 = rkq(n,m0, c¯
0, d¯,J , C). Let Dp′
k
,m0 ,¯c0 be the
set of c¯1 such that
(1) c¯1 ∈ QC(d¯),
(2) c¯1 ↾ m0 = c¯
0 ↾ m0,
(3) (n, c¯1) and p′k are incompatible in AC(d¯) and the incompatibility is wit-
nessed below m0+ ℓ for some ℓ and (— so, despite forgetfulness, there are
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also many elements outside Σ(c¯1 ↾ [k,m)) that are in AC(d¯) and incom-
patible with p′k—)
(4) ∀β < ω1, β ≤ rkq(n,m0 + ℓ, c¯
1, d¯,J , C).
Reading definition 1.15(b) ℓ times shows that Dp′
k
,m0 ,¯c0 is is dense in the Cohen
forcing. So, if G is AC(d¯)-generic over V and d¯
′ =
⋃
{c¯ ↾ n : (n, c¯) ∈ G}, then
(n, d¯′) is incompatible in A(C ∪ {d¯′}) with every member of J .
(β)⇒ (β ′): by Claim 1.14 Part 5 (γ): Incompatibility of d¯′ with every member
of J is the same in A(C∪{d¯′}) and in A(C′), because every member of J is ≤q d¯
′.
(β ′) ⇒ (γ): We take a model from (β ′) and extend C′ from that model to
a strongly directed C′′. This is possible because ≤q increasing countable chains
have an upper bound in Q. Since C′ is directed and all intermediate extensions
can chosen to be directed, it is sufficient to add limits to chains instead of upper
bounds to countable subsets.
(γ) ⇒ (δ) rkq(n,m, d¯
′ ↾ m, d¯,J , C) is witness to a descending chain in the
ranks. Since K ⊆ H(ℵ0) also for all new d¯
′’s, every d¯′ ↾ m ∈ V. 
Conclusion 1.17. 1. If P is the forcing for adding 2ℵ0 Cohen reals, then for any
q-directed C1 ∈ V, in VP we can extend C1 to a q-nice C2.
2. Assume P1 ⋖ P2 and P1 “C
1
˜
is q-nice” and P2 “C
2
˜
is q-directed and
extends C1
˜
”. Then P1 ∗ A(C
1
˜
)⋖ P2 ∗ A(C
2
˜
).
3. If P2/P1 contains as a complete subforcing the forcing for adding 2
ℵ0 Cohen
reals, then there is C3
˜
such that P2 “C
3 is q-nice and extends C1
˜
”, and P1 ∗
A(C1
˜
)⋖ P2 ∗ A(C
3
˜
).
Proof. 1. Let 〈(d¯α,Jα) : α < 2
ℵ0〉 be an enumeration such that for all β < 2ℵ0 ,
〈(d¯α,Jα) : α ≥ β〉 enumerates among others all of
⋃
{KV[¯e] × P(AC)∪range e¯(d¯) :
e¯ ∈ V [Cohenβ] ∩ (ω
ω)ω, d¯ ∈ C ∪ range e¯}. Then for step α < 2ℵ0 of an iterative
construction take (d¯α,Jα) check whether (α) of claim 1.16 is true for (d¯α,Jα, Cα),
and if so, then add by Cohen forcing d¯′ as there, and define Cα+1 = Cα ∪ {d¯
′}.
2. Similar to [10, Claim 4.7] or to [11, Section 5, Claim 5.6]. For completeness,
we give the proof: Since we may think of P2 as P2/P1, we can replace P1 by the
trivial forcing. Then C1 is in the ground model. Let G be a P2-generic filter and
let C2 = C
˜
2[G]. If p, q ∈ A(C1) and p ≤ q, then they are also in A(C2) in this
order. The same holds for incompatibility by Claim 1.14(5). Now we need to
show that maximal antichains in A(C1) stay maximal in A(C2): For this take a
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maximal antichain J . It is countable and a subset of AC1(d¯) for some suitable
d¯ ∈ V. Now we have by C1 being nice that rk(d¯,J , C1) < ω1. This is absolute
and holds in V [G] as well. So no member of A(C2) can be orthogonal to a member
of J .
3. This is just the combination of the first two parts. 
Definition 1.18. Assume that C is q-directed. Let G
˜
A(C) be a name for the
A(C)-generic filter G. c¯
˜
A(C) is the A(C)-name⋃
{c¯ ↾ n : (n, c¯) ∈ G
˜
A(C)}.
Claim 1.19. Assume that C is q-directed.
1. A(C) “c¯
˜
∈ Q is a ≤q -upper bound of C”.
2. If C is a q-nice family, then c¯
˜
is a generic real for A(C), that is, for G ⊆ A(C)
generic over V, letting c¯∗ = c¯
˜
[G], we have
(1.6) G = {p ∈ Q(C) : c¯p ↾ np = c¯∗ ↾ np and c¯p ↾ [np,∞) ≤full c¯
∗ ↾ [np, ω)}.
Proof. 1. For all d¯ ∈ C, the set {(np, c¯p) ∈ A(C) : c¯p ≥q d¯} is open and dense
in A(C), because C is q-directed, and because c¯p ≥q d¯ and (n
q, c¯q) ≥ (np, c¯p)
together implies c¯q ≥q d¯.
2. First we show that G is a subset of the right hand side. Let p ∈ G. Then
c¯p ↾ np ⊳ c¯∗. Also for every m ≥ np there is some q ∈ G such that nq ≥ m and
q 6⊥ p hence ∃m′ ≥ m c¯p ↾ [np, m′) ≤full c¯
q ↾ [np, nq) = c¯∗ ↾ [np, nq). Hence
c¯p ↾ [np, ω) ≤full c¯
∗ ↾ [np, ω).
Now for the other direction. Any two elements of the right hand side have c¯∗
as a common stronger element. Hence the right hand side is directed and hence
G cannot be a proper subset of it. 
Claim 1.20. Assume
(a) q is a pcrf,
(b) P0 ⋖ P2,
(c) for ℓ = 0, 2 we have that C
˜
ℓ is a Pℓ-name of a q-nice family,
(d) for ℓ = 0, 2 let Pℓ+1 = Pℓ ∗A(C
˜
ℓ), and let c¯
˜
ℓ be a Pℓ+1-name of the generic
for A(C
˜
ℓ),
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(e) P2 “C
˜
0 ⊆ C
˜
2”.
Then
(α) P2  c¯
˜
2 is a generic for A(C
˜
0).
(β) P1 ⋖ P3.
Proof. See 1.17 (2). P0 ∗ A(C
0
˜
)⋖ P2 ∗ A(C
0
˜
)⋖ P2 ∗ A(C
2
˜
). 
2. Forcing bigness notions
See “Vive la diffe´rence III” [12] for a connection to model theory.
Definition 2.1. 1. A forcing bigness notion is a class Γ, partially ordered by
≤Γ, such that for all (P0,P
+
0 , η
˜
) ∈ Γ we have
(a) P0 ⋖ P
+
0 are forcing notions,
(b) η
˜
is a P+0 -name of a sequence of ordinals (usually ∈
ωω),
(c) if P ⋖ P0 and P
+
0 ⋖ P
+, then (P,P+, η
˜
) ∈ Γ.
If (P0,P
+
0 , η
˜
) ∈ Γ, we may say that (P0,P
+
0 , η
˜
) is Γ-big.
2. ≤Γ is a quasi order and ⋖Γ ⊇≤Γ where ⋖Γ is the following (quasi) partial
order: (P1,P
+
1 , η
˜
1) ⋖Γ (P2,P
+
2 , η
˜
2) means that both triples are in Γ, and P1 ⋖ P2
and P+1 ⋖P
+
2 and η
˜
1 = η
˜
2 and such that the following diagramme is exact, which
means, that for any p+1 ∈ P
+
1 , p2 ∈ P2,
(2.1) sup
P1
{p1 ∈ P1 : p1 ⊥P+1 p
+
1 } = sup
P2
{p2 ∈ P2 : p2 ⊥P+2 p
+
1 }.
P+1
⋖
// P+2
P1
⋖
//
⋖
OO
P2
⋖
OO
3. We say Γ is a c.c.c. forcing bigness notion, if in addition to the above
mentioned properties the first and second components of all triples in Γ are c.c.c
forcing notions and if
(d) 〈(Pi,P
+
i , η
˜
) : i < δ〉 ∈ Γ is continuously increasing in ≤Γ, then (
⋃
{Pi :
i < δ},
⋃
{P+i : i < δ}, η
˜
) ∈ Γ and is ≤Γ-above all (Pi,P
+
i , η
˜
).
4. For a c.c.c. forcing bigness notion Γ we say that Γ has amalgamation iff:
If (P1,P
+
1 , η
˜
) ∈ Γ and P1 ⋖ P2 and P2/P1 satisfies the Knaster property, then we
can find P+2 [satisfying the c.c.c.] and f such that
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(α) P+1 ⋖ P
+
2 ,
(β) f is a complete embedding of P2 into P
+
2 over P1,
(γ) (f(P2),P
+
2 , η
˜
) ∈ Γ,
(δ) (P1,P
+
1 , η
˜
) ≤Γ (f(P2),P
+
2 , η
˜
).
5. For a c.c.c. forcing bigness notion Γ we say that Γ has free amalgamation
iff: If (P1,P
+
1 , η
˜
) ∈ Γ and P1 ⋖P2 and P2/P1 satisfies the Knaster property, then
we can choose in 4. P+2 = P
+
1 ×P1 P2 [satisfying the c.c.c.] such that
(α) P+1 ⋖ P
+
2 ,
(β) id is a complete embedding of P2 into P
+
2 over P1,
(γ) (P2,P
+
2 , η
˜
) ∈ Γ.
For a definition of P+1 ×P1 P2 see [8].
6. We say Γ has the (< λ)-LS (Lo¨wenheim Skolem) property when the following
holds: If (P,P+, η
˜
) ∈ Γ and Y ⊆ P+, |Y | < λ (or alternatively, for stationarily
many Y ∈ [P+]<λ) we have: There is (P1,P
+
1 , η
˜
) such that,
(α) (P1,P
+
1 , η
˜
) ∈ Γ,
(β) |P+1 | < λ,
(γ) P ∩ Y ⊆ P1 ⋖ P and
(δ) Y ⊆ P+1 ⋖ P
+.
7. Γ is a Knaster forcing bigness notion iff it is a c.c.c. forcing bigness notion
and in addition, if (P,P+, η
˜
) ∈ Γ then P and P+ satisfy the Knaster condition.
Observation 2.2. ⋖Γ is a partial order.
Definition 2.3. (1) We define the following Γ:
(a) Γnew = {(P,P
+, η
˜
) : P ⋖ P+ are c.c.c. forcing notions and such
that P+ η
˜
∈ (ωω)V[GP+ ] \V[GP]}.
(b) ΓCohen = {(P,P
+, η
˜
) ∈ Γnew : η
˜
is forced by P+ to be a Cohen real
over VP}.
(c) Γud = {(P,P
+, η
˜
) ∈ Γnew : η
˜
is forced by P+ not to be dominated
by any ν ∈ V[GP]}. η is dominted by ν, abbreviated η ≤∗ ν, if
(∃n)(∀k ≥ n)(η(k) ≤ ν(k))
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(d) Γtow = {(P,P
+, η
˜
) ∈ Γnew : P⋖P
+ and η
˜
∈ (ω2)V[GP+ ] are such that
η−1{1} is infinite and is forced by P+ not to contain any infinite
subset of ω which belongs to VP}
(2) We define when a name η
˜
is Γ-big.
(a) We say η
˜
is Γnew-big over ν ∈ V[P] if P+ η
˜
6∈ V[ν].
(b) We say η
˜
is ΓCohen-big over ν ∈ V[P] if P+ η
˜
Cohen-generic over
V[ν].
(c) We say η
˜
is Γud-big over ν ∈ V[P] if P+ η
˜
6≤∗ ν.
(d) We say η
˜
is Γtow-big over ν ∈ V[P] if P+ η
˜
−1[{1}] does not contain
an infinite subset from V[ν].
Definition 2.4. (1) For any pseudo creature forcing q we write
Γq = {(P,P
+, η
˜
) ∈ Γnew : η
˜
∈ QV[P
+]∧
P+ “ for no c¯ ∈ Q
V[P] we have η
˜
≤q c¯”}.
(2.2)
We can allow q to be a P-name.
(2) We say η
˜
is Γq-big over ν ∈ V[P] if for no c¯ ∈ V[ν] P+ η
˜
≤q c¯.
Claim 2.5. The Γ’s from Definitions 2.3 and 2.4 together with the partial or-
dering ⋖Γ are c.c.c. forcing bigness notions with amalgamation. Moreover, if
(∀µ < λ)(µℵ0 < λ) then they have the (< λ)-LS.
Proof. (a) We need to check all the items in Definition 2.1 parts 1. and 3. and 4.
1.(a),(b),(c) follow directly from the definition of Γnew.
Now for part 3: we first need to show that the union of c.c.c. forcings Pi, i < δ,
is again c.c.c. Since the chain is ⋖ increasing, we can fix complete projections
for i < j < δ prj,i : Pj → Pi (see [1] for the characterization of ⋖ via complete
projections) that form a commutative system. Let {pα : α < ω1} ⊆
⋃
{Pi : i <
δ}. We show that this is not an antichain. Suppose that pα ∈ Pi(α) and such
that for α < β, i(α) ≤ i(β). Since P0 has the c.c.c, there are α < β such that
pri(α),0(pα)||0 pri(β),0(pβ). But then pα||β pβ and hence pα||δ pβ.
Next we have to show that Pi ⋖
⋃
{Pi : i < δ}. This is again easy chasing
arrows.
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Now we need to show that
⋃
{Pi : i < δ}⋖
⋃
{P+i : i < δ} and that
(2.3) P+1
⋖
// P+2
⋖
// . . . ⋖ //
⋃
{P+i : i < δ}
P1
⋖
//
⋖
OO
P2
⋖
OO
⋖
// . . . ⋖ //
⋃
{Pi : i < δ}
⋖
OO
together with its complete embeddings and their inverse projections prj,i : Pj →
Pi, prj+,i+ : P
+
j → P
+
i , pri+,i : P
+
i → Pi i exact in all rectangles.
Let {pα : α < ω1} ⊆
⋃
{Pi : i < δ} be a maximal antichain. We show that it
is also a maximal antichain in
⋃
{P+i : i < δ}. Suppose p ∈ P
+
i is incompatible
with all the pα’s. But then fi+,i(p) is incompatible in
⋃
{Pi : i < δ} with the
alledged maximal antichain.
Now we have to show that also the rectangles with limits in the right hand
corners are exact: Let P =
⋃
α<δ Pα and P
+ =
⋃
α<δ P
+
α and let i < δ, p
+
i ∈ P
+
i .
Then
sup
Pi
{pi ∈ P1 : pi ⊥P+i p
+
i }
= sup
Pα
{pα ∈ Pα : pα ⊥P+α p
+
1 }
= sup
Pδ
{pδ ∈ Pδ : pδ ⊥P+
δ
p+1 },
because the rectangle from i to α is exact and because P+δ is the direct limit of
the Pα’s. But are the limit triples (
⋃
α<δ Pα,
⋃
α<δ P
+
α , η
˜
) in Γ? Say we formulate
it for Γnew and the proof of this item of Definition 2.1 can be used also for ΓCohen,
Γud, Γtow, Γq (from Claim 2.5).
The essential part is to show (for (a) for Γnew) that
⋃{P+i : i<δ} η˜ 6∈ V
⋃
{Pi : i<δ}.
For this we use “Tools for your forcing construction” [6] p. 358, the part for the
c.c.c. forcings and the finite support iteration (taking unions of increasing notions
of forcings is the same as finite support iteration). Again we can use common
properties of Γnew, ΓCohen, Γud, Γtow, Γq.
We write
⋃
{P+i : i < δ} = P
+
δ .
⋃
{Pi : i < δ} = Pδ.
Note that all the time, for all our five Γ’s, for the limit property, we use the
same fact:
P+ “η
˜
is in Γ-relation with all the reals of V P”
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is of the form
P+ (∀ν ∈ ω
ω ∩ V P)¬η
˜
Rν,
where R = RΓ is an Fσ relation. There is a preservation theorem for this situation,
a modification of Theorem 8.4 of [6].
Hypothesis 2.6. We assume that R =⊏=
⋃
{⊏n : n < ω} and for all n and
η ∈ R the set {g ∈ VP : η ⊏n g} is closed.
This is true for R = RΓ being the equality for item (a), being ≤
∗=
⋃
{{(f, g) :
f ↾ [n,∞) ≤ g ↾ [n,∞)} : n < ω} for item (b), being ⊏Cohen (see [2, Chapter 7])
for item (c) and ≤tow=
⋃
≤tow,n with η ≤tow,n g iff η
−1{1}∩ g−1{1}∩ [n,∞) = ∅.
Theorem 2.7. (Modification of Theorem 8.4 of [6]). Let 〈P+α : α < δ〉 be
a ⋖ increasing continuous sequence of c.c.c. forcings and let Pδ be their direct
limit. Let 〈Pα, : α < δ〉 be a sequence such that all the rectangles from the
diagramme (2.3) are exact. Let η
˜
be a P+0 -name such that
∀α < δ 
P
+
α
∀g ∈ VPα(η
˜
6⊏ g).
Then

P
+
δ
∀g ∈ VPδ(η
˜
6⊏ g).
Proof. Let 〈δi : i < cf(δ)〉 be sequence of ordinals converging to δ. We assume
that cf(δ) = ω, because otherwise there is nothing to show because by the c.c.c.
each real will appear for the first time at a stage with cofinality less of equal ω.
Assume the conclusion is false, so there is a condition p0 ∈ P
+
δ and a Pδ-name
g
˜
such that p0 P+
δ
η
˜
⊏ g
˜
. We find a condition p1 ≤ p0 and an integer n such
that p1  η
˜
⊏n g
˜
. Since p1 has finite support there is some i < cf(δ) such that
p1 ∈ P
+
δi
.
Let G be P+δ -generic over V, and let Gδi be G ∩ Pδi . Clearly in V[Gδi] with
p1 ∈ Gδi we have that
(2.4) δi,δ η
˜
⊏n g
˜
.
On the other hand η
˜
[Gδi ] 6⊏n x for all x ∈ V [Gδi]. Let tree(g
˜
[Gδi ]) be the tree
of possible evaluations of g
˜
[Gδi ], all possible evaluations, not only generic ones.
Take x ∈ (tree(g
˜
[Gδi]))
V[Gδi ].
We consider the set {h : η
˜
6⊏n h} ⊆ V[Gδ]. This is an open set containing x.
So there is some k < ω such that
Pδi,δ ∀h (h ↾ k = g
˜
[Gδi ] ↾ k → η
˜
[Gδi] 6⊏n h).
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Let q ∈ Pδ/Gδi be a condition forcing g
˜
↾ k = x ↾ k. Then also q forces in Pδi,δ
that η
˜
6⊏n g
˜
in contradiction to (2.4). limit part of 2.5
Now for the amalgamation: Let (P1,P
+
1 , η
˜
) ∈ Γ, let P1 ⋖ P2, and let P2/P1
have the Knaster property. Then choose f : P2 → P
′
2 such that f ↾ P1 = id
and P′2 ∩ P
+
1 = P1. Since P2/P1 has the Knaster property P
+
2 = P
+
1 ×P1 P2 =
P1 ∗ (P
+
1 /P1 × P2/P1) has the c.c.c.
Then P+1 ⋖ P
+
2 . and id : P2 → P
+
2 is a complete embedding over P1.
Theorem 2.8. Let (P1,P
+
1 , η
˜
) ∈ Γ, RΓ =⊏, let P1 ⋖ P2, and let P2/P1 have the
Knaster property. Let η
˜
be a P+1 -name such that

P
+
1
∀g ∈ VP1(η
˜
6⊏ g).
Then for P+2 = P
+
1 ×P1 P2 we have that

P
+
2
∀g ∈ VP2(η
˜
6⊏ g).
Proof. Let (P1,P
+
1 , η
˜
) ∈ Γ, let P1 ⋖P2, and let P2/P1 have the Knaster property.
Then choose an isomorphism f : P2 → P
′
2 such that f ↾ P1 = id and P
′
2∩P
+
1 = P1.
Since P2/P1 has the Knaster property P
+
2 = P
+
1 ×P1 P
′
2 has the c.c.c.
Then P+1 ⋖ P
+
2 and f : P2 → P
+
2 is a complete embedding over P1. Then P+2
(∀g ∈ VP2
∧
n<ω η 6⊏n g) since otherwise there would be some n < ω and g ∈ V
P2
and p+2 such that p
+
2 P+2
η ⊏n g. Let G
+
2 be P
+
2 -generic over V and let p
+
2 ∈ G
+
2
and G2 = G
+
2 ∩P2. Then T = {s ∈ ω
<ω : (∃g ∈ V P2)(s ⊆ g ∧ η[G+2 ] ⊏n g)} is an
ill-founded tree in V [G+2 ]. But since ⊏n is absolute and since η[G
+
2 ] = η[G
+
2 ∩P
+
1 ]
we have that the T is ill-founded is V [G+2 ∩P
+
1 ] as well and G
+
2 ∩P
+
1 is P
+
1 -generic
over V, and this is a contradiction. amalgamation part of 2.5
Now for the LS property: Since it has the c.c.c., η
˜
is determined by countably
many countable antichains.
|Y | = µ < λ, and hence by closing P∩Y under the suprema in P of all subsets
of P, we get P1⋖P such that P∩ Y ⊆ P1. We can require that |P1| < λ, because
every supremum is determined by countably many elements and hence there are
less or equal than µℵ0 < λ many tasks. We do the same for Y in P+ and for P1
and thus find P+1 . Then we automatically have P1 ⋖ P
+
1 and P×P1 P
+
1 ⋖ P
+, and
thus get the diagramme
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P
⋖
// P+
P1
⋖
OO
⋖
// P+1
⋖
OO
P ∩ Y
⊆
//
⊆
OO
Y
⊆
OO
whose upper square is exact. This was the proof for Γnew and all other Γ’s,
because it did not use any specific property but Hypothesis 2.6 2.5
Definition 2.9. Let q be a forgetful pcrf, and let Γ be a forcing bigness no-
tion.
1. We say “q is orthogonal to Γ” and write q ⊥ Γ, if the following holds:
If
(a) (P1,P
+
1 , η
˜
) ∈ Γ and
(b) P1 ⋖ P2 and P2/P1 is CohenA for some set A and P2 ∩ P
+
1 = P1,
(c) C2
˜
is a P2-name and P2 forces that it is q-nice,
then we can find (P+2 , f, C
+
2
˜
) such that
(α) P+1 ⋖ P
+
2 ,
(β) f is a complete embedding of P2 into P
+
2 over P1,
(γ) 
P
+
2
“f(C
˜
2) ⊆ C2
˜
+ ∧ C2
˜
+ is q-nice”,
(δ) (P1,P
+
1 , η
˜
) ≤Γ (f(P2),P
+
2 , η
˜
) ≤Γ (f(P2) ∗A(f(C2
˜
)),P+2 ∗A(C2
˜
+), η
˜
).
We say that q ⊥ Γ with a simple witness, if in the conclusion we can
choose P+2 = (P
+
1 ×P1 P2)× Cohenλ, λ = (|P
+
1 |+ |P2|)
ℵ0, f = id.
2. We say that (P,P+, η
˜
, C
˜
, C+
˜
) is a (q,Γ)-tuple if
(a) (P,P+, η
˜
) ∈ Γ,
(b) C
˜
is a P-name and P forces that it is q-nice,
(c) C+
˜
is a P+-name and P+ forces that it is q-nice,
(d) C
˜
= C+
˜
∩QV[P]
(e) (P,P+, η
˜
) ≤Γ (P ∗ A(C
˜
),P+ ∗ A(C
˜
+), η
˜
).
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3. We say “q is strongly orthogonal to Γ” and write q ⊥st Γ, if: If
(a) Γ is a forcing bigness notion,
(b) q is a forgetful pcrf,
(c) (P1,P
+
1 , η
˜
, C1
˜
, C+1
˜
) is a (q,Γ)-tuple and if P1⋖P2 and P2/P1 satisfies
the Knaster condition and P2 C2
˜
is a q-nice family extending C1
˜
,
then we can find (P+2 , f, C
+
2
˜
) such that
(α) P+1 ⋖ P
+
2 ,
(β) f is a complete embedding of P2 into P
+
2 over P1,
(γ) 
P
+
2
“f(C
˜
2) ⊆ C
+
2
˜
”,
(δ) (P2,P
+
2 , η
˜
, f(C2
˜
), C2
˜
+) is a (q,Γ)-tuple,
(ε) (P1 ∗ A(C
˜
1),P
+
1 ∗ A(C
˜
+
1 ), η
˜
) ≤Γ (P2 ∗A(f(C
˜
2)),P
+
2 ∗ A(C
˜
+
2 ), η
˜
).
4. The order ≤ on the family of (q,Γ)-tuples is defined by
(P1,P
+
1 , η
˜
, C1
˜
, C+1
˜
) ≤ (P2,P
+
2 , η
˜
, C2
˜
, C+2
˜
)
if both are (q,Γ)-tuples and
(α) P1 ⋖ P2,
(β) P+1 ⋖ P
+
2 ,
(γ) η1
˜
= η2
˜
,
(δ) P2 “C
˜
1 ⊆ C2
˜
”,
(ε) 
P
+
2
“C+1
˜
⊆ C+2
˜
”.
(ζ) (P1 ∗ A(C
˜
1),P
+
1 ∗ A(C
˜
+
1 ), η
˜
) ≤Γ (P2 ∗A(f(C
˜
2)),P
+
2 ∗ A(C
˜
+
2 ), η
˜
).
Claim 2.10. Assume that Γ is a c.c.c. forcing bigness notion with amalgamation.
A sufficient condition for q ⊥ Γ is the following:
⊠ If
(a) (P,P+, η
˜
) ∈ Γ,
(b) P “c¯
˜
∈ Q” or just for some (P0, C
˜
) we have that P ⋖ P0 and P0 “C
˜
is
q-nice” and P0 “c¯
˜
is generic for (Q(C
˜
))V[GP]”,
then we can find C+
˜
and a P+-name of a q-nice family to which c¯ belongs such that
if J is a P-name of a subset of AC(c¯) which is explicitly predense then P+ “J
is a predense subset of A(C+)” and (P ∗ A(C
˜
),P+ ∗ A(C
˜
+), η
˜
) ∈ Γ.
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Proof. Suppose P1, P
+
1 , η
˜
, P2 and C2
˜
are given as in the premises (a), (b) and (c)
of Definition 2.9 Part 1. We have to find (P+2 , f, C
+
2
˜
) as there.
Since Γ has the amalgamation property, there is (P1,P
+
1 , η
˜
) ≤Γ (f(P2),P
+
2 , η
˜
).
Now we read the condition given in Claim 2.10 for (f(P2),P
+
2 , η
˜
) and C2
˜
and find
C+2
˜
such that (P1,P
+
1 , η
˜
) ≤Γ (f(P2),P
+
2 , η
˜
) ≤Γ (f(P2)∗A(f(C2
˜
)),P+2 ∗A(C
+
2
˜
), η
˜
). 
3. Long low c.c.c. iteration and q ⊥ Γ
Hypothesis 3.1. λ = cf(λ) satifies
(∀α < λ)(|α|ℵ0 < λ),
and ζ(∗) is a limit of uncountable cofinality.
Definition 3.2. Let Γ¯ = 〈Γζ : ζ < ζ(∗)〉 be sequence of c.c.c. forcing bigness
notions.
(0) Γ¯ is nice if each Γζ is, i.e. Γζ is a c.c.c. forcing bigness notion, has
amalgamation and the (< λ)-L.S. Γ¯ has free amalgamation if each Γζ has.
(1) K = Kλ,ζ(∗)(Γ¯) is the family of q = 〈Pζ, η
˜
ζ : ζ < ζ(∗)〉 = 〈P
q
ζ , η
˜
q
ζ : ζ <
ζ(∗)〉 such that
(a) Pζ is a c.c.c. forcing notion of cardinality < λ for ζ ≤ ζ(∗).
(b) 〈Pζ : ζ < ζ(∗)〉 is ⋖-increasing, and if ξ < ζ(∗) is a limit ordinal,
then P<ξ =
⋃
{Pζ : ζ < ξ}⋖ Pξ, if ℵ0 < cf(ξ).
(c) η
˜
ζ is a Pζ+1 name such that (Pζ ,Pζ+1, η
˜
ζ) is Γζ-big.
We stipulate Pqζ(∗) =
⋃
{Pqζ : ζ < ζ(∗)} and we may write Pζ[q] instead
of Pqζ.
(1a) We say q is λ-standard if q ∈ H(λ) and we write K∗ = K∗λ,ζ(∗)(Γ¯) :=
Kλ,ζ(∗)(Γ¯) ∩H(λ) when Γ¯, λ, ζ(∗) are clear from the context.
(2) We define three binary relations ≤, ≤pr and ≤ap on K
∗:
(a) p ≤pr q iff ζ < ζ(∗) implies η
˜
p
ζ = η
˜
q
ζ and P
p
ζ ⋖ P
q
ζ,
(b) p ≤ q iff there is some ξ < ζ(∗) such that ζ ∈ [ξ, ζ(∗)) the relations
η
˜
p
ζ = η
˜
q
ζ and P
p
ζ ⋖ P
q
ζ hold,
(c) p ≤ap q iff p ≤ q and (∀
∗ζ < ζ(∗))(η
˜
p
ζ = η
˜
q
ζ ∧ P
p
ζ = P
q
ζ),
(d) p ≡ q iff p ≤ap q ≤ap p.
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(3) If 〈qα : α < δ〉 is ≤pr-increasing, let qδ =
⋃
α<δ qα be defined as 〈
⋃
α<δ P
qα
ζ , η
˜
ζ :
ζ < ζ(∗)〉.
(4) K∗ as a forcing notion is (K∗,≤) and the generic is P
˜
=
⋃
{Pqζ(∗) : q ∈
G
˜
K∗}.
(5) If for all ζ < ζ(∗), Γζ = Γ, then we may write Γ instead of Γ¯.
(6) We say 〈qα : α < α
∗〉 is ≤pr-continuous if
(a) α < β < α∗ ⇒ qα ≤pr qβ.
(b) If β < α∗ is a limit ordinal then qβ =
⋃
α<β qα, i.e., P
qβ
ζ =
⋃
{Pqαζ :
α < β} for every ζ < ζ(∗).
(7) We replace continuous by “weakly continuous” if in clause (b) above only⋃
{Pqαζ : α < β}⋖ P
qβ
ζ is demanded.
✲
λp q
✲
✲
✲
✲
✲
ζ(∗)✻ ✻ ✻ ✻〈P
q
ζ, η
˜
q
ζ : ζ < ζ(∗)〉
Γζ
(Pζ,Pζ+1, η
˜
) ∈ Γζ
Figure 1: A sketch of Kλ,ζ(∗)(Γ¯)
Claim 3.3. (1) ≤ and ≤pr are partial orders on K
∗.
(2) ≡ is an equivalence relation on K∗ and the forcing (K∗,≤) is equivalent
to (K∗/ ≡,≤).
(3) If Γ is nice and if δ < λ is a limit ordinal and 〈qα : α < δ〉 is ≤pr-
increasing and continuous as a sequence of members in K∗ and qδ =⋃
α<δ qα then qδ ∈ K
∗ and 〈qα : α ≤ δ〉 is ≤pr-increasing and continuous.
Instead of continuous we can demand weakly continuous.
(4) p ≡ q⇒ p ≤ q and p ≤pr q⇒ p ≤ q.
(5) As each Γζ has the (< λ)-L.S., clearly K
∗
λ,ζ(∗) 6= ∅.
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(6) If each Γζ , ζ < ζ(∗), has free amalgamation and q ∈ K
∗
λ,ζ(∗) and ξ < ζ(∗)
and Pqξ ⋖ P ∈ H(λ) and P is c.c.c. and Pqζ(∗) “P/(G˜
∩ Pqξ) satisfies the
c.c.c.”. then we can find some (q+, f) such that
(a) q ≤pr q
+ ∈ K∗,
(b) ζ < ξ ⇒ Pq
+
ζ = P
q
ζ
(c) f is a ⋖-complete embedding of P into Pq
+
ξ over P
q
ξ:
P
q
ξ+1
⋖
// P
q+
ξ+1
P
q
ξ
⋖
OO
⋖
// P
⋖,f
// P
q+
ξ
⋖
OO
Proof. This follows almost immediately from the definitions. 
Claim 3.4. (1) If p ≤ q then for some q′ ≡ q we have p ≤pr q
′.
(2) If G
˜
K∗ ⊆ K
∗
λ,ζ(∗) is generic over V, then P˜
=
⋃
{Ppζ(∗) : p ∈ G˜
K∗} is a
c.c.c. forcing notion of cardinality ≤ λ and q  Pqζ(∗) ⋖ P˜
, but it locally
looks like Pqζ(∗).
(3) If Γ¯ is nice and if p ∈ K∗ and if ξ < ζ(∗) and if we define q by
P
q
ζ =
{
P
p
ζ if ζ < ξ,
P
p
ζ ∗ (
ω>ω, ⊳) if ζ ∈ [ξ, ζ(∗)),
then p ≤pr q ∈ K
∗.
Claim 3.5. Let GK∗ ⊆ K
∗ be generic over V and let P = P
˜
[GK∗ ]. Then in
V[GK]:
(a) P is a c.c.c. forcing notion of cardinality λ adding λ reals.
(b) If ν
˜
is a P-name for a real and q∗ = 〈P∗ζ, η
˜
ζ : ζ < ζ(∗)〉 ∈ GK∗ , then for
every sufficiently large ζ < ζ(∗) for some Pζ ⋖ P
+
ζ ⋖ P we have
(α) ν
˜
is a Pζ-name,
(β) (Pζ ,P
+
ζ , η
˜
ζ) ∈ Γζ .
(b’) So, if ζ < ζ(∗) ⇒ Γζ = Γud and q
∗ is as above, then q∗ P “{η
˜
ζ : ζ <
ζ(∗)} is unbounded” (hence b ≤ ζ(∗)).
(c) Similar for other relations on ω2.
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Proof. Item (b): Since P
˜
has the c.c.c., for m < ω, let {pm,n : n < ω} ⊆ P be
a maximal antichain forcing the value of ν
˜
↾ m. K∗ is λ-complete and λ > ℵ1,
hence there is some q ∈ GK such that {pm,n : n,m ∈ ω} ⊆ P
q and q ≥ q∗.
Since Pq is the union of the increasing chain 〈Pqζ : ζ < ζ(∗)〉 and since
cf(ζ(∗)) > ℵ0, for some ζ0 < ζ(∗) we have that {pm,n : n,m ∈ ω} ⊆ P
˜
q
ζ0
.
As q∗ ∈ G, q∗ ≤ q we have for some ζ1 < ζ(∗) that
∧
ξ∈[ζ1,ζ(∗))
(Pq
∗
ξ ⋖P
q
ξ ∧ η
˜
q∗
ξ =
η
˜
q
ξ).
So let ζ ∈ [max(ζ0, ζ1), ζ(∗)). Since q ∈ GK∗ , we have P
q
ζ⋖P
q
ζ+1⋖P˜
[GK∗]. Now
since ν
˜
is a Pqζ-name, by the demands on q all follows. 
Definition 3.6. Let q∗ ∈ K
∗, ζ∗ < ζ(∗) and ζ∗ + ζ(∗) = ζ(∗), for notational
simplicity, and p∗ ∈ P
q∗
ζ .
Define K∗≥q∗ = {q ∈ K : q∗ ≤ q} and define the function F with domain K
∗
≥q∗
as follows: if q ∈ K∗q∗ then F (q) = 〈P
′
ζ : ζ < ζ(∗)〉 where P
′
ζ = P
∗[qζ∗+ζ ] ↾ {p ∈
P∗[qζ∗+ζ ] : P
∗[qζ∗+ζ] |= p∗ ≤ p} and lastly K
∗
q∗,ζ∗,p∗
= range(F ).
Claim 3.7. 1. K∗≥q∗ , K
∗
q∗,ζ∗,p∗
⊆ K∗.
2. F preserves the order ≤,≤pr,≤ap and their negations and the forcing K
∗
0
above (q∗, p∗) is the same as the forcing K
∗
q∗,ζ∗,p∗
.
Claim 3.8. Let q ⊥ Γ¯. Let each Γζ have free amalgamation. Let K
∗ = (K∗λ,ζ(∗)(Γ),≤
). Then K∗ ∗ P
˜
is a (< λ)-strategically complete forcing of cardinality ≤ λ<λ and
in VK
∗∗P
˜ , in the game aκ(q) the empty player does not have a winning strategy.
Proof. Assume towards a contradiction that we have for some κ = cf(κ) ∈ (ℵ0, λ)
and some St
˜
that q K∗ p P
˜
“St
˜
is a name for a winning strategy for the empty
player in the game aκ(q)”.
Since P may be replaced by P≥p, we may assume p = 1. We now choose by
induction on α < κ a triple (qα, c
˜
α, d
˜
α) satisfying
(t1) qα ∈ K
∗ is ≤pr-increasing weakly continuous (in K
∗),
(t2) q0 = q,
(t3) c
˜
α is a P
qα
0 -name and d
˜
α is a P
qα
0 -name (not just P
qα
ε -names for some ε),
(t4) qα K∗ 1 P
˜
“〈c
˜
β, d
˜
β : β < α〉 is a play of aκ(q) in which the empty player
uses the strategy St
˜
”.
Assume that we arrive at stage α < κ. First we let pα,0 be q if ζ = 0, and
we let pα,0 be qα−1 if α is a successor ordinal, if α is a limit ordinal we take the
LONG LOW ITERATIONS 27
direct limit that is the union of 〈qβ : β < α〉. By Claim 3.3, part (3), it exists
and is ≤pr-above every qβ for β < α. We now choose pα,1, C¯ = 〈C
˜
α,ζ : ζ < ζ(∗)〉.
Let us define pα,1 by choosing λα,ζ = |Pζ[pα,0]|
ℵ0 and Pα,ζ = {f : f is a finite
function from λα,ζ to {0, 1}} and Pζ [pα,1] = Pζ [pα,0]×Pα,ζ and η
˜
pα,0 = η
˜
pα,1. Since
Γζ has free amalgamation pα,0 ≤pr pα,1 ∈ K
∗. Clearly P0[pα,1] 〈c
˜
β, d
˜
β : β < α〉 is
an initial segment of a play of aκ(q).
So, by absoluteness, P0[pα,1] 〈d
˜
β : β < α〉 is ≤q-linearly ordered. Hence by
1.14 there is a P0[pα,1]-name C
˜
α of a q-nice family which (is forced to) include
{d
˜
β : β < α}.
We now can choose C
˜
α,ζ by induction on ζ < ζ(∗) such that
(a) Pζ [pα,1] C˜
α,ζ is a q-nice family,
(b) C
˜
α,0 = C
˜
α and ε < ζ →Pζ [pα,1] C˜
α,ε ⊆ C
˜
α,ζ ,
(c) if ζ = ε+1 then (P
pα,1
ζ(∗) ∗Aq(C˜
α,ε),P
pα,1
ζ(∗) ∗Aq(C˜
α,ζ), η
˜
pα,0
ζ ) ∈ Γε is above pα,1.
We carry out the induction by using the Definition 2.9 Part 1 of ⊥ and thereafter
Claim 1.17 to get from directedness to niceness. Or we use Claim 2.10.
Now define pα,2 ∈ K
∗ by choosing Pζ [pα,2] = (Pζ[pα,1]) ∗ A(C
˜
α,ζ). Clearly
pα,1 ≤pr pα,2 ∈ K
∗ so Pζ(∗)[pα,2] = (Pζ(∗)[pα,1]) ∗ A(C
˜
α,ζ(∗)), where C
˜
α,ζ(∗) =⋃
{C
˜
α,ζ : ζ < ζ(∗)}.
It satisfies the c.c.c by Claim 1.17(1). Lastly let us choose a move c¯
˜
α for the
non-empty player the generic of A(C
˜
α,ζ(∗)), which is an A(C
˜
α,ζ)-name for every
ζ < ζ(∗) that is, it is
⋃
{c¯p ↾ np : p = (np, c¯p) ∈ G
˜
(Aq(Cα,ζ))}. So half of clause
(t3) holds.
So there is pα,3 ∈ K which is by ≤K∗ above pα,2 and forces St
˜
(〈c
˜
β : β ≤ α〉)
to be equal to some P
pα,ζ
ζ -name d¯˜
α.
However we cannot in general choose qα = pα,3, d¯
˜
α = d¯
˜
α as possible d¯
˜
α is not
a P0[pα,3]-name. Since ζ(∗) is uncountable, for some ζα < ζ(∗) the name d¯
˜
α is
a Pζα[pα,3]-name. So we can find pα,4 such that pα,3 ≤pr pα,4 and 〈C
∗
α,ζ : ζ ∈
[ζα, ζ(∗))〉 such that for every ζ ∈ [ζα, ζ(∗)) we have C
∗
α,ζ is a Pζ[pα,4]-name of a
q-nice family to which d¯α is forced to belong increasing with ζ such that
(Pε[pα,4],Pε+1[pα,4], η
˜
ε) ≤Γ (Pε[pα,4] ∗ Aq(C
˜
∗
α,ε),Pε+1[pα,4] ∗ Aq(C
˜
∗
α,ε+1), η
˜
ε).
Let pα,5 ∈ K
∗ be defined as follows: Pε[pα,5] is Pε[pα,4] if ε < ζα and is Pε[pα,4]∗
Aq(C
˜
∗
α,ε) if ε ∈ [ζα, ζ(∗)). C
∗
α,ζ(∗) =
⋃
{C∗α,ζ : ζ < ζ(∗)}.
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Now clearly pα,4 ≤pr pα,5 and let d¯
˜
α be the generic of Aq(C
˜
∗
α,ζ(∗)). Now by
Claim 1.20 we have that P0[pα,5]/Pε[pα,1] “d¯
˜
α is generic for Aq(C
˜
∗
α,ζ(∗))”. Lastly we
define qα by
(3.1) Pε[qα] =


(Pε[pα,5] ∗ (the subforcing ofAq(C
˜
∗
α,ζ(∗))
generated by d¯
˜
α), if ε ≤ ζα,
Pε[pα,5], if ε > ζα.
Now in step κ, also c¯κ exists and is ≤P, below all the d¯α, α < κ, which is a
contradiction to St being a winning strategy for the empty player. 
Theorem 3.9. 1. Assume that q ⊥ Γ¯, as in 1.1, Γ¯ be a sequence of Knaster
forcing bigness notions Γζ with free amalgamation and the (< λ)-LS. as in 2.1,
K∗ = K∗λ,ζ(∗)(Γ¯). Then recalling invgm(q) from Definition 0.1(4) we have K∗∗P
˜
invgm(q) = λ.
2. If Γ¯ has free amalgamation and ζ(∗) = sup{ζ < ζ(∗) : Γζ = Γ}, then
K∗∗P
˜
“for some Y ⊆ ωω |Y | = cf(ζ(∗)), for every ν ∈ ωω (of ν ∈ γω for some
γ < ζ(∗)) some η ∈ Y is Γ-big over {ν}”. For Γ = Γud this means η 6≤
∗ ν.
Proof. 1. Assume towards a contradiction that we have κ = cf(κ) ∈ (ℵ0, λ) and
q ∈ K∗ such that
q K∗ p P
˜
invgm(q) = κ.
So, for some St
˜
we have that q K∗ p P
˜
“St
˜
is a name for a winning strategy
for the empty player in the game aκ(q)”. But this contradicts the previous claim.
2. is Claim 3.5. 
Equation (3.1) is probably easier to state in terms of complete boolean algebras,
because we speak about the generated subforcing. The following remark gives
the translation.
Remark 3.10. 1. If q ∈ K and if qˆ is defined by η
˜
qˆ
ζ = η
˜
q
ζ and P
qˆ
ζ = the completion
of Pqζ , then q ≤pr qˆ.
2. For a forcing notion P let its completion Pˆ consist of all {J : J ⊆
P is an antichain}, ordered by I ≤ J iff (∀p ∈ I)(∃q ∈ J )(p ≤P q).
Identifying {p} with p we have that P ⋖ Pˆ, P is dense in Pˆ and Pˆ is a quasi
order, there are usually many equivalent elements.
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4. Examples
Definition 4.1. The Hechler forcing in the creature framework. qH = q =
(K,Σ, nor, val) is given by K = {c = (mdn, mup, h) : (∃n < ω)mdn = n,mup =
n + 1, h : {n} → ω}. dom(Σ) = K and Σ(mdn, mup, h) = {(mdn, mup, g) :
g(mdn) ≥ h(mdn)}, and nor(mdn, mup, h) = mdn, val(c) = {(n, h(n))}.
Observation 4.2. 1. qH is a forgetful pcrf as in Definitions 1.1 and 1.2.
2. invcm(qH) = invgm(qH) = b.
3. ≤q is the usual ≤
∗ on ωω if we identify c¯ = 〈cn : n < ω〉 ∈ Q with fc¯ ∈
ωω,
fc¯(mdn) = h(mdn) if (mdn, mup, h) ∈ range(c¯).
4. qH is not so interesting, as in our framework for C being q-nice, Aq(C) will
add a dominating real and hence increase b.
Definition 4.3. qgr = (K,Σ, nor, val) where
(a) K = {c : c = (mcdn, m
c
up, u
c), mcdn < m
c
up < ω, ∅ 6= u
c ⊆ [mcdn, m
c
up)}
(b) c ∈ Σ(c0, . . . , ck−1) iff cℓ ∈ K and for ℓ < k − 1, m
cℓ
up = m
cℓ+1
dn , and
mcdn = m
c0
dn and m
c
up = m
ck−1
up and for some non-empty v ⊆ {0, . . . , k − 1}
we have uc =
⋃
ℓ∈v u
cℓ.
(c) nor(c) = mcdn for c ∈ K, val(c) = uc.
Remark: Qtrqgr is called Matet forcing, see [3]. Close to Hindman [7].
Observation 4.4. 1. qgr is a forgetful pcrf.
2. invgm(qgr) ≤ g.
Proof. 1. Straightforward.
2. Let κ = g. By the definition of g we can find 〈Aα : α < κ〉 such that
(a) Aα ⊆ [ω]
ℵ0,
(b) if A ⊆∗ B ∈ Aα and A is infinite, then A ∈ Aα,
(c) if n0 < n1 < . . . then for some infinite set w ⊆ ω we have
⋃
{[ni, ni+1) :
i ∈ w} ∈ Aα,
(d) for no B ∈ [ω]ℵ0 do we have (∀α < κ)(∃A ∈ Aα)(B ⊆ A).
Now we describe a strategy ST for the empty player in the game aκ(qgr). If
the play up to the β-th move has been 〈(c¯β, d¯β) : β < α〉 and the non-empty
player chooses c¯α, then the empty player chooses d¯α such that
(4.1) c¯α ≤qgr d¯α ∧
⋃
{u[d¯α,n] : n < ω} ∈ Aα.
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This is possibe as if we let mn = mdn [¯cα,n] then mn < mn+1 < . . . and m0 = 0
hence for some infinite w ⊆ ω we have
⋃
{[mi, mi+1) : i ∈ w} ∈ Aα and letting
i0 < i1 < i2 < . . . list w, we choose dα,ℓ = (miℓ−1+1, miℓ+1), u[d¯α,ℓ] = u[¯cα.iℓ ],
stipulating mi−1+1 = 0 so 〈dα,ℓ : ℓ < ω〉 is as required.
Suppose that 〈(c¯β, d¯β) : β < κ〉 have been chosen and there is c¯κ = 〈cκ,n : n <
ω〉 ∈ Qtrqgr such that α < κ→ c¯α ≤qgr c¯κ. We shall derive a contradiction.
Let the set B =
⋃
{u[cκ,n] : n < ω}. This an infinite subset of ω by the
definition of qgr. Also for each α < κ clearly c¯κ is above c¯α+1, hence above dα,
hence B ⊆∗
⋃
{u[dα,n] : n < ω} ∈ Aα, so B ∈ Aα. Hence B ∈
⋃
{Aα : α < κ},
contradicting the choice of 〈Aα : α < κ〉 4.4
5. On the consistency of b≪ g
We now turn to a specific problem.
Theorem 5.1. Let ℵ0 < κ = cf(κ) < λ = λ
<λ. Then for some notion of forcing
K ∗ P
˜
of cardinality λ in VK∗P˜ we have b = κ and g = λ.
Definition 5.2. For C ⊆ Qtrqgr directed and a a filter D(C) = {{mdn(cn) : n ∈
ω} : c¯ = 〈cn : n ∈ ω〉 ∈ C} we define
QtrD ={(w, c¯) : w ∈ [ω]
<ℵ0, c¯ = 〈cn : n < ω〉 ∈ C, mup(cn) ≤ mdn(cn+1),
sup(w) < mdn(c0), {mdn(c)n : n < ω} ∈ D}
(5.1)
and order like in ≤trq in the true ordering.
We use the Definitions from Section 1 for this qgr and for Q
tr
qgr
.
Lemma 5.3. qgr ⊥ Γud.
Proof. This is a relative of the Main Lemma on page 263 in [5]. We show how to
find our scenario in Blass’ and Shelah’s work: If
(a) (P1,P
+
1 , η
˜
) ∈ Γud and
(b) P1 ⋖ P2 and P2/P1 is CohenA for some set A and P2 ∩ P
+
1 = P1,
(c) C2
˜
is a P2-name and P2 forces that it is qgr-nice,
then we can find (P+2 , f, C
+
2
˜
) such that
(α) P+1 ⋖ P
+
2 ,
(β) f is a complete embedding of P2 into P
+
2 over P1,
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(γ) 
P
+
2
“f(C
˜
2) ⊆ C2
˜
+ ∧ C2
˜
+ is qgr-nice”,
(δ) (P1,P
+
1 , η
˜
) ≤Γud (f(P2),P
+
2 , η
˜
) ≤Γud (f(P2) ∗ A(f(C2
˜
)),P+2 ∗ A(C2
˜
+), η
˜
).
Indeed we can choose with a simple witness: P+2 = (P
+
1 ×P1 P2) × Cohenλ,
λ = (|P+1 |+ |P2|)
ℵ0 , f = id.
Since Cohen reals do not add dominating functions, (P1,P
+
1 , η
˜
) ≤Γud (f(P2),P
+
2 , η
˜
).
Now for the second part we use the Main Lemma with M = V P2, M ′ = V P
+
2 .
Q(U) has the roˆle of Aqgr(C2) and Q(U
′) has the roˆle of Aqgr(C
+
2 ). The qgr-niceness
of C gives the desired maximality of C like being an ultrafilter. We first look for
C+ being q-directed. If this were not possible, then finitely many elements would
witness this. So this translates into Blass Shelah proof. In the end we can extend
the found q-directed C+ to a q-nice C+ using Cohen reals as in Conclusion 1.17
Part 1. 
Proof. 5.1: We choose Γ¯ = 〈Γi : i < κ〉 so ζ(∗) = κ and i < κ→ Γi = Γub. Using
our present λ we take the forcing notion K∗ ∗P
˜
. It does not collapse any cardinals
by 3.6 and no cofinality is changed and clearly for some (q, ∅) ∈ K∗ ∗ P we have
(q, ∅) K∗∗P 2
ℵ0 = λ ∧ MA<κ, so b ≥ κ in the extension. Now by Claim 3.7, for
every (q, ∅), (q, ∅) K∗∗P {η
˜
i : i < κ} is unbounded, hence b = κ. By Claim 3.9
invgm(qgr) = λ and by Fact 4.4 Part 2, K∗∗P g ≥ λ, hence since 2
ω = λ, g = λ. 
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