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The effect of particles falling under gravity in a weakly turbulent Rayleigh-Be´nard gas flow is studied
numerically. The particle Stokes number is varied between 0.01 and 1 and their temperature is held fixed at
the temperature of the cold plate, of the hot plate, or the mean between these values. Mechanical, thermal, and
combined mechanical and thermal couplings between the particles and the fluid are studied separately. It is shown
that the mechanical coupling plays a greater and greater role in the increase of the Nusselt number with increasing
particle size. A rather unexpected result is an unusual kind of reverse one-way coupling, in the sense that the
fluid is found to be strongly influenced by the particles, while the particles themselves appear to be little affected
by the fluid, despite the relative smallness of the Stokes numbers. It is shown that this result derives from the
very strong constraint on the fluid behavior imposed by the vanishing of the mean fluid vertical velocity over the
cross sections of the cell demanded by continuity.
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I. INTRODUCTION
Buoyancy-induced thermal convection, or Rayleigh-
Be´nard convection, ranks among the most fundamental fluid
dynamic process and, as such, it has been extensively in-
vestigated. The vast majority of studies address the single-
phase case and several excellent reviews summarize the
existing considerable body of knowledge [1–3]. Much less,
however, is known for multiphase thermal convection despite
its many occurrences, e.g., in the formation of atmospheric
precipitation (see, e.g., [4]), magma chambers (see, e.g.,
[5,6]), boiling (see, e.g., [7]), and counterflow cooling towers
(see, e.g., [8]).
In many studies the fluid fills a closed container heated
at the bottom and cooled at the top. This situation has been
investigated experimentally by Zhong et al. [9], who studied
the effect of bubble or drop formation in an ethane-filled
system, and by Wen and Ding [10], who measured the heat
transported by a nanofluid. Schumacher and coworkers [11,12]
studied numerically the effect of condensation and evaporation
in a gas-vapor mixture focusing on the thermal aspects of phase
change but neglecting the mechanical effects of the drops on
the flow.
In several earlier papers we have studied numerically
the thermal and mechanical effects of bubble formation on
the Rayleigh-Be´nard problem [13–16]. For this purpose we
extended the standard point-bubble model already used for
isothermal bubbly flows by several researchers (see, e.g., [17]
and [18]) to deal with the thermal effects associated with phase
change phenomena.
In the present paper we use a similar approach to model the
effect of thermally active particles on the weakly turbulent
Rayleigh-Be´nard flow of a gas at a Rayleigh number of
2 × 106. We consider a cylindrical system with an aspect ratio
(diameter/height) equal to 1/2 and investigate the effect of
the particle size on the flow over a range of Stokes numbers
between approximately 0.01 and 1. The particles are assumed
to have a large heat capacity so that their temperature does
not vary appreciably as they fall through the cell. When
the particles maintain the temperature of the cold upper
plate, we find a considerable increase in the heat transported,
which rapidly increases with the particle size. The effect
progressively decreases as the particle temperature increases,
the more slowly the larger the particles.
Other researchers have used a similar mathematical model
to investigate the effect of particles on turbulent heat transfer
in various flows. For example, Shotorban et al. [19] studied the
temperature statistics in a turbulent shear flow, and both Zonta
et al. [20] and Arcen et al. [21] studied the effect of particles
on the heat transfer in a turbulent channel flow. Puragliesi
et al. [22] studied, by a similar method, Rayleigh-Be´nard
convection, but their work assumes one-way coupling, with the
fluid unaffected by the particles. In our case, the full two-way
coupling is considered and is, in fact, one of the main issues of
the work, as in order to elucidate the mechanism underlying the
effect of the particles, the mechanical, thermal, and combined
mechanical-thermal couplings are studied separately.
II. MATHEMATICAL MODEL
We study the problem in the standard Boussinesq approx-
imation augmented by the momentum and energy effects of
the particles, treated as points (see Sec. V E for considerations
on the validity of this aspect of the model). When the volume
occupied by the particles is very small, the fluid continuity
equation retains the standard incompressible form,
∇ · u = 0, (1)
in which u is the fluid velocity field. We write the momentum
equation as
ρ
Du
Dt
= −∇p + μ∇2u − βρ(T − Tc)g +
Np∑
i=1
fiδ(x − xi),
(2)
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where D/Dt is the convective derivative; p and T the
fluid pressure and temperature fields; ρ, μ, and β the fluid
density, dynamic viscosity, and isobaric thermal expansion
coefficient, respectively; g the acceleration of gravity; and Tc
the temperature of the cold plate. The summation is over all
the Np particles. In keeping with the point-particle model,
fi represents the force exerted on the fluid by the point-like
particle i located at xi(t):
fi = π6 d
3
pρp
(
g − dvi
dt
)
, (3)
in which ρp is the particle density, dp is the particle diameter,
equal for all particles in each simulation, and vi is the particle
velocity. Here we have neglected the buoyancy force, which is
very small in the case of solid or liquid particles in a gas.
With the neglect of added mass effects and other small
contributions, after some rearrangement, the particle equation
of motion may be written in the usual form (see, e.g., [23])
dv
dt
= f (Rep)
τp
(u − v) + g, (4)
where the fluid velocity is evaluated at the particle position
and the viscous relaxation time τp is given by
τp =
ρpd
2
p
18μ
. (5)
Here and in the following the subscript p refers to particle
quantities. The factor
f (Rep) = 1 + 0.15Re0.687p , (6)
with Rep = dpρ|v − u|/μ the particle Reynolds number,
accounts for deviations from the Stokes drag law.
The approximations involved in the use of (1) to (6) are
standard and are amply discussed in the literature (see, e.g.,
[24]– [26]). Some comments on the applicability of the point-
particle model to the present simulations are given below in
Sec. V E.
The model for the fluid energy equation is patterned after
that for the momentum equation. We write
ρc
DT
Dt
= k∇2T +
Np∑
i=1
Qiδ(x − xi), (7)
where k and c are the fluid thermal conductivity and constant-
pressure specific heat and Qi is the energy source or sink due
to the thermal exchange with the ith particle. We model this
quantity by means of a heat transfer coefficient hp,i , writing
Qi = πd2php,i[Tp,i − T (xi)], (8)
where Tp,i is the temperature of the particle. The heat transfer
coefficient is expressed in terms of a single-particle Nusselt
number,
Nup = dphp
k
, (9)
for which we use the standard correlation [27],
Nup = 2 + 0.6Re1/2p Pr1/3, (10)
with Pr = ν/κ the Prandtl number, given by the ratio of the
fluid kinematic viscosity ν = μ/ρ to its thermal diffusivity
κ = k/ρc.
In the present work we assume that the particles maintain
the temperature at which they are injected into the fluid.
Generally speaking, this approximation is justified in the
presence of phase change, or when the residence time of the
particles in the flow is short, in view of the comparatively
smaller volumetric heat capacity of the fluid; more quantitative
considerations on the validity of this approximation are
presented in Sec. V E.
It order to better understand the effect of the particles, in
addition to simulations based on the complete mathematical
model just described, we also describe the results of simula-
tions in which the particles are coupled only mechanically, and
not thermally, with the fluid and, conversely, simulations with
thermal, but no mechanical, coupling. These “single-effect”
simulations are based on Eqs. (2) and (7), in which the
terms including summations over Qi and fi , respectively, are
dropped.
III. CONTROL AND RESPONSE PARAMETERS
The standard single-phase natural convection in the Boussi-
nesq approximation is controlled by the Rayleigh number
Ra = gβ(Th − Tc)H
3
νκ
, (11)
where g = |g|, Th and Tc are the temperatures of the hot
(bottom) and cold (top) plates, respectively, and H is the height
of the cell, by the fluid Prandtl number and by the geometry
of the cell, which here is taken to be cylindrical, with radius R
and aspect ratio 	 = 2R/H = 1/2.
We consider as our base case a situation in which, without
particles, Ra = 2 × 106 and Pr = 0.68, a value appropriate,
for example, for air at 0 ◦C. With these parameter values, in
the absence of particles, the cell contains a single convection
roll with fluid rising along one side and descending along the
opposite side and a Nusselt number Nu approximately equal
to 12. The dimensional values of the parameters used in the
simulations are listed in Table I; the particle physical properties
are close to those of ice.
We keep the number of particles fixed at Np = 25 000 and
focus on the dependence of the Nusselt number on the particle
diameter dp and, consequently, on the mean particle volume
fraction 〈αp〉 = 16πd3pNp/(πR2H ) and on the mass loading
Mp = Npmp/(πR2Hρ), with mp the particle mass given by
mp = 16πd3pρp. Other important quantities that depend on the
particle diameter are the terminal velocity vt , given by (4) with
dv/dt = 0,
vt = τp
f (Ret )
g, (12)
with Ret = dpvt/ν, and the characteristic dimensionless resi-
dence time
θ = H/vt
H/Uf
= Uf
vt
, (13)
in which
Uf =
√
gβ(Th − Tc)H (14)
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TABLE I. Summary of the fluid and particle properties used in
the simulations.
Parameter Value
Aspect ratio, 2R/H 1/2
Prandtl number, Pr 0.678
Rayleigh number, Ra 2 × 106
Particle number, Np 25 000
Cell height, H 0.116 m
Cell diameter, 2R 0.058 m
Temperature difference, Th − Tc 10 ◦C
Particle density, ρp 917 kg/m3
Fluid density, ρ 1.29 kg/m3
Kinematic viscosity, ν 1.37 × 10−5 m2/s
Thermal diffusivity, κ 2.02 × 10−5 m2/s
Thermal expansion coefficient, β 3.67 × 10−3 K−1
Constant-pressure fluid specific heat, c 1 000 J/kg
Free-fall velocity, Uf 2.04 × 10−1 m/s
is the free-fall velocity. Nondimensional times are consistently
expressed in terms of H/Uf .
Two Stokes numbers can be defined, one based on the fluid
free-fall velocity
Stf = τpUf
H
(15)
and one based on the Kolmogorov time scale
√
ν/,
StK = τp
√

ν
, (16)
with  the energy dissipation rate. The latter quantity can be
estimated from the well-known exact relation valid for single-
phase Rayleigh-Be´nard convection (see, e.g., Ref. [2])
 = ν
3
H 4
Ra
Pr2
(Nu − 1). (17)
With the present parameter values, for single-phase convec-
tion, we find approximately
√
ν/  0.157 s. Dimensional
numerical values for various particle quantities of interest are
listed in Table II, and nondimensional ones in Table III.
We consider three particle temperatures, “cold” particles,
with Tp = Tc, “hot” particles, for which Tp = Th, and “warm”
TABLE II. Mean volume fraction 〈αp〉V,t , particle terminal
velocity vt , residence time scale H/vt , characteristic particle time
scale τp , and particle mass mp corresponding to the particle diameters
used in the simulations.
dp vt H/vt τp mp
(μm) 105〈αp〉V,t (mm/s) (s) (ms) (ng)
25 0.067 17.4 6.62 1.80 7.50
50 0.534 66.6 1.72 7.14 60.0
75 1.80 141 0.815 16.2 202
100 4.27 232 0.495 28.8 480
125 8.34 334 0.344 44.9 937
150 14.4 438 0.262 64.7 1620
175 22.9 550 0.209 88.1 2572
200 34.2 658 0.175 115 3839
TABLE III. Dimensionless particle parameters as functions of
the particle diameter dp: mass loading Mp = π6 d3pρpNp/(πR2Hρ);
dimensionless terminal velocity (or inverse dimensionless residence
time in the cell) vt/Uf ; Reynolds and Pe´clet numbers based on the
terminal velocity, Ret and Pet ; Kolmogorov-scale Stokes number StK ;
and large-scale Stokes number Stf .
dp
(μm) 102Mp vt/Uf 102vt τp/H Ret Pet 103StK 103Stf
25 0.049 0.0852 0.027 0.0318 0.0216 12.6 3.17
50 0.395 0.327 0.415 0.244 0.165 50.4 12.7
75 1.33 0.692 1.98 0.775 0.525 113 28.6
100 3.16 1.14 5.79 1.70 1.15 201 50.8
125 6.17 1.64 13.0 3.06 2.07 315 79.4
150 10.7 2.15 24.5 4.81 3.26 452 114
175 16.9 2.70 42.1 7.05 4.78 619 156
200 25.3 3.23 65.6 9.64 6.54 805 203
particles, with Tp = Tm, where
Tm ≡ 12 (Th + Tc), (18)
is the mean of the hot- and cold-plate temperatures.
The parameter space of the problem is large and it is
not possible to explore it fully in a project of reasonable
scope. While the situation we have chosen is rather far
from what might be considered as fully developed turbulent
Rayleigh-Be´nard convection, this choice permits us to explore
in detail the effect of the particle size and temperature, which
are parameters of primary importance in the problem.
In steady single-phase natural convection the heat flux into
the base of the cell (located at z = 0) equals that out of the
top (located at z = H ). The corresponding Nusselt numbers
Nuh and Nuc at the hot and cold plates are equal and can be
calculated from
Nuh = Nuc = − H
Th − Tc 〈∂zT 〉A,t |z=0,H . (19)
Here ∂z denotes the derivative in the upward vertical direction
and 〈(· · ·)〉 indicates mean values with the average taken over
the subscripted quantities, i.e., here, the cross-sectional area A
and the time t . The same convention is followed consistently
in this paper to indicate averages of fluid quantities.
In the presence of particles the equality between Nuh and
Nuc no longer holds, as part of the energy is taken up or released
by the particles. By integration of the energy equation over the
cell volume it was shown in Ref. [13] that
Nuh = 1 + H
κ(Th − Tc) 〈uz(T − Tc)〉V,t
− 1
πR2k(Th − Tc)
〈∑
i
(H − zi)Qi
〉
t
(20)
and
Nuc = 1 + H
κ(Th − Tc) 〈uz(T − Tc)〉V,t
+ 1
πR2k(Th − Tc)
〈∑
i
ziQi
〉
t
. (21)
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In the case of single-phase flow, Qi = 0 and these two
expressions become equal, as expected, and give an alternative,
although equivalent, form for the single-phase Nusselt number,
namely,
Nuh = Nuc = 1 + H
κ(Th − Tc) 〈uz(T − Tc)〉V,t .
The first term on the right-hand sides of (20) and (21) is due
to conduction, the second one to convection, and the last one
is the particle contribution.
In order to understand the effect of the particles on the
convection in the cell it is also useful to consider the azimuthal
Fourier modesEn of the fluid kinetic energy distribution. These
quantities are defined by
En = π
βgH 4(Th − Tc)
∫ R
0
rdr
∫ H
0
dz〈|un|2〉t , (22)
in which un is the nth Fourier coefficient of the vector velocity
field in the angular variable. The mode n = 0 corresponds to a
toroidal circulation symmetric around the vertical axis of the
cylinder, while the mode n = 1 has the form of a vortex around
a horizontal axis. In the particle-free case it is found that the
circulation transitions from a dominant n = 0 state to an n = 1
state as the Rayleigh number is increased. In this sense, we
can think of the n = 0 mode as a lower energy mode compared
with the n = 1 mode.
IV. NUMERICAL METHOD AND PROCEDURE
The numerical method used in this work has been described
in our previous publications (see especially [13]) and only the
essential aspects are summarized here. We solve the continuity,
momentum, and energy equations in a cylindrical domain of
radiusR and heightH . No-slip conditions are applied on all the
solid surfaces. The temperature of the top and bottom surfaces
is kept constant at Tc and Th, respectively, while the lateral
boundary is assumed to be adiabatic.
The Navier-Stokes equations are solved in a cylindrical
coordinate system using a second-order, finite difference,
fractional-step method on a staggered grid. The advective
terms are treated explicitly, the viscous terms implicitly, and
the Runge-Kutta third order scheme is used for time marching.
According to the Kolmogorov theory (see, e.g., [2]), the
size of the dissipative length scales η can be estimated as
η/H = Re−3/4, where Re is the Reynolds number based on
the cell height and the root-mean-square fluid velocity. With a
maximum Re of order 800, we find η/H  6.6 × 10−3, which
is adequately resolved by our grid of 193 × 49 × 193 nodes
in the azimuthal, radial, and axial directions, respectively, as
shown in our previous work [13,16]. We have used the same
number of nodes for all the simulations described in this paper,
clustering them near the top and bottom plates and the side
wall. As a result of this clustering, at least 10 nodes fall in the
viscous boundary layers on the side walls (estimated as the
cell radius divided by the square root of the largest value of
the Reynolds number encountered in the present simulations)
and at least 15 in the thermal layers adjacent to the plates
(estimated as the cell height divided by the largest value of
the Nusselt number, since the strongest circulation takes place
with cold particles, which bring the temperature at the edge of
the hot boundary layer close to Tc rather than Tm as in ordinary
Boussinesq single-phase convection; see Fig. 5).
Once the flow fields of the fluid phase have been calculated,
the new particle velocity is found by an implicit integration of
the particle momentum equation, (4), by the trapezoidal rule;
the particle position is updated by the third-order Runge-Kutta
method.
The (dimensionless) time step t is smaller than the lesser
between the Stokes number StK and the time required for
a particle to cross a computational cell. For mechanically
coupled 200-μm particles we have run tests halving t from
10−3 to 0.5 × 10−3, finding differences of less than 1%.
Upon integration of the fluid momentum and energy equa-
tions over a computational cell, the contribution of the particles
is localized at their position and this effect must be replaced by
an equivalent one localized at the computational nodes. This
objective is achieved by a second-order-accurate interpolation
as described in Ref. [13]. The interpolation preserves the
resultant and the couple of the particle forces, as well as the
total amount of heat that each particle exchanges with the fluid.
When a particle reaches the bottom of the cell, it is removed
from the calculation and a new particle is reinjected at a random
position on the top plate. If this particle is given a velocity
equal to that of the surrounding fluid (which, near the plate, is
very low), it takes some time to accelerate. As a consequence,
a particle-rich layer forms near the top plate the thickness
of which increases as the settling velocity decreases. This
feature is demonstrated in Fig. 1, which shows the time- and
area-averaged particle number density 〈n〉A,t normalized by
the volumetric number density, n0 = Np/(πR2H ), for dp =
25, 100, 175, and 200 μm. This particle accumulation would
obscure the comparison among the effects of different particle
radii. To avoid this shortcoming, we reinject the particles with
a downward velocity equal to the settling velocity. In practice,
this may model a liquid spray falling through the gas. As
shown later after (26), the mean fraction of particles Ninj/Np
reinjected per unit dimensionless time is about vt/Uf .
At injection, the particle temperature is set to Tc, Th, or
Tm = 12 (Th + Tc) as noted before. We found that the “hot”
particles with Tp = Th result in a nearly complete suppression
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.4  0.8  1.2  1.6  2  2.4  2.8
z 
/ H
< n >A,t /  n0
dp=  25
dp=100
dp=175
dp=200
FIG. 1. (Color online) Area- and time-averaged normalized num-
ber density of thermally and mechanically coupled “cold” particles
as a function of height in the cell; dp = 25 μm [(red) triangles],
dp = 100 μm [blue (circles)], dp = 175 μm [(green) squares], and
dp = 200 μm [(purple) crosses]. These are the only simulations
described in this paper in which particles are injected at the top
plate with the local fluid velocity.
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FIG. 2. (Color online) Hot-plate Nusselt number as a function
of the particle diameter dp for “cold” [circles and (blue) lines]
and “warm” [diamonds and (red) lines] particles (Tp = Tc and
Tp = Tm, respectively). Dashed lines (open symbols; labeled Q)
show results with thermal coupling only; solid lines (filled symbols;
labeled f + Q), with combined thermal and mechanical coupling.
The bottommost (green) line (open squares; labeled f ) shows results
for mechanical coupling only, which are independent of the particle
temperature.
of convection in the cell. Accordingly, we show only very
limited results for this case.
V. RESULTS
Figure 2 summarizes the results of the present study in the
form of a graph showing the dependence of the bottom-plate
Nusselt number, Nuh, vs the particle diameter with mechanical,
thermal, or combined mechanical and thermal couplings.
Circles with (blue) lines represent the case of “cold” particles,
i.e., with Tp = Tc, and diamonds with (red) lines, “warm”
particles, i.e., withTp = 12 (Th + Tc). Here and in the following,
filled symbols denote results with combined thermal and
mechanical fluid-particle coupling, while open symbols refer
to either thermal or mechanical coupling only. The case with
hot particles, i.e., Tp = Th, is dealt with briefly later.
These results become clearer if we consider at the same time
the Reynolds number Re of the fluid flow, which is shown in
Fig. 3 with the same symbols and line types as in Fig. 2. This
quantity is calculated on the basis of the cell height and of the
 0
 200
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 0  25  50  75  100  125  150  175  200
R
e
dp (μm)
Tc
Tm
f+Q
   Q
f     
f+Q
   Q
FIG. 3. (Color online) Fluid Reynolds number (based on the
volume- and time-averaged r.m.s. velocity) as a function of particle di-
ameter dp for “cold” [circles and (blue) lines] and “warm” [diamonds
and (red) lines] particles (Tp = Tc and Tp = Tm, respectively). See
the caption to Fig. 2 for further details.
r.m.s. velocity
√〈u2〉V,t , which provides a good estimate of
the mean velocity in the cell.
A. Mechanical coupling
In order to understand the results in Figs. 2 and 3 it is
useful to start by neglecting the fluid-particle heat exchange,
focusing only on the mechanical coupling shown, here and
in the subsequent figures, by squares [and (green) lines]. It is
shown that, as the particle diameter increases, both the Nusselt
and the Reynolds numbers initially decrease and then increase.
The decrease is due to the drag that the particles exert on
the fluid, especially in the cold and hot boundary layers near
the top and bottom plates, where their velocity tends to be
approximately perpendicular to that of fluid. In principle, this
effect could be counteracted by an accumulation of lighter
particles in the descending stream, which would increase its
velocity, as one might expect on the basis of the behavior of
bubbles in Rayleigh-Be´nard convection, which are swept up
and accumulate in the ascending stream [16]. However, with
the present parameter values, this phenomenon does not occur
even for 25-μm particles, as we have found by calculating the
position of the center of mass of the particle distribution over
the cross sections throughout the cell height. For all particle
diameters, we have consistently found that the center of the
particle distribution coincides with the axis of the cell to within
less than 10−3H . Thus the particles can be considered to be
uniformly distributed over the horizontal cross section so that
the acceleration that they impart to the colder, descending
fluid stream is balanced by the retardation that they cause on
the warmer, ascending stream. What remains is the drag they
impose on the flow in the thermal boundary layers, which is
responsible for the decline of both Nuh and Re caused by the
smaller particles shown in Figs. 2 and 3.
The marked increase in the Reynolds number with particle
size after the minimum at around dp  50 μm is due to the
gradual prevailing of an opposing mechanism. As the particles
fall, they drag fluid with them, and the effect increases with
the particle diameter (see also Fig. 10). The consequences of
this effect are evident in Fig. 4, which shows instantaneous
snapshots of the vertical velocity on the cross section at the
midplane of the cell, z = 12H , for the single-phase case and
for dp = 25, 100, and 200 μm. It can be seen there that,
as the particle size increases, the fraction of area occupied
by descending fluid increases. Since, by continuity, the mean
fluid vertical velocity on each cross section must vanish, the
narrowing of the ascending stream causes the ascending fluid
to increase its speed and both the heat flux and Re increase. [A
careful analysis of the numerical results shows that the very
slight anomaly visible near the center of Fig. 4(d) is a plotting
artifact, and not the manifestation of an insufficiently accurate
treatment of the singularity on the axis of the cell.]
These conclusions are corroborated by Figs. 5 and 6, which
show, respectively, the time- and volume-averaged temperature
in the cell and the contribution of the convective term to the
Nusselt number, both as functions of the particle diameter dp.
It is well known that, in the Boussinesq approximation, in
the single-phase case the mean temperature in the cell is very
close to Tm = 12 (Th + Tc) (see, e.g., [2]). Again focusing on the
results for purely mechanical coupling [squares with (green)
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FIG. 4. (Color online) Vertical fluid velocity on the midplane
cross section at z = 12H for purely mechanical coupling: (a) single
phase, (b) dp = 25 μm, and (c) dp = 100 μm, (d) dp = 200 μm;
note the enlarged scale for the latter case.
lines], we see that the temperature is close to this value for
the smaller particles but then decreases slightly with dp as the
descent of the colder fluid is aided by the falling particles. The
convective contribution to the Nusselt number [second term
in Eq. (20)] follows a trend similar to that in Fig. 3 for the
Reynolds number.
Further insight into the nature of the flow in the cell can
be gained by considering the distribution of the mean fluid
kinetic energy among the different azimuthal Fourier modes
defined in Eq. (22). Figure 7 shows the ratio E1/E0 vs the
particle diameter. Without particles this ratio is close to 3,
indicating a flow structure dominated by an annular mode with
an approximately horizontal axis as explained after (22). As
 0
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FIG. 5. (Color online) Volume- and time-averaged fluid temper-
ature as a function of the particle diameter dp for “cold” [circles
and (blue) lines] and “warm” [diamonds and (red) lines] particles
(Tp = Tc and Tp = Tm, respectively). See the caption to Fig. 2 for
further details.
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FIG. 6. (Color online) Volume-averaged convective contribution
to the hot-plate Nusselt number, Eq. (20), as a function of the
particle diameter dp for “cold” [circles and (blue) lines] and
“warm” [diamonds and (red) lines] particles (Tp = Tc and Tp = Tm,
respectively). See the caption to Fig. 2 for further details.
the particle diameter increases, this mode is weakened and the
nearly axisymmetric toroidal vortex structure becomes more
prominent, until the annular mode returns to dominate for large
particles. These features can be recognized in the sample fluid
particle trajectories shown in the three-dimensional views in
Fig. 8; the vertical velocity distributions in the cross sections
located at z/H = 0.05, 0.5, and 0.95 are also shown there.
The lines in Fig. 7 show local maxima for several values of
the particle diameter in the different cases, but not too much can
be read in these features, as modes 0 and 1 are insufficient to
fully characterize the flow in the cell. Indeed, while the energy
of some higher modes, especially modes 2 and 3, is lower, it
is comparable to that of modes 0 and 1. These local features
(which we confirmed by averaging over significantly longer
simulations in several cases) are due to subtle redistributions
of the energy among the various modes. For example, the
maximum at dp = 75 μm in the mechanical coupling case
[squares with (green) line] is found to correspond to a slight
decrease in E2 and E3, to the benefit of E1.
B. Thermal coupling
Let us now turn to the converse case, in which mechanical
coupling is absent and only the thermal interaction between
fluid and particles is considered (dashed linesand open symbols
 0
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 7
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E
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FIG. 7. (Color online) Ratio E1/E0 of the first two angular
Fourier modes of the kinetic energy defined in Eq. (22) as a function
of the particle diameter dp for “cold” [circles and (blue) lines] and
“warm” [diamonds and (red) lines] particles (Tp = Tc and Tp = Tm,
respectively). See the caption to Fig. 2 for further details.
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FIG. 8. (Color online) Trajectories of randomly selected fluid
particles, with the color keyed to the local vertical velocity for
purely mechanical coupling. Instantaneous vertical velocities on the
cross sections at 0.05H , 0.5H , and 0.95H are shown similarly to
Fig. 4: (a) single phase, (b) dp = 25 μm, (c) dp = 100 μm, and (d)
dp = 200 μm; note the enlarged scale for the last case.
in Figs. 2 and 3 and 5–7). The important physical process to
keep in mind is embodied in the last term of (20):
− 1
πR2k(Th − Tc)
〈∑
i
(H − zi)Qi
〉
t
= d
2
p
R2k(Th − Tc)
〈∑
i
(H − zi)hp,i[Ti − Tp]
〉
t
. (23)
For cold particles [Tp = Tc; circles and (blue) lines], the
local fluid temperature Ti is mostly higher than the particle
temperature Tp, the fluid loses heat, and this term gives a
positive contribution to the Nusselt number (Fig. 2) the larger
H − zi , i.e.,, the closer the particle is to the hot base of the
cell. It is evident that cooling the fluid in this region will
increase the heat subtracted from the hot plate, and all the
more as the heat is subtracted closer to it. This is the origin
of the strong increase in the Nusselt number with dp visible
in Fig. 2. For particles smaller than about 125 μm this effect
is actually dominant with respect to the mechanical forcing,
the addition of which gives nearly indistinguishable results
(filled symbols and solid line). For warm particles [Tp = Tm;
diamonds and (red) lines and diamonds], the effect portrayed
by (23) is much weaker as the local fluid temperature over most
of the fluid volume is very close to Tm, as also shown in Fig. 5.
The cause of the increase in Nuh as dp exceeds about 50 μm
in this case is due to the fact that the fluid-particle temperature
difference in Eq. (23) is weighted by H − zi : the cooling of the
fluid where Ti < Tm = Tp occurs near the upper cold surface,
where H − zi is small, while heating occurs near the hot base,
where H − zi is larger. For both cold and warm particles the
increase with dp is approximately linear as d2php = kdpNup
and the dependence of Nup on dp is fairly weak.
With thermal coupling only, the Reynolds number quickly
becomes unimportant (Fig. 3) as the particles tend to render
the fluid temperature approximately uniform over the cell,
thus weakening the very cause of the circulatory flow. For
the same reason, the convective contribution to the Nusselt
number becomes less and less important with dp (Fig. 6) as,
with an approximately uniform T , 〈uz(T − Tc)〉V,t  〈T −
Tc〉V,t 〈uz〉V,t = 0. This strong effect of the thermal coupling
on the fluid temperature is demonstrated by the near-equality
of the mean fluid temperature with or without the addition of
mechanical coupling (Fig. 5).
C. Mechanical and thermal coupling
It is now easier to understand the results for the combined
thermal and mechanical couplings. Figure 2 shows that, in
the case of cold particles, Nuh is always greater than for the
single-phase case. Up to dp  125 μm this is the result of
the thermal coupling only. For larger particles the increased
circulation described before proves beneficial and gives a
further strengthening of the heat subtracted from the hot
plate. At the same time, the convective contribution to Nuh
strengthens considerably (Fig. 6). The increased circulation
also proves beneficial for warm particles, although to a lesser
extent. In both cases the Reynolds number is found to be
little affected by the thermal coupling due to the mechanical
strengthening of the circulation.
D. Further aspects
The previous considerations can be complemented by
analyzing several other aspects of the phenomena of present
interest with combined thermal and mechanical coupling.
Figure 9 shows the area-averaged particle vertical velocity
as a function of height for particles with diameters of 25 μm
[triangles with (red) line], 100 μm [circles with (blue) line],
175 μm [squares with (green) line], and 200 μm [crosses
with (purple) line]. The vertical component of the particle
momentum equation, (4), averaged over time and all the
 0
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FIG. 9. (Color online) Average vertical velocity of thermally
and mechanically coupled “cold” particles as a function of height
in the cell for dp = 25 μm [(red) triangles], dp = 100 μm [(blue)
circles], dp = 175 μm [(green) squares], and dp = 200 μm [(purple)
crosses].
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FIG. 10. (Color online) Average fluid vertical velocity at the
particle position as a function of height in the cell for thermally and
mechanically coupled “cold” particles: dp = 25 μm [(red) triangles],
dp = 100 μm [(blue) circles], dp = 175 μm [(green) squares], and
dp = 200 μm [(purple) crosses].
particles in a cross section (indicated by an overline with
superscripts A,t) may be written as
vz
A,t = uzA,t − vt f (Ret )
f (Rep)
(
1 + 1
g
dvz
dt
)A,t
, (24)
in which vt is the terminal velocity defined in Eq. (12). If
the particles sampled all points of the cross section equally
and had a small effect on the fluid velocity, we would have
uz
A,t = 〈uz〉A,t = 0. For small particles inertia is unimportant
and f (Ret )  f (Rep) = 1 so that one expects that vzA,t =
−vt , which is indeed the result shown in Fig. 9 for dp = 25
μm.
The results for larger particles deviate more and more from
this prediction. The origin of this feature can be seen in Fig. 10,
which shows uzA,t , namely, the mean of the fluid velocity at the
particle position. As the figure shows, this mean value becomes
more and more negative as the particle size increases and
contributes to the particle downward velocity as (24) shows.
This result might seem unexpected since, as mentioned before,
our particles are very nearly uniformly distributed over the
cross section, and the mean fluid velocity over any cross section
must vanish. By averaging over a considerably longer time
we have satisfied ourselves that this result is not an artifact
of an insufficient sampling of the cross section. Rather, its
origin must be sought in the fact that larger particles drag
down the surrounding fluid with them. The effect is a marked
reduction in the cross section occupied by the ascending fluid,
an increase in its upward velocity, and a consequent increase
in the convective transport as mentioned before.
As shown in Eq. (24), two other factors contribute to a
difference between the mean settling velocity vzA,t and the
terminal velocity vt . The first one is the particle acceleration,
the importance of which can be estimated from Fig. 11, which
shows the volume- and time-averaged normalized particle
accelerations:
1
g
∣∣∣∣dvzdt
∣∣∣∣
V,t
,
1
g
dvz
dt
V,t
,
1
g
∣∣∣∣dvhdt
∣∣∣∣
V,t
, (25)
with vh the horizontal velocity. For dp < 100 μm all ac-
celeration components are virtually 0. Inertia becomes more
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FIG. 11. (Color online) Vertical [(blue) circles] and horizontal
[(red) triangles] mean accelerations of thermally and mechanically
coupled “cold” particles as functions of the particle diameter dp . The
(green) squares and line show the mean of the modulus of the vertical
acceleration. All accelerations are normalized by division by g.
important for larger particles, although the accelerations are
still only a few percent of gravity at the most. Interestingly, the
mean of dvz/dt is negative, which implies a mean downward
acceleration, and is smaller in modulus than the mean of
|dvz/dt | so that there are regions where the acceleration is
upward.
Conservation of the particle number under steady-state
conditions dictates that the area- and time-averaged vertical
particle flux 〈nvz〉A,t be independent of z. We have verified
that constancy of the vertical particle flux holds to better than
0.5% in all our simulations. Since, as shown in Fig. 9, the
particle velocity increases slightly with height (particularly for
the larger particles), we then expect the particle concentration
to decrease, as indeed is found in Fig. 12 (although, of course,
〈nvz〉A,t is not precisely equal to to the product 〈n〉A,t 〈vz〉A,t ).
Introducing the particles at their terminal velocity has the
consequence that 〈nvz〉A,t |H = 〈n〉A,t |Hvt , where 〈n〉A,t |H is
the mean number density at the upper plate. Figure 13 shows
the normalized flux
F ∗z =
〈nvz〉A,t |z=0
n0vt
, (26)
as a function of the particle diameter. This quantity
is essentially 1, rising to just short of 1.03 for dp = 200 μm.
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FIG. 12. (Color online) Area- and time-averaged normalized
number density of thermally and mechanically coupled “cold”
particles as a function of height in the cell: dp = 25 μm [(red)
triangles], dp = 100 μm [(blue) circles], dp = 175 μm [(green)
squares], and dp = 200 μm [(purple) crosses].
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FIG. 13. (Color online) Normalized particle flux, defined in
Eq. (26), at the bottom plate as a function of the particle diameter for
mechanically and thermally coupled cold particles, Tp = Tc.
These data are for cold particles with full mechanical and
thermal coupling, but results with either coupling and different
temperatures are basically indistinguishable. If the particles
maintained a uniform number density equal to n0, the volume
average, and fell undisturbed at their terminal velocity, we
would have 〈nvz〉A,t = n0vt and F ∗z = 1. The closeness of
the computed F ∗z to 1 is a further indication of the apparent
decoupling of the particles from the fluid discussed in
Sec. V E.
We can use this result for a further consistency check on
the calculation as the number of particles introduced per unit
time at the top of the cell must be given by the product
of the cross-sectional area times 〈nvz〉A,t . The result of this
calculation matches the direct counting of particles introduced
per unit time. Figure 13 shows that this number is very close
to πR2n0vt = Npvt/H or, in dimensionless form, Npvt/Uf .
E. Discussion
The results shown and, in particular, those in Fig. 13 for F ∗z ,
suggest a very unusual sort of “one-way coupling” between
the fluid and the particles, which is exactly the opposite of
what this denomination usually implies. Indeed, we have found
that the particles seem to be little influenced by the flow of
the fluid, while they have a very strong effect on it. This
conclusion is unexpected and appears inconsistent with the
smallness of both large-scale and Kolmogorov-scale Stokes
numbers listed in Table III. The resolution of the paradox
lies in the very strong constraint that the vanishing of the
area-averaged fluid vertical velocity imposes on the system. As
noted in connection with expression (24) for the mean particle
velocity, particles so small as to be nearly passive tracers might
well follow the fluid’s fluctuating velocity, but nevertheless,
on average, they must fall at their terminal velocity. Very
heavy particles would not follow the fluid but would also
essentially fall at their terminal velocity. Thus vzA,t must
equal vt for both small and large particles so that its behavior
in between these limits is severely constrained. The situation
would be different for particles or bubbles in a liquid, where the
acceleration term in Eq. (24) might be expected to play a much
stronger role.
Two major aspects of the particle model used in this work
are worth discussing: the point-like approximation and the
assumption of a constant temperature. The former is justified
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FIG. 14. (Color online) Area- and time-averaged normalized fluid
temperature at the particle location for thermally and mechanically
coupled “cold” particles as a function of height in the cell: dp =
25 μm [(red) triangles], dp = 100 μm [(blue) circles], dp = 175 μm
[(green) squares], and dp = 200 μm [(purple) crosses].
provided the particles are smaller than the smallest fluid scale.
With the estimate of the Kolmogorov scale given in Sec. IV,
we find that the smallest value of η in our simulations is nearly
a factor of 4 larger than the largest particles. This circumstance
justifies the applicability of the point-particle model to these
particles and, a fortiori, to the smaller ones. In any event, a
careful examination of this aspect of the present work must
await further improvement of the current state of the art.
As for the assumption of a constant particle temperature
we may note that, at a qualitative level, it may be expected
that allowing cold particles to heat up would give results
intermediate between those found for cold and those for warm
particles, and similarly for heated-up warm particles. At a
more quantitative level, one may compare the duration of
the particles’ exposure to the fluid with the time scale for
a change in their temperature, namely, cpmp/(πd2php), with
cp the particle specific heat (close to 2050 J/kg for ice at the
melting point). For this analysis to be meaningful, it must be
based on the effective particle-fluid temperature difference,
rather than on the temperature difference Th − Tc between
the hot and the cold plates. Figure 14 shows the mean fluid
temperature at the particle position as a function of height in
the cell for mechanically and thermally coupled cold particles
with diameters of 25, 100, 175 and 200 μm. Aside from the
smallest particles, a significant temperature difference only
exists near the bottom plate over a thickness of a few percent
of the cell height. If we estimate the exposure time as 4% of the
cell height divided by the terminal velocity, the ratio of the two
time scales ranges from about 20 for dp = 25 μm to 0.01 for
dp = 200 μm, with an approximately inverse proportionality
to d4p. The temperature change may therefore be expected to
be negligible for particles larger than about 50 μm, but not
necessarily so for smaller particles. For ice particles, heating up
will be preceded by melting. The dimensionless ratio relevant
here is the energy that a particle receives during its exposure
to the warmest fluid, namely, πd2php(Th − Tc), multiplied by
the exposure time, to the energy necessary to melt it, mphfg
(with hfg the latent heat of fusion, approximately 334 kJ/kg
for ice). With the maximum temperature difference lasting the
time to fall through 4% of the cell height, this ratio, which
is also approximately inversely proportional to d4p, varies
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FIG. 15. (Color online) Hot-plate Nusselt number as a function of
the particle diameter dp for “hot” particles, Tp = Th. The dashed line
(labeled Q) shows results with thermal coupling only, and the solid
line (labeled f + Q) results with combined thermal and mechanical
coupling.
between about 6 and 0.003. Thus, again, smaller particles
may be expected to melt and heat up. The situation is similar
for warm particles, whose exposure to a temperature very
different from their own is also limited as suggested by Fig. 5.
The precise consequences of the thermal response of small
particles therefore remains an interesting point, which we plan
to address in future studies.
F. “Hot” particles
As the temperature of the settling particles increases,
the mean temperature difference between the lower and the
upper parts of the cell decreases and the buoyant convection
becomes weaker and weaker. In the case of hot particles,
with Tp = Th, the effect is to essentially completely stop
the convection except for the smallest particles. This is
demonstrated in Fig. 15, which shows the Nusselt number
at the hot plate as a function of the particle diameter for
both mechanical and combined mechanical-thermal couplings.
The difference between the two cases is minimal, and Nuh is
very close to 0 despite the fact that the Reynolds number
(Fig. 16) and the convective contribution (Fig. 17) increase for
larger particles. The figures clearly show that this increase
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FIG. 16. (Color online) Fluid Reynolds number calculated with
the volume- and time-averaged r.m.s. velocity as a function of the
particle diameter dp for “hot” particles, Tp = Th. The dashed line
(label Q) shows results with thermal coupling only, and the solid
line (labeled f + Q) results with combined thermal and mechanical
coupling.
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FIG. 17. (Color online) Convective contribution to the hot-plate
Nusselt number, Eq. (20), as a function of the particle diameter dp for
“hot” particles, Tp = Th. The dashed line (labeled Q) shows results
with thermal coupling only, and the solid line (labeled f + Q) results
with combined thermal and mechanical coupling.
is a purely mechanical effect that has no bearing on the
heat transfer.
VI. SUMMARY AND CONCLUSIONS
We have studied the effect of particles with a prescribed
temperature falling under gravity in a Rayleigh-Be´nard cell
filled with a much lighter fluid (gas). We have considered
different particle diameters and cases in which the particle
temperature equals either one of the prescribed temperatures
at the hot or cold bases of the cell or their average. We have also
investigated the separate effects of purely mechanical, purely
thermal, and combined mechanical and thermal couplings
between the particles and the fluid. We have found a very
strong effect of the mechanical coupling with increasing
particle diameter: the falling particles tend to drag fluid down,
which constrains the ascending stream to a smaller and smaller
fraction of the cross section, thus increasing its velocity.
A rather unexpected result has been a very unusual kind
of reverse “one-way coupling” between the particles and the
fluid, in the sense that the results show a very small effect of
the fluid on the particles but a large effect of the particles on
the fluid, despite the smallness of the Stokes numbers. This
result is the consequence of the very strong constraint on the
fluid behavior that is imposed by the vanishing of the fluid
vertical velocity averaged over the cross section of the cell.
The fact that similar features are found also for warm and hot
particles suggests that it is a robust outcome of the physics of
the process investigated that would persist even if the particles
were allowed to change their temperature in response to heat
exchange with the fluid.
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