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We propose a numerical method for explicitly constructing a complete set of local integrals of
motion (LIOM) and definitely show the existence of LIOM for strongly many-body localized systems.
The method combines exact diagonalization and nonlinear minimization, and gradually deforms the
LIOM for the noninteracting case to those for the interacting case. By using this method we find that
for strongly disordered and weakly interacting systems, there are two characteristic lengths in the
LIOM. The first one is governed by disorder and is of Anderson-localization nature. The second one
is induced by interaction but shows a discontinuity at zero interaction, showing a nonperturbative
nature. We prove that the entanglement and correlation in any eigenstate extend not longer than
twice the second length and thus the eigenstates of the system are ‘quasi-product states’ with such
a localization length.
PACS numbers: 71.23.An, 72.15.Rn, 02.60.Pn, 05.30.-d
A variety of theoretical [1–4] and numerical [5–12]
studies have shown that disorder induced localization is
robust against small interactions, known as many-body
localization (MBL). Various remarkable new phenomena
have been found or conceived for MBL systems, such as
area law entanglement entropy of eigenstates [13], loga-
rithmic divergence of entanglement entropy in time and
space [14–16], identically zero conductance [17], ergodic-
ity violation, breakdown of the eigenstate thermalization
hypothesis (ETH) [18–22] and quantum statistical me-
chanics, protection for quantum and topological orders
at finite temperatures [13, 23–26]. Most of them can be
readily derived from the concept of an extensive set of lo-
cal integrals of motion (LIOM), which is argued to exist
in MBL systems.
Conceptually, LIOM are independent (quasi-)local op-
erators commuting with each other as well as the Hamil-
tonian, and determine the basic structure of an MBL
system since formally the Hamiltonian can be clearly
expressed in terms of a complete set of LIOM [27, 28].
However, in practice, it is difficult to find them explic-
itly and accurately. Ros et al. [17] and Imbrie [3, 4]
used perturbation theories. Rademaker and Ortun˜o [29]
employed displacement operators. They eliminated off-
diagonal interaction terms in the Hamiltonian order by
order, but stopped halfway because of exponential in-
crease of computational cost, which results in a trunca-
tion error. Chandran et al. [30] used long-time evolution
of local operators. Inglis and Pollet [31] found incomplete
and approximate LIOM with nonlinear minimization.
In this Letter, we propose a numerical method for con-
structing a complete set of LIOM explicitly and accu-
rately for strongly disordered MBL systems. The method
starts with the LIOM for the noninteracting case (which
can be obtained readily and exactly), deforms them into
the LIOM for the interacting case via consecutive unitary
transformations. The locality of the LIOM is preserved in
the transformations. Our method is so accurate that we
can extract localization lengths hidden in the exponen-
tially decaying tails of the LIOM. We identify a charac-
teristic localization length induced by interaction, which
is longer than the one induced solely by disorder. This
implies that interaction tends to delocalize the system as
we expect. It is however remarkable that the characteris-
tic length induced by interaction shows a discontinuity at
zero interaction, suggesting that interaction has a non-
perturbative effect on disordered systems. Furthermore,
we prove that the length induced by interaction char-
acterizes the localization of eigenstates of MBL systems
and beyond twice of this characteristic length no entan-
glement or correlation can survive.
Model.—As an example, we study a spinless fermionic
model on a one-dimensional chain with nearest-neighbor
hoppings, nearest-neighbor density-density interactions,
and disordered on-site potentials. The Hamiltonian is
Hˆ = −t
∑
〈ij〉
(c†i cj + c
†
jci) + V
∑
〈ij〉
nˆinˆj −
∑
i
µinˆi. (1)
Here we set t = 1. µi is randomly chosen in [−w,w] with
uniform distribution. L is the number of lattice sites.
Open boundary condition is chosen in the calculation.
For V = 0, the system is known to be Anderson localized
[32], while for large w and small V , the system is MBL.
We would like to emphasize that the applications of the
following concepts and discussions are not restricted to
this specific model.
LIOM.—A set of LIOM for a system is a set of in-
dependent and (quasi-)local operators {Jˆ (i)} commut-
ing with each other as well as the Hamiltonian, i.e.,
[Jˆ (i), Jˆ (j)] = [Jˆ (i), Hˆ] = 0. A simple example is the one
for model (1) of the noninteracting case (V = 0), denoted
by {Jˆ
(i)
0 }, which consists of the occupancy number op-
erators of the localized single-particle eigenstates. More
specifically, Jˆ
(i)
0 = d
†
idi = QˆNˆ
(i)
0 Qˆ
† and d†i ≡ Qˆc
†
i Qˆ
†,
2where Nˆ
(i)
0 ≡ nˆi and d
†
i creates a particle in a localized
single-particle eigenstate and Qˆ is a unitary operator di-
agonalizing the noninteracting Hamiltonian in the Fock
basis (the eigenstates of nˆi), i.e, H0 ≡ Q
†HQ is diagonal
for V = 0. (Remind: H0 is not diagonal for V 6= 0.) The
matrix representation of an operator Oˆ in the Fock basis
is denoted as O.
Constructing LIOM.—We can connect the interacting
case {Jˆ (i)} to the noninteracting case {Jˆ
(i)
0 } by a uni-
tary transformation Uˆ : Jˆ (i) = QˆUˆQˆ†Jˆ
(i)
0 QˆUˆ
†Qˆ†, which
reduces to the LIOM operator for the noninteracting case
Jˆ
(i)
0 by setting Uˆ to the identity operator Iˆ. Obviously,
[Jˆ (i), Jˆ (j)] = 0. The condition [Jˆ (i), Hˆ ] = 0 requires that
[Nˆ
(i)
0 , Uˆ
†Hˆ0Uˆ ] = 0, equivalently,
[N
(i)
0 ,U
†H0U] = 0. (2)
Meanwhile, we want Jˆ (i) to be as localized as possible.
For a weak interaction, this can be realized by tailoringU
to be as close to I as possible (ACTIAP) by noting that
Jˆ
(i)
0 is localized and Jˆ
(i) is most close to Jˆ
(i)
0 when U is
most close to I. On the other hand, a strong interaction
will destroy the MBL and the LIOM will no longer exist.
To the end, we want to find a U such that Eq. (2) is
satisfied and meanwhile ACTIAP.
Algorithm 1 (partial determination of U): Eq. (2) is
satisfied if U†H0U is diagonal because N
(i)
0 is diagonal
and two diagonal matrices commute. So we may want to
construct Uˆ by diagonalizing H0, and U is composed of
the eigenvectors (as its columns). Next, we try to order
the eigenvectors so that U is ACTIAP, which is possible
when H0 is diagonally dominant. We refer to the ab-
solute value of the largest element of an eigenvector as
the ‘principle value’ of the eigenvector. We try to order
the eigenvectors so that their largest elements in abso-
lute value is located on the diagonal of U. Specifically,
the positions of the eigenvectors in U are determined
one by one in descending order of their principle values.
Sometimes, there may be a problem in this process: the
correct position of an eigenvector coincides with that of
another eigenvector determined previously and the pro-
cess has to be halted. This means only a part of U is
determined. The undetermined part has to be dealt with
further. After a suitable column permutation P, the de-
termined part of U can be grouped to the left side (de-
noted asUd) and the undetermined to the right (denoted
as Uu), i.e., UP = [Ud|Uu]. Set Uu ≡ RT, where R is
determined so that [Ud|R]P† is unitary and ACTIAP
[33], and T is a unitary matrix with smaller dimension
than that of U and is to be determined and have to be
ACTIAP. Now, Eq. (2) reduces to
[N
(i)
1 ,T
†H′1T] = 0, (3)
where H′1 ≡ R
†H0R and N
(i)
1 (being diagonal) is the
lower-right block of P†N
(i)
0 P.
Algorithm 2 (improving diagonal dominance): Few-
small-step [34] steepest-descent minimization of χ(X) ≡∑
i tr[K
(i)†K(i)], beginning with X = 0, where K(i) ≡
[N
(i)
1 , exp(X
†)H′1 exp(X)] with X
† = −X. After mini-
mization we obtain X, which is small. exp(X) is unitary
and is close to I. Set T = exp(X)U1. Now, Eq. (3)
reduces to
[N
(i)
1 ,U
†
1H1U1] = 0, (4)
where H1 ≡ U
†
1H
′
1U1 is more diagonally dominant than
H′1 and U1 is to be determined and have to be ACTIAP.
Now, by comparing Eq. (4) with Eq. (2), we find that
we are in a situation resembling to the beginning. There-
fore, we can apply algorithms 1 and 2 to Eq. (4) with
N
(i)
1 , H1, and U1 instead of N
(i)
0 , H0, and U, respec-
tively. Further, we iterate this process until U is fully
determined. In practice, we find that only a few itera-
tions will accomplish the LIOM construction. Remark:
this LIOM construction algorithm is an improved version
of that in Ref. [35] and is much more efficient.
Finding Uˆ explicitly is a merit of this method. The
raising and lowering operators transforming the simulta-
neous eigenstates of {Jˆ (i)} and Hˆ from one to another
can be readily obtained by
Jˆ
(i)
+ ≡ QˆUˆc
†
i Uˆ
†Qˆ†, Jˆ
(i)
− ≡ Jˆ
(i)†
+ . (5)
Jˆ
(i)
+ (Jˆ
(i)
− ) raises (lowers) the eigenvalues of Jˆ
(i). By the
way, Jˆ (i) = Jˆ
(i)
+ Jˆ
(i)
− .
Locality of operators.—To explicitly characterize local-
ity, we introduce a reduction error η for reducing an op-
erator O into a region A as
ηA(O) ≡
√
tr(O − O˜)†(O − O˜)
trO˜†O˜
, O˜ ≡
trBO
trBI
, (6)
where B denotes the region excluding A and I is the
identity operator. A is called the target region. O˜ is the
reduced operator of O. O is reducible for a target region
A if and only if (1) O = O˜, or (2) O = OA⊗ IB = OA, or
(3) O is totally localized in A, where OA is some operator
defined in region A and IB is the identity operator in
region B. If O = OA ⊗ OB with OB = λ(IB +XB) and
XB is small and traceless (where λ is a constant),
O˜ = OA ⊗ (λIB), ηA(O) =
√
trBX
†
BXB
trBI
†
BIB
. (7)
Thus, smaller ηA(O) means that O is more localized in
A. In other words, ηA(O) quantitatively measures the
localization of O in region A.
Results.—We focus on η(1)(n) ≡ ηn(Jˆ
(1)) and
η
(1)
+ (n) ≡ ηn(Jˆ
(1)
+ ), the reduction errors of Jˆ
(1) and its
corresponding raising operator Jˆ
(1)
+ , where Jˆ
(1) is the
3LIOM operator at one chain end and the target region
for reduction includes the n sites starting from that chain
end. ηn(Jˆ
(1)
+ ) ≡ ηn(Jˆ
(1)
− ). Because Jˆ
(1) localizes near the
chain end, η(1)(n) and η
(1)
+ (n) decrease as n increases.
Particularly, η(1)(0) = 1 and η(1)(L) = η
(1)
+ (L) = 0. Note
that η
(1)
+ (0) is not well defined because trJˆ
(1)
+ = 0.
The disorder averaged reduction errors η(1)(n) and
η
(1)
+ (n) are plotted in Fig. 1. The average is taken
over Nd(V ) independent disorder realizations. Specif-
ically, 5 × 10−6Nd = 1, 2, 5, 10, 20, 50, 100 for 10
3V =
1024, 256, 64, 16, 4, 1, 0, respectively. As the interac-
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FIG. 1. (Color online) Disorder averaged reduction errors of
(a) the LIOM operator Jˆ(1) and (b) the corresponding raising
operator Jˆ
(1)
+ localized near one chain end. η
(1)(n) ≡ ηn(Jˆ
(1))
and η
(1)
+ (n) ≡ ηn(Jˆ
(1)
+ ), where the target region includes the
n sites starting from that chain end. w = 32. L = 12, ex-
cept the ones explicitly labeled (L = 13). The exponential
decay of the reduction errors have only one phase for V = 0,
which is disorder induced, while the corresponding ones have
two phases for V > 0, featuring the disorder induced decay
for small n and the interaction induced decay for large n, re-
spectively. The inset in (b) shows the characteristic lengths
extracted from the exponential decays. It is evident that a
discontinuity appears at V = 0+ for both ξ and ξ+.
tion decreases, the fluctuation of the reduction error
δη(1)/η(1) or δη
(1)
+ /η
(1)
+ tends to be divergent for large
n and therefore we need a very large number of disorder
realizations to make the statistic error small enough for
small interactions.
It is clearly seen in Fig. 1 that the reduction errors
decay exponentially, indicating that the LIOM and the
raising/lowering operators are localized in the system for
both the noninteracting (V = 0) and interacting (V >
0) cases. However, there are two remarkable differences
between the two cases. First, η(1) = η
(1)
+ for V = 0 but
η(1) < η
(1)
+ for V > 0. This shows that for the interacting
case Jˆ
(1)
+ is less localized than Jˆ
(1), i.e., changing the
eigenvalue of the LIOM operator Jˆ (1) entails changing
the state outside the support of Jˆ (1), suggesting that the
eigenstates of the system is entangled.
Second, the exponential decay of η(1)(n) or η
(1)
+ (n) has
only one phase for V = 0, which is disorder induced.
However, there are two phases for V > 0. The first phase
appears for small n, where the decay of the reduction
error follows the one in the noninteracting case and thus
is disorder driven. The second phase appears for large
n, where the decay of the reduction error is evidently
slower than that in the noninteracting case and thus is
interaction driven.
The exponentially decaying tails of the reduction errors
can be well modelled by
η(n) = η(0) exp(−n/ξ), (8)
where ξ defines a characteristic localization length, and
the coefficient η(0) indicates the amplitude. For ξ and
η(0), we add subscript ‘+’ for those corresponding to the
raising operator Jˆ
(1)
+ . ξ and ξ+ are shown in the inset of
Fig. 1(b). To get rid of the finite size effect, we choose
a sufficiently large disorder strength (w = 32) so that
the MBL length is much smaller than the system size
(L = 12). The disappearing of the finite size effect can
be seen by comparing the L = 12 and L = 13 results in
Fig. 1. The differences of the reduction errors at n = 10
and 11 result from a boundary effect; these two points
are not used to calculate ξ and ξ+.
As shown in the inset of Fig. 1(b), ξ and ξ+ increase
as V increases. This means that the interaction tends
to delocalize the LIOM operators and hence the system,
as what we expect. However, it is surprising that there
are discontinuities in ξ and ξ+ as V → 0
+. This means
that an arbitrarily small interaction can induce a local-
ization length longer than the one induced by disorder
and change the system qualitatively. This suggests that
interactions have a nonperturbative effect on disordered
systems. It has been known that an arbitrarily small
interaction can result in a logarithmic growth of entan-
glement entropy in time [15]. So it is interesting to raise
such a question how the interaction induced localization
length affects the dynamics of an MBL system.
4Quasi-product states.—As we show above, ξ < ξ+.
A natural question is which length is more relevant to
MBL? Let us first consider the roles of their correspond-
ing operators. The eigenvalues of the LIOM opera-
tors uniquely label the eigenstates of the Hamiltonian
while the raising/lowering operators transform the eigen-
states. For an eigenstate |ψ〉, Kˆ(i)|ψ〉 is another eigen-
state, where
Kˆ(i) ≡ Jˆ
(i)
+ + Jˆ
(i)
− (9)
is hermitian and unitary. Intuitively, the two eigenstates
differ only in the support of Jˆ
(i)
+ or Jˆ
(i)
− , which suggests
that ξ+ characterizes the length scale determining the
structure of the eigenstates.
Actually, we can prove that the entanglement and cor-
relation of an eigenstate only extend to a length scale
characterized by 2ξ+, beyond which there is no entan-
glement or correlation. See Fig. 2. For l ≫ 2ξ+, any
eigenstate |ψ〉 can be written as
|ψ〉 =
∏
i
Kˆ(i)
∏
j
Kˆ(j)
∏
k
Kˆ(k)|vac〉 =
∏
i
Kˆ(i)|ψ′〉,
where |vac〉 is the vacuum, |ψ′〉 ≡
∏
j Kˆ
(j)
∏
k Kˆ
(k)|vac〉,
Kˆ(j) and Kˆ(k) have their supports in region A + C and
region B+D, respectively, while the support of Kˆ(i) may
be in region E or overlap with region C and/or region
D but never overlap with region A or B. So region E
is vacuum in |ψ′〉, and |ψ′〉 is a product state of the two
states in regions A + C and B + D, respectively, which
results in
ρˆ′A+C+B+D = ρˆ′A+C ⊗ ρˆ′B+D, (10)
where ρˆ′A+C+B+D, ρˆ′A+C , and ρˆ′B+D are the reduced
density operators, for example, ρˆ′A+C = trB+D+E ρˆ′ with
A B
E
l
C D
 ξ+  ξ+
FIG. 2. (Color online) A two-dimensional illustration of short-
range entanglement of an eigenstate of an MBL system. If the
separation distance l between regions A and B is much larger
than twice the characteristic length ξ+ of the raising/lowering
operators, there will be no entanglement or correlation be-
tween regions A and B because region E can be unitarily
transformed into vacuum without affecting regions A and B.
ρˆ′ ≡ |ψ′〉〈ψ′|. Evidently, |ψ′〉 has no entanglement or cor-
relation between regions A and B, i.e., the corresponding
reduced density operators satisfy
ρˆ′A+B = ρˆ′A ⊗ ρˆ′B, (11)
which, actually, can be derived by acting trC+D on both
the sides of Eq. (10). By using the fact that trSUˆ †OˆUˆ =
trSOˆUˆ Uˆ † = trSOˆ for any operator Oˆ and region S if Uˆ
is a unitary operator and has its support in region S, we
can, finally, obtain
ρˆA+B = ρˆA ⊗ ρˆB (12)
with ρˆ ≡ |ψ〉〈ψ| by noting that ρˆA = ρˆ′A, ρˆB = ρˆ′B, and
ρˆA+B = ρˆ′A+B since
∏
i Kˆ
(i), connecting ρˆ with ρˆ′, is
unitary and its support does not overlap with region A
or B. Q.E.D.
Due to the existence of interaction, generally, an eigen-
state of an MBL system cannot be factorized as a product
state like the case of a noninteracting Anderson localized
system, but it looks very much like, because any two spa-
tially 2ξ+-separated points in the system have no entan-
glement or correlation as we proved above. We call it a
‘quasi-product state’ (QPS). Evidently, every eigenstate
of an MBL system is a QPS if ξ+ is finite. ξ+ plays a sim-
ilar role as the localization length of single-particle states
of an Anderson-localized system and hence can be con-
sidered as the eigenstate localization length of an MBL
system.
Conclusion.—We have proposed a numerical method
for explicitly and accurately constructing a complete set
of LIOM, and shown definitely the existence of LIOM
in strongly MBL systems. A one-dimensional disordered
spinless fermionic model with nearest-neighbor interac-
tions has been studied as a role model. By inspecting
the reduction errors of the LIOM and raising/lowering
operators, we have identified a characteristic length (ξ+)
induced by interaction, which decreases as the interaction
decreases, but shows a discontinuity at zero interaction,
i.e., an infinitesimal interaction will induce a characteris-
tic length longer than the one induced solely by disorder.
This reveals that interaction has a nonperturbative im-
pact on disordered systems. We have proved that beyond
a distance of 2ξ+ there is no entanglement or correlation
in any eigenstate of the system. So the eigenstates of
the system are ‘quasi-product states’ with a localization
length of ξ+.
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