A novel fault-tolerant communication topology management method for the leader-follower unmanned aerial vehicle (UAV) formation is proposed to minimize the formation communication cost while keeping the formation shape, even in the case of communication faults during the formation flight. This method is based on Edmonds' algorithm for the minimum cost arborescence problem in graph theory. When a formation shape is given before the formation flight, this method can get the optimal initial communication topology with the minimum formation communication cost for keeping the formation shape. When some communication faults occur during the formation flight, which will cause the formation shape cannot be kept, this method can reconfigure the communication topology in time to guarantee the safety of all UAVs and recover the formation shape, and then it can reoptimize the communication topology by UAV position reconfiguration in the formation shape to minimize the formation communication cost for continuously keeping the formation shape. The effectiveness of this method is demonstrated through several simulation experiments.
Introduction
The cooperative decision and control of multiple unmanned aerial vehicles (UAVs) have drawn considerable attention from the scientific and engineering communities in recent years due to their wide potential applications in many fields, such as joint search and track, 1 persistent surveillance, 2 localization and navigation, 3 environmental monitoring, 4 ground target attack, 5 and so on. In order to get a better task performance, multiple UAVs usually need to form and keep a certain formation shape (geometric configuration) by information exchange through partial communication links among them, 6 where the set of communication links being used is called the communication topology, 7, 8 information exchange topology, 9 or connection topology 10 of the UAV formation. Due to different communication distances and other reasons, communication links Third, after the communication topology reconfiguration following some communication faults, a UAV position reconfiguration in the formation shape is performed based on some predefined reconfiguration maps (RMs) and heuristic laws to reoptimize the communication topology. However, the design of RMs lacks adequate theoretical basis and only adapts to some fixed formation shapes.
In Yang et al.' s study, all available communication links in a leader-follower UAV formation with n UAVs are also described by a weighted directed graph. First, an algorithm with a computation complexity of O ðnÀ1Þ 3 2 þ n À 1 is proposed to get the optimal initial communication topology for a given formation shape before the formation flight. This method can guarantee that the whole communication path for all of the following UAVs is the shortest compared to the method in the studies of Giulietti þ ð2 þ m þ 1Þðn À 1Þ , where m denotes the number of UAVs with transmitter failure and denotes the number of communication faults, is proposed to get a suboptimal reconfigured communication topology to guarantee the safety of all UAVs and recover the formation shape. However, it can only deal with two types of communication faults, including link interrupt and transmitter failure of the following UAVs, and its computation complexity is also relatively high. Moreover, the reconfigured formation communication topology may not be optimal because there is no communication topology reoptimization by UAV position reconfiguration in the formation shape as in the studies of Giulietti et al. and Pollini et al. Therefore, to overcome the shortcomings in the existing research literatures, this article proposes a novel faulttolerant communication topology management method under communication faults for the leader-follower UAV formation, which is based on Edmonds' algorithm for the minimum cost arborescence (MCA) problem in graph theory. The main contributions of our method can be summarized as follows: a. Initial communication topology optimization: A novel initial communication topology optimization algorithm is proposed, which has a lower computation complexity and can get a better initial communication topology, where each UAV is assigned the most suitable position in the formation shape, and the most suitable UAV is selected to be the formation leader. b. Communication topology reconfiguration under communication faults: A novel communication topology reconfiguration algorithm is proposed, which has a lower computation complexity, can deal with more types of communication faults, and can get a better reconfigured communication topology. c. Communication topology reoptimization under communication faults: A novel communication topology reoptimization algorithm is proposed, which can get a better reoptimized communication topology, where each UAV is assigned the most suitable new position in the formation shape.
The remainder of this article is organized as follows. In section 2, the related background and preliminaries are provided. In section 3, the proposed method is presented in detail. In section 4, the effectiveness of the proposed method is validated by simulation results. In section 5, concluding remarks are offered.
Background and preliminaries
Formation controller of each UAV in the leader-follower UAV formation Let UAV i and UAV j denote the ith and the jth UAV in the leader-follower UAV formation. If UAV i directly follows UAV j during flight, UAV i is called the follower of UAV j and UAV j is called the leader of UAV i . UAV j will send its own position, speed, and direction information to UAV i through a point-to-point communication link every T control seconds. When UAV i receives this information, it will use a formation controller to adjust its speed and direction to keep a desired relative position from UAV j . In this article, we assume that each UAV has a formation controller as proposed in the studies of Yang et al. and Xu et al., 29 which is described as follows.
First, assume that all UAVs fly at the same height, and then the kinematic model of UAV i can be simplified as
where (x i , y i ) denotes the position of UAV i , v i denotes the speed of UAV i , y i denotes the heading angle of UAV i , and o i denotes the angular velocity of UAV i .
Second, assume that the leader of UAV i is UAV j , and then the formation error of UAV i can be denoted by the forward errorf ij and the lateral errorl ij as follows
where f ij and l ij denote the actual forward and lateral distances between UAV i and UAV j , respectively, as shown in Figure 1 , f d ij and l d ij denote the desired forward and lateral distances between UAV i and UAV j , respectively, and d is a small constant (0 < d ( jf d ij j; jl d ij j). Finally, based on the above assumptions and descriptions, the formation controller of UAV i can be designed as
whereỹ ij ¼ y i À y j and k 1 ; k 2 > 0 are two constants that denote the feedback gain.
Communication topology of the leader-follower UAV formation
Assume that n UAVs use the leader-follower formation controller described above to form and keep a given formation shape S with n positions that are at the same height h 0 and are numbered by f1; 2; . . . ; ng. Therefore, all available communication links in the leader-follower UAV formation can be described by a weighted directed graph as in the studies of Giulietti In this article, we further assume that each UAV can occupy any position in S. Therefore, we use an extended weighted directed graph G ¼ ðV ; E; W ; PÞ, called the communication link graph in our paper or the network topology in Bekmezcia et al.'s study, 30 to describe all available communication links in the leader-follower UAV formation
where e ij denotes an available point-to-point communication link from UAV i to UAV j so that UAV i can send information to UAV j . Namely, UAV i can be the leader of UAV j . c. W ¼ fwðe ij Þg; e ij 2 E is the set of weights of arcs, where wðe ij Þ denotes the communication cost of e ij , which is evaluated by its communication distance. d. P ¼ fp i g; 1 i n is the set of UAV positions in the formation shape called the UAV position configuration, where p i denotes the position of UAV i in the formation shape.
In the leader-follower UAV formation, each UAV only needs to receive information from its leader and send information to its followers, which means that not all available communication links must be used at all times for forming and keeping the formation shape. Therefore, the set of communication links being used in a leader-follower UAV formation is called its communication topology, 7, 8 which is a special subgraph of its communication link graph and has the following feature: Theorem 1. The communication topology of a leader-follower UAV formation must be a spanning tree of its communication link graph, but a spanning tree of its communication link graph is not necessarily a communication topology of the leader-follower UAV formation.
Proof. In a leader-follower UAV formation, except for the formation leader, each UAV must directly or indirectly follow the formation leader. Namely, the formation leader must have a unidirectional communication path, composed of one or more communication links, to each following UAV. Therefore, all communication links being used in the formation will form a spanning tree of its communication link graph, and the root node of this spanning tree denotes a UAV that can be the formation leader. However, not all UAVs can be the formation leader. Therefore, given a spanning tree of the communication link graph, if its root node denotes a UAV that cannot be the formation leader, then this spanning tree cannot be a communication topology of the leader-follower UAV formation. Based on the above analysis, we can naturally conclude theorem 2.
Theorem 2. The communication topology of a leader-follower UAV formation must be a spanning tree of its communication link graph whose root node denotes a UAV that can be the formation leader, and vice versa. implementation of Edmonds' algorithm whose computation complexity is OðjV j 2 Þ for dense graphs and OðjEj Â logjV jÞ for sparse graphs. 33 Gabow et al. proposed a faster implementation of Edmonds' algorithm whose computation complexity is OðjEj þ jV j Â logjV jÞ. 34 When using Edmonds' algorithm to solve this problem, the first step is to construct the communication link graph G ¼ ðV ; E; W ; PÞ. Because the position of each UAV in the formation shape is undetermined before the formation flight, we first assume that UAV i occupies the ith position in the formation shape (the initial value of P is f1; 2; . . . ; ng). Then, we can get the value of W by calculating the communication distances based on the given formation shape and the initial value of P.
After determining G, we can calculate its MCA denoted by
Let wðAÞ denote the cost of A, which satisfies
According to the properties of MCA, if A exists, then A has n nodes and n À 1 arcs, and the total weight of its arcs is minimal. However, A cannot be a communication topology if its root node v i denotes a UAV that cannot be the formation leader. Fortunately, all UAVs are almost exactly the same before the formation flight, except that part of UAVs cannot be the formation leader. Therefore, in this case, we just need to find another node v j denoting a UAV that can be the formation leader, and then exchange the position of v i and v j in G and A to make A become a communication topology. Moreover, this position exchange does not change the total weight of all arcs in A, so A must be the optimal initial communication topology.
Based on the above analysis, this article proposes an initial communication topology optimization algorithm based on MCA, which is shown in Table 1 .
The computation complexity of algorithm 1 mainly depends on the computation complexity of step 2, in which the faster implementation of Edmonds' algorithm in the study of Gabow et al. is used. 31 Therefore, the computation complexity of algorithm 1 is OðjEj þ jV j Â logjV jÞ. c. It does not need to artificially specify the formation leader, and can automatically select the most appropriate UAV to be the formation leader.
Algorithm 1 can be used in a centralized scheme or a decentralized scheme. In the former case, the ground control center runs algorithm 1 and informs all UAVs of the result. In the latter case, each UAV runs algorithm 1 and also gets the same result. Once knowing the optimal initial communication topology, the formation leader begins to track the predefined formation reference trajectory and other UAVs begin to follow its leader. Soon all UAVs form the corresponding formation shape, and then will keep the formation shape.
Communication topology reconfiguration under communication faults
During the formation flight, if some communication faults occur in one or more UAVs, UAVs may not continue to keep the formation shape, and may even collide with one another. Therefore, all UAVs should reconfigure the communication topology quickly to avoid the UAV collision and recover the formation shape. At the same time, in order to reduce the cost of communication, the communication cost of the reconfigured communication topology should be as small as possible.
The communication topology reconfiguration must be decentralized for faster execution time, and the reconfiguration algorithm must get the same result in all UAVs (i.e. all UAVs must be informed of the same communication fault information in time). To this end, this article assumes that each UAV can use a broadcast communication channel (BC) to get the same communication fault information as in the studies of Giulietti et al., Pollini   Table 1 . Algorithm 1: Initial communication topology optimization.
Algorithm 1: Initial communication topology optimization
Input: A given formation shape S with n positions that are at the same height h 0 and are numbered by f1; 2; . . . ; ng; n UAVs denoted by f UAV 1 ; UAV 2 ; . . . ; UAV n g, where several UAVs can be the formation leader. Output: The optimal initial communication topology
where the initial value of P is f1; 2; . . . ; ng.
Step 3. If the root node v i of A denotes a UAV that can be the formation leader, go to step 5. Table 2 .
For the six types of communication faults, we assume that all UAVs have the same fault detection and isolation (FDI) strategy as follows: a. When a unicast transmitter failure, a unicast receiver failure, a unicast transceiver failure, or a broadcast receiver failure occurs in UAV i , UAV i itself can detect this fault. Then, UAV i will record the time stamp of this fault and notify other UAVs of this information through the BC. b. When a broadcast transmitter failure occurs in UAV i , UAV i itself can detect this fault, but cannot notify other UAVs through the BC. Because other UAVs will never receive the status of UAV i , after T active seconds they can conclude that UAV i has encountered a broadcast transmitter failure and will record the time stamp of this fault. c. When a link interrupt occurs in the communication link e ij and UAV i is the leader of UAV j , UAV j cannot receive the position, speed, and direction information from UAV i again. After T active seconds, if UAV j does not detect its own unicast receiver failure, and does not receive the unicast transmitter failure information of UAV i , UAV j will conclude that e ij is interrupted. Then, UAV j will record the time stamp of this fault and notify other UAVs of this information through the BC. d. When a UAV receives information about a communication, it processes the communication fault immediately, which includes first updating the communication link graph according to the communication fault information and then optimizing the communication topology. If information about a new communication fault is received during the process flow, the UAV interrupts the current process flow immediately, and then processes the new and old communication faults together, which includes first updating the communication link graph according to the new communication fault information and then optimizing the communication topology again.
Based on the above FDI strategy, each UAV will quickly receive the same communication fault information if some communication faults occur, and then can get the reconfigured communication link graph G r ¼ ðV r ; E r ; W r ; P r Þ by deleting the corresponding faulty arcs or nodes from the current communication link graph G ¼ ðV ; E; W ; PÞ:
a. If a unicast transmitter failure occurs in UAV j , delete all the outgoing arcs of v j . b. If a unicast receiver failure occurs in UAV j , delete all the incoming arcs of v j . c. If a unicast transceiver failure or a broadcast transmitter failure or a broadcast receiver failure occurs in UAV j , delete all the arcs of v j . d. If a link interrupt occurs in the communication link from UAV j to UAV k , delete e jk . e. If all the arcs of v j are deleted, then delete v j and let p j ¼ 0(p j 2 P r ), which means that UAV j should leave the formation.
Then, each UAV should get the optimal spanning tree of G r to be the optimal reconfigured communication topology, which has the minimal communication cost and roots at a node denoting a UAV that can be the formation leader. Therefore, this problem can also be modeled as the MCA problem in graph theory. When using Edmonds' algorithm to get the MCA of G r (which is denoted by A r ), the results can be divided into two kinds as follows:
a. The root node v i of A r denotes a UAV that can be the formation leader, and then A r can be the optimal reconfigured communication topology (i.e. each UAV can reconfigure its communication topology into A r to recover the formation shape). b. The root node v i of A r denotes a UAV that cannot be the formation leader, and then A r cannot be a reconfigured communication topology (i.e. each UAV cannot reconfigure its communication topology into A r to recover the formation shape). However, this doesn't mean that there must be no other reconfigured communication topologies.
Therefore, in order to find the optimal reconfigured communication topology in the above two cases, this article proposes a new method based on MCA. First, a special node called virtual leader (VL) and its corresponding outgoing arcs are added into G r ¼ ðV r ; E r ; W r ; P r Þ to form an extended reconfigured communication link graph
where v 0 is the virtual leader (VL) that denotes an imaginary point in the predefined formation reference trajectory. b. E 0 r ¼ fe 0k g [ E r ; 1 k jV r j is the set of arcs, where e 0k denotes that UAV k knows the predefined formation reference trajectory (i.e., UAV k can be the formation leader). c. W 0 r ¼ fwðe 0k Þg [ W r ; e 0k 2 E 0 r is the set of weights of arcs, where all outgoing arcs of v 0 have the same weight, which is wðe 0k Þ ¼ P jV j i¼1 P jV j j¼1 wðe ij Þ þ 1; e ij 2 E (i.e., wðe 0k Þ is larger than the sum of weights of all arcs in G).
Second, the MCA of G 0 r denoted by A 0 r is calculated. Finally, based on theorem 3, the optimal reconfigured communication topology A r can be achieved by deleting v 0 and its outgoing arcs from A 0 r .
Theorem 3. If the MCA of G 0 r denoted by A 0 r exists and v 0 has only one outgoing arc in A 0 r , then the optimal reconfigured communication topology A r exists and it can be achieved by deleting v 0 and its outgoing arcs from A 0 r .
Proof. First, if A 0 r exists, A 0 r must be a spanning tree of G 0 r , which means that A 0 r must contain all nodes in G 0 r , and each node in A 0 r must have an incoming arc except for the root node. Moreover, v 0 does not have any incoming arc based on the definition of G 0 r , so v 0 must be the root node of A 0 r and have at least an outgoing arc. Second, because G 0 r has jV r j þ 1 nodes, A 0 r only has jV r j arcs. If v 0 has m ! 2 outgoing arcs in A 0 r , then after deleting v 0 and its outgoing arcs from A 0 r , only jV r j À m jV r j À 2 arcs and jV r j nodes remain in A 0 r , which cannot form a communication topology because jV r j nodes need at least jV r j À 1 arcs to form a communication topology. Therefore, only when v 0 has one outgoing arc in A 0 r , the optimal reconfigured communication topology A r exists. Third, if A r exists, it must be a spanning tree of G r and roots at a node v k which denotes a UAV that can be the formation leader (i.e. v k must have an incoming arc e 0k in G 0 r ). Therefore, v 0 , e 0k , and A r can form a spanning tree of G 0
Let B 00 r denote any spanning tree of G 0 r . If v 0 has only one outgoing arc e 0k in B 00 r , it will form a spanning tree of G r denoted by B r after deleting v 0 and e 0k from B 00 r . Then, wðB 00 r Þ ¼ wðB r Þ þ wðe 0k Þ ! wðA r Þ þ wðe 0k Þ, which means wðB 00 r Þ ! wðB 0 r Þ. If v 0 has two or more outgoing arcs in B 00 r , then wðB 00 r Þ ! 2 Â wðe 0k Þ ! wðA r Þ þ 1 þ wðe 0k Þ, which also means wðB 00 r Þ ! wðB 0 r Þ. Therefore, B 0 r must be the MCA of G 0 r (i.e. B 0 r ¼ A 0 r and wðB 0 r Þ ¼ wðA 0 r Þ ¼ wðA r Þ þ wðe 0k Þ), and A r can be achieved by deleting v 0 and its outgoing arcs from B 0 r (A 0 r ). Based on the above analysis, this article proposes a decentralized communication topology reconfiguration algorithm under communication faults based on MCA, which is executed in each UAV when a communication fault occurs. Taking UAV i as an example, if it receives a communication fault notification from other UAV through the BC or detects its own communication fault, it will run the algorithm as shown in Table 3 .
After running algorithm 2, all remaining UAVs in the formation switch to the optimal reconfigured communication topology to quickly recover the formation shape. The computation complexity of algorithm 2 mainly depends on the computation complexity of step 7 in which the faster implementation of Edmonds' algorithm in the study of Gabow et al.is used. Therefore, the computation complexity of algorithm 2 is OðjE 0 r j þ jV 0 r j Â logjV 0 r jÞ, where jE 0 r j jE r j þ jV r j jEj þ jV j and jV 0 r j ¼ jV r j þ 1 jV j þ 1. 
Communication topology reoptimization under communication faults
After the communication topology reconfiguration following some communication faults, all UAVs are kept safe, some UAV may leave the formation to track the predefined formation reference trajectory alone at a different height or fly back to its own UAV base alone, and the remaining UAVs will continue keeping the formation shape. However, the formation communication cost may not be optimal (minimal). It may be necessary to reoptimize the communication topology by a UAV position reconfiguration in the formation shape, which includes exchanging UAV positions in the formation shape or moving a UAV to fill an empty position in the formation shape left by a UAV that has left the formation. Because there are many possible UAV position reconfigurations and under each UAV position reconfiguration, there are also many possible communication topologies, the objective of the communication topology reoptimization problem under communication faults is to determine the optimal UAV position configuration, under which the communication topology with the minimal formation communication cost exists. Therefore, this problem can also be modeled as the MCA problem in graph theory. First, for each possible UAV position configuration P n , we can construct its corresponding extended communication link graph G 0 n . Then, we can use Edmonds' algorithm to calculate the MCA of G 0 n to get a candidate optimal communication topology A n for P n . Finally, all candidate optimal communication topologies for each UAV position configuration are compared to find the reoptimized communication topology A o with the minimal formation communication cost and its corresponding reoptimized UAV position configuration P o .
Based on the above analysis, this article proposes a decentralized communication topology reoptimization algorithm based on MCA, which is executed in each remaining UAV in the formation. Taking UAV i as an example, the steps of this algorithm are shown in Table 4 .
In step 5 of algorithm 3, each possible UAV position configuration P n must be a permutation by taking out jV r j elements from jV j different elements, which are, respectively, 1; 2; . . . ; jV j and denote different positions in the formation shape. Therefore, the total of all possible P n is jV j! ðjV jÀjV r jÞ! . In step 9 of algorithm 3, the moving distance of a UAV required for UAV position reconfiguration is the Euclidean distance between its original position and its new position in the formation shape.
After running algorithm 3, all remaining UAVs will switch to the reoptimized communication topology and continue keeping the formation shape. The core step of algorithm 3 is step 7, where the faster implementation of Edmonds' algorithm in Gabow et al.'s study is used. As can be seen from step 4, step 7 will be run no more than jV j! ðjV jÀjV r jÞ! times. Therefore, the computation complexity of algorithm 3 is O jV j! ðjV jÀjV r jÞ! ÂðjE 0 n j þ jV 0 r jÂ logjV 0 r jÞ , where jE 0 n j jE n jþ jV r j jEj þ jV j and jV 0 r j ¼ jV r j þ 1 jV j þ 1. The computation complexity of algorithm 3 is relatively high. However, because all UAVs are kept safe after communication topology reconfiguration, the remaining UAVs can execute algorithm 3 and then perform the UAV position reconfiguration only in their spare time during the formation flight.
Compared to the communication topology reoptimization algorithm in the studies of Giulietti et al. and Pollini et al., algorithm 3 has the following advantages:
a. It has adequate theoretical basis to ensure that it can achieve the optimal communication topology by UAV position reconfiguration after communication faults. b. It is more flexible, because it can adapt to any formation shape. Step 7. Calculate the MCA of G 0 r , which is denoted by A 0 r . Step 8. If v 0 has only an outgoing arc e 0j in A 0 r , delete v 0 and e 0j from A 0 r to get the optimal reconfigured communication topology A r (i.e. UAV j is the new formation leader). Otherwise, A r doesn't exist (i.e. the formation shape cannot be kept and the formation should be separated into two or more subformations, where for each e 0j in A 0 r , UAV j is selected to be the formation leader of a subformation). UAV: unmanned aerial vehicle; MAC: minimum cost arborescence.
Simulation results and analysis
Two simulations are carried out in MATLAB to demonstrate the efficiency of our proposed fault-tolerant communication topology management method under communication faults for the leader-follower UAV formation. The first simulation demonstrates the efficiency of algorithm 1 for the initial communication topology optimization before the formation flight, and the second simulation demonstrates the efficiency of algorithms 2 and 3 for the communication topology reconfiguration and reoptimization under different types of communication faults during the formation flight.
Assume that five UAVs need to form and keep a wedge formation shape as shown in Figure 2 , where all positions, denoted by f1; 2; 3; 4; 5g, are at the same height (h 0 ¼ 5000) and the distances between these positions are marked out.
In addition, only UAV 1 , UAV 2 , and UAV 4 can be used as the formation leader. The predefined formation reference trajectory is a one-fourth arc from ð1000; 1000; h 0 Þ to ð5000; 5000; h 0 Þ, where the center is ð5000; 1000; h 0 Þ, the radius is 4000 m, the speed of each UAV is 100 m/s, T control is 0.5 s, and T active is 2 s. The initial coordinates and heading angle of each UAV are shown below in Table 5 .
Initial communication topology optimization before the formation flight
Using the above experiment parameters as input, each UAV runs algorithm 1 to calculate the optimal initial communication topology as follows: In step 1, the initial value of UAV position configuration P is set to f1; 2; 3; 4; 5g (i.e. the ith position in the formation shape is assigned to UAV i ), and the communication link graph G ¼ ðV ; E; W ; PÞ is constructed, which is shown in Figure 3 (a). In step 2, the MCA A of G is calculated, which is shown in Figure 3(b) . In step 3, the root node of A is v 1 and UAV 1 can be the formation leader, so step 4 is ignored. In step 5, A is the optimal initial communication topology, whose the total cost is 2271 as shown in Figure 3 (c), and P is the most appropriate UAV position configuration. 
Step 2. If the current communication faults cause some UAV to leave the formation, then go to step 4.
Step 3. If wðA o Þ ¼ wðAÞ, the communication topology reoptimization is not needed and go to step 11.
Step 4. Let n ¼ n þ 1. If n ! jVj! ðjVjÀjVrjÞ! , go to step 11.
Step 5. Get another unused UAV position configuration P n , and establish the corresponding communication link graph G n ¼ ðV r ; E n ; W n ; P n Þ based on G r ¼ ðV r ; E r ; W r ; P r Þ. Step 6. Establish the extended communication link graph G 0 n ¼ ðV 0 r ; E 0 n ; W 0 n ; P n Þ by adding VL (v 0 ) and its corresponding outgoing arcs into G n ¼ ðV r ; E n ; W n ; P n Þ.
Step 7. Calculate the MCA of G 0 n , which is denoted by A 0 n . Step 8. If A 0 n does not exist or v 0 has more than one outgoing arcs in A 0 n , go to step 4. Step 9. Delete v 0 and its outgoing arc from A 0 n to get a new candidate optimal communication topology A n . If one of the following conditions satisfies, let A o ¼ A n , where P o ¼ P n . a. wðA n Þ < wðA o Þ. b. wðA n Þ ¼ wðA o Þ, but the sum of moving distances required for UAV position reconfiguration from P r to P n is less than from P r to P o . Comparatively, the method in the studies of Giulietti et al. and Pollini et al. can get an optimal initial communication topology with a larger total cost (3674) as shown in Figure 4 (a), and its computation complexity is higher than algorithm 1. The method in the study of Yang et al. can get the same optimal initial communication topology as algorithm 1, which is shown in Figure 4 (b), but its computation complexity is higher than that of algorithm 1.
After getting the optimal initial communication topology, each UAV will use its formation controller described in equation (4) to form and keep the formation shape. Assume that no communication faults occur throughout the formation flight. Figure 5 shows the tracks of all UAVs on the horizontal plane throughout the formation flight, the positions of UAVs at t ¼1 s, t ¼ 40 s, t ¼ 80 s and t ¼ 128 s are marked. From this, we can see that the formation shape is formed quickly and then kept until the end.
Communication topology reconfiguration and reoptimization under communication faults
To demonstrate the efficiency of our proposed method under different types of communication faults listed in Table 2 , we designed six different communication fault scenarios (shown in Table 6 ), and then carried out the contrast experiments for these scenarios to compare our method with the methods in the studies of Giulietti et al., Pollini et al., and Yang et al., respectively. In the six scenarios, the unicast transmitter failure is divided into scenarios 2 and 3 because the method described in the study of Yang et al. does not consider the unicast transmitter failure of the formation leader. Also, the broadcast transmitter failure and the broadcast receiver failure are merged into scenario 6 because our method treats them in the same way.
Next, we take scenario 2 as an example to illustrate the main calculation process of algorithms 2 and 3. When the unicast transmitter failure occurs in UAV 2 , UAV 2 itself can detect this fault and will notify other UAVs of this information through the BC. After receiving this information, each UAV must quickly reconfigure the formation topology to ensure the safety of all UAVs. Therefore, without exchanging the UAV positions in the formation shape, each UAV runs algorithm 2 to calculate the reconfigured communication topology as follows: In step 1, the reconfigured communication link graph G r and the optimal reconfigured communication topology A r are initialized. In step 2, the faulty arcs in G r and in the current communication topology A are deleted according to this communication fault, and the modified G r and the modified A are shown in Figure 6 (a) and (b), respectively. In step 3, because e 23 and e 24 are deleted by step 2, the remaining operations of step 3 are not executed. In steps 4 and 5, because v 2 is not deleted by step 2, the remaining operations of steps 4 and 5 are also not executed. In step 6, the extended reconfigured communication link graph G 0 r is established and shown in Figure 6 (c). In step 7, the MCA A 0 r of G 0 r is calculated and shown in Figure 6(d) . In step 8, because v 0 has only an outgoing arc e 01 in A 0 r , the optimal reconfigured communication topology A r is obtained by deleting v 0 and e 01 from A 0 r , and A r is shown in Figure 6 (e). After the communication topology reconfiguration described above, all UAVs are kept safe and each UAV can reoptimize the communication topology by the UAV position reconfiguration in the formation shape. Therefore, each UAV runs algorithm 3 to calculate the reoptimized communication topology as follows: In step 1, the reoptimized communication topology A o is initialized as the reconfigured communication topology A r . In step 2, because no UAV leaves the formation, go to step 3. In step 3, because wðA o Þ is 2656 and wðAÞ is 2271, which means that wðA o Þ > wðAÞ, the communication topology reoptimization is needed, and go to step 4. Then, steps 4-10 will be executed repeatedly several times. For example, when n ¼ 13 in step 4, go to step 5 because n < 5!. In step 5, P n is f1,4,2,3,5g and the corresponding communication link graph G n is established and shown in Figure 7 (a). In step 6, the extended communication link graph G 0 n is established and shown in Figure 7 (b). In step 7, the MCA A 0 n of G 0 n is calculated and shown in Figure 7 (c). In step 8, because A 0 n exists and v 0 has only one outgoing arc e 01 in A 0 n , go to step 9. In step 9, a new candidate optimal communication topology A n , shown in Figure 7(d) , is obtained by deleting v 0 and e 01 from A 0 n . Because wðA n Þ ¼ 2271 and wðA o Þ ¼ 2656, which means that wðA n Þ < wðA o Þ, then A o will be replaced by A n and P o will be replaced by P n . In step 10, because no new communication fault information is received, go to step 4 and perform the next execution. After all executions, the reoptimized communication topology A o in step 11 is shown in Figure 7 (e), where P o is f1,4,3,2,5g. Compared with A n in Figure 7(d) , wðA n Þ ¼ wðA o Þ ¼ 2271, the sum of moving distances required for UAV position reconfiguration from P r ¼ f1; 2; 3; 4; 5g to P n ¼ f1; 4; 3; 2; 5g is 1000, and the sum of moving distances required for UAV position reconfiguration from P r ¼ f1; 2; 3; 4; 5g to P o ¼ f1; 4; 2; 3; 5g is 2085, so A o in Figure 7 (e) is better than A n in Figure 7(d) according to the second condition in step 9.
The results of six contrast experiments are listed in Table 7 . From which we can reach the following conclusions:
a. Our method can handle more types of communication faults than the methods in the studies of It must be stressed that in scenarios 3 and 5, the reoptimized communication topology achieved by the method in the studies of Giulietti et al. and Pollini et al. is even worse than its reconfigured communication topology, which means that the method in the studies of Giulietti et al. and Pollini et al. is not always reliable in the communication topology reoptimization. By contrast, algorithm 3 is based on Edmonds' algorithm for the MCA problem in graph theory, so it has an adequate theoretical basis to ensure that it will achieve a reoptimized communication topology that is no worse than its reconfigured communication topology. (continued) Figure 8 shows the tracks of all UAVs on the horizontal plane throughout the formation flight in the six communication fault scenarios, respectively, where the positions of UAVs at t ¼1 s, t ¼ 40 s, t ¼ 80 s, and t ¼ 128 s are marked.
As shown in Figure 8 (a) and (c), when link interrupt occurs in e 12 and e 13, or the unicast transmitter failure occurs in UAV 1 , UAV 2 and UAV 3 cannot receive the information from UAV 1 , and can only maintain their current speed and heading angle. Therefore, they begin to deviate from their correct trajectory. Meanwhile, UAV 4 and UAV 5 also begin to deviate from their correct trajectory, since UAV 4 follows UAV 2 , and UAV 5 follows UAV 3 . After T active seconds, all UAVs switch to the reconfigured communication topology and the formation shape is quickly recovered. Further, the reoptimized communication topology is the same as the reconfigured communication topology, so the formation shape is kept until the end. As shown in Figure 8(b) , when the unicast transmitter failure occurs in UAV 2 , UAV 3 and UAV 4 cannot receive the information from UAV 2 , and they begin to deviate from their correct trajectory. UAV 5 also begins to deviate from its correct trajectory since it follows UAV 3 . After T active seconds, all UAVs switch to the reconfigured communication topology and the formation shape is quickly recovered. Further, after getting the reoptimized communication topology, UAV 2 and UAV 4 exchange their positions, and then the formation shape is kept until the end.
As shown in Figure 8(d) , when the unicast receiver failure occurs in UAV 4 , UAV 4 cannot receive the information from UAV 2 so it begins to deviate from its correct trajectory. After T active seconds, all UAVs switch to the reconfigured communication topology, where UAV 4 is the new formation leader, and the formation shape is quickly recovered. Further, the reoptimized communication topology is the same as the reconfigured communication topology, so the formation shape is kept until the end.
As shown in Figure 8 (e), when the unicast transceiver failure occurs in UAV 1 , UAV 1 soon flies up to another height h 1 ¼ h 0 þ 200 to avoid collision with other UAVs, and then tracks the predefined formation reference trajectory alone at the different height h 1 . UAV 2 and UAV 3 cannot receive the information from UAV 1 and they begin to deviate from their correct trajectory. Meanwhile, UAV 4 and UAV 5 also begin to deviate from their correct trajectory, since UAV 4 follows UAV 2 and UAV 5 follows UAV 3 . After T active seconds, all UAVs switch to the reconfigured communication topology and the formation shape is quickly recovered. Further, the reoptimized communication topology is the same as the reconfigured communication topology, so the formation shape is kept until the end.
As shown in Figure 8 (f), when the broadcast transmitter failure occurs in UAV 3 , UAV 3 soon flies up to another height h 3 ¼ h 0 þ 600 to avoid collision with other UAVs and then flies back to its own UAV base alone. UAV 5 cannot receive the information from UAV 3 , it begins to deviate from its correct trajectory. After T active seconds, all UAVs switch to the reconfigured communication topology and the formation shape is quickly recovered. Further, after receiving the reoptimized communication topology, UAV 1 fills the empty position left by UAV 3 , and then the formation shape is kept until the end.
Conclusions
During the UAV formation flight, one or more UAVs may encounter some communication faults, which can cause those UAVs to become unable to keep the original formation shape. Accidental UAV collisions could also occur. Therefore, this article proposes a novel fault-tolerant communication topology management method for the leader-follower UAV formation to guarantee the safety of all UAVs and continue keeping the formation shape under multiple types of communication faults. This method is composed of three algorithms, which are based on Edmonds' algorithm for the MCA problem in graph theory. Given a formation shape before the formation flight, this method uses a directed weighted graph to describe all available communication links in the formation, and uses algorithm 1 to achieve the MCA of this directed weighted graph (i.e. the optimal initial formation communication topology with the minimum formation communication cost). When some communication faults occur, this method first deletes the faulty nodes or arcs in the original directed weighted graph, and then uses algorithm 2 to achieve the MCA of this modified directed weighted graph (i.e. the reconfigured and suboptimal formation communication topology), which can help all UAVs to maintain safety from collision and quickly recover the original formation shape. After the communication topology reconfiguration, this method uses algorithm 3 to reoptimize the communication topology by reconfiguring the UAV positions in the formation shape, and then continue keeping the formation shape. Simulation results have verified the effectiveness of this method.
Future research directions include (1) a fault-tolerant communication topology management method under communication faults for other types of leader-follower UAV formation that uses a new formation control method as in the studies of Hou and Fantoni and Park et al. and (2) a fault-tolerant communication topology management method under communication faults for the virtual structure-based and consensus-based UAV formation.
