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We prove two identities involving Dirichlet series, in the denom-
inators of whose terms sums of two, three and four squares ap-
pear. These follow from two classical identities of Jacobi involv-
ing the four Jacobian Theta Functions θ1(z;q), θ2(z;q), θ3(z;q)
and θ4(z;q), by the application of the Mellin transform. These re-
sults motivate the well-known correspondence between the set of
the four Jacobian Theta Functions and the set of four classical zeta
functions of which the Riemann Zeta Function is the third, and
the Dirichlet Beta Function is the ﬁrst.
© 2011 Elsevier Inc. All rights reserved.
We ﬁrst state the identities to which we have referred above.
Theorem 1.
4
∞∑
k=0, m=1, n=1
(−1)n
[(2k + 1)2 + 4m2 + 4n2] s2 + 4
∞∑
k=0, m=1
1
[(2k + 1)2 + 16m2] s2 +
∞∑
n=0
1
(2n + 1)s
=
∞∑
n=0
(−1)n
(2n + 1)s−1 . (1)
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2s+1
∞∑
j,k,m,n=0
1
[(2 j + 1)2 + (2k + 1)2 + (2m + 1)2 + (2n + 1)2] s2
+ 2
∞∑
j,k,m,n=1
(−1) j+k+m+n
( j2 + k2 +m2 + n2) s2 + 4
∞∑
j,k,m=1
(−1) j+k+m
( j2 + k2 +m2) s2
+ 3
∞∑
j,k=1
(−1) j+k
( j2 + k2) s2 +
∞∑
n=1
(−1)n
ns
=
∞∑
j,k,m,n=1
2
( j2 + k2 +m2 + n2) s2 +
∞∑
j,k,m=1
4
( j2 + k2 +m2) s2
+
∞∑
j,k=1
3
( j2 + k2) s2 +
∞∑
n=1
1
ns
. (2)
These identities are of interest because of the sums of two, three and four squares which occur
in the denominators of the Dirichlet series which appear in them. We will show that they are direct
consequences of two identities ((5), (6) below) of Jacobi, via the application of the Mellin transform
to the four Jacobian Theta Functions (see [1,4,8,10,17] for the related theory) deﬁned as follows
θ1(z;q) := 2
∞∑
n=0
(−1)nq(n+ 12 )2 sin(2n + 1)z
= 2q 14 sin(z)
∞∏
j=1
(
1− q2 j)(1− q2 je2iz)(1− q2 je−2iz),
θ2(z;q) := 2
∞∑
n=0
q(n+
1
2 )
2
cos(2n + 1)z
= 2q 14 cos(z)
∞∏
j=1
(
1− q2 j)(1+ q2 je2iz)(1+ q2 je−2iz),
θ3(z;q) := 1+ 2
∞∑
n=0
qn
2
cos2nz
=
∞∏
j=1
(
1− q2 j)(1+ q2 j−1e2iz)(1+ q2 j−1e−2iz),
θ4(z;q) := 1+ 2
∞∑
n=0
(−1)nqn2 cos2nz
=
∞∏
j=1
(
1− q2 j)(1− q2 j−1e2iz)(1− q2 j−1e−2iz). (3)
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ber in the margin.) Here q := eiπτ where Imτ > 0. Therefore, these functions may also be denoted as
θ1(z;τ ), θ2(z;τ ), θ3(z;τ ) and θ4(z;τ ). The modular transformations that they obey are as follows
θ1
(
− z
τ
;− 1
τ
)
= i(−iτ ) 12 exp
(
iz2
πτ
)
θ1(z;τ ),
θ2
(
− z
τ
;− 1
τ
)
= (−iτ ) 12 exp
(
iz2
πτ
)
θ4(z;τ ),
θ3
(
− z
τ
;− 1
τ
)
= (−iτ ) 12 exp
(
iz2
πτ
)
θ3(z;τ ),
θ4
(
− z
τ
;− 1
τ
)
= (−iτ ) 12 exp
(
iz2
πτ
)
θ2(z;τ ). (4)
Let us denote θ ′1(0;q), θ2(0;q), θ3(0;q) and θ4(0;q) as θ ′1, θ2, θ3 and θ4 respectively.
A well-known holomorphic modular form under the full modular group is the elliptic modular
discriminant (see e.g. [3])
 := q2
∞∏
n=1
(
1− q2n)24 = 1
28
.θ82 θ
8
3 θ
8
4 =
1
28
(
θ ′1
)8
where the last equality is obtained by using the well-known Jacobi Identity
θ ′1 = θ2θ3θ4. (5)
Another important identity of Jacobi is
θ42 + θ44 = θ43 . (6)
(5) can be proved by using the well-known (see e.g. [1,2]) Jacobi triple product identity, while (6)
follows from θ22 θ
2
2 (z;q)+ θ24 θ24 (z;q) = θ23 θ23 (z;q), similar to θ23 θ21 (z;q)+ θ24 θ22 (z;q) = θ22 θ24 (z;q), which
yields the well-known fundamental relation sn2u + cn2u = 1. In fact, (6) is the same as the famous
identity k2 + k′2 = 1, where k := θ22 /θ23 and k′ := θ24 /θ23 are the two moduli of the Jacobian Elliptic
Functions.
These facts show that our identities (1) and (2) are directly related to some of the basic results of
Jacobi’s theory of theta functions and elliptic functions. The theory of these functions, and the proofs
of (5) and (6) can be found in [1,4,17]. The two identities involving the squares of the theta functions
stated above can be found in [17].
Since modular forms are known [3,9–11,13] to correspond, under the Mellin transform, to Dirichlet
series obeying functional equations, we inquire whether zeta function identities can be derived from
(5) and (6) by the use of this correspondence.
To this end, we ﬁrst deﬁne the functions ψ1,1(x), ψ2(x), ψ3(x) and ψ4(x). The functions θ1,1(x),
θ2(x), θ3(x) and θ4(x) which appear in these deﬁnitions are obtained by setting z = 0 and τ = ix
(x > 0) in the four Jacobian Theta Functions θ ′1(z;q), θ2(z;q), θ3(z;q) and θ4(z;q) respectively.
ψ1,1(x) := 1
2
θ1,1(x) =
∞∑
(−1)n(2n + 1)e−(n+ 12 )2πx,n=0
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2
θ2(x) =
∞∑
n=0
e−(n+
1
2 )
2πx,
ψ3(x) := 1
2
[
θ3(x) − 1
]=
∞∑
n=1
e−n2πx,
ψ4(x) := 1
2
[
θ4(x) − 1
]=
∞∑
n=1
(−1)ne−n2πx. (7)
Here ψ3(x) is nothing but the function ψ(x) which is involved in the integral representation of the
Riemann Zeta Function:
π−
s
2 Γ
(
s
2
)
ζ(s) =
∞∫
1
ψ(x)
[
x
s
2−1 + x− s2− 12 ]dx.
The theory of the Riemann Zeta Function is discussed, for example, in [2,4–7,12,14–17].
We now prove Theorem 1.
Proof of Theorem 1. When τ = ix (x > 0), in our notation (5) becomes
θ1,1(x) = θ2(x)θ3(x)θ4(x).
Combining this with (7) we obtain
ψ1,1(x) = 4ψ2(x)ψ3(x)ψ4(x) + 2ψ2(x)ψ3(x) + 2ψ2(x)ψ4(x) + ψ2(x). (8)
It is known that
Γ
(
s
2
)
=
∞∫
0
e−tt
1
2 s−1 dt.
Let t = (n + 12 )2πx. Then
π−
s
2 Γ
(
s
2
)
.
1
(n + 12 )s
=
∞∫
0
e−(n+
1
2 )
2πxx
s
2−1 dx.
Multiplying both sides by (−1)n(2n + 1) and summing from n = 0 to ∞, we obtain
2sπ−
s
2 Γ
(
s
2
) ∞∑
n=0
(−1)n
(2n + 1)s−1 =
∞∫
0
ψ1,1(x)x
s
2−1 dx.
Let t = [(k + 12 )2 +m2 + n2]πx. Then
π−
s
2 Γ
(
s
2
)
.
1
[(k + 12 )2 +m2 + n2]
s
2
=
∞∫
e−[(k+
1
2 )
2+m2+n2]πxx
s
2−1 dx.0
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2sπ−
s
2 Γ
(
s
2
) ∞∑
k=0, m=1, n=1
(−1)n
[(2k + 1)2 + 4m2 + 4n2] s2 =
∞∫
0
ψ2(x)ψ3(x)ψ4(x)x
s
2−1 dx.
Taking t = [(k+ 12 )2 +m2]πx, t = (n+ 12 )2πx in succession, and employing the same procedure as
above, we obtain
2sπ−
s
2 Γ
(
s
2
) ∞∑
k=0, m=1
1
[(2k + 1)2 + 4m2] s2 =
∞∫
0
ψ2(x)ψ3(x)x
s
2−1 dx,
2sπ−
s
2 Γ
(
s
2
) ∞∑
k=0, m=1
(−1)m
[(2k + 1)2 + 4m2] s2 =
∞∫
0
ψ2(x)ψ4(x)x
s
2−1 dx,
2sπ−
s
2 Γ
(
s
2
) ∞∑
n=0
1
(2n + 1) s2 =
∞∫
0
ψ2(x)x
s
2−1 dx.
The use of these results in the application of the Mellin transform to both sides of (8) enables us
to obtain an identity from which, by dividing through by 2sπ− s2 Γ ( s2 ), we obtain (1). 
Now we prove Theorem 2.
Proof of Theorem 2. When τ = ix (x > 0), in our notation (6) is
θ42 (x) + θ44 (x) = θ43 (x).
Combining this with (7) we obtain
2ψ42 (x) + 2ψ44 (x) + 4ψ34 (x) + 3ψ24 (x) + ψ4(x) = 2ψ43 (x) + 4ψ33 (x) + 3ψ23 (x) + ψ3(x). (9)
By taking t = [( j + 12 )2 + (k + 12 )2 + (m + 12 )2 + (n + 12 )2]πx, t = ( j2 + k2 + m2 + n2)πx, t =
( j2 + k2 +m2)πx, t = ( j2 + k2)πx and t = n2πx in
Γ
(
s
2
)
=
∞∫
0
e−tt
1
2 s−1 dt
and summing with appropriate signs as in the proof of Theorem 1, and inserting the results into the
Mellin transform of (9), we obtain an identity from which, by dividing through by π− s2 Γ ( s2 ), we
obtain (2). 
We notice the appearance of the functions
∞∑ 1
(2n + 1)s ,
∞∑ (−1)n
ns
,
∞∑ (−1)n
(2n + 1)s−1n=0 n=1 n=0
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under the Mellin transform, to θ2(z;q), θ4(z;q) and θ ′1(z;q) respectively, while the Riemann Zeta
Function, which may be denoted as ζ3(s) in this context, corresponds to θ3(z;q). While ζ2(s) and
ζ4(s) are obtained by multiplying the Riemann Zeta Function by (2s − 1)/2s and −(2s−1 − 1)/2s−1
respectively, ζ1,1(s) is the Dirichlet Beta Function discussed in [16], as pointed out by the referee. It
is the difference of two Hurwitz Zeta Functions, multiplied by an appropriate factor. The derivation
of the functional equations of ζ2(s), ζ4(s) and ζ1,1(s), by the use of (4), is similar to that of the
well-known functional equation of the Riemann Zeta Function. These are special cases of the general
functional equation of L-functions discussed, together with such variants, for example, in [2,3,6].
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