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Abstract 
Seasonal snow is an essential component of hydrological systems and climate feedbacks, 
particularly in western North America, providing cool water to downstream river systems and 
regulating the global climate. Spatial and temporal variability in snow is high in complex terrain 
such as mountains, and on spatial scales smaller than regional climate model (RCM) grid sizes. 
This thesis tests the importance of slope, aspect and elevation effects on snow in the Canadian 
Land Surface Scheme (CLASS) using three years of data from a climate station near Likely, BC, 
and extrapolated to a digital elevation model (DEM) domain. Results show that, as expected, 
snow depth and snow water equivalent (SWE) are sensitive to elevation, and this sensitivity is 
enhanced when combined with slope and aspect. Including sub-grid snow variability increases 
simulated SWE during snowmelt. Finally, this study supports the use of standardised comparison 
datasets to validate disparities between simulated and observed data. 
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Chapter 1: Introduction 
The scientific community is becoming increasingly aware of the important 
role of the land surface in relation to other global climate components. Investment in 
the density of land-based and remote sensing observations, new parameterizations for 
sub-grid scale processes, and enhanced land surface models (LSMs) provide new 
research opportunities. Understanding and quantifying the interactions between global 
climate systems is critical to analyze accurately the effects of climate change. In 
mountainous, complex terrain, variations in these interactions or processes occur at 
spatial scales not captured by large-scale global climate models (GCMs) or regional 
climate models (RCMs). At higher elevations, particularly in western North America, 
snow provides meltwater runoff and modifies the climate via the snow-albedo 
feedback during the winter accumulation and spring ablation seasons (Cayan, 1996; 
Brown, 2000; Pan et al., 2003; Leung & Qian, 2003; Hernández-Henríquez et al., 
2015).  
Unlike relatively flat landscapes such as the Canadian Prairies, the highly 
heterogeneous topography in mountainous areas modifies atmosphere-land surface 
processes and snow properties on small scales, requiring sub-grid parameterization for 
more realistic representation. Recent research has increased our understanding of 
small-scale spatial variability in cold climates. For instance, wind-related processes 
such as blowing snow result in highly varying snow distributions (Gordon et al., 
2006; Déry & Yau, 2002; Déry et al., 2010). Increased computing power and model 
efficiency allow for the parameterization of these small-scale physical processes in 
land surface models. Snow-vegetation exchanges (e.g., Bartlett et al., 2003), snow-
cover fraction and non-uniform snow distribution (Liston, 2004; Nitta et al., 2014), 
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variability in snow depletion curves inferred from air temperature (Luce et al., 1999) 
and snow specific surface area (Roy et al., 2013) have added complexity to snow 
processes in land surface models. Parameterizations of topographic controls on snow 
derived from physical snow modelling include topography and vegetation effects on 
the energy balance (Wigmosta et al., 1994), and the effect of topography on wind and 
snow processes (Marks & Dozier, 1992; Déry et al., 2004; Déry et al., 2010; Younas 
et al., 2017). Additional sub-grid parameterizations affecting snow include stepped 
hydrological response units (Pomeroy et al., 2007), power law for elevation-
dependent snow scaled with a sky view factor (Helbig & Herwignen, 2017), and a 
multiresolution snow modelling scheme based on surface heterogeneity (Baldo & 
Margulis, 2017). Despite recent advancements in snow representation in land surface 
models, the effects of topography on air temperature and radiation require further 
sensitivity testing in the CLASS model. 
1.1. Objectives 
This research is part of the Canadian Network for Regional Climate and 
Weather Processes (CNRCWP) project, based at UQAM in Montreal, Quebec, 
Canada. The overarching objective of this group is to advance and implement the next 
generation of the Canadian Regional Climate Model. This group is also tasked with 
updating the Canadian Land Surface Scheme (CLASS) model, which is the land 
surface model coupled with the CRCM. Many researchers are collaborating on this 
task as part of many smaller sub-projects. My research contributes to a sub-project, 
tasked with improving the representation of snow and snow-albedo feedback, mostly 
in the form of developing new sub-grid snow parametrizations. The aim of my 
research is to test the idealized CLASS model performance when simulating snow as 
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a single column, and to relate conclusions to regional scale implementation in the next 
CRCM. 
The key objectives for this study are to: 
1. Improve the representation of snow distribution in CLASS; 
2. Extrapolate multiple years of Quesnel River Research Centre (QRRC) 
station meteorological data for slope, aspect, and elevation effects; 
3. Identify the topographic features or thresholds with the greatest impact on 
snow depth and snow water equivalent (SWE). 
1.2. Importance of Snow 
Snow has important social, economic, and ecological value – from being a 
critical water resource to a role as a climate regulator. At least one-sixth of the 
world’s population depends on snow melt and glaciers as a water source (Barnett, 
Adam & Lettenmaier, 2005). Globally, mountainous regions act as “water towers” 
providing an essential source of freshwater to nearby lowlands (Viviroli et al., 2007). 
In Canada, snow accumulation has local significance for dependent ecosystems and 
downstream importance for urban consumption in semi-arid and arid regions such as 
the drought-prone Canadian Prairies (Fang & Pomeroy, 2007). More than 80% of the 
annual runoff in the Canadian Prairies derives from snowmelt (Gray, Pomeroy & 
Granger, 1989). The contribution of snow to water resources in Canada highlights the 
dependency to these climate-sensitive resources.  
The hydrologic cycle is strongly influenced by snow accumulation and 
ablation in the mid- to high-latitudes, processes that may be modified due to climate 
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change (Barnett, Adam & Lettenmaier, 2005). Recent tropospheric warming has 
changed both the timing and volume of snow accumulation and ablation, with 
amplified effects at temperature sensitive elevations (Sharma & Déry, 2016). Initial 
atmospheric conditions for snowfall require the processes of air parcels rising, 
expanding, cooling and then condensing. Snowflakes and crystals form and persist in 
water laden clouds at or below 0°C, before falling to the surface. Thus, temperature 
and moisture play a critical role in the presence or absence of snowfall. Synoptic 
systems such as storm tracks supply moisture to mountainous regions in the mid-
latitudes generally following the upper air jet stream circulation flowing in a westerly 
direction. Cyclonic low-pressure systems are the predominant driver of snowstorms in 
western Canada, while lake-effect snow can also result in substantial snowfall in close 
proximity to large inland lakes. Topography, wind and vegetation are smaller-scale 
governing factors determining snow accumulation in heterogeneous terrain 
(Armstrong & Brun, 2008; Gray & Male, 1981; Ganji et al., 2017a; Younas et al., 
2017). Snow depth and SWE are two parameters used to measure snow volume and 
the meltwater contained within the seasonal snowpack. Air temperature determines 
the phase of precipitation and therefore the mass of the snowpack. Controls on the 
duration of seasonal snow cover following deposition are solar radiation exposure, 
rain-on-snow, and thermal fluxes from the underlying soil layer (Armstrong & Brun, 
2008; Gray & Male, 1981). Snowpack net energy change per unit area (for open, flat 
snow cover; 
𝑑ℋ
𝑑𝑡
, equivalent to Q*) can be shown simply as the balance (negative for 
net energy loss, positive for net energy gain) of these fluxes in W m−2 (Armstrong & 
Brun, 2008): 
−
𝑑ℋ
𝑑𝑡
 = K + K + L + L + 𝐻s + 𝐻L + 𝐻P + 𝐺,   (1.1)  
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where K and K are incoming and reflected shortwave radiation and L is the 
incoming longwave while L is the outgoing emitted longwave radiation. The 
turbulent fluxes of sensible and latent heat are denoted by 𝐻s and 𝐻L, while 𝐻P is the 
heat flux from precipitation and blowing snow, and 𝐺 is the ground heat flux. The 
CLASS model (Verseghy, 2012) currently has limitations in its representation of 
snow ablation and evolution processes at the sub-grid scale partly due to the absence 
of including a range of sub-grid topographical values: slope, aspect and elevation that 
control air temperature, solar radiation and therefore snow distribution (Ganji et al., 
2017b; Younas et al., 2017). CLASS currently assumes each model grid cell covers a 
horizontal surface, with a single value for topographical features within that cell. This 
configuration can thus result in incorrect estimations of the water and energy 
processes. Accurately simulating the evolution and melt of the snowpack influences 
the modelled albedo values and water content of the snow layer. This has wide-
ranging implications for water and energy budgets, which are key processes simulated 
by RCMs (Déry et al., 2004). Recent sensitivity testing and sub-grid snow (SSS) 
development will be incorporated on a regional scale for implementation in the 
CRCM5 (Šeparović et al., 2013), thereby providing context to my research. 
1.3. Role of RCMs and land surface models 
RCMs and land surface models (LSMs) are critical to enhance our 
understanding of the natural environment and to improve the accuracy of future 
climate predictions. To simulate the exchanges and fluxes of the land, water, and 
atmosphere, these processes and feedbacks are incorporated into LSMs or RCMs and 
tested against observations for comparison. LSMs are typically coupled with RCMs to 
provide surface boundary conditions to the atmosphere, generating fluxes and energy 
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exchanges that provide water and energy to these systems. Zhao & Li (2015) describe 
the substantial development LSMs have undergone, from the traditional over-
simplified “bucket model” (first generation), to the incorporation of soil and 
vegetation treatment (second generation), to the current third generation LSMs that 
now includes evapotranspiration regulated by biological processes.  
Climate and land-surface models are applied on local, regional, and global 
scales. Historically, snow was assumed to be spatially uniform within a model grid 
cell (Déry et al., 2004). In fact, the distribution of snow displays high spatial 
heterogeneity (e.g., Pulliainen, 2006; Metsämäki, 2015). These authors explain that 
topography controls the important snow-dependent processes: precipitation, radiation, 
temperature and the redistribution of snow. Regional scale snowfall is primarily 
influenced by altitude (orographic forcing), air temperature, and moisture availability. 
Local snow distribution is controlled by slope and aspect, which therefore affect solar 
radiation loading and hence melt rates. Wind redistribution also controls the local 
spatial variability of snow but is not considered in this study.  
CLASS is the land surface model used within the Canadian Regional Climate 
Model (CRCM), which is based on ECCC’s Numerical Weather Prediction model 
GEM (Global Environmental Multiscale). CLASS provides surface energy and 
hydrological fluxes at each time step when coupled with this RCM (Verseghy, 2012). 
Understanding and validating land surface processes and interactions are critical to 
improving climate simulations and projections in snow-dominated watersheds, which 
are of acute importance in light of the currently warming climate. 
Since its creation in the 1980s (Verseghy, 2000), the CLASS model (the LSM 
used in my study) has evolved as more parameters representing land surface processes 
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and their feedbacks have been integrated (parameterized). Recent developments by 
Ganji et al. (2017b) and Younas et al. (2017) include the refinement of a sub-grid 
scale parameterization of snow with the addition of topographical controls on 
accumulation and melt processes. The CLASS model, which simulates the mass and 
energy response on land to the atmosphere, can be applied to both local and regional 
scales. The user determines the scale of analysis by defining the purpose of the 
application and relevant processes modelled. Version 3.6 of CLASS allows the user to 
also define sub-grid areas as mosaic ‘tiles’ to better represent sub-grid heterogeneous 
land or climate characteristics (although not utilized due to the point-based model set-
up of my study). Due to the spatial variation in snow and other surface processes in 
heterogeneous terrain, high spatial resolution for the modeling domain is required.  
1.4. Thesis Structure 
As stated by the objectives, this research aims to test the effect of topography 
on snow using the CLASS model (Verseghy, 2012). Chapter 2 describes the model, 
structure and processes simulated by CLASS. Forcing data requirements for off-line 
simulations are listed, followed by descriptions of the vegetation, soil and snow 
surface layers and the key processes and components of each. Recent 
parameterizations for the snow layer are provided for a timeline of recent changes to 
the aforementioned processes.  
In Chapter 3, the geographical context and broad characteristics of the selected 
domain are described. A discussion about initial data issues follows, including steps 
taken to overcome problematic data in the data preparation stage. Technical 
specifications of QRRC weather station instruments and their accuracy are also listed. 
Methods applied during this study comprise the remainder of Chapter 3, including 
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topographic adjustments, application to a digital elevation model (DEM) domain, 
statistical analysis techniques applied and effects excluded from this analysis. 
The fourth chapter contains results, beginning with climatology statistics for 
the QRRC weather station, investigation into QRRC snow depth simulations and 
temperature sensitivity effects. Next, results for topographic modifications are 
presented and then applied to the DEM domain for the three years of study. 
Thresholds for snow are then tested and related to CRCM5 representation. Chapter 5 
contains a discussion around disparities between CLASS simulated and observed 
snow, as well as sources of error. Comparison datasets are used to aid this part of the 
analysis. Following this, results for topographic sensitivity are explored and 
thresholds are determined. Finally implications of results are discussed in the context 
of CRCM5 and snow representation on both grid and sub-grid scales. To conclude, 
Chapter 6 summarizes the key findings and provides recommendations for model 
development, the use of CLASS, and future research in the area of SSS.  
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Chapter 2: The CLASS model 
CLASS was developed in the late 1980s to improve the Canadian general 
circulation model (GCM) simulations (Verseghy, 2000; 2012). The scheme was 
developed to address the need for a ‘second generation’ land surface model that 
would better represent land surface processes, energy budgets and transfers, and the 
effect on the adjacent atmosphere. GCMs depend on accurate simulations of land 
surface processes, as heat and moisture are contained, released, and stored within the 
Earth’s surface. This therefore highlights the importance of estimating the correct 
phases and timing of water and energy components to avoid inaccuracies when 
coupled with atmospheric models. 
A recent version of CLASS, version 3.6, will be used for this study and 
operational details are described in Verseghy (2012) and discussed briefly here. 
CLASS comprises three physically-modelled components: soil, vegetation canopy 
layers, and snow that is treated as a temporary upper component of the soil layer. 
Water and energy balances are calculated separately for each component, with 
solutions for each iteration driven by atmospheric data and then transferred among the 
relevant layers when coupled to the atmospheric model CRCM (Figure 2.1). When 
coupled, CLASS incorporates the water and energy land surface budgets and 
simulates their evolution forward in time. These calculated surface fluxes are then 
transferred back to the atmospheric model layer (e.g., CRCM). When uncoupled, or 
offline, initial meteorological forcing data are provided by a separate atmospheric 
model or from direct observational measurements. For this research, the offline 
version of the CLASS model will be used to advance the research by Younas et al. 
(2017).  
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Figure. 2.1 Schematic diagram of CLASS layers, including the soil, vegetation canopy and snow layers. 
Processes relating to and between layers are listed. Figure adapted from Verseghy (2012). 
2.1. CLASS forcing data 
The atmospheric parameters in Appendix A (item 1) are required to develop 
surface energy fluxes during model iterations, which in turn affect the surface energy 
and water balance solutions. When running the CLASS model, the required 
atmospheric driving data are: fractional cloud cover, incoming longwave radiation 
(W m−2), incoming broad spectrum shortwave radiation (W m−2), surface 
precipitation rate (kg m−2 s−1), surface air pressure (Pa), air temperature (K or ℃), 
specific humidity at reference height (kg kg−1), zonal and meridional components of 
wind velocity (m s−1), atmospheric blending height for surface roughness length 
averaging (m), and the height associated with forcing air temperature, humidity and 
wind (m) (Appendix A, item 1; Verseghy, 2012). When parameters such as fractional 
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cloud cover are not available, these can be estimated using preset values based on the 
zenith angle and precipitation (Verseghy, 2012). The surface parameters for 
initialization of CLASS are listed in Appendix A (item 1) and have not been changed 
from those used by Younas et al. (2017) as they are for the same QRRC dataset. 
2.2. Vegetation components 
There are four main vegetation categories used in CLASS: needleleaf trees, 
broadleaf trees, crops and grass (including short vegetation). Mixed vegetation types 
within cells are calculated by averaging proportional values. If detailed information is 
available, 14 values can be defined for the vegetation layer energy and water 
interactions in CLASS (for more detail, see Verseghy (2012)). Leaf or plant area 
index is an important CLASS parameter influencing the extent of transmissivity and 
precipitation interception, surface turbulence, and shortwave radiation reaching the 
Earth’s surface. A higher leaf area index results in increased canopy interception of 
these processes and therefore affects surface processes. Leaf and plant area can vary 
and ‘grow’, while grasses remain constant year-round. Snow can be stored, undergo 
ablation, reflect radiation depending on the albedo, refreeze and unload from the 
canopy. Additional parameterizations for vegetation-related processes now 
incorporated in CLASS include a vegetation thermal model, canopy conductance, 
improved snow-vegetation interception, turbulent transfer from vegetation, leaf 
boundary resistance, radiation transmission, and including water stored on vegetation 
(Bartlett et al., 2003; Verseghy, 2012). Since these detailed data are typically not 
available, particularly for large domain sizes, Appendix A of the technical document 
for CLASS version 3.6 (Verseghy, 2012) contains standardized values for each 
vegetation category. The classification for this study is 100% grass vegetation cover, 
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with vegetation initialization parameters listed in Appendix A (item 1). Site-specific 
conditions are discussed in detail in Chapter 3. 
2.3. Soil layer components 
The soil layer of CLASS typically contains three sub-layers of varying 
thicknesses: 0.10 m, 0.25 m and 3.75 m with corresponding bottom depths of 0.10 m, 
0.35 m and 4.10 m, respectively (Verseghy, 2012). These bottom depth values 
delineate the boundaries that define the extent to which the soil is affected by changes 
in temperature, moisture, and soil types. If additional layers are necessary, the third 
soil layer can be subdivided into numerous thinner layers or extended deeper than 
4.10 m (Verseghy, 2012). It is, however, recommended that thicknesses remain ≥0.25 
m due to numerical instability (Verseghy, 2012).  
The soil parameters for the QRRC are listed in Appendix A (item 1), which 
were defined by Younas et al. (2017) as they used the same dataset. The thermal 
regime for soils is based on a one-dimensional heat conservation equation, which is 
applied to all soil layers and averaged for all layers at each iteration time step. There 
are additional soil processes that account for the freezing and thawing of soil, 
including permafrost. The moisture regime for soils is also simulated by a 
conservation equation similar to that of heat. If unavailable, these soil moisture data 
must be estimated for initialization according to guidelines included in Appendix A 
and the technical document by Verseghy (2012).  
2.4. CLASS snow layer  
The presence of snow in CLASS is treated as a fourth, temporary, variable 
height ‘soil’ layer. While an offline multi-snow-layer CLASS snow model (CLASS-
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SSA) has been tested (Roy et al., 2013), the single layer CLASS model performance 
is equitable to multilayered models compared in the Snow Models Intercomparison 
Project (SnowMIP) experiment (Brown et al., 2006). Snow is thus treated as a single 
variable depth layer in CLASS. Precipitation falls on the ground as snow when 
surface air temperatures are below a threshold value, Trs (typically set to 0°C, but can 
also be set to 2°C and 6°C, which can include mixed (solid and liquid) precipitation), 
during periods of precipitation (Brown et al., 2006; Verseghy, 2012). The equations 
for density of new snowfall (kg m−3) (𝜌𝑠𝑓𝑎𝑙𝑙) were upgraded from CLASS version 
3.1 onwards, and follow Hedstrom and Pomeroy (1998) where snowfall density is 
based on empirical functions related to air temperature (°C) (𝑇𝑎𝑖𝑟): 
𝜌𝑠𝑓𝑎𝑙𝑙 = 67.92 + 51.25 exp (
𝑇𝑎𝑖𝑟
2.59
)        𝑇𝑎𝑖𝑟 ≤  0℃          (2.1) 
𝜌𝑠𝑓𝑎𝑙𝑙 = min(200, 119.17 + 20.0 𝑇𝑎𝑖𝑟)      𝑇𝑎𝑖𝑟 >  0℃           (2.2) 
Thereafter, snow density (kg m-3) evolution changes as a function of depth and mass 
per time. Snow density increases exponentially once snow is deposited on the surface, 
to a maximum threshold value dependent on the depth of the snowpack (Brown et al., 
2006). The rate of snow densification differs for snowpack temperatures below and 
equal to 0℃ (Equations 2.3 and 2.4, respectively). The maximum mean density of a 
non-melting (𝑇𝑠𝑛𝑜𝑤 < 0℃) snowpack 𝜌𝑚𝑎𝑥 (kg m
−3) is estimated as a function of 
snow depth according to Tabler et al. (1990) as cited in Brown et al. (2006), where 𝑑𝑠 
is snow depth (cm): 
𝜌𝑚𝑎𝑥 = 450 − (
20470
𝑑𝑠
) (1.0 − exp (−
𝑑𝑠
67.3
)),                 𝑇𝑠𝑛𝑜𝑤 < 0℃          (2.3) 
where density is in kg m−3. Snow temperature is calculated separately from the soil 
layer below, and variation with depth is solved using a quadratic equation. Thermal 
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conductivity is derived from an empirical function of snowpack density (Sturm et al., 
1997). The surface heat flux is linearly related to the snowpack temperature gradient, 
which therefore becomes a prognostic variable that is calculated through the same 
quadratic equation for soils and is computed iteratively from the surface energy 
balance. Snowmelt occurs when the average snow layer temperature reaches 0°C 
(becomes isothermal). Maximum snow density (kg m−3) increases, which improves 
simulated spring melt rates (Brown et al., 2006): 
𝜌𝑚𝑎𝑥 = 700 − (
20470
𝑑𝑠
) (1.0 − exp (−
𝑑𝑠
67.3
)),      𝑇𝑠𝑛𝑜𝑤 = 0℃         (2.4) 
 The snowpack can melt partially or completely and the snow temperature is reset to 
0°C. During this process, meltwater from snow can be stored within the snowpack 
prior to drainage and can also refreeze (increasing snow density). Once the entire 
snowpack is isothermal, snow meltwater can then infiltrate the subsurface.  
Snow albedo (𝛼𝑠) also evolves exponentially as a function of time (t) 
(Verseghy, 1991). Fresh snow albedo has a value of 0.84 while threshold maximum 
values are 0.7 for non-melting old snow, 0.5 for melting snow (𝑇𝑠𝑛𝑜𝑤 = 0℃): 
𝛼𝑠(𝑡 + 1) = [𝛼𝑠(𝑡) − 𝛼𝑚𝑖𝑛] exp[ −0.01∆𝑡/3600 ] +  𝛼𝑚𝑖𝑛            (2.5) 
where 𝛼𝑚𝑖𝑛 is minimum snow albedo (0.7 for non-melting snow; 0.5 for melting 
snow) and where ∆𝑡 (s) is the timestep. New snowfall resets the snow albedo value to 
0.84, as the snow layer does not have multilayered albedo values. When the minimum 
snowpack threshold of 10 cm is exceeded, CLASS removes the temporary soil layer 
from the energy and mass balance equation. The initialization of prognostic values 
provides CLASS with initial values for the various components of the energy and 
mass balance, and indices that control vegetation and soil processes throughout the 
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simulation. These are described in section 3.3, in accordance with the domain 
characteristics that are also described in the following chapter. 
2.5.  Recent snow parameterizations in CLASS 
Major recent improvements in CLASS model performance are a result of new 
algorithms for forest transpiration, heat and moisture transfers in organic soils, bare 
soil evaporation, non-uniform infiltration in frozen soil, and regional-scale river 
routing (e.g., Ganji et al., 2017a). Intercomparison studies, such as SnowMIP, have 
analyzed the performance of numerous land-surface models and compared how well 
SWE, albedo, and timing of melt are simulated by CLASS when compared to 
measured values (Brown et al., 2006; Etchevers et al., 2003; Slater et al., 2001). 
CLASS accurately simulated snow accumulation, melt, and physical processes in a 
variety of climates (Brown et al., 2006), and performed better than the SnowMIP 
group average for albedo estimates (Etchevers et al., 2003). Simulations of net 
longwave radiation were consistent with SnowMIP group averages (Etchevers et al., 
2003). These studies did reveal inaccuracies in the timing of midseason melt, and 
therefore SWE values toward the end of the snow season (Brown et al., 2006; 
Etchevers et al., 2003; Slater et al., 2001). Etchevers et al. (2003) concluded that 
models with a snow grain size parameterization produced more realistic values, 
particularly of albedo. In response to this analysis, the vertical distribution and 
evolution of snow specific surface area was implemented in the CLASS snow model 
(Roy et al., 2013). This new SSS improved simulated snow depth and SWE, although 
it continues to fail to accurately model spring (wet snow) conditions (Roy et al., 
2013). This SSS method is neither currently implemented in CLASS Version 3.6, nor 
is it used in this study. The most recent approaches have focused on parameterizing 
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small-scale changes in both temperature and solar radiation in an attempt to resolve 
spring snow evolution and melt (e.g. Ganji et al., 2017b). This study seeks to test 
simulated snow sensitivity to topographic effects by using station data and observed 
snow depth for model validation.  
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Chapter 3: Data and Methods 
The dataset used in this study is sourced from the Northern Hydrometeorology 
Group’s Cariboo Alpine Mesonet (CAMnet) weather station network (Hernández-
Henríquez et al., 2018). The CAMnet weather station used is based at the University 
of Northern British Columbia’s Quesnel River Research Centre (QRRC) (Figure 3.1). 
In this chapter, the geographical characteristics of the area are described, followed by 
details of the observational data collected at the QRRC weather station. Prior to 
CLASS input as forcing data they have undergone thorough pre-processing. Finally, 
prognostic values in CLASS must be defined for initialization of the model, which 
were first introduced in Chapter 2 and are put in the context of data requirements at 
the conclusion of this chapter. 
3.1. Domain area and data sources  
The modelling domain is defined as the geographical area involved in a 
simulation, with a defined number of grid cells representing averaged conditions (or 
clustered from mosaic tiles) for that domain. The “domain” in this study consists of a 
single column or point, as data are from one weather station. In GCMs and RCMs, 
large areas are assumed to be relatively homogeneous and large grid cells have a 
single value for all parameters throughout a simulation. I consequently investigate the 
difference between a single grid value and sub-grid heterogeneity by extrapolating 
from the single point value and modifying forcing data for elevation, slope and aspect 
effects to create synthetic topography.  
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Figure 3.1 Location of the CAMnet Quesnel River Research Centre (QRRC) weather station, near the 
town of Quesnel. The inset map locates both the QRRC and Quesnel within the province of British 
Columbia, Canada. 
CLASS model input and validation of interannual variation uses corrected 
field measurements from the QRRC CAMnet database (Hernández-Henríquez et al., 
2018). The QRRC weather station is in Likely, approximately 80 km southeast of 
Quesnel in central British Columbia (BC), located at 52º37’60” N and 121º35’24” W. 
The region lies at the western perimeter of the Cariboo Mountains. The Cariboo 
Mountains form the northern section of the Columbia Mountains (Beedle et al., 2015), 
with the wetter Coast Mountains to the west and relatively drier Rockies to the east. 
The highest elevations in the region receive up to 2500 mm of precipitation annually, 
while the town of Quesnel receives ~500 mm (Burford et al., 2009; Sharma & Déry, 
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2016) and nearby Barkerville totals 1014 mm (Environment Canada, 2012 as cited in 
Beedle et al., 2015). Mean annual temperatures range between 1.9°C on the windward 
and 4.4°C on the lee sides of the Cariboo Mountains. Approximately half of the 
precipitation in this part of the Cariboo Mountains falls as snow, and peak SWE 
reaches ~900 mm at the treeline (Environment Canada, 2012 as cited in Beedle et al., 
2015; Déry et al., 2014). This wet and snowy climate creates suitable conditions for 
the Interior Wetbelt of British Columbia (or interior Cedar-Hemlock zone) to thrive 
(Stevenson et al., 2006), which extends along the windward side of the Columbia 
Mountains and into Likely and the QRRC weather station site. The QRRC dataset 
was selected because snow is clearly an important contributor to the hydroclimate of 
this region, it is located within heterogeneous terrain, and also contains all of the 
required variables used as forcing and prognostic values for the CLASS model.  
The QRRC station experiences an average annual peak snow depth of 88 cm; 
the thinnest peak snow depth recorded was 41.2 cm (2014/2015) while the maximum 
was 120.6 cm (2013/2014). Data utilised in this study (2008 to 2011) capture a range 
of peak snow depth values, including near-minimum and maximum values of 119.0 
cm (2010/2011) and 48.4 cm (2009/2010) (Figure 3.2).  
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Figure 3.2 Observed daily average peak snow depth (cm) for the 2006-2015 snow seasons measured at the QRRC. Snow depth for years 2008, 2009 and 2010 are highlighted 
in red, and are used in this study. The horizontal black line represents the mean annual peak snow depth (84.2 cm) at the QRRC over the period of record. 
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The QRRC weather station has been operational since 1 August 2006 as part 
of the CAMnet network (Hernández-Henríquez et al., 2018). The site is positioned on 
flat, grassy terrain at an elevation of 744 m a.s.l. The site has a sky view factor of 
50%, due to the proximity of nearby Douglas fir, hemlock and redcedar (Figure 3.3). 
The 10 m tower is mounted on a concrete platform and is stabilized by guy wires. 
Instruments are mounted on crossarms that extend outward from the mast and on the 
mast itself. Table 3.1 lists the sensors and equipment installed at the QRRC station. 
Instruments include a barometric pressure sensor, a relative humidity and air 
temperature probe, an anemometer, a heated tipping bucket precipitation gauge with 
an Alter shield, ultrasonic depth sensor and a net radiometer. All sensors are supplied 
by Campbell Scientific, but are sourced from a variety of manufacturers including 
Vaisala, RM Young, Kipp & Zonen, Campbell Scientific and Ogawa Seiki Co. Ltd 
(Table 3.1). The radiometer measures both incoming and outgoing longwave and 
shortwave radiation, providing parameters for input into the CLASS model. The 
radiation components, in addition to the heated precipitation gauge, provide additional 
weather station parameters than the remainder of CAMnet stations. These 
supplemental parameters provide the necessary forcing data for CLASS and for model 
validation using observed snow depth data. 
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Figure 3.3. View (facing east) of the CAMnet Quesnel River Research Centre (QRRC) weather station. 
Photo courtesy of Stephen Déry.  
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Table 3.1  
Summary of instruments installed at the Quesnel River Research Centre (QRRC) since August 2006 excluding the heated precipitation gauge that was updated on September 
2007.
 
Station 
Details 
 STATION EQUIPMENT AND SENSORS: 
Data- 
logger 
Barometric 
Pressure    
Sensor 
Relative 
Humidity & Air 
Temp. Probe 
Anemometer 
Tipping 
Bucket Rain 
Gauge 
Alter Shield 
Ultrasonic 
Distance 
Sensor 
Radiometer 
Model CR23X 61205V HMP45C-212 05103-10 
34-HT-P 
(heated) 
260-953 SR50 CNR1 
Height above 
bare ground 
In 
enclosure 
(1.92 m) 
1.2 m 
In  
enclosure 
(1.92 m) 
10 m 1.32 m 1.37 m 2.4 m 5.3 m 
Manufacturer 
Campbell 
Scientific 
RM Young Vaisala RM Young 
Ogawa Seiki 
Co. Ltd 
Novalynx 
Campbell 
Scientific 
Kipp & Zonen 
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Table 3.2  
Details of the units, sensitivity, accuracy and operating ranges for instruments installed at the Quesnel River Research Centre (QRRC). 
 
Sensor Model Measurements Units Sensitivity Accuracy Operating Range 
Barometric Pressure 61205V Atmospheric 
Pressure 
hPa 0.1 hPa ± 0.5 hPa 500-1100 hPa 
 
Relative Humidity & 
Air Temp. Probe 
 
 
HMP45C-212 
 
 
Relative Humidity 
 
% 
 
N/A 
 
± 2 % (0-90 % RH) at 20℃ 
± 3 % (90-100 % RH) at 
20℃ 
 
-40℃ to 60℃ 
Air Temperature ℃ ± 0.1℃  
 
 
Anemometer 
 
05103-10 
Wind Speed m s−1                 N/A ± 0.3 m s−1 -50℃ to 50℃ 
Wind Direction degrees                 N/A ± 3° -50℃ to 50℃ 
 
 
Tipping Bucket 
 
34-HT-P 
 
Precipitation 
 
mm 
 
0.254 mm per tip 
 
Better than ± 2 % <500 
mm hr-1 
 
 
-20℃ to 70℃ 
Ultrasonic Distance 
Sensor 
 
SR50 
 
Snow Depth 
 
cm 
 
0.1 mm 
± 1 cm or 0.4 % of 
distance to target 
(whichever is 
greatest) 
 
-30℃ to 50℃ 
 
Radiometer 
 
CNR1 
Shortwave Up/Down  
 W m−2 
 
6.18 μV W m−2 
 
± 10 % of daily totals 
 
-40℃ to 70℃ 
Longwave Up/Down 
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3.3 Data quality control 
One of the most important considerations when using the offline version of 
CLASS remains the quality of input data. QRRC data are, at least on a partial basis, 
available from 2006 to present, offering potentially more than a decade of data for 
analysis and model input. The wintertime precipitation data, however, are not reliable 
prior to 2008 as a heated precipitation gauge was installed in autumn 2007. A heated 
precipitation gauge provides a measurement of both solid and liquid precipitation data 
necessary for precipitation as CLASS forcing data. All variables from June 2011 are 
not recorded for approximately one month due to the datalogger being serviced, while 
air temperature and relative humidity are missing for several months beyond this. This 
is a substantial amount of missing data given the limited length of the dataset and 
reduces the reliability of analysis if extended periods of estimated data are used. 
CLASS requires a continuous timeseries, and while climatology data could be used 
there is no accurate way to estimate the radiation parameters. Since high quality data 
are critical for model input and validation, only short data gaps are accepted for this 
sensitivity study. Between 1 July 2008 and 20 June 2011, the dataset contains fewer 
and shorter data gaps (8.96% total missing data for all required variables) with the 
longest period of continuously missing data being 105 minutes. Data from 2008 to 
2011 have therefore been selected for CLASS simulations. This study seeks to test 
CLASS performance in simulating snow for snow seasons with varying accumulation 
and melt patterns. The snow seasons of 2008/2009, 2009/2010 and 2010/2011 
together provide near complete datasets with sufficient variation in both the timing 
and volume of snow accumulation and melt. Therefore data from 1 July 2008 to 20 
June 2011 are the most reliable and are utilized in this sensitivity study, providing 
three years of analysis. 
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Controls on data parameters were applied to identify gaps and spikes in data, 
which were replaced by “NAN” values in the initial dataset to avoid misinterpretation 
of erroneous data through a quality control process. Quality control on forcing data 
variables were defined by the following criteria (Table 3.3): 
Table 3.3  
Data sampling methods and limits for QRRC meteorological parameters during quality control 
screening. 
Quality control for QRRC meteorological parameters: 
Parameters: Sampled: Data limits: 
Incoming shortwave radiation, K 15 min. avg. 0 W m−2 < K <1360 
W m−2 
Incoming longwave radiation, L 15 min. avg. 0 W m−2 < L <1360 
W m−2 
Precipitation, 𝐏𝐫 15 min. total 0 mm < Pr < 50 mm 
Air temperature, 𝐓𝐚𝐢𝐫 15 min. avg. -50°C <  Tair <50°C 
Relative humidity, RH 15 min. avg. 0% < RH ≤100% 
Wind speed, 𝐖𝐬 15 min. avg.  ≥0 m s
−1 
Surface air pressure, P 15 min. avg.  760 hPa < P < 1100 hPa 
Snow depth, 𝐝𝐬 Last value For winter months 
(October-May): 0 cm < 
ds < 221 cm 
For summer months 
(June-September): = 0 
cm  
The majority of erroneous data were found in snow depth and longwave 
radiation data. Following this spike removal step, gaps (or “NAN” values) were 
required to be gap-filled prior to CLASS simulation. Given data gaps for 2008-2011 
were no longer than 105 minutes and spikes in data were distributed throughout the 
dataset, linear interpolation was used to replace these values. This is a reasonable 
method because both diurnal variability (e.g., for radiation) or non-normality (e.g., for 
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wind speed) would not be significant on this timescale. Linear interpolation was also 
used to fill short gaps in QRRC snow depth data. 
3.2.1 Snow depth 
During data quality control, a consistent snow depth of 0.2 m was observed in 
the raw timeseries in the early season data for the 2008/2009 snow year (from 
October to early May). This was determined to be a positive bias due to above 0C air 
temperatures and inconsistent observed snow albedo values coinciding with erroneous 
snow depth values during this period (Figure 3.4). This bias may have been caused by 
an incorrect offset height programmed for the sonic range sensor and/or vegetation 
growth. The decision to remove this bias is supported by Younas et al. (2017). 
Cumulative precipitation is plotted with snow depth (Figure 3.4) to validate the low 
snow year in 2009/2010, but shows no evidence of suspect data for the remaining 
snow season (2010/2011). Snow depth corrections were only applied to erroneous 
2008/2009 data.  
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Figure 3.4 Comparison between bias-adjusted and unadjusted QRRC snow depth. Cumulative precipitation and 15-minute observed albedo are plotted for validation of snow 
depth adjustments. The drop in albedo coincides with the suspected snow-off date of 30 March 2010. Note that the 2009/2010 snow year shows reduced cumulative 
precipitation. Red boxes identify periods of snow cover, while the black line marks minimum snow albedo values in the lower plot. 
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Figure 3.5 Comparison between QRRC incoming and outgoing longwave radiation during snow-covered and snow-free periods from 1 January 2010 to 20 June 2011. The 
arrows locate the expected date of a program change and periods of snow cover are outlined by red boxes. Outgoing longwave radiation should not exceed 316 𝑊𝑚−2 when 
there is snow present (snow surface temperature  0℃). 
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3.2.2  Longwave radiation data preparation 
Total incoming longwave radiation was inspected from 1 June 2010 onwards, 
as there was concern that the logger program uploaded on that date mislabelled 
incoming longwave radiation (upward-facing sensor) as outgoing longwave radiation 
(downward-facing sensor). This concern was explored by identifying periods of snow 
cover with corresponding incoming and outgoing longwave radiation values (Figure 
3.5). Using the Stefan Boltzmann equation for radiation (Ahrens et al., 2016), 
assuming that the snow surface behaves approximately as a blackbody, outgoing 
longwave radiation should not exceed 316 W m−2 during periods of snow cover 
(snow surface temperature ≤0°C).  The radiation threshold for snow (316 W m−2) is 
confirmed in Figure 3.5, when comparing data in winter of 2010 with those in the 
winter of 2011. There is a marked difference in the outgoing longwave radiation, 
which clearly exceeds that threshold during the 2010 winter before the suspect 
program change on 1 June 2010. These two longwave datasets were therefore 
switched from the date of the program upload (1 June 2010) onwards. The effect of 
this adjustment on simulated snow depth was tested with the original incoming 
longwave data as forcing data compared with the adjusted incoming longwave data. 
Note that this adjustment only applies to 1 June 2010 to 20 June 2011. The simulated 
snow depth shows a slight delay in melt for the original incoming longwave dataset, 
although overall there is little difference between the two results likely because net 
longwave radiation often nears zero. 
3.2.3  Data setup 
Following data quality control, the seven forcing variables required to execute 
RUNCLASS (the offline CLASS Fortran program) are then converted to the correct 
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units for input as described in Table 3.4. Specific humidity q (kg kg-1) or 𝑞𝑠 if 
saturated, is calculated from relative humidity RH (%) and 𝑒𝑠 (vapour pressure for 
saturated air) according to Clausius-Clapeyron via the formulae (Stull, 2017): 
𝑞𝑠 =
𝜀∙𝑒𝑠
𝑃
     (3.1) 
𝑞 = 𝑞𝑠 ∙ 𝑅𝐻     (3.2) 
𝑒𝑠 = 𝑒𝑜 ∙ 𝑒𝑥𝑝 [
𝐿
𝑅𝑣
∙ (
1
𝑇𝑜
−
1
𝑇𝑎𝑖𝑟
)]    (3.3) 
where 𝜀 (= 622 g kg-1) is the gas constant for dry air divided by the gas constant for 
pure water vapour and 𝑃 is observed surface atmospheric pressure in kPa (Equation 
3.3). In Equation 3.3, vapour pressure for air (𝑒𝑜) is 0.6113 kPa at 𝑇𝑜, the ratio of 
latent heat of vaporization for liquid water and the water-vapour gas constant (
𝐿
𝑅𝑣
) is 
5423 K, 𝑇𝑎𝑖𝑟 is observed air temperature in K, and 𝑇𝑜 is 273.15 K. 
Table 3.4  
Unit conversions required for forcing data prior to RUNCLASS input. 
Forcing data preparation for RUNCLASS input 
Parameters: Measured Unit RUNCLASS unit 
Total incoming shortwave radiation W m−2 W m−2 
Total incoming longwave radiation W m−2 W m−2 
Precipitation mm min−1 kg m −2s−1 
Air temperature °C °C (K also accepted) 
Relative humidity % kg kg−1(specific 
humidity) 
10 m wind speed m s−1 m s−1 
Surface air pressure hPa Pa 
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Figure. 3.6 Daily averages/totals of meteorological forcing data from the QRRC for 1 July 2008 to 1 June 2011. (a) Total incoming shortwave radiation in 𝑊 𝑚−2; (b) total 
incoming longwave radiation in 𝑊 𝑚−2; (c) total daily precipitation in mm; (d) air temperature in ˚C; (c) specific humidity in 𝑘𝑔 𝑘𝑔−1; (f) wind speed in 𝑚 𝑠−1; (g) 
atmospheric pressure in Pascals. 
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The complete, quality controlled dataset is presented in Figure 3.6. Following 
unit conversions, the meteorological forcing file was formatted according to 
RUNCLASS Fortran data requirements with corresponding 15 minute date and time 
stamps and placed in the same folder as the RUNCLASS program files and the 
initialization file from Younas et al. (2017) ready for execution.  
3.3  Model initialization  
Prognostic values are required for initialization, and can be sourced from spin-
up model output or from field measurements. Among the list of 19 required 
parameters are snow albedo, mass of the vegetation canopy and vegetation growth 
indices, intercepted water stores, temperatures of all physical components at all layers 
of the land surface (including vegetation), and the water equivalence and density of 
the snow layer and other water stores (see Appendix A, item 1 for the detailed list). 
Values for each prognostic value are defined in the initialization file based on 
measurements at the site, zero snow values, and estimates for the vegetation and soil 
type.  
When initialization parameters are estimated, additional years of “spin-up” 
can be used to force the water and energy components to reach equilibrium prior to 
the simulation period. The effect of spin-up is tested during initial simulations, with 
lengths from one to ten years of repeated data. Results show minimal impact on snow 
depth and SWE variables as a result of including more than one year of data, so this is 
determined to be sufficient. The first year of data (1 July 2008 to 30 June 2009) is 
repeated at the beginning of the forcing file as a spin-up year, to provide prognostic 
values for initialization. These repeated data are excluded from analysis following the 
simulations. 
  34 
The data requirements described above and in Appendix A also apply to the 
stand-alone driver RUNCLASS, which is the uncoupled, offline version of CLASS 
used in this study. It is therefore important to understand the implications of features 
that differentiate RUNCLASS from the coupled CLASS driver. The number and type 
of subroutines, structures, and order of execution used in the coupled CLASS model 
differ from RUNCLASS, and further details about these can be found in the version 
3.6 Technical Documentation (Verseghy, 2012). Several constants and pre-defined 
values are required for initial-state data requirements and subroutines, and are 
included in the RUNCLASS initialization file modified by Younas et al. (2017) (see 
Appendix A, item 1). 
With a complete forcing dataset, air temperature and shortwave radiation 
values are then adjusted for a range of elevations, slopes and aspects. It is for this 
reason that thorough data quality control prior to simulation was undertaken to 
produce robust and reliable results. The methods applied to make the topographic 
adjustments are described next.  
3.4.  Methods 
Topographic controls on snow depth and SWE are tested using the CLASS 
model. The approach undertaken by Younas et al. (2017) is repeated, which includes 
the modification of forcing data by adjusting weather station data for air temperature 
at elevation and variation in solar radiation for changing slope and aspect ratios. This 
method uses topographic bins for the three parameters, to represent the evaluation 
process undertaken by models at both the sub-grid and grid scales. The RUNCLASS 
code and SSS modification used by Younas et al. (2017) are replicated. My offline, 
idealized study advances the preliminary results from Younas et al. (2017) by 
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analyzing two additional years of observational data from the QRRC CAMnet 
database and providing deeper analysis and discussion. The objectives of this research 
differ from Ganji et al. (2017b), which was tasked with developing a new SSS for 
CLASS. My research will produce some insight into both spatial and temporal 
variation in snow depth and SWE. The following sections contain detailed 
descriptions of methods applied to account for this topographic and temporal 
variability. 
3.4.1. Elevation bands 
Ten different synthetic elevation bands are created with the QRRC’s altitude 
of 744 m in the centre and referred to as the ‘mean elevation’ (Younas et al., 2017). 
The elevations range from 244 m to 1244 m with each band representing 100 m of 
elevation with an areal weighting each of 0.1 (Arola & Lettenmaier, 1996). A moist 
adiabatic lapse rate (MALR) of 6.4°C km-1 (e.g., Whiteman, 2000; Baldo & Margulis, 
2017) is then applied to 15-minute air temperature data for the range of elevations 
from the ‘mean elevation’ QRRC site to account for this temperature gradient. While 
observed and applied lapse rates do vary in nature (e.g., Marshall et al., 2007), 6.4°C 
km-1 was selected as a result of comparisons by Younas et al. (2017) testing 4.4°C 
km-1, 6.4°C km-1 and 8.4°C km-1. These results found temperature sensitivities of 
SWE at lower elevations while the effect of both higher and lower lapse rates had 
minimal effects on SWE for higher elevations. Maintaining a comparable MALR also 
produces results that can be compared to those from Younas et al. (2017).  
3.4.2. Slope angles and aspect corrections 
Slope and aspect corrections are prescribed by modifying incoming solar 
radiation values from the QRRC site to account for solar exposure. According to 
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DeWalle and Rango (2008), observed incoming shortwave radiation (K, W m−2) 
can be partitioned into direct-beam (𝐼𝑏 , W m
−2) and diffuse (𝐷, W m−2) components: 
𝐷
𝐾↓
= 1 − 1.2 (
𝐾↓
𝐼𝑞
) + 0.13 (
𝐾↓
𝐼𝑞
)
2 
,      (3.4) 
using the calculated potential incoming solar radiation 𝐼𝑞 (W m
−2) and the 
relationship Ib = K − D thereafter. Then 𝐼𝑏 is modified to account for the four 
aspects north, east, south and west in combination with the slope angles of 10°, 20°, 
30°, 40° and 50°. Synthetic solar radiation values for direct-beam radiation on any 
surface angle (𝐼𝑏𝑠) are calculated using the formula from Li & Lam (2007): 
𝐼𝑏𝑠 = (
𝐼𝑏
𝑠𝑖𝑛(𝛼)
) (𝑠𝑖𝑛(𝛼)𝑐𝑜𝑠(𝛽) + 𝑐𝑜𝑠(𝛼)𝑠𝑖𝑛(𝛽)  × 𝑐𝑜𝑠|𝛾 − 𝛾
𝑛
|).        (3.5) 
The slope angle of the surface is β (radians), α is the solar elevation angle 
(radians) and 𝛾 is the solar azimuth (radians). For north-facing slopes  γn = 0, while 
 γn = π for south-facing slopes,  γn = 3π/2 for west- and γn = π/2 for east-facing 
slopes. Exposure effects can be applied to any slope angle using the above approach. 
This formula assumes the sloped surface receives global radiation reflected 
isotropically from the ground (Li & Lam, 2007). 
3.4.3.  Temporal variability 
Variation in snow evolution is important to test model performance in 
simulating different snow season patterns. To demonstrate temporal variability, three 
snow years are selected that are representative of different accumulation and ablation 
patterns (discussed in Chapter 4). Successful replication of these variables in CLASS 
demonstrates good performance of temporal variability, as snow evolution in the 
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ablation period is commonly underestimated by land surface models (Ganji et al., 
2017b; Younas et al., 2017). 
3.4.4. DEM-based spatial analysis 
Plotting simulation results through space and time provides insight into how 
snow is distributed across varying topography through the snow season. A 7.8 km × 
10.3 km domain encompassing the QRRC is selected from the Shuttle Radar 
Topography Mission (SRTM) 3 arc second (56.2 m longitudinal and 92.7 m 
latitudinal) resolution digital elevation model (DEM; Jarvis et al., 2008) (Figure 3.7). 
This domain approximately approaches the area covered by one CRCM5 grid cell, 
which provides more meaningful analysis in relation to future CLASS SSS 
development. Slope and aspect angles are first calculated using the ArcMap software, 
from which 15,429 points were generated. Each point provides a combination of 
slope, aspect and elevation attributes, which are then averaged into topographic 
groups based on the range of values within the domain. Elevations are centred on 644, 
744, 844, 944, 1044, 1144 and 1244 m, slopes of 5, 15, 25, 35 and 45° and N, E, S, W 
aspects, totalling 140 topographic combinations (Figure 3.8). Points with 0° slope 
angles are excluded from the simulation, as these are assumed to be open-water areas.  
  
  38 
 
Figure 3.7 Elevations within the domain selected for spatial analysis obtained from a DEM. The 
vertical line indicates the south-to-north transect. 
Repeating the original CLASS simulation methods, air temperature and 
incoming solar radiation are simulated for the 140 topographic combinations. SWE 
values are then plotted for each point within the DEM, providing spatial patterns of 
snow evolution from February, to peak SWE in March and complete melt at the end 
of April for each snow season. Plots consist of six, daily mean values from 1 February 
(prior to peak accumulation) to the end of each snow season. 
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Figure 3.8 Topographic statistics for binned points within the approximate DEM domain. Small values that are not visible include: five bins for 1244 m elevation and 19 bins 
for 45° slope. Horizontal values are not included in these statistics, as these were assumed to be water bodies and were masked out.
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3.5. Analysis 
SWE, and to a lesser degree snow depth, are the output parameters used for analysis due 
to their importance to snow-dominated landscapes and hydrological cycles. The timing and 
volume of peak SWE and the evolution of SWE during snowmelt are investigated to test CLASS 
model performance. Following model runs, these patterns in SWE provide meaningful 
comparison data when analyzing the relative effect of modelled slope, aspect, and elevation on 
snow distribution. Results averaged over all ten elevation bands (‘mean of all remaining 
elevations’ or MAREs) or 20 slopes/aspects (‘mean of all slopes’ of MARSs) are compared with 
simulations using QRRC reference data (Younas et al., 2017). Due to the extended dataset, 
temporal variation in the timing and volume of peak SWE and snow depth values provide 
insights into the effects of the inclusion of topographic variation. Nash-Sutcliffe Efficiency 
(NSE) scores (Nash & Sutcliffe, 1970) are calculated to quantify model performance for 
approximate overall accumulation (1 October 1 to 31 January), ablation (1 February to 31 
March) and snow season periods (1 October to 31 March). Simulated daily snow depth is 
compared with daily observed snow depth, with higher NSE scores indicating closer similarities 
between the two datasets. The time periods for NSE analysis are selected to represent average 
timing for ablation, accumulation and overall snow seasons for 2008-2011. It should be noted 
that scores are influenced by both the sample size (e.g. smallest during ablation) and zero values. 
Zero values are mostly excluded by the dates selected for the accumulation and ablation periods, 
but do affect overall snow season values as the length varies and some years include more no-
snow dates than others. Despite the extended dataset, these data are still inadequate for 
significance testing.  
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SWE results from DEM domain simulations are spatially averaged and compared with 
sub-grid variability in SWE values. Additionally, the degree of sub-grid variability is further 
tested by comparing the spatially averaged SWE values for the domain with simulated SWE for 
the average elevation, slope and aspect of the same domain. Throughout the analysis, variability 
is defined as the difference in the volume and timing of SWE values. This is quantified via 
standard deviation and coefficient of variation between points for DEM-based simulations 
excluding mean elevation CLASS runs due to the single simulation sample size. In addition, we 
calculate the standard deviation and coefficient of variation of SWE values for each bi-weekly 
plot throughout the snow season, with a 0.5 mm mean SWE threshold, and compare these values 
between years. 
 
3.6. Other effects 
The structure of this study is such that when comparing DEM, slope/aspect, or elevation 
effects with the QRRC dataset, the results are no longer independent nor highly realistic. Despite 
this, as this is an idealized sensitivity study, it is an acceptable and common scenario. There are, 
however, other influences affecting results that should also be acknowledged. While the 
approach undertaken in this study incorporates three of the primary topographic controls on 
snow at this scale (elevation, and slope/aspect), there are additional effects that do occur in 
nature that are not accounted for here. Vegetation effects are another important parameter to 
include when simulating snow variability at the grid vs. sub-grid scale, particularly in forested 
landscapes (Bartlett & Verseghy, 2015). Vegetation height and type are both important factors 
determining snow variability (Tennant et al., 2017). CLASS simulates several vegetation-snow 
  42 
interactions, undergoing several modifications in recent years (e.g., Bartlett & Verseghy, 2015; 
Verseghy et al., 1993).  
In addition to vegetation effects, several assumptions made throughout the data 
preparation and model initialization process could lead to inaccuracies. Some of these relate to 
processes that occur on small spatial scales and do not typically have an effect on snow 
variability on the scale considered here. These include windward/leeward redistribution effects, 
gravitational effects and blowing snow (Gordon et al., 2006; Déry & Yau, 2002; Freudiger et al., 
2017), small-scale snowpack processes such as varying snow age and quality (Roy et al., 2013), 
variation in soil parameters with slope and aspect, and varying temperature and precipitation 
gradients. While these authors demonstrate impacts on snow variability and evolution, including 
slope/aspect and elevation effects captures regional scale variability. 
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Chapter 4: Results 
This chapter begins with the climatology of parameters to compare with model 
output. Following this, the CLASS model output for snow depth at the QRRC is 
compared with observed snow depth at the QRRC station. Disparities are investigated 
to determine some of the leading causes of differences in snow depth. Baseline 
simulations are then adjusted to emulate topographic effects (slope, aspect and 
elevation), to test for snow depth and SWE responses. These effects are further 
investigated by applying SWE output to a DEM domain. Results are then compared to 
investigate which topographic parameters have the greatest impact on snow evolution. 
Finally, simulations are repeated for a uniform grid model setup and snow values are 
compared with sub-grid snow evolution.  
4.1. Climatology 
Important parameters include those used as climate forcing variables and for 
model validation: air temperature, relative humidity, total precipitation, peak snow 
depth, wind speed, surface air pressure, and incoming longwave and shortwave 
radiation. Climatological statistics for the extended QRRC dataset from 2006 to 2016 
are presented in Appendix B, item 1, in addition to monthly values for the three years 
of data utilized in this study in Appendix B, item 2. Average annual values exclude 
years with large amounts of missing data. The annual air temperature for the QRRC 
averages 4.1°C with ranges between 0.8°C and 7.4°C. Monthly averages for the 2008-
2011 period of analysis range from -11.2°C in December 2008 to 17.5°C in July 
2009. The average annual precipitation is 529 mm, which is comparable to the ~500 
mm received at nearby Quesnel (Burford et al., 2009; Sharma & Déry, 2016), while 
the lowest and highest annual precipitation range from 364 mm to 652 mm. Monthly 
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precipitation totals for the 2008-2011 period reveal variation in the timing of the 
heaviest precipitation events. While these mostly occur between October and January, 
the monthly totals in 2010 for March and December both equal 4 mm, respectively. 
These totals are substantially lower than those for the remainder of the entire three-
year dataset, and may not reflect true observed precipitation.  
Table 4.1 lists some of the statistics used to quantify characteristics and 
temporal variability of each snow season (2008/2009, 2009/2010, and 2010/2011). 
Peak snow depth values show variation between years, with the 2009/2010 snow year 
having the second lowest peak snow depth value for the entire 2006/2016 QRRC 
dataset. Snow cover duration (days) is defined by the snow-on to snow-off period. 
The ablation period is the number of days from peak accumulation to complete melt. 
Snow cover duration was 36 days longer during the 2008/2009 and 2010/2011 winter 
seasons compared with the low snow year of 2009/2010. The number of days between 
peak snow depth and complete melt is referred to as the length of the ablation period 
(recorded in days). This metric varied considerably between the three years, with the 
2009/2010 year showing the longest ablation period (97 days) despite having the 
lowest snowpack. This is 46 days longer than the 2010/2011 season. While the date of 
complete snowmelt was also much earlier (29 March) for the 2009/2010 year, this 
date typically occurs near late April or early May. 
Maximum wind speed values are for 15-minute averages, and range from 3.2 
to 4.3 m s−1 with an average of 3.8 m s−1 (Appendix B, item 1 and 2) and are in 
accordance with the range in monthly values for 2008-2011 (Appendix B, item 1 and 
2). Average annual surface air pressure is 928 hPa and the range of values varies by 
only 3 hPa. Finally, incoming shortwave and longwave radiation values vary 
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according to seasonal cycles and synoptic weather conditions with average annual 
values ranging from 79 to 110 W m−2 for incoming shortwave and 317 to 352 
W m−2 for incoming longwave. 
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4.2. Baseline simulations 
 
Figure 4.1 Observed vs. CLASS simulated daily snow depth at the QRRC, 1 July 2008 to 20 June 2011.  
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Table 4.1  
Metrics of three snow seasons for QRRC and CLASS simulated snowpack data. QRRC data are used as a comparison observation dataset for model validation. 
 
   Metrics of observed QRRC snowpack   
Snow year Snow onset 
(day) 
Peak snow 
(day) 
Peak snow 
depth (cm) 
Snow off 
(day) 
Duration of snow 
cover (days) 
Ablation period 
(days) 
Ablation rate 
(𝐜𝐦 𝐝𝐚𝐲−𝟏) 
2008/2009 Oct 27 Mar 17 93.9 Apr 29 184 108 0.9 
2009/2010 Nov 1 Dec 22 46.3 Mar 29 148 97 0.5 
2010/2011 Oct 31 Feb 28 112.1 May 1 182 62 1.8 
Metrics of CLASS simulated snowpack 
Snow year Snow onset 
(day) 
Peak snow 
(day) 
Peak snow 
depth (cm) 
Snow off 
(day) 
Duration of snow 
cover (days) 
Ablation period 
(days) 
Ablation rate (cm 
day-1) 
2008/2009 Oct 30 Feb 1 86.7 Apr 15 167 73 1.2 
2009/2010 Oct 26 Jan 4 20.9 Mar 15 140 70 0.3 
2010/2011 Sept 27 Feb 28 70.5 Apr 25 210 56 1.3 
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Table 4.2 
Nash-Sutcliffe Efficiency (NSE) Index values for daily QRRC observed snow depth versus daily CLASS 
simulated snow depth, 2008-2011.  NSE values are calculated for the periods 1 October to 31 
January (~accumulation), 1 February to 31 March (~ablation) and 1 October to 31 March (~entire 
snow season) for all three years (2008-2011). 
 
NSE values for CLASS simulated snow depth 
Accumulation period  0.53 
Ablation period  -0.32 
Entire season  0.19 
 
Simulated snow depth follows an approximately similar accumulation pattern 
compared to the observations during the accumulation period (Figure 4.1; Table 4.2). 
However, CLASS consistently underestimates observed peak snow depth for all three 
years resulting in early simulated snow off dates when compared to the observations. 
The differences in peak snow depth are 8.0%, 79.6% and 45.6% for the snow years 
2008/2009, 2009/2010, and 2010/2011, respectively. CLASS also underestimates the 
duration of snow cover (days) by 17 days for the first snow year (2008/2009) and 
eight days for the second (2009/2010). However, for the last snow year (2010/2011), 
CLASS overestimates snow cover duration by 28 days. These differences therefore 
impact estimates for ablation periods and subsequent melt rates. Differences in 
ablation rates (cm day−1) vary from an overestimate of 28.6% in the first year of 
analysis and underestimates of 50.0% and 32.3% in the following snow years. Nash-
Sutcliffe Efficiency (NSE) Index values reveal varying model performance in 
simulating daily snow depth through different periods of the snow season (Table 4.2). 
The best results are obtained during accumulation (NSE=0.53), compared to poor 
results during ablation (NSE=-0.32). Overall model performance for the entire snow 
season is affected by poor ablation reproduction (NSE=0.19). To examine some 
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possible sources of this underestimation, daily air temperature and precipitation were 
added to Figure 4.2. Areas where CLASS does not follow the observed snowpack and 
requires further investigation are highlighted by red boxes and labelled ‘a’, ‘b’, ‘c’ 
and ‘d’. Events 4.2.a, 4.2.b and 4.2.d highlight early winter QRRC snow depth not 
captured by CLASS despite several precipitation events and near-freezing air 
temperatures. Event 4.2.b underestimates snow depth while air temperatures approach 
0°C and does not simulate the additional accumulation when temperatures decrease to 
near -20°C, likely due to minimal corresponding precipitation data. The timing of 
snow accumulation in event 4.2.d can be related to air temperature and precipitation 
during this period, as CLASS simulates snow accumulation in response to ~10 mm of 
precipitation and sub-freezing air temperatures while the QRRC records zero snow 
depth. As air temperatures warm to above 0°C, CLASS melts out the snow depth 
while the QRRC records accumulation during this time. The absence of precipitation 
during this period of QRRC accumulation suggests that the gauge likely fails to 
capture all observed precipitation. Event 4.2.c shows a difference in 
melt/accumulation patterns when comparing QRRC and CLASS snow depth. While 
CLASS underestimates greatly peak accumulation by up to ~80%, the pattern of the 
QRRC snow depth during the ablation period is also not well captured by CLASS. 
Next, the temperature-sensitivity of snow depth in CLASS was tested to 
further investigate the source of disparity between the CLASS and QRRC datasets. 
The temperature differentiating between snow and rain (IPCP) is adjusted from the 
default 0°C to 2°C and 6°C, which results in differences in snow depth (Figure 4.3). 
Periods of interest are highlighted by a red box and labelled ‘a’, ‘b’ and ‘c’ as in the 
previous figure (Figure 4.2). The early season 2008/2009 underestimation of snow 
depth by CLASS is not resolved by adjusting the IPCP value (Figure 4.3.a). This 
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therefore suggests that air temperature is not the factor limiting accumulation at this 
stage of the 2008/2009 snow season, but rather relates to the surface energy balance 
versus temperature-dependency of snow evolution. The energy term(s) responsible for 
this discrepancy is (are) not further investigated as observational data for parameters 
of interest are not available to conclusively determine the cause. The next area in 
Figure 4.3 under investigation (4.3.b) reveals a different temperature response, as the 
simulated snow depth values show a reversed trend with the 6°C IPCP snow depth 
having the least snow and 0°C IPCP having the highest. As there is minimal 
precipitation during this period, this response relates to the energy balance of the 
snowpack. The final area of investigation (Figure 4.3.c) shows CLASS simulated 
snow depth is not improved by the adjustment of IPCP values. This further supports 
the argument that precipitation input data may not capture all precipitation observed 
at that time. 
The low observed and simulated snow depths for the 2009/2010 snow year are 
supported by Déry et al. (2012), as this relates to historical low flows in the Quesnel 
River located near the QRRC weather station. This event can be related to both a 
reduced snowpack and river flows from 2009 onwards during El Niño conditions. 
Observed snow depth is further validated by nearby weather stations and is discussed 
in detail in Chapter 5. 
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Figure 4.2 CLASS simulated daily snow depth compared with observed QRRC daily snow depth, average daily air temperature, and total daily precipitation for the period 1 
July 2008 to 20 June 2011. Four areas of investigation to be discussed (a, b, c and d) are highlighted by red boxes.
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Figure 4.3 Temperature-sensitivity of snow in CLASS compared to QRRC observed daily snow depth, average daily air temperature, and total daily precipitation for the 
period 1 July 2008 to 20 June 2011. CLASS daily snow depth is simulated for modified temperatures distinguishing snow/rain (IPCP) for 0°C, 2°C, and 6°𝐶. Three areas of 
investigation to be discussed (a, b and c) are highlighted by red boxes.
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4.3. Topographic effects 
4.3.1. Elevation 
The relationship between snow accumulation and air temperature is further 
investigated by applying the MALR of 6. 4°C km−1 to air temperature forcing data to 
create idealized elevation bands. While not universally applicable, snow depth and air 
temperature generally vary linearly until approximately the altitude of tree-line, 
whereby additional processes not accounted for here further complicate this pattern 
(Whiteman, 2000; Marshall et al., 2007; Younas et al., 2017). Although likely 
influenced by the adjustments applied to forcing data, results for both snow depth and 
SWE reflect this linear relationship for the majority of the snow season (Figures 4.4 
and 4.5). Early-season differences in both snow depth and SWE are evident for 744 m 
and lower elevations for 2009/2010 and 2010/2011 snow years. Peak SWE, snow 
depth, and length of snow season are greatest (and lowest) for higher (and lower) 
elevations for all years. CLASS also simulates snow aging processes, during times of 
settling, compaction and metamorphosis during which snow depth decreases and 
water is retained within the snowpack as SWE simultaneously increases. The strength 
of the linear relationship varies but remains significant (p <0.05) between elevation 
and CLASS simulated SWE throughout the accumulation and ablation seasons, and 
between snow years at the QRRC (R2 = 0.70-0.98; Figure 4.5). During the low snow 
year (2009/2010) the strength of the linear pattern weakens slightly, mid-winter and 
late winter conditions occur earlier, and shows early winter patterns similar to those 
observed in 2008/2009 and 2010/2011 throughout the entire season.   
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Figure 4.4 Elevation-dependence of CLASS simulated daily snow depth and SWE for elevations 344, 544, 744, 944 and 1144 m from 1 July 2008 to 20 June 2011. 
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Figure 4.5 Scatterplots of daily snow depth (cm) vs. elevations 244 m-1244 m (at 100 m intervals) for years 2009, 2010 and 2011. Snow depths are plotted for three time 
stamps representing average early winter in black (30 November), mid-winter in red (30 January) and late winter in blue (28 February). All patterns are significant at p 
<0.05. 
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4.3.2. Slope and aspect 
 Solar radiation effects were created for a range of slope angles (10°, 20°, 30°, 
40°, 50°) and the four cardinal directions (N, E, S, W). CLASS simulates an increase 
in SWE in response to slope and aspect effects for higher slope angles and north-
facing aspects (Figure 4.6). North-facing aspects simulate both higher peak SWE 
values, and the latest snow free dates when compared to all other aspects. SWE on 
north-facing slopes increases with steeper slope angles. The opposite pattern occurs 
for south-facing aspects, which receive the lowest peak SWE values and the earliest 
snow free day compared to all other aspects. This does not occur for all slope angles 
during the 2010/2011 snow year, when horizontal slopes receive the lowest peak 
SWE after which south-facing aspects melt out more quickly and retain the earliest 
snow free date.  
There is also considerable variability in melt patterns between years. While 
the extremes in aspects (north and south) consistently have the latest and earliest snow 
free dates, the remaining aspects melt in varying order between years. In the first 
snow year 2008/2009, the snow free date for aspects and the horizontal occur in the 
following order: south, west, horizontal, east, and finally north. In the following snow 
year 2009/2010, horizontal melts faster than west, and the 2010/2011 snow year 
differs the greatest by first melting south, east, horizontal, west and finally north 
aspects.  
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Figure 4.6 Daily SWE values for the four cardinal directions N, E, S, W, and the horizontal on each subplots for 10°, 20°, 30°, 40° and 50° slope angles from 1 July 2008 to 
20 June 2011. 
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4.3.3. DEM domain 
Sub-grid spatial and temporal variability was examined by applying CLASS to 
each point within the domain at a resolution of ~70 m. For each year, six plots are 
produced for daily SWE at two week intervals on 15 February, 1 March, 15 March, 
30 March, 15 April and 30 April. Peak SWE occurs in the 15 March 2009 subplot, 
followed by rapid snowmelt from this point onwards (Figure 4.7). By 30 April 2009, 
almost all points have no snow. 
The following year was a low snow year for this region, which can be related 
to El Niño conditions at the time (Déry et al., 2012). Peak SWE occurs on 15 
February 2010, one month earlier than 2008/2009 (Figure 4.8). The snowpack melts 
quickly following peak SWE, with almost all snow melted by 30 March 2010, one 
month earlier than the previous snow year.  
In 2010/2011, peak SWE occurs on 1 March, two weeks earlier than the 
2008/2009 snow year and two weeks later than the 2009/2010 snow year. From peak 
SWE onwards, differences in SWE values increase spatially until almost all snow is 
melted by 30 April 2011. Additionally, there are more cells with SWE remaining by 
30 April 2011 compared to all other years of analysis. 
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Figure 4.7 The CLASS simulated daily SWE (mm) considering elevation, slope and aspect on (a) 15 
February, (b) 1 March, (c) 15 March, (d) 30 March, (e) 15 April and (f) 30 April 2009. Areas in white 
denote water surfaces or absence of snow. The number of data points is labelled on both the x- and y-
axes.   
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Figure 4.8 The CLASS simulated daily SWE (mm) considering elevation, slope and aspect on (a) 15 
February, (b) 1 March, (c) 15 March, (d) 30 March, (e) 15 April and (f) 30 April 2010. Areas in white 
denote water surfaces or absence of snow. The number of data points is labelled on both the x- and y-
axes.   
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Figure 4.9 The CLASS simulated daily SWE (mm) considering elevation, slope and aspect on (a) 15 
February, (b) 1 March, (c) 15 March, (d) 30 March, (e) 15 April and (f) 30 April 2011. Areas in white 
denote water surfaces or absence of snow. The number of data points is labelled on both the x- and y-
axes.  
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The spatial average and standard deviations in SWE for all six subplots for 
each year were calculated with a minimum threshold of 10 mm (Table 4.3). Standard 
deviation is used to identify spatial variability within each plot when compared to the 
spatial average at each timestamp. Results show small values of spatial variability, 
with the highest standard deviation values being 23.0 mm on 30 March 2009, 16.5 
mm on 1 March 2010, and 26.2 mm on 30 March 2011 (Table 4.3). The largest CV 
values are 1.18 and 1.81 on 30 April 2009 and 2011, respectively. These values occur 
during snowmelt, and CV values are highest directly before complete snowmelt 
indicating that slope and aspect effects play a role in this variability as some areas 
melt faster than others.  
Table 4.3  
Spatial averages for SWE (mm); standard deviation and coefficient of variation (CV) are calculated for 
15 February, 1 March, 15 March, 30 March, 15 April and 30 April for each year. SWE values less than 
0.5 mm are masked out in the spatial averages.  
 2009  2010  2011  
 Mean 
(mm) 
SD 
(mm) 
CV 
 
Mean 
(mm) 
SD 
(mm) 
CV 
 
Mean 
(mm) 
SD 
(mm) 
CV 
 
15 Feb.  210.8 8.4 0.04 51.1 15.4 0.30 207.3 15.4 0.07 
1 Mar.  207.7 9.9 0.05 41.6 19.0 0.46 231.6 15.6 0.07 
15 Mar.  212.5 13.1 0.06 9.8 8.5 0.87 216.2 19.1 0.09 
30 Mar.  153.4 23.1 0.15 3.3 3.5 1.06 131.1 26.2 0.20 
15 Apr. 18.3 15.3 0.84 - - - 30.5 21.2 0.70 
30 Apr.  10.2 12.0 1.18 - - - 7.3 13.2 1.81 
4.4. Topographic thresholds 
By comparing variables such as the ‘mean of all remaining elevations’ 
(MARE), I can assess which topographic parameter has the greatest impact on SWE. 
If there are large differences between MARE and 744 m SWE, this provides evidence 
to suggest that elevation and SWE do have a strong linear relationship. MARE and 
744 m SWE do in fact differ by the greatest degree during the ablation period for all 
three years, therefore resulting in differences in peak SWE and snow depth, and the 
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timing of melt (Figures 4.10 and 4.11). While differences in snow depth are relatively 
small (<1 cm), considerable differences of more than 50 mm exist for SWE with 
mostly negative (MARE>744 m) in 2008/2009 and positive differences (MARE<744 
m) in the following snow years.  
Similar comparisons can be made to test the effect of slope and aspect on 
SWE. The ‘mean of all aspects’ (MAA) or the mean of north, south, east and west 
SWE values (for 10° to 50° slopes) are compared with SWE values when simulated 
with no slope/aspect adjustment (i.e. ‘horizontal’) (Figure 4.12). Difference in SWE 
values (MAA minus horizontal) are plotted for all slope angles (10°, 20°, 30°, 40° and 
50°). The differences in accumulation and melt patterns differ from the first year of 
analysis (2008/2009) and the following two snow years, for all slope angles. For the 
2008/2009 snow year, horizontal and MAA SWE values do not differ until mid-way 
through snowmelt. While there is little difference between the lowest slope angle of 
10°, the rate of snowmelt is slowest and more amplified as slope angles increase 
(Figure 4.12). For the steepest slope angle (50°), the horizontal SWE disappears 
earlier than the MAA SWE that melts the latest when compared to all other slope 
angles. For the remaining two snow years, 2009/2010 and 2010/2011 however, MAA 
SWE is higher than the horizontal for nearly the entire duration of snow cover. 
Following peak SWE, the horizontal surface catches up and melts earlier for both 10° 
and 20° slope angles (Figure 4.12). For 30°, 40° and 50° slope angles, MAA SWE 
melts more slowly and disappears later when compared to the horizontal. 
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Figure 4.10 Difference between mean elevation (744 m) and ‘mean of all remaining elevations’ (MARE) daily snow depth from 1 July 2008 to 20 June 2011. 
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Figure 4.11 Difference between mean elevation (744 m) and ‘mean of all remaining elevations’ (MARE) daily SWE from 1 July 2008 to 20 June 2011. 
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Figure 4.12 Difference between ‘mean of all aspects’ (MAA; north, south, east and west aspects) daily SWE and the horizontal aspect daily SWE for all slope angles (10°, 
20°, 30°, 40° and 50°) from 1 July 2008 to 20 June 2011.  
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The mean slope angle 30° SWE (for initial 10° to 50° slope range) is used to 
compare the mean of all other slope angles (MARS;10°, 20°, 40° and 50°). The 
largest difference between the mean SWE for the north aspect occurs during spring 
melt (Figure 4.13). The largest differences occur in April 2009 and 2011, where SWE 
values for MARS slightly underestimate peak SWE, and begin the ablation season 
marginally earlier. Part-way through snowmelt, MARS SWE catches up with 30° 
SWE and finally complete snowmelt occurs later for MARS. The diminished signal 
and early melt for 2010 is due to low seasonal SWE volume. 
 To further investigate the relation between elevation and SWE, a south to 
north transect intersecting the QRRC weather station was extracted from the DEM 
domain (Figure 3.7). A three-axis plot relates SWE (mm) with elevation changes (m) 
on the south-north transect for each year at bi-weekly intervals from 15 February to 
30 April (Figure 4.14). This plot also provides some insight into the influence of slope 
and aspect, by comparing changes in elevation in northerly and southerly directions. 
North-facing slopes (from grid number on x-axis ~70 onwards) show higher SWE 
(mm) values are retained, particularly for the steepest slopes when compared to south-
facing slopes (from grid number ~90 onwards) and more homogenous topography at 
the southern end of the transect. In accordance with other results, these differences are 
most heightened during the latter portions of the ablation period. Some noise in these 
trends may be related to the spatial scale of grid points and the bands in slope, aspect 
and elevation values assigned to topography. 
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Figure 4.13 Difference in SWE (mm) between ‘MARS’ (mean of slopes excluding 30°: 10°, 20°, 40° and 50°) daily SWE and the mean slope angle 30° daily SWE for the 
north aspect from 1 July 2008 to 20 June 2011. 
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Figure 4.14 A transect from south to north was extracted from the DEM domain (Figure 3.9), intersecting 
the QRRC station at 744 m elevation. Elevation is plotted along the left-hand y-axis, the right-hand y-axis 
has a varying SWE scale. Transect grid numbers from south-north (0 to 111) are plotted along the x-axis. 
The six timestamps from previous domain spatial plots are used again here: bi-weekly intervals starting 
from 15 February through to 30 April for each snow year (2008/2009, 2009/2010 and 2010/2011). 
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Next, the impact of topographic adjustments on some of the most important 
energy terms (net shortwave and longwave radiation, and the sensible and latent heat 
fluxes) are compared with those simulated for a horizontal slope. By comparing the 
difference between the horizontal (744 m) and adjusted energy terms, this provides 
insight into the effect as a function of the modified topography (Table 4.4). Minimum 
(244 m) and maximum (1244 m) elevations reveal small cumulative (from 1 July 2008 to 
30 June 2011) net shortwave differences (<5%), while net longwave differences are 21% 
lower and 105% higher, respectively. Differences in latent heat were higher for the 
highest elevation (43%) and 5% for the lowest elevation. Sensible heat was equally 
important for both 244 m and 1244 m (10%). Differences in sensible heat were greatest 
for 50° N slopes (112% less), as well as latent heat (91% less) when compared to the 
horizontal (744 m). Net short and longwave radiation terms were also much lower for 50° 
north-facing slopes due to reduced energy received by the surface (108% and 140% 
lower, respectively). Albedo values relate to snow depth, with increasing values at higher 
elevations and subsequent lower values at decreasing elevations (Table 4.5). The largest 
differences in albedoes occur during the low snow year (2009/2010) at 1244 m (35% 
higher when compared with 744 m). The second largest difference occurs in 2010/2011 at 
244 m (25% lower when compared with 744 m). Disparities for steep north-facing slopes 
are smaller (11%), while the smallest (2%) are found on steep south-facing slopes. 
The effect of net shortwave radiation (melt energy) from the 20 baseline 
slope/aspect combinations on ablation rates are plotted in Figure 4.15. Results show 
consistent patterns in 2008/2009 and 2009/2010, with south- and west-facing slopes 
showing the strongest positive trends with ablation rates followed by east- and north- 
facing slopes. In 2010/2011, east-facing slopes match much more closely to south-facing 
melt patterns indicating variation in these influences. 
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Table 4.4  
Differences in cumulative energy terms (horizontal (744 m) values for net shortwave radiation, net longwave radiation, sensible heat flux and latent heat flux (𝑀𝐽 𝑚−2) 
subtracted from topographic extremes) at the end of the 2008-2011 simulation period. Cumulative energy terms are presented as absolute values and as percent differences 
(%) from the horizontal slope/744 m.  
 
Cumulative energy 
terms 
Horizontal 
(744 m) 
Min elevation (244 m)  Max elevation (1244 m) Steepest slope (50°) N Steepest slope (50°) S 
MJ m−2 MJ m−2 % difference MJ m−2 % difference MJ m−2 % difference MJ m−2 % difference 
net shortwave, K* 9680.8 10113.4 4.7 6775.6 35.3 2889.9 108.0 11495.1 17.1 
net longwave, L* -2838.9 -3509.6 21.2 -884.0 105.0 -503.0 139.8 -2917.9 2.7 
sensible heat flux, Hs 2754.1 2468.3 10.9 3067.0 10.8 775.9 112.1 3998.8 36.9 
latent heat flux, HL 3736.5 3937.9 5.2 2417.0 42.9 1392.8 91.4 4165.6 10.9 
 
Table 4.5  
Average albedo (%) and % difference between the horizontal (744 m) subtracted from topographic extremes for each year (1 July to 30 June) and the 3-year study period. 
 
 
Horizontal 
(744 m) 
Min elevation (244 m)  Max elevation (1244 m)  Steepest slope (50°) N Steepest slope (50°) S 
% albedo % albedo % difference % albedo % difference % albedo % difference % albedo % difference 
2008/2009 37 31 17.6 41 10.3 38 2.7 36 2.7 
2009/2010 28 26 7.4 40 35.3 33 16.4 28 0.0 
2010/2011 45 35 25.0 51 12.5 52 14.4 47 4.4 
Total average  37 31 16.7 44 19.4 41 11.2 37 2.4 
  72 
 
Figure 4.15 CLASS snow depth ablation rate (mm day-1) versus CLASS cumulative ablation season daily net shortwave radiation for 2008-2011 snow seasons and all 
baseline slope/aspect combinations. Ablation periods are 1 February to 15 April 2009, 4 January to 15 March 2010 and 28 February to 25 April 2011.
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4.5. Representation of snow distribution in CLASS 
The final outcome from this thesis relates to how CLASS can improve the 
representation of snow distribution at the sub-grid scale within the CRCM5. A 
comparison between grid scale and sub-grid scale results can provide insights into the 
level of variability in snow distribution captured at different spatial scales. One grid 
cell in CRCM5 represents a single value for the processes and topographic conditions 
within that area, on a horizontal plane. As our DEM domain approximately represents 
one grid cell, the average elevation for the domain (958 m) was used to represent the 
CRCM5 (uniform grid) method. Figure 4.16 compares both SWE and snow depth 
output from the 958 m simulation with elevation ranges 744, 844, 1044, 1144 and 
1244 m. These results show snow depth varies linearly with elevation throughout the 
snow year for all years of analysis. Mid-elevations reveal small outliers to the linear 
pattern (Figure 4.5) which I suspect also occurs when using observed lapse rates at 
some elevations. 
SWE output from this 959 m simulation is then compared with the spatial 
average SWE, providing a comparison dataset that includes the sub-grid variability of 
topographic controls on snow evolution. Percent difference indicates the degree of 
variability between the two mean SWE values, and whether or not sub-grid variability 
has an impact on these results when compared to mean elevation results. The greatest 
disparities between the two averages occur after peak SWE and during snowmelt 
(Table 4.6). On 15 March 2010 the two values differ by 3.6 mm SWE or 45%, the 
largest relative difference. The next largest relative difference is 37% on 15 April 
2011 (9.6 mm difference). Variability in the first snow year is small when comparing 
the spatial average and mean elevation. The largest difference 14.7% (2.9 mm) occurs 
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on 15 April 2009.  
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Figure 4.16 Daily SWE and snow depth for the mean elevation for the DEM domain (958 m) are compared with daily SWE and snow depth for elevation bands 744, 844, 
1044, 1144 and 1244 m from 1 July 2008 to 20 June 2011.
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Table 4.6  
Results from a comparison between simulated SWE for the DEM domain mean elevation and the spatial average SWE for the DEM domain. Percentage differences in the two 
SWE values are calculated to reveal the greatest disparities. 
 
 
 
 
 
 
 
 
 
 
 
 
 2009 2010 2011 
 
 
Date 
Mean 
elevation 
SWE (mm) 
 
Spatial 
average 
SWE (mm) 
 
% difference 
 
Mean 
elevation 
SWE (mm) 
 
Spatial 
average 
SWE (mm) 
 
% difference 
 
Mean 
elevation 
SWE (mm) 
 
Spatial 
average 
SWE (mm) 
 
% difference 
15 Feb.  211.8 210.8 0.5 46.8 51.1 8.8 200.7 207.3 3.2 
1 Mar. 211.6 207.7 1.9 43.7 41.6 4.9 224.4 231.6 3.2 
15 Mar.  215.3 212.5 1.3 6.2 9.8 45.0 215.0 216.2 0.6 
30 Mar. 156.6 153.4 2.1 0.0 3.3 - 127.3 131.1 2.9 
15 Apr. 21.2 18.3 14.7    20.9 30.5 37.4 
30 Apr. 0.0 10.2 -    0.0 7.3 - 
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Chapter 5: Discussion 
This chapter investigates and discusses results on snow evolution and similar studies. 
First, CLASS simulations for snow depth are compared with the QRRC observed snow depth. 
Disparities related to precipitation are investigated, including the potential for undercatch. 
Results related to the application of topographic factors (slope, aspect and elevation) are 
qualified, followed by conclusions about the factors with the greatest influence on snow. Finally, 
the foremost findings are related to the application of CLASS in the CRCM5 and the 
representation of snow by CLASS generally. 
5.1. Baseline simulations 
 For the three years of analysis, CLASS simulates the general pattern of each snow year 
well while overall performance is affected by poor simulation of the ablation season (overall 
NSE=0.19) (Table 4.2). However, CLASS underestimates peak snow depth and does not 
accurately capture the rate and timing of ablation (ablation NSE=-0.32). SWE cannot be 
validated due to the absence of SWE observations at the QRRC. Because CLASS snow depth 
simulations show some disparities from observations, it is possible that SWE simulations could 
be improved. Further investigation adjusting the air temperature partitioning precipitation into 
snowfall and rainfall reveals that these patterns are not air temperature sensitive (Figures 4.2 and 
4.3) as these changes do not resolve disparities in snow depth. If these inconsistencies cannot be 
traced to air temperature sensitivities, issues relating to the forcing dataset should first be 
investigated further.  
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The amount of precipitation needed to simulate the QRRC observed snow depth is more 
than the logged precipitation data indicating gauge undercatch. Appendix B (items 1 and 2) 
contain climatological values for QRRC precipitation. The average annual precipitation at the 
QRRC is 532 mm (for years 2007 to 2015, excluding 2011) while the average peak snow depth 
is 84 cm (for years 2006 to 2016). Liquid content within snowfall is included in precipitation 
amounts, as the gauge measures liquid, solid and mixed precipitation. Total precipitation for the 
month of December 2010 reaches only 4.3 mm, well below the monthly average. The location of 
the QRRC station is within the wetbelt of the inland temperate rainforest, an area that receives 
considerably more precipitation than other areas in the BC Interior Plateau. Therefore, the QRRC 
should realistically receive more annual precipitation when compared with other stations outside 
of this local climate. 
Cumulative precipitation from independent data sources (Table 5.1) are used to validate 
QRRC precipitation data (Figure 5.1; Hernández-Henríquez et al., 2018; BC Station Data – 
PCDS, 2018). The time period includes summer precipitation to test the gauge performance 
during different seasonal conditions to help determine the main causes of error. Yanks Peak East 
receives considerably more precipitation when compared to all other stations, due to increased 
precipitation from orographic effects. The QRRC collects more precipitation than the Gavin and 
Horsefly stations at the beginning of the 2008/2009 snow year, and again in the fall, winter and 
spring of the 2010/2011 snow year. When compared to Spokin Lake, the QRRC precipitation 
pattern follows the same accumulation very closely despite the ~50 km distance between each 
site. 
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At the end of the 3-year analysis period cumulative precipitation for the QRRC was 1634 
mm, 1294 mm for Gavin, 1005 mm for Horsefly, 4075 mm for Yanks Peak East and 1658 mm 
for Spokin Lake. When compared to Horsefly at a similar elevation to the QRRC, a +629 mm 
difference illustrates climatic differences between both locations. While this difference equates 
to approximately one year of precipitation in this region, it is expected that this value would be 
higher as the product of three years of data. A precipitation difference of +23.3 mm (1.5%) 
between Spokin Lake and QRRC stations is small despite advanced QRRC instrumentation, 
further indicating that the QRRC precipitation gauge may be suffering undercatch.  
The Spokin Lake site also measures snow depth (cm), which is used to compare with that 
from the QRRC (Figure 5.2). If each station receives a similar volume of precipitation, and the 
elevation of the comparison station is at least equal to the QRRC then the snow depth should be 
approximately similar given expected temperature lapse rates. While snow depth values are 
similar between the two sites, Spokin Lake experiences a smaller snow depth than the QRRC for 
the majority of each snow season, most notably around peak accumulation (~10 cm) (Figure 
5.2). Therefore, disparities between the QRRC measured and simulated snow depths are likely 
due in part to underestimated precipitation forcing data rather than poor model performance. 
Given that tipping bucket precipitation gauges are considered standard for many weather 
stations, undercatch may also affect comparison datasets such as Spokin Lake, in addition to 
elevation and its effect on orographic precipitation. Without a sophisticated comparison gauge or 
the measurement of SWE, it is difficult to determine whether or not the amount of observed 
precipitation during winter is reasonable to produce the snow depth and SWE at the site, as 
precipitation may not result in increased snow depth but remain within the snowpack thereby 
increasing SWE.  
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Table 5.1  
Geographic information for QRRC comparison datasets. Data operators include the BC Ministry of Forests, Lands, Natural Resource Operations and Rural 
Development (FLNRORD), BC River Forecast Centre/Ministry of Environment (MOE), Environment and Climate Change Canada (ECCC), and CAMnet. 
Station Name Operator Elevation (m) Distance from QRRC (km) Cumulative precipitation (mm)  
1 Jul 2008 to 20 Jun 2011  
Gavin FLNRORD 1081 17 km south 1294 
Horsefly FLNRORD 701 35 km southeast 1005 
Yanks Peak East BC River Forecast 
Centre/MOE 
1683 30 km north-northeast 4075 
Spokin Lake ECCC 1040 50 km south-southwest 1658 
QRRC CAMnet 744 - 1634 
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Figure 5.1 Cumulative daily precipitation data from four external sites (Gavin, Horsefly, Yanks Peak East and Spokin Lake) compared with the QRRC. Note that 
the Yanks Peak East dataset contained several data gaps that were replaced with zero values (BC Station Data – PCDS, 2018). 
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Figure 5.2 Spokin Lake, CLASS simulated 1044 m, and the QRRC daily observed snow depth (cm). 
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The measurement of precipitation (solid, liquid or mixed) is notoriously difficult, 
particularly at exposed sites where the gauge impacts the wind field surrounding it. To make 
robust validation of simulated data, accurate observational data are critical. Some sources of 
precipitation undercatch are: wetting losses, evaporation, environmental effects (such as wind) 
and light snowfall rates (Rasmussen et al., 2012). The period of analysis shows an increase in 
average daily wind speeds in the winter months, with the highest value of 2.8 m s-1 occurring 
during the 2010/2011 snow year. While wind-related undercatch may contribute to some of the 
discrepancy in precipitation data, catch ratios within these wind speed ranges are closer to 1 
(Buisán et al., 2017) and evaporation loss is expected to have the largest influence. Rasmussen et 
al. (2012, p. 812) compared the performance of various precipitation gauge types in Ontario, 
Canada, finding all heated tipping bucket gauges tested had “extremely poor performance”. 
These gauge types consistently underestimated total accumulation (melted snow and rain) when 
compared to a reference gauge type. While the specific model of tipping bucket at the QRRC 
was not included in this study (nor other studies), a similar model, TB3 was. Differences in the 
performance among heated tipping buckets are also related to the wattage used to melt solid 
precipitation, therefore varying “melting factor” and evaporation rates (Buisán et al., 2017). The 
34-HT-P precipitation model at the QRRC has two heaters, one in the upper portion of the body 
below the mouth piece and a second also in the body above the top net filter. The upper heater is 
powered by 120 W and the lower by 160 W, considerably higher wattages when compared to 
GEONOR T-200B heated precipitation gauge (0.5 W) and DC Heater (75 W) (Rasmussen et al., 
2012). HyQuest Solutions TB3H tipping buckets are comparable to the QRRC gauge and have 
heaters powered by 70 W. This excess heat energy is likely to cause losses via evaporation from 
the mouth of the instrument. Further, the temperature-activated operating range also appears to 
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be higher for the QRRC 34-HT-P model (10°C or lower) when compared to commonly used 
models such as TB3H (-20°C to 5°C). Therefore, unnecessary heating is also expected to extend 
into a longer period of the year than previously considered. Larson (1993) reports precipitation 
underestimates of 28% for heated tipping buckets when compared to the U.S. National Weather 
Service (NWS) weighing gauge. While these results indicate that undercatch should be a concern 
for all heated tipping bucket gauges, the effect of evaporation related undercatch may be 
amplified at the QRRC site. 
Wind shields for heated tipping bucket type gauges substantially increase the 
precipitation captured by these models (by 150% - 200%; Metcalfe & Goodison, 1993, as cited 
in Rasmussen et al., 2012), although may not have an equivalent influence at the QRRC due to 
low wind exposure. Rasmussen et al. (2012) also report substantial increases in precipitation 
measurements when using highly rated wind shields, with single Alter shields contributing to the 
largest underestimates. QRRC precipitation data could be improved by replacing the tipping 
bucket with a weighing gauge and the single Alter shield with a double wind shield. Various 
undercatch corrections can also be applied to precipitation data, but are not recommended in this 
case as the particular source of the error cannot be traced and could therefore further decrease the 
vigour of data being utilized for model validation.  
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While undercatch in the precipitation forcing data appears to be a factor affecting CLASS 
simulated snow depth, there are atmospheric controls on CLASS snow evolution excluding air 
temperature. Some of these include: net shortwave and longwave radiation, cloud cover, specific 
humidity (and height), wind speed (and height), atmospheric blending height for surface 
roughness length and albedo. Cloud cover is an important parameter to account for when 
considering radiation effects on snow, but in this case is included in the measurement of the 
observed shortwave radiation forcing data. Incoming shortwave and longwave radiation data, 
however, may have data quality issues relating to sources of error such as the sensor heater and 
heater program sensitivity. This would therefore have a substantial impact on snowpack 
simulation and evolution, as well as albedo calculations. The radiometer has a 180° view and 
would therefore capture any influence from nearby tall trees from this angle. Forcing data for 
wind speed could also be influenced/obstructed by nearby objects such as trees, but is unlikely to 
have a significant impact due to the low average wind speed at this site. 
There is evidence of reductions in snow depth caused by differences in the energy 
balance (Figure 4.3.b). This event provides evidence of compaction in the snowpack, prompted 
by a precipitation event and subsequent latent and sensible heat flux changes that may be related 
to water within the snow and soil layers. While the direct cause of this event is not identified, it 
is clear that the reversal of snow depth patterns are due to energy balance processes rather than 
solely air temperature. Further discussion about CLASS simulated snowpack and energy balance 
responses follow later in this chapter. 
5.2.  Topographic effects 
5.2.1. Elevation 
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The inclusion of slope, aspect and elevation effects for the 3-year dataset produces results 
that are consistent with Younas et al. (2017). The relationship between elevation and snow depth 
forms a positive linear pattern (Figure 4.5). The highest elevations received the largest peak 
snow depth and SWE values, and also reached complete melt the latest. The temperature-
sensitivity of snow is evident for the low snow year (2009/2010), highlighted by the larger 
overall disparities and increases in February-March 2010 in both snow depth and SWE for higher 
elevations (744 m, 944 m and 1144 m) where temperatures remained above freezing for more of 
the snow year (Figure 4.4). This phenomenon also affects the comparison between 744 m snow 
depth and SWE and MARE values, as lower elevations are influenced by more days above 
freezing (Figure 4.10 and 4.11). Linear outliers at mid-elevations in 2009/2010 and 2010/2011 
(Figures 4.4 and 4.5) are a response to densification caused by variation in energy terms (Table 
4.4). The lowest elevations had considerably higher positive latent heat flux (70%) while the 
highest elevation latent heat flux was 59% higher than that of 744 m. Therefore, the high latent 
heat flux at < 744 m elevations appears to be driving the discrepancy between early season snow 
depth and SWE. 
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5.2.2. Slope and aspect 
Results for slope and aspect effects are also as expected for north- (highest peak SWE 
and latest complete melt) and south-facing slopes (lowest peak SWE and earliest complete melt) 
due to the contrasting extremes in solar radiation exposure and the corresponding effect on snow 
evolution (Table 4.4). The steepest north-facing slopes (50°) have the greatest impact on energy 
terms when compared to the horizontal surface, with 108% less net shortwave and 140% less for 
net longwave radiation. Variation in these important energy terms drives differences in the 
ablation season, observed in my results. Changes in the sensible (112%) and latent heat flux 
(91%) are also substantial. The variation in solar radiation exposure is further affected by the 
addition of changes in elevation (Table 4.4). Average albedo values are the highest for 1244 m, 
35% higher than the mean elevation (744 m) (Table 4.5). Variability in horizontal, eastern and 
western aspect melt rates (Figure 4.6) are also due to differences in solar radiation received by 
each surface. While south- and west-facing slopes have the highest cumulative net shortwave 
radiation and ablation rates for 2008/2009 and 2009/2010, east-facing slopes match more closely 
those of south-facing slopes in 2010/2011 (Figure 4.15). Differences in the aforementioned melt 
rates are associated with how direct beam radiation is calculated by including both the potential 
at each specific angle from the observed incoming shortwave radiation. This therefore causes 
variation in shortwave radiation received by each surface and subsequent energy balances and 
melt rates.  
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5.2.3. DEM 
The application of topographic adjustments to the DEM domain produced noteworthy 
spatial and temporal patterns in snow variability. The spatial pattern of SWE is most evident 
during snowmelt, when the effect of slope and aspect has the greatest impact on snow evolution. 
The 2-week period following peak SWE is when the highest standard deviation values for spatial 
averages of SWE arise (Table 4.6). The greatest variability occurs in the last year of analysis, 30 
March 2011 (standard deviation 26.2 mm), while the largest CV value (1.81) occurs just before 
complete melt (30 April 2011). A similar pattern is also observed in the first and second snow 
years, with highest standard deviation (23.1 mm and 19.0 mm) on 30 March 2009 and 1 March 
2010 and the largest CV values (1.18 and 1.06) for the season before complete melt (30 April 
2009 and 30 March 2010). Patterns of increased variability during melt are also evident in the 
spatial plots (Figures 4.7-4.9). Here, the effect of topography can be detected with higher SWE 
values on north-facing slopes and lower values on south-facing slopes, particularly in the 
2009/2010 snow year (Figure 4.8). Higher elevation areas also retain higher SWE values, and 
small topography changes reproduce considerable variability in SWE. This is further supported 
by SWE and elevation comparisons for the south to north transect (Figure 4.14) that reveal 
strong SWE response to elevation, aspect and slope angle.  
  89 
The range in SWE values from the timing and volume of peak SWE and the patterns of 
snowmelt can be observed for the 3-year analysis period, simulating temporal variability in these 
processes. Temporal patterns in melt are also observed, with complete melt occurring 
approximately one month after peak SWE for all years. While percent difference values are 
lower than expected (Table 4.6), results show that sub-grid variability is an important 
consideration in areas of complex topography to accurately simulate the volume and timing of 
peak SWE and spring melt. 
5.3.  Topographic controls on snow 
Topographic features with the greatest impact on snow are extracted by comparing the 
unadjusted values (744 m elevation, horizontal and median slope value 30°) with the mean 
values for other elevation ranges (MARE; Figures 4.10 and 4.11), aspects (MAA; Figure 4.12) 
and slopes (MARS; Figure 4.13). The single largest effect on volumes of both snow depth and 
SWE arise from elevation (Figure 4.4). This is in part due to air temperature lapse rates with 
elevation, which affect ambient air temperature for snowfall. The sensible heat flux, latent heat 
flux, and overall energy budget are also impacted by elevation (Table 4.4). Melt rates and timing 
are typically related to the peak accumulation.  
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The influence of aspect, however, also controls the maximum snow depth and SWE as 
the largest volumes occur on north-facing slopes (Figure 4.12).  This, however, is related to solar 
radiation exposure that affects snowmelt throughout the snow season (Table 4.4). When steep 
slope angles are combined with different aspects (particularly north- and south-facing aspects), it 
results in enhanced impacts on snow depth and SWE (Figure 4.6). During the ablation period, 
slope and aspect are of particular importance as these factors control the amount of energy 
received by a slope and therefore the energy balance of the snowpack that can refine the timing 
and rate at which the snow will melt out. Therefore, while elevation has the largest overall 
impact on snow accumulation, combined topographic effects are important for accurately 
determining snow evolution processes and the timing of melt during the full snow year. Further, 
while a uniform model grid approach may be appropriate for areas of relatively homogenous 
terrain, this method would not capture the combined effects of topography on snow evolution 
particularly during melt for complex topography.  
5.4.  Representation of snow distribution in CLASS 
The inclusion of sub-grid representation of snow is expected to improve the accuracy of 
both SWE and melt patterns and therefore the spring hydrologic response. Snowmelt (kg m−2) is 
derived from the daily snowmelt energy flux (W m−2) CLASS output using the timestep of the 
output (day) and the latent heat of fusion (0.334 MJ kg−1), for the DEM domain average and the 
domain average elevation (Figure 5.3). Positive differences of snowmelt occur when more 
snowmelt is measured by the sub-grid approach compared to uniform grid snow, while less 
snowmelt is measured by sub-grid snow when values are negative.  
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During the first snow year (2008/2009), the sub-grid snow simulated reduced snowmelt 
following peak SWE and again during the beginning of the following snow season. Snowmelt 
values for the remainder of the low snow year (2009/2010) fluctuate between positive and 
negative values approximately equally, and do not present strongly different results until the final 
snow year (2010/2011) when higher frequency snowmelt events are produced by sub-grid output 
during the ablation period. Despite this, values are more negative than positive on average for the 
final year during melt. Differences in SWE during peak accumulation and snowmelt are 
compared in Table 4.7, which also support the findings that the greatest disparities occur after 
peak SWE. The greatest differences are on 15 March 2010 (97%) and 15 April 2011 (52%). This 
suggests that the accuracy of the hydrologic response to snowmelt can be resolved, particularly 
for irregular snow years, when sub-grid variability is included. Déry et al. (2012) report 
hydrological extremes are increasing across the majority of the Fraser River Basin (BC), with the 
greatest variability occurring during spring and summer. This therefore highlights the importance 
of accurate simulation of snowpack evolution in the CLASS model, for implementation in the 
CRCM5.  
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Figure 5.3 CLASS simulated daily snowmelt (𝑘𝑔 𝑚−2) is derived from the snowmelt energy flux (𝑊 𝑚−2). Snowmelt is plotted for the DEM domain mean 
elevation (958 m) subtracted from the domain spatial average from 1 July 2008 to 20 June 2011.
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CLASS simulates the full energy and mass balance of the land surface, including the 
energy balance of the snowpack. This solves the snowpack surface temperature, calculated from 
incoming shortwave and longwave radiation, sensible and latent heat exchanges, the ground heat 
flux and vertically stratified snowpack values for snow albedo and density (Brown et al., 2006). 
Snowmelt can take place when the snow surface temperature reaches 0°C as a result of excess 
energy in the snowpack. The heat balance of the snowpack determines snowpack layer 
temperatures, densities and SWE, and the point at which snowmelt, refreezing and percolation 
can occur. Vertical temperature profiles in soil and snow layers also allow diurnal freeze-thaw 
fluxes. Finally, if the entire snowpack is isothermal and the upper soil layer is above freezing 
then snowmelt is allowed to percolate through the snowpack and infiltrate the soil layer(s) 
below. During the initialization of the model, prognostic variables are assigned at the beginning 
of simulations (e.g., temperatures of all physical components) (Appendix A, item 1; Verseghy, 
2012). These variables are mostly best estimates rather than measurements or observations due to 
the absence of these data. While these approximations may provide a source of error in energy 
balance simulations, only data following one year of spin-up (after testing additional years had 
little impact) are used in analysis thereby allowing for the effect of seasonal fluxes and more 
realistic conditions to take effect (see Chapter 3.2).  
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Utilizing remotely sensed imagery can validate CLASS simulated snow distribution in 
the DEM domain. A Landsat-5 image (NASA Landsat-5, USGS) captured on 23 April 2011 is 
compared with CLASS simulated SWE plots for 15 and 30 April 2011 (Figure 5.4). Simulated 
SWE for 15 April 2011 (Figure 5.4) presents variability in SWE at higher elevations and on 
north-facing slopes. These patterns are mostly visible as presence or absence of snow in the 
Landsat image, and show a reduction in snow cover as this nears the date of complete melt 
(approximately 30 April 2011). This therefore provides some evidence to indicate that CLASS 
does capture the sub-grid spatial variability in this area when compared to remotely sensed 
imagery of snow cover. Further investigations should utilize remotely sensed data to make more 
conclusive comparisons between observed and CLASS simulated snow, particularly when 
validating high-resolution model performance. Although SWE values are often unavailable, 
snow onset/off dates and fractional cover are available and snow depth estimates can also be 
derived from some high-resolution remote sensing products such as LIDAR or Landsat (Tennant 
et al., 2017). The limitation with this method, however, is that data are sparse during the winter 
months in mountainous areas due to the presence of cloud cover, which also limited the 
application of remotely-sensed data in this study. These issues highlight the need for a standard 
comparison dataset for CLASS model validation. Studies such as SnowMIP have utilized high 
quality datasets for model intercomparison (Etchevers et al., 2003), in which CLASS was a part 
of (Brown et al., 2006). Similar datasets should be provided for those introducing new 
parameterizations or sensitivity testing with CLASS to validate simulated results with 
“benchmarks”. 
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Vegetation-snow effects also have a strong influence on snow evolution related to 
vegetation type and topography as demonstrated by Tennant et al. (2017). While these processes 
have not been included in this sensitivity study, CLASS parameterizations for vegetation-snow 
effects have been improved significantly in recent years. The inclusion of these effects could 
provide insights into missing factors controlling snow not discovered in this study. 
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Figure 5.4 DEM domain area (a) elevations, a Landsat 5 image taken on 23 April 2011 (b) which approximately 
represents the area of the DEM domain. CLASS simulated daily SWE are plotted on 15 April and 30 April 2011 (c 
and d) The colour bar on the right-hand side refers to SWE values (for plots c and d). The Landsat image is a 
LandsatLook Natural Color Image, with snow covered areas in blue and remaining areas in natural colours. Item 
(b) (NASA Landsat-5) image courtesy of the U.S. Geological Survey.
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Chapter 6: Conclusions 
The overarching aims of this CNRCWP research project are achieved by producing 
CLASS-simulated snow at the local scale with regional validation to relate to future CRCM 
implementation. Grid-scale comparisons prove that there are differences in simulated snow 
when sub-grid variability is considered, particularly during spring snowmelt. While 
variability between sub-grid and grid scale snow may be smaller than expected, this could be 
attributed to the study setup. Topographic adjusted meteorological data enabled controlled 
simulations to detect specific snow sensitivities. Spatial and temporal heterogeneity in the 
standard deviation and coefficient of variation in SWE values during snowmelt can be 
observed. Inter-annual variability in these patterns are evident, including between two similar 
snow years (2008/2009 and 2010/2011). The low snow year (2009/2010) offers distinct 
accumulation and melt patterns. The topographic factor with the greatest impact on snow 
depth and SWE evolution is elevation. Steep north and south angles further enhance 
elevation effects on snow. 
This study provides evidence to support the inclusion of CLASS SSS 
parameterizations and “mosaic” tiles in regions of topographic heterogeneity, principally 
mountainous regions. Changes in elevation are found to be the leading factor controlling the 
spatial distribution of snow. These effects are further pronounced on steep north- and south-
facing slopes. Interannual differences in the timing and location of melt were observed in the 
DEM domain analysis when comparing two similar snow years (2008/2009 and 2010/2011) 
as well as a near minimum snow year. Sub-grid simulations captured 45% more SWE than 
the average elevation SWE in the low snow year (2009/2010) (though the magnitude of the 
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difference is small at 3.6 mm). Snow sensitivity to temperature thresholds and differences in 
surface energy budgets are more accurately simulated when sub-grid scale variability is 
incorporated. When comparing the sub-grid snowmelt response with output from the average 
elevation simulations these differences were also apparent. This extended analysis builds on 
research by Younas et al. (2017), by including more than one snow year and providing 
insights into sources of error and variability. Patterns observed also support a new CLASS 
SSS parameterization applying slope, aspect and elevation sub-grid clusters (Ganji et al., 
2017b) for implementation in CRCM5.  
This study highlights the need for a dependable comparison input/output dataset for 
CLASS validation (e.g., SnowMIP; Etchevers et al., 2003). I recommend that the CNRCWP 
or future groups utilize a universal dataset for the purpose of model calibration and 
validation. Further, the QRRC station heated tipping bucket does not sufficiently capture 
precipitation, and should be upgraded to a more standard model. Globally, observation data 
are sparse, particularly in remote locations and sites where high quality instruments are 
expensive to operate. Therefore, there is a case to be made for investment in one dataset to be 
used by all CLASS users when implementing new parameterizations or sensitivity testing, 
providing robust comparisons for output calibration. Future work should use a longterm 
gridded dataset and routing model to provide realistic snowmelt response insights and 
requirements for significance testing. Mosaic vegetation data should also be implemented 
when using gridded data and considering topographic effects on snow in CLASS. Ultimately, 
improving the accuracy of snow accumulation and melt estimates for mountainous terrain 
will greatly increase simulations of future water resources.  
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Appendix A 
1. Surface Parameters used in the CLASS simulations 
Surface parameters used in the CLASS simulations 
Parameter [units] Value for grassland class 
ALVC: near-infrared albedo [ ]  0.06 
ALIC: visible albedo [ ]  0.34 
CMAS: annual maximum canopy mass [𝐤𝐠 𝐦−𝟐]  2.0 
Z0: roughness length [m]  0.005 
PAMX: annual minimum plant area index [ ]  1.5 
PAMN: annual minimum plant area index [ ]  =PAMX 
SAND1: sand content of first soil layer [%]  44.9 
SAND2: sand content of second soil layer [%]  44.9 
SAND3: sand content of third soil layer [%]  53.0 
CLAY1: clay content of first soil layer [%]  14.2 
CLAY2: clay content of second soil layer [%]  14.2 
CLAY3: clay content of third soil layer [%]  22.0 
ORG1: organic content of first soil layer [%]  1.0 
ORG2: organic content of second soil layer [%]  0.7 
ORG3: organic content of third soil layer [%]  0.3 
107 
 
Appendix B 
1. Climatology summary statistics 
Summary statistics for the QRRC weather station climatology from 2006 to 2016. Values are calculated from 15 minute observations for each snow year (from 1 
July to 30 June). Climatological averages exclude data from the years 2006, 2011 and 2015 (except for peak snow depth), as these contain long periods of 
missing data and skew average climatological results. 
2. Monthly climatology statistics 
Monthly mean, total or peak value of meteorological and snow conditions at the QRRC for July 2008 to June 2011. 
 
Year 
 
Month 
Avg. air 
temp. 
(℃) 
 
Avg.  
RH 
(%) 
Total  
precip. 
(mm) 
Peak snow depth 
(cm) 
Max. wind 
speed 
𝐦 𝐬−𝟏 
Avg. pressure 
(hPa) 
Avg. 
incoming 
longwave 
(𝐖 𝐦−𝟐) 
Avg. incoming 
shortwave 
(𝐖 𝐦−𝟐)  
2008 Jul 14.8 70.4 76.5 0.0 2.9 929.3 400.9 216.4 
 Aug 13.7 79.4 60.8 0.0 2.7 927.4 389.4 162.8 
 Sep 8.6 84.2 19.8 0.0 2.3 932.6 356.7 112.0 
 Oct 3.2 90.1 54.3 21.8 2.6 931.9 327.3 42.2 
 Nov 1.1 94.2 48.3 70.1 4.3 928.2 316.2 17.6 
 Dec -11.2 91.2 125.5 68.1 1.9 928.4 261.3 5.0 
2009 Jan -7.3 94.6 68.5 98.2 2.8 934.0 276.5 9.2 
  
Air Relative  
Total 
Precipitation 
Peak Snow 
Maximum 
Wind  
Surface  
Incoming 
Longwave 
Incoming 
Shortwave 
  
Temperature (°C) 
Humidity 
(%) 
(mm)  Depth (cm) 
Speed 
(𝐦 𝐬−𝟏) 
Air Pressure 
(hPa) 
(𝐖 𝐦−𝟐) (𝐖 𝐦−𝟐) 
MAX 7.4 85 652 121 4.3 929 352 110 
MIN 0.8 78 364 41 3.2 926 317 79 
AVERAGE 4.1 83 530 89 3.8 928 334 98 
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 Feb -6.8 90.2 24.0 112.9 1.9 928.9 273.0 31.7 
 Mar -3.2 79.9 40.5 119.0 3.8 926.0 286.9 87.5 
 Apr 2.5 71.2 32.0 105.0 3.1 929.9 310.4 166.7 
 May 8.1 67.0 52.8 0.0 2.9 928.4 360.9 206.8 
 Jun 13.5 61.9 49.5 0.0 3.3 927.6 398.5 249.2 
 Jul 17.5 62.4 25.5 0.0 0.0 931.2 415.5 251.0 
 Aug 15.8 64.6 20.8 0.0 0.0 929.7 401.8 181.4 
 Sep 11.3 80.7 59.0 0.0 0.0 929.0 369.3 99.2 
 Oct 1.7 88.0 100.8 0.0 3.1 929.5 321.2 44.2 
 Nov 0.2 92.8 55.3 14.7 3.4 922.9 304.6 16.3 
 Dec -10.3 92.2 25.8 48.4 1.8 933.0 261.8 10.8 
2010 Jan -3.5 90.7 17.8 44.9 3.0 924.7 287.9 15.0 
 Feb -0.8 92.9 13.8 39.0 3.0 928.0 301.1 30.1 
 Mar 1.9 74.1 4.0 34.8 3.4 925.8 306.7 82.9 
 Apr 4.6 67.7 24.0 0.0 4.0 924.1 339.5 159.0 
 May 8.4 66.0 53.5 0.0 2.8 927.5 367.4 195.7 
 Jun 12.4 70.1 64.8 0.0 3.0 928.1 390.4 215.8 
 Jul 14.2 66.0 27.0 0.0 0.0 930.5 400.4 228.6 
 Aug 7.8 81.8 30.8 0.0 0.0 929.5 349.4 63.1 
 Sep 3.4 90.7 50.5 0.0 0.0 927.2 327.5 27.0 
 Oct -6.3 93.7 21.3 0.0 2.7 926.6 281.5 7.3 
 Nov -7.2 86.7 35.3 26.0 3.6 923.7 276.3 7.7 
 Dec -3.8 89.6 4.3 23.6 3.6 922.9 289.5 9.1 
2011 Jan -7.2 92.9 100.5 75.6 1.5 930.8 279.2 8.5 
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 Feb -8.8 89.4 70.3 114.7 2.6 928.8 267.5 22.9 
 Mar -1.9 82.7 27.8 113.1 3.5 922.3 294.9 81.9 
 Apr 2.2 73.1 16.5 66.9 3.0 925.6 309.7 147.9 
 May 8.1 77.8 105.8 17.1 3.7 927.1 359.3 174.3 
 Jun 12.2 72.2 27.5 0.0 3.2 927.2 388.7 209.0 
 
 
