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Abstract 
 
Anthropogenic climate change is arguably the greatest challenge of modern times 
posing significant risks to natural resources and the environment. Socio-economic 
change, severe droughts, and environmental concerns focus attention upon 
sustainability of water supplies and the ability of water utilities to meet competing 
demands worldwide. The 2012 Climate Change Risk Assessment identified water 
security as one of the most significant climate threats facing the UK. It is now 
recognised that household water demand management could offer a ‘low regret’ 
adaptation measure (both financially and environmentally) given large uncertainties 
about future climate and non-climatic pressures. This thesis uses Anglian Water 
Services (AWS) ‘Golden 100’ dataset to explore the climate sensitivity of historic 
micro-component water-use. This work contributes to a larger integrated assessment of 
the South-East England water system under the EPSRC Adaptation and Resilience to 
a Changing Climate Coordination Network (ARCC CN). The ‘Golden 100’ is a 
metered record of 100 households’ daily water consumption by basin, bath, dishwasher, 
external, kitchen sink, shower, WC and washing machine use. The archive also includes 
socio-economic information for each household, dates of the year and daily time series 
of observed minimum temperature, maximum temperature, sunshine hours, soil 
moisture deficit, concurrent, and antecedent rainfall amounts.  
The methodology developed within this research provides a portable approach to error 
trapping, formatting and mining large, complex water sector datasets, for exploring the 
relative sensitivities of micro-component metered water-use to weather/non-weather 
variables. This research recognises both the importance of the choice to use a micro-
component and the volume used. As such, logistic and linear generalised regression 
techniques are employed to explore the relative sensitivity of these two aspects of 
water-use to climatic and non-climatic variables. The 2009 UK Climate Projections 
(UKCP09) projections and climate analogues are then used to bound a climate 
sensitivity analysis of the most weather-sensitive micro-components using temperature 
and rainfall scenarios for the 2050s and 2080s.  
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This research provides empirical evidence that the most weather sensitive micro-
components are external and shower water-use. A key contribution of this research to 
existing knowledge is the non-linear response of likelihood and volume of external 
water-use to average air temperatures. There is an abrupt increase in the likelihood of 
external water-use on days above ~15ºC. Climate sensitivity analysis further suggests 
that by the 2080s, under a hotter/drier climate, average unmetered households could be 
8% more likely to use external-water and expend ~9 litres more per day during the 
summer. For the same parameters, high water users (defined here as the 90th percentile) 
could consume ~13 litres more external water per day. Importantly, this research has re-
affirmed the relative importance of behavioural drivers of water-use as manifested by 
pronounced day of week and bank holiday signatures in both the likelihood and volume 
of use statistics. As such, this prompts future studies and water management efforts to 
consider the impact of behavioural drivers as well as climate. 
It must be recognised that the small sample size of the ‘Golden 100’ combined with the 
Hawthorn effect, self-selection and sample biases in factors such as socio-economic 
status, billing method and occupancy rate all limit the sample representativeness of the 
wider population. As such, any predictions based on the data must be treated as 
illustrative rather than definitive. Furthermore, the results are probably specific to the 
demographic and socio-economic groups comprising the sample. Nonetheless, this 
research sheds new light into water-use within the home thereby adding value to a 
dataset that was not originally collected with household-level, weather-related research 
in mind.  
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Chapter 1. Introduction 
 
1.1 Global climate variability and change 
Anthropogenic climate change poses significant risks to natural resources and the 
environment through modification of Earth’s physical systems. These threats are 
exacerbated by population growth and rising demand for food, energy and water 
(Vorosmarty et al., 2010). Beddington (2009) warned that by 2030 these factors could 
converge to form a ‘perfect storm of global events’ in which 50% more food and energy 
alongside 30% more freshwater will be needed to meet global demands. This could lead 
to major global destabilisation with civil unrest and cross-border conflicts as regions 
struggle to secure resources.  
Climate change is typified by higher mean temperatures and an intensified hydrological 
cycle. Observations indicate that globally the climate has already warmed by an average 
of 0.7ºC since the industrial revolution (Jenkins et al., 2010). The outlook for 
precipitation is highly uncertain because regional precipitation models are limited by 
their ability to represent sub-grid processes and feedbacks such as cloud formation and 
convection (Maraun et al., 2010). Other hydrological uncertainties include lapse rates 
which determine whether glaciers and snowpacks will dissipate through melting or 
evaporation (Radić and Hock, 2006).  
The impacts of climate variability and change are already presenting numerous regional 
challenges. For example, in January 2013, the Bureau of Meteorology had to increase 
their temperature map scales to accommodate temperatures of 50°C across Australia. 
These extreme temperatures, combined with high crop and water demand, population 
growth and modification of the hydrological cycle have caused successive years of 
severe drought. Consequently, regions have experienced low reservoir levels, reduced 
river flows, ecological damage, poor water quality, soil erosion, dust storms and 
widespread crop failure. In recent years, the increased frequency and severity of 
wildfires has resulted in fatalities and widespread destruction of property, infrastructure 
and arable land (Bureau of Meteorology; Queensland Water Commission, 2009).  
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Understanding climate change impacts on the hydrological cycle and resulting security 
of global freshwater supplies are at the forefront of climate change and water 
management research (Arnell, 1992; Vorosmarty et al., 2000; Bates et al., 2008). In 
most countries, water availability is at the heart of government policy and debate 
(United Nations, 2006). Water is crucial for human health, food production, 
hydroelectric power generation, economic activity, ecosystem functioning and 
geophysical processes. Despite water’s indisputable importance, it is estimated that 
80% of the world’s population is exposed to high level threats to their water security 
(Vorosmarty et al., 2010). The global importance of water security is reflected in the 
United Nations Millennium Development Goals in which water-related improvements 
are featured prominently (UNDP, 2000). 
Regardless of the uncertainty in regional climate model projections it is widely accepted 
that anthropogenic climate change alters averages and extremes of precipitation and 
temperature. These changes impact upon timing, magnitude and type of precipitation 
alongside evapotranspiration and air humidity. Changes in glacier and snow pack melt 
rates and timings, surface runoff amounts, water storage, river recharge as well as 
increased frequency and severity of droughts, floods and heat waves are also expected 
(Jenkins et al., 2010). Increased freshwater temperatures and evapotranspiration rates 
reduce water quality by disrupting river ecological systems (e.g. increasing toxic algal 
blooms). Water quality issues are exacerbated in many regions, including the UK, by 
decreased summer precipitation rates leading to low summer river flows and therefore 
lower pollutant dilution rates (Whitehead et al., 2009; Defra, 2012).  
In addition to climate change impacts on global freshwater, over extraction of resources 
to meet increasing levels of demand is stressing ecological systems (Arnell, 2004; 
Wade et al., 2013). Legislation, such as the European Union Water Framework 
Directive (WFD), has been introduced to improve the ecological status of ecosystems 
and thus strengthen their capacity to adapt to external drivers (European Parliament and 
Council, 2000). The WFD marks a step towards a more integrated approach to water 
resource management. To maintain instream ecological status the framework imposes 
restrictions on Water Company abstraction licences (Environment Agency, 2001; 
Arnell and Delaney, 2006). With conflicting pressures and multiple users competing for 
freshwater resources, water system management and infrastructure must be able to 
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respond to the more extreme and variable climate whilst balancing resource use, 
ecosystem protection and sustainability (Vorosmarty et al., 2010; Wade et al., 2013). 
Due to the persistence of atmospheric greenhouse gases and ocean warming, some 
climate change is unavoidable regardless of mitigation efforts (Jenkins et al., 2010). 
Resource and environmental management can no longer be based on an assumption of 
stationary climate conditions (Milly et al., 2008). Consequently, decision-makers within 
the private and public sectors are faced with complex challenges. It is crucial that 
investment and management plans are flexible and build adaptive capacity in the face of 
an uncertain future to ensure sustainable regional water, energy and food security. In 
this way, regions can adjust to both the negative and beneficial impacts of climate 
change and non-climatic pressures (Dessai et al., 2009; Defra, 2012).  
Within the scientific community there is a conceptual divide between advocates of the 
scenario-led approach and of options appraisal framework for regional risk assessment 
and adaptation planning (Shapiro et al., 2010; Shukla et al., 2010; Wilby & Dessai, 
2010). Significant investment and effort has been applied to improving the precision 
and physical realism of Global Climate Models (GCMs), emission scenarios and 
downscaled Regional Climate Models (RCMs). Nonetheless, GCMs are inevitably a 
simplified version of Earth’s complex physical systems and feedbacks. Grid structures 
and parameterisation vary between GCMs. Internal model variability makes it difficult 
to identify climate change from natural variability. Also, projections depend on the 
choice of emission scenario which are driven by uncertain outlooks for population, 
technology and consumption. 
Applying these uncertain large scale GCM projections to the finer regional scale is 
problematic. Downscaling methods, whether dynamical, statistical or change factors 
each have their respective uncertainties. Dynamical approaches inherit bias and errors 
from GCM boundary conditions (Christensen et al., 2010). Statistical methods assume 
stationarity of relationships between GCM predictors and local scale observed variables 
under future climate projections (Wilby et al., 1998). They are also highly dependent 
upon the quality and quantity of observed climate data. Bias corrections in change 
factor approaches tend to assume bias will remain constant into the future (Christensen 
et al., 2010). Furthermore, it is difficult to introduce increased variability into change 
factor methods as they tend to be limited to average changes.  
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The range of uncertainty inherent in regional climate predictions is reflected in the 2009 
UK Climate Projections (UKCP09) (Lopez et al., 2009; Jenkins et al., 2010). In 
contrast to deterministic predictions the UKCP09 projections provide a range of 
possible outcomes under different emissions scenarios with associated conditional 
probabilities (Murphy et al., 2009). The vast amount of information provided by 
probabilistic projections presents new challenges for adaptation decision makers (Hall, 
2007).  
The application of uncertain climate projections to predict regional hydrologic 
responses is problematic. Even RCMs are temporally and spatially too coarse to capture 
the water supply zone scale. Earth system process and response models, such as 
hydrological models, are often simplified representations of complex systems with 
associated uncertainties (Beven, 2002; Wilby and Harris, 2006). Furthermore, there is 
limited understanding of how ecosystems, society and infrastructure will respond to a 
more extreme and variable climate.  
Given this ‘cascade of uncertainties’ in the ‘scenario led’ approach, risk assessment 
adaptation strategies that perform well under a range of possible futures are preferred; 
especially ‘low regret’ adaptation options that are beneficial regardless of climate 
change (Wilby and Dessai, 2010; Gober, 2013). For example, within the water 
management context this could be to improve water efficiency of domestic, industrial 
and agricultural uses to reduce any current or potential supply-demand deficits. It is 
widely accepted that domestic demand reductions, such as hosepipe bans, basic 
rainwater harvesting or tariff restructuring provide ‘low regret’ cost effective adaptation 
options (Gleick, 2002; Wilby and Dessai, 2010; Adaptation Sub-Committee, 2012).  
‘Bottom up’ approaches consider portfolios of adaptation options. Sensitivity analysis 
of the most economically, environmentally and socially viable sub-set against the range 
of climate futures can then be undertaken using impact models. For example, Wilby et 
al. (2011) highlight the value of sensitivity analysis for assessing the impact of various 
abstraction licence conditions on the River Itchen, UK. Building upon this, Fung et al. 
(2012) present the value of an Environmental Impact Matrix for testing the 
effectiveness of alternative abstraction regimes. Rather than the two climate change 
scenarios (dry and wet extremes) tested by Wilby et al. (2011), Fung et al. (2012) 
employed the UKCP09 ensembles to explore a transient range of future climate 
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conditions. Fung et al. (2012) concluded that this probabilistic analysis revealed that 
binary flow targets (i.e. pass or fail) were insufficient and did not provide information 
about the severity of impacts. 
When we consider the application of risk assessment for water companies, a common 
premise is to provide cost-effective and reliable levels of service for the customer. 
However, the levels of service the customer expects and restrictions to their supply that 
they are willing to accept are continually changing (Adger et al., 2009). Rather than 
committing to an optimal adaptation plan that allows for a deterministic future 
prediction it is more sensible to consider adaptation pathways that provide a range of 
possible options that can be continually evaluated and adjusted. Monitoring risk 
indicators and triggers would allow early detection of mal-adaptive plans and allow the 
adaptation pathway to be adjusted as societal, ecological and environmental systems 
evolve and respond to climate change (Arnell and Delaney, 2006; Dessai and Hulme, 
2007). For example, the ecological response to changing river flow conditions is 
continually evolving. Therefore, flow targets within the WFD must be regularly 
reviewed. 
1.2 Water security in a changing climate, a UK perspective 
Climate variability and change threaten numerous aspects of human and ecological 
wellbeing, health and security (Arnell and Delaney, 2006; Radić and Hock, 2006; Bates 
et al., 2008; Whitehead et al., 2009; Vorosmarty et al., 2010). The leading concern 
within the UK is impacts on the water sector (Defra, 2012). In recent years UK media 
has frequently reported the social and economic costs of flooding, sea level rise, and 
water system droughts (Carbon Brief, 2014). Extreme weather events and 
environmental concerns focus attention on balancing the sustainability of water supplies 
and the ability of UK water utilities to meet levels of service. The availability of UK 
water to meet future demand featured prominently in the Climate Change Risk 
Assessment (CCRA) (Defra, 2012). The potential risks were reduced to ten priority 
risks with the threat to potable water supply featured amongst this short list. The report 
stated that climate change could increase average domestic demands from ~2% by 
2020s to 5% by 2080s.  
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Climate variability and change is likely to alter drought frequency and intensity, 
influence freshwater quality, damage infrastructure through extreme events and change 
water demand (Arnell, 1998; Arnell and Delaney, 2006; Bates et al., 2008; Cassie, 
2006; Her Majesty’s Government, 2008). These potentially affect water available for 
abstraction, storage and supply with consequences for levels of service, water quality 
and freshwater environment (Arnell, 2011; Prudhomme et al., 2012). Pressures are 
compounded by rising water demand linked to growth in consumption and the number 
of households (Fredrick and Major, 1997; Blöschl and Montaanari, 2010; Wilby and 
Dessai, 2010; Defra, 2012). 
The vulnerability of the UK water system is already evident. For example, in recent 
years the UK has experienced successive dry winters leading to drought conditions and 
hosepipe bans being implemented across much of southern and eastern England in April 
2012. Within days of the implementation of water restrictions the weather switched 
towards becoming the wettest for 100 years leading to widespread flooding across the 
UK (Environment Agency, 2012a).  
Under the UKCP09 medium emissions scenario for the 2080’s, the UK is expected to 
experience central estimates of 2-3°C daily mean temperature change. Summer average 
daily mean temperature projections highlight a north to south temperature gradient 
across the UK; the south experiencing higher summer temperature increases than the 
north. Some parts of southern England may experience daily mean temperature 
increases of 4°C compared to 2.5°C in northern areas. Although there is uncertainty 
about the magnitude of regional temperature change there is a strong consensus that the 
UK will experience warmer conditions, especially in summer months (Jenkins et al., 
2010).  
UK winter average daily precipitation is expected to increase by 10-30% by the 2080s. 
However, there is uncertainty about the sign of precipitation changes in summer. 
Central estimates of winter changes in precipitation on the wettest day in the 2080’s 
(medium emissions) range from 0-29% whereas equivalent projections for summer 
precipitation range from 9% decrease in parts of southern England to 25% increase in 
parts of Scotland (Jenkins et al., 2010).  
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These patterns of climate change are projected onto the distribution of ‘water stressed’ 
and ‘water rich’ regions depicted in Figure 1.1. Northern and Western UK have larger 
quantities of available water than Southern and Eastern UK but lower demands. As 
highlighted above, this disparity could be amplified by climate variability and change. It 
is generally accepted that the UK will experience lower summer river flows and higher 
winter flows (Bell et al., 2012; Lopez et al., 2009; Murphy et al., 2009).  
 
Figure 1.1 - Resource availability status for units of surface water and/or surface water 
combined with groundwater in completed CAMS. Sourced from Environment Agency 
'Water for People and the Environment' (2009a) 
 
Defra’s (2011) Water For Life sets out a vision for more sustainable water 
management, including improved interconnection and trading of bulk water supplies 
between companies. Meanwhile, research has continued into potential impacts of 
climate change on water security. The Climate Change Act (Her Majesty’s Government, 
2008) established the UK Adaptation Sub-Committee (ASC) which laid the first 
National Climate Change Risk Assessment (CCRA) before Parliament in January 2012 
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(Defra, 2012). Water sector issues featured prominently in the CCRA and the second 
annual review of the committee (ASC, 2012). 
The recent CCRA stated that water availability is one of the biggest issues facing the 
UK. It highlighted that within the south east of England the pressures on availability are 
already evident. The CCRA recognised that population growth is one of the biggest 
pressures on UK water availability and quality. By the 2080s a large supply-demand 
deficit is expected. Worryingly, the deficit is expected to be larger than the total supply 
capacity of the UK’s biggest water company (Defra, 2012; Wade et al., 2013).  
Widening supply-demand deficits combined with lower water qualities will present a 
range of challenges for the UK water industry such as, increased economic and energy 
costs of water treatment or increased frequency of customer water restrictions (Defra, 
2012). Future water security will depend on adapting water management and 
infrastructure to increase supply and/or reduce demand (Arnell, 2004; Arnell and 
Delaney, 2006; Dessai and Hulme, 2007).  
As already explained, uncertainties inherent in climate, population, technological and 
demand predictions mean that it is important that water management is ‘low regret’, 
adaptive and flexible (Lopez et al., 2009; Wilby and Dessai, 2010). For example, the 
UK may benefit from added flexibility in abstraction management regimes, such as 
forming abstractor groups and considering options for sharing resources within and 
across water company zones or a flexible tariff structure to reduce critical period 
demands (Wade et al., 2013). Furthermore, informed and targeted domestic water 
saving campaigns could provide a ‘low regret’ option that has no mal-adaption risks 
(Beal et al., 2011). Intelligent monitoring and reporting are also needed to track 
emergent trends and evaluate adaptation interventions (Defra, 2012).  
1.3 Understanding household water demand in the UK 
In the UK, ~18 billion litres of water are collected, treated and supplied to customers 
daily. Water companies also collect and treat 16 billion litres of wastewater each day 
(Defra, 2012). A decade ago the Department for Environment Food and Rural Affairs 
(Defra) predicted that there might be insufficient water resources to meet demand 
beyond 2025 (Defra 2002). Accordingly, Defra’s (2008) strategy Future Water set a 
target for reducing household consumption by 13 % by 2030, from 150 to 130 litres per 
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person per day. More recently, Ofwat incentivised water companies to reduce household 
water demand by 5 litres per property per day over the current Price Review period 
(Defra, 2011).  
Historically, the focus of water industry and academic research has been on supply-side 
solutions. Water supply has received more attention in terms of estimating availability 
and modelling sensitivity to external drivers. Less attention has been given to 
monitoring water consumption or evaluating water demand in the context of climate 
change (Herrington, 1998; Downing et al., 2003). However, it is increasingly 
recognised that water demand management could be a ‘low regret’ adaptation measure 
(both financially and environmentally) given large uncertainties about future non-
climate and climate pressures. 
UK water companies are required to forecast water demand in annual June Returns and 
to provide cost-effective, defined levels of service, as part of the 5-year Periodic 
Review process (Defra, 2003). Ofwat encourages water companies to include forecasts 
of domestic customers demand (including micro-component use) within a Water 
Resource Management Plan (WRMP). Furthermore, household data informs water 
companies pricing policies and underpins their long-term sustainability plans. Despite 
these benefits, relatively few studies have evaluated household water demand 
forecasting in the UK (Herrington, 1998; Downing et al., 2003; Goodchild, 2003; 
Atkins, 2005; Parker and Wilby, 2013). No doubt the limited body of work reflects the 
cost and difficulty of measuring, interpreting and predicting complex water demand 
behaviours (Memon and Butler, 2006; Medd and Chappells, 2008).  
Emphasis is now on improving sustainability and cost-effectiveness of water supply 
whilst being mindful of short- and long-term environmental impacts (Defra, 2011). The 
Environment Agency (2009a) report Water for People and the Environment promotes 
demand management and greater attention to environmental needs. Better 
understanding of domestic demand and water-use practices; especially how they are 
influenced by factors such as climate, technology, economy and demographics are 
needed. This improved understanding will also inform demand management adaptation 
options to improve the UK water systems security of supply and resilience to external 
threats. The way customers use water varies between water company regions and 
supply zones of a single water company due to differences in water pressure, cultural 
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practices, environmental, demographic, and socio-economic factors (Tynemarch, 2007). 
Nonetheless, sampling and modelling techniques are transferable, and contribute to a 
broader understanding of the predictability of water-use. Furthermore, detailed analysis 
of water demand datasets can provide general insights into patterns of household water-
use behaviour and variability that may be tested in other regions. 
Currently, when assessing the impact of climate change on domestic demand most UK 
water companies apply factors from the Climate Change and Demand for Water 
Revisited (CCDeW) project (Downing et al., 2003). This cites an average per capita 
consumption (PCC) prediction for the UK, ~2-3% PCC increase under climate change 
for the next 25 years. However, this study has two main limitations. Firstly, it was 
published in 2003 so does not take advantage of recent scientific developments such as 
the UKCP09 climate projections. Secondly, it applies an average PCC approach which 
masks variations in water-use habits and practices between individual consumers. In 
other words, similar PCC volumes can be achieved by different water practice 
combinations (Herrington, 1998; Gleick, 2002). It is an aggregate approach which, for 
multi-occupancy household data, masks the individuals’ water-use practices and limits 
understanding of household water demand. 
Household water management research is conducted using positivist or post-positivist 
frameworks. Positivist approaches tend to define an ‘average user’ for bulk water 
supply and demand estimation; post-positivist approaches explore the heterogeneity of 
water using behaviours to discern particular attitudes and practices for more effective 
demand management (Shove, 2003; Richter and Stamminger, 2012). Advocates of post-
positivist approaches believe that household demand management would be more 
successful if the barriers and context of water-use behaviour were better understood 
(Sharp et al., 2011; Sofoulis, 2011). This could help water management move from an 
authoritative top-down approach, in which water- use is solicited and water- 
restrictions imposed, to a partnership between providers and users where people 
become actively engaged in their own demand management and capable of 
independently supporting new practices (Sofoulis, 2011). 
Although both approaches have merits this thesis mainly applies a positivist 
methodology to household level data. This is a data driven approach however, a post-
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positivist mindset is applied where possible when interpreting variability in household 
water-use. 
Most UK studies are based on water-into-supply data as these are most readily 
available. However, bulk supply data are not sufficiently detailed to resolve household 
water-use behaviour in relation to external factors. Better information on household 
level and individual consumer behaviour is needed to improve operational management 
and long-term planning of the water system. In many cases, water companies have to 
estimate data from characteristics scaled across water resource supply zones. However, 
household water-use is notoriously difficult to infer because it is shaped by local 
political, social, economic and meteorological factors; by changes in population, uptake 
of demand reduction measures, and technology; by price elasticity of consumption 
linked to household size; and by interplay between these drivers (Shove, 2003; Walker, 
2009; Roebuck et al., 2012). Forecasting is further complicated by uncertainties in 
climate change projections, hydrological modelling and supply calculations (McDonald 
et al., 2003). 
Statistical forecasting methods rely on historic data to define relationships between 
independent and dependent variables (Memon and Butler, 2006). These relationships 
can then be used to predict future household water demand but forecast accuracy is 
highly dependent on the quality of the underlying data (Tate, 2000). Water demand 
forecasts are typically derived from explanatory variables (such as, population, 
household size and climate variables) using linear regression methods. Alternatively, 
water companies employ geodemographic profiling to estimate household demand via 
factor analysis of census data to identify areas with common attributes. For example, 
the ACORN (A Classification of Residential Neighbourhoods) metric is widely used 
with household demand coefficients (derived from sample surveys) to estimate 
household consumption across the regional population. Water companies may also base 
predictions on ownership-frequency-volume models which consider the number of 
water using fixtures, how often they are used, and the average quantity of water per 
use. ‘Microsimulation’ techniques have also been applied to household demand 
estimation and forecasting (Clarke et al., 1997; Williamson et al., 2002). Practice based 
methods offer a new approach to exploring domestic water-use (Browne et al., 2013; 
Pullinger et al., 2013). 
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1.4 Research aims and objectives 
With the above in mind, the primary aim of this thesis is to examine the sensitivity of 
historic household water demand micro-components to climatic variables. This will 
help to inform water resource management and enable robust water planning. It will aid 
estimation of current and future demand to evaluate supply-demand balances for both 
the short-term operations and long-term strategic planning of adaptation plans. 
Furthermore, improved understanding of domestic water-use could inform the effective 
implementation of targeted water saving campaigns or water-use restrictions. A 
secondary aim is to provide general insights into temporal patterns of micro-component 
household water-use behaviour and variability that may be tested in other regions. 
The case study presented within this thesis is part of a larger integrated assessment of 
the water system of South-East England under the Adaptation and Resilience to a 
Changing Climate Coordination Network (ARCC CN). The case study focuses on the 
Anglian Water Services (AWS) supply region using their ‘Golden 100’ micro-
component water-use dataset. 
To achieve these aims the following objectives have been identified and will be 
addressed: 
1. To develop a robust data quality assurance and formatting algorithm. This will add 
value to the AWS dataset that was collected without a research application in mind 
(addressed in Chapter 4). 
2. To undertake exploratory data analysis and investigate patterns and trends related to 
climatic and non-climatic drivers of household water demand micro-components 
(addressed in Chapter 5). 
3. To assess the relative sensitivity of domestic micro-component water demand to 
climatic and non-climatic variables (addressed in Chapter 6). 
4. To evaluate the implications of the findings for the water management of domestic 
water demand by the water industry and in particular for AWS. Also, to consider the 
value added by micro-component data to the management of water systems in the UK 
(addressed in Chapter 6).  
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1.5 Thesis structure 
The thesis is structured in order to address the research objectives listed above as 
schematised in Figure 1.2. Chapter 2 opens with a brief summary of the structure of the 
UK water industry and history of water management and policy in the UK to provide 
context. A review of existing studies, particularly illustrating practical issues that arise 
when quantifying household demand within water resource zones follows. Chapter 3 
describes the AWS ‘Golden 100’ data and supplementary information used in the 
analysis. The AWS supply region is also briefly introduced and its unique water 
management challenges highlighted. Chapter 4 outlines the methodology developed to 
meet objective 1. Chapter 4 then describes exploratory analysis that was undertaken to 
explore the shape, variability and characteristics of water-use associated with individual 
micro-components. Subsequently, data mining methods are presented, the choice of 
which was informed by the exploratory analysis outlined previously. Logistic and linear 
generalised regression techniques were employed to assess the relative sensitivity of 
micro-component probability of use and quantity of use to climatic and non-climatic 
variables. Within this section methods are discussed that were adopted and developed to 
address the practical issues of modelling domestic water-use highlighted in chapter 2. 
Results are presented in chapter 5 and discussed in chapter 6. Chapter 5 presents the 
exploratory analysis results followed by the assessment of the regression modelling. 
The chapter closes with a description of trends and patterns of micro-component water-
use and the sensitivity to climatic and non-climatic variables. Chapter 6 discusses these 
findings in relation to the behavioural driven sensitivity of water-use to annual trends, 
seasonal cycles and weekly cycles. Next, the climate driven sensitivity of water demand 
is explored, particularly the non-linear sensitivity of external water-use to temperature 
drivers. Chapter 7 discusses the merits and limitations of micro-component metering 
data as a research tool, as well as the practical applications of the findings of this 
research for domestic water management. This chapter considers the ‘ideal’ dataset to 
investigate domestic water-use. Chapter 7 concludes the thesis with a summary of 
findings followed by a discussion of key caveats and study limitations. Finally, the 
thesis closes with some suggested priorities for further research. 
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Figure 1.2- Schematic of thesis structure (MC=micro-component). 
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Chapter 2. Literature review 
 
2.1 Introduction 
This chapter opens with a brief introduction to the structure of the UK water industry 
followed by the history of water management in the UK providing context for this 
thesis (section 2.2 and 2.3). Next, a review of approaches to UK household water 
demand estimation and forecasting is undertaken (section 2.4). Given the importance of 
climate change to UK water security and management outlined in chapter 1; this review 
draws upon the handful of studies that explicitly examine sensitivity to weather. 
The literature is organised into studies of water demand for short- (daily, weekly to 
seasonal) and longer- (annual to decadal) timescales. Short-term forecasts (section 
2.4.1) are more relevant to operational management of the water system whereas 
longer-term projections (section 2.4.2) are needed to schedule new supplies and to 
underpin Water Resource Management Plans (WRMP). The chapter concludes with a 
summary providing an overview of the lessons learnt from existing studies and 
highlighting research and methodological gaps which will be addressed by this thesis’ 
research (section 2.5). Within this thesis, ‘unmeasured households’ refer to properties 
that are billed for their water-use on a rateable value basis rather than metered tariff. 
‘Metered households’ refer to properties that are billed for their direct water-use 
according to meter readings of consumption. 
2.2 A brief summary of the structure of the UK water industry 
The water industry provides drinking water and wastewater services (including sewage 
treatment) to residential, commercial, and industrial sectors. The UK water industry is 
privatised. In England, nineteen private companies deliver most of the water and/or 
wastewater services to customers. These companies are depicted in Figure 2.1 and 
comprise, ten regional water and wastewater companies and nine regional water only 
companies. Additionally, five local water and/or wastewater companies and eight water 
supply licences provide water and wastewater services to non-household customers. 
Scotland and Wales are each supplied by one water company. In other European 
countries, such as France and Germany, water supply is provided by smaller companies 
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on a more local scale. In these countries, most, if not all, the capital costs are provided 
by local or national public revenues.  
In England, industrial, commercial, agricultural and some domestic customers pay by 
volume for the water they consume. However, many household customers are not billed 
on their volumetric use instead they pay by a fixed rate fee on the rateable value of their 
property (McDonald et al. 2011). The rateable value system was last updated in 1974, 
as such, it is widely accepted that rateable value is an out-dated and unfair charging 
mechanism (Walker, 2009). In contrast, in most other developed countries, all water is 
billed by volumetric use which is monitored by water meters (Defra, 2008).  
 
Figure 2.1 – England and Wales water companies. Source: Ofwat (2014) 
 
In the UK, there is a north-south gradient of ‘water rich’ to ‘water poor’ regions. 
Northern and western UK have larger quantities of available water than southern and 
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eastern UK but lower demands. Currently, in some areas of southern and eastern 
England abstraction levels are classed as unsustainable and regions are categorised as 
‘water stressed’ (Environment Agency, 2013). Climate models project larger decreases 
in summer rainfall for southern and eastern England than northern UK (Jenkins et al., 
2010). Furthermore, population growth areas are prevalent in southern and eastern UK 
whereas there are areas with static or declining net populations in northern and western 
UK (Defra, 2008). These future trends will amplify water resource imbalances across 
the UK. Recent and emerging policy in the UK recognises this disparity between ‘water 
rich’ and ‘water stressed’ regions and is exploring water trading options (Cave, 2009; 
Her Majesty’s Government, 2014).  
In England, the water industry operates on a cycle of five-yearly Asset Management 
periods (AMP). Water companies are currently finalising the AMP5planning period and 
entering AMP6. Within this framework, all water companies in England and Wales are 
regulated by governmental bodies. In England, the Drinking Water Inspectorate (DWI) 
is responsible for regulating the quality of water delivered to customers and ensuring it 
meets legal standards. The DWI independently checks company’s water quality tests, 
audits their laboratories and issues enforcements if necessary.  
Economic regulation is provided by The Office of Water Services (Ofwat). It is 
statutory for water companies to undergo a Periodic Price Review (PR) every five 
years. Ofwat reviews company investment plans and sets price limits (how much 
companies can charge customers) for the following five years. Annually companies 
submit June Returns which provide a breakdown of their performance to Ofwat. The 
Price Review process ensures that water companies are cost efficient in the delivery of 
their services and that customers are charged fairly. The last Price Review was in 2009 
(PR09) setting price limits for 2010-15. Water companies are now working on PR14 
which will set prices for 2015 to 2020. 
The Environment Agency ensures that the water industry operates in an 
environmentally sustainable manner by regulating abstraction licences and ensuring the 
quality of water returned to water bodies is in line with European environmental 
standards. Every five years water companies submit Water Resource Management 
Plans (WRMP) which outline their strategic plans to meet demand over the next 25 
years. Alongside the WRMP, companies submit Drought Plans which outline proposed 
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operational phases that the company will take in response to drought. The Environment 
Agency regulates these plans to ensure that proposed schemes are environmentally 
sustainable. Both the Ofwat guidelines on business plans and Environment Agency 
guidelines on WRMPs are overseen and informed by ministerial guidance from the 
Department for Environment, Food and Rural Affairs (Defra). 
The WRMP must include current and forecasted supply and demand balances for a 
company’s region. Water companies tend to divide their regions into water resource 
zones (WRZ) which describes an area within which the management of supply and 
demand is largely self-contained (apart from agreed bulk transfers of water). WRMP 
assessments of supply and demand tend to be based upon these WRZs. If the 
company’s supply capacities (Deployable Output) cannot meet current or forecasted 
demand, the plan must propose investments to increase supply capacity and/or reduce 
demand to maintain the balance.  
Water companies maintain bulk metered records of the amount of raw and treated water 
that is put into supply. Companies also know how much water is abstracted from their 
groundwater, reservoir and river sources. Alongside this, companies know the yield of 
these supply sources based on specific design event, their treated stores and their target 
levels of service (frequency of water restrictions). From these records it is possible for 
water companies to calculate their baseline supply estimates (Deployable Output). In 
line with the technical guidance outlined in Environment Agency (2012b) companies 
must forecast their supply capacity for the next 25 years. This forecast must account for 
impacts of climate change on their supply sources, changes in abstraction licences for 
environmental protection and losses due to outage. 
Demand is categorised by water companies as domestic, commercial, industrial, 
agricultural and institutional uses. Within England, water companies can estimate non-
household use from billing data as most of these customers are billed on a measured 
tariff. This means that their water use is monitored by a water meter and they are billed 
by their volumetric use. As such, most businesses have a financial incentive to reduce 
the amount of water they use. Equally, water companies are able to estimate households 
that are billed on a meter. Metered information also provides the geographical location 
of consumers allowing WRZ based estimates to be calculated.  
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Calculating water demand of customers billed by rateable value (unmeasured 
customers) is less straight-forward. For unmeasured domestic demand, water companies 
tend to use sampling studies to inform their baseline estimates. Domestic household 
metering can be undertaken by Individual Household Monitors (IHM) which are fitted 
at the margin of the house and provide an aggregate water use for that property. If an 
occupancy rate of the household is known then assumptions can be made regarding 
their PCC water-use. Alternatively, end-uses of water inside the house can be monitored 
using micro-component metering. Either flow meters can be fitted to each water-using 
appliance or external household meters can analyse flow patterns and assign these to 
micro-component use within the home. Sampled water-use is then scaled-up to the 
whole WRZ population based on methods such as demographic profiling (Downing et 
al., 2003) or ownership-volume-frequency models (Herrington, 1996; Downing et al., 
2003). These methods of forecasting are discussed in more detail in Section 2.4.2. 
Following technical guidance provided by the Environment Agency (2012b) companies 
must forecast their demand requirements for the next 25 years. This forecast must 
account for impacts of climate change, population predictions, expected demographic 
changes and anticipated metering penetration. Companies must also account for 
leakage, miscellaneous water-use (fire hydrant, illegal water use/theft) and distribution 
system use (water used in processing and transferring water/wastewater around the 
region) within their supply-demand calculations. Water companies also calculate their 
target headroom on these supply-demand balances. This acts as a buffer for uncertainty 
in estimates and forecasts. 
Although other countries’ structure of their water industry differs from the UK, 
international research on household water demand estimation and forecasting also 
provides valuable insights for the UK (e.g., Arbués et al., 2003; Beal at al., 2012).  
2.3 A brief history of water management and policy in the UK 
Table 2.1 lists events, policies and publications that have shaped household water 
demand management in the UK since the 1970s. Here, notable weather and political 
landmarks are highlighted, including privatisation of the UK water industry in 
1989. Under the new structure each water company became accountable to Defra, 
Ofwat (the water services regulation authority) and the Drinking Water Inspectorate. 
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During the major UK droughts of 1975/76 water- use restrictions were imposed and 
new methods were developed to estimate frequency of low flows. Subsequent episodes 
in the 1990s raised public awareness of vulnerability to drought, and highlighted the 
potential for climate change (with rising water demand) to impact water security, 
especially in southeast England. 
Prior to 1995 a ‘predict and provide’ approach was taken towards water resource 
planning and efforts generally focussed on supply-side options. Subsequently, a ‘twin-
track’ approach with greater emphasis on demand-side options emerged from the 
Department of the Environment (1996) national review. This evolution in thinking 
reflected mounting opposition to new supply infrastructure, such as reservoirs, due to 
their large environmental and economic impact (Her Majesty’s Government, 1991). It 
also showed awareness of the importance of demand management in balancing water 
supply and demand (Environment Agency, 2003; Defra, 2008; WWF, 2010). 
Early guidance to water companies included methods for assessing potential impacts of 
climate change on water security. For example, a standard approach for estimating 
headroom (the level of risk and uncertainty a company allows for in its WRMP supply-
demand balance) was developed for the Third Periodic Review based on four climate 
change scenarios (UKWIR, 1998). Guidance for the Fourth Periodic Review specified 
that scenarios of future supply and demand be considered in a sensitivity analysis. 
Furthermore, it stated that companies should apply ‘low-regret’ options that would be 
beneficial regardless of the climate outlook (Defra, 2003). 
UK water companies are required to forecast water demand in annual June Returns and 
to provide cost-effective, defined levels of service, as part of the 5-year Periodic 
Review process (Defra, 2003; UKWIR, 2012a). This review framework encourages UK 
water companies to periodically assess their water management plans in response to any 
demand forecast changes or new understanding. More recently, research has suggested 
that the UK review framework limits decision-makers outlook on adaptation options. 
Water companies are focussed on providing the least-cost management and investment 
plans (UKWIR, 2002). Water companies’ core aim is to meet customer levels of 
service. They are therefore constrained by actions that balance the risks customers are 
willing to accept, i.e. changes to their billing system or frequency of interruption to 
service that water-use restrictions may provide (Pearce et al., 2013). However, 
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customers’ expectations are continually changing. As Shove, 2003 highlights, people’s 
perceptions of cleanliness and consequential energy and water-use are influenced by 
convenience, technology and social attitudes. In the last few decades showering has 
become embedded within daily practice and considered a daily ‘necessity’ by the 
majority of the population. Restrictions to this would now be socially unacceptable 
(Browne et al., 2013).  
Ofwat encourages water companies to include forecasts of domestic customers demand 
(including micro-component use) within their WRMPs. Furthermore, demand forecasts 
inform water companies’ revenue estimates. As such, they underpin the companies’ 
pricing policies to ensure enough investment for long-term sustainability plans. Despite 
these benefits, relatively few studies have evaluated household water demand 
forecasting in the UK (Herrington 1998; Downing et al., 2003; Goodchild, 2003; Atkins 
2005; Parker and Wilby, 2013). No doubt the limited body of work reflects the cost and 
difficulty of measuring, interpreting and predicting complex water demand behaviours 
(Memon and Butler, 2006; Medd and Chappells, 2008). Although outside the main 
scope of this thesis, international research on household water demand estimation and 
forecasting also provides valuable insights for the UK (e.g., Arbués et al., 2003; Stewart 
et al., 2010; Makki et al., 2011; Willis et al., 2011).  
Emphasis is now on improving sustainability and cost-effectiveness of water supply 
whilst being mindful of short and long term environmental impacts. The Environment 
Agency (2009a) report Water for People and the Environment promotes demand 
management and greater attention to environmental needs. Defra’s (2011) Water for life 
sets out a vision for more sustainable water management, including improved 
interconnection and trading of bulk water supplies between companies. Regional water 
resources modelling studies are emerging which enable assessment of a broader range 
of adaptation options such as, between company bulk water transfers and opportunities 
for sharing resource development schemes. Optimal regional solutions for reducing 
supply-demand imbalances may be more cost effective. For example, the Water 
Resource in the South East (WRSE) Group formed to tackle water stress already 
occurring in the south-east of England (WRSE Group and Environment Agency, 2013).  
Meanwhile, research has continued into potential impacts of climate change on water 
security. The Climate Change Act (Her Majesty’s Government, 2008) established the 
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Adaptation Sub-Committee (ASC) which laid the first National Climate Change Risk 
Assessment (CCRA) before government in January 2012 (Defra, 2012). Water sector 
issues featured prominently in the CCRA and the second annual review of the 
committee (ASC, 2012). In recent years, the UK water industry and research councils 
have funded projects and research to investigate the impacts of climate change on 
demand. Domestic demand research has been a key requirement of some of these 
projects (UKWIR, 2012b; UKWIR, 2012c; Pullinger et al., 2013).  
This historical context has highlighted the need and requirement for water companies to 
understand domestic water demand and its possible response to climate change. With 
this in mind, section 2.4 critiques methods of household water demand estimation, 
drawing attention to the few studies that examine sensitivity to weather and climate.  
2.4 Estimating domestic water demand from household data 
As outlined in section 2.2 water companies are required, by UK regulatory bodies, to 
forecast domestic customers’ demand including micro-component use. This 
requirement reflects the growing recognition of the economically and environmentally 
‘low regret’ opportunities effective domestic demand management offers, especially 
considering the uncertainties inherent in regional risk assessments (chapter 1). This 
section reviews approaches to UK household water demand estimation and forecasting 
with particular focus on the research and methodological gaps which will be addressed 
within this thesis’ research. It also explores the numerous, time and space dependent 
factors that studies have found to influence domestic water demand. In mind of the 
importance of climate change to UK water sector security and effective water 
management outlined in chapter 1, this review also draws upon the handful of studies 
that explicitly examine sensitivity to weather.  
Table 2.2 provides a summary of domestic household water-use studies within the UK; 
those that explicitly consider climate change are identified. Of note from Table 2.2 is 
the limited amount of UK domestic water consumption surveys. Those that were 
collected for the purpose of research into domestic demand behaviour/practice with 
climate in mind are even more limited. 
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Table 2.1 - Milestones in climate change and UK water management 1973-2014 
Year Description Reference 
1973/74 
Abolition of Water Resources Board means no national level planning. 
Regionalisation and integration of UK water industry. 
Her Majesty’s Government 
(1973) 
1975/76 
Major UK drought. Water-use restrictions had to be imposed. New methods 
developed to estimate frequency of drought flows. Methods assumed climate was 
stable. 
Doornkamp (1980) 
1989 
Institutional change to privatisation of water industry, accountable to the Department 
of Environment, Food and Rural Affairs (Defra), Ofwat (the water services regulation 
authority) and the Drinking Water Inspectorate. 
First review of the potential impacts of climate change on water supply commissioned 
by Department of Environment. 
Her Majesty’s Government 
(1989) 
 
 
Beran and Arnell (1989) 
1990s Series of major UK droughts. Marsh et al. (2007) 
1991 
Establishment of the National Rivers Authority to regulate water resources, water 
quality and pollution, and flood defence. 
Her Majesty’s Government 
(1991) 
1992 First research paper on the impact of climate change on UK water supply. Arnell (1992) 
1994 PR94 completed by water companies. Ofwat (1993a) 
1996 
The Environment Agency replaces the National Rivers Authority. 
The droughts of the 1990s highlighted the potential of climate change to threaten 
water supplies in England and Wales. National review urges twin-track approach to 
water resources management considering both demand-side and supply-side 
measures. 
Her Majesty’s Government 
(1995) 
Department of the Environment 
(1996) 
1997 
Recommended publication of a national strategic framework for freshwater policy and 
new powers for regulators. It was proposed that demand management should be an 
important feature of the national strategic framework and individual suppliers’ plans. 
The full range of demand management options should be considered, with an 
assessment of the social factors, costs and benefits, in the widest sense. 
UK Round Table on 
Sustainable Development 
(1997) 
1999 
PR99 completed by Water companies. 5year business plans reviewed by economic 
regulator Ofwat determines investment levels by fixing limits on price increases. 
Funding is only allocated for feasibility studies even though Ofwat recognised that 
climate change poses a potential threat to security of supply.  
Standardised approach for estimating headroom developed for the Third Periodic 
Review. Four climate change scenarios were provided to the water companies 
resulting in a range of allocations to climate change in headroom. In practice, climate 
change was found to have relatively little effect on estimated deployable output and 
hence estimated supply-demand balances. 
Ofwat (1998) 
 
 
UKWIR (1998) 
2000 
Customers are able to request a water meter free of charge 
EU Water Framework Directive comes into force which ensures that the whole water 
environment is more sustainably managed for both society and the environment. 
Her Majesty’s Government 
(1999) 
European Parliament and 
Council (2000) 
 
2001 
Environment Agency developed regional and national water resource strategies. 
Catchment Abstraction Management Strategies (CAMS) guide abstraction policies 
(over 5-10 year planning horizon) at the local scale within the remit of the European 
Union Water Framework Directive. 
Effects of climate change on yields not considered as the evidence available suggested 
these were negligible by the 2020s. 
Environment Agency (2001) 
2002 UK Climate Impacts Programme (UKCIP) scenarios published. Hulme at al. (2002) 
2002/3 
Introduction of the “security of supply index”, which shows the proportion of a 
company’s consumers living in a resource zones where demand would exceed supply 
during a dry year. This is calculated against companies own levels of service as well 
as reference levels of service. 
Ofwat (2003) 
2003 
All water companies set guaranteed standards of service equal to or exceeding the 
reference levels of service. 
European Union Framework Water Directive (WFD) transposed into UK law. 
Local planning authorities have legal duties to conserve water, and abstraction 
licences are time limited. Consideration of environmental demands alongside social 
and economic factors. 
Climate Change and Demand for Water (CCDeW) report. All considerations of 
demand within water companies’ policy, to date, are based on this. 
European Parliament and 
Council (2000) 
Her Majesty’s Government 
(2003) 
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Climate change allowance in headroom calculated using streamflow and groundwater 
scenarios as well as demand scenarios based on UKCIP02. 
All new houses must be installed with water meters. 
Downing et al. (2003) 
 
UKWIR (2002) 
2004 
AMP4 starts and PR04 completed by water companies. Defra’s guidance refers 
specifically to climate change stating that companies should make maximum use of 
“low-regret” options which would be valuable even if climate change predictions are 
not realised. Scenarios of future supply and demand must be considered in a 
sensitivity analysis. 
Water supply companies are required by Environment Agency to prepare 25 year 
water resource plans and drought plans for their approval. 
Defra (2003); Environment 
Agency (2003) 
 
 
Her Majesty’s Government 
(2003) 
2006 
Directive on the protection of groundwater against pollution and deterioration 
introduced. Member states required to publish a list of substances that are considered 
hazardous substances. 
 
2007 
Water Resource Management Plans become a statutory requirement for water 
companies under the Water Industry Act (Her Majesty’s Government, 1991). The 
Water Resources Management Plans outline how water companies intend to balance 
supply and demand over the next 25 years. First plans cover the period 2010-2035. 
Office of Public Sector 
information (2007) 
2008 Water companies are required to set out adaptation plans and reviews. 
Her Majesty’s Government 
(2008) 
2009 
AMP5 starts and PR09 completed by water companies. 
Probabilistic UK climate projections (UKCP09) are published. 
Environment Agency’s Water for people and the environment published. 
Charlton and Arnell (2011) 
Murphy et al. (2009) 
Environment Agency (2009a) 
2010 
Adaptation Sub-Committee (ASC) established under the Climate Change Act (Her 
Majesty’s Government, 2008), and first National Climate Change Risk Assessment 
begins. 
Her Majesty’s Government 
(2008) 
2011 Government vision for more sustainable water management. Defra (2011) 
2012 
Climate Change Risk Assessment (CCRA) published. The report for water identifies 
key threats from a range of threats recognised by multiple stakeholders. Ten priority 
risks were used to assess risks to the water sector. Change in the demand for water 
was one of these metrics. 
ASC third report released; “Climate change-is the UK preparing for flooding and 
water scarcity?” This report explores the two main risks identified by the CCRA – 
water scarcity and flooding. Focus within the report is on assessing progress in UK 
adaptation to these priority risks using indicators of risk, adaptation action and climate 
impacts. It then addresses whether decision-making is adequate to address climate 
risks. The report promotes the use of “Low-regret” adaptation measures and a longer-
term outlook for planning. 
Defra (2012) 
Wade et al. (2013) 
 
 
ASC, 2012 
 
2014 
AMP6 starts and PR14 completed by water companies. 
The Water Bill (Her Majesty’s Government, 2014) is published. This Act expands the 
water supply licensing regime, introduces sewerage licences and allows all business, 
charity and public sector customers to choose their water and sewerage supplier to 
encourage competition within the water industry. 
Environment Agency (2012b) 
Her Majesty’s Government 
(2014) 
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Table 2.2 - Synthesis of UK domestic water consumption surveys 1991-2012 (MC=micro-component, H=household, * = explicitly consider weather)  
Organisation Description Sample size Duration of data Type Source 
Anglian Water Telemetry flow meters at point of use. ‘Golden 100’. 
~100 households billed on metered and unmetered 
tariffs. 
Jan 1994-Dec 2006 MC * Goodchild, (2003); Atkins (2007); UKWIR (2012b);  
Anglian Water 
Continuous individual household consumption 
monitors externally fitted. ‘SODCON’. 
~1000 households billed on metered tariffs; ~1000 
households billed on unmetered tariffs. 
1994-2006 (further 
sampling underway) 
H * Atkins (2005; 2007) 
BRE Trust for NHBC Foundation Meters installed at each outlet in each home. 
5 Code for Sustainable Homes dwellings; 2 
EcoHomes dwellings. 
6 -12 months MC Cheng et al. (2011) 
Energy Savings Trust Detailed monitoring of domestic hot water-use. 
Total consumption of 120 households; end-use 
analysis on 21 of these. 
Mar 2006-Sep 2007 H & MC Energy Savings Trust (2008) 
Essex and Suffolk Water 
‘Study of Water Use’ (SWU). Individual household 
consumption monitor. 
1,060 households billed on unmetered tariffs. 1993-ongoing H Essex and Suffolk Water (2010) 
Essex and Suffolk Water Appliance usage survey data. 2500 households. 2007 MC Essex and Suffolk Water (2010) 
Kent County Council & others Standard individual household meter reads. 208 households. 2011 H Kent County Council (2012) 
Lancaster University Traces of Water workshops.  2005 Workshops Medd and Shove (2005a; 2005b) 
Lancaster University 
Qualitative investigation into domestic water-use 
practices. 
 2011-2012 
Interviews/work
shops/surveys 
Pullinger et al.(2013) 
National study ‘Metering trials’.  1989-early 1990’s H Russac et al. (1991) 
Portsmouth Water Individual household consumption monitor. 500 - 760 households billed on unmetered tariffs. 2006-ongoing H Portsmouth Water (2012) 
Severn-Trent Water Individual household consumption monitor. 
~515 to ~932 households billed on unmetered 
tariffs. 
Jan 2000-Dec 2011 H * UKWIR (2012b) 
South East Water Individual household consumption monitor. 1500 households. 2004 H South East Water (2010) 
Thames Water 
‘Domestic Water Use Study’ (DWUS). Individual 
household consumption monitor. 
Varies from ~136 to ~1625 volunteer households 
billed on unmetered tariffs. 
1996-ongoing H * UKWIR (2012b); Thames Water (2006) 
Thames Water 
‘Test Domestic Water Use Study’ (TestDWUS). 
Individual household consumption monitor. 
~1900 non-volunteer households billed on 
unmetered tariffs. 
2002-ongoing H * UKWIR (2012b); Thames Water (2006) 
Wessex Water Trial of metered tariff structures. 
4,800 households billed on metered tariffs; 1,200 
households billed on unmetered tariffs. 
2008-2012 H Wessex Water (2011) 
WRc. Across 10 UK water companies. High resolution metering using ‘Identiflow’ software. ~ 450 households. 2001-2003 MC WRc (2005); Roebuck et al. (2012); WRc (2012) 
WRc. Across 4 UK water companies High resolution metering using ‘Identiflow’ software. 70 households. 2007-2008 MC WRc (2008); Roebuck et al. (2012); WRc (2012) 
WRc Across 4 UK water companies High resolution metering using ‘Identiflow’ software. 74 households. 2008-2009 MC WRc (2010) 
Yorkshire Water Individual household consumption monitor. 1054 households billed on unmetered tariffs. 1990-ongoing H Williamson et al. (2002) 
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2.4.1 Short-term household water demand 
Studies which consider water demand for short- timescales (daily, weekly to seasonal) 
will now be discussed. Short-term forecasts are more relevant to operational 
management of the water system.  
2.4.1.1 Trials, Individual Household Monitors, and Domestic Consumption 
Monitors (DCMs) 
In the early 1990s trials took place across the UK to improve understanding of 
household water consumption and the impact of metering (Ofwat, 1993b). For 
example, Russac et al. (1991) analysed the consumption of 969 properties over a 3 
month period in 1989 from meter trials in Potters Bar, Hertfordshire. Average daily 
household water-use was determined by property type: detached houses had the highest 
average consumption, followed by bungalows using 50 % less and flats or mixed 
accommodation using 60 % less. Age (as a proxy for occupational status) was also 
found to shape water consumption: single occupant households with a retired resident 
used 70 % more water than a working age person because the latter spends less time 
at home. Australian end-use studies using smart metering technology support these 
findings (Beal et al., 2011; Stewart et al., 2011). Beal et al. (2011) determined that 
lower income households occupied by older and smaller families tended to be the 
higher water-users.  
Russac et al. (1991) found that the most important determinants of water consumption 
were the number of water fixtures and household size. They showed that appliance 
ownership can be inferred from property type and occupancy rate (i.e., households 
with fewer appliances tend to live in smaller properties and have fewer occupants). 
Shove (2003) and Allon and Sofoulis (2006) assert that domestic water-use is an 
outcome of convenience (and access to appliances), as well as notions of comfort and 
cleanliness driven by changing infrastructure, technology, societal attitudes and 
perceived ‘norms’. For example, washing machines increased convenience and raised 
expectations about the cleanliness of clothing and personal washing which, in turn, has 
increased household water consumption over the decades (Shove, 2003).  
Russac et al. (1991) further observed that daily average household consumption 
conceals much variation in water-use within households. There are also large 
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variations in demand between individual properties and within ACORN categories. 
Therefore, ‘top-down’ methods of demand estimation and forecasting based on water-
into-supply data offer limited insight with regard to individual water-use behaviours 
and household level drivers. 
Thames Water used externally fitted individual household monitors to collect domestic 
consumption data for their Daily Water Use Study (DWUS). Between ~136 and 
~1,625 volunteer households on unmetered tariffs were sampled from 1996 onwards. In 
2002 they sampled ~1,900 non-volunteer households on unmetered tariffs to 
investigate any biases within the DWUS data (Thames Water, 2006). The results 
showed that self-selection (volunteers), unrepresentative sample populations (e.g., no 
flats) and the ‘Hawthorne effect’ (knowledge of being monitored has sub-conscious or 
conscious impact on behaviour) all affected domestic consumption estimates.  
2.4.1.2 Micro-component studies 
There has been growing interest in micro-component approaches since the mid-
1990s (Butler, 1993; Edwards and Martin, 1995; Atkins, 2007; Parker and Wilby, 
2013). Flow meter technologies developed at that time allowed total water consumption 
to be disaggregated from a single household meter to multiple end uses such as 
washing machine, bathroom tap or toilet. These data can then be combined with 
knowledge of demographic profiles, occupancy rates, or climate variables to 
understand aggregate household water-use. This approach has been most popular in 
America and Australia (e.g., Mayer and DeOreo, 1999; Stewart et al., 2010; Makki et 
al., 2011; Stewart, 2011) because it allows the researcher to investigate water-use in the 
home. Nonetheless, micro-component water usage still cannot be attributed to any 
individual other than in single occupancy households. 
Current water resources planning (WRP) guidelines from Ofwat, Environment Agency 
and Defra stipulate that companies should understand how their customers use water 
within their homes and that this knowledge should be founded on quantitative analysis 
of micro-components (Environment Agency, 2012b). Furthermore, companies are 
expected to forecast the impact of climate change on patterns of domestic consumption 
and to incorporate these effects in their water resource plans. 
Despite these imperatives, there are still relatively few micro-component datasets in the 
UK, and even fewer that were collected with weather and climate sensitivity in mind 
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(see Table 2.2). Edwards and Martin (1995) undertook a pioneering study with what 
was, at the time, the largest survey of household water consumption in the UK. AWS 
‘Survey of Domestic Consumption’ (SODCON) uses externally fitted individual 
household monitors to record  household water-use of 1,000 properties on metered 
tariffs, and 1,000 billed by rateable value. One hundred households within SODCON 
were chosen for micro- component sampling: the so-called ‘Golden 100’ dataset. In 
addition to the external meter, ‘Golden 100’ properties also have monitors on 
individual water fixtures. Metered data are supplemented by information on property, 
occupancy rates and socio-economic status of participating households. 
Preliminary results were presented for April 1992 to October 1993 (Edwards and 
Martin, 1995). These showed that as household size increases per capita consumption 
(PCC) decreases, but as household income increases so does PCC. The survey also 
revealed that agricultural villages and affluent suburban houses (ACORN classes A and 
J respectively) have the highest PCC values whereas council properties (ACORN class 
F) have the lowest. This supports the finding of Russac et al. (1991) that detached 
households (typically more affluent suburban houses) use on average more water than 
other household types. The results further suggest that house type can be used as a 
crude proxy for the occupants’ water-use profile (which depends on their socio-
economic status, family size and composition). This is reflected in water companies’ 
use of rateable value as a charging mechanism. However, changes in housing stocks 
and demographics over time mean that rateable value (last updated in 1974) is now 
considered to be an out-dated and unfair charging mechanism (Walker, 2009). Edwards 
and Martin (1995) also reported higher than expected levels of night time water 
consumption linked to dishwasher and washing machine use. 
The ‘SODCON’ and ‘Golden 100’ studies were novel because they surveyed customers 
not billed by meter alongside those on a metered tariff. This enabled investigation of the 
influence of billing type on household consumption. National Metering Trials found an 
average 11 % reduction in water-use in households billed by meter (Russac et al., 
1991), compared with 15 % less in ‘SODCON’ (Edwards and Martin, 1995) and 10–15 
% less reported by the Walker Review (Walker, 2009). However, such statistics are 
susceptible to biases (in sampled age, gender, occupation, socio-economic class), the 
‘Hawthorne effect’, improved leak detection, or the residential price elasticity of 
demand for water. 
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It could be argued that the Water Research Centre’s (WRc) ‘Identiflow’ software 
provides a less intrusive form of micro-component metering and potentially reduce 
biases associated with participants being aware of their water-use being recorded. 
Rather than meters installed on each water-use appliance as was the case with the 
‘Golden 100’, flow analysis software disaggregates externally metered water-use into 
micro-component consumption. A subset from ‘Identiflow’ micro-component 
monitoring studies was recently analysed as part of the UKWIR ‘impact of climate 
change on demand’ study (UKWIR, 2012b). Three summer and winter weeklong 
periods of data from 77 south-east England households were analysed to identify which 
components contribute to increased summer consumption. Correlation analysis 
identified that only external tap water-use was statistically significantly different in 
summer to winter time periods.  
Additionally, logistic generalised regression was undertaken on a sample of 50 
households from the ’Identiflow’ record to identify which weather factors had a 
statistically significant influence on the probability of external water-use exceeding 
30litres per property per day. The best logistic model had the number of consecutive 
days where maximum temperature exceeded 22°C and the number of consecutive dry 
days (days with negligible rainfall) as explanatory factors. Thus, the analysis concluded 
that the frequency of external water-use increases in hotter or drier weather (UKWIR, 
2012b). Analysis using the ‘Golden 100’ dataset presented within this thesis also 
contributed to the UKWIR (2012b) report. Within the analysis undertaken for the 
report, external water-use was found to have the most sensitivity to weather related 
variables which supported the findings of the’ Identiflow’ analysis. Additionally, the 
‘Golden 100’ analysis depicted some weather related sensitivities of internal micro-
component water-use such as shower and washing machine use. These will be explored 
within the results and discussion sections of this thesis. 
Recent analysis highlights the importance of taking a holistic approach to water 
efficiency and management as outlined in the Code for Sustainable Homes in England. 
Fidar et al. (2010) show that although micro-component level water saving measures 
are designed to reduce overall water demand, consequences for energy consumption 
and carbon emissions may be overlooked. This is particularly important for hot-water 
fixtures. For example, Clarke et al. (2009) found that the carbon footprint of white 
goods is higher than other hot water-uses because the carbon intensity of electrical 
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appliances is greater than those fuelled by gas. The importance of managing the conflict 
between water-use and associated energy consumption (the ‘water/energy nexus’) is 
echoed in international research (Beal et al., 2012; Teschner et al., 2012). For example, 
Beal et al. (2012) highlight limitations of the common approach to model energy 
demand from total water consumption data and infer the water end-uses.  
Micro-component data provides continuous empirical evidence of water-use and the 
impact of demand management activities at the finest scale currently possible. These 
data provide quantitative evidence for assessing cost-effectiveness and suitability of 
supply and demand side management options. From analysis of the observed 
relationship between consumption and weather related variables, potential impacts of 
climate change on demand can be inferred. Given risks to UK water security from 
climate change, population growth, increased customer expectations about levels of 
service and growing environmental concerns it is essential that a full understanding is 
developed of the benefits and limitations of demand management. This is recognised by 
the Environment Agency and Ofwat, and is reflected in the WRMP guidelines 
(Environment Agency, 2012b). 
Micro-component sample sizes (and thus spatial and temporal coverage) are ultimately 
limited by the capital and operating costs of collecting and maintaining data. 
Furthermore, they provide limited insight into the individual water-users. Sharp et al. 
(2011) claim that the concepts, methods and findings of positivist approaches to water 
demand forecasting are deeply embedded in the socio-technical system for water supply 
and forecasting in the UK. Data gained from micro-component and DCM techniques, 
tend to emphasize headline PCC values for future water demand, predicted from a 
sample. Definitions of the ‘average user’ then become embedded in the regulation and 
maintenance of the system, implying that a ‘one-size-fits-all’ approach to water 
management can be adopted (Medd and Shove, 2005a; Sofoulis, 2011; Pearce et al., 
2013). In practice, there is considerable heterogeneity of water-use behaviours at intra- 
and inter-household scales. Hence, post–positivists suggest that reliance on micro-
component and DCM data within the UK is conceptually limiting (Sharp et al., 2011). 
However, when combined with appropriate qualitative data such micro-component 
approaches may reveal nuances of demand previously missed by quantitative or 
qualitative data alone (Beal et al., 2011; Browne et al., 2013; Pearce et al., 2013).  
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2.4.1.3 Peak household water demands 
Despite the above reservations, long-term meter studies provide insights about time-
varying factors that influence household water-use. For example, the Water Research 
Council (WRc), Environment Agency and 13 water companies used micro-component 
data to investigate diurnal variations in household water-use (Kowalski and 
Marshallsay, 2005). The study began with ‘Identiflow’ meters collecting data from 250 
households. Since then the survey has been expanded to 500 unmetered UK 
properties. These data were combined with socioeconomic and lifestyle indicators 
from the 2001 Census, ACORN classification, and data held in WRc and water 
company archives. The resulting dataset is one of the largest in the UK. Even so, 
metered properties and flats are underrepresented, underlining the challenge of 
obtaining a representative sample that can then be scaled to a water resource zone. 
Kowalski and Marshallsay (2005) separated the data into summer-peak and off-peak 
consumption. [Stratifying in this way helps regression models explain more variance in 
the two subsets]. Off-peak water demand was most strongly correlated with ACORN 
class and occupancy rate which explained 40 % of the variation in consumption. The 60 
% unexplained variance is partly due to behaviours and other external drivers (such as 
weather) not incorporated in the model. Unfortunately, the regression model was not 
applied to peak summer water consumption as Kowalski and Marshallsay (2005) felt 
that the sample size was too small and the data too noisy. Instead, comparative analysis 
of the largest water consumers with the ‘norm’ was undertaken. The former tended to 
own garden sprinklers, live in detached houses, and fall in the wealthiest ACORN class. 
Kowalski and Marshallsay (2005) also analysed diurnal patterns of micro-component 
water on weekdays and weekends during summer peak and off-peak demand, by house 
type, socio-economic class and occupancy rate. Differences between water usage on 
summer peak days and the rest of the year were attributed to external tap use, a finding 
that is echoed in Kowalski’s analysis undertaken for the UKWIR ‘Impact of climate 
change for demand’ report (UKWIR, 2012b). Toilet flushing was the dominant water-
use during the night period, followed by washing machines and dishwashers. Large 
weekly and diurnal variations in household water-use were also reported. Some of this 
behaviour depended on ACORN class and occupancy rate but there was still much 
unexplained variance. More sophisticated analyses involve treating each day of the 
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week separately, or supplementing metered data with qualitative information from 
water-use diaries, interviews or focus groups. 
The findings of Kowalski and Marshallsay (2005) are echoed in international studies. 
For example, Gato et al. (2007) undertook a study of daily household water-use in East 
Doncaster, Victoria, Australia. They built separate models for base use and seasonal 
use. The former mainly reflected indoor water-use and was independent of variations in 
rainfall and temperature but strongly dependent on the day of the week.  
Diurnal patterns of urban domestic demand are receiving much attention in Australia 
and could highlight the importance of this research for the UK to aid urban water 
planning and investment plans. Carragher et al. (2012) used smart meter data from 191 
South-east Queensland, Australia, households to investigate influence of water 
appliance efficiency on average diurnal peak hour demand. This provided evidence to 
support the investment in water efficient stock retrofit programs to reduce critical peak 
demand. A larger scale smart meter project in Queensland, Australia investigated 2884 
households’ hourly micro-component water-use. The information is guiding the 
appraisal of alternative tariff structures that target critical peak demand periods in urban 
areas (Cole and Stewart, 2012; Cole et al., 2012a). 
2.4.1.4 Diary based studies 
Butler (1993) undertook a diary and questionnaire study of the influence of household 
occupancy rates and day of the week on frequency and peak usage of water fixtures. 
The water-use habits of 28 households (76 individual participants) were surveyed. 
Households ranged from single to five person occupancies with an average occupancy 
of 2.71 (close to the national mean at that time). Half the participants were from 
professional and managerial groups (compared with a national average of 15 %). This 
is a common limitation of household demand studies as datasets tend to be biased 
towards better educated and more water conscious socio-economic groups. 
The original purpose of the study was to improve understanding of wastewater 
discharges for drain and sewer design (Butler, 1991). [At that time, neither occupancy 
rate nor differences in discharge by day of the week were taken into account when 
installing drainage]. Sampling was undertaken over seven consecutive days in 
December 1987. Volunteers completed daily water-use diaries documenting the day, 
time, and type of water-use alongside the duration of the waste flow. Measurements 
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were taken from fixtures alongside participants’ water-use diaries to confirm average 
volumes and flow rates. The toilet was on average the most frequently used appliance, 
the sink was used 50 % as often as the toilet, whereas the bath, shower and washing 
machine were used ~10 % as often. During peak times, the basin was used most 
frequently followed by the toilet, with frequency of kitchen sink usage 50 % that of the 
basin (Butler, 1993). 
Frequency of appliance usage (except shower) and occupancy rate were found to be 
weakly positively correlated (Butler, 1993). Hence, household water-use volumes can 
reflect interplay between occupancy and appliance usage. Both Russac et al. (1991) and 
Butler (1993) assert that household PCC is more representative of household demand 
than aggregate household water usage. On the other hand, PCC is limited because it 
masks the diversity of water-use behaviours of even similarly ‘average’ consumers in a 
household (Medd and Shove, 2005b; Browne et al., 2013). However, the only ways to 
record individuals’ water-use is through diary based studies, questionnaires, interviews 
or observational techniques which have their own limitations. 
Butler (1993) further identified that water-use varies during the day and between days 
(i.e., there is a weekly cycle) with midweek water-use behaviours differing from 
weekend use. These detailed studies show that models of household water appliance 
usage based on average weekly amounts hide significant variations in water 
consumption within days and between midweek and the weekend. Qualitative studies 
like Butler (1993) provide an opportunity to access the domestic routines and habits of 
the individual water-user, what they consider as ‘normal’ usage, and reveal the ‘non-
average’ user.  
2.4.2 Long-term household water demand 
Research into water demand for longer-term (annual to decadal) timescales will now be 
discussed. Longer-term projections are needed to schedule new supplies and to 
underpin Water Resource Management Plans (WRMP). 
2.4.2.1 Ownership-frequency-volume models 
Herrington (1996) is still one of the most widely cited studies of long-term water 
demand in the UK especially in relation to climate change. Per capita household 
demands were forecasted to the 2020s using water-into-supply data. It was assumed 
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that past, present and future household water-use could be understood through 
knowledge of appliance ownership, frequency and habits of appliance usage, and 
household occupancy rates. Data from Thames Water, Lee Valley, Cambridge and 
Southern Water’s three divisions were analysed for the period 1976–1991 to build a 
model and project future demand. Assuming no change in water policy or metering, it 
was forecasted that between 1991 and 2021 per capita household consumption in these 
regions could increase by 20 % (~31 litres per household). 
Herrington (1996) applied expert judgement to identify water-uses that could be 
sensitive to climate and then estimated potential impacts. A slight decrease in toilet 
water-use was predicted as low-flush designs replace conventional cisterns. This could 
be offset by an expected slight increase in appliance numbers combined with greater 
frequency of usage. Conversely, it was assumed that water for personal washing would 
rise due to increased shower ownership, wider ownership of power showers and greater 
frequency of usage. These devices consume on average 60 litres per usage; twice the 
volume of conventional showers (Willis et al., 2010). The forecast produced for 2021 
suggested that shower related water demand could increase by 12 %. 
Lawn irrigation was also expected to increase as a consequence of rising sprinkler 
ownership. Although volume of each usage was expected to remain the same, 
frequency of use was forecast to increase with growing evapotranspiration demands: 
from once every 5 days to twice every 9 days in summer (May to August). Based on 
these values and an assumed 1.1 °C temperature rise, lawn sprinkling was forecasted to 
increase by 11.7 litres per household per day. Other garden watering was forecasted to 
increase by 20 % (Herrington, 1996). 
Future water consumption associated with clothes washing and dish washing were 
expected to show little change. Water saving technologies in washing machines (25 % 
per cycle) balance increased ownership of these appliances. Likewise, dishwashers use 
less water than manual washing. Therefore, an expected 50 % ownership of 
dishwashers by 2021 has little effect on the forecasted demand (Herrington, 1996).  
Herrington (1996) concluded that without climate change and any changes in demand 
management, total household consumption would increase by 36 % by 2021 relative to 
1991; with climate change, water demand was expected to increase by 41 % over the 
same period. However, a major limitation of this study was that no quantitative analysis 
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was performed on end use data to determine domestic water consumption relationships. 
Furthermore, it relies upon the idea that an ‘average’ volumetric use of sampled 
appliances and water-users can be defined and scaled up to accurately forecast the 
larger population. This masks the heterogeneity of appliance model, water-saving 
modifications (such as a cistern hippo) and variations in individual water-use practices. 
2.4.2.2 Regression analysis 
Atkins (2005, 2007) used AWS ‘SODCON’ data for East of England to build 
regression models for PCC based on the interaction between water-use and 
occupancy, method of billing, ACORN classification, region and meteorological 
conditions. They concluded that the model provided a good fit throughout the period 
(2001–2004) as it explained 80 % of the daily variation in PCC. However, there was a 
tendency for the model to underestimate the size of summer peaks (also shown by 
Herrington, 1996; Downing et al., 2003) and the effect of individual water-use 
behaviours is aggregated to the household level. 
Atkins (2007) also used AWS ‘Golden 100’ data to analyse micro-component water-
use. They investigated the data using the ownership-frequency-volume approach 
and regression analysis. They concluded that the ‘Golden 100’ sample was 
unlikely to improve the accuracy of the company’s PCC predictions due to 
volatility within the total usage and significant potential for bias given the small 
sample (which would not be representative of the wider population). Nonetheless, 
Atkis (2007) concluded that the sample could inform business planning as it provides 
AWS with knowledge of the qualitative patterns in micro-component use and the 
impact of household factors such as metering and weather factors such as temperature. 
Atkins (2007) suggests that the ‘Golden 100’ could be useful for ‘what if’ assessments 
such as, what impact a change in ownership would have on demand.  
2.4.2.3 Long-term trends in peak household water demand 
Herrington’s (1998) analysis of southern and eastern England household water micro- 
components was novel because it investigated peak demands rather than average 
demands. Micro-components of peak seven-day demands were derived from detailed 
water-use surveys conducted within the south-east of England during the previous two 
decades. Peak water demands were then forecasted to 2021 with, and without, climate 
change. Under a warming scenario of 1.1 °C by 2021 peak PCC was forecasted to 
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increase by ~50 %; without the temperature rise peak PCC was predicted to increase by 
~40 %. Herrington (1998) found that climate was a key driver of inter-annual trends and 
was responsible for 30–70 % of the variation in peak-week demands in Sussex, 
Hampshire, Cambridge, and the Lee Valley. Temperature produced the most consistent 
results. 
Goodchild (2003) investigated the elasticity of summer 7-day average household water 
demand to assess the potential impact of climate change. The multivariate stepwise 
linear regression model was based on data supplied by Essex and Suffolk Water for 41 
houses over a 6 year period, and 10 weather variables. These weather variables were 
evapotransipration, water content of top 0.15 m of soil, sunshine hours, solar radiation, 
maximum temperature greater than 25 °C, rain minus evapotranspiration, maximum 
temperature, dry bulb temperature, number of days since at least 2 mm of rainfall, and 
daily rainfall total. Future weather was interpolated to a 10 km grid scale from four 
climate scenarios for the 2020s produced by the UK Climate Impacts Program 
(UKCIP98) (Hulme and Jenkins, 1998). Weather and demand data were smoothed 
using a daily 7-day moving average to remove the effect of weekday, to discern the 
effect of antecedent conditions on water demand, and to reduce the impact of the nine-
hour lag between measurement of weather and household water demand. 
Overall, evapotranspiration was found to be the most powerful predictor. Although the 
model generally performed well, it under-predicted the highest peak demands (recorded 
in August 1995). Also, because the model was linear, it predicted reduced water 
demand below the threshold at which weather variability ceases to have effect. The 
approach further assumes that people will react to weather variation in the future as 
they do today, with no adjustment for technological or cultural change. Moreover, the 
findings are based on aggregate data; no attempt was made to reduce household water 
demand into micro- components (Goodchild, 2003). 
With these limitations in mind, the model was applied to both present and future 
weather to assess how (if all other factors remained constant) household water demand 
might change under climate change. The model predicted that summer 7-day average 
household water demand could increase by 2.1 % within a range of 0.8 %–3.7 % by the 
2020s. In addition, the frequency of high demand events, with average 7-day household 
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demand of 183 litres daily PCC was predicted to exceed 10 % of the time instead of 5 
% presently (Goodchild, 2003). 
2.4.2.4 Microsimulation and econometric modelling 
Many water demand forecasting studies advocate a micro-component approach because 
it enables analysis of demand at the intra-household level (e.g., Herrington, 1996; 
Parker and Wilby, 2013). Unfortunately, there is a trade-off between finer-scale analysis 
and sample size (because of the high cost of data collection and difficulty in 
recruiting participants). Hence, it follows that there are also uncertainties about sample 
representativeness when extrapolated to larger areas or future periods. 
Some studies integrate ‘microsimulation’ and econometric modelling to create detailed 
synthetic, small area, household water demand data (e.g., Clarke et al., 1997; Mitchell 
1999; Williamson et al., 2002). Population estimates are derived from a wider range of 
descriptive variables related to the household than traditional indicators (such as, 
location, tenure, property type, age, gender, occupation and ethnic group). The ‘micro- 
level’ population is created by chaining conditional probabilities that link these 
variables. Water appliance ownership rates determined from census data and household 
surveys can then be combined with knowledge of household micro-component water-
use related to household size and income. 
Clarke et al. (1997) applied the ‘microsimulation’ method to estimate ward level 
household water consumption using data collected by Yorkshire Water Services Ltd. 
for 4039 metered properties in Leeds. They found considerable spatial variation in 
water-use depending on dwelling and household characteristics (ranging from 49 to 416 
m³ per annum). It was noted that the majority of volunteers were metered, well-
educated and middle class so the results do not reflect the water-use behaviours of other 
socio-economic groups and assumes that all households are similarly billed (Clarke et 
al., 1997). 
Williamson et al. (2002) subsequently developed a ‘static microsimulation’ approach 
that employed 60 individual and household constraints to reweight the micro-
component data using anonymous records from the 1991 census as a control for the 
small area census tabulation. Population projections were linearly scaled from the small 
area age-gender share to the district age-gender figures. Unfortunately, this is a weak 
assumption because wards are unlikely to maintain the same age-gender profile. The 
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synthetic 1.83 million household consumption monitor ‘microdata’ were used to 
forecast household water demand for the area producing time-series projections for 
2020. Household water demand was estimated from a regression model based on 
number of residents, number of bedrooms, washing machine and dishwasher 
ownership, property type and tenure. This function explained 44 % of the observed 
variance; the remainder was attributed to factors such as water-use behaviour and 
garden size which were not included in the model. Williamson et al. (2002) assumed 
that the dataset was large enough to estimate a statistically robust household water 
demand function for all household types and within area variability. 
Williamson et al. (2002) then considered three scenarios of appliance ownership and 
future changes in household micro-component usage. These were: no change since 
1991, increased ownership as forecast by Herrington (1996) (to reflect the water 
industry planning assumptions); and a higher rate based on extrapolated time-series of 
consumer durable ownership. Two scenarios for washer-driers were considered: no 
change; and efficiency gains in the drying cycle that match those forecast for the 
washing cycle. Williamson et al. (2002) extended Herrington’s (1996) work by 
including population characteristics such as age and economic status alongside 
predicted changes in household size. On a gross level the results were similar: PCC was 
forecasted to increase by 20.4 % between 1991 and 2021. 
Williamson et al. (2002) showed that household water consumption in the Yorkshire 
Water Services area could increase by 23 % and 30.7 % respectively by 2025. This 
estimate was achieved by applying forecasted trends in micro-components (except for 
washer-drier efficiency) to data including and excluding population change. Forecast 
appliance-efficiency gains almost outweigh the impact of projected population 
increases, consistent with Russac et al. (1991). Within the Yorkshire Water Services 
region, this change is not expected to be spatially uniform, with percentage increase by 
ward varying between 10.8 and 46.1 %. [Again, emphasizing the need to consider 
spatial variability when devising water conservation strategies].  
A major advantage of the ‘microsimulation’ method is that population statistics are 
readily updated from latest birth, death and migration data. The forecast model did not 
consider changes in water price but the model did enable price elasticity functions to be 
applied to household water-use coefficients. A weakness of this method is that biases in 
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the sample data – such as the influence of billing type – are carried forward into the 
synthetic dataset. Although the population statistics can be readily updated the method 
is ultimately limited by the quality of household water-use data and ‘hidden population’ 
biases in census data. 
2.4.2.5 Narrative based studies 
Current long-term water demand forecasting relies heavily on the CCDEW: Climate 
Change and Demand for Water report (Downing et al., 2003). This study used the 
UKCIP02 climate and socio-economic scenarios to estimate future water consumption. 
The socio-economic scenarios were described by two axes: systems of governance and 
individual values. These construct four scenarios, each with a narrative describing a 
different society. The Environment Agency (2001) used the scenarios of anticipated 
changes in behaviours of water-use to investigate the aspects of demand that are most 
likely to be impacted by climate change. 
For example, it is a common assumption that showering frequency may increase as a 
result of projected warmer summers along with changing attitudes towards personal 
hygiene. Conversely, water-uses such as toilet flushing are less likely to be impacted by 
climate. The narrative-based scenarios were combined with ownership-frequency-
volume models following Herrington (1998) and forecasts of water demand under 
climate change were then produced. The four storylines and climate scenarios showed a 
range of future demand possibilities, an advance on the single value predictions of 
Herrington (1998). The range highlights the need for water management strategies that 
are robust to a wide set of circumstances (Wilby and Dessai, 2010). However, a major 
limitation of this study, along with Herrington (1996) and Goodchild (2003), was the 
focus on average PCC. This masks subtle variations in water using practices and their 
elasticity to variables such as climate. 
2.4.2.6 Practice based approaches 
A recent UK survey undertaken as part of the ESPRC funded ARCC water project uses 
a novel approach to track 1800 peoples water related practices. The use of practices as a 
unit of analysis allows changes in long term trends of water-use to be explored in more 
detail, such as peoples’ changed perception of cleanliness. It also improves 
understanding of routines and habits that lead to domestic water consumption (Browne 
et al., 2013; Pullinger et al., 2013). The survey depicted water related practices of 
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people in relation to social, cultural, technological and weather related factors. Drawing 
upon recent developments in conceptual understanding Browne et al. (2013) argue that 
water-use is located and established through multiple ‘distributed’ relations between 
everyday consumers, the socio-technical systems of provision and the emerging 
conventions of ‘normal’ consumption (Shove, 2003). In a context of uncertain future 
monitoring indicators of change, resilience and vulnerability in this ‘distributed’ 
demand could allow the progression of domestic water-use practices to be tracked in a 
similar approach as ecosystems, river flows or climate is to aid adaptation decisions. 
Using this UK practice based water survey Pullinger et al. (2013) highlight the diversity 
of how practices are performed. Cluster analysis undertaken identified common variants 
of everyday routine related to personal hygiene, doing the laundry and gardening. The 
report concluded that there is little relationship between how a person performs a 
practice and their sociodemographic status, environmental values and the reasons why 
they perform it. This highlights the limitations of sociodemographic profiling 
techniques for estimating domestic water demand.  
Building upon the concept of using practices related to water-use as a unit of measure 
Browne et al. (2013) present two novel approaches to tracking domestic demand 
practices from readily available government data. Firstly, information from the UK’s 
ongoing Living Costs and Food expenditure survey of product consumption is used as 
proxies of practices associated to water-use. For example, shower gel is a proxy for 
showering or tea for drinking. Secondly, the UK time use expenditure survey is used to 
understand how and where water practices are undertaken. It is suggested that 
understanding changes to practices inside and outside of the house could provide extra 
understanding of trajectories of water demand. For example, technological 
advancements in communication technology have changed patterns of work such as 
more people working from home. This will impact upon the way in which water is used 
within the home.  
2.5 Summary of lessons learnt from existing studies 
A common finding of the UK studies discussed in section 2.3 and identified in Table 
2.2 is that household water-use reflects numerous, time and space dependent factors. 
This theme is echoed by international research (e.g., Arbués et al., 2003; Mayer and 
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DeOreo, 1999; Gato et al., 2007; Praskievicz and Chang, 2009; Beal et al., 2011; Makki 
et al.,  2011; Cole et al., 2012a; Stewart, 2011). Many studies are hampered by biased 
and small sample sizes, short records, or location specific data. Not surprisingly, levels 
of explained variance can be low. However, there is scope for improving models by 
treating days of the week, months and occupancies separately. 
Micro-component data offer objective, quantitative and continuous records of water-use 
within the home, but are at the household scale and can conceal marked variations 
between individuals in the same residence. Furthermore, these data are costly to collect 
and maintain. The Hawthorn effect, self-selection, sample population biases in age, 
gender, socio-economic status, access to appliances, billing method and house type can 
all limit the sample representativeness of the wider population. Micro-simulation 
techniques may offer ways to increase sample size and coverage but the synthetic 
output is ultimately dependent upon the quality of the input water-use data. 
Diary based studies, interviews and focus groups offer glimpses of within household 
variations in water-use behaviour. However, these studies are inherently biased by the 
participants’ knowledge of the experiment. Furthermore, they are costly to undertake 
and sample sizes may suffer accordingly. Ideally, a holistic approach is required in 
which qualitative studies supplement objective meter records of micro-component 
usage (Beal et al., 2012; Browne et al., 2013; Parker and Wilby, 2013). 
From the discussion in section 2.3 it is clear that both metered and survey approaches 
have methodological advantages. Positivist approaches tend to define an ‘average user’ 
for bulk water supply and demand estimation; post-positivist approaches explore the 
heterogeneity of water using behaviours to target particular attitudes and practices for 
more effective demand management. 
Advocates of post-positivist approaches believe that household demand management 
would be more successful if the barriers and context of water-use behaviour were better 
understood (Sharp et al., 2011; Sofoulis, 2011). This could help water management 
move from an authoritative top-down approach, in which water- use is solicited and 
water restrictions imposed, to a partnership between providers and users where people 
become actively engaged in their own demand management and capable of 
independently supporting new practices (Sofoulis, 2011). 
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Based on this survey of studies it is also clear that there is limited empirical evidence in 
the UK of strong relationships between weather and water demand at the micro-
component scale. A recent study on Climate Change Approaches in Water Resource 
Planning confirmed this view and noted that more research is needed on peak 
household micro-component water demands in relation to climate variables (UKWIR, 
2012a). Peak demands are important to the operational management of water systems 
and to the long term investment needed to achieve sustainability targets.
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3.1 Introduction 
The purpose of this chapter is to introduce the Anglian Water Services (AWS) case 
study area and ‘Golden 100’ micro-component water demand data. The key water 
management issues and concerns faced by AWS are briefly highlighted. Subsequently, 
the ‘Golden 100’ data origins, collection and structure are discussed. These data are 
situated in their demographic and long-term climate context to assess their wider 
representativeness. Additional data are also introduced including: UKCP09 climate 
projections, Meteorological Office Rainfall and Evaporation Calculation System 
(MORECS) soil moisture deficit gridded estimates and AWS ‘SODCON’ metered 
household data. To ensure transparency the chapter closes with a critique of the quality 
and sample size of the ‘Golden 100’.  
3.2 Anglian Water Services supply region 
Figure 3.1 shows the location of the AWS water resources region in the east of England. 
The AWS water supply network provides potable drinking water to over 4.2 million 
customers daily. The water company’s total freshwater abstractions consist of 60% 
surface water and 40% groundwater sourced (Environment Agency, 2009c). Water 
supply for the west of the region is primarily river-fed reservoir dependent and in the 
east is groundwater/aquifer reliant. Eighteen reservoirs, 224 groundwater sources and 
140 water treatment works provide water that meets drinking water standards to 
customers across the region. Alongside the supply network, AWS has 44,000 km of 
sewerage systems and over 1000 wastewater treatment sites that collect and treat 1 
billion litres of wastewater daily to return to the environment (AWS, 2011).  
The AWS region is divided into WRZs for planning purposes but also smaller planning 
zones (PZ). These are depicted in Figure 3.2 In the recent WRMP (AWS, 2014) AWS 
forecast that Hunstanton and Norwich and the Broads WRZ’s will experience deficits in 
the next 5 years as a result of sustainability reductions under the Habitats Review of 
Consents. Additionally, by the end of the forecast period (2039-40) numerous other 
WRZ’s will be in deficit including Ruthamford South, Central Essex and Ely. These 
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supply-demand deficits are driven by a combination of growth, confirmed and likely 
sustainability reductions and the impact of climate change on both supply and demand. 
In the worst case scenario tested in their WRMP (AWS, 2014) AWS are exposed to 
567Ml/d of supply-demand risk by 2039-40 of which climate change impacts contribute 
154Ml/d. 
 
Figure 3.1 - Services provided by Anglian Water Services Ltd. Data source: Contains 
Ordnance Survey data © Crown copyright and database right 2013 
 
Traditionally in the UK, companies’ demand side options have relied on reducing 
leakage levels (distribution system and customer supply pipes) and increasing metering 
penetration. However, AWS already have a high level of metering penetration. AWS 
report over 70% domestic metering penetration and almost 100% non-household 
metering in their recent WRMP (AWS, 2014). AWS domestic metering penetration is 
approximately twice as high as the national average of 38% (Ofwat, 2011). Also, 
AWS’s distribution system and customer supply pipe leakage is currently less than 200 
Ml/d (AWS, 2014). This level of leakage is significantly lower that the average leakage 
across England and Wales. In 2012-13 average leakage was 3097 Ml/d in England and 
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Wales (Water UK, 2014). With AWS reporting supply-demand deficits in some of their 
WRZs in the recent WRMP (AWS, 2014), AWS need to consider a wider portfolio of 
demand reduction measures to complement their continued commitment to increase 
metering and reducing leakage.  
 
Figure 3.2 - Anglian Water Services Ltd. Water Resource Zones and Planning Zones. 
Source: WRMP (AWS, 2014) 
 
The AWS region is typified by low-lying flat topography, soft rock coastline and slow-
flowing rivers. A quarter of the service area is below sea level and most of the region is 
below 60 m altitude making it susceptible to both coastal and inland flooding 
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(Environment Agency, 2009c). The region’s intensive agricultural industry produces 
over 25% and 50% of England’s cereal and sugar beet crop respectively (Defra and 
Environment Agency, 2009). AWS region is home to 20% of England’s Sites of Special 
Scientific Interest (SSSI) including the North Norfolk Coast, River Wensum and Ouse 
Washes (Natural England, 2008).  
Eastern England is the driest region in England and Wales receiving only ~600 mm 
average annual rainfall compared to the national average of 897mm. Of this annual 
average only 147mm is classed as effective rainfall (Dessai and Hulme, 2007; 
Environment Agency, 2009c). Figure 3.3 highlights how warm and dry Eastern England 
is in relation to the rest of the UK.  
These characteristics provide AWS with a range of water resource management 
challenges both now and in the future. For example, the low relief means that AWS 
have to rely heavily on electricity to pump water and wastewater around the region; 
companies in areas with steeper topographic gradients can utilise gravity. Flat 
topography also results in slow moving river systems and surface water flows so the 
area is vulnerable to flooding and prolonged water logging of soils. Coupled with 
intensive agriculture the river system is very vulnerable to pollution from pesticides and 
fertilisers (AWS, 2011). In the AWS region 51.6% of Drinking Water Protected 
groundwater bodies are already at risk of failing WFD standards as a consequence of 
diffuse pollution (Environment Agency, 2009c). In addition to the environmental 
damage associated with decreased freshwater quality there may be increased economic 
and carbon costs involved in the water treatment processes. 
In the future, climate variability and change is expected to alter the regional 
hydrological cycle, damage infrastructure through extreme events and change water 
demand (Arnell, 1998; Arnell and Delaney, 2006; Bates et al., 2008; Cassie, 2006). 
Combined with higher atmospheric temperatures these potentially affect water available 
for abstraction, storage and supply with consequences for levels of service, water 
quality and freshwater environment (Arnell 2011; Prudhomme et al., 2012). Projections 
of lower summer river flows and higher water temperatures could increase freshwater 
pollution (Whitehead et al., 2009; Defra, 2012). Decreased effective rainfall totals could 
further constrain abstraction from freshwater sources (Defra, 2012; Wade et al., 2013).  
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Figure 3.3 - Met Office observed annual average (1971-2000) climate for average annual 
Rainfall (top left), days of rain >=1mm (top right) and average annual Mean Maximum 
Temperature (bottom). 
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Burke et al. (2010) predict a 10 fold increase in significant droughts by 2100 and a 1 in 
10 year return period for droughts similar to the 1975-76 events under their worst case 
scenarios. Flood risk is predicted to increase and may cause water supply interruption or 
contamination (Pitt Review, 2008). As part of the 2009 periodic review AWS 
recognised the need to increase flood resilience of key water supply sites from flood 
events (AWS, 2009; Henriques and Spraggs, 2011).  
Pressures on resources are compounded by rising water demand linked to growth in 
consumption and the number of households. There were an estimated 2.37 million 
households in the East of England in 2006; 11 per cent of the total number of 
households in England (ONS, 2009). However, AWS is one of the fastest growing 
regions in the UK as shown by Figure 3.4 with national predictions suggesting a 
220,000 population increase by 2025. The region had the second highest percentage 
increase in population between 2001 and 2011 of all regions in England at 8.6%, 
compared to the national average of 7.4%. Consequently, AWS has identified that 
future climate change and population growth present long-term risks to their water 
security and a range of possible threats to the company’s ability to sustain levels of 
service to their customers (domestic, industrial, agricultural) without damaging the 
environment (AWS, 2011). 
 
Figure 3.4 - Percentage change in number of households from 2006 to projected 2026 
figures. Data source: ONS (2009) 
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The AWS water resource system is already stressed by climatic factors and by over 
abstraction to meet demands (Dessai and Hulme, 2007; Environment Agency, 2007; 
Defra, 2012). AWS (2004) WRMP determined that the East Suffolk and Essex (ES&E) 
zone had a deficit of average available headroom against target headroom and thus was 
vulnerable to climate change (AWS, 2004; Dessai and Hulme, 2007). AWS is also a 
member of the Water Resource in the South East (WRSE) Group which was formed to 
tackle water stress already occurring in the south-east of England (WRSE Group and 
Environment Agency, 2013). 
The Environment Agency’s Catchment Abstraction Management Strategies (CAMS) 
for England and Wales further highlight water resource stress in the AWS region. 
Although AWS’s leakage performance is half the industry average (AWS, 2010) the 
Environment Agency’s first set of CAMS determined that nationally 33% of catchments 
are over licensed or over abstracted), as shown in Figure 3.5. Within the AWS region 
88% of catchments have no water available at low flows (Environment Agency, 2007). 
As a consequence, many freshwater environments are below the WFD’s good 
ecological status classification. In recent years water system droughts have led to water 
restrictions on agricultural and domestic water-use such as the household hosepipe ban 
of April 2012.  
Climate change has been integral to AWS business model for over ten years. Most 
recently, the company’s Climate Change Steering Group (CCSG) was formed and a 
full-time climate change advisor appointed. AWS’s Climate Change Adaptation Report 
(2011) identified their key challenges as; “protecting vulnerable inland and coastal 
operational assets from flooding; dealing with increased wastewater flows, while 
protecting the water environment in AWS region; maintaining supplies of water to a 
growing population in drier, hotter summers” (AWS, 2011, pp.13).  
Several studies have considered the challenges presented by climate change for AWS’s 
water resource management (e.g. Dessai and Hulme, 2007; Henriques and Fowler, 
2009). Within the AWS region and elsewhere a wealth of research considers the 
resilience of operational assets to climate change driven changes in flooding and 
drought (Pitt Review, 2008; Henriques and Fowler, 2009; Henriques and Spraggs, 2011; 
Wilby and Keenan, 2012). Dessai and Hulme (2007) revealed the high sensitivity of 
AWS’s resource system and long-term WRMP to a wide range of uncertainties 
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associated with climate change risk assessment (AWS, 2004). If the extremes of each 
uncertainty explored within the Dessai and Hulme (2007) report were combined, the 
possible additional water required by AWS’s East Suffolk and Essex resource zone 
would range from -5.12 to 62.16 million litres per day. Moreover, Dessai and Hulme 
(2007) highlighted the challenge of incorporating climate change uncertainties within 
real-world decision making frameworks. For instance, water regulators, government and 
the public require sufficient certainty in projected futures to approve investment in 
adaptation plans.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5 -Surface and Groundwater availability. Source: Environment Agency (2009a) 
 
Internationally, water companies, regulating bodies and the research community have 
recognised the challenge that uncertainties associated with future climate change and 
demand present to long-term management plans and decision-making (New et al., 2007; 
Wilby and Dessai, 2010; Gober, 2013). Accordingly, wider portfolios of adaptation 
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options are being considered which feature ‘low regret’ measures that are not 
constrained by optimal cost effectiveness (ASC, 2012). Example measures include, 
multi-water company abstractor groups, water re-use schemes and domestic rising block 
meter tariffs (WRSE Group and Environment Agency, 2013; Wessex Water, 2011). The 
most robust adaptation option (insensitive to climate change uncertainties) is preferable 
but decision-makers are constrained by which options are socially, environmentally and 
economically acceptable. This might include the frequency of water-use restrictions that 
customers are willing to accept to ensure security of supply during critical dry periods 
(Dessai and Sims, 2010).  
Within their portfolio of climate change adaptation actions AWS and many other water 
companies have committed to reducing domestic demand to help off-set reductions in 
water availability (Environment Agency, 2009a; Defra, 2011; ASC, 2012). The carbon 
cost associated with the treatment and supply process in addition to subsequent use 
within the home (i.e. in heated water-use) could also be reduced with each litre of water 
saved. The ‘love every drop’ campaign launched in 2011 promotes sustainability and 
educates customers about water efficiency, climate change threats, the carbon footprint 
of water and possible domestic water saving measures. The campaign tries to encourage 
domestic customer behavioural change. For example, one fact quoted in the campaign 
material is that a toilet hippo saves 1-2 litres and 41 grams of carbon per flush.  
Ofwat encourages water companies to include forecasts of domestic customers demand 
(including micro-component use) within their WRMPs. Also, to meet their statement of 
reduced domestic demand AWS has recognised the need to better understand water-use 
within homes and how this is influenced by climatic and non-climatic drivers. The 
importance of domestic demand management is also acknowledged by other UK water 
companies (see Table 2.2) and the international research community (Arbués et al., 
2003; Beal et al., 2012; Makki et al., 2011; Stewart, 2011; Cole et al., 2012a) 
3.3 The ‘Golden 100’ 
The ‘Golden 100’ data origins, collection and structure are now discussed. These data 
are situated in their demographic and long-term climate context to assess their wider 
representativeness.  
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3.3.1 Data collection 
The rationale behind the AWS ‘Golden 100’ data collection was to provide a continuous 
dataset to aid leakage detection. When the programme began in 1992 the sample 
comprised 98 households. Telemetry meters and data loggers (Plate 3.1) fitted to eight 
household micro-components (Table 3.1) continuously record the volume of water-use 
by each appliance every 15 minutes. 
 
 
Plate 3.1 - Telemetry meter fitted to basin (left) and data logger (right) 
 
Table 3.1 - Summary of factors in Anglian Water Services ‘Golden 100’ archive 1994-2006 
Micro-components Socio-economic indicators Meteorological measurements Other 
Bath Occupancy rate Minimum temperature (oC) Day of week 
Shower Area (East, Lincoln and Ruthamford) Maximum temperature (oC) Month of year 
Basin Billing type Rainfall (mm) Bank holiday 
WC ACORN classification Sunshine (hours per day)  
Kitchen sink Rateable value   
Washing machine    
Dishwasher    
External tap    
 
Some of the sampled properties were billed as though they were unmetered; others as 
metered households. During the course of data collection billing type and occupancy 
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rates have changed for some households. From 1992 to 2006, two households provided 
no ‘good’ data. Of the 98 remaining households, 58 remained unmetered, only three 
were metered throughout, and 35 changed from unmetered to metered (Atkins, 2007). 
Furthermore, during the course of data collection there has been sample size attrition, 
with the archive declining from 98 households in 1992 to 58 households in 2006. There 
was no water restrictions imposed from 1992-2005. However, in March 2006 the 
Environment Agency and eight south-east water companies coordinated a media 
campaign; ‘Beat the Drought’. The media campaign, fronted by a BBC garden 
presenter, encouraged customers to use water wisely within the home and garden to 
reduce wastage (Ofwat, 2006). This response to the south-east England droughts of 
2006 marked a new approach to drought management within the UK prioritising 
customer cooperation. The ‘Beat the Drought’ website launched in 2006 is still active, 
encouraging and informing customer participation in efficient water-use. 
3.3.2 Previous evaluations of the data 
Previous work by Atkins (2007) on behalf of Anglian Water collated the ‘Golden 100’ 
raw data into a domestic micro-component archive. Atkins (2007) aggregated the 15 
minute readings to daily values for the period January 1994 to December 2006. Data 
from each household water-use appliance was grouped into 8 micro-component 
categories (see Table 3.1). These data were combined with data on occupancy, rateable 
value, billing method, ACORN classification, day of week, month, year and bank 
holiday. In previous analysis on another household metering dataset (SODCON), Atkins 
(2005) divided the AWS region into three concession zones based on the old Water 
Resource Zone delimitations. These were named East, Ruthamford, Lincoln. The 
‘Golden 100’ uses these concession zones and records which concession the data were 
sampled from. The WRZs within each concession zone are outlined in Table 3.2. In 
addition to these household factors, raw meteorological data from the AWS master 
weather database was collated. This database records daily temperature, rainfall and 
sunshine by aggregating data collected from Grantham, Grinsby, Ipswich, Isleham, 
Lincoln, Milton Keynes, Northampton and Norwich weather stations into the three 
AWS concession zones (East, Ruthamford, Lincoln). In previous analysis, Atkins 
(2007) used average values from weather stations within the relevant concession area to 
reduce the influence of missing data and varying numbers of weather stations within a 
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region. In the few cases in which there was gaps in data from all climate stations within 
a concession zone an average value from the other concessions was used. 
Table 3.2 – AWS WRZs in each Concession Zone 
East Ruthamford Lincoln 
Fenland Ruthamford North East Lincolnshire 
Huntingdon Ruthamform South Central Lincolnshire 
North Norfolk Coast  West Lincolnshire 
Norwich and the Broads   
Norfolk Rural   
Cambridgeshire and West Suffolk   
East Suffolk   
South Essex   
Central Essex   
 
Atkins (2007) built upon the Atkins (2005) PCC model to produce a combined micro-
component/PCC predictive model. Maximum Likelihood Estimation was used to adjust 
the daily micro-component model estimates with the Atkins (2005) PCC model. 
Interpretation of the combined volumetric model suggested that metering influences 
micro-component water-use. No relationship between micro-component use and 
concession region, ACORN group or rateable value (RV) was detected. Conversely, the 
previous Atkins (2005) modelling found a significant relationship between PCC and 
RV. It has been suggested that RV is a proxy of income which in turn potentially 
determines ownership of goods (Russac et al., 1991). Therefore, in the Atkins (2005) 
model the majority of RV impact on PCC is thought to be a consequence of appliance 
ownership rather than micro-component behaviour depicted within the Atkins (2007) 
model. However, RV was last updated in 1974 and is now considered to be an out-dated 
and unfair charging mechanism for water companies (Walker, 2009). 
Atkins (2007) found that all micro-components water-use, excluding shower and bath, 
increased with household occupancy. Occupancy was also included as a squared 
variable and indicated that water-use increased with occupancy at a decreasing rate 
suggesting economies of scale for all micro-components excluding shower and bath 
usage. Interestingly, lower occupancy households’ daily external water-use exceeded 
higher occupancy homes. A day of the week cycle was detected in all micro-
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components with peak usage at weekends. Increased consumption on bank holidays was 
found in all micro-components except washing machines.  
Maximum temperature, hours of sunshine and amount of rainfall were linearly related to 
all micro-components apart from external water-use which demonstrated a non-linear 
relationship. Weather related variables had the strongest effect on external water-use. 
External water-use increased with temperature (non-linearly) and sunshine hours. 
Washing machine use increased with sunshine hours but decreased with rainfall. Toilet 
and basin use increased with rainfall. 
Atkins (2007) also modelled summer external water-use (April to September). The 
summer model included antecedent rainfall variables such as 7 day rainfall totals. These 
antecedent variables depicted the long dry weather periods of 1995 and 1996. Atkins 
(2005) PCC model was based on 2002 to 2004 data. The critical summer month analysis 
using the Atkins (2007) model determined that external water-use was driven by long 
antecedent dry conditions rather than high temperatures. Consequently, the PCC model 
was updated to reflect the improved understanding of external water-use. This analysis 
demonstrates the insight that can be gained from micro-component analysis to inform 
knowledge of domestic water-use. Ultimately, this improved understanding will 
enhance water company business plans and management. 
3.3.3 Representativeness of the ‘Golden 100’ data 
These data are now situated in their demographic and long-term climate context to 
assess their wider representativeness. 
3.3.3.1 Household profiles 
As depicted in Figure 3.6 households were sampled from a range of sites across the 
AWS region. Sample sites are biased towards urban areas such as Milton Keynes and 
Colchester. There is also a propensity towards smaller households within the ‘Golden 
100’ base data (Figure 3.7). This is a fair reflection of the estimated average 2.33 person 
household size for the East of England and national average of 2.32 people per 
household (ONS, 2009). Future projections for the East of England suggest a slower 
rate of population increase than number of households leading to an overall reduction in 
average household size. The average household size is projected to decrease to 2.17 
people (ONS, 2009). As Figure 3.8 shows, between 2006 and 2026, single occupancy 
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households are projected to increase by 58%. This is comparable to married-couple 
households which are expected to remain constant. In light of these forecasts, the 
propensity towards smaller households within the ‘Golden 100’ base data may benefit 
efforts to understand single occupancy and married-couple households.  
 
Figure 3.6 - 'Golden 100' sample site locations. Data source: Contains Ordnance Survey 
data © Crown copyright and database 2013 and sample site postcode locations from AWS 
 
 
Figure 3.7 - Sample sizes by occupancy and metering in the 'Golden 100' base data post 
Atkins (2007). Note that the number of households for unmetered and metered can sum to 
more than 98 because billing types may have changed during the collection period. 
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Figure 3.8 - Projected increase in types of household for the East of England from 2006-
2026. Source: ONS, (2009) 
 
Figure 3.7 also reveals a bias in the ‘Golden 100’ data towards households that are not 
billed by meter. There is over twice as many sampled households billed as though they 
are unmetered as those billed by their metered usage. It is likely that this is because the 
original intention of the data collection was for leak detection so unmetered households 
were targeted. Ofwat (2010) calculated 66% metering penetration within the AWS 
region which has the fourth highest of all UK water companies. In light of AWS’s high 
metering penetration and their strategic plan to achieve 100% meter penetration by 
2035, a better understanding of metered customers’ water-use in the longer-term is 
warranted. Arguably the ‘Golden 100’ dataset is hindered in this respect by 
underrepresentation of metered households. It is important to note that the sample size 
shown in Figure 3.7 exceeds the 98 households sampled by the ‘Golden 100’. This 
reflects households changing billing type during the sampling period and therefore a 
single house classes as both a metered and unmetered sample during the whole data 
collection period. The analysis within this thesis is undertaken on daily data so each 
day’s water-use has a record of the billing type on that particular day.  
Previous studies (see chapter 2) have found marked differences in domestic water-use 
both between and within ACORN groups. As highlighted by Table 3.3 and previous 
studies, this heterogeneity is a result of the ACORN classification aggregating 
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households that have different characteristics such as, house type, garden use or white 
goods ownership. Hence these households with the same ACORN class would be 
expected to have different water using behaviours.  
Table 3.3 - ACORN classification as used within the 'Golden 100' 
ACORN classification 1 2 3 4 5 6 
ACORN category A/B/C D/E/F G/H/I/J K/L/M N/O/P/Q U 
ACORN groups 
Wealthy 
Executives 
Prosperous 
Professionals 
Starting 
Out 
Asian 
Communities 
Struggling 
Families 
Unclassified 
Affluent 
Greys 
Educated 
Urbanites 
Secure 
Families 
Post Industrial 
Families 
Burdened 
Singles  
Flourishing 
Families 
Aspiring 
Singles 
Settled 
Suburbia 
Blue-Collar 
Roots 
High-Rise 
Hardship  
  
Prudent 
Pensioners  
Multi-ethnic 
purpose built 
estates 
 
 
Figure 3.9 identifies the overrepresentation of category 6 and category 4 within the 
‘Golden 100’ data relative to the wider population of AWS region. Category 3 is not 
represented at all within the sampled households and therefore no understanding of 
water-use in relation to this category can be established. ONS (2011) stated that in 2009 
17.1% of East of England residents were aged 65 or over, which is slightly higher than 
the England average of 16.4%. Projections suggest that by 2021 this percentage could 
rise to 20.3% compared with the England average of 18.7%. Therefore, it could be 
argued that the ‘Golden 100’ representation of ACORN category 1 is beneficial to 
understanding this demographic, particularly as they are likely to spend more time in 
the home and hence have relatively high domestic water demand. 
 
Figure 3.9 - Percentage of 'Golden 100' and AWS region households within each ACORN 
classification 
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3.3.3.2 Climate conditions 
Figure 3.10 through Figure 3.12 compare the climate during the ‘Golden 100’ 
monitoring period with the 1961 to 1990 long-term climate average for East Anglia to 
determine the representativeness of the study period’s climate. As depicted in Figure 
3.10 maximum monthly temperatures were higher than the long-term mean for the 
majority of years within the study period. Furthermore, there is a trend towards higher 
absolute change in autumn/early winter month maximum temperatures within the latter 
years of the study period. This suggests that there is a bias towards warmer temperatures 
within the study period. Within the context of climate change and increasing 
atmospheric temperatures this bias may provide useful insight.  
Figure 3.11 suggests high inter-annual variability in average monthly sunshine hours. 
There is no clear trend of positive or negative absolute change in sunshine hours from 
the long-term climatological mean. Similarly, Figure 3.12 demonstrates that there is no 
distinct trend of positive of negative trend in monthly rainfall over the study period 
when compared to the long-term mean. 
The ‘Golden 100’ base data spans 1994 to 2006. Within this period there have been 
notable and extensively studied flood and drought episodes of varying lengths and 
magnitude which are discussed briefly below (Marsh and Turton, 1996; Marsh, 2001; 
Marsh, 2004; Marsh, 2007; Marsh et al., 2007; Chappells and Medd, 2008; Dessai and 
Sims, 2010). Consideration is also given to whether these periods were unusual within a 
long term hydro climatological context. 
The 1995 UK drought focussed attention on the sustainability of water resource 
management under climate change. The preceding 20 years of warm dry summers and 
the high summer temperatures of 1995 highlighted that droughts may be a more 
frequent occurrence than historically experienced. Accordingly, following 1995, 
drought focussed water management and long-term sustainability featured more 
prominently on government, researchers’ and water companies’ agendas as previously 
shown in Table 2.1 (Department of the Environment, 1996; Defra, 2011).  
The 1995 hot summer resulted in surface water stress and subsequent low groundwater 
levels for AWS and many other UK regions. Peak demands in summer 1995 forced 
some water companies to impose hosepipe bans to maintain supply. In the most extreme 
cases emergency tankers supplied West Yorkshire customers with water. Public 
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perception of the water companies as profiting organisations resulted in a lack of 
customer compliance with drought measures (Haughton, 1998). The drought also 
exposed distribution system weaknesses and high leakage rates.  
Jones et al. (2006) reconstructed UK River flows using lengthy hydro-meteorological 
records to span 1865 to 2002. This study thus included more extreme events in the 
historical data enabling the contextualisation of river flow over a longer historical 
timespan. Jones et al. (2006) ranked the low river flows of 1995 as within the five most 
extreme mean low flow episodes experienced from 1865-2002 in many catchments. 
However, 1995 did not rank amongst the five most extreme low flows in the River 
Wensum and Ouse. Other summer droughts of the twentieth century, such as 1976, 
feature much more prominently in the reconstructed flows. 
Widespread flooding was experienced across much of the UK in the autumn and winter 
of 2000-2001. Rainfall totals recorded within the South East during September to 
December were double the 1961-1990 average. This period of sustained rainfall led to 
high river flows, groundwater recharge and catchment saturation. In many rivers high 
river flow regimes were redefined. Record groundwater recharge rates were experienced 
across large parts of southern Britain. The anomalous nature of the 2000-2001 wet 
period is confirmed by the reconstructed records of Jones et al. (2006). The high river 
flows of 2000 and 2001 are detected as anomalously high for many including the 
Wensum and Ouse catchments within the full 1865-2002 context.  
Subsequently, the 2003 pan-European heat wave resulted in water resource stress, 
increased leakage rates as a consequence of soil shrinkage and freshwater 
environmental impacts of low flows and higher water temperatures. Nonetheless, the 
2002-2003 winter reservoir and groundwater recharge ensured that the UK experienced 
no major restrictions on water-use during the 2003 spring/summer drought (Marsh, 
2004). 
The final major drought period within the study period was the 2004 to 2006 drought. 
This was caused by preceding dry winter conditions and reduced river and groundwater 
recharge. Thus, it was hydro-meteorologically different to the 1995 and 2003 droughts. 
Arguably, winter drought conditions are more challenging for water resource 
management especially in regions dependent on groundwater. There was widespread 
environmental stress and fish deaths caused by low river flows and reduced pollutant 
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dilution (Marsh et al., 2007). In 2006 eight south-east of England water companies 
imposed water-use restrictions on 13 million customers. Also, the ‘Beat the Drought’ 
campaign was initiated which promoted consumer cooperation to improve efficient 
water-use within the home and garden. Ofwat (2006) noted that domestic customers 
reduced demand by ~10% during the periods of restrictions. This highlighted the need 
for consumer cooperation to restrict water-use and marked an improvement upon the 
1995 approach to drought management which was supply based (Chappells and Medd, 
2008; Dessai and Sims, 2010).  
The significance of these dry and wet periods has been much debated and ultimately 
depends on the period and length of historical data used to benchmark extreme events 
(Marsh and Turton, 1996; Marsh, 2001; Bayliss et al., 2004; Jones et al., 2006; Marsh, 
2004; Marsh, 2007; Marsh et al., 2007). 
The likely regional hydrological expression of climate change is very uncertain. 
Therefore, it is unclear whether the AWS region will experience more variable extremes 
of weather, i.e. drought and flood periods. Unfortunately, it is unlikely that climate-
driven trends in river flows will be detectable within typical water resource 
management planning time frames (Wilby, 2006). With this in mind, improved 
understanding of consumer behaviour is widely encouraged by regulating bodies, 
government, research communities and water companies alike (Defra, 2003). Better 
understanding will aid water company business plans by helping to target water 
efficiency campaigns.  
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Figure 3.10 - Difference in average monthly maximum temperature for the East of England compared with the 1961-1990 mean. Data source: developed 
from Met Office observed data for Lowestoft and Cambridge weather stations
Chapter 3. Data  
63 
 
 
Figure 3.11 - As in Figure 3.10 but for monthly sunshine hours. 
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Figure 3.12 - As in Figure 3.10 but for monthly total rainfall. 
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3.4 Other data 
Additional data used for this research are now introduced including: UKCP09 climate 
projections, Meteorological Office Rainfall and Evaporation Calculation System 
(MORECS) soil moisture deficit gridded estimates and AWS ‘SODCON’ metered 
household data. 
3.4.1 The Meteorological Office Rainfall and Evaporation Calculation 
System (MORECS)  
The Meteorological Office Rainfall and Evaporation Calculation System (MORECS) 
use daily synoptic weather data to estimate soil moisture deficit, evaporation and 
effective precipitation for the UK (Hough and Jones, 1997). The dataset provides 40km 
by 40km gridded average estimates at weekly and monthly scales. 
It is widely recognised that external domestic water-use may be sensitive to soil 
moisture conditions. Therefore, to complement the ‘Golden 100’ meteorological data, 
weekly SMD estimates were obtained separately for MORECS squares covering the 
Anglian Water area (squares 127-131, 138-141 and 150-152). These were combined to 
produce a regional average SMD value for each week in the ‘Golden 100’ base data 
period. The weekly values were linearly interpolated to estimate daily SMD values in 
order to align with the ‘Golden 100’ daily time step. 
3.4.2 Anglian Water Services SODCON data  
AWS ‘Survey of Domestic Consumption’ (SODCON) records the water-use of 1,000 
properties on metered tariffs, and 1,000 billed by rateable value (Edwards and Martin, 
1995). At the time of its launch in 1992, SODCON was the largest survey of household 
water consumption in the UK. It was within these 2000 households that 100 were 
chosen for micro-component sampling to form the base data of this thesis; the ‘Golden 
100’. The ‘SODCON’ and ‘Golden 100’ studies were novel because they surveyed 
customers that were not billed by meter alongside those on a metered tariff. SODCON 
documented household water-use from continuous (15 minute intervals), externally 
fitted, individual household monitors. Data were supplemented by information on 
billing type, ACORN classification, concession region and occupancy rate of 
participating households.  
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From 2010-2012 successive years of dry autumn and winters led to a reduction in 
runoff and widespread depletion in aquifer and groundwater sources across the UK. In 
early April 2012 numerous major reservoirs across England and Wales were at their 
lowest levels on record, including AWS’s Rutland Water (Kendon et al., 2013). Low 
river flows led to widespread depletion in stream networks, decreased water quality and 
environmental stress (Environment Agency, 2012a). On the 5
th
 April 2012 AWS 
alongside other water companies were forced to impose a hosepipe ban. Directly after 
the water restriction was imposed, England and Wales experienced the wettest April to 
July period in ~250 years, shifting concern onto the impact of flooding (Kendon et al., 
2013). AWS’s hosepipe ban was lifted 9 days after its launch. 
SODCON data from 2009 to 2012 was provided by AWS to assess the relative effect of 
climate and the hosepipe ban restriction on reduced household consumption noted in 
April-May 2012. Alongside this, raw meteorological data from the AWS master 
weather database was supplied (daily temperature, rainfall and sunshine).  
Additionally, historical distribution input data was provided for 2006-2012. These data 
document daily distribution input including leakage and water delivered (domestic and 
non-domestic) to the AWS system. These data were supplemented by a record of the 
number of burst mains for the same period.  
3.4.3 UKCP09 projections  
The most recent climate projections for the UK (UKCP09) are provided by the Met 
Office Hadley Centre. UKCP09 explore the uncertainty within climate modelling. The 
projections use, perturbed physics ensembles to explore the range of parameter space; 
multiple climate models to account for model structure uncertainty; and repeat runs to 
account for the natural variability of each climate model (Murphy et al., 2009). There is 
a wealth of information available from the UKCP09 projections which can be presented 
in multiple ways. It is this wealth of information which has presented the main 
challenge for adaptation decision makers (Hall, 2007).  
The ‘cascade’ of uncertainty associated with scenario-led climate impact assessment 
within an adaptation decision-making context is increasingly acknowledged. Due to the 
extensive range of GCMs and RCMs available, decision-makers tend to rely on a small 
subset which does not account for the full range of possible regional climate variability 
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and change. In any case, climate projections are inherently limited by our current 
understanding and ability to represent the earth’s systems. Furthermore, scenario-led 
approaches tend to encourage a ‘predict and provide’ mind-set which strives to provide 
the most certain future projections and then develop an optimal adaptation plan. As a 
consequence, plans are vulnerable to climatic and non-climatic uncertainties.  
In light of these uncertainties, alternative decision-led approaches are emerging such as, 
‘adaptation options appraisal’, ‘scenario neutral’ and ‘decision scaling’ (Prudhomme et 
al., 2012; Wilby and Dessai, 2010; Brown and Wilby, 2012). These approaches aim to 
shift the emphasis onto the system, community or subject of concern and use climate 
projections to inform the analysis. For example, within a water system context, the 
initial step would be to explore the response and vulnerability of the system to a range 
of climatic and non-climatic stresses. Climate change information can guide the range 
of pressures to test, evaluate the likelihood of risks and inform appraisal of potential 
adaptation options. In this way, climate projections inform rather than constrain the 
climate impact assessment (Brown and Wilby, 2012). 
The sensitivity analysis explained within later chapters of this thesis will utilize 
information provided by the UKCP09 projections. A range (informed by the UKCP09 
projections) of temperature, rainfall and sunshine values will be systematically fed 
through the micro-component water-use regression models in a ‘one-at-a-time’ 
approach to explore their sensitivity. 
To investigate the sensitivity of micro-component water-use to combinations of climate 
variables a ‘Representative Climate Futures (RCFs)’ approach will be adopted. 
Research from Australia and the Netherlands has introduced RCFs which provide a 
method of classifying possible future climate based on variables relevant to the 
individual case study. For example, Whetton et al. (2012) develop RCFs based on 
categories of annual temperature and precipitation change such as ‘hotter with little 
rainfall change’. Whetton et al. (2012) assign likelihood to each RCF according to the 
number of GCMs that project that climate future. Within this thesis, the likelihoods 
available from the UKCP09 projections will be used to assign likelihood to RCFs 
developed for the sensitivity analysis. The previously discussed extreme weather events 
within the data collection period and the 2012 drought period provide real-world 
analogies of potential RCFs. The climate records from these periods could be used as 
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base data to construct RCFs. Development of the RCFs is presented in the following 
chapter. 
3.5 Recognised quality concerns 
Atkins (2007) used average values from weather stations within the relevant concession 
area to minimise the influence of missing data and varying numbers of observation 
stations. This may not capture the spatial variation of some climatic variables such as 
rainfall. This ‘smoothing effect’ may also affect the MORECS SMD regional average 
values and limit the representativeness of the spatial variability in soil moistures within 
the AWS region. The soil moisture values of primary interest to the external water-use 
analysis of this thesis are at the scale of household gardens. Soil moisture is dependent 
on interplay of climatic factors, local soil type and vegetation cover. Furthermore, SMD 
can be affected by individual gardening practices. For example, fencing could obstruct 
wind flow or vegetation shade sunlight from soils. Therefore, SMD estimates are 
unlikely to be fully representative of individual gardens. 
Micro-component metering provides a direct measurement of water consumption and 
therefore leakage in the supply distribution system does not affect measured water 
consumption as it does with zonal metering. Micro-component data offer objective, 
quantitative and continuous records of water-use within the home, but are at the 
household scale and can conceal marked variations between individuals in the same 
residence. Thus, they provide limited insight with regard to individual water-users.  
The key disadvantage of micro-component analysis is the cost involved in collecting 
and maintaining the data. Regular monitoring, maintenance and replacement of water 
meters/loggers are essential to avoid errors in the measurements and are costly for water 
companies. Atkins (2007) provided a tentative estimate of set-up and annual operational 
costs of installing continuous household monitors for 1,000 measured and 1,000 
unmeasured customers. They estimated £850,000 - £1,300,000 and £115,000 
respectively. A site visit in 2011 with the Chief Engineer for the ‘Golden 100’ data 
highlighted the deterioration of the meters and loggers in the remaining households. For 
this reason, the period of study for this thesis is limited to 1994-2006.  
The ‘Golden 100’ and other micro-component archive sample sizes (and thus spatial 
and temporal coverage) are ultimately limited by the capital and operating costs of 
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collecting and maintaining data. Furthermore, the daily resolution of the ‘Golden 100’ 
provides a comprehensive record depicting the heterogenic nature of domestic water-
use. Consequently, data are highly variable and subsequent levels of explained variance 
in regression modelling may be low. However, it is because of the complexity of the 
relationships between these variables and household micro-component water-use that 
the noise can overwhelm any underlying patterns of behaviour. Innovation to reduce 
costs would result in more data being collected and better understanding of water using 
behaviours. Also, further research to improve standardisation of micro-component 
surveys and data management practices would allow the pooling of data from different 
areas to increase sample sizes and representativeness. The benefits of this would 
include more sophisticated targeting of demand management measures and less 
uncertainty in the planning and delivery of large supply-side assets, such as reservoirs.  
Ultimately, the reliability of results derived from micro-component data depends on the 
rigour of quality assurance which begins at the point of monitoring in the home. 
Undoubtedly, in any dataset there will be errors, either human or technical. Preliminary 
screening of the data identified some extreme outliers within the data set, for example, 
one rogue entry purported 98,020 litres consumed within a day by a single occupancy 
household. Furthermore, the site visit with the Chief ‘Golden 100’ engineer revealed 
that advice is being given to participants to improve water-use efficiency within their 
homes. Although a commendable level of service, this could be affecting subsequent 
water-use behaviours.  
Sections 3.3.3.1 and 3.3.3.2 highlighted sample bias within the ‘Golden 100’ 
demographic and climatic representativeness of the AWS region. Figure 3.7 reveals a 
bias in the ‘Golden 100’ data towards households that are not billed by meter. Figure 
3.9 identifies the overrepresentation of category 6 and category 4 within the ‘Golden 
100’ data relative to the wider population of AWS region. Category 3 is not represented 
at all within the sampled households and therefore no understanding of water-use in 
relation to this category can be established. As depicted in Figure 3.10 maximum 
monthly temperatures were higher than the long-term climatological mean (1961-1990) 
for the majority of years within the study period, suggesting a bias towards warmer 
temperatures. There was no obvious positive or negative bias in sunshine hours or 
rainfall in relation to the long-term climatological mean. 
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Within the ‘Golden 100’ study the participants’ permission was required. As a result, a 
degree of ‘self-selection’ is inevitably present. For example, excessive water-users are 
unlikely to agree to participate in a study calculating household water consumption. 
Thus, the sample population will probably include a larger percentage of low water-
users. It has also been suggested by other water-use studies and the Atkins (2007) report 
that well educated middle-class people are more likely to participate in studies because 
they understand their purpose and importance (Flack and Greenberg, 1987; McDonald 
et al., 2003; Thames Water, 2006). The propensity of sampled ACORN class category 1 
within the ‘Golden 100’ data supports this. However, as shown in Figure 3.9 there is a 
propensity within the AWS region towards ACORN class 1 and therefore ‘Golden 100’ 
is arguably representative of the AWS region as a whole.  
It has been noted that customers often agree to participate in water-use studies for 
confirmation that they are low water-users and to determine whether their water bills 
would be cheaper if they were metered rather than assessed by rateable value 
(McDonald et al., 2003; Thames Water, 2006). This is reflected in the amount of 
households that changed from unmeasured to measured tariffs within the ‘Golden 100’ 
dataset (Figure 3.7). As a result, the sample population may again be biased towards 
lower water-users. 
The ‘Golden 100’ data is potentially affected by the ‘Hawthorne effect’. For example, 
participants may be more aware of their water-use and thus consumption may be 
suppressed resulting in lower than expected usage. The impact of metering has been 
identified in many studies and could affect analysis and results based on the ‘Golden 
100’ data (e.g. Russac et al., 1991; Ofwat, 1993; Herrington, 1998; Thames Water, 
2006; Walker, 2009). 
A common finding of UK domestic water-use studies is that household water-use 
reflects numerous, time and space dependent factors (Russac et al., 1991; Butler, 1993; 
Fox et al., 2009; Parker and Wilby, 2013; Pullinger et al., 2013). This theme is echoed 
by international research (e.g., Arbués et al., 2003; Mayer and DeOreo, 1999; Gato et 
al., 2007; Praskievicz and Chang, 2009; Makki et al., 2011). Many studies, including 
the ‘Golden 100’, are hampered by biased and small sample sizes, short records, or 
location specific data. It is important to note that the ‘Golden 100’ data were not 
originally collected with household-level, weather-related research in mind. Rather, the 
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data were collected to improve leakage detection. Therefore, the structure of the data is 
not necessarily ‘ideal’ for this type of research as the dataset lacks supplementary 
information on some demographic factors such as age of occupants, size of gardens and 
occupation. Also, the sample size is small which limits the ability to isolate statistically 
significant trends from noise and therefore analyses are only indicative.  
3.6 Chapter Summary 
In summary this chapter has introduced the AWS case study area and ‘Golden 100’ 
micro-component water demand data, its collection and structure. The potential threats 
climate change and increased demand pose to AWS’s stressed water resources were 
discussed. The extreme weather events during the ‘Golden 100’ collection period are 
identified. The UKCP09 climate projections, MORECS gridded estimates and AWS 
‘SODCON’ data were also introduced. Recognised quality concerns, biases, limited 
‘Golden 100’ sample size and the demographic and climatic representativeness of the 
data were presented. The next chapter presents the quality control process used to error 
check and prepare the ‘Golden 100’ data for analyses. In turn, the methodology 
developed to analyse and explore the sensitivity of micro-component water-use to 
climatic and non-climatic variables is presented. This is structured into two key stages, 
exploratory analysis methods followed by the development of data-mining techniques.
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4.1 Introduction  
The purpose of this chapter is to describe the methodology adopted for each stage of the 
analyses. Firstly, the quality control processes used to error check and prepare the 
‘Golden 100’ micro-component data for analyses are explained. Secondly, the 
methodology developed to explore the sensitivity of micro-component water-use to 
climatic and non-climatic variables is presented. This is structured into two key stages, 
exploratory analysis and data-mining methods. The former is used to explore the 
distribution and structure of the data set and inform the choice of data mining methods. 
The latter is used to explore sensitivities of micro-component water-use. Generalised 
multiple linear and logistic regression approaches were applied as diagnostic tools to 
mine the data. The regression modelling extends that of Atkins (2007), by 
implementing Box-Cox data transformation, dummy codes for non-linear explanatory 
variables and logistic regression. The chapter closes with the development of an 
approach to sensitivity analysis of micro-components to representative climate futures 
(RCFs).  
4.1.1 Data preparation 
Figure 4.1 outlines the quality assurance checks and data processing undertaken to 
prepare data for regression modelling. A Matlab quality control algorithm was 
developed to undertake these tasks. Before passing the data through the algorithm the 
first step was to reformat all fields to numerical data, ready for import to Matlab (i.e., 
remove text from the master file). A key justification for using Matlab was that the 
software can handle very large arrays needed for the multivariate analysis. Also, the 
Matlab algorithms ensured consistency throughout data preparation as well as reducing 
the possibility of human error and processing times. 
Figure 4.1 presents the five stages of data preparation implemented by the algorithm 
prior to the regression analysis: 1) gross error checking; 2) dummy coding category 
predictors; 3) data stratification; 4) secondary screening for outliers and 5) data 
transformations. The data processing methodology presented in Figure 4.1 was 
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developed iteratively. Descriptive data analysis and pilot regression tests highlighted 
remaining errors in the dataset and informed refinements to the method. Steps presented 
in Figure 4.1 will be discussed in more detail hereafter.  
Remove MC (relevant to 
filename) outliers 
(e.g. >250l/d)
e ove  (relevant to 
filena e) outliers 
(e.g. 250l/d)
Transform predictors and non-
zero MC to normal distribution
ransfor  predictors and non-
zero  to nor al distribution
Apply generalised multiple 
linear regression
pply generalised ultiple 
linear regression
Evaluate predictive power for 
chosen MC
valuate predictive po er for 
chosen 
Convert MC to ‘0’ and ‘1’onvert  to ‘0’ and ‘1’
Apply generalised logistic 
regression
pply generalised logistic 
regression
All ‘Golden 100’ datall ‘ olden 100’ data
Convert daily household 
consumption to daily PCC and 
MC PHC
onvert daily household 
consu ption to daily  and 
 
Remove 0 PCC and any 
missing PCC and weather 
variables
e ove 0  and any 
issing  and eather 
variables
Remove gross PCC outliers 
(0.05% threshold)
e ove gross  outliers 
(0.05  threshold)
Check day of week and month 
formatting
heck day of eek and onth 
for atting
Duplicate data and assign to 
MC relevant filename. Repeat 
for all MCs.
uplicate data and assign to 
 relevant filena e. epeat 
for all s.
Remove 0 MC (relevant to 
filename) and missing values
e ove 0  (relevant to 
filena e) and issing values
 
Figure 4.1 –Quality assurance and data preparation work flow. PCC is per capita 
consumption. MC is micro-component. PHC is per household consumption. 
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4.1.2 Preliminary quality checks 
First, general tests were undertaken to remove gross errors such as, daily minimum 
temperature exceeding the same day maximum temperature. In these cases, the whole 
row of data (i.e., daily reading for that house) was removed. Daily recordings stating 
zero occupancy rates were removed. Secondly, a PCC variable field was added to the 
data. This was calculated by dividing the daily total household consumption by occupancy. 
Completeness checks were undertaken to determine if there were missing data in any of 
the PCC daily values or meteorological data. Missing daily PCC values imply no 
occupancy. Again, if missing values were present the whole row of data (i.e., daily 
reading for that house) was removed. In total 72,036 out of 501,818 rows of data (14%) 
were removed in this process. This was important because subsequent multi-variable 
analysis depended on data being present for all fields. 
4.1.3 Removal of extreme outliers 
Further inspection of the data revealed some extreme anomalous total household 
consumption values. For example, one household recorded a PCC daily value of 99,302 
litres. Commonly, an outlier is thought of as a point that deviates substantially from the 
main mass of data (Barnett and Lewis, 1994). Causes of outliers within the ‘Golden 
100’ archive could be human error during data input and formatting, equipment faults 
or leakages. 
Outlier removal is an important step because these values can skew, mask or dampen 
the trends of interest. Thus, this would hinder the ability to discern water-use signals in 
subsequent analysis. It is worth bearing in mind that future applications could consider 
using outlier detection to depict and explore extreme water-uses or to highlight values 
for further investigation. For example, outlier detection is commonly used in credit card 
fraud analysis (Singh and Upadhyaya, 2012).  
There are many statistical and graphical methods that strive to objectively identify 
outliers in a data set such as standard deviation, z-scores and box-plot analysis. 
Unfortunately, most outlier detection methods are based on the deviation or distance 
from the mean and standard deviation. These measures of central tendency assume a 
normal distribution and are themselves sensitive to outliers (Lu et al., 2003). 
Replacement of the mean with median measures in many methods provides a more 
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robust measure for the mean (less sensitive to outliers). For example, median and 
interquartile deviation approaches are commonly used. Median interquartile deviation 
can be applied graphically as box-plots to visualise outliers. Alternatively, it can be 
used to determine thresholds of exclusion (e.g. 25
th
 and 75
th
 percentiles).  
In the context of water demand management it is often the extremes of consumption as 
well as the average that are of interest. It is feasible for individual days to have a 
consumption volume that deviates largely from the mean. For example, hosepipes can 
use ~1000 litres per hour (AWS, 2013). Water companies must be able to meet supply 
during these critical and peak water demand periods. It is difficult to determine at which 
point the deviation from the mean classes as an error driven outlier rather than 
representing an extreme of water-use. Therefore some data points may hold important 
information about ‘unusual’ water-use and be misinterpreted as outliers.  
With all this in mind, a cautious screening method was developed that consistently 
identified extreme outliers within the ‘Golden 100’ data. A univariate quantile approach 
was applied to the PCC data rather than a more complicated multivariate algorithm. The 
more transparent univariate approach allowed expert judgment (members of AWS and 
UKWIR, 2012b) to inform the methodology (i.e. thresholds of exclusion). Furthermore, 
visual inspection of the outliers could be undertaken as a post-processing check. 
Preliminary tests revealed that applying the commonly used interquartile range 
thresholds to the ‘Golden 100’ would eliminate a large number of data points (i.e. 
181,570 daily readings or 50.9% of the data). Also, close inspection of these rejected 
values revealed conceivable water-use volumes based on documented PCC figures from 
various other metering studies (Kowalski and Marshallsay, 2005; Environment Agency, 
2009a). Therefore, to determine an appropriate threshold of exclusion a sensitivity 
analysis was undertaken. First, a histogram was produced for the whole PCC 
distribution regardless of micro-component. This informed the sensitivity tests in which 
iterations of various thresholds were trialled. Descriptive statistics of the various 
threshold tests were analysed. From these a threshold that maintained the range of 
variation within the data but also consistently screened for outliers was determined (the 
0.05% quantile). This threshold was applied to the minimum and maximum tails of the 
data.  
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Like many other outlier detection techniques, this approach assumed a normal 
distribution. To address this limitation, all outliers were exported and manually checked 
using expert judgement of water industry contacts and the UKWIR (2012b) team to 
ensure that they were legitimate outliers rather than extremes of water-use. Exported 
outliers had to meet two criteria to be classed as legitimate outliers. These were when: 
- Daily PCC value exceeded 2000 litres/day (with less than 1000 litres/day 
contribution from external water-use). 
- Daily PCC was the result of water-use related to a single micro-component (all 
others recorded no usage). 
These criteria were informed by consultation with AWS and a site visit with a Golden 
100 engineer that outlined what constitutes a suspect meter reading and possible 
leakage. 
4.2 Exploratory data analysis 
It is common practise within multivariate studies and existing domestic water-use 
studies to employ descriptive statistics and graphs to explore the shape, characteristics 
and data fields of a dataset. For example, Russac et al. (1991) presented descriptive 
statistics of household and PCC water-use to gain more detailed insight into domestic 
water-use in relation to type of property, household size and age. Other studies use 
descriptive statistics alongside data mining techniques and forecasting methods. For 
example, Willis et al. (2011) examined the standard deviation and mean of the Gold 
Coast Residential End Use Study data before undertaking cluster analysis. 
Descriptive statistics and techniques were employed to explore the distribution of 
micro-component water-use within the Golden 100 data. The aim of these analyses was 
to improve understanding of the data and inform subsequent choice of data mining 
methods. The exploratory analysis had the added benefit of further error screening. An 
important lesson learnt during exploratory analysis and handling of metered information 
was that there is no substitution for careful inspection of raw data during error 
checking, preparation and analysis. 
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4.2.1 Descriptive statistics 
Statistical measures of central tendency and variability were applied to the micro-
component daily water-use data. A bespoke Matlab algorithm returned each micro-
components sample size, mean, median, maximum, minimum and standard error of the 
mean. The percentage contribution of each micro-component to the household total 
daily water consumption was also calculated. Following Beal et al. (2012) this 
characterised the uncertainties and variation in the demand data. It became evident that 
daily micro-component values recording zero litres of water-use influenced these 
measures. Because days recording zero total household demand were removed in the 
‘Preliminary quality checks’ (refer to section 4.1.2) these zero values represent days in 
which households have used water but chosen not to use that micro-component. These 
days will be referred to as ‘non-usage’ days hereafter. Descriptive statistics were 
undertaken on the data including and excluding non-usage days (see Table 4.1).  
Table 4.1 – Relevant 'Golden 100' descriptive statistics. l/H is litres per household. 
 
Including non-usage days Excluding non-usage days 
Mean % of daily 
total l/H 
Mean 
(l/H) 
Median 
(l/H) 
SE (l/H) Max (l/H) 
Min 
(l/H) 
Mean 
(l/H) 
Median 
(l/H)  
SE (l/H) 
Min 
(l/H) 
Basin 18 138 27 8.42 262117 0 147 29 8.68 0.1 
Bath 12 97 0 13.13 847528 0 219 68 19.77 0.5 
Dishwasher 3 24 0 2.09 131072 0 66 24 3.47 0.5 
External 4 32 0 1.40 33236 0 136 22 2.85 0.5 
Kitchen sink 16 126 43 6.30 153919 0 132 45 6.45 0.5 
Shower 10 81 11 5.30 261950 0 153 51 7.28 0.5 
WC 24 185 106 6.02 196270 0 204 114 6.32 0.3 
Washing machine 13 101 40 3.79 131479 0 180 88 5.05 0.5 
 
4.2.2 Distributions 
Further analysis was undertaken to explore the data distributions at two levels: 
individual micro-components and Environment Agency micro-component groupings 
for AMP5 (UKWIR, 2012a). An automated ‘Matlab’ code was developed that provided 
histograms of daily household water-use for each micro-component/Environment 
Agency grouping. These histograms highlighted the marked differences in domestic 
water-use between and within individual micro-components. The different water-uses 
associated with individual micro-components are also noted in existing literature 
(Chapter 2). Furthermore, the distribution analysis illustrated that no single statistical 
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model is applicable to all micro-components due to the different associated behaviours. 
For example, an individual tends to use the kitchen sink each day whereas behaviours 
associated with the bath are very different as shown by Figure 4.2. In the latter case, the 
decision about whether to wash (using a bath, shower or basin) is separate from the 
amount of water used. 
 
Figure 4.2 - Distribution of daily kitchen sink (left) and daily bath (right) usage in 
unmetered two person households within the East region including non-usage 
 
4.3 Data-mining methods 
Data-mining methods are widely used to discern signals from data with high spatial and 
temporal variability. Methods such as regression, neural networks and cluster analysis 
have been used in previous household metering studies to explore patterns of household 
and micro-component water-use (Kowalski and Marshallsay, 2005; Willis et al., 2011; 
Pullinger et al., 2013). There are a range of these techniques that can be applied to 
multivariate data similar to the ‘Golden 100’ to discern climatic and non-climatic 
signals, these are summarised in Table 4.2. Detailed discussion of previous applications 
of these techniques to metered water-use data was provided in Chapter 2. 
All approaches outlined in Table 4.2 have different advantages and disadvantages for 
micro-component analysis. Agent based models evolve and are capable of modelling 
emergent behaviours. In the right application this could offer insight into changing 
attitudes and water-use practices. However, accurate models capable of predicting 
emergent attitudes must be trained on detailed information of the numerous drivers of 
behaviour. Although the ‘Golden 100’ provides a vast record of water-use factors, it 
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does not provide detailed profiles of the individual water-users attitudes and 
characteristics that contribute to their water-use practices (e.g. their habits, age or 
environmental awareness). 
Alternatively, artificial neural networks provide a modelling approach that can 
incorporate non-linear predictor-predictand relationships (Willis et al., 2011). However, 
the non-linear behaviour means that they are prone to over-fitting. Also, neural 
networks are a black-box approach so limit user understanding and interaction with the 
model. 
Complex techniques such as agent based models and neural networks may imply more 
forecasting accuracy than is capable from the current ‘Golden 100’ data. The highly 
variable nature of water-use driven by multiple factors means that explained variances 
of models tend to be low.  The aim of this research was to explore the sensitivities of 
micro-component water-use and aid understanding of water-use practices rather than as 
a predictive tool. With this in mind, cluster analysis, principal components, expert 
systems and regression techniques offered possible techniques to explore the patterns 
and sensitivities of micro-component water-use.  
Pullinger et al. (2013) applied cluster analysis to a large survey dataset to investigate 
practices, habits and routines of water-use within the home. Cluster analysis could have 
been used to investigate similarities of water consumption associated with micro-
components or variables in the ‘Golden 100’ dataset. For example, if there were 
similarities in washing machine, shower or bath uses (which imply laundry and 
personal washing practices) in response to high temperatures this might suggest 
common attitudes towards cleanliness or comfort related to hot weather. However, 
varying methods used to define clusters yield different results. Furthermore, hierarchal 
cluster analysis is highly dependent on the choice of the first combination of cases. 
Non-hierarchical clustering relies on a predefined number of clusters. The number of 
clusters defined must be manageable but also fully represent the variability of water-
use. As such, it can become a subjective choice. Expert systems could be applied to 
micro-component data to explore thresholds or tipping points of water-use. However, 
this is not a widely recognised method within the water industry limiting their ability to 
engage with this research.  
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Regression was chosen because this is a transparent approach allowing the user to 
engage and interact with the models and data. Therefore, this could provide more 
insight into outliers or correlations between variables allowing better refinement of 
models in an iterative manner. Furthermore, better engagement with the modelling 
process aids understanding of the data. Another benefit of regression analysis was that it 
is widely used within the water industry making this study more accessible to 
researchers and industry members alike.  
A generic regression model structure was favoured over a stepwise regression approach 
for two reasons. First, the model that has the best fit is not necessarily conducive with 
the aim of this research which is to explore micro-component water-use sensitivities. 
The inclusion of all predictors across the micro-component models allowed for relative 
comparison of water-use sensitivities to variables across all micro-components. 
Furthermore, many behavioural studies argue that multi-variate analysis should include 
all available explanatory variables. In this way, they strive to explain as much variance 
as possible (Cohen, 1968). Second, determining correct stopping points to prevent over-
fitting whilst avoiding the loss of relevant data is problematic. Although piecewise 
regression has the ability to fit to non-stationary relationships it was not favoured as, 
again, it is prone to over-fitting. Stopping rules in both stepwise and piecewise 
regression can become subjective and varying stopping rules yield differing results. 
As discussed previously, the exploratory methods explained in section 4.2 identified 
that no single statistical model is applicable to all micro-components due to the 
different associated behaviours. Therefore a two-step modelling process was developed 
to capture this differentiation. First, the frequency of usage days and non-usage days of 
the fixture was analysed in relation to factors such as weather, bank holiday or day of 
the week using a logistic regression model. In other words, logistic regression was used 
to explore how a households’ decision to use a micro-component is related to factors 
such as day of the week. Second, all non-zero daily micro-component usage volumes 
(days when a household has chosen to use that micro-component) were fit to predictors 
such as daily weather, bank holiday flag and day of the week using multiple linear 
regression. To ensure consistency across the micro-components a generalised multiple 
regression approach was fit to all predictors assuming either a linear or logistic 
relationship.  
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This approach builds on earlier studies. For example, the analysis expands the model 
design of Atkins (2005, 2007) by using dummy coding of non-linear variables (see 
section 4.3.2). In this way, an improved understanding of domestic water-use 
behaviours will be gained and a methodology which suits the micro-component 
application developed. As demonstrated by Table 4.2 all methods have their advantages 
and disadvantages for any application, including this one. Therefore, steps have been 
taken in the model building stage to address key caveats of the chosen approaches. 
These safeguards are discussed below. 
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Table 4.2 - Data mining methods and their suitability for the 'Golden 100' analysis 
Data mining Method Brief description of method Advantages for this application Disadvantages for this application 
Example 
references 
Transfer function 
(Determine 
statistical 
relationships 
between predictors 
and predictands). 
Multiple linear 
regression 
Single dependent variable, 
multiple predictor variables. 
Linear regression equation. 
 Ability to model multiple predictors. 
 Can produce standardised predictor 
combinations for all MC models. 
 Can access coefficient weightings to 
assess sensitivity of predictand to 
individual predictors. 
 Assumes linearity of relationships. 
 Assumes normality of residuals. 
 Assumes stationarity of relationships. 
 Assumes independence of predictors 
(predictors contribute additively). 
 Sensitive to co-linearity and autocorrelation. 
 Sensitive to outliers because tries to find least 
error function. 
 Limited ability to model extreme values. 
Billings and 
Agthe (1998) 
Stepwise 
regression 
Single dependent variable, 
multiple predictor variables. 
Regression is repeated until 
no additional variance can be 
achieved. Predictors are 
added (forward selection) or 
removed (backward 
elimination) one at a time.  
 Identifies the variables that explain the 
most variance in the predictand hence 
provides information about relative 
sensitivities of MC water-use. 
 Each MC model could have different 
combinations of predictors which limits 
comparison between models. 
 Difficult to determine correct stopping point to 
prevent over-fitting and losing relevant data. 
 Not necessarily any agreement between 
variable selection and the application or 
scientific aim. 
Goodchild 
(2003) 
Atkins (2005) 
Piecewise 
regression 
Predictor variables are 
separated into intervals and a 
separate linear regression is 
fit to each interval. 
 Ability to fit to non-stationary predictor-
predictand relationships. 
 Can identify critical thresholds in 
behaviour. 
 Difficult to determine an objective method of 
breakpoint selection and stopping rule. 
 Prone to over-fitting. 
Cheng et al. 
(2011) 
Multiple 
logistic or logit 
regression 
Binary dependent variable, 
multiple predictor variables. 
Non-linear regression 
equation. Provides 
probability estimates 
between 0 and 1. 
 Ability to investigate the probability of 
MC use versus no-use in relation to 
multiple predictors. 
 Assumes normality of residuals. 
 Assumes stationarity of relationships. 
 Predictors contribute additively (no 
interactions). Sensitive to autocorrelation and 
co-linearity. 
 Sensitive to outliers in predictors because tries 
to find least error function. 
UKWIR 
(2012b) 
Kowalski and 
Marshallay, 
(2005) 
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Generalized 
linear model 
(GLM) 
Single dependent variable, 
multiple predictor variables. 
Allows the user to include a 
link function that can 
transform between the linear 
predictors and the linear or 
non-linear response. 
 Ability to fit to distribution of the 
response (linear or otherwise). 
 Assumes normality of residuals. 
 Assumes stationarity of relationships. 
Chandler 
(2005) 
Artificial 
Intelligence/knowl
edge based 
systems. 
Expert systems 
(based on many 
types of logic. 
e.g. fuzzy logic, 
probabilistic 
logic etc.) 
Knowledge base contains a 
series of threshold based 
rules derived from human 
experts or inductive 
algorithm. 
 Not bound by formal data constraints of 
linearity, normality and stationarity. 
 Can obtain sensitivities of predictor-
predictand relationships. 
 Can handle non-linear relationships. 
 Can identify critical thresholds in 
behaviour. 
 Complex. 
 Model training is data intensive. 
Wedgebrow et 
al. (2005) 
Artificial 
Neural 
Networks 
(ANNs) 
A network of interconnected 
neurons/nodes. Each node 
computes an output, based on 
the weighted sum of all its 
inputs according to an 
activation function 
(logistic sigmoid, linear, 
threshold, Gaussian or 
hyperbolic tangent). 
 Not bound by formal data constraints of 
linearity, normality and stationarity. 
 Optimised to minimize their global error 
thus models either low or high values 
well, not both. 
 Can handle non-linear relationships. 
 Complex. 
 Model training is data intensive. 
 Black-box approach limits users understanding 
of processes and sensitivities of predictor-
predictand relationships. 
 Prone to over-fitting. 
 Lack of full access to data relating to water-
use behaviour, such as age of participants, jobs 
etc. to train a robust neural network model. 
Willis et al. 
(2011) 
Agent-based Agent-based 
Simulates simultaneous 
operations and interactions of 
multiple independent agents. 
Models using decision-
making heuristics and rules. 
 Does not assume stationarity of 
relationships. 
 Can model emerging trends as agents 
have the ability to learn and evolve. 
 Lack of full access to data relating to water-
use behaviour, such as age of participants, jobs 
etc. to train a robust neural network model. 
 Computation, data and time intensive. 
Downing et 
al. (2003) 
Pattern analysis 
Cluster analysis 
Groups data into distinct 
clusters. The data within a 
cluster is more similar than it 
is to data in other clusters. 
 Not bound by formal data constraints of 
linearity, normality and stationarity. 
 Different data variables and criterion for 
creating clusters yield different results. 
 Often the order of data variables will affect 
clustering. 
Pullinger et al. 
(2013) 
Medd and 
Shove (2005b) 
Principal 
Components 
Analysis 
Factor analysis that 
determines the principal 
direction in which the data 
varies. 
 Determines the principal components 
that account for the most variability in 
the data. 
 Complex. 
 Model training is data intensive. 
 Computation, data and time intensive. 
 Not traditionally used in the water industry. 
Wilks (1995) 
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4.3.1 Stratification 
As illustrated by Chapter 2, water-use behaviours reflect the interplay of many factors. 
The value of the ‘Golden 100’ dataset is that it provides a large archive of information. 
However, it is because of the complexity of the relationships between these variables 
and household micro-component water-use that the noise can overwhelm any 
underlying patterns of behaviour. Stratification can address known seasonal variations 
in consumption. For example, Kowalski and Marshallsay (2005) produced peak-
summer and off-peak subsets of data. Gato et al. (2007) built separate models for base 
use and seasonal use. In a similar way, stratification was adopted to produce more 
homogenous subsets of the Golden 100 data as shown in. Stratifying in this way helps 
regression models explain more variance in the subsets (Wilks, 1995). 
As Figure 4.3 demonstrates, ‘noise’ in the data can be reduced by stratifying to more 
homogenous sub-populations. For example, discerning a temperature signal from all the 
data is unlikely (plot ‘a’ Figure 4.3). However, plot ‘c’ in Figure 4.3 shows that by 
investigating one micro-component and the associated water-use of a stratified dataset, 
relationships begin to emerge: in this case greater shower usage with increasing 
maximum daily temperature up to about 20 °C. Beyond this temperature shower use 
even begins to decline, perhaps reflecting water saving campaigns in the media.  
The merit of the ‘Golden 100’ dataset is that it has many factors for deconstructing data 
(such as bank holiday, day of the week, season and occupancy rate). However, as the 
data is stratified into sub-groups the sample size decreases with consequences for the 
confidence in coefficient values. Ultimately a balance must be reached to reduce ‘noise’ 
by stratification but maintain a statistically robust sample size. Therefore, various 
stratification designs were trialled and sample sizes recorded. Again, a Matlab 
algorithm was used to automate this process.  
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Figure 4.3 - An illustration of the benefit of stratifying data to identify household water-use behaviours: a) all household PCC data versus daily maximum 
temperature; b) same data by unmetered household subset (left); unmetered, two person household subset (middle); unmetered, two person household, East 
region subset (right); c) unmetered, two person household, East region, shower micro-component. T-bars are standard error of the mean 
b) 
c) 
a) 
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Figure 4.4 demonstrates the sample size decreasing as the data are stratified by various 
factors. However, these do not provide detail of the sample size for each field within the 
model (i.e. number of data points for basin use on Mondays). For example, initial 
analysis of external water-use in unmetered, two person households in East region 
identified relatively large weights attached to outdoor water-use in February and March. 
This was unexpected and hard to explain. Inspection of the raw data revealed that the 
sample of non-zero values was very small (N < 10) so there was large uncertainty in the 
regression coefficients during these months. Therefore, to increase the predictor 
variable sample sizes, data were aggregated across all three regions. Accordingly, the 
stratification tests shown in Figure 4.4 were accompanied by preliminary multiple linear 
regression analysis on stratified samples of the data to help determine an appropriate 
stratification design. 
From these tests it was determined that billing type and micro-component type could be 
used to deconstruct the data. At this stage a secondary set of completeness checks were 
undertaken to determine if there were missing data in any of the micro-component total 
daily consumption values. As explained in section 4.1.2, if missing total household 
consumption values were present the whole row of data (i.e., daily reading for that 
house) was removed. Again, this was important because subsequent multi-variable 
analysis depended on data being present for all fields. 
 
Figure 4.4 -Sampled number of households for data once stratified by metering type and 
then occupancy (left) or Acorn class (right). Note that the number of households for fields 
can sum to more than 98 because billing types may have changed during the study period. 
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4.3.2 Dummy coding of category variables 
Previous studies report diurnal variations in water-use practices (Gato et al., 2007; 
Carragher et al., 2012; Cole et al., 2012a). It is reasonable to assume that there is a 
difference between weekend and mid-week days so these should be grouped separately 
as in Kowalski and Marshallsay (2005) and Butler (1993). However, because each day 
has different water-use behaviour, days of the week should be treated separately as in 
Atkins (2005, 2007). Failure to disaggregate the influence of day of the week could 
mask important variations in water-use.  
For example, Figure 4.5 shows daily variations in washing machine usage for 
unmetered, two person households in East concession region. In general, water-use 
declines mid-week relative to the weekend. The error bars represent the variance of the 
mean on a given day and show the extent to which other factors (such as weather) affect 
the daily water-use. The weekly cycle of water-use is strong regardless of the influence 
of other factors (error bars).  
Another common finding of previous studies is the influence of months or seasons on 
domestic water consumption (Downing et al. 2003; Kowalski and Marshallsay, 2005; 
UKWIR, 2012b). Preliminary analysis of the ‘Golden 100’ confirmed that there can be 
unequal loadings for each month of the year. For example, Figure 4.6 demonstrates that 
as expected, water-use is most heavily weighted in summer months when the garden is 
in bloom and the weather is on average drier and warmer. The large coefficient 
weighting in February is less intuitive. Closer inspection of the data revealed no suspect 
data and that sample sizes are greater than 1000 daily values for each month. Pullinger 
et al. (2013) found that 55% of participants with some form of outdoor space tidy up 
their garden in preparation for spring and summer months. These activities include 
cleaning outside windows, conservatories or greenhouses (36%), planting (19%), 
hose/pressure washing walls, patios or driveways (10%) and washing outdoor furniture 
(3-7%). This may go some way to explaining the increased usage in February.  
Economies of scale related to occupancy rate are widely recognised by water managers. 
In other words, micro-component use and PCC depend on household size as there are 
potential water savings from shared appliance use in multiple occupancy households. 
However, positivist researchers argue that the over reliance of PCC as a unit of measure 
limits our understanding of the heterogeneity of water-use within the home (Medd and 
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Shove, 2005a; 2005b; Browne et al., 2013). Moreover, Russac et al. (1991), Edwards 
and Martin (1995) and many others have noted that domestic water-use varies between 
ACORN categories. Therefore, to reveal variations in water-use related to individual 
occupancy and ACORN classes each category should be treated as separate variables 
within regression modelling. Moreover, variable coding should allow their non-linear 
relationship with water-use to be investigated. 
 
Figure 4.5 – Weekly cycle in household mean washing machine water-use in unmetered 
two person households in East region (number of daily readings=4601). Error bars show 
variance of the mean. 
 
 
Figure 4.6 - Multiple linear regression model coefficients for external water-use in 
unmetered two person households in East region. Coefficient weightings are based on 
transformed predictor variables and are all calculated relative to December. 
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With all of these factors in mind, the day of the week, month of the year, occupancy and 
ACORN category were treated as separate variables. Previous ‘Golden 100’ regression 
analysis coded day of the week and month using a linear scale (Atkins, 2005, 2007). 
However, linear coding results in unequal weighting of variables. Therefore, dummy 
variables were used to ensure equal weighting across these variables (see Table 4.3) 
(Cohen, 1968; Wilks, 1995). This format was applied to day of the week, month of the 
year, occupancy rate and ACORN classification. 
Table 4.3 - Dummy coding design for category variables (day of the week) 
Day of week 
Atkins 
(2005) (2007) 
Parker 
(2013) 
Sunday 1 0 0 0 0 0 0 
Monday 2 1 0 0 0 0 0 
Tuesday 3 0 1 0 0 0 0 
Wednesday 4 0 0 1 0 0 0 
Thursday 5 0 0 0 1 0 0 
Friday 6 0 0 0 0 1 0 
Saturday 7 0 0 0 0 0 1 
 
4.3.3 Secondary screening for outliers 
Once data were stratified into sub-populations at the micro-component and metering 
level a secondary screening process was undertaken to further remove outliers. The 
removal of extreme PCC outliers, explained in section 4.1.3, was a cautious but 
effective preliminary sift of the data. However, it is widely acknowledged that outliers 
can be ‘masked’ or ‘swamped’ in large multivariate datasets. Masking occurs when the 
outliers skew the mean and in turn their distance from the mean becomes too small to 
be classed as outliers. ‘Swamping’ occurs when the outliers pulls the mean away from 
the non-outlying points causing non-outliers to be misinterpreted as outliers. The 
stratification process disaggregated the data into smaller, more homogenous subsets 
allowing a consistent approach to be applied at the micro-component level to further 
screen for outliers. This incremental ‘sieving’ approach ensures transparency and user 
control over the process.  
Secondary screening was performed on the micro-component daily totals (excluding 
external usage). This was a soft coded step within a Matlab algorithm that removed all 
rows of data (daily readings) whenever a micro-component value was above a user 
defined threshold. In this way, the threshold for exclusion could be adjusted to suit the 
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analysis if needed. Sensitivity tests were undertaken to determine the threshold for 
exclusion, as described below. 
4.3.3.1 Threshold of exclusion tests 
Sensitivity tests were undertaken on the subsets of data to determine a threshold that 
maintained the range of variation within the micro-component data but also consistently 
screened for outliers. Incremental thresholds were applied to the subsets of data using 
the Matlab code outlined in 4.3.1Section 4.1.3. The descriptive statistical analysis and 
Matlab algorithms outlined in section 4.2.1 and 4.2.2 were then used to assess each 
threshold. Alongside these tests expert advice was obtained from AWS and some 
UKWIR (2012b) project members. All of this analysis was considered and informed the 
selection of a household 250 litre per day secondary screening threshold. This threshold 
of exclusion was applied to all micro-component subsets excluding external water-use 
which could feasibly exceed 250 litres per day. As an example, this secondary 
screening removed suspect values such as 131,218 litres bath usage for a three person 
household. Approximately 18% of the daily values were removed by this process. The 
number of daily data points that remained is presented in Table 4.4. The standard errors 
of each stratified sample (see Table 4.4) were greatly reduced by the stratification and 
secondary screening processes compared to those in Table 4.1. Figure 4.7 demonstrates 
the sensitivity of the micro-component models to different thresholds of exclusion. 
Atkins (2007) used a 1000 litre per day threshold of exclusion. The general effect is that 
inclusion of larger (outlier) values exaggerates the apparent relationship with each 
predictor variable. 
Table 4.4 - Descriptive statistics of Golden 100 data. These data have been stratified by 
metering type and micro-component before a secondary screening threshold of 250 litres 
per day per household was applied to remove outliers (to all internal household micro-
components).  
 Metered Unmetered 
 
Mean % of 
daily total l/H 
Mean 
(l/H) 
Median 
(l/H) 
SE 
(l/H) 
n Mean % of 
daily total l/H 
Mean 
(l/H) 
Median 
(l/H) 
SE 
(l/H) 
n 
Basin 11 24 17 0.09 81976 10 34 27 0.07 166298 
Bath 10 62 55 0.19 29419 15 89 83 0.14 95589 
Dishwasher 4 26 23 0.09 17205 2 27 25 0.05 23684 
Kitchen sink 17 38 32 0.10 85114 16 53 46 0.09 173665 
Shower 7 46 31 0.16 22750 7 51 40 0.12 66496 
WC 36 84 78 0.17 80323 34 116 113 0.14 167485 
Washing machine 15 85 78 0.17 33266 16 101 88 0.13 89555 
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Figure 4.7 - Multiple linear regression pilot test results for basin use in unmetered 
households demonstrating the sensitivity of model coefficients to the choice of threshold 
for outlier exclusion. 
 
4.3.3.2 External water-use threshold of exclusion tests 
In preliminary analysis a secondary screening threshold of 250 litres per day was 
applied to all micro-components including external water-use. Inspection of the 
distribution of external water consumption revealed that this threshold was too stringent 
and a large amount of information about higher users was lost (see Table 4.5 and Figure 
4.8). External water-use can have high daily consumption values. Therefore a separate 
screening threshold was determined. This was selected based on a sensitivity test of 
various thresholds. The descriptive statistics and distributions of external water-use data 
were calculated for each threshold. From these and consultation with AWS an external 
water-use secondary screening threshold of 1000 litres per day was determined. Figure 
4.9 demonstrates the sensitivity of the multiple linear regression models to the 
secondary screening thresholds applied to external water-use data. Inclusion of 
information on larger external water-users (less than 1000 litres per day) reveals that 
external water-use is more sensitive to climate than suggested by the model based on 
data screened at a 250 litre per day. 
Table 4.5-External water-use threshold of outlier exclusion tests 
 Metered Unmetered 
 <1000 litres per day <250 litres per day <1000 litres per day <250 litres per day 
No. of daily values 15432 14530 31071 29250 
Rº 0.13 0.14 0.14 0.14 
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Figure 4.8 - Household external water-use above 250 litres per day for all households  
 
Figure 4.9 – Threshold of exclusion tests on multiple linear regression model of external 
water-use in metered (left) and unmetered (right) households.  
 
4.3.4 Data transformation 
Linear regression analysis assumes normality of the model residuals. Preliminary tests 
confirmed that transforming predictor and predictand fields to a normal distribution 
prior to regression analysis strengthened the models’ fit. Consequently, an algorithm 
was developed to test stratified data for normality and then, if not normally distributed, 
applied a transformation. The Kolmogorov-Smirnov normality test and Box-Cox 
transformation were used as required. Box-Cox was chosen as this transforms variables 
depending on their individual distribution rather than applying a generic transformation 
to all distributions (Wilks, 1995).  
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Figure 4.10 shows an example in which the deviation of residuals from normality is 
dramatically reduced by the Box-Cox transformation. Even so, the post-transformation 
plots show that some skewness remains and that the residuals deviate from normality at 
the tails of the distribution.  
 
Figure 4.10 - Normal probability plots of multiple linear regression model residuals for 
unmetered household kitchen sink (top) and basin (bottom); with no transformation 
applied (left), with transformation applied (right). The x axes refer to the ranked 
residuals. 
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4.4 Model diagnostics  
There are many quantitative and qualitative tests to evaluate multiple linear regression 
models such as the stationarity and independence of the residuals or the accuracy of 
model forecasts. It is widely acknowledged that evaluation tests should not be blindly 
applied; rather appropriate tests should be selected in a ‘fit for purpose’ manner. Neither 
should there be an over reliance on individual measures of model performance or fit 
(Dawson and Wilby, 2001). Additionally, mathematical evaluation statistics such as 
Mean Square Error (MSE) cannot be blindly interpreted as they may be incorrect if the 
assumptions of residual stationarity and independence are not satisfied. For example, a 
model could consistently overestimate the observed data values but have a high level of 
explained variance (R²) (Legates and McCabe, 1999).  
With all this in mind, goodness of fit error measures (such as R²) and absolute error 
measures (RMSE) were used in combination to evaluate the linear regression models’ 
performance (Legates and McCabe, 1999). For both the logistic and regression models 
the underlying assumptions of independence of predictors and stationarity, 
independence and normality of residuals were also tested. Alongside these, cross 
validation analysis was undertaken using subsets of the data to test for the stationarity 
of the regression model coefficients. Model evaluation relied heavily on graphical 
measures as they reveal more about the distribution of the models’ strengths and 
weaknesses. 
4.4.1 Goodness of fit measures 
The Root Mean Square Error (RMSE) and R² are widely used to assess the agreement 
between the regression line and data. RMSE indicates the variance of the observed 
water-use values about the regression line. A small RMSE suggests less scatter of 
residuals therefore, a smaller RSME implies more accurate prediction capabilities of the 
model compared to larger RSMEs. The coefficient of determination (R
2
) indicates the 
proportion of the dependent variables’ variance explained by the independent variables 
in the model. It calculates the proportion of the total sum of squares explained by the 
model. An R
2 value of 1 indicates that 100% of the dependent variables’ variance is 
explained by the independent predictors.  
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Another commonly used measure of the goodness of fit is the F statistic. This was not 
used in this application because it is sensitive to problems of multiplicity. The large 
number of predictors in the micro-component regression models therefore would not 
suit this application. 
For logistic regression a common issue is over or under-dispersion in which the 
observed variance is smaller or larger than the variance of the theoretical 
model/predictions. To test for this issue a dispersion parameter was calculated and 
assessed for each micro-component model. A dispersion value of 1 suggests that the 
model is not over or under-dispersed. Parameter values above 1 imply over-dispersion 
and those below suggest under-dispersion. 
4.4.2 Analysis of residuals 
Some of the main assumptions associated with multiple logistic and linear regression 
and the goodness of fit measures discussed in section 4.4.1 concern the normality, 
independence and stationarity of residuals. Therefore, techniques were applied to the 
micro-component model residuals to assess their agreement with these assumptions.  
A commonly noted problem with multiple linear regression is the heteroscedasticity of 
residuals. This refers to increasing variance of residuals across the range of the 
predictand. Consequently, the explained variance of the model decreases as the 
predictand value increases. The R
2
 value of the overall model fit does not reveal 
heterodescasity of residuals. Therefore, water company forecasts and understanding of 
larger volumes of water consumption could be more uncertain than indicated by the R
2 
value.  
There are many ways to assess regression model residuals for heteroscedasticity 
including quantile-quantile (Q-Q) plots, histograms of residuals and plots of residuals 
against fitted values. Most techniques involve graphical inspection of the residuals for 
compliance with the Gaussian distribution. To evaluate heterodescasity in the micro-
component models, normal probability plots of residuals were qualitatively assessed. 
Figure 4.11 provides an example for the external water-use model residuals. In this 
example, the tails of the distribution deviate from the Gaussian distribution and lie 
consistently below and above the Gaussian line at the lowest and highest predictand 
values respectively. This suggests that the external water-use model is less certain at the 
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smallest and largest predictand values and may be over-estimating the lower water-use 
values and underestimating the higher volumes.  
 
Figure 4.11 - Example of a normal probability plot of external water-use model residuals 
(linear regression). The x axis refers to the ranked values of external water-use. 
 
Residuals may also be mutually dependent (auto correlated) if the underlying data is 
serially correlated. For example, in time series of daily maximum temperatures, the 
previous day is likely to provide some explained variance of the next day’s maximum 
temperature. Auto correlation of residuals is a common problem in linear regression 
modelling. Methods to assess serial correlation include plotting residuals against lagged 
residuals or symmetry plots of residuals around their median. UKWIR (2012b) applied 
a Durbin-Watson test to assess auto correlation within their analysis. In the same way, 
the Durbin-Watson test was employed here to test for independence of residuals in the 
logistic and linear micro-component models. 
4.4.3 Predictor variables 
UKWIR (2012b) noted that due to the interplay of variables influencing domestic 
water-use, multi-colinearity of variables, is a key concern. As explained in section 
4.3.2, dummy coding of some of the time dependent variables has been undertaken. 
This reduces the multi-colinearity of residuals by removing the annual cycle. 
Preliminary pilot tests and prior investigation revealed that daily minimum and 
maximum temperature values varied collinearly. Therefore, daily mean temperature and 
daily temperature range were applied within the regression modelling. 
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To test the stationarity of the logistic and linear regression model coefficients and 
modelled relationships in time a cross validation method was employed as outlined in 
Figure 4.12. Again, an automated Matlab code was produced to ensure consistency 
throughout validation runs. The predictions from each 10% validation section were 
aggregated and compared to the observations. Furthermore, the predictor variable 
coefficient weightings were compared across the ten validation models in order to 
assess their stationarity. 
 Data 
Run 
code 
10% 10% 10% 10% 10% 10% 10% 10% 10% 10% 
10 Predict ------------- Build ------------------------------------------------------------------------------------------- 
9 Build Predict --------------- Build --------------------------------------------------------------------------------- 
8 --------Build---- Predict -------------- Build ---------------------------------------------------------------------- 
7 ------------------Build------- Predict -------------- Build ----------------------------------------------------------- 
6 -----------------------Build-------------- Predict ------------ Build ------------------------------------------------ 
5 -------------------------------Build------------------ Predict -----------Build------------------------------------- 
4 ------------------------------------------Build-------------------- Predict ------------Build------------------------ 
3 -------------------------------------------------Build------------------------- Predict --------Build---------------- 
2 ----------------------------------------------------------Build----------------------------- Predict -----Build---- 
1 -----------------------------------------------------------------Build---------------------------------- Predict 
Figure 4.12 - Cross calibration design applied to micro-component regression models 
 
4.4.4 Case study: 2012 hosepipe ban 
AWS region experienced drought conditions in the spring of 2012. A hosepipe ban was 
imposed on the 5th April 2012 and lifted on the 14th June 2012. Analysis of SODCON 
data showed reduced household water consumption following the 5th April (~8% and 
~10% reduction from 6th April to 30th June relative to Jan 1st to April 5th, in measured 
and unmeasured household consumption respectively). April 2012 was the wettest April 
since 1989 and unusually colder than March. Hence, AWS found it hard to determine 
whether the reduced consumption was driven by the hosepipe ban or the unusual 
weather. This event provided an opportunity to test the regression models using data 
outside the training set.  
Raw weather data collected by AWS from 1/4/09 to 10/7/12 and MORECS weekly soil 
moisture deficit data were collated. The data were processed and formatted following 
the same methodology applied during model building stages (see Section 4.3). Day of 
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the week and month were converted into dummy variables in the same format as for 
micro-component regression model building. Bank holidays were also coded as before.  
A major discrepancy between the SODCON and ‘Golden 100’ data is the resolution of 
water-use monitoring. SODCON provides household consumption values whereas the 
‘Golden 100’ records micro-component water-use. As the strongest weather sensitivity 
was recorded in the external water usage regression models, and because the 
investigation was focussing on the impact of the hosepipe ban, the coefficient 
weightings for the relationship of external water-use and weather variables was applied. 
Because the SODCON data and ‘Golden 100’ were sampled from different populations 
a Monte Carlo approach was used to provide predictions for all possible combinations 
of ACORN classification and occupancy rate. ACORN classes C and F were omitted 
because there were no data for these classes and external water-use in the ‘Golden 100’ 
data set.  
Model predictions were produced for the years 2010, 2011 and 2012 to explore the 
difference in summer 2012 water consumption against previous years. The micro-
component regression model has no hosepipe ban variable. Therefore predictions 
indicate consumption irrespective of demand management options, driven by weather 
and the other variables within the models (i.e. billing type, occupancy, concession 
region, ACORN class, day of week, month, year and bank holiday). Given the different 
sources of data, model results and SODCON measurements were standardised to z-
scores to enable comparison of the time series Results of this analysis are discussed in 
Section 5.8. 
4.5 Analysis of coefficients 
Due to the data transformation (Section 4.3.4) regression coefficients are not directly 
interpretable as litres of water consumed per unit change in the predictor. To gain this 
information the predicted water-use values were back transformed using the inverse of 
the transformation applied during model calibration. Predictors were then plotted 
against the observed weather variables.  
From this information a simplified linear relationship could be applied between the 
micro-component water-use and individual weather variables. Thus, a simplified linear 
estimate of the coefficient weightings was gained. The example presented in Figure 
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4.13 demonstrates a key caveat of this approach; the linear relationship does not fully 
capture non-linear relationships. To determine which predictors have a statistically 
significant relationship with micro-component water-use the p values associated with 
individual coefficients were extracted and assessed.  
 
Figure 4.13 - Scatter plot of daily modelled external water-use in unmetered households 
against observed mean temperature 
 
4.6 Sensitivity analysis 
In the few UK studies that have applied future weather conditions to domestic water-
use relationships a climate scenario approach has been adopted. For example, the 
CCDeW report used the UKCP02 projections to forecast demand (Downing et al., 
2003). The change factors calculated in the CCDeW report are still heavily relied upon 
by the water industry for water demand predictions under climate change. The 
limitation of these is that the UKCP02 deterministic projections do not clearly represent 
the inherent uncertainty in climate modelling or choice of emissions scenario. This is 
combined with the uncertainty in the representativeness of the derived demand-climate 
relationships. The CCDeW projections are for unconstrained demand and therefore do 
not account for the availability and price constraints which will limit demand in reality. 
Moreover, there has been concern surrounding the propensity for water companies to 
apply these change factors with little appreciation of their uncertainty. 
The UKCP09 probabilistic projections could be applied to demand-climate 
relationships in a similar approach to Downing et al. (2003). However, the projections 
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consider one climate variable at a time rather than the joint effect of weather variables. 
Furthermore, the finest time scale available is monthly projections and spatial scale is 
25km². For this reason, UKWIR (2012b) updated the CCDeW demand forecasts using 
the UKCP09 weather generator which develops daily projections based on joint 
probabilities of weather variables at 5km² resolution. UKWIR (2012b) applied 100 
sampled climate change factors to a 30 year historic time series. Therefore, UKWIR 
(2012b) identified a range of future demand possibilities and assigned likelihoods rather 
than producing a single forecast as in Downing et al. (2003). Hence, the inherent 
uncertainty in climate prediction science is better characterised.  
In a similar way, the perturbed stochastic weather generator time series could be applied 
to the micro-component regression demand-climate relationships within this thesis to 
represent a range of possible future climate conditions. However, it must be noted that 
all climate projections are ultimately limited by current understanding and ability to 
model the earth’s complex systems and future human emissions. Furthermore, positivist 
researchers argue that over reliance on quantitative futures like climate forecasts creates 
barriers to our understanding of the heterogeneity and interplay of the variables and 
drivers of water-use practices. In turn, this may limit our foresight, flexibility and 
ability to effectively manage demand and adapt to an uncertain future. 
Therefore, with all these factors in mind, a sensitivity analysis of micro-component 
water-use was performed under a range of possible future temperature and rainfall 
changes. Climate change projections for mean temperature and precipitation were 
sourced from UKCP09 (Figure 4.14). It was important to account for the full range of 
projected futures and the breadth of uncertainty captured by the UKCP09 projections 
within the sensitivity analysis. As such, estimates were extracted for the three most 
commonly used emission scenarios (IPCC SRES: B1, A1B and A1Fl) and for both the 
2050s and 2080s time horizons (see Table 4.6). The 2030s were not sampled because 
water company planning horizons already extend beyond that. The range of mean 
temperature and precipitation change tested within the sensitivity analysis were 
informed by the range of projections between the 10
th
 and 90
th
 percentile (in other 
words, 10-90% of the UKCP09 model runs returned values within this range). These 
are presented in Table 4.7. 
Observed daily weather series used during model calibration were adjusted by the mean 
temperature and precipitation change outlined in Table 4.7. Changes were applied at 
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incremental steps of 0.5ºC for temperature and 5% for precipitation. Data were then 
passed through the regression models to produce modelled micro-component water-use. 
An automated Matlab code was developed for this process. The code transformed each 
adjusted weather time series using the same Box Cox transformation applied during 
model calibration (Section 4.3.4) and the data passed through the micro-component 
regression models. Finally, modelled micro-component predictions were back-
transformed to the likelihood of use or units of litres per day. 
 
Figure 4.14 -UKCP09 cumulative distribution functions for the Anglian river basin. Plots 
refer to annual (top) and summer (JJA) projections (bottom). Results are presented for 
projected change from the 1961-1990 baseline period for precipitation (%) and mean 
temperature (ºC). Projections are shown for the Low (B1), Medium (A1B) and High 
(A1Fl) emission scenarios.
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Table 4.6 - UKCP09 projections for mean temperature and precipitation over the Anglian 
River Basin. Values are presented for the 2050s and 2080s under low (IPCC SRES:B1), 
medium(IPCC SRES:AB1) and high (IPCC SRES:A1Fl) emission scenarios. The 10
th
 and 
90
th
 percentile values have been sampled. 
Climate variable Mean Temperature (ºC) Precipitation (%) 
30 year time 
slice 
2050’s 2080’s 2050’s 2080’s 
Percentile 10
th
 90th 10
th
 90th 10th 90th 10th 90th 
A
n
n
u
a
l 
Low 1.3 3.2 1.7 4.0 -4.4 5.3 -3.1 6.6 
Medium 1.5 3.5 2.2 4.9 -5.2 5.7 -4.9 6.3 
High 1.7 3.9 2.8 6.0 -5.7 6.0 -6.6 8.6 
 
S
u
m
m
er
 Low 1.0 3.9 1.2 4.6 -33.6 13.6 -35.3 11.1 
Medium 1.2 4.2 1.9 5.9 -37.0 6.0 -43.9 5.7 
High 1.3 4.8 2.4 7.4 -39.0 7.4 -52.0 4.0 
 
Table 4.7 - Ranges applied during sensitivity analysis informed by the values in Table 4.6. 
Values have been rounded to the nearest temperature and precipitation increment 
relevant for analyses.  
 2050’s 2080’s 
 Mean Temp. (ºC) 
Precipitation 
(%) 
Mean Temp. (ºC) 
Precipitation 
(%) 
Annual 1 to 4 -5 to 10 1.5 to 6 -5 to 10 
Summer 1 to 5 -30 to 10 1 to 7.5 -35 to 5 
 
One complication of this approach was that the UKCP09 projections of future change 
are modelled relative to a 1961-1990 baseline time period. The observed time series 
used during the micro-component model training was for 1996-2002. Future work could 
apply a correction to account for climate change that has already occurred between the 
two periods and test the impact of double counting climate change in these years on the 
sensitivity analysis. 
In addition a Representative Climate Futures (RCFs) approach, similar to that 
undertaken by Whetton et al. (2012), was adopted to explore the sensitivities of micro-
component water-use to possible climate futures. Rather than directly applying the 
UKCP09 projections, instead they were used to inform the likelihood of conditions such 
as drier and warmer. Figure 4.15 shows the joint probability of projected change in 
annual, summer and winter mean temperature and precipitation within the Anglian 
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Water catchment taken from UKCP09. The 90
th
 percentile range of joint probabilities 
were sampled for both the 2050s and 2080s under high (IPCC SRES:A1B) and low 
(IPCC SRES:A1F1) emissions.  
As noted in Chapter 3 the ‘Golden 100’ data base includes periods of extreme weather, 
such as the 1995 drought and hot summer. These climate series provide an analogue for 
possible future conditions under climate change. The UKCP09 projections inform the 
likelihood of these futures becoming the ‘norm’ (see Figure 4.15 and Table 4.8). In this 
way, the analogous years allow the impact of similar conditions to be explored. 
Following the sensitivity analysis, the RCF analogous years were used as follows. The 
RCFs are used in the sensitivity analysis as if they have become the ‘norm’. For 
example, what impact does a 25% wetter world, like that in 2000-2001 have on micro-
component water-use? A key limitation of this approach is that it assumes that water-
use behaviour will be identical to that experienced within the historical period and that 
the event persists for 30 years. Time dependent factors such as the influence of 
technology, legislation or societal attitudes will likely affect future behaviours. 
Furthermore, it is likely that the water-use will depend on antecedent conditions over 
preceding weeks, seasons or even years. 
Nonetheless, using RCF’s and a range of climate change to explore the sensitivity of 
micro-component water-use to possible climate change ensures that the analysis and 
understanding is informed rather than constrained by the UKCP09 projections. 
Furthermore, the RCFs can be tailored to region-specific scenarios. For example, the 
AWS potable water supply is predominantly groundwater sourced; therefore winter 
droughts present a threat to the security of supply. Scenario led impact assessments are 
driven by the climate models, parameterisation of the models and the chosen emissions 
scenarios. Therefore, the climate impacts are determined by the choice. Whetton et al. 
(2012) note that if RCFs were more widely adopted for future climate change impact 
studies, likelihoods assigned to each RCF can be updated as climate projections and 
understanding improve rather than having to re-run the analysis with the new scenarios.  
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Figure 4.15 - Joint probability plots from UKCP09 climate projections for the Anglian 
River Basin. Plots show projected annual, summer and winter change in mean 
temperature and precipitation for: Medium emissions (IPCC SRES: A1B); High 
emissions (IPCC SRES: A1Fl); the 2050s (left) and 2080s (right). Climate change is 
relative to a baseline period of 1961-1990. Note the different axis scales between plots. 
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Table 4.8 - Representative Climate Futures (RCFs) and analogous years within Golden 
100 period. 
Representative Climate 
Future 
Analogues 
Climate anomaly (relative to 1961-
1990) 
UKCP09 equivalent 
seasons 
Single hot-dry summer 1995 +3 ºC warmer June, July, Aug 
Extremely wet winter 2000-2001 25% wetter 
Sept, Oct, Nov, Dec, Jan, 
Feb 
‘Heat wave’ summer 2003 3.3 ºC warmer June, July, Aug 
Consecutive dry winters 2004-2006 -32% drier Dec, Jan, Feb 
 
4.7 Chapter summary 
This chapter describes the different steps in the analysis. The quality control processes 
used to error check and prepare the ‘Golden 100’ micro-component data were 
presented. This was an important stage to ensure robustness and confidence in the 
statistical modelling. The chapter then describe the methods used to explore the 
characteristics and distributions of micro-component water-use. Following this data 
mining approaches were discussed and multiple linear and logistic regression chosen as 
the most appropriate techniques for this application. The data mining process and 
evaluation of regression model coefficients was then explored.  
Key caveats of the data mining process were identified alongside the steps taken to limit 
any transgressions of model assumption. For example, linear regression assumes 
normality of residuals therefore a data transformation process was adopted. It was noted 
that regression is sensitive to extreme outliers therefore a two stage screening process 
was used to remove outliers. Stratification was used to improve the ability to discern a 
climate signal from the micro-component data with large scatter. Temporal variables 
were dummy coded to reduce autocorrelation and uneven weighting of coefficients 
(Section 4.3.2). Finally the chapter closed with a description of the method of 
sensitivity analysis that was adopted to explore the elasticity of micro-component 
water-use to future changes in temperature and precipitation. The results of these steps 
are described in the next chapter. 
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Chapter 5. Results 
5.5 Introduction  
The purpose of this chapter is to present results of analyses undertaken to explore the 
sensitivity of household micro-component water-use to climatic and non-climatic 
variables. Following the pattern of Chapter 4 this is structured into two stages. First, 
key results obtained from the exploratory data analysis are described. Second, the 
results of the generalised multiple linear and logistic regression approaches are 
presented. Important observations pertaining to micro-component water-use are 
highlighted in order to identify the most weather sensitive micro-components. Micro-
component water-use disaggregated by various weather variables is explored to 
highlight weather-demand relationships. In turn, these results feed into a climate 
sensitivity analysis undertaken on the three most weather sensitive micro-components 
(external, shower and washing machine use). Representative climate futures are used to 
provide analogues of possible future climate conditions and help to contextualise the 
climate sensitivity results using an historic event. The chapter closes with a qualitative 
application of the external water-use model to the 2012 hosepipe ban. This case study 
offers different insights to the model capabilities.  
5.6 Exploratory analysis 
Descriptive statistics were employed to explore the average characteristics and 
distribution of micro-component water-use and data fields within the ‘Golden 100’ data. 
Moreover, within industry planning frameworks there is a widespread reliance on 
defining ‘average’ water-use usually using a PCC unit of measure Therefore, one aim of 
these analyses is to highlight the practical limitations of an average unit of measure.  
5.6.1 Descriptive statistics 
Figure 5.1 demonstrates the variability in the volume of water-use associated with 
individual micro-components (on days used). In unmetered households the largest 
median volumes of water-use (exceeding 80 litres per day) are associated with the WC, 
washing machine and bath. In metered households, the largest water-use volumes are 
associated with WC and washing machine (~78 litres per day). 
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The median unmetered household total is 311 litres per day compared to 192 litres per 
day in metered households. Across all micro-components unmetered households have 
greater median volume of water-use than metered households on usage days. The 
greatest disparity in median consumption volumes between unmetered and metered 
households is associated with bath and WC use. Unmetered households’ average daily 
median bath and WC use is 28 and 35 litres per day greater than metered households 
respectively. 
When considering each micro-component’s water-use as a percentage of the total daily 
household consumption, WC contributes the majority. This is true for both metered and 
unmetered households. WC use contributes 36% and 34% of the metered and 
unmetered daily household consumption totals respectively. Individual micro-
components percentage contributions are similar for both metered and unmetered 
households; less than 2% difference. The only exception is bath use which contributes 
5% greater proportion of unmetered households’ daily water-use than metered. 
Figure 5.2 shows the median daily volume of micro-component water-use (on usage 
days) disaggregated into summer and winter half years. Across all micro-components 
the standard error of estimates are below 0.2 litres per day. This comparison between 
summer and winter highlights the seasonal sensitivity of external water-use behaviours. 
At this aggregate level of analysis there is minimal seasonal sensitivity across other 
internal micro-components.  
 
Figure 5.1- Left-hand graph depicts the median volume of micro-component consumption 
on usage days. Right-hand figure shows the micro-component volumetric usage as a 
percentage of the total daily household consumption (on usage days). 
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Figure 5.2 -Median daily household micro-component consumption in the summer and 
winter half years for metered (left) and unmetered (right) households. Standard errors of 
estimates are less than 0.2 litres per day. 
 
5.6.2 Distributions (for usage days) 
Analysis was undertaken to explore the data distributions at two levels: individual 
micro-components and Environment Agency micro-component groupings for AMP5 
(UKWIR, 2012a). The Environment Agency categories include personal washing, 
clothes washing, dishwashing, external use, WC flushing and miscellaneous (internal) 
use. Environment Agency guidance states that water companies should provide a 
baseline and future estimate of unmeasured and measured household consumption 
broken down into these categories.  
Figure 5.3 and 5.4 reveal large variation in water-use distributions between individual 
micro-components/Environment Agency groupings. It is apparent that the range of 
variance/dispersion in PCC is different for individual micro-components. For example, 
volume of bath water-use is highly variable whereas dishwasher use is relatively 
consistent. To the eye, the distributions of unmetered and metered micro-components 
are comparable except for bath which demonstrates a marked difference between billing 
types. In metered households the modal PCC volume of use is ~40 litres per day 
compared to <10 litres per day in unmetered households. These modal median values 
are low as they are an artefact of normalising by occupancy rate. This demonstrates the 
limitation and unrepresentativeness of PCC as a measure of the individual water-user. 
The disparity between billing types could reflect differences in personal washing 
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behaviours in the two populations or it could be a result of confounding factors such as 
ownership of baths and showers.  
A two-sample Kolmogorov-Smirnov (KS) test was undertaken to assess whether 
metered and unmetered distributions for each micro-component were statistically 
different (p<0.05). For all micro-components the null hypothesis of no difference was 
rejected and thus all distributions were statistically different (p<0.05). Bath, WC and 
dishwasher returned the largest KS statistics (all exceeding 0.2). The KS statistic 
represents the maximum distance between the metered and unmetered distributions. In 
turn, a one-tailed KS test was undertaken to address the alternative hypothesis that 
unmetered micro-component distributions are larger than metered. For all micro-
components except dishwasher and external, unmetered households volumes were 
statistically larger than metered (p<0.05). This supports the widely perceived influence 
of billing type (Walker, 2009). Alternatively, this may be an artefact of other 
differences between the two sampled populations such as lifestyle, profession, 
occupancy rates or age of occupants (e.g. are there children in the household). 
Furthermore, many studies have highlighted the biases within metered household 
samples including the ‘Hawthorne effect’ (knowledge of being monitored), self-
selection (volunteers), improved leak detection or unrepresentative sample populations 
(McDonald et al., 2003). 
All micro-component distributions are non-normal and positively skewed (i.e. right-
tailed). Therefore the mass of the distribution is concentrated towards the lower water-
use volumes; there are relatively few days with high water-use. Thus, across all micro-
components there are fewer days of extreme water-use (above the modal use). Figure 
5.3 demonstrates that although the micro-components may have similar median values 
they may differ in important ways. Therefore, this suggests that measures of central 
tendency (such as PCC) can mask important information about the shape of water-use 
distributions. It does not provide any information about the extremes or explain whether 
water-use is constrained or variable. From these analyses there is no information about 
the relative sensitivities of water-use in relation to time or space varying factors. 
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Figure 5.3 – Distributions of PCC water-use (on usage days) in metered (left) and unmetered (right) households. These are disaggregated by micro-
component. 
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Figure 5.4- As in Figure 5.3 but disaggregated by Environment Agency recommendended categories  
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5.7 Data mining 
Two stages of data mining analysis were used to discern any weather relationships from 
the micro-component data. Generalised multiple regression was fit to all predictors 
assuming either a logistic or linear relationship. In this way, the frequency of usage and 
non-usage of the fixture (logistic) alongside the volume of micro-component use on 
usage days (multiple linear) were analysed in relation to factors such as weather, bank 
holiday or day of the week. This two-step modelling process captures the variation in 
weighting of micro-component water-use with each factor and time-varying importance 
of different factors. The results presented from the data mining analyses further 
highlight the limitations of over-reliance on measures of central tendency to 
characterise and explore the household and the individual’s water-use.  
5.7.1 Sensitivity of micro-component usage 
The frequency of usage and non-usage of micro-components was analysed in relation to 
factors such as weather, bank holiday or day of the week using a logistic regression 
model. This explores the sensitivity of a household’s choice to use or not use a micro-
component on a single day to these factors. It does not consider the volume used which 
is explored in Section 5.7.2. Results of model evaluation are presented followed by 
model exploration.  
5.7.1.1 Model evaluation 
Preliminary tests undertaken during early model development revealed that minimum 
and maximum temperature variables were correlated violating the assumption of the 
independence of variables. As such, mean temperature and temperature range replaced 
minimum and maximum temperature variables within the models to reduce multi-co-
linearity. Moreover, it is widely recognised that autocorrelation (the serial correlation of 
variables in time) is likely in time-series analysis. Tests for autocorrelation were 
attempted on the micro-component models however, the in-complete time series and 
readings from multiple households on a single day made any attempts to calculate 
lagged correlation or Durbin-Watson statistics difficult. As such autocorrelation was 
recognised as a problem and attempts made to reduce its impact regardless of test 
results. The solution proposed by Wilks (1995) was adopted in which dummy variables 
were used to assign each day of the week and month of the year an individual variable.  
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Another concern when fitting logistic generalised linear regression models is over 
dispersion. If the dispersion parameter is near 1, the variance of the data appears to 
agree with the theoretical variance of the binomial distribution. As shown in Table 5.1 
the dispersion parameter is close to or equal to 1 for all micro-component models.  
The stationarity of models were tested using a cross-validation technique. Coefficient 
weightings for day of week and month of year for each cross-validation sub-set of data 
(prepared as in Figure 4.12) are presented in Figure 5.5 and 5.6 respectively. It is 
apparent that in most cases the micro-component models are stationary i.e. sub-set 
coefficient weightings display little variance between different time-periods. For 
example, in unmetered external water-use displays smaller weighting on midweek days 
than weekends across all runs.  
A qualitative analysis was undertaken to evaluate the cross-validation results using a 
three category criteria. If all runs followed the same pattern with little dispersion they 
were categorised as stationary. Those models that displayed a consistent pattern 
between runs but some dispersion were categorised as ‘adequate’. If runs did not follow 
a consistent pattern then they were categorised as ‘non-stationary’. The analysis 
revealed that for both billing types the external water-use models were the most 
stationary across both day of the week and month of the year.  
The majority of models display dispersion between runs for some days/months but 
maintain a consistent pattern. For example, in Figure 5.6 metered shower use shows 
some variance in magnitude of coefficient weightings from May to October. However, 
the monthly pattern of weightings is consistent for all runs with a minimum weighting 
in August and peak in September. More detailed investigation of the data in such cases 
revealed smaller sample sizes (number of days water-use was recorded) within these 
data fields compared to the more stationary fields (e.g. in metered shower use May to 
October has fewer daily values than the rest of the year). As such, the smaller sample 
sizes likely have larger confidence intervals than the greater sample sizes.  
Runs in which the pattern of coefficient weightings deviate from the rest of the runs 
within the same model were investigated further and are presented in Table 5.2 This 
investigation highlighted that in most cases, there were statistically insignificant 
relationships with some data fields. An investigation into sample sizes (number of daily 
readings) related to the data fields identified that they were stable across the full length 
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of the record. However, although sample sizes were consistent, population structure 
varied across the duration of data collection. For example, many members of the sample 
retired during the course of the study or had children leave home. 
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Figure 5.5 - Logistic regression cross validation results for day of the week coefficient weightings in metered (left) and unmetered (right) household 
samples. Run 1 was trained on the earliest 90% of data and validated against the last 10% (refer to Figure 4.12) 
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Figure 5.6 - As for Figure ‎5.5 but coefficient weightings by month.
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Table 5.1-Summary of model evaluation organised by main assumptions of generalised logistic regression. (*=non-stationary, **=acceptable, 
***=stationary). 
  Sample size Goodness of fit measures Stationarity of coefficients 
  Number of daily readings Sfit (estimated dispersion parameter) Cross validation (day of week) Cross validation (month of year) 
M
et
er
ed
 
Basin 87202 1.01 * *** 
Bath 87202 1.00 *** *** 
Dishwasher 36036 1.00 ** ** 
External 71110 1.00 *** *** 
Kitchen sink 87202 1.00 ** *** 
Shower 70419 1.00 *** * 
WC 87202 1.05 * *** 
Washing machine 86803 1.00 *** ** 
U
n
m
et
er
ed
 
Basin 176525 1.02 ** ** 
Bath 172657 1.00 ** *** 
Dishwasher 75300 1.05 ** ** 
External 139731 1.00 *** *** 
Kitchen sink 176525 1.00 *** ** 
Shower 137160 1.00 *** *** 
WC 176525 1.01 * *** 
Washing machine 176351 1.00 *** ** 
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Table 5.2 – Explanations for non-stationary model behaviour. Run code refers to cross-validation sub-set of data (See Figure 4.12). 
 
Model 
Run 
code 
Investigation 
Conclusion 
D
ay
 o
f 
th
e 
w
ee
k
 
Metered 
Basin 
2 and 
10 
Only 9/60 coefficient weightings associated with days of the week are 
statistically significant. 8 of the statistically significant weightings are in run 2 
and 10. 
Weak day of the week signal in metered 
basin-use. 
Metered 
Kitchen sink 
3 Large p values associated with day of the week coefficients. In particular, p 
values for Tues, Weds, Thurs and Sat are all ~0.9. 
No statistical confidence in these data 
fields. 
Unmetered 
Dishwasher 
8 Only 2/60 coefficient weightings associated with days of the week are 
statistically significant. Also, day of the week p values for run 8 are the largest 
of all runs (e.g. Weds and Thurs p values are 0.8) 
Weak day of the week signal in unmetered 
dishwasher-use. 
Unmetered 
WC 
All 
runs 
No statistically significant coefficient weightings with day of the week 
variables. All p values are larger than 0.4; 50% of p values are larger than 0.8. 
Weak day of the week signal in unmetered 
WC. 
M
o
n
th
 o
f 
th
e 
y
ea
r 
Metered 
Washing 
machine 
8 It is unclear why run 8 differs from others. All months are statistically 
significant apart from Oct. In all other runs the majority of coefficient 
weightings associated with Sept through Nov are not statistically significant. 
Across all runs Jan to Aug coefficient weightings are significant at 95% 
confidence level (except July in run 7, p<0.1). 
Less statistical significance and 
stationarity in winter months. 
Unmetered 
Kitchen sink 
8 and 9 From March to Aug. the coefficient weightings are not statistically significant 
in run 8. Whereas from Sept to Oct run 8 and 9 are the only runs that have 
statistically significant relationships.  
Jan to May in run 9 is not stationary. These relationships are not statistically 
significant whereas Jan and Feb are statistically significant in all other runs. 
The statistical significance of run 8 in 
March to Aug. suggests that the larger 
weightings in these months are more 
robust than the lower weightings of the 
other runs. 
Less statistical confidence in Jan to May of 
run 9 than other runs. 
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5.7.1.2 Model exploration 
The logistic regression models can be used to examine how the frequency of micro-
component water-use varies with changes in each weather parameter. In the majority of 
cases there are only small changes in the frequency of internal micro-components 
water-use (i.e. fixtures inside the house) for each unit change in a weather variable. 
Rainfall is significantly (p<0.05) negatively correlated with the likelihood of basin use 
in metered households, in addition to toilet flushing and washing machine use in both 
metered and unmetered households. Sunshine is significantly (p<0.05) negatively 
correlated with kitchen sink use but positively correlated with likelihood of shower and 
washing machine use in metered households. 
Nonetheless, these relationships are weak compared to the effects of variations in 
weather on frequency of external water-use. Figure 5.7 presents the change in 
likelihood of external water-use for a unit change in each weather parameter. The 
likelihood of external water-use increases significantly (p<0.05) with temperature and 
sunshine. Conversely, external water-use is negatively related to rainfall (p<0.05). As 
shown by Figure 5.7 the coefficient weightings associated with soil moisture deficit are 
small, i.e. less than 0.003 however, SMD covers a larger range than temperature so the 
coefficient weightings for each unit of change are smaller. The coefficient weightings 
across all weather variables are larger for unmetered than metered households. 
 
Figure 5.7- Logistic generalised regression model coefficients for external water-use 
(showing the change in likelihood of external water-use for a unit change in each weather 
parameter). 
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Households’ decision to use external water is positively related to mean temperature in 
both metered and unmetered households as illustrated in Figure 5.8. Interestingly, the 
decision to use external water displays a non-linear response to mean temperature. The 
weak relationships of internal micro-components with mean temperature are illustrated 
by Figure 5.9. These plots are typical of other internal micro-components.  
 
Figure 5.8 -Modelled likelihood of external water-use against mean temperature for 
metered (left) and unmetered (right) households. 
 
 
Figure 5.9 –As in Figure 5.8 but for shower (top) and washing machine (bottom) use. 
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Interestingly, metered shower use has clear banding of data points. Disaggregating 
points into occupancy rate demonstrates that this ‘banding’ is an artefact of the size of 
household (see Figure 5.10). Figure 5.10 reveals an overlap in the likelihood of shower-
use between households of different occupancy; two and three person households both 
demonstrate a ~0.5 likelihood of shower-use. This suggests that the likelihood of 
metered shower-use does not have a linear relationship with occupancy rate. Moreover, 
Figure 5.10 also reveals further distinct banding within the same occupancy band. This 
suggests that other, unexplained, factors are affecting shower use behaviours. For 
example, variations in employment status, appliance type or age of occupants could be 
influencing households’ choice to use the shower. Again, this highlights the limitation 
of PCC as a measure of the individual water-user. 
 
Figure 5.10 - Modelled likelihood of metered shower use against observed mean 
temperature disaggregated into occupancy rate. 
 
5.7.1.3 Climate sensitivity tests 
To assess the sensitivity of the likelihood of water-use to climate variables, ranges of 
plausible future temperature and rainfall changes were applied to the demand-weather 
relationships obtained from the logistic regression analysis. This analysis was only 
applied to external-water-use as it was the only micro-component showing sensitivity to 
weather in the logistic regression analysis. Temperature and rainfall were explored 
because there is evidence that the likelihood of external water-use is sensitive to these 
fundamental weather variables. Climate change projections for mean temperature and 
precipitation by the 2050s and 2080s were sourced from UKCP09 (Figure 4.14) for a 
range of emissions scenarios (IPCC SRES: B1, A1B and A1Fl). Projections for summer 
and for annual climate change were obtained. The climate changes applied can be seen 
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in Table 4.7. As shown, the range of climate changes applied span between a 
warmer/wetter to a hotter/drier future. 
To explore the climate sensitivity of the likelihood of external water-use, projected 
annual weather changes for the 2050s and 2080s were applied to the whole time-series. 
Additionally summer specific projections for the 2050s and 2080s were applied to the 
equivalent summer time-series (June, July and August). Temperature and precipitation 
changes were tested at increments of 0.5ºC and 5% respectively within these ranges. 
For each increment, predictions were calculated by the external water-use model. To 
isolate the response, the original predictions (no climate change) were subtracted from 
the predictions with climate change applied. The original intention was to plot contour 
surfaces of the change in likelihood of water-use based on the systematic temperature 
and precipitation variation. However, most of these were not very informative (Figure 
5.11). Instead the sensitivity of water-use at the two extremes/end-members of the range 
was extracted. Thus the analysis investigates the change in likelihood of external water-
use in both a warmer/wetter and hotter/drier future. For reference the two end members 
of each climate scenario range are presented in Table 5.3.  
 
Figure 5.11- Example contour surface of the change in likelihood of summer external 
water-use in unmetered households’ by the 2080s.  
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Table 5.3- Ranges of climate conditions applied during climate sensitivity analysis. 
 
 
Range of climate changes applied End member conditions Scenario 
description 
Mean Temp. (ºC) Precipitation (%) Mean Temp. (ºC) Precipitation (%) 
A
n
n
u
a
l 
2050s 1 to 4 -5 to 10 
1 10 Warmer/wetter 
4 -5 Hotter/drier 
2080s 1.5 to 6 -5 to 10 
1.5 10 Warmer/wetter 
6 -5 Hotter/drier 
S
u
m
m
er
 2050s 1 to 5 -30 to 10 
1 10 Warmer/wetter 
5 -30 Hotter/drier 
2080s 1 to 7.5 -35 to 5 
1 5 Warmer/wetter 
7.5 -35 Hotter/drier 
 
Table 5.4 and Table 5.5 show that for the average and 90
th
 percentile users average 
changes in unmetered and metered households’ likelihood of external water-use are 
modest (less than +8%). This is true for both the summer and annually averaged 
responses and both billing types. The sensitivity analysis has revealed that during 
summer the changes in households’ likelihood of external water-use are larger for the 
2080s than 2050s. As such, it is inferred that households’ choice to use external water is 
responding to the more aggressive warming and drying by the end of the century. 
The results suggest that by the 2080s the likelihood of households’ external water-use 
could increase by 7% per day during the summer months. Although this may appear to 
be a modest sensitivity, for illustrative purposes, this equates to 1.3 litres more external 
water-use per household per day in summer (based on the metered households median 
summer external water-use of 19 litres per day presented in Figure 5.2). Also, this is 
based on the assumption that the median volume of household water-use is 
representative. It has been shown, within this research, that measures of central 
tendency can underestimate many of the higher external water-uses/users. AWS’s draft 
water resource management plan (2013) states that there are approximately 2.5 million 
households within the AWS supply zone. Therefore, if this calculation were to be 
scaled up to the whole region then this suggests that AWS would need to supply an 
additional 3,325,000 litres of water per day in the summer months under the hotter/drier 
scenario. 
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Table 5.4- Annual sensitivity in the likelihood of external water-use to climate. 
 
End member conditions 
Scenario 
description 
Change in likelihood (%) 
Mean Temp. (ºC) Precipitation (%) 
Metered Unmetered 
Average Average 
2050s 
1 10 Warmer/wetter 0 1 
4 -5 Hotter/drier 2 3 
2080s 
1.5 10 Warmer/wetter 0 1 
6 -5 Hotter/drier 4 5 
 
Table 5.5-As Table 5.4 but for summer usage. 
 
End member conditions 
Scenario 
description 
Change in likelihood (%) 
Mean Temp. (ºC) Precipitation (%) 
Metered Unmetered 
Average Average 
2050s 
1 10 Warmer/wetter 1 1 
5 -30 Hotter/drier 5 6 
2080s 
1 5 Warmer/wetter 1 1 
7.5 -35 Hotter/drier 8 8 
 
5.7.2 Sensitivity of micro-component volume 
When households chose to use a micro-component the volume of usage was analysed in 
relation to factors such as weather, bank holiday or day of the week using a multiple 
linear regression model. Results of model evaluation are presented followed by model 
exploration. 
5.7.2.1 Model evaluation 
Again, autocorrelation within the micro-component models was addressed by 
reformatting variables which are likely to be serially correlated into dummy variables. 
Also, minimum and maximum temperature variables were replaced by mean 
temperature and temperature range to reduce any multi-co linearity of variables. This 
improved model R
2
 values. 
To test for heteroscedasticity, normal probability plots of the micro-component model 
residuals were analysed. Figure 5.12 and 5.13 demonstrate that unmetered and metered 
dishwasher and metered washing machine distributions are multi-modal. As such, a 
normal model is a poor fit for these micro-components. Unmetered washing machine 
model residuals deviate from the line of normality at the lowest and highest ranked 
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residuals. This deviation is above the line of normality at both extremes. However, 
deviations lie close to the line of normality (relative to the other micro-component 
plots). 
All other micro-component residual plots demonstrate that the majority of residuals 
follow a normal distribution but deviate from normality at the tails. The bath and 
external residuals display an S-like pattern. Basin (both metered and unmetered), 
metered kitchen sink and shower use all demonstrate ‘short-tails’ compared to the 
normal distribution in which the first ranked residuals deviate above the line of 
normality and the last ranked residuals deviate below. Residual distributions of the bath, 
external, and unmetered WC models demonstrate a ‘long-tailed’ distribution. Therefore, 
the first ranked residuals deviate below the line of normality and the last ranked 
residuals lie above. The residual distribution of the metered basin model demonstrates a 
larger deviation from the line of normality than its unmetered counterpart suggesting 
that metered basin-use is more suited to the normal fit of the model. The residual plot 
for metered WC demonstrates a good normal fit. The residuals of the unmetered shower 
and both unmetered and metered kitchen sink models only deviate at one-tail; the first 
ranked residuals deviate above the line of normality in the unmetered shower model and 
the last ranked residuals deviate below the line of normality in the unmetered kitchen 
sink models. Although the residuals of the metered kitchen sink model only deviate at 
the most extreme 0.01%, this deviation is large at the highest ranked residuals (long 
distance from the line of normality). 
External, shower and WC residuals are the most normally distributed with small 
deviations (small distance from the line of normality) contained to the most extreme 
0.01% tails of the distribution. Both unmetered and metered dishwasher model residuals 
demonstrate a poor normal fit. Metered washing machine also shows a poor fit. 
Furthermore, the most extreme outliers in metered basin and bath demonstrate a large 
deviation from the line of normality compared to all models. In all other cases, the 
centre 99% of micro-component model residuals are normally distributed and thus the 
assumption that residuals do not vary systematically with the effects of being modelled 
are met. 
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Figure 5.12 - Normal probability plots of metered micro-component model residuals. The x axis plots ranked residuals against a normal distribution 
(y axis).  
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Figure 5.13- As in figure 5.12 but for unmetered households.
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Figure 5.14 provides example results from cross-validation analysis undertaken on the 
micro-component generalised linear regression models. Water-use predicted by the 
micro-component models is plotted against observed volumes. The conventional 
scatterplot (left-hand) is difficult to interpret demonstrating the limitation of visually 
inspecting model fit from this approach for dense datasets. The right-hand plots depict 
the density of predicted data points (colour ramp is percentage of data points). Figure 
5.15 and 5.16 present cross validation predictions plotted against observed values for all 
micro-component models. 
 
Figure 5.14 -Cross validation predictions of unmetered washing machine (top) and 
metered kitchen sink (bottom) usage plotted against observed values.  
 
As shown in Figure 5.15 and Figure 5.16, in the majority of models 40-60% of the 
predicted data points lie close to the 1:1 line. An exception to this is metered bath usage 
in which the concentration of predictions lies below the 1:1 line. Across all models the 
concentration of data points is surrounded by a scatter of less dense data points. The 
scattered data points deviate from the 1:1 line and are skewed towards the observed data 
axis. Thus, for all micro-components the linear model clearly under-estimates the 
observed variation.  
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Figure 5.15 -Cross validation predictions of metered micro-component water-use plotted 
against observed values. To enable comparison external has been truncated at 250l/d. 
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Figure 5.16 -As in Figure 5.15 but for unmetered households. 
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Figure 5.15 and Figure 5.16 also show that most plots have a single dense concentration 
of data points but the volumetric range varies between micro-components. Moreover, a 
double cluster of data points can be distinguished in five models. These include kitchen 
sink and WC in metered households and basin, bath and washing machine usage in 
unmetered households. These double clusters of data points may represent differences 
in the volume of micro-component water-use related to occupancy rates. If so, this may 
suggest that there are two distinct groupings of occupancy rates that share water-use 
practices. Alternatively, the groupings could represent differences in single occupancy 
versus multiple occupancy water use. Further work using cluster analysis may provide 
interesting insights into the shared practices of water-use. 
From a qualitative assessment of Figure 5.15 and Figure 5.16 the metered and 
unmetered shower use models underestimate the observed variation the least. External 
water-use plots demonstrate the least density in this scatter compared to all other 
models. These results confirm that predictability is low for all micro-components at the 
daily time-scale. As shown in Table 5.6 explained variance is low for all models. The 
models with the most explained variance are metered WC (R
2
=0.32) and basin 
(R
2
=0.25). Given the bias of the sample discussed in Chapter 3, the value of the 
regression analysis for this data is as a diagnostic tool rather than predictive tool. 
Figure 5.17 shows the day of the week coefficient weightings for each cross validation 
subset. For the majority of micro-components the coefficient weightings associated 
with each day exhibit a similar pattern across all runs. Therefore, the models may be 
deemed stationary. Again, those models with runs that deviate from others were 
investigated further and the outcome of this assessment is presented in Table 5.7. 
Although sample sizes were consistent, population structure is known to have varied.  
All micro-component models have larger coefficients for weekends than weekdays 
except unmetered basin usage which is more heavily weighted on the weekdays. Cross-
validation is a rigorous test as it is predicting data outside that which the model was 
built on. Considering, these models are built on data not collected with this application 
in mind it is salutary that such a stationary day of the week signal can still be detected.  
Figure 5.18 displays coefficient weightings by month for each subset run of the cross 
validation analysis. Again, the models demonstrate stationarity. However, there is more 
variation between individual runs than across days of the week in Figure 5.17. For 
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example, unmetered WC weightings are deemed stationary across days of the week but 
are more varied across months of the year. Unmetered external and shower usage are 
stationary in time i.e. each run has a similar coefficient weighting for each month. They 
also both increase in the summer months (June, July and August) and decrease in the 
other months.
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Table 5.6 - Summary of model evaluation organised by main assumptions of generalised multiple linear regression. (*=non-stationary, 
**=acceptable, ***=stationary) 
  Sample size Goodness of fit measures 
Test for 
Heteroscedacity 
Stationarity of coefficients 
  
Number of daily 
readings 
R² p value 
Root Mean Sq. Error 
(RMSE) 
Normal probability 
plots 
Cross validation 
(day of week) 
Cross validation 
(month of year) 
M
et
er
ed
 
Basin 81976 0.25 0 1.65 Short-tailed ** *** 
Bath 29419 0.09 0 2.38 Long-tailed *** * 
Dishwasher 17205 0.19 0 1.00 Multi-modal ** * 
External 14530 0.14 0 0.68 Long-tailed ** *** 
Kitchen sink 85114 0.20 0 2.76 Short-tailed *** ** 
Shower 22750 0.19 0 0.91 Short-tailed ** ** 
WC 80323 0.32 0 5.71 Normally distributed *** ** 
Washing 
machine 
33266 0.06 0 6.01 Multi-modal *** * 
         
U
n
m
e
te
re
d
 
Basin 166298 0.20 0 1.83 Short-tailed * ** 
Bath 95589 0.04 0 9.03 Long-tailed ** ** 
Dishwasher 23684 0.11 0 2.22 Multi-modal *** * 
External 29250 0.14 0 1.11 Long-tailed *** *** 
Kitchen sink 173665 0.07 0 3.51 One-tail deviates *** ** 
Shower 66496 0.12 0 2.25 One-tail deviates * *** 
WC 167485 0.16 0 16.36 Long-tailed *** ** 
Washing 
machine 
89555 0.07 0 9.10 Short-tailed *** ** 
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Figure 5.17- Cross validation results for day of the week coefficient weightings in metered (left) and unmetered (right) household samples. Run 1 was 
trained on the earliest 90% of data and predicted the most recent 10% (refer to Figure 4.12) 
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Figure 5.18- As in Figure 5.17Figure 5.17 but for coefficient weightings by month.  
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Table 5.7 - Investigation into non-stationary runs. Run code refers to cross-validation sub-set of data (See Figure 4.12). 
 
Model 
Run 
code 
Investigation 
Conclusion 
D
ay
 o
f 
th
e 
w
ee
k
 
Metered basin 
3 
Data used to build the models only includes occupancy rates of 2 and 3, from region 3 
only and ACORN category 1 and 2. 
Bias training data set 
Metered dishwasher 6 Cause of non-stationarity unclear.  
Metered external 2 Cause of non-stationarity unclear.  
Unmetered basin 
All runs 
Across all runs only 4 out of the 60 day of the week coefficient weightings were 
statistically insignificant. 
Weak day of the week 
signal. 
Unmetered shower 
All runs 
Only 19 out of the 60 coefficient weightings are statistically significant. Weak month of the year 
signal. 
M
o
n
th
 o
f 
th
e 
y
ea
r 
Metered kitchen 
sink 
7 
June to November coefficient weightings are less stationary than other months. Only Feb 
to March months are statistically significant. 
Weak month of the year 
signal. 
Metered washing 
machine 
1 
No statistically significant relationships with month variables in run 1. No statistical confidence 
in run 1. 
Unmetered bath 
6 
Jan, April, May, June and July are statistically significant. However other months have 
large p values (~0.3 to 0.7). 
Less statistical confidence 
in run 6. 
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5.7.2.2 Model exploration 
The multiple linear regression models were used to explore individual micro-
component relationships between volumes of water-use (on days when use took place) 
and weather variables. The coefficient weightings of water-use derived from the linear 
regression models are shown in Figure 5.19 and Table 5.8. The coefficient weightings 
demonstrate the predicted micro-component water-use (l/d) for each unit change in the 
weather variable. Because weightings are based on transformed data a simplifying 
assumption that the relationships are linear was made to aid interpretation. 
 
Figure 5.19 - Multiple linear regression model coefficients by micro-component for 
metered households (left) and for unmetered households (right)  
 
Table 5.8-Multiple linear regression model coefficients by micro-component. Statistically 
significant relationships are indicated in bold font (p<0.05). The assumption of linearity 
was made.
1
 
 
Metered Unmetered 
Mean 
temp 
(°C) 
Temp 
range 
(°C) 
Sunshine 
(h/d) 
Rain 
(mm) 
7 day 
rain 
(mm) 
SMD 
(mm) 
Mean 
temp 
(°C) 
Temp 
range 
(°C) 
Sunshine 
(h/d) 
Rain 
(mm) 
7 day 
rain 
(mm) 
SMD 
(mm) 
Basin -0.02 0.09 0.00 0.00 0.01 -0.01 0.08 0.19 0.11 -0.06 -0.03 0.01 
Bath -0.32 -0.45 -0.37 0.09 0.04 -0.02 -0.53 -0.18 -0.41 0.07 0.01 -0.06 
Dishwasher -0.08 -0.01 -0.02 0.02 0.00 -0.01 -0.14 -0.06 -0.03 -0.03 -0.01 -0.01 
External 1.47 2.35 1.75 -0.93 -0.42 0.14 1.78 2.32 2.00 -0.86 -0.47 0.17 
Kitchen sink -0.04 0.05 0.07 -0.01 0.00 -0.01 -0.07 0.17 0.13 -0.09 -0.04 -0.01 
Shower -0.11 -0.03 -0.14 -0.04 -0.03 -0.02 0.62 0.61 0.39 0.07 0.05 0.05 
WC -0.27 -0.22 -0.27 0.11 0.06 -0.04 -0.22 -0.12 -0.23 0.06 0.02 -0.02 
Washing 
machine 
0.12 0.20 0.68 -0.25 -0.03 0.01 -0.13 0.18 0.24 -0.30 -0.09 0.02 
                                                 
1
 Weightings have been rounded to 2 decimal places. Therefore although the relationship between 
metered basin use and sunshine is only 0, it is statistically significant as it is in fact -0.0015. 
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Figure 5.19 and Table 5.8 demonstrate that the largest coefficient weightings are 
associated with external water-use. In both metered and unmetered households, external 
water-use coefficient weightings are positively correlated with mean temperature, 
temperature range, sunshine hours and soil moisture deficit. They are negatively 
correlated with rainfall and seven day rainfall. These relationships are all statistically 
significant (p<0.05). This is not the case for any of the other micro-components 
analysed. Furthermore, as shown in Figure 5.20 modelled volume of external water-use 
displays a non-linear response to mean temperature. In both metered and unmetered 
households there is a ~15ºC tipping point above which the positive relationship between 
external water-use and temperature becomes steeper (i.e. more sensitive). 
 
Figure 5.20 -Modelled daily volume of external water-use (for days when used) against 
observed mean temperature (top) and temperature range (bottom) for metered (left) and 
unmetered (right) households.  
 
Figure 5.21 further demonstrates the sensitivity of external water-use to mean 
temperature in both the observed and modelled data. By aggregating water-use by mean 
temperature categories the signal can be depicted. The x axis represents the upper limit 
of the category, for example, 5°C refers to those days of temperature between 0°C and 
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5°C. This format is adopted for all other graphs presented within this chapter that plot 
water-use disaggregated by weather variable categories. Figure 5.21 suggests that the 
model underestimates water-use volumes (also discussed previously in relation to 
Figure 5.15 and Figure 5.16). There are only eleven days of observed data of metered 
external water-use on days above 25 litres per day, as such the model has not predicted 
any water-use above 25 litres per day for metered households. Bars representing 
standard deviation of the mean are larger in the observed than modelled data. This 
demonstrates the ability of the external water-use model to detect a climate signal from 
the noise of the data. The standard deviation associated with external water-use 
becomes larger as temperature increases. It is possible that the external water-use 
associated with lower temperature is embedded within daily water-use so has less daily 
variation whereas at higher temperatures external-use is a product of embedded use 
(e.g. watering pots or hanging baskets) and climate driven behaviour such as watering 
the lawn or filling up paddling pools.  
 
Figure 5.21 -Observed (left) and modelled (right) external water-use disaggregated by 
mean temperature (ºC). Bars represent the standard deviation.  
 
Figure 5.22 demonstrates the influence of antecedent conditions on external water-use. 
Both SMD and 7-day rainfall can be considered as proxies of drought conditions. 
Therefore Figure 5.22 demonstrates that external water-use increases under drier 
conditions as would be expected. There is only one day in which 7-day rainfall exceeds 
80mm in metered households and only eight days in unmetered households. Therefore, 
the model has not been able to predict any water-uses for days of >80mm 7 day rainfall. 
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Although the coefficient weighting for 7-day rainfall was smaller than concurrent 
rainfall in Figure 5.23, Figure 5.22 shows a stronger external water-use response in 7-
day rainfall than concurrent rainfall (Figure 5.23). Again, this is likely an artefact of the 
non-standardised weightings. 
 
Figure 5.22- Observed (left) and modelled (right) external water-use disaggregated by 7 
day rainfall amount (mm) and SMD (mm). Bars represent the standard deviation.  
 
Figure 5.23- Modelled external water-use disaggregated by concurrent rainfall (mm). Bars 
represent the standard deviation. 
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Table 5.8 also indicates internal micro-components that demonstrate statistically 
significant relationships with weather variables. When considering internal micro-
components, the largest coefficient weightings associated with weather parameters are 
for bath, shower and washing machine use. Therefore, water-use associated with the 
bath, shower and washing machine are the most weather sensitive compared to other 
internal micro-components.  
Shower water-use is significantly (p<0.05) positively correlated with mean temperature, 
temperature range and sunshine hours whilst negatively correlated with soil moisture 
deficit for the unmetered household model. It is significantly (p<0.05) negatively 
correlated with 7 day rainfall and SMD in metered households. Figure 5.24 shows the 
positive (but weak) relationship of unmetered shower-use with observed mean 
temperature. For comparison, metered households shower-use is presented and 
demonstrates the lack of mean temperature signal. There is a band of water-uses that lie 
above the main scatter of shower-use in unmetered households.  
 
Figure 5.24 -Modelled daily volume of shower use against mean temperature for metered 
(left) and unmetered (right) households.  
 
When disaggregated by occupancy rate this sub-population can be attributed to four 
person households (see Figure 5.25). In metered households there is a small scatter (44 
days) of extreme shower uses (>90 litres per day). An investigation revealed that these 
values all originated from one household and therefore may be an example of individual 
behaviour of extreme shower-use.  
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Figure 5.25-Modelled unmetered shower use disaggregated by occupancy rate and plotted 
against observed mean temperature. 
 
Figure 5.26 presents modelled and observed shower use disaggregated by temperature. 
Note there is only one daily reading of metered shower use on days with mean 
temperatures between 25-30ºC, therefore there is no standard deviation bar associated 
with this category. Shower usage is negatively related to mean temperature in metered 
households but positively in unmetered. Standard deviations are large (~11 litres per 
temperature category) suggesting that there is still much variation in consumption 
volumes for each temperature category. This variation indicates other drivers of 
shower-use not explained within the model. Standard deviations associated with 
external water-use (Figure 5.21) are smaller than those for shower usage (Figure 5.26) 
suggesting that temperature is a more important driver (relative to other drivers) of 
external water-use than shower use.  
 
Figure 5.26-Observed (left) and modelled (right) shower water-use by mean temperature 
(ºC). Bars represent the standard deviation. 
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Bath water-use is significantly (p<0.05) negatively correlated with mean temperature 
and temperature range in metered households. Bath water-use is significantly (p<0.05) 
negatively correlated with mean temperature and sunshine hours in unmetered 
households. Relevant plots of modelled bath usage against observed mean temperature, 
temperature range and sunshine (Figure 5.27) demonstrate that these relationships are 
weak compared to those depicted in Figure 5.20 for external water-use.  
The only discernible pattern in Figure 5.27 is the negative relationship between 
unmetered bath usage and mean temperature. This trend is further highlighted in Figure 
5.28 which depicts decreasing volume of bath-use with increasing temperature in 
unmetered households. Furthermore, unlike external water-use the standard deviation of 
estimates does not increase with temperature. This suggests that the temperature signal 
is more widely embedded within bath water-use behaviour than it is with external 
water-use. Figure 5.28 shows a slight negative relationship with temperature in metered 
households however this is within the standard deviation of the mean so may be a 
product of chance.  
Another observation of note from Figure 5.27 and Figure 5.28 is that the modal volume 
of bath water-use is larger for unmetered than metered households. Also, modelled 
volume of unmetered bath-use is more constrained than metered. Figure 5.27 reveals a 
banded pattern of water-use above 60 litres per day in metered households. The 
constrained and defined volume of bath use suggests that it is more embedded in 
unmetered households’ daily routine of personal washing than in metered households. 
Alternatively, this could be a reflection of occupancy rate, for example, unmetered bath 
use is more coherent due to a smaller range of occupancy rates in the sample population 
than metered bath users.  
As shown by Figure 5.19 the regression analysis revealed that washing machine use is 
significantly (p<0.05) positively correlated with sunshine in metered households. The 
positive relationship between washing machine-use and sunshine hours can be seen in 
Figure 5.29 but the signal is weak. Figure 5.19 shows that unmetered washing machine 
use is significantly (p<0.05) negatively correlated with mean temperature and rainfall 
whilst positively correlated with temperature range and 7 day rainfall. Although 
statistically significant Figure 5.30 demonstrates that these relationships are weak. 
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Figure 5.27 -Modelled daily volume of metered (left) and unmetered (right) bath use 
against mean temperature (top), temperature range (bottom-left) and sunshine hours 
(bottom-right). 
 
 
Figure 5.28- Observed (left) and modelled (right) bath water-use by mean temperature 
(ºC). Bars represent the standard deviation. 
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Figure 5.29- Modelled daily volume of metered washing machine use against sunshine 
hours. 
 
 
Figure 5.30 -Modelled daily volume of unmetered washing machine use against mean 
temperature (top-left), rainfall (top-right), temperature range (bottom-left) and 7 day 
rainfall (bottom right). 
 
Although statistically significant the relationships with weather variables depicted in 
Figure 5.24, Figure 5.27, Figure 5.29 and Figure 5.30 demonstrate that in practice these 
relationships are weak compared to those found in external water-use (Figure 5.20). 
These weightings are weak compared to the relationship between internal micro-
components and many of the non-weather factors modelled. These non-weather 
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relationships will be discussed further in Chapter 6. Complete sets of coefficient 
weightings for each micro-component model are presented in Appendix A. 
5.7.2.3 Climate sensitivity tests 
To assess the sensitivity of the volume of water-use to climate variables, ranges of 
plausible future temperature and rainfall changes were applied to the demand-weather 
relationships obtained from linear regression analysis. The sensitivity analysis was 
undertaken on the most weather sensitive micro-components (external, shower and 
washing machine-use). As outlined in Section 5.7.1.3, climate change projections for 
mean temperature and precipitation by the 2050s and 2080s were sourced from 
UKCP09 (Table 4.6) for a range of emissions scenarios (IPCC SRES: B1, A1B and 
A1Fl). Projections for summer and annual climate change were obtained. The climate 
changes applied can be seen in Table 4.7. As shown, these ranged between a 
warmer/wetter to hotter/drier future. 
To explore the climate sensitivity of micro-component water-use, projected annual 
weather changes for the 2050s and 2080s were applied to the whole time-series. 
Additionally summer specific projections for the 2050s and 2080s were applied to the 
equivalent summer time-series (June, July, and August). Temperature and precipitation 
changes were tested at increments of 0.5ºC and 5% respectively within these ranges. 
For each increment, predictions were calculated by the micro-component models. To 
isolate the response the original predictions (no climate change) were subtracted from 
the predictions with climate change applied.  
As discussed in Section 5.7.1.3 the original intention was to plot contour surfaces of 
changes in micro-component water-use based on the systematic temperature and 
precipitation variation. However, most of these were not very informative so instead the 
sensitivity of water-use at the two extremes/end-members of the range were extracted 
and presented in Table 5.9, Table 5.10, Table 5.11 and Table 5.12. The two end 
members of each climate scenario range are presented in Table 5.3. In this way, the 
values present the change in volume of micro-component water-use in both a 
warmer/wetter and hotter/drier future. The change in volume of micro-component 
water-use is presented for the average and 90
th
 percentile uses/users. The 90
th
 percentile 
values can be interpreted as the larger water-uses/users whereas the 10
th
 percentile 
values can be interpreted as the low water-uses/users. 
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The climate sensitivity analysis suggests that by the 2080s annual external water-use 
may increase by ~1 litre per day in response to the optimistic projection of a 
warmer/wetter future. If the pessimistic climate projection of a hotter/drier future were 
to materialise then average external water-use could increase by ~3 litres per day by the 
2050s and between ~3.5 to ~4.5 litres per day by the 2080s. The larger external water-
uses/users represented by the 90
th
 percentile values are even more climate sensitive. In a 
hotter/drier climate these large uses/users could use ~5 litres extra external water per 
day by the 2050s. The outlook for the 2080s is even more extreme suggesting that 
annually, the large uses/users in metered households could use an extra ~7 litres per day 
and unmetered households could use over ~8 litres per day additional external water. 
In a warmer/wetter future the annual and summer change in average external water-
users is similar. However, in the more extreme hotter/drier climate future the analysis 
suggests that average external water-users could use twice the volume of water on 
summer days compared to their annually averaged response. For example, in a 
hotter/drier future, unmetered households are likely to use an extra ~4.5 litres per day of 
external water when averaged over the whole year. However, on summer days they are 
likely to use double this (~9 litres per day extra water). 
The sensitivity analysis has suggested that in the most extreme situation of high water 
users during summer, in a hotter/drier future, metered and unmetered households’ 
external water-use could increase by ~11 and ~13 litres per day respectively. 
In response to all conditions tested (i.e. warmer/wetter and hotter/drier future in the 
2050s and 2080s) changes in shower and washing machine-use are smaller than those 
for external water-use. The sensitivity analysis suggests that in a warmer/wetter future 
both metered and unmetered shower-use will only increase by less that ~0.5 litres per 
day. Moreover, under all conditions tested metered shower-use is only likely to increase 
by less than ~0.5 litres per day. However, annual response to a hotter/drier future 
suggests that unmetered households’ average shower-use could increase by ~0.8 litres 
per day in the 2050s and ~1.2 litres per day in the 2080s. The climate sensitivity of 
unmetered households’ summer shower usage is even larger; average summer use could 
increase by ~1 litre per day in the 2050s and ~1.6 litres per day in the 2080s.  
Across all future climate conditions tested, changes in unmetered households’ shower-
use are larger than metered households’. As such, these analyses suggest that unmetered 
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shower use is more climate sensitive than metered. The contrast in the climate 
sensitivity of shower-use by billing types is most marked when considering the larger 
water-uses/users (90
th
 percentile changes). For example, in a hotter/drier future 
unmetered households’ could use an extra ~2 litres of shower water per day during the 
summer months. For the same parameters metered households are only expected to use 
an additional ~0.4 litre per day. 
The sensitivity analysis suggests that metered households’ washing machine-use will 
increase in both a warmer/wetter and hotter/drier future. However, these increases are 
all below 0.25 litres per day, even for the higher water-uses/users (90
th
 percentile). In 
contrast, the analysis suggests that unmetered households’ washing machine use will 
decrease in both a warmer/wetter and hotter/drier climate. Interestingly, the results 
suggest that the average unmetered uses/users summer washing machine consumption 
will decrease more in a hotter/drier climate than the larger unmetered user/users. For 
both billing types there is little difference between summer and annual responses in the 
volume of washing machine use to each climate scenario. 
 
Table 5.9 - Annual sensitivity in metered households’ micro-component water-use to 
climate. l/H/d is litres per household per day (on usage days).  
 
End member 
conditions Scenario 
description 
External (l/H/d) Shower (l/H/d) Washing machine (l/H/d) 
Mean 
Temp. 
(ºC) 
Precip 
(%) 
10th 
%ile 
Average 
90th 
%ile 
10th 
%ile 
Average 
90th 
%ile 
10th 
%ile 
Average 
90th 
%ile 
2050s 
1 10 Warmer/wetter 0.18 0.51 0.96 0.02 0.04 0.06 0.01 0.03 0.04 
4 -5 Hotter/drier 0.87 2.31 4.24 0.09 0.15 0.21 0.14 0.16 0.17 
2080s 
1.5 10 Warmer/wetter 0.28 0.79 1.47 0.03 0.06 0.08 0.02 0.04 0.06 
6 -5 Hotter/drier 1.37 3.64 6.69 0.13 0.22 0.31 0.21 0.23 0.25 
 
Table 5.10 - Annual sensitivity in unmetered households’ micro-component water-use to 
climate. l/H/d is litres per household per day (on usage days). 
 
End member 
conditions Scenario 
description 
External (l/H/d) Shower(l/H/d) Washing machine (l/H/d) 
Mean 
Temp. 
(ºC) 
Precip 
(%) 
10th 
%ile 
Average 
90th 
%ile 
10th 
%ile 
Average 
90th 
%ile 
10th 
%ile 
Average 
90th 
%ile 
2050s 
1 10 Warmer/wetter 0.25 0.67 1.22 0.15 0.21 0.27 -0.19 -0.16 -0.13 
4 -5 Hotter/drier 1.11 2.93 5.32 0.61 0.32 0.41 -0.59 -0.53 -0.47 
2080s 
1.5 10 Warmer/wetter 0.38 1.02 1.86 0.23 0.84 1.08 -0.26 -0.22 -0.19 
6 -5 Hotter/drier 1.77 4.64 8.40 0.92 1.26 1.61 -0.88 -0.79 -0.71 
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Table 5.11 - Summer sensitivity in metered households’ micro-component water-use to 
climate. l/H/d is litres per household per day (on usage days). 
 
End member 
conditions Scenario 
description 
External (l/H/d) Shower (l/H/d) Washing machine (l/H/d) 
Mean 
Temp. 
(ºC) 
Precip 
(%) 
10th 
%ile 
Average 
90th 
%ile 
10th 
%ile 
Average 
90th 
%ile 
10th 
%ile 
Average 
90th 
%ile 
2050s 
1 10 Warmer/wetter 0.38 0.75 1.22 0.02 0.04 0.05 0 0.03 0.04 
5 -30 Hotter/drier 2.38 4.41 6.93 0.10 0.17 0.24 0.17 0.22 0.30 
2080s 
1 5 Warmer/wetter 0.40 0.77 1.22 0.02 0.04 0.05 0.02 0.03 0.04 
7.5 -35 Hotter/drier 3.78 7.02 11.02 0.15 0.25 0.36 0.25 0.32 0.41 
 
Table 5.12 - Summer sensitivity in unmetered households’ micro-component water-use to 
climate. l/H/d is litres per household per day (on usage days). 
 
End member 
conditions Scenario 
description 
External (l/H/d) Shower (l/H/d) Washing machine (l/H/d) 
Mean 
Temp. 
(ºC) 
Precip 
(%) 
10th 
%ile 
Average 
90th 
%ile 
10th 
%ile 
Average 
90th 
%ile 
10th 
%ile 
Average 
90th 
%ile 
2050s 
1 10 Warmer/wetter 0.55 0.98 1.48 0.16 0.22 0.28 -0.18 -0.15 -0.12 
5 -30 Hotter/drier 3.14 5.54 8.25 0.80 1.09 1.38 -0.68 -0.57 -0.44 
2080s 
1 5 Warmer/wetter 0.55 0.99 1.48 0.16 0.22 0.28 -0.16 -0.14 -0.12 
7.5 -35 Hotter/drier 5.05 8.87 13.20 1.21 1.63 2.07 -1.02 -0.87 -0.70 
 
The difference between the annual 2050s and 2080s ranges of climate changes imposed 
is the artefact of 2°C additional climate change as the precipitation is held constant. 
Therefore this suggests that the average and 90
th
 percentile external water-uses/-users 
are likely to increase their water-use by~1.5 and ~2 litres per day respectively in 
response to a 2°C warmer climate. AWS draft WRMP (2013) states that they supply 2.5 
million households. This translates to 3.75 and 5 mega litres per day respectively 
additional demand for AWS in external water-use alone. 
The variation in response demonstrated by external water-use between the 
warmer/wetter and hotter/drier scenarios demonstrates the large uncertainty that water 
companies may need to factor into their long-term resource plans. For example, the 
range of responses for average external water-uses/users is 3 litres per day. This range 
translates to 7.5 mega litres of water per day depending on whether the future is 
warmer/wetter or hotter/drier.  
Inspection of the systematic response of micro-component use to the ranges of climate 
change tested revealed that the micro-component response is more sensitive to 
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temperature changes than precipitation. This is illustrated in the example plot presented 
in Figure 5.31. Washing machine usage demonstrates more sensitivity to changes in 
precipitation than shower and external water-use. However, the response of washing 
machine use to the full range of precipitation changes tested is still less than 1 litre per 
day (see Figure 5.31). 
 
Figure 5.31 - Example plots demonstrating the mean response of unmetered external 
(left), shower (right) and metered washing machine (bottom) use to projected summer 
temperature and rainfall changes for the 2080s. 
 
5.7.3 Reflection on climate sensitivity analysis 
Sections 5.7.1.3 and 5.7.2.3 presented the results of a climate sensitivity analysis 
undertaken on the most weather sensitive micro-components. The analysis for both the 
likelihood and volume of external water-use demonstrated relatively high sensitivity to 
the tested range of climate changes. As such, the combined effect of climate on external 
water-use will be the product of increased likelihood of usage and increased volume of 
consumption. This exacerbates the impact that climate change may have on demand in 
the future. The analysis also revealed that the volume of shower use is sensitive to 
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changes in climate conditions, especially unmetered households’ use. Considering the 
Environment Agency’s drive to reduce carbon emissions from hot water energy 
consumption this highlights a need to investigate the behaviours associated with 
shower-use more closely (Environment Agency, 2009b).  
5.7.4 Representative Climate Futures (RCFs) 
Plausible climate futures projected by UKCP09 can be investigated as RCFs following 
the approach of Whetton et al. (2012). As such, these RCFs provide a descriptive 
typology of possible future conditions which are easier to communicate to stakeholders. 
As discussed in Chapters 3 and 4, there are analogues of RCFs within the ‘Golden 100’ 
time series. These RCFs provide a historical example of plausible climate futures. The 
weather conditions experienced during these analogues were applied to the micro-
component demand-climate relationships to demonstrate possible water-use in these 
RCFs. Differences in recorded temperature and precipitation conditions during these 
analogous RCFs relative to the 1961-1990 long-term average are presented in Table 4.8. 
The sensitivity of the likelihood and volume of the most weather sensitive micro-
components water use to these RCFs are presented in Table 5.13 and Table 5.14. Unlike 
the previous sensitivity analysis, micro-component responses are not normalised so no 
comparison between micro-components can be made from these results. Rather these 
results demonstrate possible micro-component water-use under these RCFs. It must be 
noted that this analysis makes the large assumption that demand-weather relationships 
will hold constant into the future and omits future social and technological changes. 
 
Table 5.13-Likelihood of external water-use in RCFs 
Analogues RCF 
Climate changes applied 
Months analysed 
Micro-
component 
Mean change in likelihood of 
use (%) 
Mean 
Temp. (ºC) 
Precipitation 
(%) 
Metered Unmetered 
1995 Hot-dry summer +3ºC -35 June, July, Aug External 3 3 
2000-2001 
Extremely wet 
winter 
+0.6 +25 
Sept, Oct, Nov, 
Dec, Jan, Feb 
External 0 0 
2003 
‘Heat wave’ 
summer 
+3.3 -8.5 June, July, Aug External 3 4 
2004-2006 
Consecutive dry 
winters 
+1 -32 Dec, Jan, Feb External 0 1 
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Table 5.14-Micro-component consumption in RCFs. 
Analogues RCF 
Climate changes applied 
Months analysed Micro-component 
Mean change in 
volume of use (l/d) 
Mean Temp. 
(ºC) 
Precipitation 
(%) 
Metered Unmetered 
1995 Hot-dry summer +3ºC -35 June, July, Aug 
External 2.57 3.17 
Shower 0.10 0.65 
Washing machine 0.16 -0.31 
2000-2001 
Extremely wet 
winter 
+0.6 +25 
Sept, Oct, Nov, 
Dec, Jan, Feb 
External 0.15 0.22 
Shower 0.03 0.13 
Washing machine -0.01 -0.13 
2003 
‘Heat wave’ 
summer 
+3.3 -8.5 June, July, Aug 
External 2.75 3.48 
Shower 0.11 0.72 
Washing machine 0.13 -0.41 
2004-2006 
Consecutive dry 
winters 
+1 -32 Dec, Jan, Feb 
External 0.43 0.33 
Shower 0.03 0.20 
Washing machine 0.10 -0.05 
 
It is widely expected that the UK could experience hotter summers as a result of climate 
change (Jenkins et al., 2010). The 1995 hot summer caused widespread surface water 
stress and low groundwater levels for AWS and many other UK regions (Marsh and 
Turton, 1996). The peak summer demands forced many water companies to impose 
hosepipe bans to maintain supply. Under the high emissions scenario 90% of the 
UKCP09 model runs project summer mean temperature rises of >2.4°C by the 2080s. 
Therefore, those conditions experienced in 1995 and 2003 could become the norm by 
the 2080s (see Table 4.6).  
The sensitivity analysis suggests that in a future of hot dry summers external water-use 
could increase by an average of ~3 litres per day in metered and unmetered households. 
Furthermore, the likelihood of external use could increase by 3% in both metered and 
unmetered households. In unmetered households shower use could increase by ~ 1 litre 
per day. These are average responses; there is evidence that larger water users may 
respond more sensitively. Metered households shower-use shows only a modest 
response to a hot dry summer (~0.1 litres per day). This may suggest that metered 
households might not use more shower water in a hotter, drier future. Alternatively, this 
could be an artefact of sample biases or other factor such as appliance efficiency. The 
results suggest that in a future of hot, dry summers washing machine use is unlikely to 
change or only decrease slightly. The micro-components respond similarly in a future 
of frequent summer heat waves. 
There is less agreement amongst climate scientist and the UKCP09 projections 
concerning future winter conditions. The UKCP09 projections suggest the Anglian 
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region may experience warmer, wetter winters (refer to Table 4.6 and Figure 4.15). In a 
future of extremely wet winters external water-use demonstrated a modest positive 
response suggesting that households will use more water in warmer/wetter winters. 
However, there is no change in the likelihood of external water-use. This may seem 
counterintuitive but could be an artefact of a temperature response in the data. The 
analysis considers concurrent rainfall rather than consecutive days of rainfall. Due to 
the inconsistent time-series, changes to the antecedent variables are difficult to 
undertake. Therefore, future analysis might consider a wetter future but with 
precipitation changes applied to the 7-day rainfall totals. Shower use may increase for 
wetter winters; however washing machine use may decrease. The analysis suggests that 
these responses could counteract each other and not add to the total household water 
demand. 
Micro-component responses are modest for a future of drier winters. The largest 
response is a ~0.5 litre per day increase in external water-use. There is almost no 
change in the likelihood of external water-use in a future of drier winters. As shown by 
the UKCP09 projections for the Anglian region presented in Table 4.6 and Figure 4.15, 
it is unlikely that the region will experience a future with on average drier winters. 
However, the successive dry winters of 2004-06 led to widespread drought and water-
use restrictions imposed by eight water companies in south-east of England. As 
discussed by Whetton et al. (2012), it is important to develop a framework of RCFs that 
can be applied consistently to regional impact studies regardless of updates in the 
climate science. In this way, the likelihoods of RCFs, or the projections behind them 
can be adjusted as climate models evolve. As such, the dry winter RCF was not omitted 
from this analysis in case future projections suggest that this is a more likely RCF for 
the Anglian region.  
Therefore, the largest changes in micro-component demand are likely to be in a climate 
future of hot-dry summers or heat wave summers (see Table 5.13 and Table 5.14). The 
largest increases in demand are likely to be related to summer external and shower 
water-use behaviour.  
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5.8 Case study: drought recovery 2012 
In the spring of 2012 AWS region experienced drought conditions. A hosepipe ban was 
imposed on the 5th April 2012 and lifted on the 14th June 2012. Analysis of AWSs 
household consumption monitored sample (SODCON) recorded ~8% reduction in 
metered household consumption between 6th April and 30th June (relative to Jan 1st to 
April 5
th
 2012). Over the same period the SODCON sample recorded ~10% reduction 
in unmetered household consumption. These reductions are shown in Figure 5.32. April 
2012 was the wettest April since 1989 and unusually colder than March. Hence, AWS 
found it hard to determine whether the reduced consumption was driven by the 
hosepipe ban or wet weather. This event provided an opportunity to test the external 
micro-component model using data outside the training set.  
AWS SODCON sample records household consumption whereas the external water-use 
model was built on micro-component data. Furthermore, the sample populations of the 
external water-use model and SODCON are different. As such no statistical inferences 
can be made from comparison of the model results.  
The external water-use models were used because the investigation focussed on the 
impact of the hosepipe ban. External water-use predictions were produced for the years 
2010, 2011 and 2012 to explore the difference in summer 2012 water consumption 
against previous years. The micro-component regression model has no hosepipe ban 
variable. Therefore predictions indicate consumption irrespective of demand 
management options. A qualitative comparison of the external water-use predictions 
with the SODCON observed data reveals that the micro-component model mimics the 
observed values (Figure 5.33 and Figure 5.34). For example, there is reduced 
consumption in April 2012, compared to the rest of the year, in both the modelled 
external water-use and the observed SODCON data. 
Furthermore, both the micro-component predictions (Figure 5.33 and Figure 5.34) and 
the monitored SODCON graphs (Figure 5.32) agree that peak water-use was 
experienced ~ 27th/28th May 2012. Figure 5.33 and Figure 5.34 show that modelled 
predictions of April 2012 external water-use were lower than those of the same period 
in 2010 and 2011. Therefore, the external water-use predictions suggest that reduced 
consumption between 6th April and 30th June was not driven by the hosepipe ban.  
Metered 
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Figure 5.32 – Observed unmetered household’s water-use in 2012 (SODCON data). Trend 
line is 7 day rolling average. 
 
Figure 5.33 - Summary of predicted metered external water-use  
 
Figure 5.34 - Summary of predicted unmetered external water-use 
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5.9 Chapter summary 
This chapter has presented the results of analyses undertaken to explore the sensitivity 
of micro-component water-use to climatic and non-climatic variables. The exploratory 
analysis has demonstrated the difference between water-use associated with individual 
micro-components. The relative sensitivities of the likelihood and volume of micro-
component water-use to various weather and non-weather factors have been explored. 
Both the likelihood and volume of external water-use are the most sensitive to weather 
and demonstrate a non-linear response to temperature. These results demonstrated the 
ability of regression as a diagnostic tool to mine data with a large amount of scatter for 
stationary signals.  
Following this, the results of climate sensitivity tests on the most weather sensitive 
micro-components were presented. These indicated that there could be a 50% increase 
in the likelihood of households using external water by the 2080s. Furthermore, the 
volume of external and shower water-use could increase under projected climate 
change. Extreme conditions similar to those experienced in the 2003 heat wave may 
become the norm by the 2050s, indicating the importance of the climate sensitivity 
depicted within external and shower-use. The next chapter will discuss these results 
within a broader context and explore their value and importance to water management. 
Furthermore, the limitations and transferability of the research will be considered. 
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Chapter 6. Discussion 
6.1 Introduction 
The purpose of this chapter is to discuss the sensitivity of historic micro-component 
water-use to climatic and non-climatic variables. This discussion is informed by the 
results of analyses presented in the previous chapter that focussed on the choice to use 
a micro-component and the volume of water consumed. First of all the climate driven 
sensitivity to water-use will be explored. Secondly the non-climatic signals within the 
micro-component analysis will be investigated. Results will be critically evaluated in 
the context of existing literature and findings. Also, implications of the findings for the 
water management of domestic demand by the water industry (particularly AWS) will 
be considered. Importantly, the chapter will close with a critical reflection on the 
representativeness of micro-component data and the value it can add to the management 
of water resources in the UK. Furthermore, the wider applicability of the data cleansing, 
formatting and mining algorithms developed within this research will be considered.  
6.2 Climate driven sensitivity of water-use 
To enable water companies to plan for future demand they must account for any extra 
demand that may accompany climate change (Environment Agency, 2009a; UKWIR, 
2012a). Furthermore, water companies should understand the relative sensitivities of 
water-use and how it will be affected by climate change to ensure that they implement 
effective and sustainable demand reduction measures. The exploratory analysis and 
regression results presented in Chapter 5 reveal the relative sensitivities of micro-
component water-use and may go some way to offering a means of informing these 
planning decisions. For example, they could inform appraisals of demand and supply 
options for AMP6 to meet future demand-supply deficits. 
6.2.1 External versus internal micro-components 
A comparison between water-use associated with summer and winter is presented in 
Figure 5.2 and identifies that at this aggregate level only external water-use shows a 
noticeable difference between summer and winter. If the crude assumption is made that 
the difference between summer and winter is mainly (but not entirely) meteorological 
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then these results suggest that external usage is sensitive to weather. However, this 
seasonality could also reflect other factors such as lifestyle or age of occupants (e.g. 
school summer holidays). The seasonality in external water-use confirms UKWIR 
(2012b) and Kowalski and Marshallsay (2005) who found that external water-use was 
the only component that contributed to the additional consumption in summer over that 
of winter. As such, it could be inferred that households use more water in summer 
months related to external water-use practices such as watering the garden or washing 
the car. 
The regression analyses allow the climate signal and its relative sensitivity to be 
explored in more detail. Negative [positive] relationships indicate that water usage 
reduces [increases] with an increase in the weather parameter. The analyses show that 
the probability and volume (on usage days) of external water-use is more sensitive to 
weather than all other micro-components.  
Logistic regression analysis suggests that the probability of external water usage 
increases with temperature and sunshine whereas it decreases with rainfall (p<0.05). 
This finding agrees with logistic regression results based on ‘Identiflow’ data which 
suggest that the frequency of external water-use increases during hotter or drier weather 
(UKWIR, 2012b). In addition, it supports the findings of Pullinger et al. (2013) who 
surveyed water related practices of households in southern England. They found that in 
the majority of cases a household’s choice to water their outdoor space is driven by 
weather (e.g. dry soil or no rain for a prolonged period) rather than timing criteria (e.g. 
how long since last watered). 
Building upon these findings, the analysis presented within this thesis established that 
the probability of external water-use associated with weather variables are more heavily 
weighted in unmetered than metered households. This suggests that unmetered 
households’ choices to use external water are more responsive to meteorological 
variables than those of metered households. This finding could inform possible demand 
reduction initiatives tailored towards unmetered households such as the promotion of 
water butts for garden watering. However, AWS plans to have 80% meter penetration 
by 2015 so, on balance, efforts to understand the metered population may be more 
important. On the other hand this sensitivity may be an artefact of biases within the 
sample dataset rather than billing type. If so, the sensitivity of these households, 
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irrespective of their billing type needs to be investigated to understand what is causing 
this sensitivity to weather and inform demand reduction measures accordingly. For 
example, are the unmetered households predominantly occupied by retired people who 
spend longer in the home, or families with young children that use the garden a lot? 
Alternatively, do these households have larger gardens than the metered sample? Do 
more of the unmetered households have a garden space that is vegetated whereas more 
metered households have paved gardens? Possible biases influencing differences 
between billing types will be discussed further in Section 6.3.6. 
The multiple linear regression analysis shows that the volume of external water-use is 
positively related to temperature and sunshine whilst negatively related to rainfall 
(p<0.05). Thus, when using external water, households use more water in warmer, 
sunnier weather and less on days when it rains. Therefore, in agreement with the wider 
literature, it can be assumed that households are more likely to use external water and 
consume a greater volume during hotter, drier and sunnier days than those on which 
there has been rain (Kowalski and Marshallsay, 2005; UKWIR, 2012b). When 
households do use external water on wetter days the analysis suggests that they will 
consume less. These findings suggest that external water-use may be a good target for 
reducing future climate driven increases in water demand. Seemingly, the commonly 
used hosepipe bans are a sensible demand reduction measure. However, Pullinger et al. 
(2013) found that only one third of people surveyed use hosepipes to water their 
gardens. Most people use water butts, small containers, buckets or watering cans. As 
such, promoting increased use of water butts and grey water systems may provide more 
effective and sustainable demand reduction interventions. This highlights the limitation 
of empirical datasets such as the ‘Golden 100’ and the benefit of taking a wider 
approach to exploring individual water users and practices beyond the component. 
Although statistically significant, the probability and volume of external water-use 
weightings associated with SMD and 7 day rainfall are smaller than those for the other 
climate fields. This suggests that antecedent conditions have less influence on external 
water-use than weather conditions on the same day. This is unexpected as SMD is a 
proxy for drought which it is assumed to be highly correlated with garden watering (i.e. 
external tap water-use). For example, ‘Identiflow’ analysis presented in UKWIR 
(2012b) found that increased frequency of external water-use is related to the number of 
consecutive dry days. However, the weather variables are not standardised and the 
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weightings represent a volumetric water-use for each unit change in the weather 
variable. SMD has a much larger range of variability than temperature or rainfall; SMD 
ranges from ~0 to 130 mm whereas mean temperature ranges from ~-1ºC to 28ºC. 
Figure 5.22 demonstrates that in fact, SMD is positively related to external water-use 
and the danger of assessing sensitivities from non-standardised change factors. Change 
factors are widely used within the water industry so there is a need to engage with the 
impact of the change factors on data rather than assessing sensitivity based solely on 
weightings. Although the coefficient weighting for 7-day rainfall was smaller than 
concurrent rainfall in Figure 5.23, Figure 5.22 shows a stronger external water-use 
response in 7-day rainfall than concurrent rainfall (Figure 5.23). Again, this is likely an 
artefact of the non-standardised weightings. 
An important caveat of this research is that the relationship between SMD and external 
water-use may be ‘smoothed’ across sampled households. The regional index assumes 
homogeneity of soil conditions, soil type and land uses across the AWS region which is 
unrealistic. Furthermore, the index does not capture the local scale factors that can 
obstruct wind flows or shade soils such as fencing and vegetation within individual 
gardens. 
The sensitivity of external water-use to weather variables is depicted in Figure 5.20 and 
Figure 5.21. When compared with the respective plots for observed data the ability of 
the regression process to extract the relationships between external water-use and 
weather variables is demonstrated (regardless of the model’s low explained variance). 
The standard deviations are likely to be an artefact of other drivers of micro-component 
water-use (the unexplained variance of the models).For example, the ‘Golden 100’ does 
not provide information on age of occupants, whether they are employed or retired and 
their garden size which may be important in understanding micro-component water-use 
practices. In all plots, these standard deviations are smaller in the modelled than 
observed data showing that the models have gone some way to isolating the weather 
signal.  
The logistic regression results suggest that for all micro-components within the home 
there is less than 4% increase/decrease in the likelihood of water-use for each unit 
change in a weather variable. This low sensitivity to weather variables suggests that 
climate has a weak influence on decisions to use internal micro-components. Hence, 
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future climate changes will have little effect on the probability of internal water-use. 
The multiple linear regression results reveal that volumes of internal water uses tend to 
show smaller increases/decreases with each unit change in a weather variable than 
external water-use and as such, are probably less sensitive to climate. Those internal 
components with the stronger weather signal are discussed next. 
Volume of bath use is significantly negatively correlated with temperature data fields in 
metered households whereas it is negatively correlated with mean temperature and 
sunshine hours (p<0.05) in unmetered households. The probability of bath usage in 
unmetered houses is negatively related to sunshine (p<0.05). These findings imply that 
households consume less water when bathing in warmer weather. This trend may be 
linked to increased shower use in warmer weather depicted by the regression analysis. 
Results suggest that the volume and frequency of unmetered households shower use 
increases in warmer, sunnier weather. In metered households the frequency of use 
increases in sunnier weather.  
The interdependency between bath use and shower use is echoed in UKWIR (2012c) 
which found that recent trends have been for increasing shower use in place of baths. 
These findings suggest that in the context of climate change and rising temperatures, 
customers may be more inclined to shower instead of having a bath. Furthermore, the 
volume of shower use may increase in warmer climates. As such, if future ownership of 
power showers rises this may exacerbate increases in volume of shower consumption. 
Alternatively, as Herrington (1996) envisaged, more efficient showerheads and 
environmental awareness may even reduce water consumption associated with 
showering. In this case, if shower use is replacing bathing then the water footprint 
associated with personal washing may decrease. 
Pullinger et al. (2013) found that personal washing practices and motivations associated 
with shower, bath and basin differ. Their findings suggest that people typically wash 
using a shower or sink to get clean or freshen up whereas bathing is seen as a way of 
relaxing or easing aches and pains. Therefore, an area of interesting research may be to 
explore whether people will feel dirtier in a warmer climate and hence need to 
shower/‘freshen up’ more frequently. Will this extra shower use replace the demand for 
baths or constitute an additional contribution to consumption associated with personal 
washing? Answers to these questions undoubtedly lie in the socioeconomic and 
Chapter 6. Discussion 
162 
 
technological factors that will shape future water-use practices, routines and behaviours. 
For example, will increasing health trends and bike-to-work schemes lead to the water 
footprint associated with personal washing displaced outside of the home (e.g. to the 
gym or workplace)? These questions highlight the complexity and uncertainty inherent 
in predicting future water-use within the home.  
Furthermore, these findings and uncertainties concerning future behaviours associated 
with shower and bath use bring into question some aspects of the current planning 
framework. For instance, AMP5 guidance from the Environment Agency suggests that 
basin, showering and bathing should be aggregated under ‘personal washing’ (UKWIR, 
2012a). As such, this masks any changes in the practices of personal washing associated 
individually with the bath, shower or hand basin. This limits the water companies’ 
ability to monitor any developing behavioural trends or target these water-use practices 
with demand measures such as water efficient shower heads.  
The volume of washing machine water-use is significantly (p<0.05) positively 
correlated with sunshine in metered households suggesting more clothes washing on 
sunny days. There is a statistically significant (p<0.05) negative correlation between 
washing machine use and rainfall in unmetered households implying that more washing 
is done on drier days. However, these findings do not necessarily mean that washing 
machine use will increase under climate change, as these correlations may simply result 
from people choosing to do some washing on sunny, non-rainy days when it is good 
drying weather. Rainfall is significantly (p<0.05) negatively correlated with the 
probability of washing machine usage in both metered and unmetered households. 
Moreover, sunshine is positively (p<0.05) related to the probability of washing machine 
use. Therefore the primary impact of weather may be on the timing of when households 
wash clothes rather than the total amount of washing.  
These findings contradict the responses of Pullinger et al. (2013) that suggested 
climatic conditions (i.e. whether it is sunny, windy and dry) do not seem to affect the 
timing of people’s laundering. This discrepancy between the findings of this research 
and those of Pullinger et al. (2013) may reflect differences between the sampled 
populations. For example, possibly ownership rates of tumble dryers were higher in 
Pullinger et al. (2013) so households were less driven by the weather to be able to dry 
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clothes. Alternatively, the two samples may have had different attitudes towards the 
carbon or economic cost of operating a tumble dryer. 
Although external water-use is more sensitive to weather, in a climate change context 
the sensitivities of shower and washing machine use may be more important due to their 
consequences for energy consumption and carbon emissions (heating hot water etc.). 
More recent research is highlighting the importance of a holistic management approach 
to consider both water and energy consumption (Clarke et al., 2009; Fidar et al., 2010; 
Beal et al., 2012). Within the UK, there is an environment agency focus on driving 
down hot water usage to reduce carbon emissions and energy consumption 
(Environment Agency, 2009b). Therefore, targeting internal micro-components for 
water efficiency campaigns may reduce the supply-demand gap and help mitigate 
climate change by reducing carbon emissions. However, it is expected that droughts 
will become more frequent under climate change (Burke et al., 2010). If so, more 
frequent emergency water-use restrictions may need to be applied. There are human 
right debates surrounding the restriction of non-discretionary water-use (Defra, 2007). 
Therefore water-use restrictions may have to be limited to external water-use.  
6.2.2 Non-linearity/thresholds in water-use 
Both the likelihood and volume of external water-use display a non-linear response to 
mean temperature as shown in Figure 5.8 and Figure 5.20. Even though it is a linear 
model it has been able to generate non-linear behaviour and response. Figure 5.20 
suggests that external water-use becomes more sensitive when temperature exceeds 
~15°C daily mean temperature threshold. Therefore, the linear relationships presented 
in Figure 5.19 could underestimate external water-use at these higher temperatures. An 
interesting area for further research may be to investigate whether peoples’ behaviours 
will adapt to a warmer climate and consequently this threshold will shift to higher 
temperatures. If peoples’ behaviours do not adapt then the threshold is likely to be 
exceeded more often in a warmer climate. 
Following consultation with AWS, it became apparent that their treated water supplies 
are very sensitive to peak demands and that the stored volume affects pressure in the 
whole water system. As such, temperature triggers that push external demand above this 
threshold may be highly important. Future analysis to identify threshold positions using 
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expert systems or piecewise/segmented regression techniques could be valuable to 
water management. In this way, water companies may be able to use these triggers as 
risk indicators to identify the warning signs of imminent peak demands allowing them 
to manage their drought orders or treated water supplies accordingly. Furthermore, 
levels of service expected by customers and restrictions to their supply that they are 
willing to accept are continually evolving. The use of risk-indicators compliments a 
flexible adaptation pathway (rather than committing to an optimal adaptation plan) 
which can be continually evaluated and adjusted as societal, ecological and 
environmental systems evolve and respond to climate change (Arnell and Delaney, 
2006; Dessai and Hulme, 2007). 
As discussed in Chapter 5 the standard deviation associated with external water-use 
becomes larger as temperature increases. This suggests that the external water-use at 
lower temperature is embedded within daily water-use so has less daily variation 
whereas at higher temperatures it is a product of embedded use and climate driven 
behaviour. For example, embedded uses are those water-use practices that have been 
established in peoples’ daily routines through convenience, technologies, ideas of 
comfort or cleanliness, social perceptions, and long-term societal behavioural changes 
(Shove, 2003; 2010, Browne et al., 2013). This may include things such as basin water-
use for brushing teeth in the mornings and evenings. For external water, embedded 
routines of use may include daily watering of potted plants or/and hanging baskets. 
More ‘fluid’ water-uses are less entrenched within households’ daily routines of water-
use practice. These uses may be influenced by drivers such as climate. For example, 
watering the lawn during periods of dry weather may be considered as a fluid practice.  
6.2.3 Sensitivity to climate extremes 
The coefficient weightings from the regression analysis have revealed elasticity of some 
micro-components to weather variables, namely: external, shower and washing machine 
use. However, water-use reflects the interplay of many factors such as behaviour, 
technology, climate and economics so data are noisy. Moreover, the regression analysis 
is based on daily data. As such, explained variance is low. Due to these uncertainties in 
addition to those that are inherent in predicting future climate, technology and 
behavioural trends, no attempt was made to predict future water-use. Rather, a 
sensitivity analysis was undertaken to explore the relative responsiveness of these 
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micro-components to a range of plausible future climate change as defined by the 
UKCP09 projections for the Anglian region.  
The analysis may go some way towards focussing research and demand reduction 
methods on the practices associated with the micro-components that are most sensitive 
to climate change. In this way, the supply-demand gap could be reduced which would 
build capacity to adapt and respond to peak demands/limited supply within the water 
system. Alternatively, a recent Water Summit hosted by AWS in June, 2013 highlighted 
that for the AWS region the benefit of demand reductions may be to delay the demand-
supply deficit allowing time to fully consider the sustainability and environmental 
impact of new source schemes. These sensitivity analyses and exploration of micro-
component water-use may better inform these demand reduction options. For example, 
AWS could invest in metering all households or promote water-efficient practices and 
supply water saving equipment such as water butts.  
The sensitivity analysis confirms that external water-use exhibits the most elasticity to 
temperature changes. It also reveals that there is some sensitivity to precipitation and 
temperature changes in shower and washing machine usage. The likelihood of external 
water-use is relatively inelastic to the range of climate changes applied in comparison to 
the volume of consumption. However, the total sensitivity of external water-use is the 
combination of likelihood of use and the amount used. As such, the climate signature of 
the external water-use response to a warmer/wetter or a hotter/drier future could prove 
significant to water management. Moreover, the RCFs analysis demonstrated that under 
a future of hot dry summers/heat wave summers like those experienced in 1995 and 
2003, the likelihood of external water-use could increase by 3-4% and the volume of 
consumption increase by ~3 litres per household per day. 
In a warmer/wetter future the annual and summer change in average external water-
users is similar. However, in the more extreme hotter/drier climate future the analysis 
suggests that when using external water, average water-users could use twice the 
volume of water on summer days compared to their annually averaged response. For 
example, by the 2080s, in a hotter/drier future unmetered households are likely to use 
an average of ~4.5 extra litres per day (on usage days) of external water when averaged 
over the whole year. However, on summer days, when households choose to use 
external water, they are likely to use double this (~9 litres per day extra water). At the 
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most extreme situation of high water-users during summer, in a hotter/drier future, 
metered and unmetered households’ external water-use could increase by ~11 and ~13 
litres per day respectively in the 2080s. 
As expected the response of external water-use is more extreme in the 2080s than 
2050s. Arguably, the 2080s UKCP09 projections are more robust than the 2050s as the 
climate signal is more easily distinguished from the short-term variability. Thus, there is 
greater confidence that external water-use could increase by the end of the century. This 
should be kept in mind as water companies develop their supply/demand options as part 
of their resource management plans even though this change is outside the 25 year 
planning envelope. More immediately, these sensitivities could be used in a more 
strategic sense to prioritise demand reduction measures and balance the long-term 
supply-demand balance. This could help build capacity for water management to adapt 
and to allow for uncertainties in forecasts of demand, supply, technology, population 
and climate. It may also postpone supply-demand deficits to allow the sustainability and 
environmental impact of new supply options to be fully considered. Moreover, water 
companies should use this information to inform their choice of water demand 
reduction measure. Possibilities include introducing education campaigns related to 
grey water schemes and water efficient technology targeted at external water-use or 
pressure and leakage management. More detailed studies of the non-linear relationship 
between external water-use practices and temperature is required to enable water 
companies to target these sensitive uses/users above the ~15°C threshold and try to 
encourage behavioural change ahead of the anticipated climate changes.  
Importantly, the climate sensitivity analysis has also revealed sensitivities in internal 
micro-components. The analysis suggests that shower usage, particularly unmetered, is 
also climate sensitive. In a warmer/wetter future both metered and unmetered shower 
use are likely to increase by less than ~0.5 litres per day for both the 2050s and 2080s. 
However, in a hotter/drier future unmetered households display larger climate 
sensitivity. For example, annually averaged response to a hotter/drier future suggests 
that unmetered households’ average shower-use could increase by ~0.8 litres per day in 
the 2050s and ~1.2 litres per day in the 2080s. Furthermore, for the 2080s, average 
summer use could increase by ~1.6 litres per day and the high users household shower 
use by ~2 litres per day. Although existing research suggests that shower-use may 
increase in response to climate change, as far as the author is aware, there is no 
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empirical evidence of this relationship within the UK. Therefore, this research provides 
evidence that daily shower-use is related to mean temperatures and may increase under 
climate change. 
Interestingly, the high shower users/uses are as responsive to annual climate changes as 
the average shower uses/users are to summer climate changes. For example, for the 
2080s, in a hotter/drier climate future, unmetered households’ shower use could 
increase by 1.6 litres per day for the high users when averaged over the whole year. For 
the same climate conditions the average users’ shower use is suggested to increase by 
1.6 litres per day also, but during the summer months. Generally water companies 
consider peak demand/critical periods as the summer period of their driest year. 
Therefore, there is a danger that they will focus upon the summer sensitivity of water-
use. However, this analysis suggests that in addition to summer sensitivity of shower-
use water companies should consider the impact that the annual climate sensitivity of 
the more extreme water users may have to their forecasts. Further work could 
investigate the sensitivity of water companies’ long-term forecasts to these extreme 
water-users as this may inform the uncertainty estimates that feed into headroom 
allowance. 
By considering the difference between warmer/wetter and hotter/drier futures this 
normalises for other factors such as differences in days sampled by each micro-
component. As such, the climate response to the changes in temperature and 
precipitation is isolated. Therefore, a comparison between micro-component climate 
sensitivity can be made. There is less dispersion in the range of shower use responses 
than external water-use. This suggests that shower use is less sensitive to the difference 
between the warmer/wetter and hotter/drier climate conditions tested. As such shower-
use is less sensitive to climate changes than external water-use. This may reflect the 
embedded nature of shower use in household’s daily routine (Shove, 2003). Therefore, 
arguably, future increases in shower-use may be more difficult to reduce than the more 
variable behaviours associated with external water-use (Shove, 2003; Sofoulis, 2011). 
Close inspection of the systematic response of the micro-components to the range of 
temperature and precipitation changes tested revealed that washing machine use was the 
most sensitive to precipitation change. However, this sensitivity is modest (with a 
change of 1 litre across the entire range). Mean daily changes in washing machine 
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usage are small compared to the other micro-components tested. In contrast to external 
and shower use, the change in annually averaged unmetered washing machine use by 
the 2050s and 2080s is smaller for the high users than the average users. This suggests 
that in unmetered households the sensitivity of the largest washing machine uses/users 
is less sensitive to climate than the smaller uses/users. A possible explanation for this 
relationship may be related to the baseline differences in clothes washing practices of 
the average and high users. Possibly high users were not filling their machines to 
capacity so have room to increase their load size with climate change. Whereas the 
average users are possibly more efficient water-users so have to undertake additional 
loads of clothes washing to accommodate increased washing in the future hotter 
climate.  
The RCFs analysis suggested that climate futures of warm hot summers or heat wave 
summers could yield the largest changes in micro-component water-use. Both warm hot 
summers and heat wave summers result in increased external and shower water-use. 
Considering the high likelihood in the UKCP09 projections of warmer summers in the 
future, it is important that investment is made to better understand the practices related 
to both external and shower-use. In this way, water companies can target effective 
water demand reduction measures in anticipation of the increased water consumption 
under climate change. This could help to maintain supply-demand balances especially 
in light of increasing populations. 
For example, in the case of shower-use, an effective demand management option might 
be to retrofit homes with more efficient shower heads. Alternatively, societal demand 
for better water pressure could result in households replacing these devices. A more 
sustainable option might be to try to engage households in more efficient water-use 
behaviours such as shower monitors with a visual display and warning of high water-
use (Willis et al., 2010; Cole et al., 2012b).  
These analyses have highlighted the need for water companies to invest resources into 
understanding the behaviours associated with external water-use and how to reduce 
usage and weather sensitivity ahead of climate change. Moreover, it is important that 
the practices associated with the choice to use external water are explored alongside 
ways to reduce the volume when consumed. Water companies are in a unique position 
as increasingly the cooperation of customers is needed to maintain supply-demand 
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balances during peak periods. However, by selling a service/commodity to the customer 
there may be a sense of entitlement that is counter-productive. Evidence of this attitude 
is found in records that demonstrate continued use of external water despite emergency 
hosepipe bans during drought conditions (Medd and Chappells, 2008). As such, it may 
prove harder to prevent households using external water than to engage them in 
reducing their volume of use with efficiency measures and modification of behaviour 
(Dessai and Sims, 2010). 
6.3 Behavioural driven sensitivity of water-use 
It is apparent from the analysis that internal domestic micro-component water-use is 
more sensitive to indicators of behavioural factors such as day of the week or bank 
holiday than weather variables (see Appendix A). In addition, more statistically 
significant relationships were found between internal water-use and non-weather factors 
than with weather variables. As such, non-climatic drivers of water-use may have a 
greater influence on future water-use than climate change. If so, understanding the 
individual water users and their water-use behaviours, practices and embedded routines 
may be more beneficial to water company plans and household demand reduction 
measures than trying to refine climate driven domestic demand projections.  
6.3.1 Annual trends 
For most micro-components the probability of water-use (households’ choice to use a 
micro-component) related weakly to any particular year (over the 12 years of data 
collection there is less than 5% change in the likelihood of micro-component use). 
Exceptions include, metered dishwasher (+9%), kitchen sink (-9%) and WC (+15%) use 
in addition to unmetered shower use (+10%). These results suggest that there may be 
interdependency between the increased probability of dishwasher use and decreased 
kitchen sink use. In other words, long-term changes in the practice of washing dishes 
may have altered and households are more inclined to use the dishwasher rather than 
kitchen sink. The relationships between year and the probability of shower and WC use 
will be discussed in relation to long-term trends in volume of use later within this 
section. 
Across all micro-components the volume of water-use (when households’ chose to use 
a micro-component) is significantly related to year (p<0.05). The annual relationship 
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with volume of water-use is most heavily weighted for dishwasher and washing 
machine use. These appliances are negatively related to year suggesting that there has 
been a long-term reduction in their water-use. The probability of washing machine use 
is weakly related to year. This suggests there has been little annual change in 
households’ choice to use the washing machine however the volume of use has 
decreased. Therefore, long-term reductions in washing machine volume of water-use 
may be due to efficiency gains driven by technology or alternatively changing attitudes 
towards water and energy efficiency by households (choice of washer settings). This 
supports Herrington (1996) that qualitatively predicted water saving technologies would 
counteract increased ownership of washing machines. Extending Herrington (1996) the 
results of this research provide empirical evidence of the long-term reduction. 
Moreover, the results have suggested that unmetered households show larger long-term 
reductions in the volume of washing machine water-use than metered (p<0.05). Thus, it 
is possible that more unmetered households may have adopted these efficiency attitudes 
or/and technologies. Alternatively, the difference between billing types may be an 
artefact of biases in the sample populations such as age, profession or gender. 
For all other micro-components there is a weak positive annual relationship with the 
volume of water-use suggesting that household consumption has increased over time. 
Of these, the most heavily weighted micro-components include metered shower and 
WC use in addition to unmetered shower and bath use. There is a slight statistically 
significant annual decrease in the probability of bath usage compared to an increase in 
the volume used (p<0.05). In other words, there is a long-term reduction in households’ 
choice to use the bath but an increase in the volume of water (when used). Volume and 
probability of shower use display a long-term increase for unmetered households. In 
metered households the volume of use has increased annually but the probability has 
not changed. Thus, households’ long-term shower use has increased and unmetered 
households are likely to use the component more often. These relationships support the 
wider literature which has discussed the growing ‘normality’ of daily personal washing 
over the last couple of decades (Shove, 2003). Furthermore, these findings support 
Herrington (1996) who suggested increased shower ownership and adoption of power 
showers would lead to higher shower related water demand (+12% by 2021). However, 
results for metered households disagree with the expected increase in frequency of 
shower use (Herrington, 1996).  
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For both the likelihood and volume of WC water-use the coefficient weightings 
associated with year are of interest. The results suggest that metered households’ 
likelihood and volume of WC use has increased over the duration of the study. This 
could be due to an appliance change. However, this is counter-intuitive because WC 
appliances have become more water efficient over time. It is more likely due to changes 
in the metered households’ sample make-up. Site visits with an AWS engineer revealed 
that many of the sampled population have retired during the study. This would suggest 
that they spend longer at home and therefore use the WC more often. It is interesting 
that WC is one appliance within the home that is unlikely to be affected by economies 
of scale (shared use of appliances in multi-occupancy households). Therefore it is 
responsive to the duration spent within the home. Micro-components such as showering 
that are embedded within the daily routine tend to be undertaken whether someone is in 
the house all day or going to work. 
Annual changes in external water-use are small suggesting that there has been little 
long-term change in external water-use and annual scale drivers have less impact than 
climate on the behaviours associated with external water-use. This contradicts 
Herrington (1996) who predicted long-term increases in lawn irrigation from rising 
sprinkler ownership. However, it must be noted that the present analysis is based on 
only 12 years of data, and households may not be representative. 
6.3.2 Seasonal variations 
The findings of this research corroborate those of earlier studies which identify a 
seasonal signal in external water-use (Kowalski and Marshallsay, 2005; Gato et al., 
2007; UKWIR, 2012b). Correlation analysis undertaken by UKWIR (2012b) identified 
that only external tap water-use was statistically significantly different in summer 
compared to winter time periods. Figure 5.2 supports UKWIR (2012b) demonstrating 
that at this aggregate level external water-use is the only micro-component that 
demonstrates a marked seasonal variation within the ‘Golden 100’ data. However, the 
regression analysis undertaken within this research treated each month separately which 
has allowed the monthly signals in micro-component use to be revealed. At this more 
detailed level of analysis a seasonal signal can also be detected in shower use. External 
and shower usage show the strongest seasonal cycles and have the most statistically 
significant relationships with individual months. WC usage also has a high number of 
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statistically significant relationships with months of the year but a less defined seasonal 
trend. This example demonstrates how regression analysis can be used as a diagnostic 
tool for exploring water-use behaviours.  
Monthly coefficient weightings are interpreted relative to December and shown in 
Figure 6.1. As expected, external water-use is more heavily weighted in summer 
months when the garden is in bloom and when weather is on average drier and warmer. 
The relatively large weight attached to outdoor water-use in February (unmetered and 
metered) and March (unmetered) is harder to explain. Furthermore, these relationships 
are statistically significant. Closer inspection of the data revealed no suspect data and 
that sample sizes are greater than 1000 daily values for each month. Pullinger et al. 
(2013) found that 55% of participants with some form of outdoor space tidy up their 
garden in preparation for spring and summer months. These activities include cleaning 
outside windows, conservatories or greenhouses (36%), planting (19%), hose/pressure 
washing walls, patios or driveways (10%) and washing outdoor furniture (3-7%). This 
may go some way to explaining the increased usage in February and March depicted in 
Figure 6.1. 
 
Figure 6.1 - Multiple linear regression coefficient weightings by month of the year for 
external (left) and shower (right) water-use. Weightings are based on transformed data. 
 
Figure 6.1 also shows a strong seasonal pattern in shower usage with increased water-
use in summer relative to winter months. Months are more heavily weighted in 
unmetered households than metered. This suggests that shower use behaviour is more 
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strongly driven by month of the year in unmetered than metered households. The 
seasonal pattern may be a reflection of the positive relationship between temperature 
and shower usage discussed in section 6.2.16.2.1. Alternatively, Pullinger et al. (2013) 
found that people typically wash to get clean, freshen up or to smell nice. As such, 
maybe people feel that they need to pay more attention to personal hygiene in the 
summer months than winter. Pullinger et al. (2013) also found that one cluster group 
(‘out and about washers’) shower outside the home such as in gyms or the workplace. 
Therefore, possibly with shorter daylight hours in the winter more people seek their 
exercise at the gym or by biking to work which shifts the water footprint outside of the 
home.  
These possible explanations provide suggested reasons for the increased frequency of 
shower use, but the results also suggest that households consume a larger volume of 
water associated with the shower in summer than in winter. In other words, shower 
lengths are longer in summer relative to winter. Pullinger et al. (2013) found that the 
main drivers of longer shower lengths were washing hair and shaving. These results 
were irrespective of time of year. However, perhaps people partake in these activities 
more in summer months thereby lengthening shower times.  
It is unclear why WC use would vary seasonally. Considering, WC use contributes the 
largest percentage of water-use to the household total this would be an interesting area 
of further research. For example, is this increased summer usage related to changes in 
the household population in summer compared to winter such as children home from 
school or university in the summer months? As noted previously, it is unlikely that WC 
use is influenced by shared usage so the number of people within the home for 
durations of time would be quickly reflected in consumption associated with this 
appliance. In depth questionnaire and interview studies tend to shy away from this 
‘personal’ area of water-use but an investigation into practices associated with the WC 
could be useful (Friedler et al., 1996). As far as the author is aware, there has been no 
such research to date into the seasonal signal in WC use.  
6.3.3 Weekly variations 
The relative weighting of volume of micro-component water-use on individual days of 
the week revealed day to day variations. In general, water-use declines mid-week 
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relative to the weekend (i.e. weekend days are more heavily weighted than midweek 
days). Furthermore, most of these relationships are statistically significant (p<0.05). 
This pattern is most clearly evident in metered and unmetered bath, shower, external, 
WC and washing machine usage. This implies that there is a strong weekly cycle in 
water-use behaviour associated with these micro-components. These findings echo 
earlier research which has shown that water-use varies between days (Butler, 1993). For 
this reason a few studies have grouped weekend and weekdays separately in their 
analysis (Kowalski and Marshallsay, 2005, Gato et al., 2007). The micro-component 
model design of this thesis builds upon these approaches and assigns each day of the 
week an individual variable. As such, this model design reveals the relative sensitivity 
of micro-component water-use to individual days. This design could be applied to any 
data record that has been metered on a daily basis (e.g. individual household readings or 
‘Identiflow’ smart metered data). 
Figure 6.2 shows the micro-components that demonstrate a weekly cycle. Washing 
machine and WC use have strong weekly cycles in both metered and unmetered 
households. In unmetered households dishwasher use also has a strong weekly cycle. 
Possible suggestions for increased consumption associated with these micro-
components at weekends relative to weekdays are that households spend more time in 
the home or have guests and therefore use the WC and dishwasher more. Unmetered 
households’ weekly cycle in WC use is more pronounced that metered. This may be an 
artefact of the sample population. For example, metered households could have more 
retired occupancy so spend more time within the home during weekdays compared to 
households that work mid-week. Increased weekend dishwasher use combined with 
kitchen sink use suggests that households eat at home and cook more on weekends.  
The increased use of water associated with the washing machine at weekends relative to 
weekdays supports Pullinger et al. (2013) who found that most participants do their 
washing at weekends. However, as mentioned earlier, this research extends previous 
approaches which separate weekdays and weekends and assigns each day of the week 
its own dummy variable. As such Figure 6.2 also highlights the daily variation in 
clothes washing. For example, households use more water associated with clothes 
washing on Saturdays than on Sundays. Does religion influence water-use on Sundays 
for Christian households or is this practice driven by the need to wash and dry work 
clothes so that they can be ironed on Sundays in time for the working week (Smith and 
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Ali, 2006; Fisher et al., 2008)? Unfortunately information about the individual water-
user is unavailable from the ‘Golden 100’ data. The coefficient weightings for washing 
machine vary for each day of the week whereas many of the other weekly cycles have a 
relatively small variation in weightings between mid-week days. This was a finding 
echoed in Pullinger et al. (2013), who discovered that there are many ambiguous 
drivers of the practice of clothes washing. For example, many participants simply stated 
that ‘whenever there is time’ they do their laundry.  
As well as highlighting those micro-components with a weekly cycle this analysis has 
revealed those that are embedded within households’ daily routines (i.e. exhibit little 
daily variation). Basin and shower use display weak weekly cycles. In agreement with 
research by Shove (2003) this emphasises that daily personal washing has become the 
‘norm’. In contrast to shower and basin use, there is a weekly cycle in bath use 
suggesting that people tend to bath more at weekends than midweek. As mentioned 
previously, baths are seen as a therapeutic and relaxing water-use practice therefore 
households may be more likely to bath at weekends when they are not working (feeling 
that they have time). Motivations behind shower and basin personal washing tend to be 
‘freshening up’ or to get clean (Pullinger et al., 2013). Moreover, the individual coding 
of day of the week revealed that unmetered households use more water associated with 
the bath on Thursdays. This is an intriguing finding but the reason is unclear. It would 
be interesting to interview the sampled household and investigate the motivations 
behind this. For example, is this the influence of an individual household and if so are 
Thursdays their last day at work before the weekend, so they like to have a relaxing 
bath? Is Thursday the day that they wash the dog each week? Or is this simply an 
artefact of the small sample size? 
It must be noted that these weekly patterns of variation in water-use are the aggregate 
response of all ACORN classes. ACORN class is assumed to indicate the socio-
economic status of a household (i.e. employed, retired etc.) and can be seen as a proxy 
for their lifestyle and duration of time spent at home. As such, it is likely that if sample 
sizes with ACORN classes were larger and they could be disaggregated there may be an 
even stronger day of the week signals within micro-component data. For example, 
retired households might be expected to have a less pronounced weekly cycle than 
working households because their time at home to undertake clothes washing or 
cleaning the house is less constrained to the weekend.  
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Answers to queries raised about the individual water-user are unfortunately not 
available from the ‘Golden 100’ data as the information was not collected with this type 
of application in mind. However, the ability of the models to detect these weekly 
variations amongst the mixture of household lifestyles and other confounding factors 
only highlights the influence of behaviour on water-use within the home. It also 
demonstrates the ability of regression as a diagnostic tool to reveal the relative 
sensitivity of water-use and reveal interesting areas of research for more detailed 
investigation (possibly by interview or questionnaire techniques that can access the 
individual’s water-use).  
 
Figure 6.2 - Multiple linear regression coefficient weightings for micro-components by 
days of the week in metered (left) and unmetered (right) households. 
 
6.3.4 Bank holiday effects 
Figure 6.3 demonstrates that there is a positive relationship between bank holiday and 
the volume of micro-component water-use (apart from unmetered basin and metered 
washing machine use) which are negatively correlated. Those relationships that are not 
statistically significant are indicated with hatched fill. WC usage is the most heavily 
weighted and therefore the most sensitive micro-component to bank holiday. As 
mentioned previously, the large sensitivity of WC use may be because it is more 
responsive to the number of people within the home as it is not affected by the 
economies of scale. The analysis also suggests that water consumption associated with 
the kitchen sink increases on bank holidays. This may be because households eat at 
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home throughout the day whereas on working days the water footprint might shift to the 
workplace (similar to the suggested reason for increased weekend use). This may also 
explain the increased use of dishwasher on bank holidays. Again, increased bath usage 
may reflect greater time (non-workday) to indulge in the relaxing practice of taking a 
bath. 
As mentioned previously (Section 6.2.2) treated water supplies are very sensitive to 
peak demands and the stored volume affects pressure in the whole water system. As 
such, the sensitivity of water-use to bank holiday provides useful information for water 
companies. Bank holiday could be seen as a risk indicator and as such water-companies 
need to anticipate that there will be peaks in their domestic demands on these days and 
incorporate it into the operation of their treated water supply storage accordingly. If, for 
example, water companies monitored potential risk-indicators (possible peak demands) 
such as antecedent dry and warm weather, they may be able to adopt various 
operational decision pathways accordingly to manage their treated water supplies. 
Operational decision pathways could be a series of measures/actions that get put into 
place depending on various triggers of potential peaks in demand. These decision 
pathways should be flexible and assessed at various stages in case they need to be 
adjusted depending on changes in the demand conditions of the region (Brekke et al., 
2009; Brown, 2010). In the context of longer-term planning, water companies may need 
to consider the influence of a bank holiday during a drought period on domestic demand 
and ensure that their headroom allows for this contingency.  
 
Figure 6.3 - Multiple linear regression coefficient weightings for bank holidays. 
Weightings are based on transformed data. 
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6.3.5 Occupancy 
In almost all cases there is a significant relationship (p<0.05) between household 
occupancy rate and both the probability and volume of water-use. Thus, in agreement 
with previous research, household micro-component water-use is influenced by 
occupancy rate (Russac et al., 1991; Kowalski and Marshallay, 2005). This supports 
existing research into decreases in PCC as occupancy rate increases due to the potential 
water savings from shared appliance use in multiple occupancy households. For 
example, Pullinger et al. (2013) found that among households with more than one 
occupant, 88% reported that they combine clothes washing.  
Again, dummy variable coding was used to assign each occupancy rate its own variable 
as explained in Section 4.3.2. This model design revealed the unequal loading of 
occupancy variables identifying a non-linear relationship between water-use and 
occupancy rate. Some examples of the non-linear relationship between micro-
component water-use and occupancy rate are demonstrated in Figure 6.4. This finding 
highlights the limitation of metered datasets for multiple occupancy households; they 
do not reveal the water-use behaviour of the individual user. Furthermore, these 
findings support positivist research that opposes over reliance on PCC as a unit of 
measure because it limits our understanding of the heterogeneity of water-use within the 
home (Medd and Shove, 2005b; Browne et al., 2013). It also, demonstrates the 
inaccuracy of PCC estimates calculated from the amount of water distributed into 
supply and samples of individual household metered data by water companies. 
 
Figure 6.4- Coefficient weightings by occupancy rate for a selection of unmetered micro-
components. Weightings are relative to single occupancy households. All relationships are 
statistically significant (p<0.05). 
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6.3.6 Billing type 
The ‘Golden 100’ surveyed both customers billed on a metered tariff and those billed 
by rateable value. . Therefore, the influence of billing type on household water 
consumption could be explored. Figure 5.1 suggests that, at this aggregate level, billing 
method influences all internal micro-component water-use and the percentage 
contribution to the daily household water budget. Of note is that unmetered households’ 
bath and washing machine water-use contributes a larger percentage to their household 
water budget than in metered households. Metered households use a larger percentage 
of water in WC, dishwasher, basin and kitchen sink. These trends are consistent for 
both summer and winter so suggest that it is not in response to seasonal controls but 
rather behavioural differences between the two populations. These findings support the 
widely observed influence of billing type in existing research (Russac et al., 1991; 
Edwards and Martin, 1995; Walker, 2009). 
It should be highlighted however that the behavioural differences between the two sub-
populations may only be partly due to billing type. The value of the ‘Golden 100’ 
dataset is that it contains a vast source of information. However, because of the 
complexity of the micro-component water-use, trends between metered and unmetered 
households may, to some extent, be an artefact of other confounding factors. Either 
these are not revealed by the explanatory variables available within the dataset (the 
unexplained variance) and/or as a result of biases within the sub-populations. 
Unexplained variance and confounding factors could include garden size, employment 
status, appliance type, age of occupants and leakage. This caveat is a key issue that has 
been widely researched. Unfortunately, estimates derived from metered data such as the 
‘Golden 100’ are susceptible to biases (in sampled age, gender, occupation, socio-
economic class), the ‘Hawthorne effect’ (knowledge of being monitored), self-selection 
(volunteers), improved leak detection or unrepresentative sample populations 
(McDonald et al., 2003; Thames Water, 2006). As such, widely quoted values of 
metering effect on demand reduction may be generous. In reality, it is likely that 
metering needs to be combined with effective pricing policies or attempts to promote 
water efficient behaviour in order to be effective (Willis et al., 2010). 
The influence of billing type is an important area for further research in the context of 
the price elasticity of water consumption. However, with increasing proportions of 
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water company regions becoming metered, this research may prove worthless in the 
near future. More appropriate research is being undertaken into the influence of tariff 
structures (Cole et al., 2012a). If households are sensitive to the cost of water then tariff 
structures may provide a means of reducing domestic demand. Wider installation of 
smart meters could be a significant research opportunity and management tool. They 
could be a visual reminder of household water-use, could be used to empower and 
position householders as managers of their own water-use and enable a wider range of 
pricing mechanisms such as seasonal tariffs (Herrington, 2007; Defra, 2011). In this 
case potential lessons could be gained from smart metering in the energy sector. 
However, it must be noted that there are large human rights debates that surround this 
method of demand reduction (Chappells and Medd, 2008; Brown et al., 2010).  
6.3.7 ACORN class 
Previous studies found marked differences in domestic water-use within ACORN 
groups and therefore ideally they would be assigned individual variables within the 
micro-component models (Russac et al., 1991; Edwards and Martin, 1995). 
Unfortunately, as Chapter 3 identified, the sampling structure of the ‘Golden 100’ is 
biased across ACORN classes with a propensity towards classes 1 and 2. The research 
presented within this thesis suggests that micro-component water-use is statistically 
significantly related to ACORN class (p<0.05). Results are shown in Figure 6.5. Those 
relationships which are not statistically significant at the 95% level are indicated with 
hatched fill. There are no sampled data of ACORN class 3 so therefore no coefficient 
weighting was obtained. As shown by Figure 6.5 there is no discernible pattern of 
micro-component water-use with ACORN class.  
As highlighted by Table 3.2 and previous studies, there is heterogeneity within ACORN 
classifications because they aggregate households that have different characteristics 
such as, house type, garden use or white goods ownership. Pullinger et al. (2013) 
highlight the limitations of socio-demographic profiling techniques for estimating 
domestic water demand. They argue that there is little relationship between how a 
person performs a practice and their socio-demographic status, environmental values 
and the reasons why they perform it. For example, advancements in communication 
technology have changed patterns of work with more people working from home 
impacting upon the way water is used within the home (Browne et al., 2013).  
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In contrast, Edwards and Martin (1995) showed that as household income increases so 
does PCC and that house type can be used as a proxy for the occupants’ water-use 
profile (which depends on their socio-economic status, family size and composition). 
This is reflected in water companies’ use of rateable value as a charging mechanism. 
However, changes in housing stocks and demographics over time mean that rateable 
value (last updated in 1974) is now considered to be an out-dated and unfair charging 
mechanism (Walker, 2009). Therefore, it is unlikely that the results from this research 
pertaining to ACORN class provide much insight for the water industry.  
 
Figure 6.5- Coefficient weightings by ACORN class for metered (left) and unmetered 
(right) households. Weightings are relative to ACORN class 1. Those relationships which 
are not statistically significant at the 95% level are indicated by hatched fill. 
 
6.4 Broader discussion 
The ‘Golden 100’ and other micro-component data offer objective, quantitative and 
continuous records of water-use within the home. However, sample sizes (and thus 
spatial and temporal coverage) are ultimately limited by the capital and operating costs 
of collecting and maintaining data. The ‘Golden 100’ sample began with only 98 
households and had a high attrition rate over the 12 years of collection. Hence, it 
follows that there are uncertainties about sample representativeness when extrapolated 
to larger areas or future periods. Moreover, it must be recognised that the Hawthorn 
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access to appliances, billing method and house type all limit the sample 
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of many factors and although the ‘Golden 100’ dataset contains a vast source of 
information it is very noisy. The regression analysis is based on daily household data so 
explained variance is low. 
Despite these caveats it is important to remember that this study has gained value from 
a dataset that was collected for leakage detection rather than research into the 
behaviours of water-use. The rigorous quality assurance and data formatting algorithm 
developed within this research provides a template for dealing with large, multi-factor 
datasets which include considerable amounts of scatter. The key principle behind the 
algorithm is that it applies quality checks to each micro-component rather than relying 
on the total household volume to reveal errors. This algorithm could be applied to other 
micro-component datasets within the UK such as the ‘Identiflow’ record or 
internationally to end-use data such as the Gold Coast domestic end use study (Stewart 
et al, 2011). Further development of the algorithm may include the application of 
variable outlier exclusion thresholds to individual micro-components. In this way the 
algorithm would take into consideration the individual distributions of each micro-
component in a similar way to the current treatment of external water-use. 
Research in the UK and elsewhere consistently finds that the complex relationships 
influencing household water-use make underlying patterns of behaviour difficult to 
discern. The methodology within this research has revealed stationary climatic and non-
climatic signals regardless of the low ‘fit for purpose’ sampling structure. As such, the 
model design and techniques such as sample stratification could be applied to any large, 
complex dataset to ‘mine’ for signals. Additionally, dummy coding of non-linear 
variables has revealed considerable heterogeneity and non-linearity of water-use 
behaviours at both the intra- and inter-household scales. This is a technique that could 
be widely applied to any dataset, particularly metered micro-component water-use data. 
Moreover, the two step modelling approach which explores the likelihood of water-use 
and the volume of use (on usage days) is a novel approach to maximise the utility of the 
complete data set, including days with zero water-use values. Again, this is a 
transferable method that could be adopted in other datasets such as ‘Identiflow’. 
In agreement with many post-positivist researchers the findings and discussions of this 
research have proved that PCC is limited because it masks the diversity of water-use 
behaviours of even similarly ‘average’ consumers (Medd and Shove, 2005b; Browne et 
al., 2013). Unfortunately, this research has also identified that micro-component 
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datasets can conceal marked variations between individuals in the same residence. The 
only ways to record individuals’ water-use is through diary based studies, 
questionnaires, interviews or observational techniques which have their own 
limitations. Therefore, this research challenges the generalisation by some post-
positivists that all micro-component data within the UK are conceptually limiting 
(Sharp et al., 2011). Rather, this research supports a holistic approach in which detailed 
qualitative studies and observational techniques complement objective meter records of 
micro-component usage. This multi-method approach may reveal nuances of demand 
previously missed by quantitative or qualitative data alone whilst providing a more 
robust understanding of the individual water user (Beal et al., 2011; Browne et al., 
2013; Pearce et al., 2013).  
Within the UK, water companies are in a unique position. On the one hand they are 
commercial businesses providing a service to the customer. However, increasingly they 
require the cooperation of the customer to reduce consumption and maintain supply-
demand balances (Sharp et al., 2011; Sofoulis, 2011). Discussions at the June 2013 
Water Summit hosted by AWS revealed the importance of demand reduction strategies 
to delay supply and demand deficits whilst appropriate planning and decisions are made 
regarding the most sustainable and robust supply options. This highlights the need to 
understand the individual water user and engage with them to promote feelings of 
responsibility for reducing demand even though they are paying for water (Dessai and 
Sims, 2010; Pearce et al., 2013).  
With this in mind, the analysis within this thesis has identified that the heterogeneity of 
water-use behaviours beyond the component must be understood to target particular 
attitudes and practices for more effective demand management. For example, at face 
value the positive relationship between external water-use and temperature may lead 
companies to simply increase the frequency of hosepipe restrictions in a warming 
climate. However, as discussed previously, other research on the practices of water-use 
has identified that only a third of their sample population use hosepipes (Pullinger et al., 
2013). Therefore, promoting the increased use of water butts and grey water systems 
provides a more effective demand reduction measure. Moreover, with uncertainties 
regarding the level of service restrictions customers are willing to accept in the future 
this provides a ‘low regret’ sustainable option. Not only have the findings of this 
research improved knowledge regarding the relative drivers of water-use behaviour but 
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they have also highlighted interesting questions and lines of future research that are 
important to inform demand management initiatives. It is these findings rather than the 
quantitative change factors that are transferable to all water companies within the UK 
and even echo international research into water-use behaviour (Beal et al., 2011; 
Stewart, 2011; Willis et al., 2011). 
6.4.1 Summary of key study caveats  
Table 6.1 summarises the key caveats of this research. Overall these caveats relate to 
the quality and representativeness of the raw data. However, this data was not collected 
with research in mind. Therefore, these caveats may in turn highlight important aspects 
that could be improved in future micro-component sampling. For example, a major 
limitation of the ‘Golden 100’ data for this application was the lack of detail about the 
water user. Information such as details of the house type, garden size, age of occupants 
and household structure would be useful to develop a more detailed analysis and picture 
of water-use within the home. Moreover, larger sample sizes would hopefully obtain a 
more representative sample. Another important caveat relates to the assumption that 
micro-component relationships with weather and non-weather variables will remain 
constant into the future. 
Table 6.1- Identified study caveats 
Caveats of raw data Caveats of modelling 
Limited information about the individual (age, 
occupation, lifestyle) 
Linear model is unbounded so might predict water-
use below and/or above realistic ranges 
Lack of detail about appliance model or water-
saving modifications 
Overlap of the sample period with UKCP09 
projection baseline years. Therefore double 
counting climate change in the sensitivity analysis. 
No house type or garden size/type information. Based on current behaviour (behaviour may adapt 
in future to scarcer water supplies or climate 
change) 
Questionable sample representativeness as only 
sampled 100 households. This may not include a 
large range of water-users and reflect the whole of 
the Anglian supply region. 
Does not account for changing water-use practices 
(e.g. the growing ‘normality’ of a daily shower 
over the last two decades) 
Sample bias in terms of unequal distribution of 
occupancy rates, ACORN classes and billing types. 
Does not account for technological changes in 
water-use appliances 
 Assumes relationships remain constant into the 
future 
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6.5 Implications for the water industry 
To meet the final research objective outlined in Chapter 1, the implications of the 
research for managing domestic water demand by the water industry (particularly 
AWS) will now be discussed. Also, the value-added by micro-component data to the 
management of water systems in the UK will be considered. The key findings of this 
research feed into the strategic and operational management of the UK water system in 
two main areas: long-term business plans; and improved knowledge of household 
water-use to inform demand reduction efforts as a ‘low regret’ climate change 
adaptation tool.  
First, to enable water companies to plan for future demand and to meet the requirements 
of the UK regulatory system, utilities must account for any extra demand that may be 
driven by climate change (Environment Agency, 2009a; UKWIR, 2012a). This research 
has developed portable error checking, formatting and regression 
algorithms/methodologies that could be widely applied to obtain more representative 
weather-demand relationships for forecasting. This is ultimately reliant on the 
availability of larger, more representative samples of micro-component data. Table 2.2 
demonstrates the small amount of datasets like these in the UK. Refined demand 
forecasts would result in less uncertainty in planning and delivery of large supply-side 
assets such as reservoirs.  
Second, the exploration of the relative shape and sensitivities of micro-component 
water-use within this research provides detail about how water is used within the home. 
This can inform the development of effective demand reduction measures such as water 
efficient devices and education programme regarding efficient water-use. If wider 
micro-component sampling were undertaken then the success of relative demand 
reduction methods could also be monitored using the framework developed within this 
thesis. This would aid the overall development of successful and sustainable demand 
reduction options and also help water companies to evaluate the installation and 
operational costs of measures against their relative demand reduction benefits.  
The findings of this research confirm the widely acknowledged limitation of PCC as a 
unit measure of water demand (Shove, 2010; Browne et al., 2013). This has 
implications for both demand estimation and forecasting in addition to the design of 
successful demand reduction measures. This research has demonstrated the complexity 
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of micro-component water-use and its sensitivities to various climate and behavioural 
drivers. Moreover, the non-linear relationship between micro-component water-use and 
occupancy rate demonstrates the inaccuracy of PCC estimates derived from aggregate 
water-use volumes of water into supply. The diversity of water-use practices behind the 
average user (PCC) also implies diversity in their future trajectories of water-use 
(Pullinger et al., 2013). This will translate into larger uncertainty in water companies 
long-term demand-supply forecasts and business plans for large scale assets such as 
water treatment works or new reservoirs. 
Furthermore, in some cases the analysis has revealed that even at the micro-component 
scale there are limitations in the ability to understand certain nuances of water-use 
likely associated with the individual user. For example, it is unclear why one metered 
household has extreme shower consumption above 90 litres per day (see Figure 5.24). 
As such, this demonstrates the over-reliance on PCC within the UK water industry and 
how it may hinder water companies, regulators, governments and researchers ability to 
understand domestic water-use. This will undoubtedly act as a barrier to the design and 
effectiveness of demand reduction measures.  
More specific findings and implications of this research include the climate sensitivity 
of external water-use. This suggests that resources should be concentrated on 
understanding the practices and behaviours associated with this water-use. In turn, this 
could inform efforts to reduce consumption as the climate becomes warmer. However, 
it is unlikely that a full understanding of the behaviours of water-use can be obtained 
from micro-component data alone. For example, the increased use of external water in 
warmer climates suggests that hosepipe bans are an effective demand reduction 
measure if a certain level of customer compliance is assumed. However, in a future that 
is likely to experience more frequent droughts it is unknown whether customers will be 
willing to accept more frequent or longer-lasting hosepipe bans. As such, it is unclear 
whether hosepipe bans could achieve sustainable demand reduction under a changing 
climate. Moreover, as discussed in Chapter 6, many households use water butts, small 
containers, buckets or watering cans rather than hosepipes in their gardens (Pullinger et 
al., 2013). Therefore, in combination, these data suggest that money spent promoting 
increased use of water butts and grey water systems may provide more effective and 
sustainable demand reduction interventions than hosepipe bans in the face of warming 
climates. This highlights the need to complement micro-component data of actual 
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consumption with observational techniques and questionnaire, interview or survey 
based studies that provide a more detailed approach to understanding individuals’ 
water-use within the home (Browne et al., 2013; Pearce et al., 2013; Richter and 
Stamminger 2012). 
The weather and climate sensitivity of shower-use is a further important finding with 
implications for the future management of supply-demand balances in the UK under 
climate change but also for the carbon footprint of energy consumption embedded 
within hot water-use. The development of research into this area in Australia may 
provide important lessons regarding demand reduction measures related to showering 
(Willis et al., 2010). For example, the ‘WaiTEK’ shower monitor provides visual 
feedback of shower duration, temperature and energy consumption. It also provides an 
alarm when a set water consumption volume has been reached. In this way, the device 
aims to inform the user of their shower-use allowing them to develop more sustainable 
water-use behaviour. In a similar way, smart meter technology could possibly be used 
within the UK to not only improve household water-use monitoring and supply-demand 
estimations but as a visual demand management tool which educates users on their 
water-use in relation to various practices within the home. This may make households 
more conscious of the amount of water they are using and wasting in certain practices 
which in turn could possibly encourage behavioural change.  
The changing nature of personal washing practices over the last couple of decades has 
been widely explored in the literature. It is well documented that there has been a shift 
from bathing to showering, and that the frequency with which people wash has 
increased dramatically from just weekly bathing to daily showering. This is supported 
by the statistically significant long-term decrease in the likelihood of bathing and 
increase in the likelihood of showering depicted by the annual coefficient weightings of 
this thesis. In some studies, researchers have recorded that some people shower more 
than once in a single day (Hand et al., 2005; Walker, 2009). This demonstrates how 
quickly patterns of water-use practices can develop and become embedded within 
society. As such, it highlights the importance and need to undertake widespread 
monitoring of water-use within the home. In this way emerging trends in water-use 
practices could be identified early to enable water companies to implement effective 
measures to either reduce consumption or increase supply accordingly. 
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The major limitations of this research pertain to the low explained variance of the 
micro-component models at the daily time-scale. This is in part due to the lack of ‘fit 
for purpose’ sampling design of the micro-component data. For example, the sample 
data set only samples 100 households at its peak sample size. It is unlikely that this 
gives fair representation of the differences between the 2.5 million households within 
the Anglian region let alone nationally. Furthermore, as outlined in Chapter 3, the 
sample is biased in terms of occupancy rate, billing type and ACORN class. One of the 
largest biases within the sample is towards unmeasured households; there are over twice 
as many sampled households billed as though they are unmetered as those billed by 
their metered usage. Metering penetration within the Anglian region is currently one of 
the highest amongst all UK water companies. Also their strategic plan is to achieve 
100% meter penetration by 2035. Furthermore, within their recent Draft Water 
Management Plans many UK water companies have included intentions to achieve high 
meter penetration rates by the 2040s. Therefore, a major limitation of this study is the 
under representation of households billed by a meter. Moreover, although one of the 
longest UK metered household water-use records the ‘Golden 100’ archive only runs 
until 2006. Therefore, a major limitation of the weather-demand relationships for 
forecasting water-use is that they are already based on outdated information. 
 If these models were more representative then they could provide a predictive tool for 
use in water company business plans. Nonetheless, their ability as diagnostic tools to 
explore micro-component water-use sensitivities to weather and non-weather time 
varying variables such as day of the week or year has been proven. A further study 
limitation is that the climate sensitivity analysis makes the large assumption that 
demand-weather relationships will hold constant into the future and does not account 
for future social and technological changes. 
6.6 Summary of key findings 
This chapter has identified that both external and shower water-use are potentially 
sensitive to climate change projections for the 2050s and 2080s. Moreover, the non-
linear relationship between the likelihood of external water-use and mean temperature 
has been identified. The volume of external water-use is also non-linearly related to 
mean temperature. These non-linear relationships suggest that at daily mean 
temperatures above ~15°C there is an abrupt increase in the likelihood of external 
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water-use and volume of use. Moreover, the actual external water-use will be a product 
of the likelihood multiplied by the volume of use. As such, it is important that further 
research is undertaken to clarify the threshold at which external water-use becomes 
highly sensitive.  
The regression analysis also revealed the sensitivity of micro-component water-use to 
various behavioural indicators. In some cases, such as long-term reductions in washing 
machine consumption, water-use was more sensitive to these drivers than to weather. 
This analysis has highlighted the importance of understanding the individual water-user 
beyond the component to inform demand reduction initiatives. The findings of this 
research have also demonstrated the inaccuracy of PCC as a unit of measure and argue 
that it hinders understanding of the heterogeneity of water-use. Importantly, water-use 
is highly complex, influenced and shaped by the interaction of many factors including 
societal attitudes, technology, weather, age, profession, house type, garden size, 
location and lifestyle. As such, water-use is spatially and temporally variable. 
Therefore, forecasting how water-use behaviour will change and develop in response to 
these factors is highly uncertain. This uncertainty is exacerbated by those associated 
with future technology, behaviour and climate forecasting. Therefore, this research has 
aimed to develop approaches which can explore water-use sensitivities rather than 
forecast future demand under climate change. The approaches adopted are portable and 
can be used to explore signals in any large, ‘messy’ micro-component or multi-factor 
dataset.  
The next chapter will return to the research questions and aims of this thesis. The thesis 
will then close with suggestions for further research.  
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Chapter 7. Conclusion 
7.1 Introduction 
This chapter reflects on the key findings of research into the sensitivity of historic 
micro-component water-use to climatic and non-climatic variables explored within this 
thesis. Importantly, the research aims and questions will be revisited to ensure that they 
have been fully addressed. These will be considered in the context of the wider 
implications of findings from this research for the water industry (particularly AWS). 
Parallel to this discussion, the value that micro-component data can add to the 
management of water resources in the UK will be considered. Key study caveats 
outlined in Chapter 6 will be summarised. The chapter then closes with 
recommendations for further research.  
7.2 Thesis summary 
The thesis opened with an introduction to the wider context of global climate change 
and security of water supplies worldwide. It then concentrated more closely on the UK 
and then the south-east of England where there is already water scarcity and projected 
shortage of water availability to meet future demands. The benefits of domestic water 
demand reduction as a ‘low regret’ adaptation option in the face of uncertain future 
pressures on water availability were introduced. As such, UK water demand 
management and forecasting under climate change were discussed identifying the large 
research gap relating to limited empirical evidence of strong the relationship between 
weather and water demand at the micro-component scale. In turn, the study aims and 
objectives were outlined. 
Chapter 2 then began with a brief summary of the structure of the UK water industry 
and history of water demand management in the UK within the context of climate 
change. It then discussed existing literature identifying that there is limited empirical 
evidence in the UK of relationships between weather and water demand at the micro-
component scale. Lessons learnt from previous household water-use studies were 
identified and used to inform the development of the methodology and analysis 
presented in subsequent chapters. 
Chapter 7. Conclusion 
191 
 
Chapter 3 described the data sources and data used for this research. The study region 
was introduced drawing upon the current pressures that AWS face, in particular, the 
already stressed water system and supply-demand deficits. This discussion frames the 
importance of research into household demand under climate change. The chapter 
discussed how representative the ‘Golden 100’ household micro-component sample is 
of the wider Anglian region. It also considered the biases within the data relating to 
occupancy rate, ACORN class and billing type sub-samples. The representativeness of 
the micro-component study period (12 years) within the long-term meteorological 
record was assessed and anomalous years identified (e.g. 1995, 2000, 2003, and 2006). 
The UKCP09 climate projections were used to bound a climate sensitivity analysis (see 
below). Moreover, AWS’s SODCON dataset was also introduced and later used to 
analyse the impact of drought restrictions (Chapter 5). The chapter closed with a 
discussion of the recognised quality concerns in the sampled data and the 
representativeness of this study both for the Anglian region but also more generally. 
Chapter 4 presented the development of a portable approach to error trapping, 
formatting and mining large, complex water sector datasets, for exploring the relative 
sensitivities of micro-component metered water-use to weather/non-weather variables. 
Next, potential data-mining methods were discussed and the choice of generalised 
linear regression justified. Modelling techniques used to discern signals from the data 
were explained such as dummy coding and stratification. The chapter then presented the 
methodology to investigate the sensitivity of micro-component water-use to climate 
change including the development of RCFs. This chapter provides a protocol that can 
be widely applied to micro-component or smart metered data in any region, to explore 
the relative sensitivities of household water-use to available variables. 
Chapter 5 demonstrates the data-mining approach using the Golden 100 and SODCON 
data sets. Exploratory analyses using measures of central tendency at the household 
scale in addition to analysis of PCC micro-component distributions were explored and 
their limitation identified. Following these analyses, a novel approach to explore the 
relative sensitivities of the likelihood of households’ using micro-component water was 
explored using logistic regression. Results of a climate sensitivity analysis undertaken 
on the likelihood of external water-use were then presented. In turn, results from the 
linear regression modelling were used to explore the sensitivity of the volume of micro-
component water-use to weather and non-weather variables. Following this a climate 
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sensitivity analysis of external, shower and washing machine use were explained. 
Results from the likelihood and volume of micro-component use were drawn together 
to assess potential changes in water-use under various RCFs. 
Chapter 6 discussed the sensitivity of historic micro-component water-use to climatic 
and non-climatic variables. The discussion explored the climate driven sensitivity of 
micro-component water-use but also relative sensitivity to other behavioural non-
climatic variables. Results were critically evaluated in the context of existing literature 
and findings whilst highlighting the areas in which the research has added to existing 
knowledge. Additionally, the implications of findings for the water industry were 
discussed alongside the wider applicability of the data cleansing, formatting and mining 
algorithms. The chapter closed with a critical reflection on the representativeness of 
micro-component data, the value it can add to the management of water resources in the 
UK and implications for the water industry. 
7.3 Summary of key findings 
The key findings of this research feed into the strategic and operational management of 
the UK water system in two main areas. Firstly, in terms of water company’s long-term 
business plans. Refined demand forecasts would result in less uncertainty in planning 
and delivery of large supply-side assets such as reservoirs. Secondly, improved 
knowledge of household water-use to inform demand reduction efforts as a ‘low regret’ 
climate change adaptation tool. Implications of the key findings for the management of 
domestic water demand by the UK water industry are presented within this section. It is 
also discussed in more detail in section 6.5. As such, the fourth objective presented in 
Chapter 1 is met. 
The methodology developed within this research provides a portable approach for error 
trapping, formatting and mining large, complex datasets particularly for relative 
sensitivities between micro-component metered water-use and weather/non-weather 
variables. This meets the first objective presented within Chapter 1. Techniques applied 
to the micro-component regression modelling revealed stationary behavioural signals 
within the metered data. For example, sample stratification was adopted to elicit 
behavioural signals and homogenise data. In turn, dummy coding of variables revealed 
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non-linearity in the relationship between micro-component water-use and occupancy 
rate, day of the week and month of the year.  
Ultimately this research has demonstrated the extent to which logistic and linear 
regression techniques can be used as diagnostic tools to discern signals of water-use 
behaviour within noisy and complex micro-component water-use data. Moreover, it has 
built upon commonly used approaches to modelling the volume of consumption by 
presenting a method of assessing the likelihood of use versus non-use of a micro-
component; logistic regression approach. The methodology and techniques presented 
within this thesis could be widely applied to obtain more representative weather-
demand relationships for forecasting and to meet the requirements of the UK regulatory 
system (Environment Agency, 2009a; UKWIR, 2012a). 
An important lesson learnt during the processing of the micro-component data is that 
there is no substitute for careful inspection of raw data during error checking, 
preparation and analysis. Ultimately, the reliability of results derived from this type of 
data depends on the rigour of quality assurance which begins at the point of monitoring 
in the home. Nonetheless, these data were not originally collected with household-level, 
weather-related research in mind. Rather, the ‘Golden 100’ data were collected to 
improve leakage detection. Time and effort spent post-processing the data has added 
value by increasing the range of potential applications. Using the methodology 
developed within this research it has been possible to utilise these data to explore the 
relative sensitivity of the likelihood and volume of micro-component water-use to 
weather and non-weather variables. As such the primary research aims presented in 
Chapter 1 have been met. 
The exploratory analysis and investigation of patterns and trends related to climatic and 
non-climatic drivers of household water demand micro-components satisfies the second 
objective laid out in Chapter 1. In line with the wider literature base, this research 
confirms that households are more likely to use external water and consume a greater 
volume during hotter, drier and sunnier days than those on which there has been rain 
(Kowalski and Marshallsay, 2005; UKWIR, 2012b).  
Building upon other UK research into metered datasets this study also revealed 
statistically significant relationships between internal household micro-components and 
weather variables, principally the sensitivity of shower-use to mean temperature. 
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However, internal micro-components were found to be more sensitive to other time 
varying non-weather factors such as bank holidays and day of the week. Temporal 
sensitivity of micro-component water-use is found at multiple time scales within the 
data ranging from bank holiday (daily), weekly, seasonal and annual sensitivities. 
Interestingly, long-term reductions in volume of washing machine consumption was 
found, possibly reflecting improvements in water efficient appliance ownership or more 
water efficient clothes washing behaviour. These findings satisfy the secondary aim of 
this research which was to provide general insights into temporal patterns of micro-
component household water-use behaviour and variability.  
The same temporal patterns could be tested in other regions if appropriate water-use 
data were available. The significance of these non-weather time varying factors to 
micro-component water-use suggests that understanding these behavioural driven 
water-uses may be beneficial to water and energy/carbon demand reduction drives 
under long-term sustainability goals (Environment Agency, 2009b). The findings 
suggest that for internal micro-components non-climatic behavioural drivers may be 
more important in the more immediate future. If so, understanding the individual water 
users and their water-use behaviours, practices and embedded routines may be more 
beneficial to water company plans and household demand reduction measures than 
trying to refine climate driven domestic demand projections. These drivers have more 
influence on the weekly and monthly patterns of water-use within the home than 
climatic. However, for the longer-term (end of the century) the climate sensitivity 
analysis suggests that there may large changes in external water-use and shower-use. 
There is large uncertainty regarding whether these climate driven changes will be 
exacerbated or counteracted by behavioural changes. Therefore, these results highlight 
the importance of taking a holistic view of climate change and behavioural drivers of 
domestic water-use. As such, these findings satisfy the third research objective 
presented in Chapter 1 which was to assess the relative sensitivity of domestic micro-
component water demand to climatic and non-climatic variables.  
This research has demonstrated that over-reliance on PCC within the UK water industry 
may hinder water companies, regulators, governments and researchers ability to 
understand domestic water-use. The diversity of water-use practices behind the average 
user (PCC) also implies diversity in their future trajectories of water-use (Pullinger et 
al. 2013). This will translate into larger uncertainty in water companies long-term 
Chapter 7. Conclusion 
195 
 
demand-supply forecasts and business plans for large scale assets such as water 
treatment works or new reservoirs. 
An important outcome of this research is that both the likelihood and volume of 
external water-use are weather sensitive. As such, the net impact of climate on external 
water-use will be the sensitivity of likelihood of use multiplied by the sensitivity of 
volume of use. Moreover, both the likelihood and volume of external water-use display 
a non-linear response to mean temperature (see for example Figure 5.8 and Figure 
5.20). Not only does this demonstrate the ability of the micro-component models to 
extract non-linear behaviour and response but it also suggests that external water-use 
becomes more sensitive as mean daily temperature exceeds ~15°C. Therefore, an 
important area for further research could be to investigate whether consumer behaviours 
will adapt to a warmer climate and consequently this threshold shift to higher 
temperatures. If households do not adapt then the threshold is likely to be exceeded 
more often in a warmer climate and contribute to additional water demands. Given the 
risks posed by climate change and constraints on UK freshwater supply, combined with 
increasing demand and rising economic and environmental costs involved in the 
development of new water resources this is a critical area of further research. 
The derived micro-component-weather relationships enabled a climate sensitivity test to 
be undertaken. This was performed using UKCP09 projections, which were chosen for 
illustrative purposes, but the methodology allows any climate change scenarios to 
inform the range of climate tested. This ensures the wider applicability of the 
methodology developed within this research. These analyses demonstrated the climate 
sensitivity of external and shower use. Sensitivity testing suggests that if UKCP09 
projections of a hotter, drier future materialise then average summer household external 
water-use could increase by over 4 litres per day by the 2050s and almost double that by 
the end of the century. Expected increases in usage are even greater for the 90
th
 
percentile uses/users suggesting that by the 2080s metered households’ external water-
use could increase by ~11 litres per day and unmetered households’ by ~13 litres per 
day on summer days. The analysis further suggests that average unmetered households’ 
shower use could increase by over 1 litre per day in a hotter/drier climate, whereas high 
shower uses/users could change by more than 2 litres per household per day in summer. 
Although external water-use is more climate sensitive the responsiveness of shower-use 
is pertinent when considering the energy consumption associated with heating water 
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and associated carbon footprint. Therefore, reducing shower consumption may also aid 
carbon mitigation efforts and long-term resource sustainability drives to reduce energy 
consumption (Environment Agency, 2009b). 
7.4 Future research opportunities 
Micro-component data analysis supports the current approach to demand forecasting by 
the UK water industry regulators. However, if more complete records, larger samples 
sizes and more detailed information about household characteristics were collected the 
range of potential applications could be expanded. For example, as well as providing 
more robust and representative estimates of water-use within the home, these records 
could be used to inform and monitor the impact of demand reduction campaigns (Beal 
et al., 2011). Worldwide, governments and water companies are investing significant 
funds in the development and implementation of demand reduction measures. However, 
there is little information on their longer-term success. The lack of understanding of 
possible demand reduction measures is evidenced by the recent draft water resource 
management plans published by UK water companies. These plans considered a limited 
portfolio of demand reduction measures generally restricted to increasing metering 
and/or improving leakage detection. Furthermore, the research presented within this 
thesis and elsewhere has demonstrated the importance of accessing the individual user’s 
behaviours to understand the shared social practices of water-use (Shove, 2010). 
As such, an obvious question is how could more detailed data be collected in the most 
cost-effective and accurate way to aid understanding of water-use within the home and 
monitor the relative success of water demand reduction measures? As shown within this 
thesis, micro-component data has the potential to be used for both leakage detection 
(meeting the needs of many water companies) and research into water-use within the 
home. Currently, micro-component data are the finest resolution of quantitative water-
use within the home possible from household metering. As mentioned previously, it is 
important that more detailed studies which access the individual user complement these 
micro-component data of actual consumption (Browne et al., 2013; Pearce et al., 2013; 
Richter and Stamminger, 2012). 
One of the key lessons from the research is that significant effort is required to 
collect and maintain data on micro-component use and that careful consideration of 
the costs, benefits and future uses are needed when programmes of this type are set 
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up. This realisation will direct the industry to focus on critical attitudes and water using 
behaviours and encourage innovation in sampling and meter design to improve 
household water-use data. The key disadvantage of micro-component analysis is the 
cost involved in collecting and maintaining the required data. Innovation to reduce 
these costs would result in more data being collected and better understanding of water 
using behaviours. The benefits of this would include more sophisticated targeting of 
demand management measures and less uncertainty in the planning and delivery of 
large supply-side assets, such as reservoirs. Further research is needed to improve 
standardisation of micro-component surveys and data management practices, allowing 
the pooling of data from different areas. The protocol presented within this thesis for 
error checking, formatting and mining the data may provide a template for better 
standardisation of such data. 
Moreover, this research has identified key areas of data collection that should be 
strengthened. These include: 
 Larger sample size; 
 Longer sampling periods –ideally data collection would be maintained and 
continue indefinitely, or at least capture a range of extreme weather events; 
 Details of garden size and proportion which is vegetated/grass/pavement; 
 Types of house, whether detached, semi-detached, terrace, flat, etc.; 
 Detailed information about individual occupants of households, including: age of 
occupants, employment status (or retired); family, single occupant, couple or 
shared adult multi-occupancy; 
 Representative sampling of the above outlined types of customers/households; 
 Regular audit of any changes in the occupancy of the household or appliances. 
With these points in mind, wider installation of smart meters, such as the ‘Identiflow’ 
technology, could provide a significant research opportunity as they record real-time 
monitoring of water-use within the home. Furthermore, these could provide a useful 
management tool as a visual reminder of household water-use. In this way, they could 
be used to empower and position householders as managers of their own water-use and 
enable a wider range of pricing mechanisms such as seasonal tariffs (Cole et al., 
2012a). Lessons could be learnt from international studies into visual display monitors 
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of smart meter technology or from the UK energy sector that has widely installed visual 
monitors of household consumption (Stewart et al., 2011; Cole et al., 2012b).  
Following consultation with AWS, it became apparent that their treated water supplies 
are very sensitive to peak demands and that the stored volume affects pressure in the 
whole water system. Therefore, the abrupt change in external water-use sensitivity 
above ~15°C becomes increasingly important as water companies face the challenge of 
balancing supply and demand in response to population increase and more stringent 
environmental objectives. Therefore, a critical area of research is to refine the 
estimation of the threshold of more sensitive external water-use and to explore the 
triggers that push external demand above this threshold. As such, future analysis to 
identify threshold conditions using expert systems or piecewise regression techniques 
could be valuable to water management. A recent study on Climate Change Approaches 
in Water Resource Planning also identified the need for more research into peak 
household micro-component water demands in relation to climate variables (UKWIR, 
2012a). 
An interesting area of research may be to develop a portfolio of risk indicators related 
to domestic demand. Wider research into the sensitivities of water-use behaviours, 
practices and micro-components could inform the vulnerability assigned to various 
impacts of climate and non-climate pressures such as population increase or 
technological changes. For example, external water-use and shower use could be 
classed as vulnerable to warmer temperatures. If the further research suggested above 
could define the threshold of increased sensitivity in external water-use then this could 
be assigned a risk value. The development of indicators that can be spatially assessed 
through time to understand how exposure and vulnerability is changing across the 
country could aid robust decision making processes related to options appraisal and 
long-term operational plans. For example, time varying risk indicators could be 
assigned to population, climate and demand scenarios to evaluate possible demand 
reduction options. Furthermore, this could provide a framework to monitor the success 
of various adaptation options and demand reduction measures. This could follow a 
similar framework to that developed for climate change adaptation assessments 
undertaken by the ASC for sectors such as flooding (ASC, 2012).  
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A risk based framework could also be used in the shorter-term. For example, water 
companies may be able to use triggers, such as the threshold of increased weather 
sensitivity above ~15ºC of external water-use, or bank holidays in warm, dry 
conditions, as risk indicators to forecast peak demands. This may better prepare water 
companies by allowing them to manage their drought orders or treated water supplies 
accordingly. Furthermore, levels of service the customer expects and restrictions to 
their supply that they are willing to accept are continually evolving. The use of risk-
indicators compliments a flexible adaptation pathway (rather than committing to an 
optimal adaptation plan) which can be continually evaluated and adjusted as societal, 
ecological and environmental systems evolve and respond to climate change (Arnell 
and Delaney, 2006; Dessai and Hulme, 2007). 
This thesis used RCFs to assess potential responses of micro-component water-use to 
plausible future climates, drawing on past extreme events. This framework could offer a 
descriptive typology of possible future climate conditions and water-use response which 
are easier to communicate to non-climate scientists. Furthermore, RCFs could be 
compared to historical analogues providing an experience with which people can relate. 
This approach could aid educational water efficiency campaigns directed at the user. 
The framework of RCFs for climate sensitivity analysis could provide a consistent 
framework to regional impact studies regardless of updates in the climate science or 
weather-demand relationships. In this way, regional responses could be compared under 
various RCFs. Also, the likelihoods of RCFs, or the projections behind them can be 
adjusted as climate models evolve.  
7.5 Concluding remarks 
In conclusion, this research has added to existing knowledge of household water-use in 
three important areas. First, the use of logistic regression has enabled the relative 
sensitivities of micro-component water-use to weather and non-weather behavioural 
variables to be explored. Traditionally, studies have applied statistical methods to the 
volume of water-use and weather variables; however this research has also used logistic 
regression to explore the choice to use water in response to these drivers. As such, this 
analysis has demonstrated that by the 2080s under a hotter/drier climate, average 
unmetered households’ could be 8% more likely to use external-water and expend ~9 
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litres more per day during the summer. For the same parameters, high water-users could 
consume ~13 litres more external water per day. 
Second, this research has provided empirical evidence that the most weather sensitive 
micro-components are external and shower-use. A key contribution of this research to 
water management knowledge is the non-linear response of external water-use to 
average air temperatures. Therefore, considering the importance of peak demands to 
water companies, defining the tipping point for this threshold of sensitivity should be a 
priority for future research. This thesis has also provided statistically significant 
evidence that shower-use is related to average air temperature. As far as the author is 
aware, this is the first empirically calculated shower-air temperature relationship within 
the UK to date.  
Third, this research has re-affirmed the relative importance of behavioural drivers of 
water-use as manifested by day of the week and bank holiday signatures. As such, this 
prompts future studies and water management efforts to consider the impact of 
behavioural drivers as well as climate. Ultimately, this research has provided evidence 
that wider monitoring of household water-use is required. It has pointed to the insights 
that improved micro-component monitoring or smart-metering could offer to water 
companies and hence the management of future water demand within the home.  
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Table A.1- Logistic regression model coefficients for metered households. Statistically 
significant relationships are indicated in bold font (p<0.05). 
 
 
Basin Bath Dishwasher External Kitchen sink Shower WC Washing machine 
Number of data points 87202 87202 36036 71110 87202 70419 87202 86803 
Dispersion parameter 1.009 1.000 1.000 0.996 0.998 0.995 1.052 1.003 
intercept -8.555 81.086 -190.675 -98.623 181.033 5.341 -299.678 -82.518 
Mean T 0.029 0.003 -0.005 0.076 -0.016 0.032 -0.024 0.016 
T range 0.022 0.000 -0.001 0.124 0.049 -0.028 -0.007 0.026 
sunshine -0.006 0.008 0.010 0.084 -0.053 0.044 -0.028 0.053 
rainfall -0.129 0.009 0.052 -0.176 -0.183 -0.006 -0.103 -0.075 
rain7day 0.021 0.004 -0.010 -0.071 0.023 -0.001 -0.004 0.002 
SMD -0.030 0.016 -0.034 -0.025 0.099 -0.010 -0.040 -0.018 
Mon -0.017 -0.436 -0.184 -0.258 0.057 -0.034 -0.037 -0.040 
Tues -0.015 -0.267 -0.239 -0.258 -0.155 0.123 -0.054 -0.214 
Weds -0.027 -0.324 -0.136 -0.314 -0.134 0.172 0.006 -0.271 
Thurs 0.000 -0.302 -0.237 -0.347 -0.181 0.008 -0.039 -0.300 
Fri 0.093 -0.326 -0.216 -0.272 -0.167 0.120 -0.008 -0.078 
Sat 0.065 -0.184 -0.048 -0.091 0.047 0.086 -0.021 0.197 
Bank hol -0.151 0.210 0.028 0.127 -0.053 -0.036 -0.049 -0.006 
Jan 0.095 0.016 -0.058 -0.350 0.407 -0.030 -0.231 -0.118 
Feb 0.152 0.023 -0.190 -0.425 0.775 -0.038 -0.073 -0.128 
March 0.245 0.040 -0.145 -0.088 0.751 -0.048 0.111 -0.116 
April 0.097 -0.005 -0.126 0.302 0.257 -0.114 0.317 -0.166 
May -0.067 -0.067 -0.005 0.671 -0.381 -0.039 0.457 -0.150 
June -0.041 -0.204 0.051 0.962 -0.332 0.041 0.646 -0.142 
July -0.002 -0.205 0.084 0.979 -0.344 0.070 0.746 -0.147 
Aug -0.128 -0.235 -0.005 0.792 -0.682 0.049 0.536 -0.167 
Sept 0.099 -0.206 0.136 0.505 -0.717 0.088 0.686 -0.077 
Oct -0.143 -0.106 0.091 0.263 -0.185 -0.035 0.504 0.011 
Nov -0.355 -0.088 0.050 0.009 -0.021 0.047 0.194 -0.046 
Year 0.006 -0.041 0.095 0.048 -0.089 -0.004 0.151 0.041 
Occ 2 0.368 0.392 1.131 0.831 0.273 1.761 0.387 0.946 
Occ 3 0.139 1.401 2.361 0.698 -0.552 1.869 0.138 1.806 
Occ 4 1.010 1.294 0.805 -1.050 0.454 3.409 1.476 1.729 
Occ 5 4.085 0.941 0.000 0.000 2.411 -97.252 3.559 1.404 
Occ 6 and 6< -0.581 3.458 0.000 -0.455 -0.933 0.000 0.296 0.375 
ACORN B 0.464 -0.213 0.462 -0.704 0.336 -0.613 0.169 -0.143 
ACORN D -0.849 -0.444 -1.051 0.201 0.639 -0.963 0.621 -0.001 
ACORN E -1.916 -0.091 0.408 -0.306 0.384 -1.496 -1.120 0.127 
ACORN F -1.603 -0.206 0.000 0.000 0.378 -3.664 0.514 -0.379 
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Table A.2- Logistic regression model coefficients for unmetered households. Statistically 
significant relationships are indicated in bold font (p<0.05). 
 
 
 
Basin Bath Dishwasher External Kitchen sink Shower WC Washing machine 
Number of data points 176525 172657 75300 139731 176525 137160 176525 176525 
Dispersion parameter 1.017 0.999 1.047 1.000 0.996 0.998 1.009 1.009 
intercept -73.219 66.327 -99.196 17.483 87.913 -200.119 -85.236 -43.640 
Mean T 0.037 -0.004 0.021 0.086 -0.043 0.015 0.003 0.011 
T range 0.027 0.028 0.012 0.083 -0.015 0.016 0.013 0.024 
sunshine 0.002 -0.018 -0.018 0.114 -0.037 0.006 -0.038 0.033 
rainfall -0.029 -0.002 -0.026 -0.308 0.008 -0.047 -0.112 -0.097 
rain7day 0.010 -0.006 0.012 -0.058 -0.036 -0.009 -0.008 0.011 
SMD -0.074 0.001 -0.015 0.018 -0.015 -0.023 -0.045 -0.008 
Mon -0.005 -0.198 0.038 -0.307 0.149 0.081 0.002 0.054 
Tues 0.060 -0.081 0.031 -0.333 0.099 0.115 -0.005 -0.151 
Weds 0.127 -0.091 0.042 -0.379 0.041 0.166 0.010 -0.124 
Thurs 0.048 -0.158 0.045 -0.423 0.006 0.081 0.013 -0.103 
Fri 0.062 -0.193 -0.023 -0.389 -0.126 0.113 0.018 0.015 
Sat -0.046 -0.149 -0.022 -0.182 -0.152 0.049 -0.003 0.114 
Bank hol -0.159 -0.019 -0.119 0.207 -0.456 -0.019 -0.225 -0.205 
Jan -0.103 0.033 -0.150 0.033 -0.414 -0.196 -0.385 -0.022 
Feb -0.124 0.028 -0.202 -0.020 -0.535 -0.263 -0.378 -0.033 
March 0.065 0.070 -0.215 0.206 -0.002 -0.224 -0.274 -0.039 
April 0.109 0.074 -0.103 0.514 -0.031 -0.083 -0.100 -0.072 
May 0.288 -0.023 -0.068 0.729 -0.197 -0.036 -0.014 -0.100 
June 0.407 -0.041 -0.056 0.825 -0.254 0.122 0.122 -0.073 
July 0.285 -0.138 -0.075 0.789 -0.263 0.230 0.104 -0.113 
Aug -0.053 -0.241 -0.157 0.629 -0.718 0.141 -0.115 -0.201 
Sept 0.537 -0.081 0.041 0.279 -0.120 0.116 0.323 -0.075 
Oct 0.017 -0.087 0.125 0.120 -0.002 0.120 0.230 -0.062 
Nov -0.525 -0.014 0.048 -0.019 0.049 0.072 -0.026 -0.053 
Year 0.038 -0.033 0.048 -0.010 -0.041 0.100 0.044 0.021 
Occ 2 0.837 0.288 2.508 0.406 0.331 -0.051 0.424 0.908 
Occ 3 0.865 1.039 2.713 0.541 0.491 0.789 0.773 1.446 
Occ 4 1.260 0.916 3.824 0.504 0.020 1.052 1.146 1.883 
Occ 5 0.832 0.749 2.569 0.553 0.119 0.849 0.556 1.963 
Occ 6 and 6< 1.592 0.256 4.877 0.152 2.045 0.300 0.850 1.631 
ACORN B -0.181 0.445 -2.263 -0.624 0.080 0.695 -0.311 0.213 
ACORN D -1.133 -0.082 -0.762 0.026 0.028 0.173 0.327 0.245 
ACORN E -1.536 0.343 0.210 -0.574 -0.717 0.089 -0.926 0.376 
ACORN F 0.236 0.745 -0.182 -0.789 0.778 -1.491 -0.799 -0.047 
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Table A.3- Multiple linear regression model coefficients for metered households Statistically 
significant relationships are indicated in bold font (p<0.05). 
 
 
Basin Bath Dishwasher External Kitchen sink Shower WC Washing machine 
Number of data points 81976 29419 17205 14530 85114 22750 80323 33266 
R² 0.249 0.092 0.189 0.140 0.202 0.195 0.319 0.056 
intercept -92.958 -24.488 274.926 -121.144 -45.513 -226.810 -416.209 713.235 
Mean T 0.008 -0.036 -0.021 0.006 0.006 0.004 -0.009 0.014 
T range 0.023 -0.063 0.015 0.112 0.023 -0.018 -0.063 -0.063 
sunshine 0.015 -0.042 0.000 0.025 0.049 0.013 0.035 0.352 
rainfall 0.019 -0.003 0.081 -0.290 0.065 0.012 0.144 -0.317 
rain7day -0.007 0.016 0.015 -0.113 -0.009 -0.025 0.016 0.011 
SMD -0.031 -0.007 -0.006 0.004 -0.010 -0.031 -0.069 -0.041 
Mon -0.074 -0.827 -0.378 -0.260 -0.897 -0.200 -1.137 0.033 
Tues -0.022 -0.861 -0.393 -0.270 -0.914 -0.013 -1.345 -1.296 
Weds -0.035 -0.819 -0.307 -0.251 -0.917 -0.132 -1.314 -1.657 
Thurs -0.028 -0.841 -0.401 -0.297 -1.024 -0.042 -1.493 -1.822 
Fri 0.015 -0.853 -0.407 -0.253 -0.964 -0.054 -1.136 -1.186 
Sat 0.110 -0.978 -0.149 -0.185 -0.453 0.141 -0.349 0.695 
Bank hol 0.180 0.377 0.417 0.302 0.656 0.170 1.075 -0.488 
Jan -0.140 -0.098 0.117 0.034 -0.036 -0.196 -0.557 0.131 
Feb -0.150 0.170 0.129 0.254 -0.058 -0.206 -0.561 0.130 
March -0.117 0.118 0.059 0.013 -0.157 -0.276 -0.458 0.286 
April -0.147 0.264 0.010 0.085 -0.270 -0.214 -0.554 0.744 
May -0.098 0.130 -0.024 0.175 -0.324 -0.040 -0.534 0.484 
June 0.072 0.168 -0.025 0.500 -0.099 0.130 0.065 0.369 
July 0.095 0.055 0.033 0.469 -0.078 0.185 0.170 0.724 
Aug 0.033 0.148 0.049 0.177 -0.096 0.205 0.136 0.513 
Sept 0.145 0.221 0.014 -0.065 -0.108 0.215 0.227 0.632 
Oct 0.098 0.329 -0.095 -0.249 -0.089 0.211 0.105 0.159 
Nov -0.007 0.125 -0.052 -0.122 -0.157 0.088 -0.341 0.315 
Year 0.048 0.016 -0.134 0.061 0.026 0.115 0.215 -0.346 
Occ 2 1.620 1.160 -0.775 0.416 2.745 2.410 9.095 3.541 
Occ 3 1.972 1.797 0.180 0.570 3.050 2.315 8.844 4.433 
Occ 4 2.633 2.802 3.684 -1.229 1.782 1.600 8.037 1.114 
Occ 5 2.188 -1.728 0.000 0.000 5.260 0.000 7.672 -1.278 
Occ 6 and 6< 1.228 5.027 0.000 0.227 1.599 0.000 11.399 9.427 
ACORN B -0.913 -2.160 0.054 0.207 -0.941 -0.364 -0.259 -1.674 
ACORN D -0.975 -0.646 -0.246 -0.379 -0.211 -1.298 -2.178 0.443 
ACORN E -2.517 0.082 -0.019 -0.277 -1.213 -1.395 -1.504 0.327 
ACORN F -0.066 4.022 0.000 0.000 -1.481 2.252 -1.967 -0.426 
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Table A.4- Multiple linear regression model coefficients for unmetered households. 
Statistically significant relationships are indicated in bold font (p<0.05). 
 
Basin Bath Dishwasher External Kitchen sink Shower WC Washing machine 
Number of data points 166298 95589 23684 29250 173665 66496 167485 89555 
R² 0.203 0.042 0.111 0.137 0.066 0.120 0.163 0.074 
intercept -8.683 -296.772 259.431 -27.214 -43.343 -285.530 -41.591 1039.914 
Mean T 0.010 -0.160 -0.108 0.009 -0.010 0.024 -0.134 -0.039 
T range 0.017 0.007 0.023 0.026 0.015 0.034 -0.064 0.144 
sunshine 0.009 -0.087 -0.031 0.085 0.044 0.024 -0.200 0.020 
rainfall -0.017 0.153 -0.127 -0.139 -0.025 0.009 -0.106 -0.475 
rain7day -0.008 -0.024 -0.001 -0.132 -0.006 -0.010 0.135 0.064 
SMD -0.004 -0.010 -0.012 0.003 0.009 -0.037 0.019 0.024 
Mon 0.074 -1.005 -1.527 -0.379 -0.614 -0.125 -2.537 -0.440 
Tues 0.058 -0.904 -1.662 -0.377 -0.724 -0.095 -2.802 -1.211 
Weds 0.089 -1.091 -1.575 -0.403 -0.780 -0.012 -2.841 -1.225 
Thurs 0.074 -0.731 -1.597 -0.406 -0.875 -0.024 -3.189 -0.861 
Fri 0.096 -1.318 -1.928 -0.382 -1.162 0.010 -2.955 -0.299 
Sat 0.039 -1.002 -1.570 -0.241 -0.733 0.010 -1.318 0.684 
Bank hol -0.062 0.312 1.115 0.124 0.493 0.136 2.871 0.107 
Jan -0.061 -0.347 -0.061 0.158 0.196 -0.260 0.258 0.184 
Feb -0.096 -0.044 0.037 0.253 0.166 -0.360 -0.053 0.179 
March 0.005 0.047 0.261 0.186 0.183 -0.312 0.592 0.432 
April 0.057 0.320 0.386 0.139 0.162 -0.119 1.318 0.531 
May -0.008 0.363 0.427 0.254 0.031 0.107 0.665 0.088 
June 0.009 0.518 0.601 0.574 0.043 0.510 1.097 0.111 
July 0.032 0.342 0.587 0.603 0.059 0.594 0.738 0.092 
Aug -0.025 -0.229 0.411 0.379 -0.145 0.639 0.559 -0.159 
Sept 0.043 0.106 0.355 -0.103 -0.058 0.664 0.892 0.078 
Oct -0.043 0.159 0.219 -0.496 -0.140 0.419 -0.103 0.045 
Nov -0.045 0.142 0.106 -0.236 -0.034 0.171 -0.794 0.088 
Year 0.006 0.158 -0.121 0.015 0.026 0.146 0.037 -0.510 
Occ 2 1.294 0.786 -2.720 0.421 1.753 -0.434 15.317 1.653 
Occ 3 2.558 3.290 -0.640 0.897 2.586 -0.267 20.622 3.766 
Occ 4 2.716 1.167 -0.913 0.498 2.166 1.162 25.546 3.800 
Occ 5 2.638 3.011 -1.755 0.710 1.739 0.940 18.348 4.373 
Occ 6 and 6< 3.832 4.997 -6.231 0.316 2.950 0.440 26.022 5.298 
ACORN B -0.538 1.931 -4.030 -0.578 -0.524 0.278 -4.526 1.938 
ACORN D -0.953 1.197 -2.386 -0.080 -0.941 0.696 1.085 1.613 
ACORN E -1.529 1.837 -1.342 -0.390 -1.119 -0.346 0.829 0.826 
ACORN F -1.516 2.419 -1.604 -1.360 -0.759 -0.064 0.165 2.305 
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