( 1.1) on r.
Here p = p(.r) with support r, c l" is the Robin coefficient, and
is a prescribed input function, both of which are nonnegative functions on l" and have nonempty supports, usually disjoint. Then the Robin inverse problem is as follows. Given U = ·u 0 on fo c r with fo rl f1 = e, lind the Robin coefficient p on f1. This problem originates from the quantitative study of many nondestructive testing techniques, ·where certain material property modeled by p on an inaccessible portion I\ of the boundary is to be recovered from a measurement u 0 of the solution U on an accessible part [ 0 of the boundary. Applications of such include evaluation of metal-to-silicon contact quality in semiconductor transistors (e.g. [lOJ) and corrosion damage detection (e.g. [5~ 6]).
'l'here have been some theoretical and numerical studies for this inverse problem, most of ·which are based on the PDE model (e.g. [3, 5] ). Because the equation is Laplacian and both the unknown coefficient p and data measurement u 0 are on the boundary, it is natural to formulate this boundary value problem (1.1) as an integral equation on l'. 'This approach was adopted in [4, 9J, and used to study numerically the inverse problem. \Vhile inverse problems are usually nonlinear and most solution methods arc iterative, [9J proposed a linear integral equation approach to the Robin inverse problem, based on the introduction of a new variable. In this paper, we continue on this approach and present a more direct, much simpler method for recovering the Robin coefficient. Numerical examples will be presented to illustrate the effectiveness of this simple yet competitive method.
Because of its simplicity, it can also be used to provide a quick, quality initial guess for more computationally-cxpensi ve iterative algorithms. Note that the operators have the follmving mapping properties (e.g.
Formulation by
Similar to the Neumann problem, the Robin problem has a necessary condition for its solution, as stated in the following lemma. at the origin with radius r) ([11, Theorem 6 .11]). By taking the trace of u on r from outside (+) and inside (-) of n respectively, and from (2.2) for u, we find the traces u+ and u-as:
can be also expressed as (for some x 11 E 0) The integral equation (2.2) is formulated directly for the trace of the solution U to (1.1). We can also find the solution U to (1.1) as a single-layer potential
Jr, when the density function :p on r solves the integral equation
r. E r.
We note that. in f2] this formulation (2.6, 2. 7) is used for the study of completion of Cauchy data for the Laplacian. In the following, we will use (2.2) for the analysis and direct solution of the inverse problem of finding p, while we will usc (2.6, 2.7) to generate synthetic data ·u 0 with the addition of random noise for the numerical examples. 1'he system (:3.4) is a linear system for 11i = (n,1J)"', but is ill-posed.
We will apply the classical Tikhonov regularization method to address the ill-posedness. First. we establish the n~jectivity of the operator A and the denseness of its range. To show that. A has dense range, we prove that. A' is n~jective as follows. Note that o Remark a.2. The injectivity of S depends on the domain 0. One sufficient condition is based on the "transfinite diameter" of n [12] , while another requires that there be .r 0 E n such that x -x 0 ~ i 1 for all X E n [ -aHw +A' Aw -A' f.
-..vhere we choose the regularization operator H as 'f{w = (D~u. D6·v)T (D; is the second derivative operator with periodic boundary conclition, while D5 is the second derivative operator with 7-ero boundary conditions). The positive constant a is the regularization parameter. 'l'his regulari7-ed solution can also be viewed as the minimizer of the Tikhonov functional (quadratic) that consists of a data fidelity term and a regularization term [7, 8] . On the contrary, here our method (3..:'i) is for a larger system for (u, v) in a much more direct. fashion, and the regularization is applied to the system to address the combined ill-posedness in the equations.
Numerical Examples.
On the boundary 1", we use a regular 1-periodic parametrization with counterclockwise orientation :r(t) = (xl(t),xz(t)), 0 _::: t _::: 1, where x, (t), .r.2(t) E c;[o, lJ and !.r.'(tr > 0 for 0 < t < l. For x = (x 1 ,x 2 ), we denote xJ.. = (x 2 , xt). \Ve also set. ·u(t) = ·u(x(t)) for simplicity. Then the integral operators in (2.2) and (2. 7) can be expressed explicitly in terms of their kernels as
J\clt,s) n(sJ ds With /\c,t,s) ····· A,ls,t) l"' l_t)l so that. integrals involving this singularity can be dealt. with by exact integration. For detailed description and anlysis of this numerical method, we refer to [8, Chapter 12] . We note that. t.hls is one of many existing well-established numerical methods for integral equations of second kind (e.g. [1, 8] ); it serves our purpose for the initial investigation of solution method for the inverse problem, and if it becomes necessary in future study or for specific problems in app'lication, we can easily adopt other numerical methods suitable for more specific need. We further remark on results of our direct method in comparison with the results from methods presented in [9] by similar integral equation formulations. The result.s by OUT direct method here are slightly better in general than the direct least-squares method by [9j; the main dillerence in implementation between t.he two methods is the si7-e of linear systems involved: 'The system (::L5) is twice the size of the equation for a single u or ·v as in [9] . The iterative quadratic programming method by [9] is more robust and produces better results in general. However, it is worth noting that our direct method here is far more economical computationally, yet it is capable of producing results of comparable quality, noticeably in cases with simpler profiles (e.g. 
