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Abstract
We study self-adjoint extensions of operators which are the product of the multipli-
cation operator by an analytic function and the analytic continuation in a strip. We
compute the deficiency indices of the product operator for a wide class of analytic func-
tions. For functions of a particular form, we point out the existence of a self-adjoint
extension which is unitarily equivalent to the analytic-continuation operation.
They appear in integrable quantum field theories as the one-particle component of
the operators which realize the bound states of elementary particles and the existence
of self-adjoint extension is a necessary step for the construction of Haag-Kastler net for
such models.
1 Introduction
Products of unbounded operators are subtle. If A is a densely defined closed unbounded
operator and x is a bounded operator on a Hilbert space, then it is easy to see that Ax on
the obvious domain {ξ : xξ ∈ Dom(A)} is closed but it may fail to be densely defined. On the
other hand, xA is densely defined, but it is not necessarily closed (in general, xA is closable
if and only if A∗x∗ = (xA)∗ is densely defined [18, Theorem 13.2]. This is not the case if one
considers A = A∗ unbounded and take x to be the projection onto a subspace whose vectors
are not in Dom(A)).
In [4], we encountered operators of the form Mf∆
1
2 (up to a rescaling), where Mf is the
multiplication operator by an analytic function f and ∆
1
2 is the analytic continuation:
(Mf∆
1
2 ξ)(θ) = f(θ)ξ(θ − πi).
We give the precise definitions in Section 2. Under the condition that f(θ) = f(θ− πi), this
operator is symmetric. Then the natural question arises whether this operator is (essentially)
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self-adjoint or not, and if not, what its self-adjoint extensions are. It turns out that this
question highly depends on f : its zeros and the decay rate at θ→ ±∞.
This is not only a purely mathematical problem. The operator Mf∆
1
2 appears as a
building block of a quantum observable in certain two-dimensional quantum field theories [4].
In a relativistic quantum field theory, it is required that observables localized in spacelike-
separated regions should strongly commute [8]. Therefore, it is an important problem to
classify the self-adjoint extensions of Mf∆
1
2 and choose a right one.
Although the operator Mf∆
1
2 looks simple and its extension theory has interesting fea-
tures as we will see, it has apparently been treated neither in textbooks, e.g. [24, 15, 7, 9,
6, 11, 13, 26, 25, 5, 18, 1, 2, 23, 19] nor in a recent review of self-adjointness in quantum
physics [10]. In this paper, we go back to the basics, namely we compute deficiency indices
of the operator. We will see that the deficiency indices depend highly on the choice of f ,
furthermore, there appears to be no canonical choice of a self-adjoint extension for a generic
f . Therefore, we restrict ourselves to a certain subclass of functions. For such functions, we
can find a self-adjoint extension ofMf∆
1
2 which is unitarily equivalent to ∆
1
2 . This particular
extension will be useful in the original context of integrable quantum field theory and bound
states [22].
For a generic f , we take its Beurling factorization and we reduce the computation of
deficiency indices to each factors. We find especially, when f has zeros in the strip, that
Mf∆
1
2 may have different deficiency indices, and may have no self-adjoint extension. By
considering our applications [4], this forces us to pick the subclass of functions which are a
square of another function h: f = h2. If f such a square, there is a canonical choice of a
self-adjoint extension which is unitarily equivalent to ∆
1
2 .
This paper is organized as follows. In Section 2, we state precisely the assumptions and
the problem. We compute in Sections 3, 4 the deficiency indices of Mf∆
1
2 and obtain an
explicit form for the vectors in the deficiency subspaces for certain functions f . We also get
an expression of the polar decomposition. In Section 5, we consider functions f which is a
square and construct a canonical self-adjoint extension of Mf∆
1
2 .
2 Preliminaries
2.1 Hardy spaces
We denote by H2(Sa,b) the space of analytic functions ξ in the strip Sa,b := R+ i(a, b), a < b,
such that ξ(θ + iλ) is in L2(R) (with the Lebesgue measure on R, which we will omit in the
rest) for a fixed λ and the norms ‖ξ( ·+ iλ)‖ are uniformly bounded for λ ∈ (a, b). They are
called the Hardy space based on the strip Sa,b. Let us fix one such Hardy space H
2(S−π,0). For
each element ξ ∈ H2(S−π,0), the limits limǫ→0 ξ( · − iǫ) and limǫ→0 ξ( · − (π− ǫ)i) exist in the
sense of L2(R) [20, Corollary III.2.10]. Let us denote these boundary values by ξ(θ), ξ(θ−πi)
for simplicity. Then, for the Fourier transform ξˆ(t) of ξ(θ), eπtξˆ(t) is L2 and it holds that
ξ(θ + iλ) =
1√
2π
∫
dt ei(θ+iλ)tξˆ(t),
where the integral with respect to t is actually L1 and has meaning pointwise for θ + iλ,
−π < λ < 0 [20, Theorem III.2.3]. For the convenience of the reader, we give an elementary
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proof of these facts in Appendix A (c.f. [13, Theorem IX.13]). Therefore, the Hardy space
H2(S−π,0) can be considered as a (dense) subspace of the Hilbert space L2(R).
Next, let us consider the operator of analytic continuation:
Dom(∆
1
2 ) := H2(S−π,0),
(∆
1
2 ξ)(θ) := ξ(θ − πi).
This can be identified with the Fourier transform of the multiplication operator Meπ by
eπ(t) = e
πt, and it is self-adjoint on this space (see Appendix A).
2.2 The bound state operator
Let f ∈ H∞(S−π,0), the space of bounded analytic function on S−π,0 = R + i(−π, 0). We do
not assume the continuity on the closure R + i[−π, 0]. However, one can identify the strip
R+ i(−π, 0) with the unit disk in C by a conformal transformation (see, e.g. [12, Appendix
A]) and it follows from the boundedness of f that f(ζ) has radial boundary values when
Im ζ → 0,−π, namely, f(θ+ iλ) converges when λ→ 0,−π for almost every θ [17, Theorem
11.32]. We denote these boundary values by f(θ) and f(θ − πi), respectively, which are
L∞(R). We further assume the property that f(θ) = f(θ − πi) almost everywhere. Let Mf
be the multiplication operator by f(θ) = f(θ − πi).
Our main object in this paper is the operator Mf∆
1
2 . This product operator is closable
by the following Lemma (see [18, Theorem 13.2]).
Lemma 2.1. Let x be a bounded operator, A be a closed operator such that A∗x∗ is densely
defined. Then xA is closable and it holds that (xA)∗ = A∗x∗.
It holds that M∗f =Mf . It is easy to see that ∆
1
2M∗
f
= ∆
1
2Mf is densely defined. Indeed,
Mf preserves the domain H
2(S−π,0) of ∆
1
2 . With the symmetry condition f(θ) = f(θ − πi),
we can say more [4, Proposition 3.1].
Proposition 2.2. The operator Mf∆
1
2 is symmetric.
Let us briefly recall the proof. Take ξ, η ∈ Dom(∆ 12 ) which have compact spectral sup-
ports and are smooth. The function η¯(θ) := η(θ¯) belongs to H∞(S0,π) and
〈η,Mf∆
1
2 ξ〉 =
∫
η(θ)f(θ − πi)ξ(θ − πi)dθ
=
∫
η¯(θ + πi)f(θ)ξ(θ)dθ
=
∫
η(θ − πi)f(θ)ξ(θ)dθ
= 〈Mf∆
1
2η, ξ〉,
where in the second line we used Cauchy’s theorem and rapid decay of ξ and η. By continuity,
this equation holds for any pair ξ, η ∈ Dom(∆ 12 ), therefore, we obtain the symmetry. In
particular, one obtains again that the product operator Mf∆
1
2 is closable.
3
This notation of ∆ is (almost) compatible with its use in integrable two-dimensional quan-
tum field theory, which we will investigate in [22]. Namely, ∆ is the one-particle component
of the modular operator for the von Neumann algebra [21] corresponding to the right stan-
dard wedge with respect to the vacuum vector (which is sometimes denoted by ∆1, but we
omit the subscript for simplicity). The unitary operators ∆it coincide with the one-particle
action of the Lorentz boosts in many cases (see [3] for the integrable models without bound
states) and gives the shift ξ(θ + 2πt), therefore, ∆
1
2 is the analytic continuation θ 7→ θ − πi.
The product operator Mf∆
1
2 appears in the study of quantum field theories with bound
states[4]. One of the principal problems in quantum field theory is to construct local observ-
ables (a class of self-adjoint operators). For a family of integrable quantum field theories in
two spacetime dimensions, we constructed a candidate of observables localized in a wedge-
shaped region. This candidate operator contains Mf∆
1
2 as a building block. More precisely,
it is the one-particle component of the operator which makes a bound state. Yet, its correct
self-adjoint domain and locality in a strong sense remained open. As these properties are
crucial in constructing Haag-Kastler nets (operator-algebraic realization of quantum field
theories), we investigate the self-adjointness of Mf∆
1
2 in this paper.
Self-adjointness criterion
Now the question is whether Mf∆
1
2 has a self-adjoint extension. For this purpose, let us
recall the fundamental criterion for self-adjointness [13, Section X.1].
For a symmetric operator A, its adjoint A∗ may have nonzero eigenvectors for eigenval-
ues ±i. We denote the dimensions of the corresponding eigenspace by n±(A). The pair
(n+(A), n−(A)) is called the deficiency indices of A. Equivalently, they are dimensions
of the spaces ker(A∗ ∓ i). A can be extended to a self-adjoint extension if and only if
n+(A) = n−(A) and there is a one-to-one correspondence between such self-adjoint exten-
sions and isometric operators from ker(A∗ − i) to ker(A∗ + i). If the deficiency indices of A
is (0, 0), then A is essentially self-adjoint and the closure A of A is the unique self-adjoint
extension of A.
We have (Mf∆
1
2 )∗ = ∆
1
2Mf . Therefore, our task is reduced to studying the eigenspaces
of ∆
1
2Mf .
3 Computing deficiency indices
3.1 Common ideas
Any element f ∈ H∞(S−π,0) admits the following factorization [17, Beurling factorization,
Theorems 17.15, 17.17] (see also the identification between H∞(S−π,0) and the Hardy space
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on the unit circle [12, Appendix A]):
f(ζ) = cfBl(ζ)fin(ζ)fout(ζ),
fBl(ζ) =
∏
n
cn
eζ − eαj
eζ − eαj ,
fin(ζ) = exp
(
i
∫
dµ(s)
1 + s2
1 + eζs
eζ − s
)
,
fout(ζ) = exp
(
i
π
∫
ds
1 + s2
1 + eζs
eζ − s logφ(s)
)
,
where αj ∈ R + i(−π, 0) and satisfies the Blaschke condition which assures the convergence
of the infinite product (see [17, Theorem 15.21] for the condition written in the unit circle
picture), cn = − |βn|βn
βn−1
βn−1 , where βn =
eαn+i
eαn−i (if αj = −πi2 , we set cj = 1 as a convention). c
is a constant with |c| = 1. µ(s)
1+s2
is a finite singular measure (with respect to the Lebesgue
measure ds) on R ∪ {∞} and may have an atom at ∞ (−∞ is identified with ∞). φ(s) is a
positive function on R such that log φ(s)
1+s2
is L1(R), again with respect to the Lebesgue measure
ds. fBl and fin are inner, namely |fBl(θ)| = |fBl(θ − πi)| = |fin(θ)| = |fin(θ − πi)| = 1
for almost every θ ∈ R (they are defined as the boundary values and not as integrals for
ζ = θ ∈ R, θ− πi, which might be meaningless). On the other hand, fout is said to be outer
and it is the exponential of the Poisson integral of the kernel log φ(s)
1+s2
.
This decomposition is unique. We call fBl the Blaschke product of f , fin the singular
inner part of f , and fout the outer part of f .
In order to solve the eigenvalue equation ∆
1
2Mfξ = ±iξ, it is helpful to extend the
domain of consideration to meromorphic functions on the strip R + i(−π, 0). Once we find
a meromorphic function g which satisfies f(θ − πi)g(θ − πi) = ±ig(θ), any solution ξ in the
domain of the operator ∆
1
2Mf can be divided by g and one obtains a periodic function:
ξ(θ − πi)
g(θ − πi) =
f(θ − πi)ξ(θ − πi)
f(θ − πi)g(θ − πi) =
±iξ(θ)
±ig(θ) =
ξ(θ)
g(θ)
.
Some properties of this periodic function can be derived from those of ξ, f and g, and we
might be able to classify such periodic functions. We will call the equation f(θ − πi)g(θ −
πi) = ±ig(θ) for simplicity the eigenvalue equation with eigenvalue ±i. Furthermore, the
question is equivalent to finding a solution for the eigenvalue 1, because by multiplying eαθ
one can vary the eigenvalue by e−iαπ. We will see later how this idea applies to concrete
cases.
Let us prepare a Lemma which is useful in such an argument. The following is a slight
variation of [16, Section 2, Theorem].
Lemma 3.1. Let h be a measurable function defined on a rectangle [θ1, θ2] + i[λ1, λ2] ⊂ C
where λ1 < 0 < λ2, horizontally L
2, namely h( ·+ iλ) is in L2([θ1, θ2]) for each λ and assume
that its L2-norm is uniformly bounded in λ, and that λ 7→ h( · + iλ) is continuous from R
to L2([θ1, θ2]). Furthermore, assume that h is analytic separately in (θ1, θ2) + i(λ1, 0) and
in (θ1, θ2) + i(0, λ2). Then h has a representative (in the sense of pointwise function, as
L2-functions are not pointwise defined) which is analytic on the whole rectangle.
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Proof. As the L2-norm of h( · + iλ) is uniformly bounded in λ, by Fubini’s theorem [17,
Theorem 8.8], h is L2 as a two-variable function, and again by Fubini’s theorem, h(θ+ i ·) is
in L2([λ1, λ2]) for almost all θ ∈ [θ1, θ2].
We only have to prove the analyticity at λ = 0. For a given θ, θ1 < θ < θ2, we take
θ3 < θ < θ4 such that h(θ3 + i ·) and h(θ4 + i ·) are in L2([λ1, λ2]). Consider the rectangle
with the corners θ3+ iλ1, θ4+ iλ1, θ4+ iλ2, θ3+ iλ2 and take a counterclockwise path Γ. Then
h˜(ζ) :=
∫
Γ
dz
h(z)
z − ζ
defines an analytic function inside the rectangle, as the integrand is (L2 on the bounded
segments, therefore) L1.
Let us see that h˜ coincides with h on the upper- and lower-half rectangles. Indeed, let
0 < ǫ < Im ζ and take a rectangular path Γǫ with the corners θ3+ iǫ, θ4+ iǫ, θ4+ iλ2, θ3+ iλ2
which contains ζ in its inside (see Figure 1). By Cauchy’s formula, we have
h(ζ) =
∫
Γǫ
dz
h(z)
z − ζ .
As ǫ→ 0, this integral tends to ∫
Γ+
dz
h(z)
z − ζ ,
where Γ+ is the rectangle with corners θ3, θ4, θ4+iλ2, θ3+iλ2, by the assumption of continuity
of h (in the L2, therefore) in the L1 sense and the L1-integrability of h on the sides of the
rectangle.
R
ζ
θ3 θ4θ1 θ2
Γǫ
Γ−
iǫ(+R)
Figure 1: The integral contours for the proof of analyticity
On the other hand, if we consider a rectangle in a lower half-plane, the integral gives 0
by Cauchy’s theorem. By a similar continuity argument, we obtain∫
Γ−
dz
h(z)
z − ζ = 0,
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where Γ− is the rectangle with corners θ3, θ3 + iλ1, θ4 + iλ1, θ4. Therefore, altogether we get
h(ζ) =
∫
Γ+∪Γ−
dz
h(z)
z − ζ =
∫
Γ
dz
h(z)
z − ζ = h˜(ζ).
By a parallel argument, we have h(ζ) = h˜(ζ) for Im ζ < 0. In other words, h has an analytic
extension to the whole rectangle. By the L2-continuity, it must hold that h = h˜.
We use this Lemma in the following form.
Proposition 3.2. Suppose that h is analytic in R+i(−π, 0) and it holds that h(θ) = h(θ−πi)
in the local L2 sense, namely, for a finite interval [θ1, θ2] h(·−ǫi) → h(·) and h(·−(π−ǫ)i) →
h(· − πi) in L2([θ1, θ2]) and the limits coincide. Then h extends to an analytic function with
period πi.
Proof. Define the periodic function by h(ζ +Nπi) = h(ζ), N ∈ N. The only question is the
analyticity at ζ ∈ R+Nπi, which is a direct consequence of Lemma 3.1.
3.2 Finite Blaschke products
Let
f(ζ) =
n∏
j=1
cj
eζ − eαj
eζ − eαj
be a finite Blaschke product, where αj ∈ R + i(−π, 0). Note that they have exactly n-zeros
(including multiplicity) in the strip R + i(−π, 0), since the function eζ is one-to-one in the
strip. In order that this satisfies f(θ) = f(θ − πi), αj and αj − πi must appear in pair
including multiplicity, or Imαj = −π2 . Under this condition, cj’s cancel each other or it is
1 or −1. −1 does not affect neither the domain property nor symmetry, therefore, we may
omit cj and write f(ζ) =
∏n
j=1
eζ−eαj
eζ−eαj
We consider the operator Mf∆
1
2 and compute the deficiency indices. Let us start with a
Lemma concerning periodic functions.
Lemma 3.3. If h is analytic in R + i(−π, 0), πi-periodic, namely h(θ − πi) = h(θ), and
satisfies |h(ζ)| ≤ AeN |Re ζ|, where A > 0 and N is a positive even integer, then there is a
polynomial p of degree less than or equal to N such that h(ζ) = p(e2ζ)e−Nζ .
Proof. Consider h⊢(ζ) = h(ζ)eNζ, which satisfies |h⊢(ζ)| ≤ A(e2NRe ζ + 1). By assumption,
N is even, therefore, h⊢(ζ) is again periodic by πi.
We can define an analytic function on C \ {0} by h⊢
(
log z
2
)
, which is well-defined by the
πi-periodicity of h. The bound of h⊢ can be translated into∣∣∣∣h⊢( log z2
)∣∣∣∣ ≤ A(|z|N + 1),
and especially, the singularity at z = 0 is removable. Then it is a well-known consequence of
the Cauchy estimate [17, Theorem 10.26] that h⊢
(
log z
2
)
is a polynomial p(z) of degree less
than or equal to N .
Since ζ = log z
2
or z = e2ζ , we have h(ζ) = p(e2ζ)e−Nζ as desired.
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Proposition 3.4. If f contains 2m factors, respectively 2m + 1 factors, where m is an
integer, then the deficiency indices of Mf∆
1
2 is (m,m), respectively (m+ 1, m).
Proof. We observed after Lemma 2.1 that (Mf∆
1
2 )∗ = ∆
1
2Mf . By definition of the product
of (possibly) unbounded operators, the domain of ∆
1
2Mf is:
{ξ ∈ L2(R2) | f(ζ)ξ(ζ) ∈ H2(S−π,0)}.
In order to determine the deficiency indices, we have to find the eigenvectors of ∆
1
2Mf
corresponding to the eigenvalues ±i. We claim that the functions
ξk(θ) = e
(k+ 12)θ
n∏
j=1
1
eθ − eαj ,
where 0 ≤ k < n, are precisely those eigenfunctions. It is easy to see that they have n-poles
in the strip R+ i(−π, 0).
Firstly, let us show that they are indeed eigenfunctions. We have
f(θ)ξk(θ) = e
(k+ 12)θ
n∏
j=1
1
eθ − eαj
We observe that this has no pole in R + i(−π, 0), since eζ takes only values with negative
imaginary part, while eαj have positive imaginary parts. The product f(θ)ξk(θ) belongs to
H2(S−π,0):
|f(ζ)ξk(ζ)| ≤ e(k+
1
2)Re ζ
n∏
j=1
∣∣∣∣ 1eRe ζ − eαj
∣∣∣∣ ,
again because eζ has negative imaginary part, while eαj have positive imaginary parts.
The right-hand side decays exponentially when Re ζ → ±∞, since 0 ≤ k < n, therefore,
f(ζ)ξk(ζ) ∈ H2(S−π,0). The boundary value can be straightforwardly computed and it is
f(θ − πi)ξk(θ − πi) = (−1)k+1ie(k+
1
2)θ
n∏
j=1
(−1)n
eθ + eαj
= (−1)k+1ie(k+ 12)θ
n∏
j=1
(−1)n
eθ − eαj
= (−1)n+k+1iξk(θ)
where we used that αj and αj − πi appear in pair, or Imαj = π2 and eαj = −eαj . This
means that this belongs to the deficiency subspace. More precisely, if k = 0 and if n = 2m,
it belongs to n−(Mf∆
1
2 ) and if n = 2m + 1, to n+(Mf∆
1
2 ). As k increases, it alters the
eigenvalue by −1. They are obviously linearly independent.
Summing up, if m is even, we found m vectors both in n±(Mf∆
1
2 ) and if m is odd, we
found m+ 1 vectors in n+(Mf∆
1
2 ) and m vectors in n+(Mf∆
1
2 ).
Secondly, we claim that their linear spans exhaust the deficiency subspaces. Let ξ be in
ker(∆
1
2Mf∓i). Recall that ξk are also eigenfunctions of ∆ 12Mf , to which eigenspace it belongs
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depends on k. As described in Section 3.1, we need just one function which satisfies the
eigenvalue equation, which is not necessarily in the Hilbert space. The restriction 0 ≤ k < n is
required only when one wants a Hilbert space vector, and for other k, ξk, defined analogously,
satisfies the same eigenvalue equation. We take a ξk which has the same eigenvalue as ξ.
We proceed as we described in Section 3.1: We consider ξ(ζ)
ξk(ζ)
= f(ζ)ξ(ζ)
f(ζ)ξk(ζ)
. By assumption,
fξ ∈ H2(S−π,0). On the other hand, we have∣∣∣∣ 1f(ζ)ξk(ζ)
∣∣∣∣ =
∣∣∣∣∣e−(k+ 12)ζ
n∏
j=1
(eζ − eαj )
∣∣∣∣∣ ≤ AeM |Re ζ|,
where A and M are positive constants. Especially, this factor has no pole. Therefore,
the function ξ(ζ)
ξk(ζ)
is analytic in R + i(−π, 0) and has the same locally L2-boundary value
at Im ζ = 0,−π, hence by Proposition 3.2, it extends to an entire periodic function. An
entire periodic function admits a Fourier expansion: ξ(ζ)
ξk(ζ)
=
∑
aje
jζ, where aj is strongly
decreasing, and this sum is uniformly convergent on any compact set with respect to Re ζ .
For any L2-function η supported in [−R,R], the following integral∫
dθ η(θ)
ξ(ζ + θ)
ξk(ζ + θ)
=
∫
dθ η(θ)
f(ζ + θ)ξ(ζ + θ)
f(ζ + θ)ξk(ζ + θ)
defines an analytic function of ζ in R + i(−π, 0) by Morera’s theorem [17, Theorem 10.17].
Furthermore, we have the following estimate:∣∣∣∣∫ dθ η(θ) f(ζ + θ)ξ(ζ + θ)f(ζ + θ)ξk(ζ + θ)
∣∣∣∣
≤ AeM(|Re ζ|+R)
∣∣∣∣∫ R−R dθ η(θ)f(ζ + θ)ξ(ζ + θ)
∣∣∣∣
≤ AeM(|Re ζ|+R)‖η‖ · ‖fξ‖H2(S−π,0).
This function is periodic since so is ξ(ζ)
ξk(ζ)
, hence by Lemma 3.3, it must be of the form∑N
j=−N aη,je
jζ, where N is the smallest even integer such that N > M .
By the compactness of the support of η and the uniform convergence of ξ(ζ)
ξk(ζ)
=
∑
aje
jζ,
we obtain aη,j = aj
∫
dθ η(θ)ejθ. As η is arbitrary, this implies that aj = 0 for |j| > N . In
other words, ξ(ζ) = ξk(ζ)
∑N
−N aje
jζ.
This is actually of the form ξ(ζ) =
∑N
−N ajξk+j(ζ), but we know that ξk+j(ζ) can be in
H2(S−π,0) if and only if 0 ≤ k + j < n, and their decay rates are different for different k + j,
therefore, ξ(ζ) ∈ H2(S−π,0) if and only if ξ(ζ) =
∑n−1
j=0 ajξj(ζ). This completes the proof that
{ξj}n−1j=0 exhaust the deficiency subspaces.
3.3 Infinite Blaschke products
From the results of the previous section, it is natural to expect that for an infinite Blaschke
product
f(ζ) =
∞∏
j=1
cj
eζ − eαj
eζ − eαj
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the deficiency indices n±(Mf∆
1
2 ) are infinite. This will turn out to be true, yet it is not easy
in general to calculate the deficiency subspaces explicitly, as the natural candidate vectors in
those subspaces would be infinite products, whose convergence is not always under control.
Therefore, we divide the cases.
3.3.1 Zeros on the middle line
Let us assume that Imαj = −π2 . In this case, eαj =: iγj ∈ iR−. We divide the negative
numbers {γj} into two families according to their real parts and reorder as follows: Reα+j ≥ 0
and Reα−j < 0, accordingly γ
+
j ≥ −1 and 0 < γ−j < −1. Correspondingly, we rename the
constant factors, and then by definition: c+j = −1, c−j = 1.
Proposition 3.5. Let f be a Blaschke product with infinitely many zeros {αj} on the line
R+ πi
2
. Then n±(Mf∆
1
2 ) =∞.
Proof. As the infinite product is absolutely convergent, from [17, Theorem 15.5], it follows
for ζ ∈ R + i(−π, 0) that
∑
j
∣∣∣∣∣1− c+j eζ − iγ+jeζ + iγ+j
∣∣∣∣∣ =∑
j
∣∣∣∣∣ 2eζeζ + iγ+j
∣∣∣∣∣ <∞,
∑
j
∣∣∣∣∣1− c−j eζ − iγ−jeζ + iγ−j
∣∣∣∣∣ =∑
j
∣∣∣∣∣ i2γ−jeζ + iγ−j
∣∣∣∣∣ <∞.
By noting that γ+j → −∞, γ−j → 0, for a fixed ζ = a + ib ∈ R + i(−π, 0), there is
sufficiently large j such that 2|b| ≤ |γ+j | and consequently
∣∣∣ a
a+iγ+j
∣∣∣ ≤ ∣∣∣ 2eζ
eζ+iγ+j
∣∣∣, and 2|γ−j | ≤ |b|
and consequently
∣∣∣ iγ−j
a+iγ−j
∣∣∣ ≤ ∣∣∣ i2γ−j
eζ+iγ−j
∣∣∣. By comparing with the above convergent series, it is
straightforward to see that the following infinite sums are convergent also for real θ such that
eθ = a: ∑
j
∣∣∣∣∣1− −iγ+jeθ − iγ+j
∣∣∣∣∣ =∑
j
∣∣∣∣∣ eθeθ + iγ+j
∣∣∣∣∣ ,
∑
j
∣∣∣∣∣1− eθeθ − iγ−j
∣∣∣∣∣ =∑
j
∣∣∣∣∣ iγ−jeθ + iγ−j
∣∣∣∣∣ .
Therefore, the following infinite products∏
j
−iγ+j
eθ − iγ+j
,
∏
j
eθ
eθ − iγ−j
are absolutely convergent and non zero for θ ∈ R.
We consider the following function
ξk(θ) := e
(k+ 1
2
)θ
∏
j
−iγ+j
eθ − iγ+j
∏
j
eθ
eθ − iγ−j
.
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We claim that ξk ∈ L2(R, dθ) for infinitely many k ∈ Z. Indeed, each factor in the big
products has the modulus smaller than 1, the former factors decay exponentially as θ→∞,
while the latter factors decay exponentially as θ → −∞. By assumption, at least one of these
products is infinite, hence it can decay faster than e(k+
1
2
)θ for k > 0 or k < 0, depending on
which is infinite.
Next, we claim that f(ζ)ξk(ζ) ∈ H2(S−π,0). By c+ = −1 and c− = 1, it is easy to check
that
f(ζ)ξk(ζ) = e
(k+ 1
2
)ζ
∏
j
iγ+j
eζ + iγ+j
∏
j
eζ
eζ + iγ−j
and this is dominated by
∣∣∣e(k+ 12 )Re ζf(Re ζ)ξ(Re ζ)∣∣∣. Finally,
f(θ − πi)ξk(θ − πi) = (−1)k+1ie(k+ 12 )θ
∏
j
iγ+j
−eθ + iγ+j
∏
j
−eθ
−eθ + iγ−j
= (−1)k+1ie(k+ 12 )θ
∏
j
−iγ+j
eθ − iγ+j
∏
j
eθ
eθ − iγ−j
= (−1)k+1iξk(θ).
Therefore, ξk(θ) ∈ ker(∆ 12Mf ∓ i), where − applies when k is odd and − applies when k is
even. In particular, there are infinitely many such eigenvectors.
3.3.2 Zeros outside the middle line
Here we assume that Imαj 6= −π2 . By the symmetry condition, αj must appear with αj − πi
in pair. Let us reorder and rename the zeros {αj} and write this explicitly:
f(ζ) =
∞∏
j=1
eζ − eαj
eζ − eαj
eζ + eαj
eζ + eαj
.
Note that f is inner, hence the multiplication operatorMf is unitary and the product Mf∆
1
2
is a closed symmetric operator.
We first show thatMf∆
1
2 has a self-adjoint extension. Indeed, using the above reordering,
we have f(ζ) = f+(ζ)f−(ζ), where
f+(ζ) =
∞∏
j=1
eζ + eαj
eζ + eαj
, f−(ζ) =
∞∏
j=1
eζ − eαj
eζ − eαj .
Both functions are in H∞(S−∞,0) and it holds that f+(θ − πi) = f−(θ).
By definition of the domains of product operators, we have Mf−( ·−πi)∆
1
2 ⊂ ∆ 12Mf− , since
f−(ζ) is bounded and analytic in R+ i(−π, 0). Therefore, we have the following inclusion
Mf∆
1
2 = Mf+( ·−πi)Mf−( ·−πi)∆
1
2 ⊂Mf+( ·−πi)∆
1
2Mf− = M
∗
f−
∆
1
2Mf− .
The last expression is a self-adjoint operator, sinceMf− is unitary. In particular, the operator
Mf∆
1
2 has a self-adjoint extension and n+(Mf∆
1
2 ) = n−(Mf∆
1
2 ).
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Between Mf∆
1
2 and M∗f−∆
1
2Mf− , there are infinitely many different symmetric closed
operators. Indeed, let us put fj,+(ζ) :=
eζ+eαj
eζ+eαj
, fj,−(ζ) := e
ζ−eαj
eζ−eαj . We can see as above
Mf∆
1
2 ⊂MfM∗f1,−∆
1
2Mf1,− ⊂ · · · ⊂MfM∗fj,− · · ·M∗f1,−∆
1
2Mf1,− · · ·Mfj,−
· · · ⊂M∗f−∆
1
2Mf− .
Such an infinite tower of extensions is possible only if n+(Mf∆
1
2 ) = n−(Mf∆
1
2 ) =∞.
3.4 Singular inner functions
In this Subsection we consider singular inner functions. An singular inner function admits
the following representation
f(ζ) = exp
(
i
∫
dµ(s)
1 + s2
1 + eζs
eζ − s
)
,
where µ is a singular measure on R ∪ {∞}. If µ has atoms at 0,∞, we need a different
treatment. Let us consider these cases separately.
3.4.1 Atomic measures at infinity
When µ({0})
1+s2
= α ≥ 0 and µ({∞})
1+s2
= β ≥ 0 and µ = 0 elsewhere, our function takes the form
f(ζ) = exp
(
iαe−ζ − iβeζ). As in Section 3.1, we look for solutions of the eigenvalue equation
f(θ − πi)ξ(θ − πi) = ±iξ(θ). One such solution is g(ζ) = exp (− iα
2
e−ζ + iβ
2
eζ
)
. Indeed, it is
straightforward that
f(ζ − πi) = exp (−iαe−ζ + iβeζ) , g(ζ − πi) = exp( iα
2
e−ζ − iβ
2
eζ
)
and we have f(θ − πi)g(θ − πi) = g(θ), θ ∈ R. Furthermore, note that
|f(ζ)g(ζ)| =
∣∣∣∣exp(−iα2 e−ζ + iβ2 eζ
)∣∣∣∣
and the problem is reduced to find πi-periodic functions with a certain growth condition.
Lemma 3.6. Let h be continuous on R+ [−π, 0], analytic in R+ i(−π, 0) and suppose that
there is A,B > 0, 0 < α < 1 such that
|h(ζ)| ≤ AeBeα|Re ζ| ,
and on the boundary, h(θ), h(θ − πi) are L2. Then it follows that h ∈ H2(S−π,0).
Proof. We argue as in Proposition 3.4. For an L2-function η supported in [−R,R], the
following integral
hη(ζ) :=
∫
dθ η(θ)h(ζ + θ)
12
defines an analytic function hη of ζ with the estimate:∣∣∣∣∫ dθ η(θ)h(ζ + θ)∣∣∣∣ ≤ AeB(|Re ζ|+R) ∣∣∣∣∫ R−R dθ η(θ)
∣∣∣∣
≤ AeB(|Re ζ|+R)‖η‖ ·
√
2R
and on the boundary, it is immediate from the assumption that max{|hη(θ)|, |hη(θ− πi)|} ≤
‖η‖ ·max{‖h‖, ‖h( · − πi)‖}. Therefore, by Phragme´n-Lindelo¨f principle [17, Theorem 12.9],
|hη(ζ)| ≤ ‖η‖ ·max{‖h‖, ‖h( · − πi)‖}.
As this estimate does not depend on R, it holds for any η ∈ L2(R), which implies that
‖h( · − iλ)‖ ≤ max{‖h‖, ‖h( · − πi)‖}. Namely, h ∈ H2(S−π,0).
Next, consider the function cos
(
te−ζ
)
, t ∈ R. This is πi-periodic in ζ and it holds that∣∣cos (te−ζ)∣∣ ≤ et|Im e−ζ |.
Let κ be a real smooth function supported in (−α
3
, α
3
) such that κ(−t) = κ(t), ∫ dt κ(t) = 0.
Then its Fourier transform is entire and we have
κˆ(e−ζ) =
1√
2π
∫
dt e−ite
−ζ
κ(t) =
1√
2π
∫ α
3
0
dt 2 cos(te−ζ)κ(t).
Then we have the following bound:
|κˆ(e−ζ)| = max{|κ(t)|}√
2π
2α
3
max{| cos(te−ζ)|} ≤ max{|κ(t)|}√
2π
2α
3
e
α
3
|Im e−ζ |.
Furthermore, on the boundary, κˆ(e−θ) and κˆ(e−(θ−πi)) = κˆ(−e−θ) = κˆ(e−θ) (as κ(−t) = κ(t))
are rapidly decreasing in θ and faster than exponentials for θ → −∞, since κˆ(p) is a Schwartz
class function with κˆ(0) = 0, therefore, κˆ(e−θ)e−nθ tends to 0 rapidly as θ → ±∞, where
n > 0.
Proposition 3.7. For f(ζ) = exp
(
iαe−ζ − iβeζ), where one of α and β is nonzero. Then
Then n±(Mf∆
1
2 ) =∞.
Proof. We may assume that α > 0, as the case β > 0 is similar. Let κ as above, n ∈ N and
consider the function ξκ,n(ζ) = κˆ(e
−ζ) exp(− iα
2
e−ζ + iβ
2
eζ)e−(n+
1
2
)ζ . For ζ ∈ R + i(−π, 0) we
have the following estimate:
|f(ζ)ξκ,n(ζ)| ≤ max{κ(t)}√
2π
2α
3
e
α
3
|Im e−ζ | · e−α2 Im e−ζ+β2 Im eζe−(n+ 12 )Re ζ
≤ max{κ(t)}√
2π
2α
3
e−(n+
1
2
)Re ζ
as Im e−ζ > 0 and Im eζ < 0, and on the boundary we saw that |ξκ,n(ζ)| is Schwartz class.
Thus by Lemma 3.6, f(ζ)ξκ,n(ζ) ∈ H2(S−π,0).
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Let us check the eigenvalue equation. We have
f(θ − πi)ξκ,n(θ − πi) = exp(−iαe−θ + iβeθ)κˆ(e−θ) exp
(
iα
2
e−θ − iβ
2
eθ
)
e−(n+
1
2
)(θ−πi)
= κˆ(e−θ) exp
(
−iα
2
e−θ +
iβ
2
eθ
)
(−1)nie−(n+ 12 )θ
= (−1)niξκ,n(θ).
Therefore, depending on whether n is even or odd, ξκ,n is in one of the deficiency subspaces
of Mf∆
1
2 with eigenvalue i or −i. They are clearly linearly independent.
3.4.2 Generic singular measures
As we show in Appendix B, any singular inner function f has essential singularities on the
boundary R,R − πi or Re ζ → ±∞. If the measure is atomic on the boundary, it is not
difficult to find vectors in the deficiency indices similarly as in the case of atoms at infinity.
In a generic case, we are not able to write explicitly the vectors in the deficiency subspaces
of Mf∆
1
2 . Yet, we are able to show that the deficiency indices are (∞,∞) again by finding
a self-adjoint extension and a sequence of closed symmetric extension between them.
Proposition 3.8. Let f be singular inner as above. Then n±(Mf∆
1
2 ) =∞.
Proof. As f has no zero in R + i(−π, 0), f has analytic roots f 1n for arbitrary n. More
explicitly, we can write this root as
(f(ζ))
1
n = exp
(
i
n
∫
dµ(s)
(1 + s2)
1 + eζs
eζ − s
)
,
and accordingly we have Mf = (M
f
1
n
)n.
Let n > 2. As f
1
n ∈ H∞(S−∞,0) and f 1n (θ − πi) = f 1n (θ), it holds that
M2
f
1
n
∆
1
2 ⊂ M
f
1
n
∆
1
2M
f
1
n
= M∗
f
1
n
∆
1
2M
f
1
n
and the last expression is manifestly self-adjoint.
We claim that this extension is not trivial. Indeed, the domain of the latter opera-
tor is M−1
f
1
n
H2(S−π,0). This is not equal to H2(S−π,0). In order to see this, pick a vector
ξ ∈ H2(S−π,0). As we saw in Corollary A.2, the values ξ(θ − iλ) is bounded by ‖ξ‖ and
‖∆ 12 ξ‖. As |f 1n (θ)| = |f 1n (θ − πi)| = 1 on the boundary, we have ‖ξ‖ = ‖M
f
1
n
ξ‖ and
‖∆ 12 ξ‖ = ‖M
f
1
n (·−πi)∆
1
2 ξ‖ = ‖∆ 12M
f
1
n
ξ‖. On the other hand, f(ζ) is a nontrivial singu-
lar inner function and there is θ − iλ ∈ R + i(−π, 0) such that
∣∣∣f(θ − iλ) 1n ∣∣∣ < 1. Take
ξ ∈ H2(S−π,0). If M−1
f
1
n
preserved H2(S−π,0), then M
−m
f
1
n
ξ would have to be in H2(S−π,0) for
any m. But it is clear that for any ξ there is m such that ξ(θ−iλ)
f(θ−iλ)m does not satisfy the above
pointwise bound for vectors in H2(S−π,0). In other words, M−m
f
1
n
ξ /∈ H2(S−π,0), M−1
f
1
n
does not
preserve H2(S−π,0) and M∗
f
1
n
∆
1
2M
f
1
n
is a proper self-adjoint extension.
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Take an even n = 2m. Then by repeating the argument above,
Mf∆
1
2 = (M∗
f
1
2m
)2m∆
1
2 ⊂ (M∗
f
1
2m
)m∆
1
2 (M
f
1
2m
)m = M∗
f
1
2
∆
1
2M
f
1
2
is m successive proper extensions, therefore, n±(Mf∆
1
2 ) ≥ m. As m is arbitrary, they must
be infinite.
3.5 Outer functions with decay conditions
Let us consider outer functions. An outer function can be expressed as the exponential of
a Poisson integral of a kernel log φ(s)
1+s2
which is L1. Consequently, φ cannot have too strong
decay as Re ζ → ±∞.
More concretely, the function with fast decay φ(s) = 1
e−s
α+esα
satisfies this condition if
0 < α < 1, but with 1 ≤ α it does not. Yet the condition that log φ(s)
1+s2
should be L1 can
be satisfied in many ways. In addition, φ can approach to 0 around finite s so long as the
L1-condition is satisfied. We are not able to treat such a variety of cases in a general way.
Here we impose a bound on the decay rate of φ(s) = |f(log s)|. Under this condition, the
operator Mf∆
1
2 is essentially self-adjoint.
Lemma 3.9. Let f be a bounded analytic function on R + i(−π, 0) and suppose that there
are numbers A,B ≥ 0, 0 ≤ α < 1 such that∣∣∣∣ 1f(ζ)
∣∣∣∣ ≤ A exp (Beα|Re ζ|) .
Then f is an outer function. Conversely, if f is a bounded outer function defined through an
L1 function φ(s)
1+s2
and if there are A,B ≥ 0, 0 ≤ α < 1 such that 1
φ(s)
≤ AeB(|s|α+| 1s |
α
), then
there is A1, B1 > 0 and it holds that
∣∣∣ 1f(ζ)∣∣∣ ≤ A1 exp (B1eα|Re ζ|)
Proof. Let f be a function which satisfies the estimate above. If f had a Blaschke factor, it
would have at least one zero and it contradicts the assumed estimate (which separates f from
0), thus f has no Blaschke factor. Suppose that f had a singular inner factor. If the singular
measure µ corresponding to the factor has non zero measure at 0 or ∞, then the factor
contains eiµ({0})e
−θ
e−iµ({∞})e
+θ
and they decay as e−Be
|Re ζ|
when Re ζ → ∓∞, respectively,
which contradicts the assumption (α < 1). If the singular measure were non-zero and had no
atom at 0,∞, it must tend to zero on the boundary as we show in Appendix B, which would
again contradicts the assumed estimate. Therefore, f cannot have any nontrivial inner part,
namely is an outer function.
Conversely, let f be an outer function defined through φ as above. Note that the modulus
of f is given through the imaginary part of the integral, which is, by putting eζ = a + ib,
Im
(
1
π
∫ ∞
−∞
ds
1 + s2
1 + eζs
eζ − s log φ(s)
)
=
1
π
∫ ∞
−∞
bds
(a− s)2 + b2 logφ(s).
The latter expression can be estimated as follows. Note that it follows from the assumption
on φ that | logφ(s)| ≤ B (|s|α + ∣∣1
s
∣∣α)+ | logA|.
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We estimate these three terms separately. Let us first take B|s|α. We may assume that
a ≥ 0 (the case a < 0 is analogous). Then for the half-line s < 0, s2 ≤ (a− s)2 and we have∣∣∣∣∫ 0−∞ bds(a− s)2 + b2B|s|α
∣∣∣∣ ≤ ∣∣∣∣∫ 0−∞ bdss2 + b2B|s|α
∣∣∣∣ .
Next, note that |a+ s|α ≤ |a|α+ |s|α if 0 < α < 1. Indeed, if we put F (t) = tα for t > 0, then
F ′(t) = αtα−1 which is monotonically decreasing. Therefore, we have |s|α = F (s)− F (0) >
F (a + s) − F (a) = |a + s|α − |a|α. We subdivide the other half-line into [0, a] and (a,∞).
There, we have the following estimates, respectively:∣∣∣∣∫ a
0
bds
(a− s)2 + b2B|s|
α
∣∣∣∣ ≤ ∣∣∣∣∫ a
0
bds
(a− s)2 + b2B|a|
α
∣∣∣∣ ≤ πB|a|α,∣∣∣∣∫ ∞
a
bds
(a− s)2 + b2B|s|
α
∣∣∣∣ ≤ ∣∣∣∣∫ ∞
0
bds
s2 + b2
B|a+ s|α
∣∣∣∣
≤
∣∣∣∣∫ ∞
0
bds
s2 + b2
(B(|a|α + |s|α)
∣∣∣∣ ,
where we used
∫∞
−∞
−bds
s2+b2
= π (recall that b < 0). Furthermore, we put
∫∞
−∞
b|s|αds
s2+b2
=∫∞
−∞
|b|α|s|αds
s2+1
=: B2|b|α. Altogether, by taking B3 = max{2πB,BB2}, we have∣∣∣∣∫ ∞−∞ bds(a− s)2 + b2B|s|α
∣∣∣∣ ≤ 2πB|a|α +BB2|b|α
≤ B3(|a|α + |b|α)
≤ 2B3(|a|+ |b|)α
≤ 4B3
∣∣∣√a2 + b2∣∣∣α
= 4B3(e
Re ζ)α.
Next we consider B
∣∣1
s
∣∣α. By successive changes of variables s = 1
t
, k = t
√
a2 + b2, we get∫ ∞
−∞
b
(a− s)2 + b2
Bds
|s|α =
∫ ∞
−∞
b
(a− 1
t
)2 + b2
B|t|αdt
t2
=
∫ ∞
−∞
bB|t|α
a2t2 − 2at+ 1 + b2t2dt
=
B
(
√
a2 + b2)α
∫ ∞
−∞
b|k|α
k2 − 2a√
a2+b2
k + 1
dk√
a2 + b2
.
We claim that this integral is bounded for a fixed 0 < α < 1. For a = 0, we have∣∣∣∣∣
∫ ∞
−∞
b|k|α
k2 − 2a√
a2+b2
k + 1
dk√
a2 + b2
∣∣∣∣∣ =
∫ ∞
−∞
|k|α
k2 + 1
dk = B2.
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If a 6= 0, we can write b = βa (note that β < 0) and∣∣∣∣∣
∫ ∞
−∞
b|k|α
k2 − 2a√
a2+b2
k + 1
dk√
a2 + b2
∣∣∣∣∣ =
∫ ∞
−∞
−β|k|α
k2 − 2√
1+β2
+ 1
dk√
1 + β2
=
∫ ∞
−∞
−β|k|α(
k − 1√
1+β2
)2
+ β
2
1+β2
dk√
1 + β2
≤
∫ ∞
−∞
−β
(
|k|α +
∣∣∣∣ 1√1+β2
∣∣∣∣α)
k2 + β
2
1+β2
dk√
1 + β2
≤
∣∣∣∣∣ β√1 + β2
∣∣∣∣∣
α ∫ ∞
−∞
|s|α
s2 + 1
ds+
∣∣∣∣∣ 1√1 + β2
∣∣∣∣∣
α ∫ ∞
−∞
1
s2 + 1
ds
≤ B2 + π,
where we changed the variable k = βs√
1+β2
. Hence we get∣∣∣∣∫ ∞−∞ b(a− s)2 + b2 Bds|s|α
∣∣∣∣ ≤ B(√a2 + b2)α (B2 + π) ≤ B3e−αRe ζ
Lastly, it is immediate that ∣∣∣∣∫ ∞−∞ λ| logA|(a− s)2 + b2ds
∣∣∣∣ ≤ π| logA|.
By putting B1 =
4B3
π
and A1 = e
B1+| logA| we finally obtain∣∣∣∣ 1f(ζ)
∣∣∣∣ ≤ exp(∣∣∣∣ 1π
∫ ∞
−∞
bds
(a− s)2 + b2 log φ(s)
∣∣∣∣)
≤ exp(B1(eαRe ζ + e−αRe ζ) + | logA|)
≤ A1 exp
(
B1e
α|Re ζ|) ,
as desired.
Lemma 3.10. Let h be continuous on R+ i[−π, 0], analytic in R+ i(−π, 0) and suppose that
there is A,B,B1 > 0, 0 < α < 1 such that
|h(ζ)| ≤ AeBeα|Re ζ| ,
and on the boundary,
|h(θ)|, |h(θ − πi)| ≤ AeB1Re ζ ,
and furthermore on the imaginary line |h(ζ)| ≤ A when ζ ∈ i[−π, 0]. Then it follows that
|h(ζ)| ≤ AeB1Re ζ
on the whole strip.
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Proof. This is actually only a slight variation of Phragme´n-Lindelo¨f principle [17, Theorem
12.9], which assumes that the function in question is bounded on the boundary.
First we consider the region Re ζ > 0. The product h(ζ)e−B1ζ can be bounded by the
same function AeBe
α|Re ζ|
, and on the boundary with Re ζ > 0 we have a better estimate:∣∣h(ζ)e−B1ζ∣∣ < A. From the last assumption we also have |h(ζ)e−B1ζ | ≤ A for ζ ∈ i[−π, 0].
Let α < β < 1 and ǫ > 0. It is easy to see from the assumptions that the function
h(ζ)e−B1ζ exp
(
−ǫ
(
eβ(ζ+
πi
2 ) + e−β(ζ+
πi
2 )
))
is strongly decreasing when Re ζ → ∞ (the key is that β < 1, see [17, Theorem 12.9]),
hence especially is bounded on the half strip Re ζ > 0. If we consider a large interval of
Re ζ , the maximum modulus principle tells that the maximum is taken on the boundary,
but actually it occurs on the edges of the half strip if the interval is large enough. As
exp
(
−ǫ
(
eβ(ζ+
πi
2 ) + e−β(ζ+
πi
2 )
))
< 1, this implies that
h(ζ)e−B1ζ exp
(
−ǫ
(
eβ(ζ+
πi
2 ) + e−β(ζ+
πi
2 )
))
< A
for Re ζ > 0, but ǫ is arbitrary, thus we obtain |h(ζ)e−B1ζ| ≤ A, which is equivalent to
|h(ζ)| ≤ AeB1Re ζ .
We can argue similarly for Re ζ < 0 and obtain the desired bound.
Although we do not use it, this proof can be easily adopted to the case where the boundary
values are bounded by AeB1|Re ζ|.
Proposition 3.11. Let f be a bounded analytic function on R+i(−π, 0) with f(θ) = f(θ−πi)
and suppose that there are numbers A,B ≥ 0, 0 ≤ α < 1 such that∣∣∣∣ 1f(ζ)
∣∣∣∣ ≤ AeBeα|Re ζ| .
Then Mf∆
1
2 is essentially self-adjoint.
Proof. By the assumption and Lemma 3.9, f can be represented as a Poisson integral of a
kernel φ(s) = |f(log s)|:
f(ζ) = exp
(
i
π
∫ ∞
−∞
ds
1 + s2
1 + eζs
eζ − s log φ(s)
)
.
By the symmetry of f , the kernel satisfies φ(s) = φ(−s). Note that, as ζ ∈ R + i(−π, 0),
Im eζ < 0. This should be kept in mind when we consider the boundary value Im eζ → 0.
We have
f(ζ − πi) = exp
(
i
π
∫ ∞
−∞
ds
1 + s2
1− eζs
−eζ − s log φ(s)
)
= exp
(
− i
π
∫ ∞
−∞
ds
1 + s2
1 + eζs
eζ − s logφ(s)
)
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and this time, the relevant boundary value is considered in the sense that Im eζ > 0.
As previous cases, let us find a solution to the eigenvalue equation. We claim that
g(ζ) := exp
(
− i
π
∫ 0
−∞
ds
1 + s2
1 + eζs
eζ − s log φ(s)
)
.
satisfies the eigenvalue equation. First note that, for s < 0, the integrand is continuous in ζ
around R as Re eζ > 0, therefore, it is irrelevant whether ζ approaches to R from above or
below. Then, we have
g(ζ − πi) = exp
(
− i
π
∫ 0
−∞
ds
1 + s2
1− eζs
−eζ − s logφ(s)
)
= exp
(
+
i
π
∫ ∞
0
ds
1 + s2
1 + eζs
eζ − s log φ(s)
)
,
and here Im eζ > 0. If we consider the product of f and g, it holds that
f(ζ − πi)g(ζ − πi) = exp
(
− i
π
∫ 0
−∞
ds
1 + s2
1 + eζs
eζ − s log φ(s)
)
= g(ζ),
because the approach of ζ in the integral in [0,∞) coincide, therefore, they cancel each other,
while for the integral in (−∞, 0) the direction of approach is irrelevant, and we obtain the
equality.
Now, let us assume that there were a nontrivial vector ξ ∈ ker
(
∆
1
2Mf − i
)
(the case with
ker
(
∆
1
2Mf + i
)
is analogous). As explained in Section 3.1, we consider the function ξ(ζ)
g(ζ)
e
ζ
2 .
We have |g(θ)| = 1, as the support of the integral is concentrated on s < 0. By Lemma 3.2,
ξ(ζ)
g(ζ)
e
ζ
2 extends to a periodic function, and on the boundary ξ(θ)
g(θ)
is L2, hence ξ(θ)
g(θ)
e
ζ
2 is locally
L2. By assumption, f(ζ)ξ(ζ) ∈ H2(S−π,0), while by Lemma 3.9 it is immediate that there
are A1, B1 > 0 such that∣∣∣∣∣ e
ζ
2
f(ζ)g(ζ)
∣∣∣∣∣ =
∣∣∣∣exp(− iπ
∫ ∞
0
ds
1 + s2
1 + eζs
eζ − s log φ(s)
)
exp
(
ζ
2
)∣∣∣∣ < A1eB1eα|Re ζ| .
Let η(θ) be an arbitrary L2-function with the support contained in [−R,R]. Then it holds
that ∣∣∣∣∫ dθ η(θ)ξ(θ + ζ)g(θ + ζ)e ζ2
∣∣∣∣ = ∣∣∣∣∫ dθ η(θ)f(θ + ζ)ξ(θ + ζ)f(θ + ζ)g(θ+ ζ)e ζ2
∣∣∣∣
≤A1eB1eα(|Re ζ|+R)
∣∣∣∣∫ dθ η(θ)f(θ + ζ)ξ(θ + ζ)∣∣∣∣
≤A1eB1eαR·eα|Re ζ| · ‖η‖ · ‖fξ‖H2(S−π,0),
and on Im ζ = 0, we have
∣∣∣∫ dθ η(θ) ξ(θ+ζ)g(θ+ζ)e θ+ζ2 ∣∣∣ ≤ eR+Re ζ2 ‖η‖·‖ξ‖ since ‖g(ζ)‖ = 1. Therefore,
the analytic function in ζ
fη(ζ) :=
∫
dθ η(θ)
ξ(θ + ζ)
g(θ + ζ)
e
ζ
2
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is πi-periodic and hence satisfies the conditions of Lemma 3.10, and it follows that it is
bounded on the whole strip by e
R+Re ζ
2 ‖η‖ · ‖ξ‖. As in Lemma 3.3, using the periodicity and
the bound, there is a function fη(
log z
2
) on C\{0} with ∣∣fη( log z2 )∣∣ ≤ |z| 12 eR2 ‖η‖ · ‖ξ‖, therefore,
it must be constantly zero [17, Theorem 10.26]. Namely, fη(ζ) = 0 for any η supported in
[−R,R].
As R is arbitrary, it follows that ξ = 0. Namely, ker
(
∆
1
2Mf − i
)
= {0}. The other
eigenspace can be argued similarly.
The outer functions which comply with this condition are not generic, as f may have zero
on the boundary. Yet, as for the behavior at Re ζ → ±∞, it is not too restrictive, since e.g.
1
e−ζ
α+eζα
with α ≥ 1 cannot satisfy the L1-condition, as mentioned at the beginning of this
section.
For f as in Proposition 3.11, Mf∆
1
2 is essentially self-adjoint, in other words, Mf∆
1
2 is
self-adjoint. Yet in general, the domain of the closure of an operator is not easy to describe.
For Mf∆
1
2 as above, we have an explicit description of the closure.
Proposition 3.12. Let f ∈ H∞(S−π,0) be an outer function. Then Mf∆
1
2 has a self-adjoint
extension: Mf∆
1
2 ⊂Mf−∆
1
2Mf− , where
f−(θ) := exp
(
i
π
∫ 0
−∞
ds
1 + s2
1 + eθs
eθ − s log φ(s)
)
.
Accordingly, n+(Mf∆
1
2 ) = n−(Mf∆
1
2 ).
In particular, if f is as in Proposition 3.11, then this extension is actually equal to the
closure Mf∆
1
2 and n±(Mf∆
1
2 ) = 0.
Proof. The function f− is well-defined, as the integral is over the negative half-line and the
integrand is L1. The integral is real, hence f−(θ) has modulus 1. Namely, the operator Mf−
is unitary. Moreover, f− can be analytically continued to a bounded function on R+ i(−π, 0)
and the boundary value at R− πi is given by
f−(θ − πi) = exp
(
− i
π
∫ ∞
0
ds
1 + s2
1 + eθs
eθ − s log φ(s)
)
,
where θ approaches to the real line from above. On this side of the strip, we have
f(θ − πi)
f−(θ − πi) = exp
(
− i
π
∫ 0
−∞
ds
1 + s2
1 + eθs
eθ − s logφ(s)
)
= f−(θ).
Now we have the following inclusion of symmetric operators:
Mf∆
1
2 =Mf−Mf−(·−πi)∆
1
2 ⊂Mf−∆
1
2Mf−,
as in Section 3.3.2. The last expression is manifestly self-adjoint as Mf− is unitary.
If f satisfies the assumption of Proposition 3.11, we know that Mf∆
1
2 is essentially self-
adjoint, hence the conclusion follows.
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3.6 A simple essential self-adjointness criterion: perturbation ar-
guments
Proposition 3.13. Assume that there is r > 0 such that
∣∣∣f(θ)− r∣∣∣ ≤ r for θ ∈ R. Then the
operator Mf∆ is essentially self-adjoint.
Proof. We use the Wu¨st theorem [13, Theorem X.14]. It is obvious that r∆ is self-adjoint.
Now, as Mf∆ = r∆+ (Mf∆− r∆), if we show that ‖(Mf∆ − r∆)ξ‖ ≤ ‖r∆ξ‖, the desired
essential self-adjointness follows.
This inequality is a direct consequence of the assumption:
‖(Mf∆− r∆)ξ‖2 =
∫
dθ
∣∣∣(f(θ)− r) ξ(θ − πi)∣∣∣2
≤ r2
∫
dθ |ξ(θ − πi)|2
= ‖r∆ξ‖2.
As it holds that f(θ) = f(θ − πi), the condition of the Proposition is equivalent to the
existence of r such that |f(θ − πi)− r| ≤ r.
The condition can be rephrased as follows: There is r > 0 such that the complex number
f(θ) is in the disk {z ∈ C : |z − r| ≥ r}. Especially, if there is ǫ > 0 such that −π
2
+ ǫ <
arg f(θ) < π
2
− ǫ, this condition is satisfied (as f is bounded).
Ref
Imf
2r
ǫ
ǫ
Figure 2: f should take the value inside the circle.
Example 3.14. For 0 < α < 1, let us consider
f(ζ) :=
1
coshα(ζ + πi
2
)
=
1
coshαζ · cos απ
2
+ i sinhαζ · sin απ
2
.
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Note that, as 0 < α < 1, the denominator is separated from 0 when −π < Im ζ < 0,
and hence f is bounded and analytic. As cosh α
2
θ > | sinh α
2
θ| for θ ∈ R, it holds that∣∣∣arg f(θ)∣∣∣ < arg (cos απ2 + i sin απ2 ), which is strictly smaller than π2 . Therefore, we can apply
Proposition 3.13 and Mf∆ is essentially self-adjoint.
Next, for 0 < β, we take
f(ζ) := −i
(
1
ζ − βi −
1
ζ + (π + β)i
)
=
(π + 2β)
(ζ − βi)(ζ + (π + β)i) .
It holds that (θ−βi)(θ+(π+β)i) = θ2+β(π+β)+πθi, therefore the ratio |πθi|/(θ2+β(π+β))
is bounded and arg f(θ) is separated from π
2
, and hence Proposition 3.13 applies.
On the other hand, it is easy to see that a similar function
f(ζ) :=
1
ζ − βi +
1
ζ + (π + β)i
=
2ζ + πi
(ζ − βi)(ζ + (π + β)i)
does not satisfy the condition of Proposition 3.13. Indeed, this function has a zero at ζ = −πi
2
and we know from the results in Section 3.2 (see Theorem 4.1 for a more precise argument)
that the operator Mf∆ cannot be essentially self-adjoint. This non-example tells that the
information of zeros of f(ζ) in the strip −π < Im ζ < 0 which satisfies f(θ) = f(θ − πi) is
partially encoded in the behavior of f(θ), θ ∈ R. Of course, it follows from the uniqueness of
the Blaschke factor, but the relation is rather implicit. Here, a certain estimate of arg f can
exclude the existence of zeros.
4 Summary: computing deficiency indices
4.1 Composite case
We have considered three classes of functions f and computed the deficiency indices of the
corresponding operator Mf∆
1
2 : Blaschke products, singular inner functions and outer func-
tions. A general function f ∈ H∞(S−π,0) is the product of three factors in f ∈ H∞(S−π,0) as
in Section 3.1:
f(ζ) = fBl(ζ)fin(ζ)fout(ζ),
where we assumed that c = 1, as a constant does not affect the domain. Here we assume
that fout satisfies the estimate of Proposition 3.11.
First let us suppose that fin is nontrivial. Then, as we saw in Section 3.4.2, for an arbitrary
m we can take a sequence of proper extensions
Mf∆
1
2 =
(
M∗
f
1
2m
in
)2m
M∗fBlM
∗
fout
∆
1
2
⊂
(
M∗
f
1
2m
in
)m
M∗fBlM
∗
fout
∆
1
2
(
M
f
1
2m
in
)m
= M∗
f
1
2
in
M∗fBlM
∗
fout
∆
1
2M
f
1
2
in
.
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And the expression is still symmetric. This is possible only if n±(Mf∆
1
2 ) =∞.
Next we assume that fin = 1. With the assumption of Proposition 3.11, we saw in Section
3.5 that there is f− ∈ H∞(S−π,0) such that M∗fout∆
1
2 = M∗f−∆
1
2Mf−. Since MfBl is unitary,
we have
Mf∆
1
2 = M∗fBlM
∗
fout
∆
1
2 = M∗fBlM
∗
f−
∆
1
2Mf− = M
∗
f−
M∗fBl∆
1
2Mf− .
Therefore, the question of deficiency indices is reduced to that of fBl, as Mf− is unitary. This
case has been studied in Sections 3.2, 3.3.
Let us summarize the results.
Theorem 4.1. Let f ∈ H∞(S−π,0) and f(θ) = f(θ − πi) and
f(ζ) = fBl(ζ)fin(ζ)fout(ζ)
be its Beurling factorization. Assume that fout satisfies the estimate of Proposition 3.11.
Then the deficiency indices of the operator Mf∆
1
2 is
• (∞,∞) if fin is nontrivial.
• (∞,∞) if fBl has infinitely many factors.
• (m,m) if fin is trivial and fBl has 2m factors.
• (m+ 1, m) if fin is trivial and fBl has 2m+ 1 factors.
4.2 Polar decomposition
As a byproduct of the analysis above, the polar decomposition of Mf∆
1
2 can be easily ob-
tained, again if the outer part of f can be estimated as before. Let us take the Beurling
factorization of f :
f(ζ) = fBl(ζ)fin(ζ)fout(ζ),
and assume that ϕout satisfies the estimate of Proposition 3.11. Then we have
Mf∆
1
2 =MfBlMfin ·Mfout∆
1
2 ,
where Mfout∆
1
2 is essentially self-adjoint by Proposition 3.11, therefore, this is the polar
decomposition.
4.3 von Neumann’s criterion
A von Neumann’s criterion [13, Theorem X.3] says that if a symmetric operator A commutes
with an antilinear conjugation J , then A has a self-adjoint extension. Let us see when this
can be applied to Mf∆
1
2 .
Let (Jξ)(θ) := ξ(−θ) be a conjugation on L2(R). It is immediate that J preserves
Dom(∆
1
2 ) = H2(S−π,0). If we take f such that f(θ) = f(θ − πi) = f(−θ), then Mf∆
1
2
commutes with J :
(JMf∆
1
2 ξ)(θ) = f(−θ)ξ(−θ − πi) = f(θ)ξ(−(θ + πi)) = (Mf∆
1
2Jξ)(θ).
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As for f , a nontrivial singular inner part gives the deficiency indices (∞,∞) and the outer
part (with a bound) does not affect the existence of self-adjoint extensions, as we saw in
Theorem 4.1,
Let us take f(ζ) =
∏
n
eζ−eαj
eζ−eαj as a Blaschke product. From the condition f(θ) = f(θ −
πi) = f(−θ), it follows that αj must appear in a quadruple with −πi − αj,−αj ,−πi + αj.
If Imαj =
π
2
, then this is reduced to a pair with −αj . Furthermore, if αj = −πi2 , then it
does not have a partner but it must have even multiplicity in order to keep the condition
f(θ) = f(−θ). Altogether, f has even Blaschke factors and has equal deficiency indices, in
accordance with Proposition 3.4.
5 Restriction to squares
As we saw in Section 3, for a wide class of functions f , the operator Mf∆
1
2 has nontrivial
deficiency indices. The cases where f has zeros, therefore a nontrivial Blaschke product,
is remarkable. If the number of Blaschke factors in f is finite, we computed explicitly the
deficiency indices in Section 3.2. If the singular inner part is trivial, then the deficiency
subspaces are finite dimensional. In particular, if the number of Blaschke factors is odd, then
Mf∆
1
2 does not admits any self-adjoint extension. Furthermore, even if f may generically
contain a nontrivial singular inner part or the number of Blaschke factors might be even, the
trouble is that there does not seem to be any particular choice of a self-adjoint extension.
Therefore, in order to have a nicer structure, we need to put a constraint on f .
Here we consider the case where f is a square of another function: f(ζ) = h(ζ)2. We
will see that this choice allows us to find a particular self-adjoint extension whose spectral
calculus can be explicitly performed. This is not an essential restriction in our application to
bound states in quantum field theory [22]. Moreover, this restriction affects only the Blaschke
product, because in the Beurling factorization, the singular inner part and the outer part
have no zero, hence they can be already written as squares.
5.1 Canonical self-adjoint extensions and operator calculus
If f = h2, all the factors in the Beurling factorization (see Section 3.1) is a square:
f(ζ) = (hBl(ζ))
2 · (hin(ζ))2 · (hout(ζ))2 = (hBl(ζ))2 · (hin(ζ))2 · fout(ζ).
Note that hBl and hin are inner and symmetric, namely, it holds that
hBl(θ)
−1 = hBl(θ) = hBl(θ − πi), hin(θ)−1 = hin(θ) = hin(θ − πi).
Consequently, the multiplication operatorsMhBl ,Mhin are both unitary operators and it holds
that MhBl =M
∗
hBl
,Mhin =M
∗
hin
.
As for fout (we do not need hout), let us recall the integral representation, which can be
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decomposed as follows:
fout(ζ) = exp
(
i
π
∫ ∞
−∞
ds
1 + s2
1 + eζs
eζ − s log φ(s)
)
= exp
(
i
π
∫ 0
−∞
ds
1 + s2
1 + eζs
eζ − s log φ(s)
)
exp
(
i
π
∫ ∞
0
ds
1 + s2
1 + eζs
eζ − s log φ(s)
)
=: f−(ζ)f+(ζ).
In this decomposition, both f+ and f− are in H∞(S−π,0) as they are the Poisson integrals of
the measures which are the restriction of that for f .
Now, f−(ζ) is continuous at Im ζ = 0 and f−(θ), θ ∈ R, can be directly computed by the
formula above (not only as the boundary value), because the factor 1+e
ζs
eζ−s in the integrand is
bounded in the range s < 0. On the other hand, f+(ζ) is continuous at Im ζ = −π for the
same reason. Therefore, we have
f+(θ − πi) = exp
(
i
π
∫ ∞
0
ds
1 + s2
1− eθs
−eθ − s log φ(s)
)
= exp
(
− i
π
∫ 0
−∞
ds
1 + s2
1 + eθs
eθ − s log φ(s)
)
,
since φ(s) = φ(−s). As θ ∈ R, the integrand is real, hence the exponent is purely imaginary
and f+(θ − πi) has modulus 1 and it holds that
f+(θ − πi) = f−(θ).
In general, if g ∈ H∞(S−π,0), not necessarily assuming the symmetry condition g(θ) =
g(θ − πi) for θ ∈ R, it holds that
Mg(·−πi)∆
1
2 ⊂ ∆ 12Mg
as unbounded operators, namely, for any ξ ∈ H2(S−π,0), g(ζ)ξ(ζ) ∈ H2(S−π,0) = Dom(∆ 12 )
and g(θ − πi)ξ(θ − πi).
Let us consider the case where f = h2. We have
Mf =M
2
hBl
M2
hin
Mf+Mf− .
From the observations above, we have the following operator inequality:
Mf∆
1
2 ⊂ MhBlMhinMf−∆
1
2MhBlMhinMf−
= (MhBlMhinMf−)
∗∆
1
2MhBlMhinMf−,
where we used the unitarity ofMhBl ,Mhin,Mf− (separately). The last expression is manifestly
self-adjoint.
As readily seen, this self-adjoint extension of Mf∆
1
2 has a very particular property. It is
unitarily equivalent to ∆
1
2 , in particular, its spectrum coincides with that of ∆
1
2 , and for any
Borel function g it holds that
g((MhBlMhinMf−)
∗∆
1
2MhBlMhinMf−)
= (MhBlMhinMf−)
∗g(∆
1
2 )MhBlMhinMf− ,
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in the sense of operator calculus.
Let us summarize this construction.
Theorem 5.1. Let f = h2 and h ∈ H∞(S−π,0). Then Mf∆
1
2 has a self-adjoint exten-
sion which is unitarily equivalent to ∆
1
2 , where the unitary operator intertwining them is
MhBlMhinMf− as above.
The straightforward treatment of hBl, hin and that of fout which requires a further factor-
ization into f± may look discrepant. Yet, as in Theorem 4.1, if the outer part satisfies the
hypothesis of Proposition 3.11, then this discrepancy does not appear: the extension above
takes the form
(MhBlMhin)
∗ ·Mfout∆
1
2 ·MhBlMhin,
where one does not see f±. As we remarked in Section 3.5, the hypothesis is not too restrictive.
Example 5.2. Let f be a positive constant f(ζ) = c > 0. The corresponding f+ and f−
can be easily found: namely, f−(ζ) = e
iζ log c
π , f+(ζ) = ce
− iζ log c
π . It is immediate to see that
f+(θ)f−(θ) = f(θ) = c and f+(θ − πi) = f−(θ).
Next, let f be the following outer function f(ζ) = exp
(
− (ζ + πi
2
)2)
. This satisfies
f(θ) = f(θ− πi) for θ ∈ R, and indeed outer by Proposition 3.9. Let us find out f+ and f−.
We claim that
f−(ζ) = exp
(
− i
3π
ζ3 − πi
12
ζ
)
, f+(ζ) = exp
(
i
3π
(ζ + πi)3 +
πi
12
(ζ + πi)
)
.
It is easy to check that they are again outer and f+(θ − πi) = f−(θ) for θ ∈ R. By a
straightforward computation, one sees f+(θ)f−(θ) = f(θ). As |f−(θ)| = 1, this is the desired
decomposition. Therefore, we have
Mf∆
1
2 ⊂M∗f−∆
1
2Mf−.
Actually, the left-hand side is essentially self-adjoint in this case.
5.2 A characterization of the canonical extension
Let us reconsider a Blaschke product f(ζ) =
eζ − eα
eζ − eα
eζ − eα−πi
eζ − eα−πi . In Section 3.2, we saw that
the deficiency indices of Mf∆
1
2 is (1, 1). Vectors in the deficiency subspaces can be explicitly
given as follows:
ξ±(ζ) =
e(1±
1
2)ζ
(eζ − eα)(eζ − eα−πi)
Note that if Imα 6= −π
2
, then ζ± have two simple poles. When Imα = −π2 , they have a
double pole. By the standard argument, there are self-adjoint extensions parametrized by
S1. And generically there does not seem to be any particular choice.
The situation is different if Imα = −π
2
. Then the function f has a double zero at ζ = α.
It is easy to observe that the combination ζ+ − eαζ− has only a simple pole at the double
zero of f . It turns out that Mf∆
1
2 can be extended by including this vector in the domain.
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This example can be generalized in the following form: If f is a square f = h2 and has the
outer part which is bounded below, the above idea allows us to rewrite the domain studied
in Section 5.1 from a different point of view, and prove the self-adjointness in a direct way
based on the definition.
Proposition 5.3. Let f = h2, where h is a bounded analytic function on R + i(−π, 0), and
assume that the boundary values of h satisfy h(θ) = h(θ − πi) and are bounded below. Then
Mf∆
1
2 has a self-adjoint extension Af with the domain{
ξ ∈ H : hξ ∈ H2(S−π,0)
}
,
with the action (Afξ)(θ) = f(θ − πi)ξ(θ − πi) (= h(θ − πi)2ξ(θ − πi), which is well defined
on the domain above). This extension Af coincides with the one given in Theorem 5.1
Proof. First we need to check that the operator Af defined above is symmetric. This is
immediate because if ξ, η belong to that domain, then
〈η,Mf∆
1
2 ξ〉 =
∫
η(θ)f(θ − πi)ξ(θ − πi)dθ
=
∫
η(θ)h(θ)h(θ − πi)ξ(θ − πi)dθ
=
∫
η(θ − πi)h(θ − πi)h(θ)ξ(θ)dθ
= 〈Mf∆
1
2 η, ξ〉,
where we can use the Cauchy theorem since hξ, hη ∈ H2(S−π,0) (see Proposition 2.2).
Now let η ∈ Dom(A∗f ). This means that for any ξ such that hξ ∈ H2(S−π,0), we have
|〈η, Afξ〉| ≤ C‖ξ‖ where C is a constant independent of ξ. In other words,
C‖ξ‖ ≥
∣∣∣∣∫ η(θ)h(θ − πi)2ξ(θ − πi)dθ∣∣∣∣
=
∣∣∣∣∫ η(θ)h(θ)h(θ − πi)ξ(θ − πi)dθ∣∣∣∣
=
∣∣∣〈hη,∆ 12hξ〉∣∣∣ .
Furthermore, by assumption h is bounded below on the boundary, hence there is Ch such
that ‖ξ‖ ≤ Ch‖hξ‖, and therefore,
∣∣∣〈hη,∆ 12hξ〉∣∣∣ ≤ CCh‖hξ‖.
Note that, for any ξˇ ∈ H2(S−π,0) = Dom(∆ 12 ), there is ξ ∈ Dom(Af) such that ξˇ = hξ.
Indeed, the boundary value ξˇ(θ)
h(θ)
is L2 since h is bounded below and ξˇ is L2, and ξˇ
h
· h = ξˇ ∈
H2(S−π,0), hence
ξˇ
h
∈ Dom(Af) by definition. It follows from this that hη ∈ Dom((∆ 12 )∗) =
Dom(∆
1
2 ) = H2(S−π,0), which implies by definition that η ∈ Dom(Af). This concludes the
proof of self-adjointness of Af .
To see that this coincides with the extension in Theorem 5.1, note that the assumption
that h is bounded below on the boundary implies that the outer factor is bounded below on
the whole strip and makes no effect on the domain. Now, the condition that hξ ∈ H2(S−π,0) is
equivalent to hBlhinξ ∈ H2(S−π,0), which is exactly the domain obtained in Theorem 5.1.
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The above simple and seemingly natural description of the domain fails if f is not bounded
below. Indeed, if h is an outer function with a simple zero on the boundary, the closure of
Mf∆
1
2 = M2
h
∆
1
2 contains functions ξ which have double pole at the boundary. For such ξ,
hξ /∈ H2(S−π,0), therefore, the domain above cannot be the domain of self-adjointness.
6 Concluding remarks
For the computation of deficiency indices, the case where the outer part does not satisfy the
assumption of Proposition 3.11 remains open. Yet, we studied this problem with a motivation
which arose in Quantum Field Theory (QFT), and the class of functions which we considered
in Section 5.1 seems to suffice in the operator-algebraic treatment of certain integrable QFT
[22].
The operator Mf∆
1
2 appeared in [4] as the one-particle component of the bound state
operator. The whole operator is a complicated symmetrization of such a one-particle com-
ponent which requires different techniques and we will investigate it in a separate paper
[22].
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A Hardy space and Fourier transforms
The following is a well-known observation (c.f. [13, Theorem IX.13] [20, Corollary III.2.10]),
yet we state it here explicitly, since the sketch of proof in [13, Problem IX.76(c)] contains a
subtle argument, while [20] is written for analytic functions of several variables. Let Meπ be
the multiplication operator on L2(R, dt) by eπ(t) = e
πt, which is unbounded. If we take its
domain as
{gˆ ∈ L2(R, dt) : eπtgˆ(t) is again L2},
then it is self-adjoint [14, Theorem VIII.4]. Consider the dense subspace of compactly sup-
ported smooth functions, which is a core ofMeπ . Let g be a function whose Fourier transform
gˆ is in that core:
gˆ(θ) =
1√
2π
∫
dt e−itθg(t).
This Fourier transform is defined pointwise, and in this case g is the inverse Fourier transform
of gˆ and is an entire function of θ by Morera’s theorem [17, Theorem 10.17]. The analytic
shift of g by −iπ is given by
(∆
1
2g)(θ) = g(θ − πi) = 1√
2π
∫
dt ei(t−πi)θ gˆ(t)
=
1√
2π
∫
dt eitθ(Meπg)(t)
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or in other words ∆̂
1
2g = Meπg. Therefore, ∆
1
2 is essentially self-adjoint on the space of
functions which are the inverse Fourier transform of compactly supported smooth functions
and unitarily equivalent to Meπ .
For each g such that gˆ ∈ Dom(Meπ), g ∈ H2(S−π,0), because for ζ ∈ R + i(−π, 0) the
integral
g(ζ) =
∫
dt eitζ gˆ(t) =
∫ ∞
0
dt e−tǫ · eit(ζ−iǫ)gˆ(t) +
∫ 0
−∞
dt eitζ gˆ(t)
is L1, where ǫ > 0 is such that ζ − iǫ ∈ R + i(−π, 0), which shows the analyticity of g by
Morera’s theorem, and the uniform L2-bound follows from ‖Meiζ gˆ‖L2 ≤ ‖gˆ‖L2 + ‖Meπ gˆ‖L2
and the Plancherel theorem, where Meiζ is the multiplication operator by the function e
itζ .
Now we give an elementary proof of the converse inclusion without using the results of
[20, Chapter III] cited in Section 2.1.
Proposition A.1. For each ξ ∈ H2(S−π,0), ξˆ ∈ Dom(Meπ).
Proof. Let g be such that gˆ has compact support and is smooth. Then the inverse Fourier
transform g is entire analytic, g(t) = 1√
2π
∫
dθ eitθgˆ(θ) and g¯(ζ) := g(ζ) is entire as well.
We claim that ∫
dθ ξ(θ + λi)g(θ − λi)
does not depend on λ ∈ (−π, 0). Note that ξ(ζ)g¯(ζ) is analytic. For λ1, λ2 ∈ (−π, 0), λ1 < λ2,
let us consider the rectangle surrounded by Im ζ = λ1, Im ζ = λ2,Re ζ = R,Re ζ = −R (see
Figure 3). By the Cauchy theorem, the integral of ξgˆ over this contour is 0. By assumption
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Figure 3: The integral contour for the Cauchy theorem
ξ(· + iλ) is L2 at each fixed λ ∈ (−π, 0), thus the product ξ(· + iλ)g(· − iλ) is L1 at each
fixed λ ∈ (−π, 0). Therefore, as R tends to ∞, the integral∫ R
−R
dθ ξ(θ + λi)g(θ − λi)
tends to
∫∞
−∞ dt ξ(θ+λi)g(θ − λi). What remains to show is the integral on the vertical lines
l2,R, l4,R tend to 0. Actually, it is enough to prove that there is a growing sequence {Rn} for
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which these integrals on tend to 0, since
0 = lim
Rn→∞
∫
l1,Rn∪l2,Rn∪l3,Rn∪l4,Rn
dζ ξ(ζ)g¯(ζ)
=
∫ ∞
−∞
dθ (ξ(θ + λ1i)g¯(θ + λ1i)− ξ(θ + λ2i)g¯(θ + λ2i)) + lim
Rn→∞
∫
l2,Rn∪l4,Rn
dζ ξ(ζ)g¯(ζ).
Now, in order to find such a sequence, note that ξ(θ + iλ)g¯(θ + iλ) is an L1 as a function
with two variables θ and λ, as the L2-norm of ξ is uniformly bounded by assumption. This
implies that the two-variables integral∫ n+1
n
dθ
∫ λ1
λ2
dλ |ξ(θ + iλ)g¯(θ + iλ)|
tends to 0 as n→∞. Let us say that the integral above is less than εn, where εn → 0. Then,
there must be a set in [n, n+ 1) with Lebesgue measure larger than 1
2
such that for θ in this
set we have the one-variable integral∫ λ1
λ2
dλ
∣∣∣ξ(θ + iλ)g(θ − iλ)∣∣∣ < 2εn.
Similarly, there must be another set in [n, n + 1) with measure larger than 1
2
for which it
holds ∫ λ1
λ2
dλ
∣∣∣ξ(−θ + iλ)g(−θ − iλ)∣∣∣ < 2εn.
As the interval [n, n+ 1) has measure 1, there must be a nontrivial intersection of these two
sets. We can take Rn from this intersection.
As ξ ∈ H2(S−π,0), there is a constant Cξ such that ‖ξ(· + iλ)‖L2 ≤ Cξ for λ ∈ (−π, 0).
Let us consider ξ−πi
2
(t) := ξ
(
θ − πi
2
)
. Now, if gˆ has a compact support, then Meλ′ gˆ has again
a compact support for any λ′ ∈ R. For λ′ ∈ (−π
2
, π
2
) , we have
〈Meλ′ gˆ, ξ̂−πi2 〉 =
∫
dt eλ′tgˆ(t)ξ̂−πi
2
(t)
=
∫
dt g (θ − iλ′)ξ
(
θ − πi
2
)
=
∫
dt g(θ)ξ
(
θ − iλ′ − πi
2
)
,
which implies that |〈Meλ′ gˆ, ξ̂−πi2 〉| ≤ ‖g‖ · ‖ξ(·+ iλ
′ − πi
2
)‖L2 ≤ Cξ‖gˆ‖. Such g’s form a core
of Me′
λ
, hence we obtain that ξ̂−πi
2
is in the domain of Me′
λ
and ‖Me′
λ
ξ−πi
2
‖ ≤ Cξ. By this
uniform bound for λ′ ∈ (−π
2
, π
2
), it follows that ξ̂−πi
2
∈ Dom(Me−π2 ) ∩ Dom(Meπ2 ).
It is now clear that we have ξˆ =Me−π2
ξ̂−πi
2
, which belongs to Dom(Meπ).
Summarizing, H2(S−π,0) is the inverse Fourier transform of Dom(Meπ).
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Corollary A.2. For each ξ ∈ H2(S−π,0) and λ ∈ (−π, 0), it holds that ξ(θ+iλ) ≤ 1√−4πλ‖ξ‖+
1√
4π(π+λ)
‖∆ 12 ξ‖.
Proof. By Proposition A.1, we have the pointwise expression
ξ(θ + iλ) =
1√
2π
∫
dt eit(θ+iλ)ξˆ(t),
where ξˆ is an L2-function and in the domain Dom(Meπ). In particular, ξˆ(t) and ξˆ(t)e
πt are
L2. Now, we have
ξ(θ + iλ) ≤ 1√
2π
∫ ∞
−∞
dt e−tλ
∣∣∣ξˆ(t)∣∣∣
≤ 1√
2π
(∫ 0
−∞
dt e−tλ
∣∣∣ξˆ(t)∣∣∣+ ∫ ∞
0
dt e−t(π+λ)
∣∣∣eπtξˆ(t)∣∣∣)
≤ 1√
2π
((∫ 0
−∞
dt e−2tλ
) 1
2 ∥∥∥ξˆ∥∥∥+ (∫ ∞
0
dt e−2t(π+λ)
) 1
2 ∥∥∥Meπ ξˆ∥∥∥
)
=
1√
2π
(
1√−2λ
∥∥∥ξˆ∥∥∥+ 1√
2(π + λ)
∥∥∥Meπ ξˆ∥∥∥
)
,
which is the desired estimate.
B Essential singularities in the singular part
Let µ(s)
1+s2
be a finite singular measure on R. We prove that the singular inner function
f(ζ) = exp
(
i
∫
dµ(s)
1 + s2
1 + eζs
eζ − s
)
has an essential singularity at each point of the boundary ζ ∈ R,R− πi where it holds that
µ((a−ǫ,a+ǫ))
2ǫ
→ ∞ as ǫ → 0, where a = eζ ∈ R. The set of such points is not empty if µ is
nontrivial, indeed it is the case for a almost everywhere with respect to µ [17, Theorem 7.15].
Let us fix such a ζ0 on the boundary. It is known that f(ζ) has a radial limit almost
everywhere (with respect to the Lebesgue measure ds) [17, Theorem 11.32], whose modulus
is 1 [17, Theorem 17.15]. Hence it is easy to see that there is a sequence ζj → ζ0 such that
|f(ζj)| → 1.
We show that the radial limit towards ζ0 is 0. The modulus of the function f is determined
by the imaginary part of the integral. By writing eζ = a+ ib, a, b ∈ R, we have
Im
(
1 + eζs
eζ − s
)
= − b(1 + s
2)
(a− s)2 + b2 .
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Note that as ζ ∈ R+ i(−π, 0), b < 0. Now we have∫
dµ(s)
−b
(a− s)2 + b2 >
∫ a−b
a+b
dµ(s)
−b
(a− s)2 + b2
>
∫ a−b
a+b
dµ(s)
1
2|b|
=
µ((a+ b, a− b))
2|b|
and the right-hand side tends to ∞ as b→ 0 if a is in the set explained above. The modulus
of f is obtained for eζ = a + ib by
|f(ζ)| = exp
(
−
∫
dµ(s)
−b
(a− s)2 + b2
)
,
which tends to 0 as b→ 0 if a is in the set explained above.
Therefore, if eζ0 = a, f does not have a unique limit towards ζ0, so it must be an essential
singularity of f .
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