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Abstract: Labeling scheme is the basis for Extensible Markup Language ( XML ) query processing． The traditional
labeling schemes use numbers based on natural order， which is hard to support XML updating． A new labeling scheme， called
ITBI ( Inorder Traversal Based Integer) ， was proposed． ITBI created a mapping between integer and complete binary tree， and
a new partial order based on inorder traversal of binary tree was defined， which just needed reordering the natural numbers to
support dynamic XML． Meanwhile， based on the conceptions of previous ITBI， next ITBI， ITBI distance， the algorithm for
assigning dynamic labels with the smallest size was presented， which controlled the increase in label size efficiently． The
experimental results verify the validity of the proposed method．
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0 引言
可扩展标记语言( Extensible Markup Language，XML) ，其
目标是定义出计算机和人都能方便识别的数据类型。随着网





历，而如果在文档树中 事 先 嵌 入 编 码 机 制 保 存 结 构 信 息 将 大




XML 节点进行顺序标识。利用自然数标识顺 序 关 系，具 有 序
关系简单、处 理 高 效、冗 余 度 小、压 缩 比 高 等 优 点，但 是 当
XML 文档发生更新时，需要调整已有节点的编码以 维 持 结 构
关系判定，更新代价高，减少编码更新代价的一个有效方法是
利用新的偏序关系而不是自然数标识顺序。本文将整数与完
全二叉树上的节点建立 一 一 映 射，利 用 二 叉 树 中 序 遍 历 的 无
限可插性，提 出 了 支 持 XML 动 态 更 新 的 偏 序 关 系———ITBI
( Inorder Traversal Based Integer) ，与 已 有 动 态 编 码 方 案 相 比，
ITBI 无论在静态编码还是动态编码方面都有很好的性能。
1 相关研究
编码机制广 泛 应 用 于 XML 查 询 处 理，目 前 提 出 了 很 多
XML 编码机制，其中 两 大 类 得 到 广 泛 应 用，基 于 前 缀 的 编 码
和基于区间的编码，这 两 大 类 根 据 动 态 更 新 时 需 不 需 要 调 整
原有节点编码又可分为静态编码和动态编码。
DeweyID［1］是一种静态前缀编码，它首先对第 i 个孩子节
点编号整数 i，然后与父节点编码合并，即第 i 个孩子节点的编
码为“父节点编码 ． i”。当需要判断两节点的祖先后代关系时，
只需判断一节 点 的 编 码 是 不 是 另 外 一 个 节 点 编 码 的 前 缀 即
可。Zhang 编码［5］ 是一种基于区间的静态编码方法，其编码形
式构成一个区间( start，end) ，其中，start、end 代表 该 节 点 在 遍
历顺序中的起始编号和 结 束 编 号。节 点 u 是 节 点 v 的 祖 先 节




有编码之间可以插入 无 穷 多 个 新 编 码。基 于 这 个 思 路，国 内
外学者提出了很多动态编码方法。
Amagasa 等人提出了 浮 点 数 区 间 编 码 方 式［7］，它 使 用 浮
点数而不是整数来标识序关系。在两个浮点数之间可以插入
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BSC［3］是使用定点 小 数 的 前 缀 编 码 方 式，利 用 了 两 个 定
点小数间可以无限插 入 的 性 质，较 好 地 支 持 更 新 操 作。当 需
要往两个已有小数的中 间 插 入 时，只 需 要 将 两 个 小 数 之 和 的




OrdPath 码，其原理是利用 奇 数 作 为 顺 序 标 志，而 偶 数 作 判 断
标志，例如插入操作发生在 1 和 3 之间，这时用介于 1、3 的偶
数 2 连接奇数 1，即“2． 1”表示新插入的码值。这种方式在一
定程度上避免了 重 新 编 码，但 是 OrdPath 码 中 偶 数 只 作 为 判
断标志，编码空间存在 大 量 冗 余，另 外，这 些 偶 数 会 造 成 同 层
节点编码段数的不一致，影响查询效率。
CDBS［9 － 10］是一种高效的动态编码方式，每个 CDBS 码是
以“1”结束的二进制位串，两个 CDBS 码之间通过字典序来确
定大小关系。任意两个 CDBS 码之间存在无穷个满足字典序
的 CDBS 码，使得 CDBS 可以支持 XML 动态更新。当对 XML
静态编码时，CDBS 所 需 的 编 码 长 度 和 用 连 续 的 整 数 进 行 编
码所需位长 相 同，保 证 了 CDBS 具 有 较 高 的 静 态 编 码 效 率。
但是当动态编码时，为 了 有 效 利 用 已 被 删 除 节 点 编 码，CDBS
需要讨论多种情况的插入操作，时间效率不高，而且也不能完
全利用到被删节点的 编 码。例 如，当 删 除 一 棵 子 树 又 随 即 恢
复该子树，两次更新之后，XML 文档和原来一 样，但 往 往 需 要
增加编码长度。
综上，静态前缀编码和区间编码利用自然数进行编码，不
能支持 XML 动态更新。动 态 前 缀 编 码 和 区 间 编 码 一 定 程 度
支持 XML 更新操作，但和 静 态 编 码 相 比，往 往 需 要 更 大 的 时
间开销 和 更 长 的 编 码 位 数。本 文 定 义 了 一 种 新 的 偏 序 关
系———ITBI，有效支持 XML 动 态 更 新，且 具 有 较 短 的 编 码 位
数和较好的时间性能。
2 ITBI 编码
XML 更新问题的关键是找到新的偏序关 系，使 两 个 编 码
间可以无限插入新 编 码。 ITBI 是 一 种 支 持 XML 动 态 更 新 的




完全二叉树上的节 点 建 立 映 射 f: 完 全 二 叉 树 的 根 节 点 赋 值
1，然后按层次优先的顺序从左向右、从上到下对二叉树上 的
节点赋予正整数编号。这样，正整数和完全二叉树上的节点建




关系定义为 ITBI 偏序关系。例如，1 ～ 12 这 12 个数自然数序
关系为:“1、2、3、4、5、6、7、8、9、10、11、12”。而 ITBI 序 关 系 为:
“8、4、9、2、10、5、11、1、12、6、3、7”。
用二进制表示的 ITBI 码偏序关系“ ＜”可形式化如下。
定义 1 偏序关系 ＜。给定任意 SL ，SR ∈ A:
1 ) SL = SRSL 与 SR 完全相同。
2 ) SL ＜ SR
a) 从左向右按位比较 SL 和 SR 的 当 前 位，直 到 当 前 位 不
相同时停止比较，如果此时 SL 对 应 的 当 前 位 是 0，而 SR 对 应
的当前位是 1，则 SL ＜ SR ;
b) 如果 SL 是 SR 的前缀，且 SR 去除和 SL 相同的位后，第
一位是 1，则 SL ＜ SR ;
c) 如果 SR 是 SL 的前缀，且 SL 去除和 SR 相同的位后，第
一位是 0，则 SL ＜ SR。
3 ) SL ＞ SRSR ＜ SL。
ITBI 序关系下，给定正整数 n，则有 2n ＜ n ＜ 2n + 1。ITBI
序关系下的正整数有一些良好的性质。
定理 1 ITBI 序关系下，不存在最小正整数，也不存在最
大正整数。
证明 假设 a 是最小的正整数，而 2a ＜ a，与假设矛盾。
同理证明不存在最大正整数。 证毕。
定理 2 ITBI 序关系下，任给两正 整 数 a，b，其 中 a ＜ b，
存在正整数 m，满足 a ＜ m ＜ b。
证 明 如果自然数序上 a 比 b 小，令 m = 2b，则 a ＜ m ＜
b。这是因为，在完全二叉树中，m 是 b 的左孩子，依中序遍历的
规 则，先遍历完 b 的左孩子，再遍历 b 自身，所以 m ＜ b; 又因为
在 ITBI 序关系下介于 m 和 b 之间的正整数在自然数序上只能
比 b 大，而现在自 然 数 序 上 a 小 于 b，推 出 a ＜ m，所 以 a ＜
m ＜ b。同理证明如果自然数序上 b 小于 a，令 m = 2a + 1，则
a ＜ m ＜ b。 证毕。
定理 1 和定理 2 表明在 ITBI 序关系下，给定有序 的 正 整
数序列，可以往任意位置插入新的正整数，使得新的序列仍然
有序，这是 ITBI 支持 XML 更新操作的理论基础。
2． 2 编码过程
ITBI 与传统静态编码成正交 关 系，首 先 用 静 态 编 码 方 法
产生自然数序关系的编码，然 后 将 自 然 数 序 关 系 转 化 为 ITBI
序 关系就可。ITBI 编码的关键是将整数 1…n 转化为 ITBI 序关
系，利用整数与完全二叉树的对应关系，将具有 n 个节点的完
全二叉树进行中序遍历，就可以得到 n 个 ITBI 序关系的整数，
如算法 1 所示。
算法 1 StaticAllocate( n) / / ITBI 静态编码分配算法
输入: 正整数 n






/* 递归函数，n 是节点总数，Arr 是数组，S 是 ITBI 码，i 是引用型
数组下标，初值为 1* /
if S ＞ n return
Sta_DFS( n，Arr，2* S，n，i)
Arr［i+ +］← S
Sta_DFS( n，Arr，2* S + 1，n，i)
算法时空复杂度都为 O( n) 。由 于 ITBI 编 码 只 是 对 自 然
数进行 重 新 排 列，而 不 会 增 加 编 码 长 度，所 以 ITBI 有 着 与 自
然数编码相同的编码效率。
和自然数编码一样，ITBI 可以应用于各种编码机制，图 1
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是 Students 文档树及其 ITBI 编 码 示 例，每 个 元 素 节 点 上 方 是
ITBI 前缀编码，下 方 是 ITBI 区 间 编 码。进 行 ITBI 前 缀 编 码
时，当只有一个孩子 节 点 时，产 生 ITBI 序 列“1”，当 有 两 个 孩
子节点时，产生 ITBI 序列“2，1”，然后依前缀编码规则对每个
节点赋予编码。进行 ITBI 区 间 编 码 时，为 6 个 节 点 产 生 1 ～
12 的 ITBI 序列“8、4、9、2、10、5、11、1、12、6、3、7”，然后依遍历
顺序对每个节点赋予编码。
图 1 Students． xml 文档及其对应的 ITBI 编码
2． 3 存储表示
ITBS 码 是 一 个 整 数，一 个 ITBS 码 的 有 效 位 是 其 对 应 的
二进制整数，存储这个 有 效 位 的 方 法 包 括 定 长、变 长、压 缩 等
多种方式，这些方式所需空间占用各不相同。如表 1，静 态 分
配 12 个 ITBS 码，其有效二进制位的总位长是 37，定长存储需
要 50 位，利用( 位长，有效位) 进行存储需要 75 位，UTF8 存储
需要 96 位。












1 8 1000 1000 100，1000 00001000
2 4 100 0100 011，100 00000100
3 9 1001 1001 100，1001 00001001
4 2 10 0010 010，10 00000010
5 10 1010 1010 100，1010 00001010
6 5 101 0101 011，101 00000101
7 11 1011 1011 100，1011 00001011
8 1 1 0001 001，1 00000001
9 12 1100 1100 100，1100 00001100
10 6 110 0110 011，110 00000110
11 3 11 0011 010，11 00000011
12 7 111 0111 011，111 00000111
总位长 37 48 + 2 = 50 73 + 2 = 75 96
在讨论编码长度时，需 用 哪 种 存 储 方 法 进 行 讨 论。一 般
而言，有效二进制位越长，其所需的定长或变长存储所需空间
也越大，所以在动态更新时，为新节点的编码应具有最短有效





个新编码，满足这 n 个新编码总位长最短。本节首先讨论 n =
1 的单个动态编码分配算法，然后讨论 n≥ 1 的批量动态编码
分配算法。
3． 1 单个动态编码分配算法
ITBI 码的集合 A = { 0，1，2，3，…} ，其中 0 并不存在于实
际编码，用 0 表示虚拟的无穷小或虚拟的无穷大，可以方便地
统一最左插入，最右插入等各种操作。
定义 2 层次 i。根节点层次定义为 1，每下降一层，i 值加
1。
定 义 3 位长 size。对于任意 S∈ A，size( S) 指 S 的二进制
位长，在 数 值 上 等 于 完 全 二 叉 树 上 S 所 在 的 层 次。特 别 的，
size( 0 ) = 0。
定 义 4 前驱 pre。对于任意 S∈ A，pre( S) 是指中序遍历
给定层次的完全二叉树，在遍历序列中，位于 S 之前的上一个
ITBI 码，其中 pre( 0 ) 指遍历序列的最后一个 ITBI 码。
定义 5 后继 next。对于任意 S∈ A，next( S) 是指中序遍
历给定层次的完全二叉树，在遍历序列中，位于 S 之后的下一
个 ITBI 码，其中 next( 0 ) 指遍历序列中的第一个 ITBI 码。
例如，给 定 完 全 二 叉 树 层 次 3，中 序 遍 历 该 完 全 二 叉 树，
得 到 序 列 4、2、5、1、6、3、7， 有 size( 1 ) = 1，pre( 1 ) = 5，
pre( 0 ) = 7，next( 1 ) = 6，next( 0 ) = 4。
给定层次为 i 的完全二叉树，非叶节点 S 的前驱是其左孩
子的最右下方叶子节点，其 后 继 是 其 右 孩 子 最 左 下 方 叶 子 节
点，特别的，无穷小 0 的后继是完全二叉树的最左 叶 子 节 点，
无穷大 0 的前驱是完全二叉树的最右叶子节点。
基于以上定义，设计了算法 2 得到最短位长中间编码。
算法 2 MiddleWithSmallestSize( SL，SR ) / / 计算中间编码
输入: SL ＜ SR。最左插入，SL 取 0 ; 最右插入，SR 取 0。
输出: SM ，满足 SL ＜ SM ＜ SR 且 SM 具有最短位长
i ← 1 + max( size( SL ) ，size( SR ) )
SL ← next( SL ，i)
SR ← pre( SR ，i)
return SL 与 SR 的最长公共前缀
Procedure size( S) /* 求 S 的二进制位数 * /
if S = 0 return 0
return 1 + lb( S)
Procedure pre( S，i) /* 求 S 的前驱，只实现对非叶节点求前驱 * /
if size( S) ＞ = i ERROR
if S = 0 return 1 i
return S ⊕ 01 i － size( s) －1 / / ⊕表示连接操作，1 i 表示 i 个 1
Procedure next( S，i) /* 求 S 的后继，只实现对非叶节点求后继 * /
if size( S) ＞ = i ERROR
return S ⊕ 10 i － size( s) －1
算法时空复杂度都为 O( 1 ) 。
定 理 3 算法 2 得到的 SM 满足: SL ＜ SM ＜ SR 且 SM 具有
最少的二进制位数。
证 明 由 命 题 2，size( SM ) 满 足 size( SM ) ≤ 1 +
max( size( SL ) ，size( SR ) ) ，给 定 完 全 二 叉 树 层 次 i = 1 +
max( size( SL ) ，size( SR ) ) 。SL ，SR 自身不满足 SM 定 义，所 以 SM
只能存在于 SL 的后继 SL ' 与 SR 的前驱 SR ' 之间，求介于 SL ，SR
间的 SM ，等价于求介于 S' L ，S' R 间的 SM ，而 S' L ，S' R 都 是 叶 子
节点，满足两叶子节点 的 SM 是 其 最 近 共 同 祖 先，所 以 算 法 2
得到正确的结果。 证毕。
3． 2 批量动态编码分配算法
为 得到介于任意两个 ITBI 码之间最短总位长的 n 个新编
码，引进距离的定义。
定义 6 距离 dist。SL ，SR 距离定义为: 中序遍历给定层次
的 完全二叉树，遍历序列中，介于 SL ，SR 之间 ITBI 码个数加 1。
例如，给定完全二叉树层次 3，中序遍历序列为 4、2、5、1、
6、3、7，则 dist( 1，7 ) = 3。
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SL ，SR 都是 叶 子 节 点 时，由 于 叶 子 节 点 的 后 继 是 非 叶 节
点，非叶节点的后继是叶子节点，所以两个叶子节点的距离等
于这两个叶子节点对应自然数距离的两倍，即 dist( SL ，SR ) =
2 × ( SR － SL ) 。当 SL ，SR 不是叶子节点时，因为 SL 后继和 SR 前
驱是叶子节点，仍可以转化为求两叶子节点的距离。
当完全二叉树层次增加一层，所得到的距离将是原来的两
倍，这种线性递增的特性使得距离比是常量。例如，当 i = 2 时，
dist( 2，3) = 2，dist( 2，1) = 1，dist( 2，3) / dist( 2，1) = 2; 当 i =
3 时，dist( 2，3) = 4，dist( 2，1) = 2，dist( 2，3) / dist( 2，1) = 2。这
样，距离有了更形象化的意义。
利用 ITBI 距离的定义，设计了 ITBI 批量动态编码分配算
法，其思想是每次贪心的计算位数最少的中间数，将其保存在
数组合适位置，然后递归的求得所需要的 n 个 ITBI 码。
算法 3 DynamicAllocate( SL，SR，n) / / 批量动态编码分配
输入: 正整数 n，ITBI 码 SL ，SR 且 SL ＜ SR
输出: n 个介于 SL ，SR 间的 ITBI 码
Arr［0，n + 1］ / / n 个有效编码保存在 Arr［1，n］
Arr［0］← SL
Arr［n + 1］← SR
Dyn_DFS( Arr，0，n + 1 )
return Arr［1，n］
Procedure Dyn_DFS( Arr，l，r)
/* 递归函数，Arr 是数组，l、r 是数组左右下标 * /
if l + 1 ＞ = r return
i ← 1 + max( size( Arr［l］) ，size( Arr［r］) ) / / 层次 i
SM ← MiddleWithSmallestSize( Arr［l］，Arr［r］) / / 中间数 SM
d1 ← dist( Arr［l］，SM ，i)
d2 ← dist( SM ，Arr［r］，i)




Procedure Dist( SL ，SR ，i)
/* 求 SL ，SR 在层次 i 下的距离 * /
if i ＜ max( size( SL ) ，size( SR ) ) ERROR
tmp ← 0
if size( SL ) ＜ i then SL ← next( SL ，i) tmp + + end
if size( SR ) ＜ i then SR ← pre( SR ，i) tmp + + end
return 2* ( SR － SL ) + tmp
算法时空复杂度都为 O( n) 。
定理 4 动态 ITBI 编码分配算法产生了 n 个介于 SL ，SR
间的 ITBI 码，且这 n 个 ITBI 码二进制总位数最短。
证明 显然算法产生了 n 个介于 SL ，SR 间的 ITBI 码，这
里证明定理的后半部分。令 SM = MiddleWithSmallestSize( SL ，
SR ) ，则 SM 是 n 个 ITBI 码里的一个，因为若 SM 不在这 n 个 ITBI
码里，则将 SM 替换序列里的 任 意 一 个，可 以 得 到 总 位 数 更 少
的 ITBI 码，所以问题的关 键 是 将 SM 保 存 在 数 组 中 哪 个 位 置
p。设 Arr［l，r］共 n + 2 个元素，其中 Arr［l］ = SL ，Arr［r］ = SR ，
n 个有效 ITBI 码保存在 Arr［l + 1，r － 1］中，令 d1 = dist( SL ，
SM ) ，d2 = dist( SM ，SR ) ，依距离的定义可 知，为 了 使 总 位 数 最
小，中间数 SM 在数组中的位置 p 应满足: p 对 l，r 划分的距离比
等于 SM 对 SL ，SR 划 分 的 距 离 比，即 ( p － l) / ( r － p) =
( d1 / d2 ) ，解得 p = l +［d1 / ( d1 + d2) ］ × ( r － l) ( 采用四舍五
入法) ，递归的求得满足要求的 n 个 ITBI 码。 证毕。
如图 2，往 Students 文 档 插 入 子 树，前 缀 编 码 产 生 介 于 2
和 1 之 间 的 最 短 位 长 ITBI 码 5，得 到 新 子 树 的 根 节 点 编 码
1． 5，接着编码其孩子节点。区间编码产生介于 10 ～ 5 总位长
最短的 6 个 ITBI 码 84、42、85、21、86、43，接 着 为 每 个 节 点 按
遍历顺序赋予编码。
图 2 ITBI 对更新的子树编码
4 实验
称自然数编码为 BINARY 编码，选用 BINARY 区间编码、
CDBS 区间编码 与 ITBI 区 间 编 码 进 行 对 比。实 验 用 Tinyxml
对 XML 文档进行解析，测试数据集及其属性见表 2，其中 D1、
D2 源自文献［11］，D3、D4、D5 源自文献［12］。
表 2 测试数据集
数据集 文档名称 总节点数 最大深度 平均深度
D1 Hamlet 6 636 6 4． 79
D2 All_shakes 179 690 7 5． 58
D3 Nasa 476 646 8 3． 16
D4 Lineitem 1 022 976 3 2． 94
D5 Treebank 2 437 666 36 7． 87
4． 1 静态性能分析
评价静态性能好坏的两个主要指标是完成编码所需要的
时间和节点 平 均 编 码 长 度。实 验 用 CDBS、ITBI、BINARY 分
别对上述 5 个数据集进行编码，测试它们的静态编码时间 和
编码长度。
图 3 ( a) 是三者编码时间对比，从图中可以看出，BINARY
编码具有最好的时 间 性 能，这 是 因 为 BINARY 直 接 利 用 连 续
的自然数对节点编码，而 ITBI 和 CDBS 都 需 要 先 计 算 出 新 的
码值序列，然后利用新码值序列对节点编码。和 CDBS 相比，
ITBI 具有更好的时间性能。这是因为 CDBS 需要对两个已有
码值进行比较后才能计 算 出 新 的 CDBS 码，而 ITBI 不 需 要 比
较操作，在时间上花销较小。图 3 ( b) 是三者的平均编码长度
对比，对于同一个 XML 文 档，虽 然 每 种 编 码 方 式 对 每 个 节 点




CDBS 和 ITBI 都可以较好支持 XML 动态更新，实验比较
CDBS 和 ITBI 的动态编码时间和编码效率。
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实验 1 测试 CDBS 和 ITBI 在 XML 文 档 发 生 更 新 时 所
需要的 动 态 编 码 时 间。数 据 集 Hamlet． xml 共 有 元 素 节 点
6 636个，其根节点下有 5 个 act 元素代表的子树，更 新 操 作 首
先删除第二个 act 子树，然 后 测 试 在 删 除 的 位 置 分 别 插 入 D1
～ D5 数据集时 CDBS 和 ITBI 所需要的编码时间。图 4 ( a) 表
明，ITBI 优于 CDBS，这是因 为 CDBS 动 态 分 配 算 法 需 要 分 别
讨论各 种 插 入 情 况，而 ITBI 可 以 很 好 地 进 行 统 一 操 作，减 少
判断时间的开销。另外，CDBS 动 态 编 码 位 数 较 长，也 影 响 了
编码时间。
实验 2 选用数据集 Hamlet． xml 测试 CDBS 和 ITBI 动态
编码空间占用。对 Hamlet 文档动态更新过程如下: 首先删除
第一个 act 子树，随即又恢复 该 子 树，这 是 第 一 次 更 新。第 二
次更新在第一次更 新 的 基 础 上 删 除 第 二 个 act 子 树，随 即 又
恢复，按 同 样 方 式 处 理 剩 下 3 个 act 节 点。每 次 更 新 之 后，
Hamlet 文档和初 始 一 样，但 编 码 却 发 生 了 变 化，统 计 Hamlet
文档在每次更新后节 点 平 均 编 码 长 度 变 化。从 图 4 ( b ) 可 以
看出，在 更 新 之 前，CDBS 和 ITBI 平 均 编 码 长 度 是 一 样 的，但
当删除又插入一棵子树时，CDBS 并 不 能 得 到 原 有 编 码，而 是
需要更长的编码位数。可见，当 XML 动态更新时，CDBS 并不




编码机制广泛应用 于 XML 查 询 处 理，设 计 支 持 XML 动
态更新的编 码 机 制 具 有 重 要 的 实 际 意 义。本 文 提 出 了 支 持
XML 动 态 更 新 的 编 码 机 制———ITBI，其 在 编 码 效 率、更 新 支
持、编码时间 等 方 面 都 有 较 好 的 性 能。在 静 态 编 码 效 率 上，
ITBI 具有和自然数编码相同的编码长度; 在动态编码效率上，
ITBI 可以产生最短的二进 制 位 长 为 新 插 入 的 节 点 编 码; 在 更
新支持上，ITBI 可以处理单个叶子节点更新、批量节点更新而
不修改已有编码; 在编码时间上，ITBI 利用机器整数类型进行
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