In this paper we extend the method of quasilinearization to stochastic initial value problems. Further we prove that the iterates converge uniformly almost surely to the unique solution and the convergence is quadratic.
Introduction
Quasilinearization is a well known technique for obtaining approximate solutions of nonlinear differential equations [1, 2] . It provides a monotone sequence of approximate solutions that converges quadratically to the unique solution of the IVP (initial value problem) u' f(t, u), u(0) u o on J [0, T], (1.1) if f is convex. Recently, this method has been generalized and extended using less restrictive conditions on f so as to be applicable to a large class of problems [4] [5] [6] [7] [8] [9] [10] 12] . In particular, in [4, 8] , this technique has been extended to obtain monotone sequences that converge quadratically to the unique solution of (1.1) when f can be decomposed into a difference of two convex functions. In this paper we extend the technique used in [8] (i) f (t, u,. and g(t, u,. )are measurable for all (t, u); (ii) f (., u,. and g(., u,. )are measurable for every u; (iii) f(t, .,) and g(t,., ) are continuous for all (t,w) .
If(t,x,w)]<K(t,w) on Jxaxf2, where K:Jxf2----N+ is measurable in t and T f K(s,w)ds < oc on .
0
A stochastic process u'g x ---N is called a sample solution of (2.1) if u(0,.)-u 0 and is absolutely continuous (a.c.) on J and satisfies u'(t, w) f(t, u(t, w), w) + g(t, u(t, w), w), a.e. on J.
A stochastic process a:J x ---, is said to be a sample lower solution of (2.1) if for almost all w E , c(., w) is a.c. and a'(t, w) < f(t, a(t, w), w) + g(t, a(t, w), w), a.e. on J. Then there exist monotone sequences {an(t,w)}, {fln(t,w)} which converge uniformly, for almost all w , to the unique sample solution of (2.1) and the convergence is quadratic.
Proof." Let us first observe that (A2) implies, for any u _> v,
Moreover, for any ul, u 2 such that ao(t,w) <_ u 2 5 u 1 <_ o(t, tz), it follows that f(t, ul,w )-f(t, u2, w < Ll(t,w)(u 1 u2) Assume that for some k > 1, a' k <_ f(t, ak, w) + g(t, ak, co), /3' >_ f(t, ilk, w) + g(t,/3k, w), a.e. on J and ak(t w) <_/3k(t w) on J f. We shall prove that ck(t,w) <-ck + l(t, w) <--flk + l(t, w) <--k(t, w) on J xa, (2.6) where a k + l(t,w) and k + l(t, w) are sample solutions of the linear stochastic SIVPs Ctk + 1 f(t, ok, co) + fu(t, Ok, co)(c k + 1 ok) + g(t, ak, w) and 1(0, CO) 
<__ f(t, C k + 1' CO) + g(t, Ct k + 1' CO)' a.e. on J.
In a similar manner, we can prove that /3 + >--f(t,/3 k + 1' CO) + g(t,/3 k + 1' CO)' a.c. on J and hence Theorem 1.1 [11] shows that c k + l(t,w) < k + l(t, w) on J x ft which proves (2.6) is true. In view of (2.3), it is clear that a-b on J , and as a result, a-b-u on J is the unique sample solution of (2.1).
Next we shall show that the convergence of the sequences {cn(t,w)} {fln(t,w)} to u(t,w)is quadratic. Let pn(t, w) u(t, w) cn(t, w) >_ O, qn(t, w) n(t, w) u(t, w) >_ O, and note that pn(O,w)-O, qn(0, w)=0. From (2.7)and the mean value theorem together with (A2) we obtain successively, P'n f(t,u,w)+ g(t,u,w)--[f(t, Ctn-l,w)+ fu(t,Cn-l,W)(Cn--Cn-1) +g(t,On-,co) q-gu(t,n 1,c)(Ctn-On-1)] fu(t, 5, co)p n -[-gu(t, or, co)p n 1 q-fu( t, cn 1, co)( Pn 1 q-Pn) q-gu(t' n 1' aO)( Pn 1-t-Pn) <_ [fu(t, u, co) Similarly we can proved that x (t, w) u(t, w) eQ()[{S(w) + 2R(w)} x[ u(t, w) n -1 (t, W) 2 + R(w)wxl n l(t, w) u(t,w)12], for almost all w . This completes the proof.
