Abstract. We consider the problem of computing optimal tra c light programs for urban road intersections using tra c flow conservation laws on networks. Based on a Partial Outer Convexification approach, which has been successfully applied in the area of mixed-integer optimal control for systems of ordinary or di↵erential algebraic equations, we develop a computationally tractable two-stage solution heuristic. The two-stage approach consists of the solution of a (smoothed) Nonlinear Programming Problem with dynamic constraints and a reconstruction Mixed-Integer Linear Program without dynamic constraints. The two-stage approach is founded on a discrete approximation lemma for Partial Outer Convexification, whose grid independence properties for (smoothed) conservation laws we investigate. We use the two-stage approach to compute tra c light programs for two scenarios on di↵erent discretizations and demonstrate that the solution candidates cannot be improved in a reasonable amout of time by global state-of-the art Mixed-Integer Nonlinear Programming Solvers. In addition, the two-stage solution candidates are better than results obtained by global optimization of piecewise linearized tra c flow models, in addition to being computed faster.
1. Introduction. With their seminal papers [18, 19] in the 1950s on timedependent models for tra c flow with continuous densities instead of individual cars, Lighthill and Richards have established a new area of mathematical research in tra c modeling. The area is still highly active, e.g., for the case of tra c intersections (see, e.g., [3, 7] ), which constitute a building block of larger road networks. Our goal in this article is to devise e cient heuristics to approximately solve the problem of optimal tra c light settings for road networks. We base our work on the model and scenarios presented in [9] and refer the reader to the discussion therein for further references regarding the wide variety of di↵erent approaches for tra c light control.
The resulting mathematical optimization problems, which we elaborate in full detail in §2, can be described as nonlinear mixed-integer optimal control problems constrained by scalar hyperbolic conservation laws on networks using boundary control. These problems are extremely challenging for several reasons: First of all, the problems are infinite dimensional in nature and must be discretized appropriately. Special care has to be exercised for the discretization of the scalar conservation laws in order to guarantee well-posedness and, on the discrete level, consistency and stability. Due to their combination of discrete and continuous variables, they are hybrid in nature and on fine discretizations, the combinatorial complexity of the feasible set is tremendous. In addition, the nonlinearities require sophisticated theoretical and numerical methods.
For nonlinear mixed-integer optimal control problems constrained by ordinary or di↵erential algebraic equations, Sager et al. [20] have pioneered a Partial Outer Convexification (POC) approach which yields strong theoretical results, including existence of feasible points with arbitrarily small integer optimality gap. The proofs are constructive and lend themselves directly to the formulation of a numerical method, which outperforms conventional branch and bound methods form Mixed-Integer Nonlinear Programming (MINLP) by several orders of magnitude on a test example, see [8, 16] . In [11] , Hante and Sager have extended the POC approach to mixed-integer optimal control problems constrained by semilinear evolution equations. Due to certain smoothness assumptions on the solution, these results cover Partial Di↵erential Equation (PDE) constraints of parabolic type. Recently, Hante [10] developed a POC theory for the case of mixed-integer optimal control problems constrained by first order semilinear hyperbolic systems in one space dimension with distributed control. His problem setting is close to our setting but so far the generalization of his proof techniques to the case of boundary control seems to be out of reach at least, if not impossible at all.
The e ciency of the POC approach lies in its exploitation of the special pointwise nature of causality that the physical time imposes on the mixed-integer control decisions. For realistic solutions in tra c light control, however, we need to satisfy additional combinatorial constraints that tightly couple control decisions over certain time intervals, e.g., maximum red light and minimum green light phases. These constraints are only marginally addressed in [10] , with a direct reference to the Combinatorial Integer Approximation Problem (CIAP) introduced by Sager et al. [21] . In the presence of such coupling combinatorial constraints, the integer optimality gap in the POC approach cannot be reduced to arbitrarily small values anymore.
In this article, we investigate how the heuristics based on the POC/CIAP approach compare in terms of optimality and computational e ciency with existing MINLP methods and linearization plus Mixed-Integer Linear Programming (MILP) methods. To this end, we first discretize the tra c light optimization problem appropriately and present a smoothing argument, which allows to establish a time grid independent discrete POC approximation lemma. The constants we obtain are, however, not independent of the spatial discretization grid.
2. Problem formulation. We first describe the road network tra c flow equations, which appear as constraints in the dynamic optimization problem to be described subsequently.
2.1. Tra c flow on road networks. Coclite et al. [3] proposed a model for tra c flow on road networks with one junction. A generalization to multi-junction networks with tra c lights is straightforward (cf. [9] ): We model the road network as a directed graph (V, E) with vertices V = {1, . . . , n V } as junctions and edges E = {1, . . . , n E } as uni-directional roads and denote the sets of incoming and outgoing roads of junctions v 2 V as in v ⇢ E and out v ⇢ E. We partition the network vertices into the three sets of incoming, outgoing, and inner junctions
In addition, we denote the sets of incoming and outgoing roads of the network by
, which we normalize to ⇢ max = 1 for the sake of simplicity and without loss of generality, satisfy for all i 2 E the one-dimensional hyperbolic conservation law
where f : [0, 1] ! R is a non-negative nonlinear continuous and piecewise twice continuously di↵erentiable flow function with f (0) = f (1) = 0, a unique strict maximum at some ⇢ ⇤ 2 (0, 1), and strict monotonicity on the intervals (0, ⇢ ⇤ ) and (⇢ and (2.8): We model the vehicles' turning preferences with an n E ⇥ n E tra c distribution matrix, whose entries d ij 2 [0, 1] describe the fraction of tra c turning from road i into road j according tō
For consistency with (2.6), the matrix entries must satisfy
Finally, we assume that the tra c distributes itself at the inner junctions in a way that maximizes the junction tra c flows 8) which, due to (2.6), is equivalent to maximizing the sum of the terms
, as usually stated (cf. e.g., [9] ). Equations (2.1)-(2.8) completely describe the tra c flow dynamics.
Tra c light optimization.
For a given road network we want to determine tra c light programs that maximize the cumulative tra c flow within the network. In realistic situations, further combinatorial constraints must be respected, e.g., logical implications of light configurations to avoid colliding crosstra c at junctions, but possibly also bounds on the minimum green light or maximum red light phase durations.
The tra c light optimization problem can be cast in the form
subject to (2.1)-(2.8) and additional combinatorial constraints.
(2.9)
Another way of posing problem (2.9) makes use of a Disjunctive Programming viewpoint [2] and paves the way for the application of Partial Outer Convexification in §4. To this end, we enumerate all feasible tra c light configurations at a time t 2 [0, T ] in a set ⌦ := {a 1 , . . . , a n⌦ } of binary vectors a j 2 {0, 1} nE for j = 1, . . . , n ⌦ . The number n ⌦ of elements in ⌦ is at most 2 nE . At this point, infeasible configurations with red lights at the end of outgoing roads or with violations of other time-independent logical implications can already be removed from ⌦ so that n ⌦ ⌧ 2 |E\E out | , e.g., n ⌦ = 16 ⌧ 2 8 as in the large intersection example with eight tra c lights in §6. At each time t 2 [0, T ] exactly one tra c light configuration is active, which we denote by a binary function ! : [0, T ] ! {0, 1} n⌦ that satisfies for j = 1, . . . , n ⌦ the relation
The optimization problem (2.9) can now equivalently be stated as
and additional combinatorial constraints coupling over time, (2.10) where the logical operator W n⌦ s=1 implies that exactly one of the n ⌦ logical terms in brackets is true at each time
The main challenges of solving problems (2.9) and (2.10) are fourfold: First, the optimization variables and dynamic equations are temporally and spatially distributed on a complex network and must be discretized with care to properly capture the hyperbolic tra c dynamics, which include shock formations and rarefaction waves. Second, the resulting problems will be of large scale and thus require the use of sophisticated algorithms and computational machinery. Third, the problems contain binary decision variables and are thus of combinatorial nature. Fourth, the objective and constraints are nonlinear and nonconvex. Hence, e cient o↵-the-shelf methods from mixed-integer linear programming cannot be applied as such. All four challenges alone constitute highly active areas of current research. The combination of the four renders problems (2.9) and (2.10) especially hard.
3. Discretization. We want to approximate problem (2.10) with a finite dimensional optimization problem. To this end, we discretize for each road i 2 E the tra c densities ⇢ i on an equidistant cartesian grid with (for simplicity) uniform time steps t > 0 and spatial mesh size of x i > 0 uniformly on each road. We assume that n T = T/ t and n i L = L i / x i are integer for all i 2 E and set
We use the same staggered Lax-Friedrichs (sLxF) method as in [9] for the discretization of (2.1) (only the presentation chosen here di↵ers slightly in order to facilitate the use within Partial Outer Convexification): To describe the tra c flow at the junctions regarding (2.5), we introduce for t = 0, . . . , n
andĥ i t for i 2 E out , and the variables¯ i t andh i t for i 2 E in play the roles of ghost states and shall be specified below. For ease of notation, we introduce the column vectors
3.1. Dynamic constraints. For the moment, let the tra c light configuration be fixed to a s for some s 2 ⌦. The sLxF scheme can then be formulated as
otherwise.
We immediately observe that really only f + depends on s through the occurence of a s i in the first case. For t = 0, . . . , n T 1 we now define the ghost states implicitly to incorporate the boundary conditions (2.3), (2.4), and the free outflow conditions at outgoing edges according to
The fluxesˆ t ,¯ t ,ĥ t ,h t are determined via the conditions (2.5c)-(2.5d) that require for t = 0, . . . , n
which we bring to a di↵erentiable formulation
via the slack variableŝ
The junction entropy condition (2.8) in discretized form reads
In order to describe the tra c distribution at junctions, we can now discretize (2.7) as¯
Finally, we assume that the initial conditions for the densities are provided in
L . This completes the discretization of the tra c flow equations as di↵erentiable dynamic constraints. We remark here that for numerical stability, the discretization grid must satisfy the Courant-Friedrichs-Levy (CFL) condition
where C CFL = 2 kf 0 k 1 depends on the maximum norm of the derivative f 0 : [0, 1] ! R of the flow function. In addition, it is necessary for the convergence of the sLxF scheme that an inverse CFL condition of the form
is satisfied (cf. §3.2).
3.2.
Decoupling of temporal and spatial discretization. In §4, we shall require that t can be made arbitrarily small in comparison to x i , i 2 E, so that the inverse CFL condition (3.6) cannot hold. The sLxF method achieves its simplicity by introduction of an artificial di↵usion term in (2.1) according to
for some small ⌫ i > 0, i 2 E. If we apply standard Finite Di↵erences to the parabolic equation (3.7), we obtain
for i 2 E, t = 0, . . . , n T 1, and k = 0, . . . , n i L . With the choice
we recover the sLxF scheme (3.1) for the hyperbolic equation (2.1). Apparently, the coe cient ⌫ i of the di↵usion terms depend on the chosen discretization. The inverse CFL condition (3.6) ensures that ⌫ i ! 0 as t ! 0. In contrast, if x i stays bounded away from 0 then ⌫ i ! 1 as t ! 0 and the tra c flow dynamics are completely overpowered by the strong di↵usion term.
We stage all further analysis in the setting of (3.7) and (3.8) with fixed ⌫ i (independent of t and x i ) instead of (2.1) and (3.1), knowing that (3.1) and (3.8) coincide for the choice (3.9).
After substitution of the ghost states (3.2) in (3.8), we arrive at the vectorial short form
where the function s depends on the current tra c light configuration a s .
Combinatorial constraints that couple over time.
In order to obtain useful tra c light programs, we have to enforce further constraints in practice. As in [9] , we consider upper time limits on red phases and lower limits on green phases. These constraints impose an additional combinatorial complexity on the tra c light optimization problem, because in their presence the control decisions are tightly coupled over whole time intervals. This property leads to detrimental e↵ects in the application of the POC approach, see §4.
3.4. Discretized optimization problem. In order to provide a complete description of the discretized optimization problem in disjunctive form, we also discretize the binary function !(t) on the time grid, denoted by
We finally arrive at the large-scale mixed-integer nonlinear optimization problem
and additional combinatorial constraints coupling over time. (3.11) We remark here that MINLP (3.11) is really a discretization of a relaxation of (2.10), for which the feasible set has been enlarged by omission of the flow distribution optimality principle (2.8). To incorporate its discretized form (3.4) in (3.11) would lead to a bilevel optimization problem (see, e.g., [6, 4] ) with n T lower level problems. Within the two-stage approach outlined in §5, the bilevel approach would yield a stronger approximation result, but at the expense of a much more challenging numerical approach for the nonlinear optimization problem of Stage I. Hence, we consider the MINLP formulation (3.11) in the remainder of this article.
4. Partial Outer Convexification. The disjunctive formulation of problem (3.11) can be transformed to a conventional MINLP formulation by the use of convex combinations, where the entries of ! t serve as convex multipliers. If the integrality condition on ! t is kept, problem (3.11) can be equivalently cast as
and additional combinatorial constraints coupling over time, (4.1) where the s-th column of the matrix-valued function is constituted by the function s for s = 1, . . . , n ⌦ from (3.10).
5. Computation of near-optimal solutions. The aim of this article is to devise a fast heuristic for approximate solutions of (2.9) via the generation of feasible points of (4.1) with near-optimal objective value. We follow the approach in [21, 13, 14, 15] and split up the solution of the MINLP (4.1) into two stages. Stage one comprises the solution of one NLP and stage two the solution of one MILP without dynamic constraints in which the solution of stage one enters as data.
Our computational approach can be outlined in the following steps:
Initialize t = t CFL . 3. Stage I: Relax the integrality condition to obtain a feasible trajectory and a corresponding objective value.
Optionally, a refinement step of the the temporal mesh size t can be performed after Step 4 to improve the accuracy of the switching if necessary, but this step is only useful in the case without additional combinatorial constraints that couple over time [20, 21] . We do not consider this option further in this article.
We first discuss the case in which no additional combinatorial constraints that couple over time, e.g., bounds on the minimal and maximal red and green phases of each tra c light, are present. In this case, we can give a rigorous bound on the quality of the heuristic.
Case I:
No combinatorial constraints that couple over time. The idea for the construction of the NLP is simply the relaxation of the integrality condition ! t 2 {0, 1} n⌦ to ! t 2 [0, 1] n⌦ for t = 0, . . . , n T 1. The following approximation lemma is the reason why we study the optimization problem in the form (4.1) and not in a form which contains direct discretizations of the binary tra c light control A(t) like in (2.9), for which no equally strong relaxation results are known to the authors.
The lemma is a discrete version of [20, Theorem 2] . Another discrete version exists [12] and we point out the di↵erences below. In order to state the lemma, we need the convex hull of the columns of the identity matrix
and two norms k.k
, and : I ⇥ D ! R n⇥n⌦ be a matrix-valued function that is continuous with respect to the second argument and
for constants M, L <
If for some set I 0 ✓ I, constants C, " < 1, and some vector 0 2 R n⌦ it holds that
3)
4)
then it follows with
jump )", where we have split up the last occuring sum over indices in I 0 (sum  T C") and not in I 0 (sum  2Mn jump "). Using (5.2), the third term in (5.5) can be bounded as
We finally obtain
which is equivalent to
which implies with h max
. A discrete version of Gronwall's inequality (see, e.g., [23] ) can be used to deduce
The assertion
follows immediately.
The main di↵erences to [12] are the following: 1. The explicit use of time steps h t ensure temporal grid-independence of the result provided that the ratio of the largest to the smallest step size (and thus T 0 k ) stays bounded. (We shall observe below that the constants, however, depend on the spatial grid.) 2. We explicitly take into account "jump discontinuities" in I 0 due to jumps in the non-autonomous part of . 3. The initial o↵set 0 in (5.4), which is not present in [12] , can be exploited in case we do not drive " to zero. 4. We rephrased the assumptions so that no special choice for the norm k.k ⌦ is required in the proof. We now apply Lemma 5.1 to the following objects: We assume that we have obtained a relaxed solution ! t = ! rlx t 2 H, t = 0, . . . , n T , of the stage one NLP relaxation of (4.1). We then set n = P i2E (n i L + 1), D = [0, 1] n and identify for t = 0, . . . , n In order to verify the remaining assumptions, we choose the maximum norm on R n⌦ for k.k ⌦ and the discrete L 1 -norm for densities ⇢ t 2 R n according to
We now determine an integer vector t 2 H \{0, 1} n⌦ as the solution of the stage two MILP without dynamic constraints, called the Combinatorial Integral Approximation Problem (CIAP) [21] ,
Here we exploit that the upper bound on the norm k.k ⌦ can be reformulated as a set of linear constraints. The objective is to minimize " and thus the left-hand side of assumption (5.4). The corresponding densities ⌘ t can then be computed based on the iteration
In order to show the bound (5.1), we arbitrarily choose t 2 I [ {n T }, y = ⇢ t 2 D, and v 2 R n⌦ and observe that with x min := min
We now investigate the Lipschitz assumption (5.2). To this end, we additionally choose
1 denote the Lipschitz constant of the flow function f . We then obtain
Hence, we can deduce that
We use (5.7) again to finally address assumption (5.3). It turns out that we must require the additional assumption that there exist constants C 2 R and n jump 2 N such that for all t > 0 and i 2 E
for all t 2 I except for n jump exceptions. For each spatial discretization we thus obtain the required constants M, L < 1, which grow with O(1/ min i2E x i ), however, and are thus not fully grid independent. 5.2. Case II: Additional combinatorial constraints that couple over time. In the presence of upper and lower time limits T red and T green on red and green phases, we still perform Steps 1-3 and 5. Only the reconstruction in Step 4 changes slightly because we add the additional combinatorial constraints to CIAP (5.6) in Stage II (cf. [21] ). They read
Because these constraints are linear, the CIAP is still an MILP and can be solved with standard solvers. However, they render the Stage II CIAP MILP much harder than in case I without additional combinatorial constraints: While it can be shown [21] that CIAP (5.6) in Case I allows for a polynomial-time solution with optimal value "  t/2, the Stage II CIAP MILP in the presence of additional combinatorial constraints is much harder to solve and no a-priori objective upper bounds on " in terms of t can be given. The approximation Lemma 5.1 can still be invoked, but " cannot be driven to zero by reducing t anymore. Thus, the integer optimality gap cannot be driven to zero, either. In practice, however, the two-stage approach still produces useful answers for practical purposes, see §6.
A note on degeneracy.
From a practical optimization point of view, also the Stage I NLP in relaxed POC form can be di cult to solve due to degenerate solutions. For instance, it is quite likely that in the optimal solution some of the tra c density values ⇢ i t,k at the edge boundaries k 2 {0, n i L } attain the value ⇢ ⇤ of maximum flow. In this case, several constraints of (3.3) are active and linearly dependent. Hence, the Linear Independence Constraint Qualification (LICQ) is not satisfied in the solution. However, LICQ is often needed to guarantee convergence of NLP solvers. For primal-dual interior point methods (see, e.g., [24] ), which are based on following a central path paramterized by some scalar µ 0, the existence of the central path at the solution µ = 0 cannot be guaranteed by the Implicit Function Theorem if LICQ is violated. One needs to rely on implementation specific heuristics in this case, which are luckily often highly e cient.
6. Numerical results. In this section we analyse the benefits of the POC approach for the nonlinear tra c light optimization problem in various aspects: We compare the e ciency of the two-stage heuristic (described in §4) with other heuristical approaches for di↵erent road networks with various grid sizes and amounts of combinatorial dependencies (i.e. we optionally include bounds on switching times as described in Section 3.3. Furthermore, we consider the optimization of the full nonlinear problem and discuss the benefits of POC-formulations and heuristic initial solution guesses for warm-starts.
All computations are performed on a PC equipped with 8 GB RAM and an Intel(R) Core(TM) i5-3470 CPU 3.20GHz. Continuous nonlinear optimization problems are solved with the open source interior-point optimizer Ipopt, version 3.12, [24] . For linear mixed integer optimization we use either CPLEX, version 12.5, [5] or SCIP, version 3.2.0, [22, 1, 25, 17] . For solving nonlinear mixed integer problems, we use Ipopt within SCIP.
6.1. Parameter settings and scenarios. In this article, we restrict ourselves to the quadratic flow function
with ⇢ max = 1 and v max = 1. Obviously, f satisfies f (0) = f (1) = 0 and has a unique strict maximum f (⇢ ⇤ ) = 1 4 at ⇢ ⇤ = 1 2 . In accordance with the CFL condition (3.5) we choose t = 1 2 x i . In the sequel, we examine the following scenarios: 2x2-junction. We consider a 2x2-junction as shown in Figure 6 All roads have the length L i = 1. The initial tra c density is set set to ⇢ 0 = 0.1 and the incoming boundary density is given as shown in Figure 6 .2. The tra c distribution is 50% to road 3 and 50% to road 4 from each of the incoming roads, i.e. The incoming boundary flow, road lengths L i are set like in [9, p16] . The distribution of tra c at branching points is for all four direction the following: 10% of the tra c goes to the left turning lane and 90% to the straight/right turning lane, from which again 70% go straight and 30% turn to the right.
For both scenarios, we consider a coarse discretization grid with grid sizes t = 0.1 and x = 0.2 as well as a finer discretization with t = 0.05 and x = 0.1. The time horizon is set to T = 4.
6.2. Two-stage heuristic with POC approach. We consider the heuristical strategy as described in Section 5.
The relaxed NLP obtained by partial outer convexification (see 4) yields a relaxed solution of the original tra c light optimization problem (2.9). In Stage I, we solve it with Ipopt.
In Stage II we use the !-values of the obtained solution as input for CIAP which is then solved by a linear mixed-integer optimization solver. Here we use SCIP as well as CPLEX and compare the results. At this point we can optionally include the additional upper and lower bounds on red and green phases of tra c lights in CIAP.
As a last step we use the optimal tra c light setting obtained in Stage II and compute the forward solution (including the intersection flux maximization (3.4) left out in (3.11)) yielding the corresponding values for tra c density and flow of the original nonlinear tra c light optimization problem (2.9).
The optimal solution ! obtained in Stage I and the resulting optimal tra c light setting obtained after Stage II (on the one hand by the solver SCIP and on the other hand by the solver CPLEX) are shown in Figure 6 .4 for the 2x2-junction for di↵erent grid sizes. For the 2x2-junction scenarios, ⌦ has two elements. ! 1 = 1 corresponds to the situation where tra c light 1 is green and tra c light 2 is red and vice versa for ! 2 . The results for all considered scenarios are shown in Table 6 .1: Two-stage heuristic. Table 6 .1 does not show the objective function value of the optimal solution of CIAP, but the objective function value, that the resulting tra c light setting would yield in the original problem (2.9). The "*" means that the solution process has been interrupted (after one hour). Hence, the resulting solution is not necessarily globally optimal for CIAP.
The optimal solution of CIAP is not unique. Depending on the parameter setting of the solvers, di↵erent solution can be found. Di↵erent optimal solution of CIAP do not necessarily yield the same objective function value in the original problem. (That is why the OFV obtained by SCIP and CPLEX di↵er most of the time from each other.) CPLEX solves the CIAP faster than SCIP in all cases, however, the solution found by SCIP leads in most of the cases to a better primal bound of the original problem.
We can also observe, that for both solvers, it is much harder to solve a problem which is highly combinatorially interconnected problem, even though it might have considerably less variables than another one. For example, the CIAP for the 8x4-junction with additional restrictions on switching times is even for the coarse grid (! 657 variables) much harder to solve, than the 8x4junction without those restrictions for the fine grid (! 2561 variables).
6.3. MILP heuristic. Another possibility to obtain heuristic solutions, is to linearize the problem (2.9). When we use a piecewise linear flow function as in [9] , namelyf
2) with = 0.5, ⇢ ⇤ = 0.5 and ⇢ max = 1, cf. Figure 6 .5, then we can apply various linearization techniques and solve the resulting linear MIP for example by CPLEX, as done in [9] . However, the dynamical behavior of the tra c using each of these flow functions di↵er considerably from each other. A tra c density evolution of the 2x2junction with even tra c light switching periods for both flow functions is shown in Figure  6 .6. Hence, the optimal solution of the linearized version is not necessarily close to the optimal solution of the nonlinear model. However, we can use the resulting tra c light setting as heuristic solution. Now, we compute optimal solutions of the linear MIP by CPLEX. Then, a forward simulation using the nonlinear flow function computes the corresponding objective function value for the original flow problem.
The results are shown in Table 6 The MILP heuristic does not yield as good primal bounds as the two-stage heuristic. The only exception, where the MILP approach is better, is for the 8x4-junction with coarse discretization grid without restrictions on the switching times.
In Fig. 6 .7-6.8, the tra c light settings given by the two-stage heuristic (using CPLEX) and the MILP heuristic are shown. In Fig. 6 .7, no restrictions on the tra c Figure 6 .6: Comparison of tra c density evolution for di↵erent points of the tra c network. The black lines denote the tra c density using the smooth flow function (6.1) and the dotted lines denote the tra c density using the piecewise linear flow function (6.2).
lights are given. Here we can see, that the left-turning lanes are kept red during the whole time horizon, since only a small part of the tra c is using it. If we add upper bounds for red phases (and lower bounds for green phases), this e↵ect is avoided, see Fig. 6 .8.
6.4. Optimizing nonlinear MIP with SCIP. Now, we want to solve the complete nonlinear mixed-integer problem directly. SCIP is a solver that uses spatial branch&bound for nonlinear constraints. In the sequel, we consider two versions of the nonlinear MIP, one as stated in (2.9) and the second one with outer convexification formulation as in (4.1). We consider again the option to include additional constraints for switching times. Since the problem has nonlinear constraints and integer variables and is highly combinatorially interconnected, it is extremely hard to solve.
As shown in Table 6 .3, the solver is often not able to find any feasible solution within an hour, if we do not provide a solution in the beginning. And even, if the solver finds solutions by itself, in none of the cases, the primal bound exceeds the heuristic solution found by the two-stage method, which in most of the cases obtaines the solution much faster than in one hour. When we provide the two-stage solution as incumbent for a warm start, SCIP is in none of the cases able to improve this primal bound within the first hour.
Another observation is, that the POC-formulation seemingly leeds to a slightly faster decrease of the dual bound. Hence, the duality gap after one hour is in most cases better as in the original problem formulation (2.9).
7. Conclusion. For the tra c light optimization problem in [9] , we proposed a solution heuristic consisting of five steps: Discretization, smoothing, solving a relaxed POC NLP with dynamic constraints (Stage I), reconstruction of a feasible mixedinteger solution from the CIAP MILP without dynamic constraints (Stage II), and, finally, a forward simulation to obtain a feasible solution candidate for the original problem. We prove a discrete approximation lemma that yields bounds on the quality of the Stage II solution with respect to the optimal CIAP objective function and some constants, which are independent of the time grid, but dependent on the spatial 
