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1\ moc1c•.laqc:rn da c] i nilm i c<J clr· fr•nrllnc·nn~; qtH' ocor-r-r·rn crn Tcrmodi-,·'' 
nZlmica, Quinücd, ])jolocJiu, ele. lcvêl, frccJUcnU·mcntc, -a equaçoc::s 
diferenciais parciais parab6licas n~o lineares, ou seja, -equaçoes 
de reação-difusão. 
- -Estas sao equaçoes da forma 
(j (k (x, t) 
/,1 
(j 
u) ()x + f(x,t,u) 
onde o primeiro termo do segundo membro, descreve a difusão espa-
cial do fen6mcno estudado e f(x,t,u) -descreve as rcacoes e intera 
-çocs cnvo.l v j_das. 
llm elos cx<'rnplos rnc1i~; sjmplc•s de um<l cqu<l<;~ao de rr'<lç.3o-difusão 
nao linear foi obtido por Fisher ao estudar a evoluç~o da frequ~n-
cia, p(x,t), de um gen dominante em uma população determinada. Ele 
~-
obteve a equaçao 
onde s 
;)2 
---§ + sp(l - p) 
'Jx 
e uma medida de intensidade da seleção. 
Muitas vezes, tais'equaç6es aparecem naturalmente em domlnios 
ilimitados c isto causa dificuldades na sua resolução num~rica. Uma 
i i 
-das razoes para tais difi culdadcs c que os desenvolvimentos teóri-
cos, como resultados de teoria de uproximaçoo, sáo usualmente fei-
tos em domlnios lirnitéldos. Também, elo ponto ele vista pr5tico, as 
.. 
SéJO rolinomi3is por partes, c que 
causa dificuldades no infinito. 
Neste trabalho estudamos o caso de urna equaç~o de reaç~o-di-
fus~o unidimensional em dornlnio ilimitado. Propomos uma base de 
funç6cs adequada ao problema, cuja principal caracterlstica e o 
uso de elementos infinitos e ~unç6es de forma sobre eles que sirnu-
larn o comportamento da soluç~o no infinito. A seguir, utilizamos 
uma adaptaç~o do método de Galerkin para obter uma solução aproxi-
mada do problema. 
CAPÍ'l'ULO I 
PREL IMlNl\TmS -. 
Vamos recordar ncr;tc Cu)'iLulo J:; clrfini('ocs d :;('n-'m usudas nes-
te trabalho, e apresentar algurnns condiç6cs ~uc ser~o odotodos nos 
capltulos seguintes. 
l.l. NOTAÇÔES E DEFINIÇÔES. Todas as funç6es que aparecerem neste 
trabalho s~o funç6es gue assumem valores reais. 
1Para l / Lp (IR) - vetorial real de funç6es p <' (I) c o espaço 
u definidas em IR tal que J:w i u (x) i pdx existe e e finito. A 
< 
norma em Lp (IR), com a identificaç~o de que duas funções são iguais 
se seus valores forem os mesmos parn quase todos os pontos,s~ 
gundo a medida de Lebesgue, será definida por: 
11 ull 
Lp (IR) 
( j'n ] u (x) ]1' dx) l/p 
J_w 
-Para qualquer inteiro nao negativo r r, C (IR. ) e o espaço de 
funç6es com derivadas de ordem at~ r, inclusive, continuas. Cha-
(X) 
maremos C (IR) o espaço de funç6es infinitamente deriváveis em IR, 
isto é, 00 C (IR) 
00 
n c r (IR) . 
r==l 
Um 
! X 1-Hn 
-
2 
<n 
Dizemos que uma funçao u C C (JJ<.) é de decaimento rápido se 
o. 
X 
d r)'u 
--=o 
dxr'\ 
para qualquer (j , r-: inteiro positivo. Essas fun-
çoes formam um espaço vetorial que denotaremos por S(IR). 
O suporte de uma função u vai ser o complemento do maior 
conjunto aberto no qual u = O, ou o fecho de {x :f(x) f O}. 
00 0:) 
C ( JR) é o conjunto de todas as funções C ( JR) cujo suporte 
o 
(X) 
e um conjunto compacto contido em JR. O conjunto C ( JR ) com o c r i 
o 
tério de convergência que definimos a seguir, vamos chamar de esp~ 
ço de funções testPs e ser?. denotado por V ( JR) : 
~- Diz-se que a sequ~ncia de funções 
! 
cn 
( <P . ) c c"' ( m ) 
l o 
converge 
a 'P E C (JR) quando todas as funçÕes 'P _ da sucessão pos-
o > l 
suem seus suportes contidos em um compacto comum e, 'P. e 
' l 
todas as derivadas de 'P. convergem uniformemente à deri-
l 
vada correspondente de 'P, 
I d f~ I 
isto é 1 --- ( 'P 
1
. - 'P ) l oo _ __._ O , pa-
. B 
dx 
ra todo B inteiro positivo. (Entenda-se por 
o dx 
'{J • - 'P) • 
l 
Das definições, acima, dos conjuntos S (IR ) e V (IR ) e claro 
que V (IR ) C S (IR ) . 
Um funcional linear em V(m) que e continua com a noção de 
convergência definida antes, é denominado uma distribuição sobre JR. 
3 
O conjunto das distri~uiç6cs sobre ll~ c um espaço vctorial,c mais 
o seguinte critério de convergência de uma sequência de distribui 
-çoes (T.) ao T,descrita pela convergência de T. (~) -+ T(~) para t~ 
J J 
do ~ E V (m.), define o espaço de distribuiç6es sobre m e repre--
senta-se por V 1 (m). No espaço V 1 (m) define-se as derivadas de 
todas as ordens, que são também distribuiç6es sobre m. Prova-se 
que, em particular, toda função u E Lp ( m) , 1 .:::_ p < m possui de-
rivada no sentido de distribuições em lli , e este fato vai ser usa 
do para definir os espaços de Sobolev que tem larga aplicação no 
estudo da Análise Matemática e Numérica das equaç6es diferenciais 
parciais. 
m Sejam m inteiro [X)sitivo e p tal crue 1 < p < oo. W e o conjunto 
. - p 
das funç6es cujas derivadas no sentido de distribuiç6es até ordem 
' 
m são elementos de LP(m). Este conjunto é um espaço vetorial 
real e é chamado o espaço de Sobolev de ordem m, p sobre JR. Quan 
do p = 2 o W~(m) denota-se Hrn(JR). Em Hm(m) define-se a nor 
ma 
11 ull 2 = 
Hlll ( m l 
Com a definição acima 
positivo} e um espaço 
m 
;: 
S=O 
Hm(m) = 
vetorial 
{w d
8w E 2 : -·s- L (m l, B 
dx 
real normado. 
Seja D C m, limitado, então as definições de 
< m inteiro 
00 co 
c (n) I c (D) 
o 
são similares as definições de c"' ( m l c c"' ( m l . Também 
o 
4 
D'(!J) 
significa o conjunto de funcionais em V Ui.), c V(';,) com a topol~ 
gia relativa, cono um suLespe1ço de V (ffi). Defina o 
= { u dBu 2 E L (O.) , (~ < m, inteiro positivof e norma (), ',, 
dx'~ 
11 ull 2 
m li (I I.) 
Definimos Hm(í2) como o fecho de C 00 (~2) em Hm(O.). Quando \G = :rn, 
o o 
1 
prova-se que O espaço H ( :rn) 
Hilbert com o produto interno definido por: 
li 
(u, v) (.9d~x dv + uv) dx dx 
e um espaço de 
Na an~lise dos problemas dependentes do tempo a notaç~o seguinte e 
útil. Seja L 2 ( JR) um espaço com norma 11 • 11 2 e cp : [ O, T] ---+ L (ffi) 
L 2 ( :rn) , representa-se por Lp (O, T; L 2 ( :rn) ) o espaço vetorial de fun 
ções cp tais que para cada t fixo ql (t) E L 2 ( :rn) . :0cstas condi-
~ 
çoes define-se as normas 
li cp li 2 
Lp (O, T; L (IR ) ) 
I 1 < p < <Xl 
llc/JII (X) 2 L (O,T;L (IR)) 
max li cjJ ( t) li 2 
L (IR)) O<t<T 
e o produto interno quando p 2 
(u,v) 2 2 
L (O,T;L (IR)) 
T i"' J 
0 
( J -"' u ( x, t) v ( x , t) dx) d t 
Denotemos por L"' (íl) o conjunto de funções u em ~~ tais que 
11 ui! oo 
L (D) 
supess Ju(x)J 
X E Ç?, 
'" 
5 
Finalmente com -1 l IJ (\?,) denotamos o espaço dual de Il (~'), isto e, o 
o 
espaço de todos os funcionais lineares em 
1.2. O M~TODO DE GALERKIN. 
1 H ()/,) 
o 
O método de Galerkin é uma técnica poderosa para se obter apr~ 
ximações de soluções de problemas que envolvem equações integrais 
e diferenciais. 
Para entender a idéia básica do método, vamos antes definir 
uma solução clássica e uma solução fraca de uma equação operacio -
nal. 
Consideremos o problema de se encontrar uma função u que 
satisfaz a equação definida pelo operador diferencial L 
6 
Lu f (1.1) 
com u(·) uma funç~o definida em um conjunto 1 C JR n I . A funç~o 
u(x) que satisfaz a equaç~o (1.1) chamaremos ~oluç~o cl~~~iea. 
Pode-se escrever uma outra formulaçào do problema que, sob 
certas condiç~es, ~equivalente a (1.1) c que chamaremos formula-
ç~o variacional de (1.1). Consideremos um espaço vetorial V de fun 
çôes com "as caracteristicas convenientes ao problema", e munido 
de um produto interno (·,·). Entdo uma função u E V tal que 
(Lu,v) (f, v) para todo v ~ V ( l. 2) 
e chamada uma ~ol~ç~o 6~aca ao problema (1.1). 
Na condiç~o que V têm um subconjunto denso em V e separa-
vel, vamos definir os subespaços Mh de V, de dimens~o finita Nh' 
tais que, Mh tenha como uma base o conjunto {~ 1 ,~ 2 , ... ,~N f. h 
Trabalhando na hip6tese de existência de soluç~o de (1.2), p~ 
demos definir o problema restrito a Mh (problema discretizado), is 
to é, achar Uh E Mh tal que 
(f, v) para todo v E M C V. h 
Observemos que, por definiç~o, Uh tem a forma ex.~ . 
l l 
( l. 3) 
A 
7 
função Uh e chamada à_ aproximação de Galerkin a u no espaço Mh. As 
incógnitas a. são determinadas por (1.3). 
l 
Quando trabalhamos com problemas dependentes do tempo os co~ 
--. 
ficientes ai são funç6es do tempo enquanto que,nas aplicaç6es usu~ 
ais do método as funç6es de base i~. 
]_ 
i = l,Nhl dependem somente 
das variáveis do espaço. Neste trabalho teremos que utilizar urna 
variante desse procedimento. 
O sucesso do método está fortemente condicionado a escolha 
dos subespaços Mh e a construção adequada das funç6es de base 
{<Dl,<P2' ••• ,<PN } • 
h 
·Quando n C m. n é 1 imita do é usu.:ll tornar Mh corno um espa-
ço de funç6es polinomiais por partes, tal que cada função base po-
de ser escolhido de suporte compacto contido em O .• Neste caso o me 
todo de Galerkin obtém soluç6es anroxirn0du.s ele soluções fracas, os Uh, com 
boa precisao. Esta aproximação é determinada resolvendo sistemas 
de equaç6es esparsas cujas soluções podem ser obtidas por técnicas 
eficientes desenvolvidas es}Y2cialmente para sistemas esparsos. 
Quando n C IRn é um conjunto ilimitado, a escolha dos esp~ 
ços de aproximação Mh é mais delicada. Em geral, o comportamento 
no infinito, requerido para a solução do problema, impede que fun-
ç6es polinomiais sejam utilizadas para a construção de funç6es bá-
sicas no infinito. Uma possivel solução prática para este problema 
é a separação de n em duas regiÕes: uma região limitada, onde 
8 
funções polinomiais por partes podem ser usadas, e a "região no in 
finito" para a qual a montagem das funções básicas tem que levar 
em consideração o comportamento mais detalhado da solução. Isto im 
plica que tal comportamento no infinito tem que ser obtido atrav~s.~ 
de uma análise prévia do problema particular, que está sendo estu-
dado. Neste trabalho propõe-se que esta análise seja feita utili -
zando-se expansões assintóticas para a solução. Uma vez obtido tal 
comportamento assintótico, pode-se construir um espaço de aproxim~ 
ção adequado ao problema. Estas idéias serão expostas mais detalh~ 
damente quando estudarmos o problema que serve de modelo para este 
trabalho. 
CAP'fTULO II 
O PHOBLEMJ\ 
O objetivo deste capitulo ~ apresentar o problema a ser re-
solvido numericamente utilizando uma variante do m~todo de Galer-
kin. Para isto s~o definidos os elementos finitos e infinitos no 
domlnio de definiç~o do problema e as respectivas funçoes de base 
que geram o subespaço de aproximaçao Mh a ser utilizado no cálcu 
lo da soluç~o aproximada. 
2 • 1 • A FORMULAÇP.O DO PROBLEMA. 
- -Estamos interessados em equaçocs diferenciais parciais nao 
lineares do tipo parabÓlico. Estas equações são vistos ern modelos m~ 
temáticos de fenômenos que ocorrem em problemas de reaç~o-difusão, 
transporte, ecologia, etc. 
O problema ~ o de obter aproximaçoes para a solução general! 
zada 
u(x,t) E V 
-(onde p e definido abaixo) da equaçao: 
Zlu (x, t) 
~) t 
para 
( K (X, t) (Ju_~ X L_tj_) ::c f ( ) ?x .. .. x,t,u 
u (!X 
(x,t) E JR Y (0,'1') 
satisfazendo a condição inicial 
u(x,O) u (x) 
o 
x E JR 
10 
( 2 .la) 
( 2 .lb) 
Admitiremos que as seguintes condiç6es são satisfeitas 
i) k(x,t) E C00 (JR x [O,T]) n C~(JR x [O,T]) e existem constantes 
tais que para todo (x,t) E 
E m X roI TI . Além disso suponnamos que ex i SLlm constantes po-
sitivas 
-
I k 
o 
tais que + k(x,t) = k + 0(1)/x 
o 
X ---+ + oo e k(x,t) k + O ( 1) /x quando x ---+ _,,, 
o 
mente nara todo t E [ 0, T] . 
quando 
uniforme 
(C~(JR x [O,T]) indica o conjunto de funç6es deriváveis duas 
vezes com tais derivadas limitadas. 0(1) segundo a definição: 
diz-se que urna função g(x) = O(l), com o x em um certo do-
rninio D, se existe urna c tal que 11 g I! C 11111 , sendo o l 
a função constante em D) . 
w 
ii) f(x,t,u) E C (JR x (O.'T'l x1R) e extstem constantes p > 1 e C :>O 
tal que jf(x,t,u) I <' cllullp para todo (x,t,u) E JR X (O,T) X m. 
tem suporte compacto. 
Observamos que se u C V entcio reescrevendo (2.la) como 
() 
ãX(k(x 1 t) Clu (x 1 t)) ZJx 
dU f(x,t 1 u)- ;)t (x 1 t) 
ll 
b - . - 2 2 temos que o segundo mem ro da ultima lgualdade esta em L (O,T;L (JR)) 
e utilizando resultados da teoria de equações ellticas 1 conclui-se 
que 
2 2 
u(x 1 t) E L (O,T;Hl (ffi)) o c 
onde por u ( ·, t) E H~oc ( m) indicc.mos que a restrição de u a qual-
quer compacto I\ C JR 2 li ( K) • 
Como queremos obter aproximações utilizando o m~todo de Ga-
lerkin vamos escrever a formulação variacional de (2.1). 
Para isto multiplicamos (2.la) por uma função qualquer v E 
obtendo: 
r
oo 
êJu 3t v dx -
) -oo 
(
(X) 
j -oo 
e integramos com respeito a x entre 
3
3
x (k(x 1 t) ~~) vdx f o' f (X 1 t 1 U) V dx 1 
) -<Xl 
-o> a 00 
e aplicando a integração por partes (identidade de Green quando 
I 
n trata-se de IR ) 
dU It vdx r
oo 
+ 
J_m 
obtém-se 
k (X 1 t) 3u 3v dx 3x CJx 
Vv E H 1 (IR) n r. 2P(m) 
com 
u(x 1 0) u ( x) 
o 
12 
f ( X 1 t 1 U ) V dX 
( 2. 3a) 
( 2. 3b) 
a equação (2.3) e a formulação variucional do nosso problema. 
2.2. CONSTRUÇÃO DA BASE. 
Para aplicilr o método de Cillcr}';in (. fund<:!Incntal dividir o do 
mÍnio da função so 1 ução, ncs te caso m , em subconjuntos que devem 
satisfazer as condiç6es que mencionaremos a seguir. 
Chama-se triangulação 1 de h 
conjuntos K C JR 
- JR = 
- cada 
u 
k E T h 
tal que 
K 
e fechado e o 
JR à classe finita de 
int(K) --na o vazio , 
suh-
13 
Os subespaços d~ aproxim~çuo devem ser de dimens~o finita in 
cluldos em r/ (IR) n .L 2P ( m) com urna base de funções com suporte 
pequeno c de fácil descriç~o. 
Vamos separar ent~o, seguindo as pautas anteriores, o conju~ 
to IR em duas regiÕes: uma regiao .O C IR 1 irni tada tal que supp u C 
o 
c 0., c e seu complementar .O (ver figura 1) 
Consideramos a partiç~o n:Q=x <x < l 2 
onde os x. ser~o chamados de nós da partiç~o, 
l 
o L 
Figura l 
Dividimos a regiao \? em intervalos de comprimento h. 
l 
sendo 
hi = xi+l- xi, i= 1,2, ... ,N resultando N intervalos, ao f e-
-
cho desses intervalos chamaremos elementos finitos, que vao ser 
parte dos conjuntos K da triangulaç~o de JR. A regi~o res-
tante define dois intervalos infinitos os quais fechamos e consi-
derarnos mais dois elementos da triangulaç~o Th (ver Fig. 2), es-
tes elementos ser~o chamados de elementos infinitos. 
O parâmetro que identifica a triangulaç~o, h , e definida 
corno h rnax h. 
l 
em caso de partições não uniformes. 
i 
... ---"'--.~ Kl 
/ Q, =xl 
IK 1 
X 2 
K2 K3 K4 
o 
x3 x4 xs 
IK .. elementos in f in i tos , i= l, 2 l -
K.- elementos finitos, i=,l,2, ... ,N 
l-
Figura 2 
14 
Vamos agora construir o subespaço de aproximaçao Mh adequado 
ao nosso problema. Este deve ser de dimensão finita e associado a 
c tal que tenha uma base de funç6cs que sejam 
polinômios por partes, de suporte pequeno, quando restritas a \1. e 
de decaimento r~pido em Oc. Entretanto, pomo veremos posteriormen-
te, a taxa de tal decaimento depende do tempo e, portanto, devemos 
utilizar uma variante do método de Galerkin em que o subespaço de 
aproximaçao depende do tempo, adaptando-se ao comportamento da so-
lução. Isto é feito impondo certa dependência temporal em algumas 
das funções de base. 
No nosso caso, para cada t E (O,T], Mh ser~ o subespaço g~ 
rado pelas funções {.p 1 ,.p 2 , ... ,.pN+l} (ver Fig. 3) onde: 
<P • (x) 
l 
,-
X- X. 1 l- quando E (X. 1 , X. j X l- l x. -x 
I 
l i-1 
J xi+1 -x quando X E [ xi,xi+l] 
xi+l -X. l 
o outro caso 
i 2,3, ... ,N-1 ,N. 
x2 - x2 
exp( 1 -) 
4k t 
X -X 
2 
o 
o 
quando X E (-,,,,X I 
1 
outro caso 
15 
'• 
( 2 • 4) 
( 2. 5) 
~N+l(x,t) 
onde e 
-/.~U)) 
k 
o 
quando X E (X , 'n ) N+l 
quando 
o outro caso 
-
sao como em (ii) na definição do problema. 
- ·~----- \IV ·\,------
>.l x4 o x.,_
1 
Figura 3 
', I ~I t ) 
IUt, 
16 
( 2. 6) 
A escolha das funções ~1 e ~ é justificada com os ar-N+l 
gumentos mencionados abaixo. Utilizaremos desenvolvimento assintóti 
co da solução quando x tende a ± 00 • Para isto observemos que a for 
ma assintótica no infinito,das soluções do problema 
+ f(u) ( 2. 7) 
X 
17 
onde, por simplicidade, nao escrevemos a dependência em x e t das 
funções envolvidas, é : {usundo técnims de' TC'oria de Perturbações [ 2l]J 
u(x,t) X --+ oo 
Recordamos, também, que a forma assintótica de k(x,t) no in 
finito é: 
k(x,t) 
k(x,t) 
k+ + O(l)/x , 
o 
k + O(l)/x , 
o 
X ->- m 
X ----+ - (X) " . 
1\.lcm disso, obscrvumos que , cxpunsi:lo ussintóticu no infini-
to de f(u(x,t)) é da forma 
f(u(x,t)) = 
com 
l 
+-
X 
g (x, t) +l 
o X 
+ 
g~(x,t) 
l 
+ g 1 (x,t) 
g 1 (x,t) 
o ( l) 
l + quando +- g 2 (x, t) + ... X ----+ oo 2 
X 
+__!_ 
2 g 2 (x,t) + ... quando x -+ -oo 
X 
i=l,2,3, ... quando x-+ ± oo 
Agora, como u (x, t) ----+ O quando x ---+ 1 m e f (O) = O ( consequência de 
I ~ .: ' \ 
\ .J... .J... I I obser Vdlllü::> que: 
+ g (x,t) o 
o 
lirn f(u(x,t)) 
X -+±co 
g (x, t) = o o 
Portanto, -· assintótica de f(u(x,t)) tal a expansao e 
f(u(x,t)) o ( 1) 
X 
-Colocando estes resultados na equaçao (2.7) 
o 
ut + O ( 1) /x I 0 k u O XX 
+ o ( 1) 
X 
quando X ~ ± w 
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que 
implicando, que o termo de primeira ordem na expansão assintótica 
de u(x,t) deve satisfazer 
o k+ o quando ( 2. 8) ut u X --+ (X) o XX 
e 
o 
-
,, o 
lj_ uanuo ( 2 • 9) 
'"'t h. u X ---r - (Y) . o XX 
Vamos tomar, portanto, como base referida aos elementos inf! 
nitos a solução fundamental das equações (2.8) e (2.9); isto é, e~ 
tamos tomando como aproximação no infinito o termo da primeira or-
dem na expansão assintótica, "coladas" ao polinÔmio por partes que 
existem, naturalmente no contorno, quando o trabalho é feito com o 
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método de Galerkin em um domlnio limitado de m. O fato de colar a 
soluç~o de (2.8) e (2.9) significa manter no mlnimo a continuidade 
dessas funções de base. 
Como as soluções fundamentais de (2.8) e (2.9) 
vamente 
l 2 
exp(-x /4k+t) 
o 
c 
-· sao respecti-' 
a fim de manter a continuidade, com relaç~o à variável x, em cada 
tempo tE (O,T] devemos multiplicar por c/lt~, e assim ~l (x,t) é 
2 2 
r 
x -x l quando X E ( _,, 1 X l ex p ( -----=-- ) 
4k t 
o 
x 2 - x <P 1 (x,t) 1 quando X E [ xl,x2] -----x2 - xl 
I 
I o quando X E [ x2,oo ) L 
A obtenç~o de <PN+l (x,t) resulta análoga. 
Pode-se melhorar as informações assintóticas anteriores se 
utilizarmos as informações já obtidas. Por exemplo poderlamos pro-
por uma expans~o assintótica 
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2 
-x 
u (x, t) "" exp (----
4k + t 
fu (x,t) + 
o 
u
1
(x,t) u
2
(x,t) 
+---2- + ... ] 
X 
o 
puril x ---+ + "' , onde 
X 
U. (x,t) cc· 0(1), .L-= 1,2,3, ... 
l 
Ncs +-e caso. 
tamb~m obterlamos u
0
(x,t) = C/lf'. Expans6es an~logas podem ser 
feitas para x --4- - oo 
Cl\PÍTULO III 
APROXIMAÇÃO COM O MÉTODO DE GALERKIN 
Neste capitulo descreveremos o uso do m~todo de Galerkin com 
tempo continuo e fazemos consideraçÕes sobre o erro, a seguir des-
creveremos o uso do m~todo de Galcrkin com tempo discreto, final-
mente, aplicamos o m~todo de Newton ao nosso problema e descreve -
mos sua discretização. 
3.1. Mf:TODO DE Gl\LERKJN COM 'L'J·:MPO CONT'fNUO. 
Para a aplicação do método de ~alcrkin com tempo continuo 
lembremos a formuJ.ação variacional do problema. 
u(x,O) 
3u Clv dx Zlx Clx 
== u (x) 
o 
I 
J_oo 
f(x,t,u)vdx , 
x E IR 
(3.la) 
( 3 - lb) 
onde por comodidade não explicitamos a dependência das variáveis x 
e t em algumas funções.· As condições das funções k, f e u 
o 
que 
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foram descritas no capitulo I sequem v5lidos. 
Queremos chamar a atenção para o fato de que neste trabalho 
estamos interessados apenas no c~lculo de aproximaçoes num~ricas, 
e, portanto, no que segue vamos supor que a solução fraca do pro-
blema (3.1) existe c 6 Gnica. O leitor interessado poder~ encon-
trar teoremas de existência e unicidade das soluções de (3.1) nas 
r, , ' 
lJ.. J.. I • 
Passamos agora a descrever uma adaptação do m~todo de Galer-
kin no nosso problema. A diferença essencial e que duas funções de 
hllsc envolvidas dependem do tempo t. 
Seja o subespaço finito em como foi 
definido no capitulo anterior. O m6todo de Galerkin com tempo con-
tinuo consiste em achar uma aplicação Uh : [O 1 TI Mh tal que 
ro k(x,t) 
J -oo 
;)Uh " 
oV dx 
()x ;:Jx 
r (f) 
1 f(x~t,Uh)Vdx , 
) -oo 
Uh(x 1 0) 
v E Mh I tE (OIT] 
u (x) 
o 
pequeno 
(3.2a) 
( 3 . 2b) 
O valor Uh(x,O) inicial~ usualmente determinado por interpolação 
de u
0 
·em Mh ou por projeções de tipo ou sobre Mh . 
Sendo Mh = Span { <P 1 , <P 2 , .. , <PN+ 1 f onde <P i são linear independentes, 
em cada t E W,T], escrevemos 
Uh(x 1 t) 
N 
n 1 (t)<Pl (x,t) + >: i=2 
li. ( t) <P • ( ;: ) + 
.. ] .L 
-Subs~ituinJo a expressao (3.3) em (3.2a) e fazendo 
vemos abreviadamente 
N+l 
;: 
i=l 
com j == 
0(cx.(t)<P.) 
l l 
Clt <P • dx + J 
N+l 
= 
100 f(x 1 t, L: 
)_oo i=l 
l,2,3 1 ••• 1 N+l e 
N+l 
) : 
i=l 
k(x,t)n. (t) 
l 
a (t) .,a .)<P. dx 
l I 
t E (O I T] • 
~<P . 
l 
Clx 
-
V=<P. 
?l <P . 
J dx 
Zlx 
J 
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( 3. 3) 
escre-
( 3. 4) 
Assim, ( 3 • 2) transforma-se num sistema de equaçoes diferenciais or 
dinárias não linear, com valor inicial. Em forma matricial tem-se 
GBK(t) da(t) + GAK(t)~(t) dt GP(0.(t)) 
N 
[ a l ( 0) <P l (X 1 0) + ): IX • ( 0 ) <P • (X) + U. l ( 0 ) <P l (X 1 0 ) l l N+ N+ i=2 
- u (x) I pequeno 
o 
( 3. 5a) 
( 3. 5b) 
onde as matrizes GAK e GBK sao: 
GBK(t) = 
(~ 2 <P 1 (x,t)dx ) -<:o 
I 
I 
L 
o 
o 
o 
o 
o 
o 
o o 
o o 
o 
r~+l , j <PN(x)~N+l (x)~x 
~ 
o 
GAK(t)= 
e (; ( t) 
o 
o 
o 
T 
( c1 1 ( t) 1 Ct 2 ( t) 1 a J ( t ) 1 • • • 1 aN + l ( t) ) 
O vetor GF tem por componente j-ésima j 
o 
o 
o 
o 
1 1 21•••1:\+l 1 
o 
o 
o 
N 
lJl 
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GP(;_-(t) )= (r"' f(rt 1 (t)<Pl (x,t) J_w 
N 
+ /, 
i=2 
( t) <P. (X) + i_ ] 
+ n l ( t) 'P -L (z, !:)) cp. clx) N+ N+ -J 
Observemos CJUC, pclu escolha das funções de base do subespa-
ço Mh , as matrizes GAK e GBK são tridiaqonais. Não e diflcil 
-provar que as matrizes GAK e GBK sao positivas definidas. Com as 
-condiçÕes supostus para as funções k e f o sistema de equaçoes 
ordinárias com valor inicial (3.5) possui solução Única. Também p~ 
de-se observar que quando a função f é independente de u a solu 
ção de (3.5) é 
l ;_-(t)=exp(-tGBK-lGAK)~(O) +JO cxp 1(1-t)GRK-lGAK]GBK-lGP(()d(T) 
( 3. 6) 
onde, corno c usual, cxp(-lC) c l1l c \J fTlt"l 1. (-te) /m~ , sendo fT'é:l l r i z 
Ir\ 1 
quadrada. 
3. 2. CONSIDERAÇÕES SOBRE O Ermo DE APROXIMJ\ÇÃO. 
Neste trabalho tomamos como definição de enno de ap~ox~mação 
o valor de 11 u -uh li onde 11 • 11 representa uma norma no espaço de 
funções considerado. A sequência do trabalho esclarecerá qual é a 
norma considerada. 
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Inicialmente argumentaremos heuristicamente: uma dificuldade 
ao se trabalhar com problemas em domlnios ilimitados ~ que os re-
sultados da teoria de aproximação necessários para se estabelecer 
estimativas do erro, somente são válidos em domlnios limitados. E~· 
tretanto, pelos resultados da expansão assintótica, sobre o campo~ 
tamento da soluçZío no infinito c pelo f<Jto da bosc por nós conside 
rada capturar exatamente tal comportamento, a contribuição para o 
erro proveniente da parte não limitada deve ser desprezlvel, com 
uma escolha conveniente de 12, em relação a contribuição, para o er 
ro, proveniente da parte limitada. 
Esta argumentaçZío implica que, com a escolha conveniente de 
U, urna cstirnatjva a prj_orj pLlr<J dornini_os limit0dos cJ5 
razo5vel sobre o erro cometido. 
jnforrnação 
Para isto, damos a seguir resultados sobre estimativa de_er-
ro em domlnios limitados (sob certas hjpÓteses) e, ao final da se-
ção, formalizamos a arq umentação hcur l s ti c a anterior, derivando wna 
ehtimativa a poht~~io~i para o nosso domlnio ilimitado. 
Comecemos com o problema associ<tdo <1 (2.1) em um domlnio li-
mitado D. = [-L,L] 
lação fraca: 
com condiç6es de contorno dadas, em sua formu-
seja w(x,t) E V(D.) 
a solução de 
(~~,v) + (kVw,Vv) (f(w),v) 
w(x,O) 
w(-L,t) w (L, t) 
l 
'tlv E H UI) 
o 
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( 3. 8a) 
( 3. 8b) 
( 3. 8c) 
onde (·,·) denota o produto interno 0m L 2 (~), definido no caplt~ 
lo I, e suporemos que as condiç6es sobre k(x,t), f(x,t,w) sejam 
satisfeitas (em 3.8 por facilidade de notaç~o, s6 explicitamos a 
dependência em w) . 
Observemos que diferentemente do caso de domlnio ilimitado, 
n~o e necessàrio exiqir que ( - 2 2p E v; 'L (Of'J';L ·(C,~)), porque como w 
l C(O,T;H Ui,)), utilizando os teoremas de imers~o de Sobolev temos 
imediatamente 
w E c (o I T; L (X) ( m ) f e como ~~ e limitado w E c (o, T; L q ( rn ) 
para qualquer q E [lfru). 
Alem disso, observamos que (3.8) pode ser reescrito como se 
segue: 
seja w E V(D) tal que 
onde 
h(xft) E V(0.) f h('-L,t) 
l 
W ( X f t) E h ( X , t ) + H (ri) 
o 
c h(L,t) 
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(posteriormente félremos urnél cscolhél para h(x,t)) soluçâo de: 
( ~~ , v) + (kVw , Vv) 
w(x,O) 
(f (w) , v) 
w (x) 
o 
l 
\lv E H Ud 
o 
( 3. 9a) 
( 3. 9b) 
Agora, dado um subespaço de aproximaçao, 
l N C li (\,;), de dimen-h o 
~ao finita, o problema discretizado tem uma soluç~o Wh E V(O) tal 
que Wh E h(x,t) + Nh satisfazendo 
:IV) 
' ;) X 
w11 (x,O) - w(x,O) 
( 3 .lo) 
pequeno. 
Para o resultado que aprcsentélremos él seguir faremos a hlpó-
tese adicional de que f(x,t,u) é uniformemente Lipschitziana em u, 
com constante de Lipschitz L, isto ~, 
· Lll u - u 2!1 
-- ]_ v ( \/.) 
Com estas hipóteses temos o seguinte teorema. 
TEORE~ 3.1. Sejam w e Wh como acima. Ent~o existe uma constante 
C que depende de c
0
,c1 ,L e T tal que: 
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11 w- whll 
co 2 
L (O,TiL (O)) 
+ 11 "' - w 11 
h 2 I 
L (O,'T'ill -(\!,)) 
( 3 .ll) 
11 r li ;} {V/ - Z) 11 'clllw-zll (f) 2 + v;-z 2 1 +11 ~~ - 2 _1 .. L ( 0, Ti L W) ) L (O, Ti li -UI) ) t L (O, Ti H (r/,)): 
+ li w11 - zll 2 (o) 1 L (li) 
para qualquer Z E V (íl) tal que Z E h (x, t) + Nh . 
DEMONSTRJ\Ç.í\.0. Denotamos C'c-W-1'/ h , c li w- z e 
reescrevemos (3.9) como 
(~~,V) + (kVZ,VV) ( ~ (f (w), V) + (k ('JZ- V'tl), VV) - ;:)t , V) ( 3. 12) 
pélra todo V C Nh , t C (O,'L'I. 
Subtraindo (3.12) de (3.10) com V = [, (o que pode ser feito 
porque E, = w - z h é elemento de Nh) obtém-se 
(~~, U + (k\7[,1/[,) = (f(Wh) - f(w) ,E,) + 
( ~_IJ_ ( k ( Vw - V Z ) , V[, ) + 0 t , r, ) . 
Temos agora a seguinte scqu6nci~ de estimativas 
(3.13) 
( ;)f: 
" E.dx J Jt -n 
l d 
2 dt f 
( :?, 
r~ uX 
~I 
l d 11 fJ[ 22 
2 dt L (.\/,) 
2 ( k 'V c v u > c li \) t: li 2 
0 L (\2) 
< C(llnll 2 + IIF:II 2 JIIUI 2 L(\)) L (1/) L(~)) 
2 2 C (li r di 2 + li f li 2 L (;() L (:,1) 
(onde C depende de L) . 
(k (VZ - Vw), VV) c 1 11Vri11. 2 . IIVF.II 2 L (.t,;) L (\!} 
(kVr1, v r.) 
2 c2 2 
< Cll nll 1 + - 11 UI 1 H (st) 4 H (st) 
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( 3.14) 
( 3. 15) :. 
( 3 .16) 
(3.17) 
onde a última desigualdade foi obtida usando a desigualdade de Sch 
wartz e a desigualdade 
"b < 2 + __l__ b2 
u. F-a 4r 
para a,b > O. com E conveniente (c
0 
e c 1 foram definidos na 
-seçao 
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(2.1), c 2 e a constante de relac~o entre as normas de 3.15). 
Finalmente, 
•. 
11 
·Dn
11 
2 
< c 1t -1 
' H ( \).) 
( 3 .18) 
obtida como a anterior. 
Utilizando as estimativas (3.14) até (3.18) em (3.13), obtém 
se 
d 2 
d t li ~li 2 + li ~li l 
L (D) H (D) 
Integrando em t, de t o até t = ·r T vem 
' 
11 t;:ll 2 2 ( T) + I: 11 Cll 2 1 (s)ds c I (I 11 íll 2 (s)ds + L ( D) B (SI) J o . L2 (:,1) 
+ ll1dl 2 2 1 + ll~nll 2 1 l+ llt:ll 2 2 (0) L (O,T;H (Ç/,)) ct L (O,T;II- (1'1,)) L (D) 
Aplic~ndo a desigualdade de Gr011wa11 e tomando o supremo em 
T E (O 1 T] I vem: 
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li ~li 2 00 2 + li [,li 2 2 1 
L (0 ,T;L {\2)) L (O ,T;fi U'l) 
2 
c lll nll 2 1 () L (O,T;H (.,.)) 
+ 
o que implica (evidentemente com c diferente) 
11 t,ll oo 2 + 11 UI 2 1 _ L (O,T;L (Ç2)) L (O,T;H (\~)) 
li ;) r 111 cl 11 rdl . 2 . 1 + ;)t . :? - l + 11 (li 2 (o) 
L ( o , ·r; 11 ( :, 1. l l - ~, · ( o , T ; 11 - ( :, !l l L ( ~ n 
F'inetlment:c. 11sondo é1 dcsi(.JLEtldCJdc 1:r:Lmqular 11 c!l < I! rd! + I! '~I! 
onde 11 • 11 representa as diversas normas da Última desigualdade 
obtém-se o resultado enunciado c a demonstração está completa. • 
O teorema 3.1 é uma variante do teorema 4.1 paq. 135 de Fai~ 
weather [7] . A diferença é que 13 o rcsul tado é enunciado para pr~ 
blemas com condiç6es de contorno homogênea e, para o nosso caso , 
temos que fazer apenas uma adaptação. Além disso, em Fairweather 
a constante C depende de llllwll . Tal dependência é de-
ex) O) 
L (O,T;L (m) 
vida ao fato de se trabalhar com constante de difusão k dependendo 
de w. No nosso problema como k depende apenc:ts de x c t, a dependência 
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de c com relação ao 11 Vwll 
(.1) (J) 
~ 
nélo ocorre. 
L (O,T;L UI)) 
Para os resultados seguintes, precisamos da 
DEFINIÇÃO. Uma familia de subespaços {Nh}O·h/1 de 1 H ( )1) (ou 
!11(0)) e dita uma familia de subespélços sk o r , (ou para 
r ', 2, se para todo hE(0 1 l), Nh c !Ik(l/,) o < k I < r I e para todo 
com 1 < s < r existe uma constante C independente de 
h e u tal que 
i nf f li u - zll 2 
zENh L ()/,) 
+ hll u - zll J 
Il W) 
r OBSERVAÇÃO IMPORTANTE. Os subespaços, Mh (0 · h / l) gerados pelas 
restrições ao intervalo fx 1 ,xN+ll 1 das funções 'P 1 ,'P 2 1 ••• ,cpN+l (de 
finidos em Scott ~7]) constituem umél familia s 112 enquanto que 
as r~strições que pertencem a l H ( :I) , isto é I 
o 
ram subespaços que constituem uma familia 
'P2 1 <.p3I"••I'PN I ge-
o 5 1,2 
Os dois resultados escritos a seguir também são pequenas va-
riantes de resultados de Fairweather [7 J 1 com demonstrações que são 
exatamente as mesmas que lã, uma vez feita a translação por h(x,t) 
no espaço V(O), e, por isto, não as faremos limitando-nos a enun-
ciar os resultados. 
Para isto vamos supor que , r 2 1 e consideramos 
a aplicação Z r [O,T] -+ Nh definida como solução de 
(k(x,t) (w-(h+Z)), V)+ (w-(h+Z),V) = o I \IV E Ní h 
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(3.19) 
h 1( ) . - r Z e c amada a H O -proJeçao, com peso, de w em Nh. No caso em 
que \1. = (-L,L) vale a condição de roqularidade el1tica secruinte: 
se ~E Hs(O) onde s =O ou s = l e E 1 1)1 II (I~) su.tisfaz 
o 
então 
onde 
to em 
(k(x,t)Vt)J,\lv) = (tfl,v) 
c 
s 
11 11;11 
Hs+2 (\1.) 
depende de c 
o 
n 
JR , n > 1 , então 
de 
c 
s 
1 \Jv E H (12) 
o 
(3.20) 
:) 2 k (X I u ( N (2 - • 
2 . o caso em que . e conJun-0x 
depende também do próprio n mas, co-
mo nosso caso n é um intervalo na reta, isto não acontece). Temos 
então: 
LEMA 3.2. Se as segundas derivadas de k(x,t) são limitadas em 
~ x [O,T] e se (X) 2 u E L (O,T;H (O)) e au 2 1 -Clt E L (O,T;H (0)) entao .exis 
te uma constante C, independente de h, tal que n = w - Z satis-
faz 
'• ,. 
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11 nll oo + 11~1 
L (O,T;L2 (f.l)) at L2 (0,T;H-l(S1)) 
(3.21) 
11 awll ] 
at L 2 (0 ,T;Hl (rt)) 
com a norma 
()(> 2 
L (O,T;L (f.l)). 
TEOREMA 3.3. Suponhamos que as hipóteses do lema 3.2 são satisfei-
tas e que existe urna constante K > O tal que 
IIVZII " K • 
00 U.J 
L (O,T;L (f.l)) 
Se Wh (O) é escolhido tal que llwh -· (h + Z) 11 (O) = O (h 2 ), onde Z 
verifica (3.19), então existe urna constante C tal que 
li w - whll oo 2 < c h 
2 
. 
L ( O , T ; L ()!,) ) 
(3.22) 
'• 
,. 
A consição sobre z imposta no teorema 3.3 está garantida 
quando escolhemos o subespaço de aproximação formando por polinô-
mios por partes corno N~ (ver Scott [17]). 
Urna observação importante é que a constante C no Teorema 3.3 
não depende do tamanho do intervalo f.i = [-L,L] no caso de proble-
mas de dimensão urn,na variável espacial. 
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Precisamos também do seguinte resultado: 
LEMA 3.4. Sejam u,v E V(O); com O (-L,L), L > 1, soluç~es fra-
cas de 
= (k(x,t)u ) 
X 
X 
+ f(x,t,u) 
u(x,O) = q(x) E H1 (o) 
, x E SI , t E ( 0, T] 
com a relação de compatibilidade q(-L) = g 1 (0), q(L) = g 2 (0), e 
= (k(x,t)v) +f(x,t;v) 
X 
X 
v(x,O) 1 = q (x) E H {)!) 
, x E Ç/, , t E ( 0, T] 
v(-L,t) = h 1 (t) , v(L,t) = h 2 (t) 
com a relação de compatibilidade q(-L) = h 1 (0) e q(L) =h 2 (0) res-
pectivamente; f(x,t,u) uniformemente Lipschitziana respeito de u; 
e 
Clk(x,t) limitada em (X 1 t) E JR X f O,Tl. Clx 
Então, existe uma constante c dependendo do f]Clk(x,t) max () j 
' 
(x, t) E JR X [ O, T]}, da 'constante de Lipschitz e de T tal que 
'• 
' 
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2 
11 u -vil 2 ( T) L ( rn 
< crLl ;: llg. -h.ll 2 + i==l l 1 L (O,T) 
+ llg~ -h~ll 2 + lg. (T) -h. (T) IJ. 1 1 L (O,r) 1 1 
DEMONSTRAÇÃO. De f i na w = u -v. Então w c soluçao fr<1ca de 
== (kw ) 
X 
w(x,O) = O 
w(-L,t) 
+ g(x,t) 
X 
g 1 {t) - h 1 {t) , w(L,t)=g 2 (t)-h2 (t) 
(3.23a) 
(3.23b) 
(3.23c) 
onde g(x,t) = f(x,t,u(x,t)) - f(x,t,,v(x,t)) c w(-L,O)=w(L,O) =0. 
Considere agora a extensão linear das condições de contorno 
de w(x,t) ao interior de ~' isto é, a função 
h(x,t) = X + 
(g2 (t) -h2 (t))+(gl (t)-hl (t)) 
2L 2 
Observamos que h(x,O) = O (pelas relações de compatibilidade) e 
também que 
2 
llh(x,t)ll 2 < c.{L L. L (~) i=l 
I g o ( t) - h o ( t) I I 
l l 
(3.24) 
'• 
e 
2 
Jg~(t)- h~(t) 11 ht (x,t) 11 2 < c~ I L (~) i=l l l 
li ( k (X 1 t) h (X 1 t) ) li 
X X 2 
L UJ) 
2 
< C/ n:;- . ;: 
l=l 
Jg. (t) -h. (t) 
l l 
39 
(3.25) 
(3.26). 
onde em ( 3. 26) a constante depende de rnax { k (x, t); (x, t) E m. x [O, T]}. 
X 
Seja agora 
w(x,t) w(x,t) - h(x,t). (3.27) 
Temos, então, que w(·,t) E Hl(~) e solução fraca da equaçao 
o 
= (kw ) 
X 
X 
+ g(x,t) 
w(-L,O) = w(L,O) = O 
w(x,O) = O 
onde g(x,t) = f(x,t,u(x,t)) - f(x,t,v(x,t)) + 
+ (k(x,t)hx(x,t)) - ht(x,t) 
X 
(3.28a) 
(3.28b) 
(3.28c) 
(3.29) 
Multiplicando (3.28a) por w e integrando com respeito a x 
sobre ~' após uma integração por partes, vem que 
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-21 ddt li wll 2 2 ( t) + ( kw f w ) = 
L (Sl) X X 
(g,w) < llgll 2 (t) llwll 2 (t) L (st) L (st) 
'• ,. 
( 3. 30) 
Mas, utilizando (3.29), o fato que f e Lipschtiziana, (3.24) 
até (3.27), temos 
- 2 
11 gll 2 < C [ li wll 2 + LH ( t) ) L (st) L (O) 
2 
{ Jg. (t) -h. (t) 1 2 + Jg~ (t) -h. (t) J 2 i 
l l l l 
onde H(t) = >: 
i=l 
Dessa forma, utilizando a condição inicial para w, a inte-
graç~d de (3.30) com respeito a t em w,·i] fornece 
llwll 2 2 (T) < C[ JOT llwll
2 
2 (t) dt + L L (st) L (Ç?,) Jto H(t)dt] 
donde, pela desigualdade de Gronwall, obtém-se 
llwll 2 (T) < CfL (JOT H (t) dt) l/
2 
. 
L ( st) 
De ( 3. 24) , ( 3. 27) e a Última desir;ualdade obtemos o resultado enun 
ciado. • 
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Finalmente temos o seguinte resultado: 
TEOREMA 3.5. Seja u E V uma solução de (2.1) cujo comportamento .. 
assintótico para x -- ± oo seja 
U (X 1 t) 
u(x,t) 
ut(x,t) 
ut(x,t) 
2 
-x 
= exp (--+-) 
4k t 
o 
[ :/l 2 + QJ__:U__ I pa.ra t X 
uniformemente para tE [ O,T]. 
uniformemente para tE [ O,T]. 
2 2 
-x x 
= cxp(---+-) [Cl ( + 5/2 
4k t 4k t 
o 
l ) 
2t3/2 
uniformemente para tE [O,T]. 
2 
-x 
= exp(---+-) [C2( - 5/2 
4k t 4k t 
o 
uniformemente para tE fO,TI. 
X-----+-+ co 
X____.,.- oo 
+ .QJ..ll_ I 
X 
para X____.,.+ co 
para X -----+- - co ' 
Se Uh e a solução de ( 3. 1) calculada em IP di vi di do em 
D [-L,L] e De , L> 1 então 
2 llu- Uhll (T) < Ch + m(T,L) + F(Uh,L) (T) 
L2(JR) 
'• 
.\ 
.• 
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onde C e uma constante 1 m (-r 1 L) e uma função independente de h tal 
que 
e 
lim m(T 1 L) =O uniformemente em TE [0 1 T] 
L-rcc 
/L [ 11 uh li 2 . c + 11 uh (-L I • l 11 2 + 11 uh (L, · l 11 2 L ()I. ) L (O 1 r ) L (O 1 T) 
a auh +llatUh(-L~·)II 2 +II~(L~·)II 2 + L (0 1 1) L (0 1 1) 
+ I uh ( -L 1 1 l I + I uh ( L 1 ·r l I 1 
(onde rtc = :rn - D.). 
OBSERVAÇÃO. A dependência de F(UhiL) em relação a Uh e realmen-
te dos coeficientes de ~l e ~N+l . 
DEMONSTRAÇÃO. Temos 
11 u - uh li 2 ( 1 l < 2 ( 11 u - uh li 2 L (ffi) L (D.) 
(1) +llu-UII (T)) 
h L 2 ( D.c) 
< 2 ( 11 U -Uh li 2 ( T) + 11 ull 2 ( T) + 11 Uh li 2 ( T) . L (D.) L (D.c) L (D.c) 
(3.31) 
Consideremos agora uma função auxiliar v E V(D.) que e solução do 
problema: 
'· 
.. 
j~ vt- (k(x 1 t)v ) 
v (x~ 0) ~ u (x~ x 
o 
+ f(x 1 t 1 v) 1 x E: Cl 1 tE (0 1 T] 
X E O 
v(-L 1 t) = Uh(-L 1 t) v(L 1 t) Uh( L I t) . 
Podemos aplicar o Lema 3.4 e obter: 
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'• 
,. 
llu-vll 2 (T) < c/L[Iiu(-L 1 ")-Uh(-L 1 ·)11 2 -tllu(L 1 ·)-Uh(L 1 ·)11 2 + L (ri) L (0 1 T) L (0 1 T) 
llut(-L,·) -Uh (-L 1 ·)11 2 +llut(L~·) -r,Jh (L 1 ")11 2 + 
'I t L (o I T) ' t L (o I T) 
I u (-L I 1) - uh (-L I ·r) I + I u (L I 1 ) - uh (L, 1 ) li 
< C/L [ llu(-L, ·)li 2 +llu(L, ·)li 2 +llut(-L 1 ·)li 2 +llut(L, •)li 2 + 
.· L (O,T) L (0 1 T) L (O,T) L (O,T) 
lu(-L,T) I+ lu(L,T) I+ lluh(-L 1 ·)11 2 +IIL1,(L,·)II 2 + llq, (-L,·)II 2 + L (O 1 r ) L (O, ·r ) t L (O 1 T) 
li uh (L 1 • ) li 2 + I uh (-L, ·r ) I + I uh (L, t ) I J 1 t L (O,r) 
assim, utilizando o comportamento assintótico de u e obtém-
se, que existe uma constante C tal que 
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c 
11 u - vil 2 ( 1 ) < - 1-L ( )2) L 3 2 
(3.32) 
onde 
/E (li uh (-L, · ) li 2 + li uh (L, · ) li 2 + L (0,1) L (Ü,T) 
+ li uh (-L, · ) li 2 + li uh (L, ·) li 2 + I uh (-L, r ) I + I uh (L, 1 ) I ) t L (O,T) t L (O,T) 
Além disso, a restrição de Uh a D coincide com a solução 
Wh de (3.10) que e a aproxirnaçao de (3.9), com g 1 (t) 
w(x,O) = u (x), se tornarmos h(x,t) 
o 
uh (-L, t) , 
= Uh(-L,t)~ 1 (x,t) + Uh(L,t)~N+l (x,t) e Nh = N~ . Podemos, porta~ 
to aplicar o Teorema 3.3 e concluir que existe urna constante C 
tal que 
li v - u1 li 2 ( T) < c h 
2 
1 L ( D) 
T E [ 0, T] . 
Assim, usando (3.32) e (3.33), 
11 u - Uh!! 2 (T) < 11 u -vil 2 (T) + 11 v -uh!! 2 (r) L (D) L (S2) L (S2) 
c 
< 3/2 
L 
-L2 
exp(--) 
4k '[ 
o 
(3.33) 
(3.34) 
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Utilizando outra vez o comportamento assintótico de u, exis 
te uma constante C tal que 
onde erfc(p) == 
< C(Tl/2 + 1 + l) 1/2 [erfc( L ) 1112 
Tl/2 ~ 
2 
/1[ f
"' 2 
-x dx 
e 
p 
. o 
e a função erro complementar. 
se que lim erfc(p) = O) 
p-+ +ao 
Usando (3.33), (3.34) e (3.35) temos: 
li u - u 11 h 2 ( ) ( ) h L 2 ( JR ) < c + m L, 1 + F uh, L 
onde 
(3.35) 
(Sabe 
m (L, T) 1 1 C{ 3/2 -3-
2 
-I 
exp(-'-) 1/2 1 l/2 L 1/2 + (·c +-=-r72+l) [erfc( )] }, 
L T 
e, 
4k T 
o 
donde o resultado está provado. • 
T /2kT 
o 
O resultado anterior fornece uma estimativa a posteriori, is 
to e, ela depende da obtenção prévia da aproximação Uh. Entretan-
to, como observamos logo após o enunciado do Teorema 3.5, se por 
uma análise do problema discretizado tivéssemos informaç6es 
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assintóticas sobre os coeficientes de <Pl <PN+l poderiamos usa-
los c transformar a Gstimativa a postcrjori em uma estimativa a 
priori. Al~m disso, espera-se que o comportamento assintótico des-~ 
tes coeficientes para L ---+- + rn seja semelhante ao de u, isto é,' 
com decaimento exponencial. 
Estas questões serão temas de ft,turas investigações. 
3.3. M~TODO DE GALERKIN COM TEMPO DISCRETO. 
Com o objetivo de obter soluções aproximadas ao sistema de 
equações diferenciais ordinárias (3.5) vamos discretizar a variá-
vel tempo. Seja t = s6t , onde 6t = T/M, s,M são inteiros 
s 
po-
sitivo. A discretização do Método de Galerkin pode ser obtida pelo 
uso de diferenças finitas na variável temporal em (3.5). Uma pri-
meira discretização e: 
as+l 
GBK(t) ót 
- a 
s 
+ GAK(t) as+l/2 
a = a(O) 
o 
onde a 
s 
representa uma aproximaçao de a ( t ) 
s 
' s > o 
e 
(3.36a) 
(3.36b) 
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Aqui a solução aproximada a (3.1) vamos escrever como segue 
( 3. 3 7) . 
e escolhemos U com os coeficientes obtidos pela interpolação de u 
o o 
em 
u (x.) = 
o J 
assim os a . 
Ol 
são soJuções do sistema 
j 1,2, ... ,N+l 
resultando, pela escolha do conjunto ~~~ C m contc,ndo o suporte da 
., 
função u (x) 
o 
a . = u (x.) 
OJ O J 
que os valores de 
j=2, ..• ,N. 
o.ol (i = o oN+l c os restantes 
A discretização (3.36) é também chamado de aproximação Cr~-
Nicols6n Galerkin e a solução desse sistema tem muito a ver com a 
dependência do vetor GF em relação a a . 
Para facilitar a exposição dividiremos em dois casos: 
'• 
' 
- CASO DO VETOR GF LINEAR. Neste caso o sistema (3.36) se torna 
um sistema de equaçÕes algébricas lineares, em cada passo do tempo 
e temos que resolver M sistemas de equações com N+l incógnitas pa-
ra obter uma aproximação da solução. 
Existem para este caso, estimativas a priori do erro da 
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aproximação Crank-Nicolson-Galerkin, no caso de Çi limitado. Estas 
estimativas de erro são similares aos Teoremas 3.1 e 3.3, embora 
aqui, sejam necess&rias condiç6es adicionais da suavidade da fun-
ção u na variável t, pelo fato de substituir a por diferenças.:· 
A titulo de ilustração a seguir apresentamos os teoremas que mos-
tram que a aproximaçao acima, tem a ordem de convergência dois no 
tempo, pelo menos para domlnios limitados. 
Antes, adotaremos as notaç6cs seguintes: se ~ {t }M -+ X 
s s=O 
onc'.e X e um espaço normado, com norma 11 • 11 X então 
11 <I> 11 = max 11 ~ 11 00 
s X L6 (0,T;X) O<s<M 
11 <1>11 2 2 
M 
11 2 = L: 11 ~ !1t 
Ll\(O,T;X) s=O s x 
11 <PII ~ 2 
M 
L: 11 
<I> s+l/2 11 L6 (0,T;X) s=O 
TEOREMA 3.6. Seja u solução de (3.1) e 
u segundo (3.36), onde as funç6es k e f 
vel x. Supor que 2 :lu u E L (O,T;H (\l)), ut 
2 
X 
u 
s 
6t 
solução 2oroximada de 
dependem somente da 
E L 2 (0,T;II 1 {)(,)) e 
E L2 (0,T;H- 1 W)). Se lluh- wll (0) = O(h) então existe uma constan-
te C independente de h e !1t tal que para 6t suficientemente pe-
quena, 
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(3.38) 
Outra estimativa com as hip6teses dadas no Lema 3.2 pode ser~ 
obtida, como vem no teorema seguinte. 
TEOREMA 3.7. Suponhamos satisfeitas as hipóteses do Lema 3.2 e que 
a3u 2 -1 
--, E L (O, T; H (I/,) ) • Se 
é)t.) 
3 lluh-WII (O) = O(h ) , onde W é definido co 
mo em (3.19); então existe uma constante C, independente de h e ~t 
suficientemente pequeno, 
(3.39) 
As demonstrações dos dois teoremas anteriores podem-se encontrar em 
Fairweather [7] . 
- CASO DO VETOR GF NÃO LINEAR. Quando o GF e não linear o sistema 
(3.36) é também não linear e poderá ser resolvido pelo método pre-
ditar-conectar ou o método (que escolhemos para este trabalho) que 
inclui três niveis do tempo (dois passos em t) e que produz o va-
lor que envolve a inc6gnita em (3.36), extrapolando dois valores 
anteriores desta. Chamaremos a este procedimento de Crank-Nicolson 
Extrapolado. Outro método desenvolvido neste caso e o Método New-
ton-Galerkin que será exposto posteriormente. 
3.3.1. PROCEDIMENTO CRANK-NICOLSON EXTRAPOLADO. 
O sistema (3.36) vai ser substituido pelo sistema 
a - a 
GBK (t) (-s_+_l __ -=-s) + GAK (t) G (.A ) 
as+l/2,8 = F as+l/2 
L'lt 
a = a(O) 
o 
a ( t 1 ) (obtidas cem erro p2CJUeno) 
' s > 1 
onde o vetor GF vai ser avaliado em t (s + l/2)At , e 
-r< 
a: 
:s+l/2 
a = 
s+l/2 
a + a 
s+l s 
2 
3a - a 
s s-1 
2 
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(3.40a) 
(3.40b) 
(3.4la) 
( 3 . 4lb) 
(3.4lc) 
Usando este procedimento é necessário resolver um sistema de 
equações lineares em cada passo no tempo, já que no vetor GF, de 
(3.36), usamos o valor extrapolado de as+l , que e as+l/2 
do em (3.4lc). Além disso, precisamos dos valores de a e 
o 
defini 
tomaremos a como a interpolação de U em Mh, o mesmo que no caso 
o o 
do GF linear, e o valor de cx 1 solução do sistema a seguir 
GBK(t) + GAK(t) a 112 = ['( o 
Aqui 8 e um parâmetro que garante a estabilidade do método. 
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(3 .42) 
Se escolhemos Mh como elemento de uma familia o s1 , 2 , está pr~ 
vada a seguinte estimativa de erro; embora a 1 seja solução de 
(3.42), que vale para dominios limitados. 
TEOREMA 3.8. Suponhamos 8 não negativo. Seja u solução de (3.1) e 
lh sol,ução aproximada de u segundo ( 3. 4 O) • Suponhamos também que 
s 3 0u 2 2 
u E C ( r2 x [O ,T] ) , E L (0 ,T; H (~/.)) e as estimativas no tempo Clt 
t
0 
e t 1 satisfaz 
para algum c > o 
e 
independente de h 
< c ( (llt) 2 + h) 
e 
e llt. 
Então, existe uma constante K, sendo ( = u- Uh' tal que 
11 t,:ll 2 00 2 + 11 t,:ll: 2 l 
L 6 (0,T;L (rl)) L6 (0,T;H (rl)) 
2 4 
< K (h + (llt) ) . 
(3.43) 
(3.44) 
A prova do teorema anterior pode-se encontrar em Dupont-Fairweath~ 
Johnson (6] • 
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3.3.2. M~TODO NEWTON-GALERKIN. 
Lembremos que o problema com que trabalhamos e o seguinte: 
I: Achar u E V tal que 
Clu 
= ai ~Clx (k(x,t) Ju) + f(x,t,u) o ~X 
com 
(x,t) E IR x (O,T] 
u(x,O) = U (x) 
o 
u 
o 
e T < (X) e 
de suporte compucto. 
As hip&teses descritus no cupitulo TT seguem v5lidus. 
(3. 45a) 
(3. 45b) 
Para resolver a equação (3.45) pelo método de Newton vamos 
2 2 definir o operador P :V--;... L (O,T;L (IR)) por 
P(u) = uu ()t ~êJ ( k (X, t) ~ U) - f (X, t, U) • oX oX (3.46) 
Como f(x,t,u) e em geral não linear em u o operudpr P e, em geral, 
não linear. 
Escrevendo o problema ( 3. 4 5) em termos do operador P obtemos o 
problema 
II: Achar u E V tal que 
P(u(x,t)) 
com 
u(x,O) 
o , (X, t) c IH / (o,'!' I , T " '" 
u (x) 
o 
de suporte compacto. 
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(3.47a) 
(3.47b) 
Estamos interessados, então, em achar uma raiz u* do opera-
dor P ou ao menos uma aproximação de u*. Um modo de aproximar a 
solução do problema II, supondo que ela existe e é Única, será uti 
lizar uma equação linear 
Au = b (3.48) 
que aproxima (3.47a) em uma vizinhança de u*; de tal modo que re-
solver (3.48) seja simples. Dessa form<1 obteremos, uma soluçãoapr~ 
ximada da equação (3.47a) por meio do 'que chamaremos linearização 
de ( 3. 4 7 a) . 
Para a construção do operador A, o método de Newton utiliza 
o conceito de derivada do operador. Assim, a titulo de recordação, 
vamos definir a derivada de Fréchet de um espaço de Banach em ou-
tro espaço de Banach. 
DEFINIÇÃO. Seja P um operador que aplica um espaço X, de Banach,em 
um outro Y também de Banach. Se existe um operador linear limitado, 
L, de X em Y tal que 
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IIP(x + 6x) - P(x ) -Li\ li 
lim o ---~-------~___'{_ __ o , 
11 Axll--+ O 11 1\ xll X 
'• 
entâo P ~ dito fortemente diferenci~vel em x e o operador li-·' 
o 
near limitado P' (x ) = L ser5 chamado derivada forte ou derivada 
o 
de Fr~chet de P em x 
o 
Observemos que a diferencial de Fr~chet 
oP(x ,6x) 
o 
= P'(x )Ax 
o 
~ uma.boa aproximaçâo de P(x + 6x) - P(x ) , relativa a ll6xll, pa-
o o 
ra ll6xll suficientemente pequeno. 
Se o operador ~ difercnci~vel,' ent~o ~ f~cil construir uma 
equaçâo linear (3.48) que aproxima à cquaç~o n~o linear. Obt~m-se 
o o o o o o P(u - (u -u )) =P(u) +P' (u) (u -u) +n(u,u) (3.49) 
onde o o(ll u - u 11) quando o 11 u - u 11 --+- o . 
A notaçâo o(À) quando À --+- O corresponde a qualquer funç~o esca 
lar f(:\) tal que lim f(:\)/À = O. 
À-+0 
Se P(u*) = O, isto e u* e soluçâo a equaçâo (3.47), de 
(3.43) vem 
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o o o o P(u) + P'(u )(u*-u) =-q(u*,u ). (3.50) 
Se u* estiver próximo a o u , desprezamos uma quantidade extrema-~ 
mente pequena , por hipótese, e obtemos a equação linear 
o o P'(u )(u*-u) 
Espera-se que a solução 
o 
-P(u ) 
1 
u = u 
ca, seja uma boa aproximação de 
de (3.49). A equação (3.51) vai 
-desta equaçao, 
u* 
1 
com P(u ) = 
ter uma solução 
[P' (u0 )]-l existe. Assim, podemos escrever 
na forma 
1 o 1 o P (u ) (u - u ) 
1 
u 
se existe 
ll(U 1 o 'u ) 
Única, 1 u 
-
( 3. 51) 
e e Úni-
a partir 
' 
se 
(3.52) 
Se chamamos 1 = u o u , chegamos a equaçao linear 
1 
u 
o o 
u + !\ 11 (3.53) 
'• 
' 
Então, no suposto que existe [ P'(um)] -l para m = 1,2, ... , defi 
nimos a sequência de Newton: 
ção do sistema 
m+l 
u 
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m m m P'(u )6u == -P(u), m 1,2,3 ... (3.54) 
A norma do Aum f t· t' d t'd n nos ornecc uma es 1ma 1va o erro come 1 o 
ao tomarmos m u como uma aproximação da solução u* da equação,:· 
(3.47), como fica explicito na demonstração do teorema de conver-
gência do Método, Teorema de Kanforovi~ (ver Rall [16]). 
Resta, então, assegurar que o operador P é diferenciável,tan 
to como estabelecer as condições para a convergência do método de 
Newton. 
TEOREMA 3 9 S ' p ·.V --+ L2(0,T.·,L2 (JR)) d d f' 'd em 3 46 . . eJa o opera or e 1n1 o . . 
Então'P é diferenciável em u E V e o operador linear 
L == (k(x,t) _i_) JX 
rJ.[(x,t,u) 
0u I 
e a derivada de Fréchet do operador P em u E V. 
DEMONSTRAÇÃO. Temos que provar que 
(3.55) 
li ( J Z'J Zl t ( ) ) A li P u+!m) -P(u)- (at- ;)x(k(x,t) ;)u x,t,u I nu 2 2 
l i m L (O , T; L ( JR) ) == O 
11 vil v -+O 11 ull v 
Para isto façamos as seguintes observações: 
00 
i) Como f E C (IR x (O , T) x IR ) 
lf(x,t,u+~u) - f(x,t,u) ()f (u)tml ' 1 dU -2 
uE B(r) 
2 -
0 f(x,~,u) I IL~ul2 
dU 
onde B(r) e uma bola de raio r contendo u e u+Au. 
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ii) Usando os teoremas de imersao de Sobolev e a definição do 
espaço V 
sup sup lu(x,t) J <a: sup llu(·,t)ll 1 < a:llullv < + oo 0 < t < T xE IR 0 < t < T H ( IR ) 
e como 11 6 ull V ~ O , podemos tomur 11 1\ ull V ' d ' + '" e, unalogamen-
te, sup sup I 1\u (x, t) j ·" O:d. Port<:into 
O< t'T xC:IR 
sup sup ju(x,t) - u(x,t) I < a:(llullv + d) < + oo • 
O<t<T xEIR 
De (i) e (ii), conclulmos que 
()f J jf(x,t,u (),(,t))- f(x,t,u(x,t)) - ()u(x,t,u(x,t))i\u(x,t) < 
1 
<-
- 2 max. 
u EB(r) 
2 -
.J () f(x,~,u) I IAu(x,t) 12 
u 
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com a escolha r= cr(//ullv + d) "' + "' . 
Pelas propriedades de f(·), cxist~ então uma constante C 
tu.l que para todo (x,t) c m / I 0,'1' I 
;)f if(x,t,u(x,t) + l1u(x,t)) - f(x,t,u(x,t)) - (x,t,u(x,t))Liu(x,t) 
?JU 
I ~ '2 < C uu(x,t) I • 
Portanto, 
d f 11 llf(x,t,u+6u) - f(x,t,u) - ~ (x,t,u)Lu 2 2 
ou L (O,T;L (JR)) 
------------------------------
J
T (o:' 
(o j_oo cj6u(x,t) i 4dxdt) 1 / 2 
< < 
c·r1 / 2 ( sup 11 6u ( · ,t) 11 4 ).
2 
O~t~T L ( JR) 
Mas outra vez usando a definição de V, a definição de norma em um 
espaço normado que é a interseção de outros (soma das normas) e a 
imersão continua H1 ( JR) C L 4 ( JR) (Sobolev) temos 
11 6 u/1 V _:_ 11 6 ull = sup 11 u ( · , T) 11 1 _:_ C sup 11 u ( · , t) 11 4 c0 (o I T; H1 ( JR ) ) O<t<T H (JR) O<t<T L (JR) 
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Assim, como llllullv---+- O temos sup 11 u ( · , t) 11 4 --+ O 0/t'T L (IR) 
e 
;)f 
llf(x,t,u+ u)- f(x,t,u)- ;)u (x,t,u)/'.ull 2 2 , L (O,T;L (IR I) 
1/2 2 CT ( sup 11 u ( · , t) 11 4 ) O~t.5__T L (lR) 
. ·----------
1/2 C'l' sup llu(·,t)ll 4 (3.56) 0/t··T L (IR) 
sup llu(·,t)ll 4 O<t<T L (IR) 
que vai para zero quando 11 L\ull V ___.. O e o resultado está provado. • 
m Para falar da convergência da sequência {u } qerada pelo me-
todo de Newton, começando de alqum ponto o u , suponha-se primeiro 
que 
1 
u 
existe. Assim pode-se calcular o prõximo ponto , 
o o -1 o 
u - [ P 1 ( u ) l P ( u ) e as constantes 
11 [ P I (uo)]-111 2 2 
i( v, L (o I T; L ( IR ) 
1 o 11 u - u 11 < fl 
o 
< B 
o 
B 
o 
e n , tal que 
o 
onde i(V,L2 (0,T;L2 (IR))) e o espaço de operadores lineares de V 
2 2 
em L (O,T;L (IR)) e r e o operadot inclusão neste espaço. 
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A seguir descreveremos um teorema que assegura a existência e a 
convergência da sequência gerada pelo método de Newton em espaços 
v de Banach como foi formuléldél por Kélntorovic. 
'l'EOimMA 3. 1 O. Se 
o h = B fl K < 1/2 
o o 
em éllquma bola fechada 
então a segu~nciél (3.54) que começa em 
- o 
U (u , r) e 
o 
u con-
verge à solução - o u* de (3.47) auc exi stc no U (u , r) sempre que 
r > r 
o 
1- /0lli 
o 
_____ h ________ no 
o 
A prova deste teorema fornece um m~todo de c~lculo da solução de 
(3.47), porque d~, não s6 as condiçbcs de existência deu*, mas 
também d~ informação sobre regibes onde a existência e unicidade de 
' 
-u* sao asseguradas e uma estimativa do erro, cometido, ao calcular 
os te:çmos m u da sequência gerada pelo método. Do ponto de vis 
ta prático a escolha de o u d0termina, de fato, a existên 
Quando [P' (u0 )]-l existe, então calculam-
se as constantes B , n ; loqo seriél necessário conhecer 
o o -
alguma 
o 
coisa com respeito ao comportamento de 11 P" (u ) 11 em umél vizinhança 
de u0 , e assim completariamos as condiçbes do teorema. Dependendo 
do problema a estimativa da I!P"(u0 )1! não é dificil. Para o opera-
dor (3.46), por exemplo, a partir de sua derivada o P' (u ) = 
temos 
o o P"(u) = -f"(u )I 
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(3.57) 
que depende s5 da funçâo forçante; trabalhando em uma vizinhança; 
de o . u , de raio 1. A norma do operador P" (u0 ) que se usa e a do 
espaço de operadores lineares .C (V, L (V, L 2 (O, T; L 2 (IR ) ) ) ) . Aqui, e a 
seguir f' e f" indicam derivadas parciais de f com respeito a u. 
Voltando ao nosso problema de aplicação. adotaremos que 
k(x,t) é constante e que f(x,t,u) vai depender somente de u; en-
tâo os operadores 
P(u) 
o ~ 
P e P' ( u ) sao 
.. 2 
;Jt 
'} ~ - f (u) 
;)x 
A fim de gerar a sequência de aproximaçoes sucessivas {um} a 
u* colocaremos primeiro a equação linear que devemos resolver 
m 
-P(u ) , m 0,1,2, ... 
com u
0 (x,t) escolhido tal que seja a solução de 
o (x,t)E m X r O,T] (3.58a) 
: ';, 
u(x,O) = u (x) 
o 
X .E JR. 
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(3.58b) 
Definamos m+l m+l m w (x,t) = u (x,t) - u (x,t) com isto, (3.58) 
pode-se escrever 
(3.59a) 
Pelo fato, que devemos ter m m+l u (x,O) = u (x,O) = u (x), 
o 
com m = 
= 0,1,2, ... , Zl reL1ciío qu,c: dc:finr~ i:l condiçiío inici<ll -da e(jU<lÇêlO 
(3.59a) é: 
wm+l(x,O) O 1 m l 1 2 1 3 1 • • • • (3.59b) 
A equação (3.59) e uma equação linear parabólica, que resolveremos 
usando o método de Crank-Nicolson-Galerkin que foi estudado no ini 
cio da seção 3.3. 
Descreveremos él seguir a nplicação da aproximação Crank -Ni-
colson-Galerkin para a equação (3.59). De (3.59a) tem-se 
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awm+l 
at vdx 
awm+l av 
k dx Cix Clx 
("' 
) -oo 
f '( m) m+l d U W V X -
- Joo ( Clumv - k Zlum 0v m --- - f(u )v)dx dt dX JX 
-W 
'• 
(3.61) 
- - -As equaçoes (3.60) e (3.61) vao ser chamadas equaçoes du iteração 
m+l do método Newton-Galerkin, com m = 0,1,2, ... 
Para calcular a solução da iteração l (m = O) vamos precisar de 
o - -
u (x,t), soluçao da equaçao (3.58). Ao cálculo da solução de (3.58) 
chamaremos iteração zero. 
,.,. _Jn+ 1 
1 Vamos chamar à função w : [O, T] -+ Mh de função aproxim~ 
m+l m+l d 1 - . d d m+l da de w no espaço Mh e U , e so uçao aprox1ma a e u 
(onde Mh e Um+l como foram defirtidos no Capitulo II), portanto 
wm+l(x,t) = m+l a. (t).p. {x) + 
l l 
Id+ l ( ) ( ) 
+ aN+l t .PN+l x,t (3.62) 
: '.. 
-Substituindo (3.62) em (3.61) obteremos um sistema de equaçoes di-
ferenciais ordinárias 
(3.63) 
onde as matrizes GAK e GBK são as mesmas que, no caso do vetor GF 
linear, na secção 3.3, e na subseção anterior 3.3.1. Sendo que a matriz GAK é: 
o o o 
. . . . . . . . . 
o o 
x3 x4 x4 
o I . f I (r}") I{! l3dx I f' (r.i")I{J;(x)dx f' (tfl)I{J 3'1' 4dx o o 
GAK(t)"' x2 x2 x3 
o o 
"N 
J"N+l r"N+l o o r f' (r}").pN-l'i'N dx f I (tfl)'( ~ jx f' (tfl)-;rf'N+l dx 
-~-1 ~-1 )~ 
o o o 
- .... -: 
e o vetor GF e como segue: 
GF (t) = 
x2 ~ 
I 
a~ ~~u~ 
- -oo(f'Lfll<P 1 (x,t) - ", t <P 1 (x,t) -k- -- (x,t)dx u ;)x ;}x 
r~+l 
J ~-1 
,_Jl1 J<P2 
-k _uu_ -- (x) )dx 
0x Clx 
(f (tfl)<PN (x) Cltfl <P (x) - k atfl 
at N ;)x 
Joo tfl ' Cltfl Cl N+ l - N (f' (tf1)<PN+l (x,t)- ~t <PN+l (x,t) -k ~ Clx (x,t))dx 
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'• 
,. 
Finalmente, discretizando no tempo para resolver (3.63), usando di 
ferenças finita, segundo Crank-Nicolson, obtém-se 
( 3. 6 4) 
-m+l -
onde ak e a aproximaç~o do vetor a(t) na iteraç~o m+l e no 
tempo tk , 
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-m+l -·rn+J 
-m+l 
U, k+l/2 = 
ex, - rx 
__ k_+_l ___ k_) 
c 
2 
Com os resultados anteriores estamos em condiç6es de fazer ~ 
os c~lculos a fim de obter a soluçâo aproximada cara o problema. 
CAPÍ:'rULO IV 
ASPECTOS COMPUTACIONAIS 
Neste capitulo descreveremos os ilSpectos relacionildos com o 
cálculo da soluç3o aproximada do problema. Isto será feito aprovei 
tando a vantagem que o método de elementos finitos tem, e que, de 
forma breve, consiste em estabelecer o problema em cada elemento, 
para logo juntá-los e obter a forma final da aproximação do probl~ 
ma. Este Último procedimento ser iJ chilmi1do mon taqem. Finalmente, apr~ 
sentatemos alguns detalhes da implementaç~o computacional dos m~to 
dos descritos na seção anterior e uma breve descrição das rotinas 
mais importantes. 
4 .l. MONTAGEM DAS EQUAÇÕES A PARTIR DOS ELEMEN'IüS FINI'IDS E INFINITOS 
A fim de obter as equaç6es por elemento, vamos supor um doml 
~ 
nio X, uma triangulação Th = {Ki, i=l,2, ... ,Nh} de X e que o esp~ 
ço de aproximaçao Mh associado, de dimensão finita seja um ele-
mento de uma famllia Sk . Com l < k < r com as condiç6es acima 
,r 
o problema (2.2), em qualquer elemento 
creve-se 
A 
K. 
l 
e todo V E M h h es-
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aue éJUe e r, h e JA k(x,t) h ZlVh dx r e e ( 4 .l) Clt vh dx + JX Clx I ~ f(Uh)Vh dx K. K. JK. 
l l l 
e e 
- restrições 
~ 
onde v h e uh sao de v e uh ao elemento K. res-h l 
pectivamente. 
Nas integrais em ( 4. l) estamos usando coordenadas x originais 
para explicar como as contribuições de cada elemento serão usadas 
para gerar as matrizes finais e o vetor forçante final. Os cálcu-
los dessas contribuições serão, na prática, feitos sobre um elemen 
to padrão (referencial) em termos de coordenadas normalizadas lo-
cais ~, ver fig. 4 , e logo serão transformadas às coordenadas apr~ 
priadas para cada elemento. 
X. 
l 
K. 
l 
X 
~ = •r(x) 
[----
-1 
- X. 
l 
Figura 4 . 
elemento padrão 
o l 
'• 
' 
Lembremos agora que, pelo m~todo escolhido, 
a forma 
N 
e 
2: 
j=l 
e e 
c1. {t)<P. (x) 
J J 
onde N e o numero de nos em K. e as funções 
e 1 
-
,., 
e 
uh em (3.1) 
e 
<,Q. 
l 
-sao as 
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tem 
(4.2);· 
fun-
çoes de forma para o elemento I\. (N 
1 e 
2 neste trabalho, com ex 
-ceção dos elementos K1 e KN+l que sao elementos especiais) e os 
valores de e -a. {t) sao os valores ue 
J 
e ul.- ( x . , t) com 
l ~ J j =l,2, ... ,N e 
Substituindo (4.2) em (4.1) e escolhendo V~= <P~ chegamos a 
um sistema de cquaç6cs diferenciais ordin~rias 
N 
e 
JÀ ) : j=l K. 
l 
;) (<P~<P~) 
__ J_l __ 
:) t 
= ( J À K. 
l 
e dx + <P. 
l 
N 
e 
f( 2.: 
j=l 
N 
e í k (x, t) I' 
j=l J ' K. 
]_ 
e e e 
o. . <;; • ) <P • dx 
J J l 
ou escrito, matricialmente 
EBK (a e ) I + EAK a e -e EF ( Ci ) 
e e e ;.) ( u . <P . ) ;.) <P . 
J J L dx ;.)x ----rix 
-onde as matrizes, que chamaremos de matrizes elementares, sao 
( 4. 3) 
( 4 • 4) 
EBK = (IA 
K. 
l 
e os vetores 
e c~ 
lfJ .lfJ • dx) 
l J EAK 
( 
( ! ,, k (X, t) 
J K. 
]_ 
-e e e c 
et = (ex 1 ( t) , a 2 ( t) , ... , rxN ( t) ) e 
c 
N 
e 
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'J '{) . ~'{) . 
l J dx) ;)x 8x 
f ( 2: 
j=l 
e 
a . ( t) lfJ • ( x) ) lfJ • ( x) dx) 
J J l 
Os c~lculos numêricos s~o feitos supondo k(x,t) constante e 
normaliZando o tempo final ao valor de 1. Assim o c5lcuJo das in-
tegrais que formam os sistemas são feitas usando integraç~o numêr~ 
ca, especificamente a regra de quadratura de Gauss; nos elementos 
finitos usamos três pontos de Gauss e, nos elementos infinitos usa 
mos sete pontos de Gauss. 
No que segue vamos justificar, basicamente, o fato de traba-
lha r elemento a elemento. Para isto vamos dar algumas definições: 
sejam X = IR, Sl = [Q.,L], uma partição TI de IR, TI -CXl = X < Y. == 
c c o 
xl < x2 < x3 < ... < XN < X N+l = L < XN+2 = 
00 onde N e o numero 
de elementos da triangulação de í~. Além disso, denotemos = 
Vamos agora descrever. a montagem das matrizes finais a par-
tir das matrizes associadas a cada elemento. Para facilitar a 
'• 
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exposição separemos em dois casos: 
CASO 1: FORÇANTE INDEPENDENTE DA SOLUÇÃO u.- Usando as notaçÕes 
'• acima e o sistema (3.4) 1 vamos ver como resultam os sistemas por , 
elemento apresentado em (4.3) 1 e com isto ter uma id~ia de como 
fazer a montagem final do problema. 
Escrevemos a linha i :f 1, N+l -do sistema da equaçao (3.4) 
<P. 1 (x)cp,(x)n~ 1dx + l- l 1-. 
xi+l 
+ r <P ._ (X) •P . l (X) ex -~ l ( t) dx + J 1 l+ 1+ X. 
l 
2 
cp . ( x) n .' ( t) dx + 
1 1 
X. í l 
) X j·-1 
;!<{J • l (X) k __ 1_-:=.._ ___ _ 
:;x 
;J<{J • (X) 
1 (')_. (t)dx 1-·l 
( 4. 5) 
J
xi+l 'd<P. (x) 2 
+ k( ~x ) ai (t)dx + (i+l k 
Jx. 
3<P. (x) 
l 
()x 
(l.p i+l (x) 
'dx ni+l (t)dx = 
X. 1 l- 1 
X. l 
= J l+ f(x 1 t)<Pi (x)dx . 
xi-1 
Façamos agora as seguintes observações: 
i) o lado esquerdo de (4 .S) e i qual a: 
X, 
J
( 1 </) • 1.; . a~ 1 ( t) + 
1- 1 1-
xi-1 
X, 
f 1 (.P • ) 2(1. ~ ( t) 1 1 
xi-1 
X. 1 f l+ "'~a~ ( t) + 
1 1 
x. 1 
,xi+l I ~ ..; a., 
Jx. i i+l i+l 
l 
X. :-,.. ' 
f 1 <>r.l.:v. + k- ·1 -- ~a. (t) + ax- ex 1-1 
xi-1 
X. #. 
f l k<a/la1 (t) 
· xi-1 
+ 
rxi+l ~i 2 ?i+l 2-:. ' " O'i'i+l 
+ 
! k(axl ai (t) + J k ---2:. ~aí+1 j X. ax X. 
l 1 
ii) ~ lado direito de (4.5) torna-se 
X. 
r 1 
J 
xi-1 
f(x 1 t)<P.dx + 
l 
f (X 1 t) '{J • dX 1 
l 
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a esouematização feita nas observações acima dá wna idéia da relacão que exis-
te entre os cálculos dessas integrais com o elemento associado. Lo 
go as matrizes elementares EAK, EBK e o vetor EF do elemento 
~· 
~ 
K. I 
l 
i :j 1., N que concordando com (4.4), sao 
(i+l 2 dx (i+l dx <P. <P.<P.+] l ) X. l ]_ -X. 
l l 
EBK = ( 4. 6a) 
(i+l 
<P i <P i +l dx 
(i+l 
' ) 2 dx I \<P i+l j X. X. 
l l 
EAK = 
EF = 
(i+l 
) X. 
l 
X. 
r l 
) X. 
l 
rxi+l 
) X. 
l 
(i+l 
x. 
l. 
u<P i 2 
k (-., -) dx 
o X 
f(x,t)<P. 
l 
f(x,t)<P. 1 l+ 
(i+l ()<{!i 
I k(-;:;--l 
) oX X. 
l 
(i+l 
I 
) X. 
l 
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d'{J . 1 
( ()~+ ) dx 
(4.6b) : 
(4 .6c) 
Pelas formas das matrizes elementares, podemos concluir que a mon-
tagem das matrizes finais (ou matrizes globais) GAK, GBK e o vetor 
GF, podem ser feitas seguindo o esquema da figura 5. Estes resulta 
dos indicam que devemos reservar espaços na memória de um comput~ 
dor para duas matrizes de (N+l) x (N+l), duas matrizes (2x2) e tam 
bém para dois vetores de tamanhos N+l e 2, tais que seus conteúdos 
v~o variar pela depend~ncia da vari~vel tempo que a funç~o f e 
as funções <Pl , <PN+l tem. 
Em slntese, essa montagem, algebricamente significar~,em no~ 
so exemplo, mexer com as entradas diagonais, somando a segunda 
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entrada da diagonal da matriz elementar c.lo elemento K. l él prime.!_ l-
/ 
r a entrada diagonal da matriz elementar do elemento K .• Para o v e 
l 
to r forçante, neste caso, deve somar-se a segunda componente do v e 
A A 
tor elementar K. 1 l- ã primeira componente do vetor elementar K .. ~ l 
~fl -l ~~ 
"/,. ~ . . 
/\ IJ . I 
~--~-
tJ 
/\ 
J.._~ 
1\J l!-tj 
l l . - 1 
-'rl/ ~~/." G4~ OI.J 
Fiqura 5 
Finalmente o primeiro e o ~ltimo elementos, K. ,i=l 
l 
GF 
e N I 
vao ter um tratamento especial pelo fato de nosso problema não ter 
fronteiras. Os cálculos das primeiras entradas diagonais das matrl 
zes EAK, EBK e EF, associada a elementos K1 , e das segun-
das entradas diagonais dessas mesmas matrizes, associadas ao ele-
menta KN são explicados a seguir. 
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Consideremos, por exemplo para o Último elemento KN , as ma 
trizes EAK, EBK c o vetor EF que SQO 
FAK= 
EBK= 
EF = 
f~+ 1 d<pN (x) 2 k( 3x ) àx ~ r~+l I )~ d<,.~N+ 1 (x) ----=-.:_:_:=._- àx ;:lx 
r~+l ()pN(x) ;}pN+l (x) (~+1 ()pN+l(x) 2 (" ()pN+l (x,t) J k( 3x )( Zix )dxL k( lx )dx+J --::lt-<PN+l(x,t)dx 
~ ~ ~ 
J~+l (.pN+ 1 (x)) (<PN (x) dx ~ 
r~+l 
j ~ (.pN+l (x)) (<PN (x)) dx 
( n• 2 
I ((,ON+l (x,t)) dx 
)~ 
f 
(X) 
~ 
f(x,t).pN+l (x,t) 
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Pela c;onformação das entradas nas matrizes acima, lembrando 
a definição de funçao b~sica ~N+l(x,t) em (2.6), os c5lculos di-
ferentes aos anteriores, que precisamos fazer são: 
i i) 
iii) 
2 2 
;) ~ N + l ( X I t ) 
-----~-- -------- ~ dx 
,;t N+l 
XN+l -X 
e xp ( ----------) + 
2k+t 
2 2 
dx 
XN+l -X 
cxp(---+-)dx + 
2k t 
X ( N+l 
+ J X 
N 
;)~N+l 2 (---) dx 
:lx 
2 2 
r
co x_ -X N+l ' j exp (--+-) dx + 
X 
r 
N+l 2 (~N+l (x)) 
~+1 2k t ) X N 
dx 
As integrais em i) e ii) formam a segunda entrada de EAK, que inte 
grando por partes, transforma-se em 
(i)+(ii) = 
+ 
r (X) 
) X 
N+l 
X 
+ f N+l 
XN 
2 2 
exp(-
X - X N+l 
2k+t 
o 
;).pN+l (x) 2 ( ·---, --) dx 
,)x 
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)dx + 
(4.7)' 
Em (iii), em (4.7) e as outras entradas necessárias com inte 
grais relativas ao intervalo [ xN, x 1 I, o valor é calculado na mes N+ 
ma forma que no caso dos elementos diferentes de l e N usando 
quadratura gaussiana (de três pontos). Mas as integrais definidas 
em rxN+l' oo) sao obtidas fazendo uma oproximaçao 5 integral da fun 
-çao somente, pelo resultado obtido em ( 4. 7) . 
A aproximaç~o mencionada acima ê estimada como segue. Obser-
ve que 
2 2 
X XN+l -
exp(------------)dx 
2k+t 
o 
= f 0 exp ( 
XN+l 
2 2 
+ f" 
a 
X -X N+l cxp (------) dx 
. 2k+t 
o 
portanto, se o valor do segundo termo de (4.8) 
para todo t E (O, l] , e'ntão 
)dx + 
( 4. 8) 
-7 fosse menor que 10 
2 
XN+l -X 
exp(----) 
2k +t 
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( 4 • 9) 
Falta somente saber, para que valor de a a integral restante sa-
tisfaz a condiç~o do erro, mencionado acima; majorando obtemos 
2 2 2 2 (00 XN+l -x Joo XN+l -X XN+l -a + exp( + < exp(-----) CC: 2k t exp(----) ( 4 .lO) ) a 2k+t o + 2k t u 2k t: 
o o o 
Fazendo avaliações para o lado direito de (4.10), com valores de 
t E (O!T], obtemos o valor de a que faz que este seja menor do 
que 'i -7 10 , o que para o trabalho resultou 2 a = x + 26· e N+l I foi o 
valor que colocamos na rotina que avalia a aproximaçao em (4.9). 
Os cálculos das integrais para o primeiro elemento são fei-
tos em.forma similar, ao acima exposto, aproveitando que a função 
2 2 2 2 
Xl - X ~+l -X 
exp( _ e uma funç~o simêtrica, o mesmo que a exp( + 
2k t 2k t 
o o 
Lembramos ao leitor que normalizamos o tempo final T para 
T - l. 
CASO 2. FORÇANTE DEPENDENTE DA SOLUÇÃO u.- Neste caso a montagem 
das matrizes globais vão ter algumas modificações, so no método de 
Newton-Galerkin, mas as·maiores modificações caem no cálculo do 
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vetor forçante. O c~lculo desse vetor tem de ser feito componente 
a componente, significando rotinas diferentes segundo o m~todo ado 
tado. 
Para a montagem das matrizes GAK e GBK, usando o m~todo Ga-
lerkin com o procedimento Crank-Nicolson extrapolado, usaremos as 
mesmas rotinas que para o caso l. Mas para calcular o vetor força~ 
te construlmos a rotina F'ORÇANTE que cillculc-• o componente a compone~ 
te, ou seja, elemento por elemento. Assim por exemplo a componen-
te i 'I 1 e N 
GF(~ ) 
s i 
X. l 
= r 1.+ 
) 
X. l l-
(i+l 
) X. 
l 
do vetor GF, pela equaç~o (3.40) tem-se: 
A 
f(U )<P.dx 
s l 
f ( r'( I . <P . + u. 112 . <P • ) <P • dx + S -f- l 2 I )_ )_ - l S-J-- 1 L l l 
( 4 .11) 
f(cx 112 .<P. +c~ 112 .<P. ])<P. dx S -j- . 1 l J S \- - 1 ]. 1 -j- .. J. 
N 
onde 0 = &s+l/2,l<Pl (x,t) + L: &s+l/2 1i<Pi + âs+l/21N+l<PN+l (x,t) i=2 
e 
A 
as+l/2,i 
po ts+l 
definido em (3.4lc) e,~ o valor extrapolado do ex. 
l 
no tem 
-Finalmente, a primeira e Última entrada do vetor GF sao cal 
culadas mediante 
I{ 
r 
xl 
J _().) 
+ r 
x2 
)X 
1 
A 
f ( et s +lI 2 1 ( <P 1 ( :< I t) ) <P 1 ( x I t) dx + 
,, 
f (ex <P 1 + r~_ <P 2 ) <P 1 ( x) dx s+l/2 l s+l/2 2 
X ( N+ 1 r, 
, f(a 
<PN + c~ N+l <PN+l) N+l (x) dx + 
JXN s+l/2 N s+l/2 
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Pelas ~xpress6es acima, tamb~m s~o feitas estimativas para as in-
tegrais ao infinito como no caso 1. 
A montagem no m~todo Newton-Galcrkin das matrizes GAK e ·GBK 
e feita como no caso 1. Embora observando a equação (3.63) encon-
tramas uma outra matriz, GAK que depende da primeira derivada da 
função forçante e vai ser calculada em cada elemento usando as ro-
tinas LINEAK e QGAUSLI. Mas da equação (3.64) as matrizes GAK e 
GAK juntam-se a fim de calcular a solução aproximada. Alguns de-
talhes desta montagem s3o apresentados a seguir. 
Na montagem da matriz GAK precisamos definir matrizes elemen 
tares EAK , que tem a forma: 
EAK. = 
l 
xi+l 
f Df(n.mk.'P.+<P.+tfmk. lcp, 1) l l 1. -..1+ l+ x. 
l 
igual ao (1,2) 
<P. cp,dx -
1. l 
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definido para os N-2 elementos da região limitada ~1 == [ -L,L] ou se-
ja i = 2, 3, ... ,N·-l,e onde 
mada na iteracão m, no no 
" 
derivada da função forçante. 
t'l' 
X. 
l 
e o coeficiente da solução aprox! 
e no tempo k6t. O Df representa a 
Tamb~m~a matriz elementar EAK relacionado ao primeiro e Glti-
mo elementos precisam ser cornplett:tclos com as inteqrt:tis ao infini 
to. Com respeito ao primeiro elomentci 5 entradt:t EAK 1 (1,1) e incre 
X 
mentada com o valor de f_~ Df(a~1<P 1 (x,t))<P 1 (x,t)dx, e com respe! 
to ao Gltimo elemento, a entrada EAKN ( 2' 2) e somada o valor 
O resultado das matrizes elementares EAK é diretamente a~regado 
a matriz GAK na montagem, assim não precisamos um espaço, a mais, 
na memória do computador para a matriz GAK . 
O vetor forçante,'no método Newton-Galerkin , e calculado 
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componente a componente mediante a rotina FORÇANEW. A fim de apr~ 
sentar algumas peculiaridades de rotina FORÇANEW explicaremos 
uma aproximac5o que foi preciso fazer. 
Considerar a componente GF'. I j J - 1,N+l, que sequndo a equaçao 
(3.63) ~ de forma 
=-((j+l CllJm (j+l ;)um d<P . GF. ( t) l{J. dx- _J dx-
J ()t J é)x ;)x 
X. l X. 1 J- J-
onde 
Assim substituindo (4.13) em (4.12) obt~m-se 
GF. ( t) 
J J
xj+l 
- ( 
x. l J-
(j+l 
- I 
) 
X. l J-
j+l 
j-1 
j+l 
f( L: 
j-1 
m Zl(o:.<P.) 
l l dx <P. Zlt J 
m 
o: . <P • ) <P • ) dx ) 
l l J 
X 
r 
j+l 
-
J X. l J-
(j+l m f (U ) lfJ. dx 
J 
X. 1 J- (4 .12) 
(4.13) 
j+l d<P . d<P . 
k L: m l J dx (t 
dX Clx-i=j-1 
( 4. 14) 
-. 
' 
onde precisamos calcular 
rn do:. 
l <lt . O valor desta derivada vai ser es-
timada usando a aproximação seguinte: 
m du .. ( t) 
~ 
dt 
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m m Ct..(t+/lt)- r<.(t-1\t) 
:::::: -~------ ____ :L _______ _ 
21\t (4 .15) 
-que, segundo sua expansao de Taylor, assegura uma aproximaçao de~ 
ordem (llt) 2 . 
O computo de GF. , na prâtica, fica ent~o aproximado por 
J 
'i 
X. 
+ r J 
J X. 1 J- ..... 
x. m m 
r J 'cxk+Jri-1- (tk-1 '-1 
"-. J I \ ----'-------- --- -·---) 
X. 1 J-
m 
cxk+l,j 
+ 
2!\t 
m 
- a . 
k-l,J <P .)<P. dx + 
2llt J J 
J<P • 1 d<P . 
m J- + rxm J) + 
k(o.k,j-1 Clx kj ZJx <Pj 
X. 
( J 
I 
J X. 1 J-
m m -
f (ex k . 1 <P . 1 + cxk . <P • ) <P • dx J- J- J J J 
X. 1 í J+ 
+ aprox [- (i dx 
Jx. 
J 
(j+l 
Jx. 
().p · m 'd<P • 1 
k ( (,m -~ + ro -~-=!::_) .~ . + ... ) l . 
•kj dX ••kj+l ~X ~J 
J 
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Por Último, damos al9uns detalhes do cálculo da componente 
GF 1 ; a componente GFN+l tem um cálculo análogo ao de GF 1 . O GF 1 
é avaliado segundo a expressão 
x2 
r 
- I 
J -00 3
3t (a~<Pl (x,t) + n~<P 2 ).,o 1(x,t)dx + j -cn 
m ;),p 2 (x) 3.,o 1 (x, t) + n
2 
---)------ clx + ~)x ,lx 
isto divide-se em duas partes, uma 
x m m 
;).,o 1 :J.,o 2 ?J.,o l r 2 de~ 1 du 2 
.,o2).,o1 (x) m m -{ [(- <Pl + dt - k ( (j -, -- + r:t2 --) ) dt :),x ;)x ;)x 
xl 
e a outra, que e a integral ao infinito seguinte 
x m 
f 
1 da 1 m Zl .,o 1 ( x , t ) 
-[ ( ,, (x t) -1 a - --)·" (x t)dx-dt 't'l I - 1 Clt 't'l I 
-oo 
m J<,O 1 (X I t) 2 
ka (----) dx 1 3x 
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No caso da componente GFN+l a .int<''Tral no infinito CJUe precisamos e 
m 
J
L>) d(o: ) 
( ( -d ~ + ]: <P N + 1 (X ' t) 
XN+l 
m 0<PN+l (x,t) 2 (" 
kcxN 1 ( ;) ) dx -. + ,x J 
XN+l 
m 
f(nN+l<PN+l (x,t) )<PN+l (x,t) )dx. 
As integrais ao infinito --sao, também, aproximadas usando a estima-
tiva expressa om (4.10)-
4.2. DESCRIÇÃO DOS PROGRAMAS 
Apresentaremos nesta seç~o uma descriç~o da estrutura global 
dos programas desenvolvidos para achar a solução aproximada do pr~ 
blema parabÕlico (3.1) com condiç6es inicial e sem fronteiras, on-
de por simplicidade k(x,t) vamos tomar como uma constante. No fim 
apresentamos o diagrama de blocos dos programas. 
Do ponto de vista do usuário, os programas que chamamos de 
EVO EXTP e EVO NEW 2, segundo o método utilizado, consiste em três 
unidades funcionais: Pré-processo, Processo e Salda (ver Figura 6). 
Pelo fato do modelo de elementos finitos emnregados (explic~ 
tamente uma região limi-tada simétrica, Çi, = [ -L,L], elementos finitos 
' ' 
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do mesmo comprimento e partição em tempos iguais), precisamos de 
urna quantidade de dados que podem ser gerados internamente e tarn-
b~rn de outros dados de controle que -v ao ser lidos no arquivo 
FOR022.D6T e FOR024.D6T, segundo o rn~todo, respectivamente. A 
geração e leitura dos dados constitui a unidade Pr~-Processo. 
Os câlculos das matrizes elementares, a montagem das rnatri-
zes globais, o cálculo do vetor forçante e a solução do sistema de 
equações globais formam parte da Unidade Processo que ~ de irn-
portáncia central. 
A unidade Salda dos proqrarnas varia com o rn~todo usado para 
resolver o problema, assim, ou simplesmente imprime os valores nos 
nos em um tempo fixado da solução ou calcula tarnb~m, o erro máximo 
obtido de iteraç~o em iteraçao no m~todo Newton-Galerkin. 
Os programas EVOEXTP e EVONEW2 foram escritos em lingua-
gem FORTRAN, rodado em um computador da Digital Equiparnent Corpo-
ration VAX/VMS versão V4.3, em precisão simples e os gráficos obti 
dos na impressora PLOTTER do VAX. 
SETINT 
Calcula os 
dados para 
integração 
numérica 
EVOEX'I'P ou 
EVONEív2 
chama as unidades 
básicas 
_____ l ________ ------· 
__L_ ______________ _ 
L 
PREP 
Pré-Processo -chama 
rotinas que lê e 
geram dados 
PROC ____ / 
i 
Processo:Forma! 
e resolve o 
I 
, si s tem-:1 de equa I 
I -f 
I -· l 
lçocs Globais do problema 
Figura 6 - Diagrama Geral dos Programas 
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_j_' 
I SAÍDA 
I Imprime a 
I solução e 
'r 
I calcula 
los erros 
L,.__ _ __j 
A seguir escreveremos uma relação com o nome das variáveis usadas 
nos dois programas e também o diconário das rotinas principais en-
volvidas. 
VARIÂVEIS:-
N,NN - Nfimero de nos por elemento, neste caso é dois. Nfimero de 
pontos gaussianos para a integracão numérica. 
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X(·) -Vetor das coordenadas dos nos. 
XI(NN,NN) ,XIV(NN) -Matriz dos valores dos pontos de Gauss usados 
para integraç~o dos elementos finitos. Vetor contendo os va-
leres dos pontos de Gauss para integração dos elementos in-
finitos. 
W(NN,NN) ,WIV(NN) - Matriz e vetor respectivamente dos pesos para a 
quadratura gaussiana. 
EAK(N,N) ,EBK(N,N) -Matrizes elementares j~ definidas na seção 4.1. 
NNODE,NELEM,NTEMPO - NÚmero de nos, numero de elementos total (fi-
nitos mais os infinitos), núme~o de intervalos no tempo. 
GAK(NNODE,NNODE), GBK(·,·) e GF(·) -Matrizes globais do sistema de 
equações diferenciais definido no capitulo III. 
ALFA(NNODE,NTEMPO+l) ,TETA - Matriz das soluçÕes no m~todo Galerkin 
com aproximações Crank-Nicolson extrapolados 
EVOEXTP. Parâmetro do m~todo (O) 
no programa 
ERR(NTEMPO) ,LAM,IT - Vetor do erro cometido em cada nlvel do tempo. 
Parâmetro do programa EVONEW2, usado para resolver o problema 
' ' 
90 
dU Clu 2 
- = k -- + À f ( u) , com O < À < 1 3t 2 dX 
(4.15) 
até chegar ao nosso problema, com À 1. Contador do numero-
de i·terações. 
ALFA(2l,NNODE,NTEMPO) - Matriz das soluções, considerando como ma-
ximo até 20 iterações no programa EVONEW2, mais a iteração 
zero. 
-NODES(2,NNODE) ,KIND(NELEM) ,NINT(NELEM) - Matriz da enumeraçao de 
nos. Vetor que contém o tipo de funções de forma que vai ter 
\cada elemento. Vetor que contém o numero de pontos de Gauss 
a usar na integração numérica sobre cada elemento. 
BB(3,NNODE) ,BF(NNODE) -Matriz do sistema do método Crank-Nicolson, 
·~rmazenando so a banda tridiagonal e o vetor do lado direi-
to do sistema BBy = BF 
genérica) . 
ROTINAS: 
SETINT - Esta rotina armazena numa memória comum os valores dos 
pesos e coordenadas dos pontos de Gauss, para a integração 
numérica dos elementos finitos. 
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GRULE -Gero os ponlos de Cc~w;:; c~ os pesos respectivos para 
a integraç~o nos elementos infinitos. 
QGAUSS e QGAUSLI- Faz a integraç~o numérica nos elementos infini-' 
tos. 
RTEM - Lê os limites inferior c superior da variável tempo e o nu-
mero de divisões. 
RCON - Lê os parâmetros de controle do programa, isto e, numero de 
nos e nGmero de elementos; 
RNODE - Lê e gera as coordenodas de nos. 
RINI - Nesta rotina atribui-se os valores da condiç~o inicial. 
RELEM - Lê o numero de elementos, o tipo de funções de forma e o 
numero de pontos de Gauss a usar, para cada elemento, final-
mente faz a enumeraç~o global de nós e elementos. 
PREP - Constituído pelos chamamos as subrotinas RCON,RNODE e RELEM. 
RINTEG - Calcula as entradas das matrizes EAK, EBK que est~o asso-
ciadas ao primeiro e Último elemento (os elementos infinitos). 
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ELEM,LI~ - Calcula as matrizes elementares EAK e EBK. Calcula a 
matriz elementar EAK . 
'• 
SIIAPE - Calcula os valores das funções de~ forma e de suas derivadas~ 
ASSMB - Faz a montagem das matrizes GAK e GBK. 
CRANKSOLVE - Gera o sistema linc:ur 13!3 1 =-BJ', onde BB :=C~BK + t,t(O .') + U)GAK, 
e BF = -6t(OGAK(~k-l- ak) + GF + GAKak), basta O = O para 
o método de Newton. 
BANDAfRI - Resolve o sistema tridiagonal sem pivotamento. 
FORÇANTE- Calcula o vetor forçante,no método de Crank-Nicolson ex 
trapolado. 
FORÇANEW - Calcula o vetor forçante no método de Newton (EVONEW2) . 
PROC. - Rotina que faz o cálculo total chamando rotinas de integr~ 
ção, montagem e solução. 
RCHUTE -Atribui o valor, da Última iteração, de ALFA(IT, NNODE 
NTEMPO) ã iteração zero, novo chute, quando o lambda muda 
(ver 4.15) no programa EVONEW2. 
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A seguir apresentamos o diagrama de blocos dos programas 
EVONEW2, EVOEXTP. 
CEV~EX-;;) 
J 
Chama SETINT 
I 
[Cham= RTEH 
' ~ 
Chama PREP 
'I 
I 
! 
Chama RDJI 
TET~_I ~ê na ~ela 
I 
.. '~ _ _.,.,_.J
1
1
1 
Chama PROC 
l até NTEMPO / 
1 
Calcula ALFA (·,I) 
(Para I = 
\ 
Saida 
'• 
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Chama SETINT 
[ Chama RINI 
(Íê nJ tclJ o LAM iniciJl I 
0------
Para l ~ l, a t: (, ,fl'I'EMPO -----------
- ------------------ ---- ---------- ---- I 
---------
I Calcula ALFA(IT, · ,1) L____l -------'---- -------
~ IT = IT + l 
4.3. ENSl\lOS NtJMr::RJCOS 
r1 i I r·t l'tlt ( 
fun~·()C'~> for<,.'dtllf••; <' di f(·t-r·nt r·~:; conU i (;ur•::-i in i(' i ,J i~;. 1\prr·;;,.nt .-Jfii(J': (I'; 
plos usando 200 elPrncntos crn '·'e 20 djvisCÍ<•,; no intrrval0 dc> tr·rnpo 
I o, l I. 
l·:XJ<f~l' LO l 
I 
I 
3 
ll + u 
XX 
11 I ~: , I I) 11 (:<) 
. 
" 
., 
" 
~ 
~ 
,, 
t
05 (<dl'. «I l,O\ 
U, I,)' '> ., (•' 1) 
() 5" f"' $!() 'I i[), I 2) 
aS-'-~•:~~--:z-:00 --~:09 ---r.-.. --re.;--r"~--- Q.i·~ ----re.~~t- --,1~~~ 
WK JIIJ(JJll •ll-IU 'i.I!I[IA!Cn 
O CJU.Q li"JIQ[I(l•l-'.1·'- IJ 
SPI.UC!iO DO PROil. RE!\CAD-DifU(;I'l[l llfl TI-. (l5.r f/C;[I llflr•W 
"' 
:l: 
os:. -6. -.. --~-•. ;;; .. :--_..,,..,. ·"'~~ -·e:-;: •• ;;------'~r-:..,:::---r.ee--z:~ ~~ ----9. 09 ---Ti. ee -, 2: ev 
Jfll(.filll{.oUIIJIU A-"tllf'KI~O I~IA•.5'1.n 
O OIEtt:ILiniTADO=l-,,l,'-.11 
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Continuação do Exemplo 1. 
- ---· ------------ --------- - -------- -·- --- -
SOLUCAO DO PPOB. REACAO- DI F I SAO 1·10 I ?c. 10 .F ltAn l. 1 IIU1P 
I 
I 
I 
I 
N 
r:: 
X 
::J 
l{1 
t-
X 
"' y 
"' 
" 
.,; 
~ 
~: ) 
-6. 00 -4. 00 -2. iie- 0. ~0 
., 
"' 
"' 
"' 
FORO:.tlT!:OUIIJlU Po4<11ET~ 1[ TAo, 062~ 
O O'l:CA LIMIT"DQo[ -6. 0.'- 8 l 
SOLUCAO DO PROB . 
-6.00 -4.00 
X 
DE RE,ACAO-DlFUSAO NO TS=. 25 
e. 00 
X L HU:loU1U.U P~RMETR!J Tt:1Ao.0G2~ Oti[I;A LIMITAD0,[-'-1-'.0l 
------- --------·- ---- ---------
la 00 12.00 
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EXE~1PLO 2. 3 u + u 
XX 
( x-1) 
. 1 . ().'i 
u(x,O) -G2.'.i(x- 1.7) 3 
() 
X ( (-I ' 1) 
X r 11,1.2) 
( J I J t r- ( ) ( • ;-1 ~~ ( l 
Apresentamos os ~r5ficos da condiç~o inicial e tr8s 
a(noximadCJs. 
,., 
.. 
.. 
:: 
.. 
.. 
.. 
al - ----
.. ,_fUII 4, 1'1" 
((}lfllH ttJ ~•Nl ~r,.. 't~ r cn 
on&.J.A ll/11 Tnlol • r ,,111.4. 1111 
SULUCC\0 IID P~IJH. ~LC\UID IJIIU'.C\1! llfJ 11 . fl', 
.. 
. 
.. 
: 
-7.&0~---,.M 
({U)<Unuu Pt:~Uflls:Jr.ro Hln• "'t' 
01'\IT.tl l IM! f MIO • ( '·I,,, 0 J 
... 1. 8ã 
'"-" 
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Continuação do Exemplo 2. 
0J 
>-
f'-
r: 
X 
~ 
::::l 
"' M 
"' 
"' 
SOLUCAO DO PROB. REACAO-DIFUSAO NO T2=. 10 
-6.00 
-•. 00 
. 00 
OnECA L!Mf TADO o [ -G. 0 ,G, 0 J 
HU loUOUil' PAROII:TRO TETOo. i1G2~ X 
SOLUCAO DO PROB. DE REACAO-DIFUSAD 1-.Jfl 17=. 35 
~ 
ai 
~ 
ai 
"' "' 
IL ~ ;:: ~.~., -::: ... """ "~ 
OnECo LJMITADO o [-G.0.b.0J 
. ·-----
X 
!0. 00 lz..oo 
2. 00 
CONCLUSÕES E COMENTÁRIOS 
Entre os dois m~todos de aproximaçao utilizados, o Galerkin 
com o procedimento Crank-Nicolson Extrapolado e Newton-Galerkin, no~ 
sos ensaios num~ricos favorecem o primeiro com relação ao numero 
de sistemas lineares a serem resolvidos e memória. Também a imple-
mentação computacional do procedimento Crank-Nicolson Extrapolado 
resultou muito mais simples que o Newton-Galerkin. 
Com relação à base do espaço de aproximação, as mesmas id~ias 
-utili~adas aqui poderiam ser extendidas a sistemas de equaçoes de 
reação-difusão em uma variável espacial. 
Finalmente, parace-nos que a combinação das técnicas da ana 
lise assintótica junto com o m6todo do Galerkin é Gtil para 
tratar problemas em domlnios ilimitados ou com singularidades. 
' ' 
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