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Nach dem Satz von Carleman cl], [4] gibt es zu jeder auf (-co, co) 
stetigen Funktionf und zu jeder auf ( - co, co) positiven, stetigen Funktion 
h eine in der ganzen komplexen Ebene analytische Funktion g mit 
I f(s) -&)I <h(s) (-co<s<oo). 
In dieser Arbeit sol1 in Form einer allgemeineren Theorie untersucht 
werden, durch welche Funktionenreihen C,“= r a,&(s) anstelle der im Satz 
von Carleman benutzten Potenzreihen g(s) solche asymptotischen 
Approximationen stetiger Funktionen moglich sind. 
Es bezeichnen dazu C(0, co] und C[ - co, co) die Klassen der in 
(0, co) bzw. (-co, co) komplexwertigen stetigen Funktionen f, fur die 
lim, + m f(s) bzw. lim s _ _ m f(s) existiert. 
Wir sagen, dab ein System S von Funktionen K, E C(0, co] (n = 1,2, . ..) 
beziiglich s --t + 0 die asymptotische Approximationseigenschaft (A,) hat, 
falls zu jedem f E C(0, co] und zu jeder auf (0, co) positiven Funktion 
h~C(0, co] mit lim,,, h(s) > 0 eine fur s > 0 absolut konvergente Reihe 
g(s) = a, + C,“= I a, K,(s) existiert mit 
I f(s) -&+)I < 4) (s > 0). 
Entsprechend hat ein System S von Funktionen K,, E C[ - co, GO) bezuglich 
s + co die Eigenschaft (A,), falls zu beliebigen J; h E C[ - co, cc ) mit h 
positiv und lim s---m h(s) > 0 eine auf ( - co, co) absolut konvergente Reihe 
g(s) = a, + C,“= r a, K,(s) existiert mit 
I f(s) - g(s)1 < 4s) (-co<s<oo). 
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In dieser Arbeit werden mit funktiona~a~alytis~~e~ 
hinreichende und notwendige Bedingungen dafiir hergeleit 
S die Eigenschaft (A,) bzw. (A,) besitzt. 
allgemeine Methode zur Herleitung sol 
ngungen besteht dabei einerseits in dem Nat 
asymptotis~hen Approximationen gleichwertig sind mit &-Approx~ati~~e~ 
durch endliche Summen C,“= 1 a,K,(s) auf den kompakte~ ~e~~rne~ge~ von 
(0, co) bzw. f-00, co) bei gewissen zusatzlichen Koe~z~e~~e~~ 
bes~~r~nk~~gen fur die a,. Andererseits la& sieh daraus f~~kt~~~~~” 
analytisch die Aquivalenz von (A,) bzw. (A ,) m’ 
titatsbedingungen zugehiiriger Integraltransformationen 
Speziell fur Dirichletsche Reihen, die in der rechten 
konvergieren, wobei K,(s) = eesRn mit verschiedenen IV,, 
wurden in ES] aquivalente Bedingungen fur (A,) her~e~e~tet. 
ir sagen, dalj eine Folge (a,,) mit 2, > 0 fur em d > 0 entitiits- 
e~ge~s~baft (IHd) hat, wenn fur jedes q > 0 aus 
*cc 
J e 
-‘““&(t) = q-(q++q (n 4 co), 
.I cc jdcx(t)! <co 0 0 
mit normiertem a stets a(t) = 0 (0 < t < 4) folgt. Dabei hei& OL ~o~miert~ 
wenn c1 in jedem t > 0 linksseitig stetig ist mit OS(O) =0. Ferner hat (,I,) fur 
em d3 0 die Eigenschaft (IId), wenn zu jedem 4 > 0, zu jeder 
stetigen Funktion f mit f(s)=0 (SE [q, q+d]) und zu je 
verallgemeinertes Polynom P(s) = C,“= I a,~-‘~” existiert mit 
I fbi - ml1 < 4s E co, q + 4) und 
Im Falle d= 0 ist hierbei die Forderung f(s) = 0 fur s E [q, q + d] durch 
f (4) = 0 zu ersetzen. 
~ffensi~htlich folgt (Md) aus (MO) fur jedes 8> 0, u 
(M,) fur alle c > d. 
Als Erweiterung des Satzes von Miintz zu einer asympt5tis~ 
ation wurde in [S] gezeigt 
SATz 1. Das System S mit K,(s)=e-“n und ~e~schi~d@~e~ a,> 0 
(n = 1,2, . ..) hat genau dann die Eigenschaft (A,), wenn fir (I.,) 
~~g~~scb~ft (MO) gilt, wobei (M,) und (B,) ~~~i~~l~~t sind. 
Im Falle ganzer Dirichletscher Reihen, also fur ($) z fy”” 
( - co c s < co) lassen sich mit den Beweismethode~ dieser eit au& 
alente Bedingungen fiir (A m ) herleiten. 
ir beweisen als Anwendung der allgemeineren Satze dieser Arbeit 
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SATZ 2. Das System S mit K,(s) = e”“” und verschiedenen A,, > 0 
(n= 1,2, . ..) hat genau dann die Eigenschaft (A,), wenn fir (A,) die 
Eigenschaft (Md) mit einem d 2 0 gilt, wobei (Md) und (BJ fiir alle d>O 
iiquivalent sind. 
Wir iibernehmen aus [7] 
SATZ 3. Fiir jede Folge (A,) mit C,“=I l/n,, = co und 1, > 0, 
II n+l -i,, z c > 0 (n = 1,2, . ..) gilt (MO) und damit (Md) fiir alle d> 0. 
Ein neuer Beweis von Satz 3 wurde in [S, Folgerung aus Satz 31 
gegeben. Fiir ganzzahlige 2, folgt Satz 3 ferner aus [9, Theorem 31. Die 
Giiltigkeit von (A,) fiir K, = e”“” wurde unter den Voraussetzungen von 
Satz 3 ferner in [3] in spezieller Weise bei Benutzung verallgemeinerter 
Bernsteinscher Polynome gezeigt. 
Es scheint sehr schwierig zu sein, die Existenz von Folgen (A,) zu 
beweisen, die die Eigenschaft (Md) fur ein d> 0 besitzen, die aber nicht 
(M,) erfiillen. Bezeichnen /i, und n o. die Klassen aller (A,), fur die (A,,) 
bzw. (A,) beziiglich der Dirichletschen Reihen aus Satz 1 und Satz 2 gilt, 
so folgt unmittelbar /1, _C JI a3. Der Beweis von &, # n m ist jedoch noch ein 
offenes Problem. Es sei auljerdem darauf hingewiesen, da0 sich mittels 
Bernsteinscher Polynome monotone Folgen (A,), i,, + co mit der 
Eigenschaft (M,) konstruieren lassen, die keine Teilfolge (A,) mit 
xy? i l/J,, = a und A,,+, - I,,,> c > 0 fur ein c > 0 enthalten. Es lassen sich 
ferner mit den ijberlegungen aus [7, S. 523 leicht monotone Folgen (A,) 
mit C,“= i l/n,, = co und i,, + cc so bilden, da13 (Md) fur kein d B 0 gilt. 
Zur Formulierung der allgemeineren Satze dieser Arbeit benutzen wir 
folgende Bezeichungen: 
Die auf dem abgeschlossenen Interval1 [c, q] stetigen Funktionen K,, 
(n = 1,2, ..,) haben fur ein de [c, q] beziiglich gegebener Zahlen c, #O die 
Identitatseigenschaft I(&, [c, q], d, c,), falls j:! K,(t) da(t) = o(c,)(n + oo), 
fz ( da(t)1 < co stets a(t) = 0 auf Cc, d] impliziert fiir jede auf [c, q] nor- 
mierte Funktion a, wobei CI normiert hei&, falls CI in (c, q] linksseitig stetig 
ist mit a(c)=O. 
Sind die K, auf [a, co) stetig mit K,(t) -+ 0 (t -+ co) fur alle n, dann 
bezeichne W(K,, [a, co)) die Eigenschaft, da13 
.I^ m K,(t)da(t)=O(n=1,2,...), Irn I Wt)l < 03 CI a 
mit normiertem CI stets a(t) = 0 auf [a, co) impliziert. 
Die Bedingung B(K,,, [c, q], d, c,) bedeutet, daB zu jeder auf [c, q] 
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stetigen Funktion f mit f(s) = 0 auf [d, q] und zu jedern E > 0 em P(s) = 
C,“= I a,&&(s) existiert mit 
I f-(s) - ml1 < E (3 E cc, 41) und 
n=l 
Wir beweisen als Hauptergebnis 
Fiir das System S mit K, E C(0, co] gelte K,,(s) + O(s -+ co)fir 
n = 1, 2, . . . . Es existiere ferner ein a, > 0 so, daJ es zu jedem q E (0, a,) eine 
natiirliche Zahl n4 sowie eine Konstante M, > 0 gibt mit 
K!(q) z Q 
Das System S hat genau dann die Eigenschaft (A,), wenn die beiden 
Bedingungen erfiillt sind: 
Ffir jedes a > 0 gilt W(K,,, [a, co)), (3) 
und 
zu jedem qE (0, aO) existiert ein d4E (0, q], so da&3 
84, Cc, 41, d,, K(q)) fir de c E (0, d,) gilt. 
Dabei ist IW,,, Cc, 41, d,, K(q)) in (4) mit 
equivalent. 
Bin System S mit den Eigenschaften (1 ), (2) und (3 ), fur das aber (A,) 
nicht gilt, erhalt man zum Beispiel durch K,(s) = (sn + I)-‘. Fur diese &YE 
ist (4) wegen jz (tn + 1))’ dt = O(K,(q)) (n -P m)(O < c -=c q) offensichtlieh 
nicht erfiillt, und (3) la& sich bei Umformung der .Kn in ~apla~ei~te~ra~~ 
zeigen. 
Als Anwendung von Satz 4 beweisen wir 
SATZ 5. Die Funktion g sei ftir 1 z / < 1 analytisch mit g(0) = 0 und g 
nicht identisch 0. Ferner sei 2, > 0 mit C,“= 1 l/A, = ~3 und A, + 1 - A,> c > 63 
I;; 1,2, . ..). Dann hat das System S mit K,(s) = g(e-“ln) die E~gensc~a~t 
0 . 
Bei der Substitution s = e-’ geht C(Q, 00 ] in C[ - oc, co ) iiber, und wir 
erhalten aus Satz 4 fur das Problem (A,) unmittelbar 
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SATZ 6. Fur das System S mit Kn~ C[ -co, co) gelte K,,(s) -+ 0 
(s + - co) fiir n = 1, 2, . . . . Es existiere ferner ein a, E ( - 00, co ) so, da$’ es 
zu jedem q > a,, eine natfirliche Zahl nq sowie eine Konstante M, > 0 gibt mit 
K,(q) # 0 (n > n4) (5) 
und 
I K(s)l d M, I K,(q)l (s d q, n > nq). (6) 
Das System S hat genau dann die Eigenschaft (A,), wenn die beiden 
Bedingungen erftillt sind: 
FiirjedesaE(;-cO,cO)gilt @(K,,(-~,a]), (7) 
zu jedem 4>ao existiert ein d, >q, so dafi 
r(K,, [q, c], d,, K,,(q)) fur alle c > d, gilt. (8) 
D&i ist T(K,, 114, cl, dq, K,(q)) in (8) mit &K,, Cc, 41, d,, L(q)) 
iiquivalent. 
Die Bedingung m(K,,, ( - a, a]) ist entsprechend deliniert wie 
W(K,, [a, co)) aus Satz4. T(K,, [q, c], d, c,) bedeutet jetzt, dal3 
!; K,(t) da(t) = o( c,), s; 1 da(t)1 < co stets a(t) = 0 auf [d, c] impliziert, 
wobei CI jetzt rechtsseitig stetig in [q, c) mit a(c) = 0 ist. Es bedeutet &K,, 
[q, c], d, c,), da13 zu jeder auf [q, c] stetigen Funktion f mit f(s) = 0 auf 
Cq, 4 und zu jedem E > 0 ein P(s) = C,“= 1 a,K,,(s) existiert mit 
If(s)-P(s)1 <E (SE Cs, cl) und CL IanI Ic,I <E. 
Fur (A,) la& sich Satz 5 nicht. in entsprechender Weise auf ganze 
Funktionen g mit K,(s) =g(esLn) iibertragen. Als Anwendung von Satz 6 
beweisen wir aber 
SATZ 7. Es sei P(x) = C,“=, bkxk ein Polynom mit b, # 0, Na 2. Das 
System S mit K,,(s) = P(e”) (n = 1,2, . ..) hat genau dann die Eigenschafi 
(A,), wenn w(K,,, (-co, 01) gilt. Ist ftir die Koeffizienten von P(x) ferner 
B(x) = C,“= 1 bkkix # 0 (-GO <x < oo), so hat S die Eigenschaft (A,). 
AuBerdem erhalten wir 
SATZ 8. Zu jedem Polynom P(x) = C,“= 1 bkxk, b, # 0, N> 1 gibt es ein 
d> 0, so dab’ das System S mit K,,(s) = P(desn) die Eigenschaft (A,) hat. 
Zum Beweis von Satz 4 benutzen wir die folgenden funktional- 
analytischen Hilfsmittel: 1st X ein linearer normierter Raum mit der Norm 
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I/ f // fur f~ X, und ist GE X, dann sagen wir, da13 das System 5’ mit 
Elementen K,, E X (n = 1,2, . ..) beziiglich gegebener ahlen c, # 0 die 
Identitatseigenschaft J&K,, c,) hat, falls fnr jedes besc~r~nkte linea 
Funktional F auf X aus F(K,) = O(c,) ( n -+ 00 ) stets F(f) = 0 fur allefe 
f0lgt. 
Als wesentlichen Hilfssatz benutzen wir 
KATZ 9. Es sei x ein knearer normierter Raum mit der pliorm I/ f // fcr 
SEX, und es sei GE X. Ferner sei S ein System mi? El~rne~te~ J&E % 
(n = 1, 2, . ..) und es seien c, # 0 gegebene Zahlen. 
Genau dann gibt es zu jedem f E G und zu jedem E > 0 ein P = 
X mit 
If-PI! <E und f Ia,1 Ic,l ~6, 
PZ=l 
Satz 9 wurde in [6, Satz 41 fur den Spezialfall G = X bewiesen. Fur 
beliebige G c X verlauft dieser Beweis jedoch ganz analog zu [6, S. 24-251. 
Beweis zu Satz 4. Es sei zunlchst (A,) fur das System S ~o~a~sgeset~~, 
und wir haben (3) und (4) zu zeigen. 1st a>O, s existiert wegen (A,) z 
jeder auf [a, co) stetigen Funktion f mit f(t) --I (t-+ ~9) und 2u jedem 
E > 0 eine fur s > 0 absolut konvergente Reihe g(s) = C,“= i LE, 
/ f(s) -g(s)/ <E (s 3 a). Da g(s) nach (2) auf [a, co) gleichm 
vergiert, so gibt es ein N mit If(s) - I,“= 1 a,K,(s)/ K 2s (s > a), w~~a~~ 
bekanntlich W(K,, la, co)) und damit (3) folgt. Zum 
nehmen wir an, dab zu einem q E (0, a,) kein d, E (0, 
B(K,, [c, q], d,, l?&(q)) fiir alle CE(O, d,). Zu jedem dg(O 
ein Interval1 [c, b] mit 0 CC < b < d sowie eine auf [c, q] ~~~~~e~~e 
~~nktio~ M mit f: da(t) # 0 und 
I ’ K,(t) d@(t) = O(K,(q))(n + co), 1’ I dol(t)l < co. c c 
Fur dieses 01 darf dabei zus%tzlich 
280 LOTHAR HOISCHEN 
und Jz 1 da(t)1 d 1 mit nq nach (l), (2) gefordert werden. Bei Beachtung der 
linksseitigen Stetigkeit von tl im Punkt b kiinnen wir augerdem noch zu 
jedem B > 0 eine Funktion w E C(0, co] mit w(t) = 0 (t > b) so bestimmen, 
da13 gilt 
Wir wahlen nun Intervalle [ck, b,J mit 0 < ck < bk < q, bk+ 1 < ck 
(k = 1, 2, . ..) und bk + 0 (k + co) sowie auf [ck, q] normierte Funktionen 
ak mit Sz dtxk( t) # 0, 
und 
(9) 
I q I dG(f)l 6 1 (k = 1, 2, . ..). (10) 
Ck 
Ferner bestimmen wir sukzessiv zu k = 1,2, . . . Funktionen wk E C(0, a] 
mit wk( t) = 0 (t > bk) und 
Wk(t) da/c(t) >k + ‘2’ J”” I wi(l)I I dak(t)l (k=2, 3, . ..). (11) 
i=l Ck 
Es sei 
f(t) = f wdt). (12) 
i=l 
Die Reihe (12) konvergiert dann absolut fur t > 0 wegen wi(t) = 0 (t 2 bi), 
und es gilt feC(0, co], f(t)=0 (t>q) mit f(t)=Cfsl w,(t) (tack, 
k = 1, 2, . ..). 
Aus (11) und (12) folgt daher 
2 Wk(t) dak(t) - ‘2’ 1” I wi(t)I 1 dak(t)l >k 
i=l Q 
(k = 2, 3, . ..). (13) 
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Bei Beachtung von (A,) konnen wir daher f(f) nach (10) und (13) so gut 
asymptotisch durch eine fur t > 0 absolut konvergente eihe g(t)= 
a, + C,“= I a,K,( t) approximieren, dalj gilt 
Wir erhalten aber als Widerspruch zu (14) aus (9) un 
I.’ 
y At) d%(t) d I a0 I + f I an I s” K?(f) Il;i,(:jl 
Ck n=l Ck 
Gj, IanI + 2 14 idy,~dl= 
TZ=nq+ 1 
(k = 2, 3, . ..)~ (35) 
Dabei ergibt sich die Zulassigkeit der Vertaus~hung von Summe un 
Integral in (15) nach (2) und (10) aus 
so da13 (4) bewiesen ist. 
Umgekehrt seien (3) und (4) vorausgesetzt, und wir haben (A,) zu 
zeigen. Die Aquivalenz der Bedingungen I(&, 
B(K,, [c, q], d, K,(q)) fiir alle 0 <c < d< q < a, folgt aus 
Beachtung von (l), wenn wir X= Ccc, q] mit der iibliche 
Maximumsnorm und G 5 C[c, q] als die Klasse der fc Ccc, q] mit f(s) = 
auf [d, q] wlhlen, wobei die Darstellung der beschr~nkte~ lineare~ 
Funktionale auf Ccc, q] nach [S, S. 1391 zu beachten ist. 
Es sei 5 h E C(0, a3 ] mit h positiv auf (0, co) und h(s) 4 b > 
wobei ferner f(s) -+ 0 (s + co) und h als monoton wachsend auf (0, co ) 
angenommen werden darf. Wir wlhlen nach (4) Zahlen qk E (0, a, 
4 E (0, qkl mit a + 1 <qk (k= 1,2, . ..) und qk -0 (k -+ co), so da13 
k], dk, K,(q,)) fiir alle c E (0, dk) gilt. Dabei dad auSerdem La,, 
h(d,+,)<h(dd2 
angenommen werden. 
(k = 1, 2, . ..) (16) 
640:54/3-4 
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Wir bestimmen nun sukzessiv verallgemeinerte Polynome Pk(s) = 
Cfi I Q)K,(s) (k = 1, 2, . ..) in folgender Weise: 
Es sei P, nach (3) gewahlt mit 
I f(s) - Pl(S)l < h(dl)/4 (s> d,). (17) 
Sind die Polynome P,(i = 1,2, . . . . k - 1) fur k = 2, 3, . . . bereits bestimmt, so 
setzen wir 
k-l 
b k--l =ftdk-I)- c pi(dk--l). 
i=l 
(18) 
Somit ist f(s) - cf:/ Pi(s) - bk _ 1 = 0 fur s = dkp 1. 
Wegen I(K,, [dk, q&r], dk--I, &(q&r)) kijnnen Wir daher nach SatZ9 
und (1) ein P, mit aik)=O (l<n<n,,-,) so wahlen, da13 
k-l 
f(s) - c pi(S) - bk- I - pk(s) < h(dk)/4 (dk<S<dk-l), (19) 
i=l 
und 
n$l bkk’I f&(qk-l)l +dk)/4M,,-, (k = 2, 3, . ..) (21) 
mit M,,-, nach (2). 
Es folgt aus (2) und (21) 
Nk 
ipkts)l d c bF’I IK,is)l GM‘&, c” b:k’I IKn(qk-l)l 
n=l n=l 
< h(h)/4 b~qk-ll) 
wegen aik)=O(l <n<n qk-l). Aus (20) erhalten wir somit 
1 Pk(S)I <h(dk)/4 (Sadk-1). 
Fur s = dk ergibt sich aus (19) bei Beachtung von (18) 
lb/c-bk-11 <h(dk)/‘$ 
(22) 
(23) 
(24) 
so daf3 a, = lim, _ m bk wegen (16) existiert. 
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Aus (19) folgt daher nach (16) und (24) 
<h(dk)/4+h(dk).4-’ f 2-“<3 ~4-‘h(d,) 
?I=0 
(dk-l<S<dk;k=2,3,...). Wf 
Es ist /a,Idjb,I+C,“=,Ib,+,-b,I</b,/~ 
h(d,)/4 nach (16) und (24). Mit /b, I <h(d,)/4 n 
daher j a, / < h(d,)/2, so da13 wir aus (17) erhalten 
~f(s)-Pl(s)-aoI <34’h(d,) (S>d:). 
ir setzen 
g(s)= a,+ f Pk(S)? 
k=l 
(27) 
wobei diese Reihe nach (16) und (23) fiir alle s > 0 absolut ko~ve~gie~t. 
1st nun SE [dk, dkpl] (k=2, 3, . ..) ocher SE [d,, co) im Falle k= 1, 
ergibt sich aus (16), (23), (25), (26) und (27) 
lS~~)-g(~)l G f(s)- i: P,(s)--0 $- ! P,(s)l 
n=: n 1 
<3.4-‘h(d,)+4-” h(4n) 
<h(b) d h(s), 
so daD wir die gewiinschte Approximationseige~sc~aft (A,) erhaiten. 
Nach (16) und (22) ist 
ntl lap’1 lKn(dl <4p’2-kh(dl) ISaqk-i) 
und daher Cp= 1 C,NkI 1 aik) j I K,(s)l < cc fiir a!le s > 
Reihe (27) durch Umordnung und Zusammenfassun 
allen Pk(s) als eine fiir alle s>O absolut ko~ve~gente 
g(s) = a, -+ C,“= 1 a,&(s) umformen Mt. Damit ist Satz 4 bewiesen. 
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Beweis zu Satz 5. Es sei g(x) =Ckm_, b,xk mit p 2 1 und 6, #O. Fiir 
K,(t) =g(e-‘ln) gilt (1) und (2) wegen A, + co fiir jedes a,>O, wie 
man leicht zeigt. Aus jz K,(t) A(t) = O(K,(q)) = @(e-q@“) (n -+ co) und 
b P e-‘p”“=&(t)-~km,p+l bkeprkAn fOlgt 
s 
4 
e -‘pAn&(t) = (J(e-qP”fl) + (?(e-(P+ ‘lC”n)(n -+ 00) C-28) 
c 
fur 0 < c < q. Nach Satz 3 erhalten wir daher a(t) = 0 auf [c, b], wobei 
b > c die kleinere der Zahlen q und (1 +p -‘) c ist. Somit kann c in (28) 
durch b ersetzt werden. Durch mehrfache Anwendung dieses Schlusses folgt 
a(t) = 0 auf [c, q] und damit die Bedingung (4). Entsprechend ergibt sich 
(3) und daher (A,) nach Satz 4, womit Satz 5 bewiesen ist. 
Beweis zu Satz 2. Fur K,(s) = es”. erhalt man durch Multiplikation mit 
ePq’” die Aquivalenz von T(K,, [q, c], d,, K,(q)) und T(K,, [0, c-q], 
d4 - q, 1) fiir alle q d d, -C c. Daher folgt aus der Existenz eines d, > 0 mit 
der Eigenschaft r(K,, [0, c], d,, 1) (CT>&) such bereits die gesamte 
Bedingung (8), wenn man d, = do + q fiir jedes qe (-co, 00) setzt. Die 
Existenz eines solchen d, 2 0 impliziert aber auljerdem wegen der 
Gleichwertigkeit von T(K,, [0, c], d,, 1) mit ?(K,, c-b, c-b], do-b, 
K,( - b)) (b > 0) such die Giiltigkeit von (7), wie man leicht zeigt. Daher 
ist die Existenz eines solchen d,, aquivalent damit, dab (7) und (8) beide 
gelten. Die Giiltigkeit von r(K,, [0, c], d,, 1) fur alle c > d, ist aber 
andererseits such damit gleichwertig, da13 ?(I&, [O, c + d,], d,, 1) und 
daher T(K,, [-c-&,0], -c, K,(-c-d,)) fur alle c>O erfiillt sind. 
Letzteres bedeutet aber gerade die Eigenschaft (&Id,,). Damit ist Satz 2 
bewiesen. 
Beweis zu Satz 7. Fiir K,(s) =I’(?) gilt (5) und (6) fiir jedes ao>O, 
wie man leicht zeigt. Wir substituieren t= es fiir s E ( - co, co). 
Es sei JS P(P) da(t) = 0 (n = 1, 2, . ..) fiir ein b > 1, und dabei 
18 1 da(t)1 < co mit normiertem CI auf [0, b]. Dann folgt 
und daher fh tNn dcl(bt) = Lo(b-“)(n + co). 
Nach Satz 3 ist a(bt) =0 auf [bp’lN, l] und damit a(t) =0 auf 
[bl-“N b]. Bei m-maliger Anwendung dieser SchluBweise ergibt sich 
a(t) =O’auf [bwm, b] mit w, = (1 - l/N)” (m = 1,2, . ..) und somit a(t) = 0 
auf [ 1, b] bei Beachtung der rechtsseitigen Stetigkeit von 01 in 1, so dalj 
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j:, P(P) &(t) = 0 (n = 1, 2, . ..) folgt. Daher impliziert @(K,, (-co, O]) ftir 
diese K, stets IV(K,, (-co, a]) fiir alle a>O. Da aber I@(&:,,, (--a, 0]) 
lich @(K,,, ( - co, a]) such fur alle a < 0 impliziert 
00, 0]) aquivalent. Die Bedingung (8) ist fur 
ire P(P) da(t) = B(P(q”)) (n-, co)furO<q<c 
4 
mit c > I folgt 
c tN”&(t) = Cr,(&-l)y + O(1). i $” (n-s 00). 
k=l 
Entsprechend wie oben ergibt sich nach Satz 3 daher g(t) = 0 auf [d, c], 
wobei d die grijbere der Zahlen q und 1 sei, so dal3 (8) gilt, und (A,) nach 
Satz 6 mit @(K,, (-co, 0]) aquivalent ist. 
1st zusatzlich B(x) # 0 ( - 00 < x < co) fur B(x) vora~~ge§et~t, so folgt 
.r 73 r-‘“P’fe~‘)e-‘dt=r(l-ix)B(x)#O (-ix, <X<oc!)~ 0 
Es bezeichne T die Klasse aller Funktionen g, g(t) = CT= 1 Q’(e-“‘f e PicV 
mit beliebigen c, > 0 und komplexen a,. Es sei ie a~geschIosse~e idle 
von T in L,(O, co ) beziiglich der L,-Norm. Nat em ~~~roximatiQ~s§~t~ 
von Wiener [2, S. 331 gilt bei Transformation auf (0, co) da 
T=L,(O,oo). Zujedemf~C(O,co] mitf(r)-+O(P-+co) undjedem E 
la& sich eine auf (0, co ) stetigdifferenzierbare Fu~ktio~ b E C(0, co 
b(r)+0 (t-t a)), b’ELI(O, co) und 1 f(t)-b(t)] <E (t> 
gen T= L,(O, co) gibt es daher ein g(t)=C 
mit //A’ -g/I 1 <E beztiglich der LI-Norm, so 
m - E’= 1a,c;‘P(e-“‘) folgt 
if(t)-Nt)l <ES- lbtf)-Mt)l 
GE+ c m j b’(u) -g(u)\ du -C 2~ (k > 0). f 
Term P(edfc) = Cf= 1 b,e-‘ck mit einem c > 0 in der Summe vo 
aber wegen W(e-‘“, [0, 00)) auf [O, co) beliebig gut 
~i~earkombinationen der P(e-“‘) (n = I, 2, .~~) a~~roxim~ert werd~~~ so 
da wir W(B,, [0, co)) aus (29) fur 
@‘(K,, (-co, 0]) erhalten, woraus (A,) folg 
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Satz 8 folgt direkt aus Satz 7, da sich fiir das zugehiirige B(x) = 
C,“= 1 bk dkk” f iir hinreichend groI3es d wegen b, # 0 leicht B(x) #O 
(-co<x<co) ergibt. 
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