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Abstract 
An experimental investigation of the magnetic and structural prop-
erties of Ni2FeGa, Ni51Fe22Ga27 and Ni2MnGao.95Sno.o5 is reported. 
The structure of the compounds has been characterised using X-ray 
diffraction at Loughborough University and neutron diffraction at 
the Institut Laue-Langevin (ILL), Grenoble. At room temperature 
Ni51Fe22Ga27 and Ni2MnGao.95Sno.o5 show a single phase Heusler 
structure with space group Fm3m which transforms to an orthorhom-
bic martensitic phase below the transition temperature. In contrast 
Ni2FeGa exhibits an additional Lc.c. phase at high temperature. The 
low temperature structure ofNi51Fe22Ga27 was found to be completely 
different to the structure of other shape memory alloys investigated so 
far, e.g. Ni2MnGa. The results for the Ni-Fe-Ga compounds presented 
in this thesis are in contrast to recently published investigations. 
Magnetisation, specific heat and resistivity measurements have been 
carried out to determine the martensitic phase transition tempera-
tures. All compounds investigated exhibit a first order transition ac-
companied by a hysteresis far below room temperature. A martensitic 
phase transition is essential for shape memory behaviour. 
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1 Introduction 
A large number of metallic systems undergo structural martensitic phase 
transformations which are diffusionless, displacive first order transitions from 
a high temperature phase to one of lower symmetry below a certain transi-
tion temperature [lJ. These transitions play a key role in producing shape 
memory phenomena. Compared to conventional phase transitions the crys-
tallographic unit cell undergoes in a martensitic transition a large deforma-
tion with changes of the unit cell parameters up to 5 %. Despite such huge 
changes, even for a single crystal, the martensitic transformation can be tra-
versed many times without a degradation of the sample. The transition for 
shape memory alloys (SMA) is entirely reversible and the change in shape can 
be fully recovered by a simple change in temperature. Reversible structural 
deformations are interesting in view of the development of novel materials 
for engineering applications, for instance robotics and the area of medicine. 
While the shape memory effect in most actuator materials is related to a 
martensitic phase transformation driven by temperature, the magnetic con-
trol of such transformations would be faster and more efficient. If the ferro-
magnetic transition occurs within the high temperature phase and continues 
to exist in the low temperature martensitic phase it is possible to initiate 
the change of crystallographic domain population by the application of an 
external field. The occurrence of magnetic-field-induced strains (MFISs) can 
be attributed to a process of twin-boundary motion in the martensite phase. 
Due to the coupling of the ferromagnetic moment to the lattice a reorienta-
tion of the magnetic moment may trigger a change in the crystallographic 
domain orientation. That effect is called magnetostriction [2J. Some magnet-
ically driven actuators, such as the ternary and inter-metallic Heusler alloys 
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(section 3.2.1) with composition X2YZ, are being developed. A typical exam-
ple is Ni2MnGa [3]. Other ferromagnetic SMAs with a reversible martensitic 
transformation may also possess the capability of MFISs. 
Recently, Ni-Fe-Ga alloys have been proposed as possible ferromagnetic 
SMAs. The first compound mentioned in the literature is Nis4Fe19Ga27 inves-
tigated by Oikawa et al. [4]. They report a martensitic transformation from 
a £21 paramagnetic parent phase to an orthorhombic 7-fold increased ferro-
magnetic martensite phase at a transition temperature Tm = 290 K. Shortly 
afterwards the same group [5] investigated the dependence of the properties 
of Ni73-xFexGa27 on the Fe-content. The structural transition temperature 
was found to vary from Nis4Fe19Ga27 (290 K) to NislFe22Ga27 (140 K). The 
stoichiometric ferromagnetic Heusler alloy Ni2FeGa synthesized using the 
melt-spinning technique is first mentioned by Liu et al. [6]. [7]. It is reported 
to exhibit a pure cubic £21 structure and to transform martensitically from 
cubic to orthorhombic structure at 142 K. The Curie temperature is said to 
be 430 K. The group of Morito [8] reports a large MFIS in a single crystal 
of ferromagnetic Nis1.sFe22Ga26.s SMA, thus making it a promising actua-
tor material. Investigations of a single crystal Nis4.2FeI9.3 Ga26.S by the same 
group [9] reveal a transformation above room temperature at Tm = 310 K 
and a Curie temperature in the same range. Recent publications by Liu et 
al. [10] report that Fe atoms in Heusler alloy Ni2FeGa tend to be behave 
as local moments like Mn in X2Mn Y Heusler alloy. Moreover the structural 
transition is assumed to be driven by a band Jahn-Teller effect similar to 
that reported in Ni2MnGa [11]. However the Fe atoms have a moment close 
to 3 /-LE which is much larger than the 2.2 /-LE observed for pure iron. 
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The work presented in this thesis details the investigation of ferromagnetic 
Heusler alloys based on Ni-Fe-Ga and Ni-Mn-Ga systems. Special attention 
is drawn to the structure determination of neutron and X-ray diffraction and 
to the magnetic, transport and thermal properties. 
The element Ga in NhMnGa was substituted by 5 % Sn to investigate the 
influence of the conduction electron density on the martensitic transition. 
Sn is situated one main group higher than Ga in the periodic table of ele-
ments. Moreover the influence of the Fe-content on the structural transition 
in Ni-Fe-Ga systems on the basis of the alloys Ni2FeGa and Ni51Fe22Ga27 was 
also studied. 
Ni-Fe-Ga and Ni-Mn-Ga systems are suitable candidates for magnetically 
controlled shape memory behaviour and attract much attention due to their 
potential application as smart materials. 
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2 Sample Preparation 
Polycrystalline ingots of mass 20 g were prepared of the compounds listed in 
Table 1 by melting the appropriate amounts of the constituent elements in 
an argon arc furnace. The chemical properties for the starting elements are 
listed in Table 2 [12], [13J. 
Composition Weight loss [%] Molar weight Corrected molar weight 
[~] [~] 
Ni2FeGa 1.15 242.955 240.161 
Ni51 Fe22Ga27 1.81 244.179 239.759 
Table 1: Prepared samples and weight loss 
Element Symbol Atomic Purity [%] Atomic Melting Boiling 
number weight [~] point [0C] point [0C] 
Iron Fe 26 99.5 55.845 1535 2750 
Nickel Ni 28 - 58.693 1453 2732 
Gallium Ga 31 99.99 69.723 29.78 2403 
Table 2: Chemical properties of the constituent elements 
The melting process was carried out several times to ensure the ingots were 
homogeneous. The weight losses after melting are reported in Table 1. By 
means of a spark erosion suitable specimen for resistivity and heat capac-
ity measurements were cut from the ingots and the remaining pieces were 
crushed to a particle size of less than 250 f-Lm. After an initial X-ray scan, 
the powder and the solid pieces were sealed in quartz tubes under a low 
pressure argon atmosphere and annealed in a furnace at 800°0 for 4 days 
followed by rapid quenching into ice water. The specimen were quenched 
from 800°C, since this procedure is used for other systems presented in the 
literature and enables therefore direct comparability of experimental results. 
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3 Diffraction Methods and Structure Deter-
mination 
This chapter deals with the structure determination of the above mentioned 
compounds. It comprises an introduction to the geometry of crystals and 
diffraction theory, as well as an overview about properties of X-rays and 
neutrons, which were used to investigate the samples. A short section is 
dedicated to the experimental setup and finally the diffraction patterns are 
presented and analysed. 
3.1 Geometric Properties of Crystals 
A crystal may be defined as a solid which exhibits an ordered, three-
dimensionally periodic spatial atomic structure. The ideal crystal is con-
structed by the infinite repetition of identical structural units in space; a 
structural unit may consist of a single atom or comprise an arrangement of 
atoms or molecules. This group of atoms is called the basis, when repeated 
in space it forms the crystal structure. The lattice can be defined by three 
fundamental translation vectors ai, a2, a3 such that every lattice point can 
be generated from another lattice point by the translation 
(1) 
where ni, n2 and n3 are arbitrary integers. The vectors ab a2 and a3 are 
called primitive translation vectors. Therefore, the parallelepiped, defined 
by the primitive translation vectors is a primitive cell or unit cell which is a 
minimum-volume cell. The volume of a parallelepiped with axes ai, a2, a3 
is defined by elementary vector analysis 
(2) 
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In addition to lattice translations, a crystal lattice can be mapped into it-
self by symmetry operations e.g. rotation or mirror reflections. In three 
dimensions there are a maximum of 14 different lattice types. These Bravais 
lattices are divided into 7 crystal symmetry systems, which are characterised 
by the crystal axes with the units of length a, b, c and the interaxial angles 
a, (J, ,. The Bravais lattices range from the highest symmetry of a cubic 
structure with lattice constants a = b = c and a = (J = , = 90° to the lowest 
possible symmetry of a triclinic structure with a =f b =f c and a =f (J =f , [14]. 
The orientation of a crystal can be described by the Miller indices, which are 
defined as the reciprocals of the fractional intercepts in terms of the lattice 
constants, which the plane makes with the crystallographic axes. 
(100) (110) (111 ) 
Figure 1: Miller indices 
A single plane as shown in Figure 1 is defined by brackets such as (hkl) or 
if the plane cuts an axis on the negative side of the origin by placing a bar 
above the index: Cfikl). A set of planes of the same type is indicated by curly 
brackets {hkl} [15]. 
For many investigations in solid state physics, particularly diffraction, it is 
useful to introduce a reciprocal lattice. The primitive translations bl> b 2 
and b 3 of the reciprocal lattice have the following relation to the primitive 
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translations ai, a2 and a3 of the direct crystal lattice 
Each vector defined by Equation (3) is orthogonal to two axis vectors of the 
crystal lattice and has consequently the property aibk = 2mSik' In the same 
manner as for direct space, a reciprocal translation G is defined by 
(4) 
where h, k, I are integers. The reciprocal lattice vector G, drawn from the 
origin of reciprocal space to any point in reciprocal space having coordinates 
h, k, I, is perpendicular to the plane in direct space whose Miller indices are 
(hkl). The length of the reciprocal lattice vector is defined as the reciprocal 
of the interplanar spacing dhk!, which is therefore a function of the plane 
indices (hkl) and the lattice constants (a, b, c, ex, (3, "(). 
~=IGI. dhk! (5) 
In reciprocal space it is not usual to choose the parallelepiped characterised 
by the primitive translations b l , b2 , b3 as the primitive cell, but the first 
Brillouin zone. It is defined as a Wigner-Seitz primitive cell in the reciprocal 
lattice, which is a graphical method of choosing the primitive cell. 
Every crystal belongs to a special group. The term space group defines the 
entire spatial arrangement of a crystal system, that is, translation (Le., the 
vectors which define the size and shape of the unit cell) combined with the 
symmetry elements acting through a point (Le., the point group). Thus, the 
combination of symmetry elements with different lattice types dictates that 
three-dimensional crystals cannot have any arbitrary atomic arrangement, 
only one of the 230 possibilities catalogued in Volume A of the International 
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Tables for Crystal/ography [16]. Instead, different crystals have different bases 
ranging from single atoms to large molecules [17]. 
3.2 Fundamentals of Diffraction Theory 
The study of the atomic structure of a substance is based on the diffraction 
phenomena caused by its interaction usually with X-rays, electrons, or neu-
trons. The theory of diffraction, Le., the relationship between the diffraction 
pattern and the spatial arrangement of the atoms, is the same for all three 
types of radiation concerning the periodicity. The intensities of the diffrac-
tion peaks are dependent on the radiation used. This section will focus on 
the fundamental principles of diffraction, drawing special attention to X-rays 
[17], [18]. 
If an X-ray beam passes through a crystal, the electron shells of the atoms 
will interact with the incident wave and scatter it. To illustrate the condition 
of constructive interference, a one-dimensional point lattice of period a will 
be considered (Figure 2). The secondary waves will give rise to constructive 
interference when scattered at angles a such that the path difference BC-DB 
is an integral number h of wavelengths A 
a( cos a - cos aD) = hA. (6) 
This equation is satisfied for a series of cones with axes concentric with the 
row of points and semi-apex angle of a, Le., the scattering is cylindrically 
symmetric. 
As mentioned above, a set of points in a three-dimensional periodic lattice has 
a lattice vector R = nlal +n2a2+n3a3, so that expression (6) for i = 1,2,3 are 
the conditions of diffraction from a lattice. Since the three Laue conditions 
3.2 Fundamentals of Diffraction Theory 9 
Figure 2: Diffraction from a row of points 
(Equation 7) must be simultaneously fulfilled for three directions, only those 
reflections are possible which correspond to the lines of intersection of all 
three cones having axes ab a2 and a3. If the unit propagation vectors s 
and So are defined as ko = 2; So and k = 2; s, the Laue conditions can be 
rewritten in vector form as 
al . (k - ko) - 27rh 
a2 . (k - ko) - 27rk 
a3 . (k - ko) - 27r/, (7) 
where k and ko are wave vectors of the incident and the diffracted beam, 
respectively, and h, k, 1 are integral numbers. A general expression of the 
three equations (7) 
,\ (s-so) =-G 27r (8) 
leads to Bragg's law, which relates the directions of the propagation of scat-
tered beams (8 angles) to the interplanar distances dhkl in the lattice. Bragg's 
law 
(9) 
states that waves scattered by neighbouring planes are only in phase and 
3.2.1 Martensitic Phase Transitions lO 
enhance one another, when the path difference is equal to an integral num-
ber n of wavelengths A. From Equation (9) it follows that the wavelength 
of the X-rays must be smaller than or equal 2dhkl to observe Bragg reflections. 
To get an expression for the intensity of a diffracted beam, the coherent 
scattering must be considered, not only from an isolated atom, but from all 
the atoms making up the crystal. The resultant wave scattered by all atoms 
of the unit cell is characterised by the structure factor, which describes how 
the atomic arrangement affects the scattered beam. 
N 
D -"" f e21Ti(hun+kvn+lwn} 
rhkl - L..J n (10) 
n=l 
The structure factor Fhkl is simply the summation of all the waves scattered 
by the individual atoms, where 1,2, ... ,N are the atoms comprised by the 
unit cell, Un, Vn , Wn the fractional coordinates of each atom, h, k, I the Miller 
indices and fn the atomic scattering factor [18]. The intensity of the Bragg 
peaks is proportional to IFhkzl 2• 
3.2.1 Martensitic Phase Transitions 
Martensitic transformations are displacive transformations, and are formed 
upon cooling from a higher temperature phase called the parent phase. There 
is a hysteresis associated with the transition and therefore the martensitic 
phase transition is a first order transition. The phenomenological model used 
to describe the transformation consists of two operational processes: the Bain 
strain, or lattice deformation creating the martensitic structure from the par-
. ent phase, and a lattice invariant shear. Figure 3 shows an untransformed 
crystal (a), the same crystal after undergoing a lattice deformation (b) and 
finally a crystal having alternately twinned regions (c). 
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(a) (b) 
(c) 
Figure 3: (a) Initial crystal, (b) Lattice deformation, (c) Twinning 
The lattice invariant shear is an accommodation step: the martensite struc-
ture produced by the Bain strain is of a different shape than the surrounding 
parent phase. After twinning each individual cell has the new martensitic 
structure but the overall shape is that of the original parent phase [19]. 
In 1924, Bain [20] proposed a simple mechanism, illustrated in Figure 4, 
to account for the martensitic transformation from an f.c.c. (face-centered-
cubic) parent phase to a b.c.c. (body-centered cubic) martensite. 
The face-centered cubic lattice can be regarded as a body-centered tetrago-
nal (b.c. t.) lattice with a cl a ratio of..;2. It is only necessary to distort this 
tetragonal lattice homogeneously by means of compression along one axis 
and uniform expansion along two others to get another lattice of different 
(lower) axial ratio, e.g. a b.c.c. lattice [21], [22]. 
This thesis focusses on the martensitic phase transition in systems with the 
f.c.c. Heusler parent phase. 
• 
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a, 
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a, 
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a;-./2 a;-./2 a a 
(b) (c) 
Figure 4: (a) Relationship between f.c.c. and b.c.t., (b) and (c) Bain strain 
deforming parent lattice into b.c.c. martensite lattice 
The Heusler (L2d structure is according to the Strukturbericht [23] formed 
by an alloy composed of three elements X2 YZ. It belongs to space group 
Fm3m which is number 225 in the International Tables for Crystallography 
[16] and is shown in Figure 5. 
A 
• 
NI 
B 
o 
Mn 
c 
• 
NI 
o 
o 
Ga 
V : .!Y ...... : ... ;y 
+ ........... .... J .... 
Figure 5: Heusler structure 
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The L21 structure may conveniently be considered as four interpenetrating 
face-centered cubic (f.c.c.) sublattices with atoms A, B, C and D, at loca-
tions (0,0,0), (i,i,i), O'!,!) and (~,~,~), respectively. 
Disordering the Band D atoms, i.e. having the probability of ! for B or D 
atoms to occupy the (0,0,0) or (!,!,!) positions, yields the B2 structure. 
For such a structure the unit cell of the lattice is smaller, and the odd super-
lattice Bragg reflections (explained below) of the Heusler structure vanish. 
The degree of atomic order of Band D atoms can therefore be gauged by the 
intensity of, e.g., the (111) Bragg reflection. 
In the cubic system the interplanar spacing dhkl is given by 
d _ a 
hkl - Vh2 + k2 + i2' (11) 
where a is the lattice parameter of the unit cell. Consequently in a cubic 
lattice reinforcement occurs at the Bragg angles 8 given by 
(12) 
Not all combinations of h, k and I are possible since for some destructive 
interference occurs between waves scattered from different locations in the 
unit cell [24J. 
As shown by Webster et al. [3J three types of Bragg reflections are produced 
with non-zero structure factors; the superlattice reflections F(111) for h, k, I 
all odd and F(200) for h+k+1 = 4n+2, and the order-independent principal 
reflections F(220) for h + k + I = 4n. 
The structure factors for the three types of Bragg reflections of a Heusler 
alloy are, according to Equation (10), given by 
3.2.1 Martensitic Phase Transitions 
F(200) - 4 . (fA - IB + le - ID) 
F(220) = 4 . (fA + IB + le + ID). 
14 
(13) 
For an intermetallic compound at the composition X 2YZ, the structure fac-
tors reduce to 
F(111) - 4·(fy-fz) 
F(200) - 4 ·(2 ·Ix - (fy + Iz)) 
F(220) - 4.(2·lx+(fy+fz)). (14) 
Measurements of the intensities of the superlattice lines can provide a means 
of determining the chemical ordering of atoms in Heusler compounds. 
One shape memory alloy with a cubic Heusler structure, namely Ni2MnGa, 
is of special interest and will be discussed briefly, since the alloys investigated 
for this thesis are based on it. Ni2MnGa has a cubic L21 structure at room 
temperature and transforms on cooling below 260 K to a pre-martensitic 
phase, characterized by a tripling of the repeat in one of the {llO}cubic direc-
tions. 
This phase can be described by an orthorhombic unit cell with lattice param-
eters aortho = ~ acubic, bortho = :32 acubic, Cortho = aortho· On further cooling 
the alloy transforms to the martensitic phase at 200 K, in which it has a 
7-fold modulation along the {llO} direction. This phase can also be described 
using an orthorhombic unit cell but with lattice parameter bortho ~ 72 aortho. 
Figure 6 shows the different unit cells as a projection onto a cubic (100) 
plane. A more detailed description of Ni2MnGa and its structural behavior 
can be found in [25] or [26]. 
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L2, unit cell 
b.c.!. unit cell 
Orlhorhombic 3-fold super-cell 
Orlhorhombic 7 -fold super-cell 
Figurfl 6: Projections of the unit cells onto a cubic (100) plane 
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X-rays are produced when any electrically charged particle of sufficient ki-
netic energy rapidly decelerates. Electrons are usually used for this purpose. 
The maximum energy of the X-ray photons cannot be greater than the ki-
netic energy of the electrons eV, hence there exists a minimum wavelength 
for the X-rays. 
he K E = e V = hvmax = --
Amin 
(15) 
The radiation caused by electron deceleration is called continuous radiation or 
Bremsstrahlung (German for "braking radiation"). Above a certain critical 
voltage, sharp intensity maxima appear, superimposed on the continuous 
spectrum. Since these narrow lines are characteristic of the target metal used, 
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they form the characteristic spectrum. If one of the electrons bombarding 
the target has sufficient energy to knock an electron out of an atom shell, 
one of the outer electrons immediately falls into the vacant shell and emits 
energy in the form of radiation of a definite wavelength [18]. 
An X-ray photon gives information about the spatial distribution of electronic 
charge, regardless if the charge density is magnetised or unmagnetised. 
3.2.3 Properties of Neutrons 
Neutrons are a valuable tool for investigating many important features of 
matter due to their basic properties. 
The value of the neutron mass m results in the de Broglie wavelength A given 
by 
A = l!..-, 
mv 
(16) 
where v is the neutrons velocity and h the Planck constant. The de Broglie 
wavelength of thermal neutrons happens to be in the order of interatomic 
distances in solids, so that interference effects occur which yield information 
on the structure. 
According to the fact that the neutron is uncharged, it can penetrate deeply 
into the target and comes close to the nuclei without a Coulomb barrier. 
Neutrons are thus scattered by nuclear forces and can usually distinguish 
between different elements and their various isotopes. 
Moreover, the energy of thermal neutrons is of the same order as that of 
many excitations in condensed matter. So when the neutron is inelastically 
scattered by the creation or annihilation of an excitation the energy change 
of the neutron is a large fraction of its initial value. Thus measurement of 
the neutron energies provides information on phonon dispersions, and hence 
on the interatomic forces. 
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Another useful property is, that the neutron has a magnetic moment, Le., 
neutrons interact with the unpaired electrons in magnetic atoms. Therefore 
elastic scattering gives information on the arrangement of electron spins and 
inelastic scattering on energies of magnetic excitations [27]. 
3.2.4 Powder Diffractometer 
All the samples were investigated in the form of powder with X-rays at 
Loughborough University and with neutrons at the Institut Laue Langevin 
(ILL), Grenoble. The essential features of an X-ray powder diffractometer 
are shown in Figure 7 [18]. 
Figure 7: X-ray Powder Diffractometer (schematic) 
A powder specimen S, in form of a flat plate, is supported on a table T, which 
can be rotated about axis 0 perpendicular to the plane of the drawing. A 
and B are beam collimators which define the incident and diffracted beams. 
The detector D, whose angular position is digitised and may be read by 
computer, can be rotated about the axis O. The specimen table T and the 
detector system G are mechanically coupled so that a rotation of the detector 
through 28 degrees is automatically accompanied by rotation of the specimen 
through 8 degrees. 
3.3 Analysis of Experimental Results 18 
Neutron powder diffractometer are similar in their principle and design to 
Figure 7, just the sample holder has usually a cylindrical shape and they are 
larger because the detector must have a thick radiation shielding [17]. 
3.3 Analysis of Experimental Results 
The analysis of the data was carried out by means of the software FullProf 
Suite [28], which is a program for Rietveld analysis (structure profile refine-
ment) of neutron or X-ray powder diffraction data collected as a function of 
28. The Rietveld Method enables complex diffraction patterns with over-
lapping Bragg peaks to be analysed and the structure determined [29]. A 
statistical X2 test is applied to the fits obtained with the powder patterns; it 
is defined by 
(17) 
where Nobs is the number of observations, Npar the number of parameters 
and a the standard deviation. 
The influence of heat treatment on the diffraction pattern of the samples 
shall be discussed first. Figure 8 and Figure 9 show the X-ray diffraction 
pattern for Ni2FeGa before and after annealing (4 days 800°0), respectively. 
It is easy to see that the peaks are sharper and the peak intensities in general 
higher after annealing than before. A strain introduced by powdering the 
ingot causes an interval spread of lattice parameters and that leads to a 
range of diffraction angles producing broad Bragg peaks. Annealing relieves 
the strain so that the atoms can assume their equilibrium positions. This 
gives rise to broad peaks before annealing and sharp peaks (Figure 9) after 
the heat treatment. 
3.3 Analysis of Experimental Results 
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Figure 8: X-ray diffraction pattern for Ni2FeGa before annealing 
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Figure 9: X-ray diffraction pattern for Ni2FeGa after annealing 
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At 200 K Ni2FeGa was found to have two crystal structures. The first phase 
was identified to have the Heusler L21 structure (section 3.2.1) and the second 
phase was indexed assuming it to be an f.c.c. lattice with lattice parameter 
of approximately 3.6 A. Elemental Ni has a lattice parameter of 3.523 A. 
However at this temperature the compound is ferromagnetic and the SQUID 
measurements do not give enough information to identify the second phase, 
because the Curie temperature To = 640 K of Ni is above the maximum tem-
perature available on the SQUID. It could be free nickel or one of the binary 
nickel phases [30J which have an f.c.c. structure and similar lattice parame-
ter. The lattice parameter for several binary phases are listed in Table 3 as 
well as the lattice parameter for the Heusler phase which was extracted from 
the neutron data by means of Fullprof. 
Heusler phase Ni-phase [30J 
Lattice parameter [AJ 5.757 3.523 
Fe-Ni-phase [30J Ga-Ni-phase [30J 
Lattice parameter [AJ 3.581 3.558 
Table 3: Lattice constants for Ni2FeGa 
The refinement of the neutron diffraction pattern shown in Figure 10 includes 
nuclear and magnetic scattering contributions, using space group Fm :3 m 
(#225). Band structure calculations of Liu et al. [10J show that in Ni2FeGa 
the Fe atoms have a large magnetic moment but the moment on Ni atoms 
is negligible. The moment contributed by Fe is larger than that of pure Fe 
(2.2 /1B)' The nearest-neighbour Fe-Fe distance in Ni2FeGa is much larger 
than that in pure Fe, therefore this large moment behaviour arises from the 
indirect interactions between Fe-Fe atoms through conduction electrons. The 
21 
calculations of Liu et al. are in good agreement with the results gained in 
the SQUID measurements (section 4.4.1). The profile refinement was carried 
out including a ferromagnetic moment on iron of the magnitude 3 J-LB giving 
a X2 value of 6.25. The observation (dots) and the model (line) agree well. 
Their difference is shown in the line below the pattern. 
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Figure 10: Neutron diffraction pattern for Ni2FeGa at 200 K 
The low temperature structure of Ni2FeGa can be described by a third 
phase superimposing the two cubic phases, mentioned above. As shown 
in Figure 11, the original (220)cubic peak splits into (220)orth, (202)orth and 
(022)orth. That points to a cubic-to-orthorhombic structural transition with 
space group F m m m (#69), which is a orthorhombic face-centered space 
group, and lattice parameters a = 6.028 A, b = 5.752 A and c = 5.427 A. 
Since the compound is ferromagnetic at 8 K the magnetic scattering is in-
cluded in Figure 11 as a fourth phase with a ferromagnetic moment (3 J-LB) 
on Fe. 
Investigation of the structure of Ni2FeGa was also carried out by Liu et al. [6J, 
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Figure 11: Neutron diffraction pattern for Ni2FeGa at 8 K 
[7J. They report that at room temperature the alloy is ordered in L2) struc-
ture and undergoes a cubic-to-orthorhombic structural transition at 145 K. 
The cubic phase is reported to have a lattice parameter of a = 5.7405 A and 
the orthorhombic phase a = 5.8565 A, b = 5,7336 A and c = 5.4507 A. The 
investigations done for this thesis were carried out with neutron radiation, 
i.e. the data give high quantitative information, The results are contrary to 
the statement of Liu et al. [6J that Ni2FeGa exhibits merely a single phase 
at room temperature and below the structural transition temperature and to 
the orthorhombic lattice parameter a, The scattering amplitudes of Ni and 
Fe are similar for X-rays and very different for neutrons. Since the results in 
[6J were gained by X-rays and the results presented in this thesis were gained 
with neutrons, the present investigations are more reliable. 
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The high temperature structure of Ni51Fe22Ga27 at 250 K is similar to the 
above mentioned compounds, a cubic Heusler structure with lattice parame-
ter a = 5.761 A. The superlattice reflections (111) and (200) and the order-
independent principal reflections (220) are indexed in Figure 12. Since the 
compound is ferromagnetic at 250 K a ferromagnetically aligned moment of 
2.9 /1B was associated with the Fe atoms giving a X2 of 7.49. 
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Figure 12: Neutron diffraction pattern for Ni51Fe22Ga27 at 250 K 
The diffraction pattern at 10 K looks more complicated than the high tem-
perature structure, because the cubic Bragg peaks split and additional peaks 
appear at intermediate positions. It is reported by Oikawa et al. [4], that a 
Ni54Fe19Ga27 alloy martensitically transforms to a monoclinic unit cell with 
lattice parameters a = 4.27 A, b = 2.70 A, c = 29.30 A and j3 = 86.60 • It 
is assumed by Morito et al. [8] that the crystal structures of Ni51.5Fe22Ga26.5 
are the same as those reported by Oikawa. This statement cannot be sup-
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ported since the results for the low temperature phase for NislFe22Ga27 are 
the following. 
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Figure 13: Neutron diffraction pattern for NislFe22Ga27 at 10 K 
The data measured at the ILL were initially analysed using the orthorhombic 
space group Fmmm (#69) and lattice constants a = 6.06 A, b = 5.76 A 
and c = 5.39 A. This approach accounts relatively well for the peaks at small 
angles, especially the (220), (202) and (022) peaks, but the agreement is less 
satisfactory for the high angle reflections. The data refined with the above 
mentioned parameters are depicted in Figure 13. The magnetic scattering 
was not included. 
In recent publications a 7-fold and/or a 5-fold increase of the unit cell are re-
ported in [4], [5) and [8], respectively, for alloys with similar compositions to 
NislFe22Ga27, but these models could not be confirmed with the data shown 
in Figure 13. 
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The above mentioned alloy shows a very similar transformal-sequence to 
the stoichiometric Ni2MnGa alloy, reported by Brown et al. [25] and by 
Neumann et al. [26]. The experiments were carried out with a sample pro-
duced by Anders [31] within the scope of his master thesis. 
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Figure 14: Neutron diffraction pattern for Ni2MnGao.9sSno.os at 250 K 
The crystallographic structure of Ni2MnGao.9sSno.os at high temperature of 
250 K is a cubic Heusler structure. The neutron diffraction pattern is shown 
in Figure 14. The exact Curie temperature Tc is unknown but SQUID mea-
surements suggest a Curie temperature above 350 K. Therefore the profile 
refinement was carried out including a ferromagnetic moment on manganese 
with a Mn2+ form factor. The moment per Mn atom (2.1 JtB) is in agree-
ment with the value obtained for Ni2MnGa reported in [25]. A subsequent 
refinement was carried out in which the Ni atoms were also allowed to carry 
a moment but this did not improve the goodness of fit as indicated by the 
26 
x2 test (12.4). 
On cooling the sample to 180 K the pre-martensitic phase is entered. A 
comparison with the diffraction pattern at 250 K does not show any major 
differences between the patterns but a detailed look reveals some small ad-
ditional reflections just emerging from the background in the 180 K pattern. 
This is due to a tripling of the unit cell along the cubic llD-direction. The 
space group symmetry is reduced from cubic to orthorhombic with space 
group Pnnm (#58). 
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Figure 15: Neutron diffraction pattern for NhMnGIlD.95SnO.05 at 180 K 
The pre-martensitic phase in Ni2MnGa starts at 255 K and goes down to 
200 K, which is a little bit higher than for Ni2MnGIlD.95Sno.o5, but the struc-
ture is very similar. The diffraction pattern suggests a pre-martensitic phase 
in Ni2MnGIlD.95Sno.o5 at 180 K even though it was not possible to determine 
the start and finishing temperature of that precursor state by means of mag-
netisation measurements. The neutron measurement at 180 K is shown in 
3.3.3 Ni2MnGao.9SSno.os 27 
Figure 15. A ferromagnetically aligned moment of 2.7 IlB was associated 
with the Mn atoms giving a X2 of 2.97. 
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Figure 16: Neutron diffraction pattern for NhMnGao.95Sno.o5 at 3.5 K 
On further cooling below the martensitic transition temperature of ~ 160 K 
the diffraction pattern becomes more complicated. It can be seen in Figure 16 
that the cubic Bragg peaks split, and in addition smaller peaks appear at 
intermediate positions. The unit cell is increased again, now with a 7-fold 
increase along a cubic nO-axis. The nuclear Bragg reflections and the mag-
netic contributions are superimposed on top of one another with a magnetic 
moment of 2.9 IlB sitting on the Mn atoms. Space group P n n m was again 
used in the structural refinement. 
The lattice parameter for all temperatures are listed in Table 4 and the pa-
rameters determined from the magnetic refinement of Ni2MnGao.95Sno.o5 are 
listed in Table 5. The values agree with the ones measured by Brown et al. 
[25J and Neumann et al. [26J in the pure Ni2MnGa. 
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Structure Temperature [KJ a [AJ b [AJ c [AJ 
cubic 250 5.832 5.832 5.832 
orthorhombic (3-fold) 180 4.121 12.359 5.833 
orthorhombic (7-fold) 3.5 4.226 29.377 5.562 
Table 4: Lattice parameter for Ni2MnGil{).95Sno.o5 at different temperatures 
Temperature [KJ Mn moment X2 
250 2.1±0.2 12.4 
180 2.7±0.3 2.97 
3.5 2.9±0.2 65.1 
Table 5: Parameters of the magnetic refinement for Ni2MnGil{).95Sno.o5 
3.3.4 Conclusion 
Table 6 summarises the lattice constants for the cubic Heusler structure of 
the alloys discussed above. All results were gained with neutron radiation at 
the ILL in Grenoble. 
Sample Lattice parameter [AJ Temperature [KJ 
Ni51Fe22Ga27 5.761 250 
Ni2FeGa 5.757 200 
Ni2MnGao.95Sno.o5 5.832 250 
Ni2MnGa [3J 5.825 295 
Table 6: Lattice parameters for the cubic phase of the compounds studied 
If Figure 10, Figure 14 and Figure 12 are compared with each other it is ap-
parent that the peaks are approximately at the same angular positions but 
that the intensities vary especially in the (111) and (200) peaks. 
As explained in section 3.2.1 the peak intensity is dependent on the struc-
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ture factor and the structure factor is calculated from the nuclear scattering 
lengths (Equation 10 and 14). Since the neutron scattering lengths for iron 
and manganese (positive for Fe and negative for Mn) are significantly differ-
ent, the diffraction patterns show large differences in the peak intensities. 
It can be concluded, that the high temperature structure of the alloys in-
vestigated is solved and the lattice parameter obtained are in good agree-
ment with the values given in literature. In summary, Ni2MnGao.95Sno.o5 
and Ni51Fe22Ga27 show a cubic Heusler structure at high temperature and 
Ni2FeGa exhibits an additional f.c.c. phase to the Heusler structure, which 
has not been identified. 
The low temperature structures are in all cases more complicated and could 
be indexed except for Ni51Fe22Ga27. The latter has a completely different or-
thorhombic low temperature structure to the alloys investigated before, e.g. 
the Heusler alloy Ni2MnGa which exhibits a 7-fold increased unit cell in the 
martensite phase [25J. Further work needs to be done in order to solve the 
structure. 
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4 Magnetism and Determination of Magnetic 
Properties 
4.1 Theory of Ferromagnetism 
In general there exist different types of magnetism such as diamagnetism, 
paramagnetism, antiferromagnetism etc. Since all the samples investigated 
were ferromagnetic, the theoretical introduction will be limited to ferromag-
netism. 
4.1.1 Domains 
A ferromagnetic material is characterised by a spontaneous magnetic moment 
which suggests that electron spins and magnetic moments are arranged in a 
regular manner. A ferromagnetic sample is usually divided up into domains 
which are spontaneously magnetised nearly or completely to saturation. The 
directions of the magnetisation of different domains need not be parallel. The 
increase in the macroscopic magnetisation takes place by two independent 
processes. A weak applied field leads to a domain wall displacement, the 
volume of domains favourably oriented with respect to the field increases at 
the expense of other domains. A strong applied field results in an alignment 
of the domain magnetisation toward the direction of the field by a rotation. 
As a result of the magnetic domains the magnetisation below the Curie tem-
perature Te (section 4.1.2) exhibits hysteresis as shown in Figure 17 [15]. 
The remanence Mr is the value of the magnetisation that remains after the 
applied field is returned to zero and the coercivity He is the reverse field, that 
reduces the magnetisation to zero. The domain structure is formed because 
it minimises the potential energy associated with the magnetised sample de-
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Figure 17: Magnetisation curve of a ferromagnet 
spite the energy needed to form domain boundaries. 
The magnetisation MET is defined as the magnetic moment per unit volume 
and refers to the value within a domain. The spontaneous magnetisation 
MOT is the value of MET at zero field and the saturation magnetisation at 
zero temperature is Moo [32]. 
4.1.2 The Weiss Field 
A basic explanation of the occurrence of the spontaneous magnetisation was 
derived from the postulate put forward by Weiss in 1907 that an intense 
internal or molecular magnetic field exists within the ferromagnetic solid. 
The total field experienced by the magnetic moments comprises the applied 
field H and the molecular or Weiss field Hm [33]. The temperature depen-
dence for the magnetic susceptibility X above the Curie temperature is known 
as the Curie-Weiss law 
c 
X=T_G' 
p 
(18) 
where Gp is the paramagnetic Curie temperature. The Curie temperature 
Tc is the temperature above which the spontaneous magnetisation vanishes; 
it separates the disordered paramagnetic phase at T > Tc from the ordered 
ferromagnetic phase at T < Tc [14]. 
4.1.3 Anisotropy Energy 32 
At the point T = Gp, the susceptibility diverges, so one can have a nonzero 
magnetisation in a zero applied field. This corresponds to the definition 
of the Curie temperature being the upper limit for having a spontaneous 
magnetisation. The relationship between X-I and M versus T are illustrated 
in Figure 18. 
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Figure 18: X-I and M versus T 
The Weiss model is now recognised as being a convenient way of treating 
interatomic interaction effects, which can be represented as though they are 
equivalent to an internal magnetic field. But it is just a phenomenological 
theory that leads to the same interactions calculated by quantum mechanical 
treatment. 
4.1.3 Anisotropy Energy 
A magnetic material is said to possess magnetic anisotropy if its internal en-
ergy depends on the direction of its spontaneous magnetisation with respect 
to the crystallographic axes. As a result of the interaction of the spin mag-
netic moment with the crystal lattice (spin-orbit coupling), easy and hard 
directions of magnetisation occur. Magnetocrystalline anisotropy is the en-
ergy necessary to rotate the magnetic moment in a single crystal from the 
easy to the hard direction. This energy will become important in the marten-
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sitic phase, since the structure is of lower symmetry compared to the cubic 
parent phase. 
4.2 SQUID Magnetometer 
The Superconducting QUantum Interference Device was used to investigate 
the magnetic properties of the samples by measuring the magnetisation as 
a function of temperature and applied magnetic field. Analysing the results 
by means of Arrott Plots (technique described later), the spontaneous mag-
netisation and the Curie temperature could be determined. 
The high resolution of 10-8 e.m.U. of the SQUID magnetometer enables the 
magnetic properties of samples with a very small magnetic moment to be 
investigated. Since the samples investigated are all ferromagnetic, a sample 
size of approximately 4 mg was sufficient for the investigations. 
The Magnetic Property Measurement System provided by Quantum Design 
consists mainly of a liquid helium dewar, a cryogenic probe that integrates 
a superconducting magnet with a SQUID detection system, and an Hewlett 
Packard (HP) computer with the control system software. The equipment 
provides precision measurements over a broad range of temperatures (1.9 K 
to 400 K) and reversible magnetic fields up to 5.5 T. The SQUID detection 
system comprises the SQUID sensing loops, superconducting transformer 
with a radio frequency interference (RFI) shield, and the SQUID sensor it-
self [34J. 
The SQUID sensor is a loop of superconducting metal with a weak insulat-
ing link, producing a Josephson junction. Cooper pairs are able to tunnel 
as pairs through the thin insulating layer. The existence of Cooper pairs is 
a basic property of superconductors and they can be described as coupled 
electrons with the property that the pair cannot emit or receive energy con-
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tinuously under a definite temperature. Since only certain phase differences 
of the electron-pair wave functions are allowed, the phase difference ~ across 
the junction can be described as 
c = 211'q, 
\, q,o' (19) 
whereas q,o = 2~ is the flux quantum and q, the flux passing actually through 
the SQUID loop. The magnitude 2e is the charge of a Cooper pair [35]. 
Signals detected in the sensing loops, which are second-derivative coils, are 
coupled into the SQUID sensor through the superconducting RFI isolation 
transformer. Hence by measuring the interference by means of a weakly cou-
pled resonator circuit, the magnetic flux can be calculated and consequently 
the magnetisation [36]. 
The arrangement of the coils strongly rejects interference from nearby mag-
netic sources and allows the system to function without any shielding, but a 
disadvantage is the very low operating temperature. 
4.3 Arrott Plot and Spontaneous Magnetisation 
Initially the magnetisation was measured as a function of temperature using 
a small applied field of 0.1 T. This measurement enabled the temperature 
regions over which possible phase transitions occurred to be identified. Af-
terwards isotherms were measured up to 5.5 T at selected temperatures. 
To determine the Curie temperature and the spontaneous magnetisation of 
samples the isotherms were plotted in the form M2 versus 7!f-. Arrott plots 
(1957) are based on the Landau theory of 2nd order phase transitions [37]. 
In the mean field treatment the magnetisation is given by 
(20) 
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where Mo is the magnetisation at absolute zero, fJ. is the moment per atom, 
k is the Boltzmann constant and N the molecular field constant. Equation 
(20) can be rewritten as 
(21) 
Under assumption of a small magnetisation (M « Mo) the right hand side 
can be expanded into a power series 
( fJ.(H+NM))=M ~(M)3 ~(M)5 . kT Mo + 3 Mo + 5 Mo + .. (22) 
and for the limiting case of a zero magnetic field H = 0, the reciprocal 
susceptibility is given as (still under assumption of M « Mo) 
~= kT_N. 
X fJ.Mo (23) 
A material can be considered ferromagnetic if there exist a finite magnetisa-
tion for a vanishing magnetic field. Hence the Curie temperature is deter-
mined from Equation (23) under the condition ~ = 0 (Curie point) 
fJ.N 
Tc= TMo. (24) 
At the Curie point, a cubic relation exists between the field H and magneti-
sation M 
fJ.H 1 (M)3 1 (M)5 1 (M)3 
kT = 3 Mo + '5 Mo + . .. ;:::J 3 Mo (25) 
and above or below the Curie temperature the magnetisation depends on 
field as follows 
(26) 
The qualitative relationship between M3 and H is illustrated in Figure 19 for 
temperatures just below the Curie point (c < 0), at the Curie point (c = 0), 
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Figure 19: Relationship M3 versus H 
and just above the Curie point (e> 0). 
For practical application Equation (26) is rewritten as 
(27) 
Hence it can be seen that at the Curie temperature (~ = 0) the third power of 
the magnetisation is proportional to the field as the M3 term must dominate 
at low enough fields. 
Plotting M2 versus Z gives ~ in the limit of zero field as the intercept with 
the Z axis and the temperature at which ~ goes zero, Le. the isotherm 
that intersects the origin determines the Curie temperature. According to 
Equation (27) the Arrott plot should result in a straight line. 
The spontaneous magnetisation in the absence of a magnetic field is given 
by extrapolating the straight part of the Arrott plot to Z = O. This is only 
possible for temperatures below the Curie temperature Tc , since the square 
of the spontaneous magnetisation MgT is only positive in this region [38]. 
4.4 Analysis of Experimental Results 
The measurement procedure for all samples was similar. The exact amount 
of each specimen used in the SQUID measurements is listed in Table 7. It is 
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essential that the chosen sample size does not produce a signal that exceeds 
the range of the SQUID. 
Compound Specimen weight [mg] Molar weight [~] 
Ni2FeGa 4.26 242.955 
Ni51Fe22Ga27 4.05 244.179 
Ni2MnGao.95Sno.o5 3.36 244.497 
Table 7: Specimen for the SQUID magnetometer 
A detailed description of the analysis is only given for Ni2FeGa. For all other 
samples investigated merely the results and analysis are presented. Finally, 
at the end of this chapter, the results of all compounds are discussed. 
4.4.1 NizFeGa 
Since the magnetic properties had not been measured before a temperature 
scan from 2 K to 360 K in a field of 0.1 T was carried out. The result is 
shown in Figure 20. 
From a closer examination (Figure 21), it can be seen that the transforma-
tion is accompanied by hysteresis in the magnetisation curve. 
In the cooling process, the starting and finishing temperature associated 
with the change of magnetisation M are defined as the martensitic transfor-
mation starting temperature Ms and its finishing temperature Mt. In the 
heating process, the values are defined as the reverse transformation starting 
temperature As and the finishing temperature At, respectively. From the 
magnetisation curve of Ni2FeGa at 0.1 T in Figure 20 the following tem-
peratures are determined as Ms = 144 K, Mf = 120 K, As = 127 K and 
At = 155 K. These values depend on the magnetic induction B = f.tH since 
the magnetisation changes with H. 
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Figure 20: Magnetisation M versus Temperature T for Ni2FeGa at 0.1 T 
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Figure 21: Magnetisation M versus Temperature T for Ni2FeGa at 0.1 T 
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Following the temperature scan, isotherms from 0 T to 5.5 T were measured 
at the temperatures depicted in Figure 22. These values were chosen by tak-
ing into account the initial results as mentioned above. 
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Figure 22: Isotherms for Ni2FeGa 
The martensite at 5 K approaches a high magnetisation of 65 TJkg in a sat-
uration field of approximately 1 T, while in the parent phase at 360 K the 
magnetisation decreases to approximately 30 TJk9 in a saturation field of 
about 0.5 T. The magnetisation curve of the parent phase is more easily 
saturated than that of the martensite phase, because the martensite phase 
has higher magnetocrystalline anisotropy energy than the parent phase. As 
explained in section 4.3 Arrott plots enable to establish the temperature for 
the second order phase transition, provided this temperature is reached dur-
ing the measurement. The Arrott plots for Ni2FeGa are shown in Figure 23. 
Hence it is clear that the whole measurement took place in the ferromag-
netically ordered state, since no isotherm intersects at the origin, i.e. the 
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Figure 23: Arrott plot for Ni2FeGa 
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Curie temperature Tc was not reached. The spontaneous magnetisation MOT 
is determined by interpolating the Arrott plots linearly to J1-H = 0 T. A 
conversion of the magnetisation into the magnetic moment per formula unit 
in units of J1-B is given by 
[ 
J ] molar mass [~] 
mOT [J1-B] = MOT Tk [1..] N [_1 ] , 
9 J1-B T A kmol 
(28) 
where the Bohr magnet on is the magnetic moment of a free electron and 
therefore a natural unit. From the values calculated by Equation (28), the 
magnetic moment per formula unit is determined to be mOO = 2.9 {LB' 
The measurement does not cover the Curie temperature Tc, as the curve in 
Figure 24 does not intersect the temperature axis. Even though there is a 
fairly steep decrease of mOT, it is too inaccurate to estimate the correct Curie 
temperature. 
It is reported by Liu et al. [6] that Ni2FeGa exhibits a magnetisation 73 /k9 
and a saturation field of 0.6 T at low temperature, decreasing to 60 TJkg and 
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Figure 24: Magnetic moment per formula unit for Ni2FeGa 
0.15 T, respectively, at higher temperature. These values are much higher 
compared to the values measured for this thesis and in contrast the saturation 
fields are clearly lower. 
A temperature scan for Ni51Fe22Ga27 was obtained from 2 K to 360 K and is 
shown in Figure 25. 
The reverse transformation starting temperature As and the finishing tem-
perature AI could be determined as As = 97 K and AI = 122 K, respectively. 
The isotherms measured from 0 T to 5.5 T and the resulting Arrott plots are 
shown in Figure 26 and 27, respectively. 
At 5 K the martensite approaches a magnetisation of about 62 T.Jk9 and a 
high saturation field of 1 T, decreasing to approximately 25 TJk9 and 0.5 T, 
respectively, for the parent phase at 350 K. This behaviour can be explained 
with the magneto crystalline anisotropy energy (see section 4.1.3). Since the 
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Figure 25: M versus T for Ni51Fe22Ga27 at 0.1 T 
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structure of the sample changes from cubic in the parent phase to orthorhom-
bic in the martensitic phase the anisotropy energy increases and therefore the 
magnetisation in the martensitic phase is harder to saturate. 
Since no isotherm depicted in the Arrott plots intersects the origin, it is 
clear that the whole measurement took place in the ferromagnetically or-
dered state, i.e, the Curie temperature Tc was not reached. 
The magnetic moment per formula unit could be determined by means of 
Equation 28 to be moo = 2.95 /LB, 
It is reported by Morito et ai, [8] that the martensitic phase transition for 
a single crystal of Ni5!.5Fe22Ga26.5 takes place at temperatures As = 175 K 
and A I = 188 K. Theses values are clearly higher than the results for the 
polycrystalline compound Ni51Fe22G~7 presented in this thesis, 
The group of Oikawa [4] reports for polycrystalline Ni54Fe19Ga27 phase tran-
sition temperatures of As = 291 K and A, = 303 K and a saturation mag-
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netisation of 29.5 TJk9 in the martensitic phase at 263 K. 
It can be concluded, that the Fe-content in the Ni-Fe-Ga systems influences 
the phase transition temperatures significantly. 
4.4.3 NizMnGaO.9SSnO.Os 
The temperature scan for Ni2MnGao.9sSno.os, obtained from 2 K to 350 K, 
is shown in Figure 28. The measurement was carried out with a powder 
produced by Anders [31] three years ago. 
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Figure 28: M versus T for Ni2MnGao.9sSno.os at 0.1 T 
The values for the reverse transformation starting temperature As and the 
finishing temperature AI, respectively, are listed in Table 8 in comparison 
with the values extracted by P. Anders. 
Since the results are clearly different to those measured three years ago, it is 
possible that the properties of the alloy are subject to a time dependency, i.e. 
the properties change depending on the sample age. The annealing process 
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As [K] AI [K] 
Measured 2004 134 162 
Measured 2001 [31] :::::: 75 :::::: 120 
Table 8: Transformation temperatures for Ni2MnG8{).95Sno.o5 
is continued at room temperature. 
Compared to the specific heat results in section 5.4.2 the values obtained in 
2004 for the reverse transformation starting temperature As and the finishing 
temperature AI vary about 20 K. The results are different since a magnetic 
field is applied for the SQUID measurement and the specific heat experiment 
is carried out at zero field. The magnetic field influences the phase transition 
temperature. 
4.4.4 Conclusion 
Magnetisation measurements were made using a SQUID magnetometer in 
accurately controlled fields up to 5.5 T and at temperatures between 2 K 
and 360 K. In addition to the phase transition temperatures it is possible to 
determine the spontaneous magnetisation MOT and hence the ground state 
magnetic moment mOO. 
The similarities between Ni2FeGa and Ni51Fe22Ga27 are apparent. A direct 
comparison of the properties of both compounds are listed in Table 9. 
The sole difference can be found in the transition temperatures. The marten-
sitic phase transition occurs approximately 30 K lower in Ni51Fe22Ga27 com-
pared to Ni2FeGa. The magnetic moment is assumed to be on the iron atoms 
as shown in section 3.3.1. 
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Property Ni2FeGa Ni51Fe22Ga27 
As [K] 127 97 
Aj [K] 155 122 
Ms [K] 144 -
M j [K] 120 -
sat. magnetisation (parent) [/k9] 65 62 
sat. field (parent) [T] 1 1 
sat. magnetisation (martensite) [TJiig] 30 25 
sat. field (martensite) [T] 0.5 0.5 
moo [ILE] 2.90 2.95 
Table 9: Magnetic properties of Ni2FeGa and Ni51Fe22Ga27 
The magnetisation curve of NhFeGa exhibits a clear hysteresis, implying 
that this ~ransition is a first-order transition. 
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5 Thermal Properties and Specific Heat 
5.1 Basic Principles 
The heat capacity G of a system is defined as the ratio of energy input to 
the system by heating dQ and the resulting temperature rise dT. 
G= dQ 
dT (29) 
The first law of thermodynamics is a consequence of conservation of energy 
and gives the relationship between dQ, the change in the internal energy dU 
and the work dA done by the system due to a change in the volume dV 
at a given pressure p. The second law of thermodynamics states that for 
reversible isothermal processes dQ can be written as temperature T times 
change in entropy dS. After combining both laws it follows 
dQ = TdS = dU - dA. (30) 
Differentiating Equation (30) with respect to T at constant volume V or, 
experimentally more relevant, at constant pressure p, the heat capacity can 
be written as a function of internal energy U. 
Gv = (~t (31) 
Gp = (~)p +p (:t (32) 
The difference term between Gp and Gv is small for most solids, so it is 
acceptable to evaluate the specific heat for theoretical models at constant 
volume and to determine the specific heat at constant pressure experimen-
tally. 
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5.2 Heat Capacity of Solids 
In most solids the energy given to lattice vibrations is the dominant contri-
bution to the heat capacity; in non-magnetic insulators it is the only contri-
bution. Other contributions arise in metals from the conduction electrons, 
and in magnetic materials from magnetic ordering [39]. 
5.2.1 Heat Capacity from Lattice Vibrations 
The total energy of the phonons at a temperature T == kBT in a crystal may 
be written as the sum of the energies over all phonon modes according to 
(33) 
where np is the thermal equilibrium occupancy of phonons with energy liwp. 
By use of the Bose-Einstein distribution function for np , the energy of a 
collection of oscillators of frequencies wp in thermal equilibrium is given by 
(34) 
If the crystal has Di(W)dw modes of a given polarisation i in the frequency 
range w to w + dw, then the energy is 
Ui = J r.w/~ Di(W)dw. e B-1 (35) 
w 
The function Di(W) is called density of modes or density of states, which is 
the number of modes per unit frequency range. It is the central problem to 
find this function. 
The density of states in one dimension is given by 
L dw 
D(w)dw = IT dw/dq' (36) 
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where L is the length of the one-dimensional interatomic spacing and dw / dq 
the group velocity. The density of states in three dimensions is quoted in 
Equation (37) 
D( ) = Vq2 2 dq 
W 2 7r dw' (37) 
where V is the volume of the unit cell. The derivation of Equation (36) and 
(37) can be found in [14J. 
Dulong-Petit model This classical model assumes that each degree of 
freedom of an atom is equal to !kBT. Thus for a 3-dimensional solid there 
are three potential and three kinetic degrees of freedom giving an internal 
energy of 3kBT. Hence the heat capacity is Cv = ~~ = 3kB or 3R for one 
mole, i.e., Cv is constant and temperature independent. R is the ideal gas 
constant defined as kBN [40J. 
Einstein model This model is based on Planck's quantum hypothesis by 
assuming that each atom vibrates independently of other atoms about its 
equilibrium position with an angular frequency Wo. The solid may be consid-
ered as a lattice of N independent harmonic oscillators with quantised energy 
levels. The Einstein density of states is D(w) = No(w - wo), where the delta 
function is centered at Wo. The occupancy of the energy levels are determined 
by the Bose-Einstein distribution. Therefore, with a thermal energy of 
follows for the heat capacity 
U = 3Niiw 
e""'/kBT - 1 
(
8 E )2 e8E/T 
Cv = 3NkB T (e8E/T _ 1)2 
(38) 
(39) 
with 8 E = Z': being the Einstein temperature. This expresses the Einstein 
result (1907) for the contribution of 3N identical oscillators to the heat ca-
pacity of a solid. 
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However, this approach is too simple. The atoms form a system of coupled 
oscillators and do not vibrate independently of one another. So there is a 
frequency spectrum similar to an elastic continuum. The high temperature 
limit of Cv becomes 3NkB , which is known as the Dulong-Petit law. 
At low temperatures Equation (29) decreases as e""'/kBT, whereas the exper-
imental form of the phonon contribution is known to be T3 as accounted 
for by the Debye model treated below. The Einstein model is often used to 
approximate the optical phonon part of the phonon spectrum as shown in 
Figure 29 [14]. 
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Figure 29: Experimental density of states 
Debye approximation In the Debye approximation the velocity of sound 
Vs is taken as constant for each polarisation type, as it would be for a classical 
elastic continuum. Using the dispersion relation w = vsq, the density of states 
D(w) (37) becomes 
D(w) = 2 ~ 3 w2• 
7r Vs 
The cutoff frequency WD is determined by the condition 
WD J D(w)dw = 3N 
o 
(40) 
(41) 
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as 
~67r2N 
WD =Vs --V' (42) 
where N is the number of particles. The frequency WD is called the Debye 
cutoff frequency and the velocity of sound Vs is defined by v~ = ~ (~ + ;.), 
Le., there exist one longitudinal branch of the spectrum and two transverse. 
The density of states D(w) can be rewritten using Equation (40) and (42) as 
(43) 
The qualitative behaviour of the density of states in the Debye approximation 
is depicted in Figure 30 [15]. 
O(w) 
. Figure 30: D(w) according to the Debye approximation 
The thermal energy is according to Equation (35) given by 
9N WD Iiw 
U = -3 I Iiw/k T 1 w2dw. 
wD e B_ 
o 
(44) 
It is useful to introduce another term that is important to solve the integral 
in Equation (44). The Debye temperature 8 D in terms of WD is defined by 
(45) 
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The heat capacity is found most easily by differentiating (44) with respect 
to temperature. Making a change of variable x = k:wT 
( 
T )3 JXD x4 ex 
Cv = 9NkB ell (eX _ 1)2 dx. 
o 
(46) 
The Debye heat capacity is plotted in Figure 31. For T » ell the heat 
capacity approaches the classical Dulong-Petit value of 3NkB • 
C/3k,T 
1 ••••••..•............•......•....... 
Tie 
Figure 31: Heat capacity Cv according to Debye approximation 
At very low temperatures T « ell it is possible to approximate Equa-
tion (46) by letting the upper limit go to infinity. This results in the Debye 
T3 approximation 
Cv = 127l"4 NkB ( T )3 ~ 234R (~)3 
5 ell ell (47) 
Since the Debye interpolation formula (46) is exact in both the high- and low-
temperature limits it gives quite a good representation of the heat capacity 
of most solids, even though the actual phonon density of states curve differs 
appreciably from the Debye assumption. 
5.2.2 Heat Capacity of the Electron Gas 
Classical statistical mechanics predicts the equipartition of energy, i.e. that 
a free particle has a kinetic energy of ~kBT, where kB is the Boltzmann con-
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stant. If N atoms each give one valence electron to the electron gas, and the 
electrons are freely mobile, then the electronic contribution to the heat ca-
pacity should be ~NkB' just as for the atoms of a monoatomic gas. However, 
the observed electronic contribution is usually less then 0.01 of this value. 
The Sommerfeld-model of the free electron gas states that in the ground state 
of a system of N free electrons the occupied orbitals may be represented as 
points inside a sphere in q space. The energy at the surface of the sphere 
is the Fermi energy Ep. The Fermi energy Ep is related to the electron 
concentration ~ by 
(48) 
Electrons are Fermions and therefore the Pauli exclusion principle has to be 
considered. The Fermi-Dirac distribution gives the probability that an orbital 
at energy E will be occupied in an ideal electron gas in thermal equilibrium: 
f( E T) _ 1 
, - e(E-pl/kBT + 1 . (49) 
At absolute zero the chemical potential J.L = Ep , because in the limit T --> 0 
the function fo(E, T) changes discontinuously from the value 1 (filled) to the 
value 0 (empty) at E = Ep = J.L. If the Boltzmann distribution can be used 
as approximation for the Fermi-Dirac distribution is dependent on the ratio 
£.' where T is the temperature of the electron gas and Tp is the effective 
Fermi temperature. Tp is defined by 
(50) 
In analogy with the discussion of the lattice contribution, the energy of the 
electron gas has to be considered by an integral of the energy of one elec-
tron E, the density of states D(E) and the distribution function !o(E, T) 
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as 
00 
u = ! Efo(E, T)D(E)dE, (51) 
o 
where the density of states of free electrons is defined by 
V (2m)~ D(E) = 27r2 1l!. ..fE . (52) 
The heat capacity ofthe electron gas is found by differentiating Equation (51) 
with respect to T. The only temperature-dependent term is fo(E, T), so it 
follows according to Equation (31) 
00 d 
Gel = !(E-Ep)D(E)dT(fo(E,T))dE. (53) 
o 
The derivation of the Fermi distribution has large positive peaks for values 
of E near Ep . It is a good approximation to evaluate the density of states 
D(E) at Ep and take it outside the integral. At temperatures kBTp « Ep 
the temperature dependence of the chemical potential J.1. can be ignored. 
After some mathematical steps the heat capacity of an electron gas can be 
determined as 
1 2 T 
Gel = 27r NkBTp . (54) 
5.2.3 Magnetic Heat Capacity 
The magnetic contribution to the heat capacity is related to the alignment of 
the magnetic moments and thus to the magnetic degrees of freedom. There-
fore, the magnetic heat capacity is associated with the entropy S of the 
system. 
(55) 
A sharp peak at the Curie temperature Tc is typical of a second-order phase 
transition and is associated with the disappearance of long-range magnetic 
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order. The small magnetic heat capacity remaining just above Tc arises from 
the presence of residual short-range magnetic order. 
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Figure 32: Contributions to the total heat capacity 
Figure 32 shows the magnetic G mag , the lattice GLand the electronic Gel 
contributions to the total heat capacity Gp schematically as a function of 
temperature for nickel. 
The change in entropy of the magnetic state is given by 
and can be obtained from experimental measurements. Furthermore the 
entropy of the magnetic state is related to the spin quantum number S (and 
hence the magnetic moment) of the magnetic atoms by 
(57) 
where c is the number of magnetic atoms per unit cell present carrying the 
magnetic moment, NA the Avogadro constant and kB the Boltzmann con-
stant [32]. 
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5.2.4 Experimental Heat Capacity 
At room temperature the lattice heat capacity of most metals is close to 
its classical equipartition value (3NkB for monovalent metals) and therefore 
completely dominates the electronic contribution. 
At temperatures much below the Debye and the Fermi temperature, 8 D 
and Tp , respectively, the lattice contribution falls off rapidly with the T3 
dependence of Equation (47) and the heat capacity of metals may be written 
as the sum of electron, phonon and spin wave contributions: 
(58) 
where 'Y (electronic Sommerfeld coefficient), (3 (phonon coefficient) and 0 
(spin waves coefficient) are constants characteristic of the metal. They are 
defined as 
and (59) 
After substraction of the spin wave component from the observed specific 
heat the coefficients 'Y and (3 can be obtained as a plot of ¥ versus T2 with 
C 2 
T='Y+(3T, (60) 
for then the points should lie on a straight line with intercept 'Y and slope (3. 
5.3 Specific Heat Measurement Apparatus 
The temperature dependence of the heat capacity of the samples investigated 
was measured by means of adiabatic calorimetry and the heat pulse method. 
Adiabatic calorimetry involves injecting a known quantity of energy into the 
sample and measuring its response in terms of a temperature variation. The 
5.3 Specific Heat Measurement Apparatus 
definition of the heat capacity 
c= AQ 
AT 
57 
(61) 
implies that an increase of the sample temperature by AT is caused by a sup-
plied heat AQ adiabatically. In the heat pulse method (Nernst method), the 
heat energy is supplied with constant power for the heat pulse time [41J. The 
specimen is in thermal equilibrium when the sample temperature is measured 
before and after the heat pulse. From observing the pre-drift and post-drift 
of the sample temperature before and after heating, respectively, the rate of 
heat flow from the sample to the surrounding system can be estimated and 
incorporated into the calculation of AT. The overshooting in Figure 33 can 
be explained by the design of the calorimeter, which is described in detail 
by von Gynz-Rekowski [42J. To compensate for this temperature gradient, a 
short delay time is introduced. 
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Figure 33: Variation of the sample temperature during one measuring cycle 
The set-up of the calorimeter used for the measurements is depicted schemat-
ically in Figure 34. It was designed and manufactured in the Department of 
Physics at Loughborough University and samples of approximately 1 g can 
5.3 Specific Heat Measurement Apparatus 
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Figure 34: Cross-section of the calorimeter 
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be measured in a temperature range from 3 K to 300 K. The calorimeter is 
placed inside a removable cryostat surrounded by a He or N reservoir. As 
shown in Figure 34 the sapphire plate which carries the sample and the sam-
ple temperature sensor is suspended within a copper ring using a thin cotton 
thread. A thin film of chromium deposited on the disc acts as the sample 
heater. The sample is positioned on the disc above the heater by using a 
small amount of Apiezon N-type grease (approximately 3 mg). The temper-
ature of the sapphire plate and the sample is measured by a CERNOX™ 
temperature sensor. The ensemble is situated within two copper radiation 
shields to minimise the thermal response time. A copper wire wound on the 
outer copper can serves as a shield heater and a second heater is mounted on 
the top of the copper can. The shield temperature is measured by another 
CERNOX™ sensor. The calorimeter is suspended from the outer helium or 
nitrogen bath by a stainless steel can which can be evacuated down to pres-
sures of approximately 10-6 mbar, to minimise heat transport by convection. 
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5.4 Analysis of Experimental Results 
Specimen of approximately 1 g were prepared for the specific heat measure-
ments. The flat side was polished to a smooth surface to ensure good thermal 
contact. The exact amounts of the specimen are listed in Table 10. 
Compound Specimen weight [g J Molar weight [~J 
Ni2FeGa 0.93316 242.9548 
Ni2MnG8;).95Sno.o5 1.00800 244.497 
Table 10: Specimen for the specific heat measurements 
Firstly, the not heat treated specimen was measured in a temperature range 
from 4.7 K to 286.3 K, shown in Figure 35. 
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In the Debye model the specific heat can be written as 
(62) 
where 'Y is the electronic Sommerfeld coefficient, f3 the phonon coefficient and 
/j the spin wave coefficient. Since the Curie temperature Tc for Ni2FeGa is 
assumed to be in the same temperature range or smaller as Tc for Ni2MnGa 
[43], the spin wave stiffness constant D is assumed to be similar or smaller. 
Thus the spin wave contribution can be estimated using 
/j = 39.43 ( ~) D-~, (63) 
where M is the atomic mass and p is the mass density. The value for /j is 
very small and therefore negligible. 
By plotting the experimental results in the form ¥ versus T2 (Equation 
60) the contributions due to conduction electrons and the crystal lattice 
vibration can be separated. This should result in a straight line, where the 
intersection point with the ¥-axis yields the 'Y value and the slope f3 the Debye 
temperature 8 D. The plot of the experimental data at low temperatures (4 K 
to 20 K) and the linear fit (straight line) are shown in Figure 36. 
The Fermi temperature TF and the Debye temperature 8 D can be calculated 
using Equations (59) with 
and (64) 
The 'Y value is also directly related to the density of states D(EF ) at the 
Fermi surface by 
(65) 
The results are summarised in Table 11. The errors were determined in the 
least square refinement. 
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Figure 36: Low temperature specific heat in form of ¥ versus T2 for Ni2FeGa 
'Y [m:;:~2J 24±l 
f3 [m:;:~4 J O.170±O.OO5 
TF [KJ 1700±70 
8 D [KJ 225 
D(EF ) [~J t.u. eV 1O.2±O.5 
Table 11: Low temperature properties of Ni2FeGa 
The Debye temperature of the alloy is much lower than the Debye tempera-
tures of the constituent elements Fe, Ni and Ga, listed in [12J and [15J. 
The value obtained for the Sommerfeld coefficient of Ni2FeGa is significantly 
larger than those expected for normal metals [12], suggesting a large den-
sity of states at the Fermi level. The Sommerfeld coefficient is related to 
the density of states at the Fermi level D(EF ) through Equation (65). The 
experimental values obtained for 'Y and f3 are similar to those found for the 
compound Ni2MnGa [43J. 
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After annealing the sample, the measurement was repeated to confirm that 
the results coincide. Since the phase transition is around 150 K, the measure-
ment was started at 80 K. It can be seen in Figure 37 that the experimental 
results are the same before and after annealing. 
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Figure 37: Specific heat for Ni2FeGa before and after annealing 
Hence, the reverse transformation starting and finishing temperature As and 
AI, respectively, can be estimated to be As = 124 K and AI = 152 K (see 
section 4.4.1) which agree with the results obtained with the SQUID mea-
surements. 
The second peak at around 255 K can be assigned to the grease used to pro-
vide good thermal contact between the sample and sapphire disk. According 
to [44] the contribution of the grease to the total heat capacity is significant, 
especially in the region above 200 K where an anomaly is present. 
63 
The specific heat of Ni2MnG8().9sSno.os in a temperature range from 82 K to 
277 K is shown in Figure 38. 
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Figure 38: Specific Heat for Ni2MnG8().9sSno.os 
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Unfortunately, it was not possible to measure that sample at low tempera-
ture with liquid helium so that the Debye temperature cannot be determined. 
But the data are sufficient to make a statement about the martensitic phase 
transition temperatures. The reverse transformation starting and finishing 
temperatures can be determined to be As = 163 K and AI = 184 K. The re-
sults are slightly different to the ones gained with the SQUID magnetometer 
in section 4.4.3. This is due to the magnetic field applied during the magneti-
sation measurement, which changes the transition temperatures. The second 
large peak in Figure 38 can be again assigned to the grease phase transition. 
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5.4.3 Conclusion 
Martensitic phase transitions often give rise to an anomaly in the specific 
heat of finite width as a result of the system not being in thermal equilib-
rium. Therefore the phase transition temperatures (listed in Table 12) of 
Ni2FeGa and Ni2MnGao.95Sno.o5 could be determined by means of analysing 
the specific heat versus temperature. The results agree in case of Ni2FeGa 
perfectly with the results obtained in the SQUID measurement. 
Compound As [KJ Af [KJ 
Ni2FeGa 124 152 
NhMnGao.95SnO.05 163 184 
Table 12: Specific heat phase transition temperatures 
Moreover it was possible to determine the Debye temperature and Sommer-
feld coefficient for Ni2FeGa to e = 225 K and 'Y = 24 m':z~2' respectively. 
The density of states D(EF ) = 10.2(5) is the same as found for Ni2MnGa 
[43J. On the basis of the band structure calculations of Fujii et al. [45J it was 
argued that it is the redistribution of electrons around the Fermi level which 
drives the structural phase transition. The reduction in symmetry, brought 
about by the phase transition is able to lift the degeneracy of electronic bands 
at the Fermi level causing the peak in the density of states to split. Combined 
with the energy required for creating the lattice distortion the resulting shift 
in the energy of bands and the resulting repopulation of these bands lowers 
the free energy of the whole system making such transformation energetically 
favourable. The results lend further support to a possible band Jahn-Teller 
mechanism for the phase transition. 
The enhanced Sommerfeld coefficient is a feature also observed in other shape 
memory alloys [46J. 
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6 Electrical Properties 
The electrical resistivity of conductive materials is an important property 
which can provide detailed information concerning magnetic and structural 
phase transitions. In ferromagnetic metals the electrical resistance is caused 
by scattering of conduction electrons by phonons and by spin waves [47]. 
6.1 Ohm's Law 
The momentum of a free electron is related to the wavevector by mv = Iik. 
For an electron in an electric field E and magnetic field B, Newton's second 
law of motion becomes 
dv dk 
m- = Ii- = -e (E + v x B) dt dt ' (66) 
where v is the electron velocity, m the electron mass and -e its charge. 
With B = 0 it follows from Equation (66) that an applied electric field E 
causes a constant acceleration of the electrons and therefore a steadily in-
creasing current. That does not happen in practice because of collisions of 
electrons with impurities, lattice imperfections and phonons. In a steady 
state the incremental drift velocity is 
eT 
v= -mE, (67) 
where T is the collision time. The constant of proportionality J.L = ~ in 
Equation (67) is known as the mobility of the electrons. 
If in a constant electric field E there are n electrons of charge q = -e per 
unit volume, the electric current density is 
e2T j =nqv=n-E. 
m 
(68) 
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This is Ohm's law. The electrical conductivity is defined by j = a E, so that 
(69) 
and finally the electrical resistivity p, which is defined as the reciprocal of 
the conductivity, results to 
m 
p=n-2-· er 
(70) 
P is only a scalar if E 11 j for all directions of E. Otherwise p is given by a 
matrix which reflects the directional dependence of the current. 
For a uniform current density which flows through an isotropic wire charac-
terised by a constant cross-section A, the current density is given by 
(71) 
where I is the total current. The potential difference U = <P2 - <PI along the 
wire of length L is given by 
U 
E= L' 
Thus Ohm's law j = ~ can be rewritten as 
Hence the resistance of a wire is given by 
L 
R=p-
A 
(72) 
(73) 
(74) 
which only depends on the geometry of the sample in contrast to p which is 
a material constant. 
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6.2 Experimental Set-up 
The electrical resistivity was measured using the four-point probe method. 
This technique is the most common method for measuring the temperature-
dependent resistivity of low resistance materials [48]. The set-up consists 
of four equally spaced contacts e.g. tungsten metal tips with finite radius. 
Each tip is supported by springs on the upper end to minimise sample damage 
during probing. The schematic four-point probe configuration is shown in 
Figure 39. 
X, x, o 
Figure 39: Schematic offour-point probe configuration 
A high impedance current source is used to supply current through the outer 
two probes; a voltmeter measures the voltage across the inner two probes to 
determine the sample resistivity. The sample is situated on a sapphire plate 
where the heater and the temperature sensor are mounted. 
Assuming that the metal tip is infinitesimal, it can be shown that for bulk 
samples with thickness t » s (s is the probe spacing) the resistivity [49] is 
given by the expression 
(75) 
Difficulties with the four-point probe technique may include unreliable probe 
contacts, sensitivity to noise from thermally induced voltages, and sensitivity 
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to the radius of the current probes [48J. Problems with thermo currents were 
minimised using an A.C. resistance bridge. The current direction was re-
versed and the voltage drop across the sample obtained for the measurement 
was averaged for both current directions. 
6.3 Analysis of Experimental Results 
The specimen investigated were in the form of rectangular sticks with dimen-
sions listed in Table 13. 
Compound Length [mmJ Height [mmJ Width [mmJ 
Ni2FeGa 20.95 0.69 1.45 
NislFe22Ga27 21.18 0.52 0.92 
Table 13: Specimen dimensions 
The sample was polished on one side to a flat and smooth surface to ensure 
a good contact between the metal tips and the sample surface. 
The resistivity was measured in a temperature range of 290 K to 50 K by 
cooling, 50 K to 316 K by heating and 316 K to 250 K by cooling again. The 
results are shown in Figure 40. 
From this figure it may be seen that there is a strong discontinuity at low 
temperatures with a 10 K hysteresis suggesting a structural phase transi-
tion at this temperature. The martensitic transformation starting temper-
ature Ms and its finishing temperature M f in the cooling process and the 
reverse transformation starting temperature As and finishing temperature 
Af in the heating process are determined as Ms = 130 K, Mf = 113 K, 
50 100 150 
~ 50K-316K heating 
---<>- 290K-50K cooling 
--v- 316K-250K cooling 
200 250 300 
T[K] 
Figure 40: Resistivity p versus temperature T for Ni2FeGa 
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As = 124 K and AI = 143 K. These transitions agree with the SQUID mea-
surements described in section 4.4.l. 
From a closer examination of the region 260 K « T « 310 K (Figure 41) 
it can be seen, that there is a second small 5 K hysteresis at around 285 K. 
That phenomenon occurred only once and despite several attempts it was 
not reproducible. 
The measurement described above was undertaken with the non annealed 
sample. After annealing the sample for 4 days at 800°0 the measurement 
was repeated under the same conditions on cooling from 316 K to 50 K and 
then heating again to 316 K. The influence of the annealing process on the 
phase transition is shown as a comparison between the results before and 
after annealing in Figure 42. 
It can be seen, that the phase transition is raised by about 15 K after anneal-
ing to higher temperatures and the beginning and the end of the hysteresis 
becomes broader. 
6.3.1 Ni2FeGa 
.- /4 50 
/-1' 
49 ) // -<I' ;./ / /. 
-<f""' 48 jY/ 0 ~ x 8 47 -
a. /// 
46· //1 
./ ~ 50K-316K heating 45 ---<>- 290K-50K cooling 
,/:1 / .......,...... 316K-250K cooling 
, , , 
250 260 270 280 290 300 310 
T[K] 
Figure 41: Resistivity p versus temperature T for Ni2FeGa 
50 
45 
"b 40 
~ 
x 
E g, 35 
a. 
30 
25 
~.\\ · . · . · . • • 
• 
50 100 150 200 
T[K] 
• not annealed 
o annealed 
250 300 350 
Figure 42: Comparison before and after annealing for Ni2FeGa 
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As shown in section 3.3.1 the Ni2FeGa specimen quenched from 800°0 ex-
hibits a well defined L21 structure. The same atomic order is reported by 
Kreissl et al. [43] for the Heusler alloy NhMnGa quenched from 800°0. The 
Cl< parameter, which is the occupation parameter defined as the number of 
Ga or Mn atoms not in their correct sites, is reported to be Cl< ~ 0.07 ± 0.10. 
The temperature scan on cooling from 300 K to 50 K and on heating from 
50 K to 300 K is shown in Figure 43 for the annealed sample. 
50 ~ t2 
45 
'b 
~ 40 
9. 
a. 35 
~ 
x 
E Q. <0 
• I , Heating I o Cooling i 
T [KJ 
30 r···· 
° • 
25 
50 100 150 
T[K] 
• Heating 50K-300K 
° Cooling 300K-50K 
200 250 300 
Figure 43: Resistivity p versus temperature T for Ni51Fe22Ga27 
The martensitic transformation temperatures can be determined as 
Ms = 120 K, M f = 100 K, As = 110 K and Af = 127 K. 
A comparison of the resistivity measurements before and after annealing is 
depicted in Figure 44. It can be seen that the hysteresis is shifted by about 
10 K after annealing to higher temperatures and the angles are broadened. 
There is a second discontinuity at 232 K shown in detail in the inset in Fig-
6.3.3 Conclusion 
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Figure 44: Comparison before and after annealing for Ni51Fe22Ga27 
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ure 43. A structural transition at this temperature is not excluded but very 
unlikely, since first order transitions are always accompanied by a hysteresis 
and the hysteresis at 232 K is negligible. It is remarkable that this transition 
is not influenced by the heat treatment. 
6.3.3 Conclusion 
Both compounds Ni2FeGa and Ni51Fe22Ga27 show very similar martensitic 
phase transition temperatures, displaced by about 30 K. The results are listed 
and compared in Table 14. 
Compound Ms [K] Mt [K] As [K] At [K] 
Ni2FeGa not annealed 130 113 124 143 
Ni2FeGa annealed 152 129 137 160 
Ni51Fe22Ga27 not annealed 108 97 - -
Ni51Fe22G~7 annealed 120 103 110 127 
Table 14: Resistivity phase transition temperatures 
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The transition temperatures obtained for Ni2FeGa coincide with the results 
reported by Liu et al. [6] for the same composition. 
74 
7 Discussion 
The aim of this thesis was the study of the structural phase transitions in the 
ferromagnetic Heusler alloys Ni2FeGa, Nis1Fe22Ga27 and Ni2MnGao.9sSno.os. 
The investigations included structure determination by X-ray and neutron 
powder diffraction, magnetisation measurements using a SQUID magnetome-
ter, low temperature specific heat and resistivity measurements. All specimen 
were produced and investigated at Loughborough University, except for the 
neutron diffraction experiments which were carried out at the ILL in Greno-
ble. 
The compound Ni2FeGa was found to have two crystal structures at 200 K. 
One phase could be identified as a Heusler L21 structure with lattice param-
eter a = 5.757 A. It can be said that the second phase is an f.c.c. lattice with 
lattice parameter of approximately 3.6 A, but it could not be clarified if it is 
a free nickel phase or one of the binary nickel phases. The structure at 8 K 
can be described by a third superimposing orthorhombic phase with lattice 
parameters a = 6.028 A, b = 5.752 A and c = 5.427 A and space group 
F m m m. These results are contrary to the investigations of Liu et al. [6], 
who reports a single phase structure above and below the phase transition. 
The martensitic transformation starting temperature Ms and finishing tem-
perature MI as well as the reverse transformation starting temperature As 
and finishing temperature A I for Ni2FeGa could be determined consistently 
by means of magnetisation, specific heat and resistivity measurements as 
Ms = 140 K, Mf = 120 K, AB = 125 K and AI = 150 K. 
At room temperature Nis1Fe22Ga27 has the single phase Heusler structure 
with lattice parameter a = 5.761 A. It transforms martensitically to an or-
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thorhombic unit cell with lattice parameters a = 6.06 A, b = 5.76 A and 
c = 5.39 A. The structural phase transition temperatures could be deter-
mined consistently by means of magnetisation and resistivity measurements 
to be As = 100 K and Af = 120 K. 
The similarities between Ni2FeGa and NislFe22Ga27 are apparent. The mag-
netic moment per formula unit for both compounds is moo = 2.9 J.!B and the 
saturation magnetisation for both parent and martensite phase are similar in 
the same saturation field. A difference exists in the transition temperatures. 
The martensitic phase transition takes place in NislFe22Ga27 around 30 K 
lower than in Ni2FeGa. This sensitive dependence of the phase transition 
on the exact composition is also reported by Oikawa et al. [5]. According 
to [4] the transition temperature for Nis4Fe19Ga27 is around 290 K and for 
Nis1.5Fe22Ga26.s around 175 K [8]. Recent experiments with a Nis4Fe19Ga19 
single crystal at the ILL, Grenoble, indicate a transition temperature far 
above 300 K and a tetragonal martensite structure with lattice parameters 
a = 5.3974(22) A, b = 5.3974(22) A and c = 6.4897(38) A [50]. 
The low temperature structure of NislFe22Ga27 is different to the martensite 
structure of other Heusler alloys investigated so far, e.g. the Ni2MnGa sys-
tem. It is assumed by [4], [5] and [8] that Ni-Fe-Ga systems show a 5-fold 
and/or 7-fold increased unit cell in the martensite structure analogous to 
Ni2MnGa. Investigations for that thesis reveal an orthorhombic low temper-
ature structure of NislFe22Ga27 with the above mentioned lattice parameter 
without a unit cell increase. 
The structural transition of the Ni-Fe-Ga systems is according to [10] due to 
a band Jahn-Teller effect as confirmed by Brown et al. [11] for Ni2MnGa by 
spin-polarisation neutron scattering experiments. 
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The compound Ni2MnGao.95Sno.o5 shows a very similar structural behaviour 
to the stoichiometric Ni2MnGa alloy [25], [26]. At 250 K the alloy exhibits a 
cubic L21 Heusler structure with lattice parameter a = 5.832 A. On cooling 
to 180 K the unit cell is tripled along the llO-direction and on further cool-
ing to 3.5 K a 7-fold increase of the unit cell was found. The relationship 
between the unit cells of the three structurally different phases is illustrated 
in Figure 6 (section 3.2.1). The lattice parameter at room temperature is 
slightly higher /:::"a = 0.007 A than the reference value of Ni2MnGa with 
a = 5.825 A [3]. That effect can be explained by the larger atomic radius of 
the substituent element tin (rsn = 1.55 A compared to raa = 1.40 A) [14]. 
The martensitic transition temperature could not be determined unambigu-
ously since the result gained with the SQUID magnetometer, the specific 
heat result and the result from Anders [31] three years ago vary significantly. 
This suggests that the properties of the sample may be time dependent. 
Further neutron scattering experiments should be made on the Ni-Fe-Ga 
systems to investigate the temperature dependence of the structural trans-
formation and the low temperature structure in more detail. Additionally 
magnetisation and resistivity measurements are recommended on these com-
pounds since these methods were found to be the most accurate ones. The 
sensitivity to the Fe-content in the Ni-Fe-Ga systems opens a new field of 
interest due to their potential application as magnetically controlled actua-
tors. 
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