The terminal attractor optical associative memory is proposed for pattern recognition. The experimental results show that it can eliminate spurious states and increase memory capacity.
INTRODUCTION
Optical associative memory for pattern recognition using the Hopfield model 1 has the advantage of simplicity for its network structure. But further investigation reveals that the basins of the attractors for stored patterns are small in the Hopfield model and the recalling ability is not so great. Moreover, the memory capacity is low because there are many spurious states and oscillations in the network. In order to obviate the spurious states and low storage capacity in the Hopfield model, a type of attractor called a terminal attractor (TA), which represents singular solutions of a neural dynamic system, was introduced 2 . These terminal attractors are characterized by having finite relaxation times, no spurious states, and infinite stability.
In this paper, we apply the TA dynamic system in optical associative memory to pattern recognition. First, we use the trial-and-error method for selection of the control parameter in TA model. Then, we investigate the capacity of the TA model associative memory. Based on the concept of consistency between the stored pattern and the equilibrium state in statistical thermodynamics, a method of intuitive estimates for the TA model memory capacity is presented. Finally, an optical implementation of the TA associative memory is carried out. The numerical and optical experiment results indicate that, using the TA model, the memory capacity of the Hopfield model is improved, and the target pattern can be successfully associated.
TERMINAL ATTRACTOR ASSOCIATIVE MEMORY
Let us consider a discrete time type of associative memory with N neurons and M stored patterns. The ith component of the state vector x i at time t+1 may be written as 
where the x i (m) is a set of M linearly independent stored vectors, x i (t) is the output of the ith neuron at time t, w ij is a synaptic matrix determined by Hebb's law in the same way as the Hopfield model, and α (m) and β 
The first term of Eq. (1) is the ordinary form for the Hopfield model, and the second one is the term added as the TA model.
In this model, we select the value of the parameter α (m) as unity for all m from empirical basis hereafter discussions. For the feasibility of the optical implementation, we make the approximations to Eqs. (1) and (2) without losing the essence of the TA dynamics system. If we assume unipolar binary number (1, 0) for the neuron-state vectors, the factor 1/3 in the power function of Eq. (1) may be dropped and, instead of the square operation in the exponential function, the absolute value can be used without changing the value of the dynamics system. Then, the Eqs. (1) and (2) can be rewritten as
Eqs. (1) and (2) will be called original, Eqs. (3) and (4) will be called modified TA model, respectively hereafter.
NUMERICAL SIMULATIONS

Control parameter
In the TA associative memory dynamic system, the control parameters are significant. In practice, the value of β (m) in Eqs. (2) and (4) Therefore, with the assistance of numerical simulation, the trial-and-error method will be used for the selection of β (m) . Numerical simulations have been performed by using a 10×10 neurons network based on the modified TA model of Eqs. (3) and (4) . Twelve characters as shown in Fig. 1 are embedded as terminal attractors in the network. The mean Hamming distance among 12 patterns is 30.8. Four initial imperfect input patterns are shown in Fig. 2 . The Hamming distance of the imperfect inputs from stored pattern "Y" are 3, 5, 7, and 9, respectively, and those for the other stored patterns are equal to 17 or more. We define that the pattern is recalled when the solution of the dynamic system reaches an equilibrium state for a given test pattern. Fig. 3 shows the test results of the recalling ability for various β (1) and (2), and obtained almost same results 4 . From these results, we choose the value of β (m) as unity for the dynamics of TA associative memory. Fig. 4 The recalling ability versus network size.
Memory capacity
The memory capacity of the TA model cannot be given theoretically because it is influenced by the various conditions of the network. We will give a rather intuitive explanation by a numerical simulation instead. The principle of the simulation method is from the approximate equation of the mean field in statistical thermodynamics 5 . We introduce a parameter
or the consistency between the stored pattern x i (m) and the obtained equilibrium state x i . Where T is a temperature coefficient that is defined in statistical thermodynamics. Here, it corresponds to a fluctuation coefficient. ⋅ denotes a mean operation.
Conversely, the inconsistency between x i (m) and x i is defined by
. Namely, when an equilibrium state x i is perfectly the same as the stored pattern x i (m) , the parameter M(T) (m) becomes unity and the stored pattern x i (m) is recalled accurately. When M(T) (m) <1, the recollection is unsuccessful. We only investigate the case of T = 0. Namely, the fluctuations of the network are dropped in our numerical simulations.
The numerical simulations for the memory capacity have been performed by using a 10×10 neurons network based on the modified TA model of Eqs. (3) and (4) . The Hamming distance between inputs and the stored patterns are chosen to be equal to 5 or more. The memory rate is defined by r = M/N in the same way as the Hopfield model. The results for the memory capacity in the Hopfield and TA model associative memories are shown in Figs. 5 and 6, respectively. The ordinate is the Hamming distance of the recalled pattern from a stored pattern, i.e., the consistency of the recalling. We can see that for the TA associative memory, the consistency of the recalling is 100%. These results indicate that the absolute memory rate of the TA model is greater than 0.35. The recalling ability for Hopfield associative memory. Fig. 6 The recalling ability for TA associative memory.
OPTICAL EXPERIMENTS
Optical implementations have been performed for pattern recognition. The optical experimental system uses liquid-crystal television (LCTV) spatial light modulators (SLMs) and CCD cameras based on the modified TA model as shown in Fig.  7 . It consists of two subsystems. One is the optical system for the Hopfield model (lower part of the system) and the other is that for realization of the TA term (upper part of the system). For implementation of the optical subtraction, we used a real-time image subtraction system by using polarization modulation of LCTV (LCTV3 and 4). The exponential operation realized by the optical subsystem that has light transmission property equal to the value of exponential nction, which is a fader control is used. The signals from the Hopfield subsystem and the TA subsystem are detected by the CCD camera 1 and 4, respectively, and are sent to the computer to calculate the difference between them and the next state vector. The output is used as the input of a new state to LCTV1 for the dynamical system. This process is iterated until convergence is reached. The converged state is displayed on a TV Monitor. The output results are shown in Fig. 8 (c) and (d) . As is seen from these results, the Hopfield network is trapped to spurious state with large Hamming distance, but the TA network can recall the correct pattern for all inputs without trapping to spurious state. 
CONCLUSION
We have applied the TA model associative memory for pattern recognition and compared it with the conventional Hopfield associative memory. The numerical simulations and the optical experiments show that the TA model associative memory can eliminate spurious states and increase memory capacity.
