We reconsider the connection between random walks of Poisson type and wave equations, following M. Kac's approach which was based on the work by S. Goldstein.' A scheme for calculating the distribution of the displacement from the origin at an arbitrary time for the random walk with a time dependent intensity is given, and it is applied to three cases. A simple example showing the use of the distribution is given. § 1. Introduction
The connections between Brownian motion, which is a random walk of Gaussian type, and diffusion equations are well known. However, the connections between random walks of Poisson type and wave equations are less explored. Aconnection between the walk and the telegrapher equation, which is a wave equation with dissipation, in 1 space dimension was probably first realized many years ago by Goldstein. l ) Kac 2 ) later made a number of generalizations which included generalization to arbitrary space dimensions. Subsequently, a number of authors have pursued these studies resulting in more generalizations and some interesting applications, including a very recent application to the semi-classical analysis of quantum tunneling time. See for instance, Refs. 3 
)~6).
The main purpose of this paper is to obtain explicitly the distributions of the random walks, by extending and then applying an important result of Kaplan, 3) so that the solutions to the wave equations with a damping term can be given, up to an integral, when the solutions to the corresponding wave equation without the damping term are known.
In § 2, we give the path integral approach for solving the wave equations with dissipation. In § 3, a scheme for calculating the distributions of the displacement for the random walk is given. Section 4 focuses on the actual computations of the distributions, although a simple model solution of wave equations is included. The conclusion is in § 5. § 2. The path integral approach to wave equations Consider the following wave equation with dissipation with general boundary conditions: t) Fellow of CNPq, Brazil.
at t=o' (1) where a(t)=alCt) --denoted as such in order to distinguish it from a2(t) to be defined immediately after Eq. (5) below --is a non-negative, continuous function defined on [0, ex)), D x is any weil-behaved, linear, spatial operator (for example, [72 or [7x[7) , and ¢(x, t) is the solution of the following wave equation without dissipation:
(The restriction imposed by the boundary condition on ¢ is that it can be even in t if and only if a¢/atlt=o=o.) Then the s.olution F(x, t) can be obtained by2),5b) (3) where the average is with respect to the randomized time Set) which is given by (4) where N(r) is a random variable Poisson distributed with intensity aCt), with N(O) =0, and for r'2. r'
In the original work of Kac, the intensity a was a time independent constant. Kaplan later made the generalization to the case a=alCt). In fact, if aCt)=a2Ct)= yt P which diverges at t =0 for P< 0, Eq. 
The distribution of Set) being denoted by gCt, r), where r is the value of S(t), Eq. (3) can be written as 4 ) ,5b)
The absolute value of the randomized time Irl has an interesting interpretation.
),4)
Consider the simple random evolution of the motion of many particles on a straight line with a constant speed, v, suffering random collisions, which reverse the direction of motion with ;;t probability aCt)dt after each step dx( = vdt). If t is the Downloaded from https://academic.oup.com/ptp/article-abstract/87/2/285/1908269 by guest on 11 December 2018 time spent by a particle in going from Xo to x along a path w, then Ir(w)1 is the time the particle would have taken to go from Xo to x without reversal. The properties of the distribution of Irl are considered in Refs. 5a) and 7). The displacement of the particle at time t is given by vr(w), therefore the distribution of the displacement d is also known --it is just get, d/v)/v.
In the case where the intensity a is a constant, get, r) is known, see, forexample, Ref. 5b). In this paper, we shall concentrate on the case where a(t)= rtP with r:2:0, and p real. In particular, we calculate the distribution get, r) for P=±l. Besides providing an alternative way of solving the wave equations with dissipation via Eq. (7) , get, r) itself is interesting, and it may not have been calculated explicitly for a time dependent intensity before. § 3. Calculation scheme for the distributions
We use the method of characteristic function and write (8) (The limits of integration may be limited to ±t since for Irl>t, g(t, r)=O. In this case, we would have to use Fourier series instead of a Fourier transform after this step.) Setting z= -ip, then by a Fourier transform, the distribution may be obtained via 11= get, r)=2J[ _=eiPT~(t, -ip)dp.
The function ~(t, z) satisfies an ordinary differential equation. To prove this, we use Kaplan's3) result which is an iterative relation of the 6n( =<sn> In!):
with (11) Multiply by Zk+2 and sum over k gives (12) Differ.entiating this twice with respect to t, and noting that (13) where primes denote differentiation with respect to t, the resulting 61 terms cancel out, and we obtain the following differential equation:
The condition ';(0, z)=1 is independent of the form of a(t), and follows from 6k(0) =0 for k:Cl and 60=1. The condition on ';'(0, z) is obtained as follows. We have ,;'(0, Z)=~k=OZk6/(0)=~k=lZk6k'(0), since 60'=0. Consider the k=1 term in the sum,
6{(t)=exp( -21Ia(s)ds )=l}~ exp( -21Ia(s)ds).
Taking the limit t---40 gives { I, a=al,
For k:C2, we have from Eq. (10) that
The first factor in the integrand, 6k-2( 8), is a continuous function of the argument and is finite (0 or 1) at 8=0. The second factor is continuous in t and is also finite (0 or 1) at t=O. Therefore, we have 6/(0)=0 for k:C2 and we obtain the boundary conditions on ,; as stated above. After solving Eq. (14), the normalization condition of the distribution g(t, r) which translates to ,;(t, 0)=1, as a result of Eq. (8), serves as a check on the solution.
That is, the scheme for obtaining an explicit expression for g(t, r) consists of two steps, solving the differential equation (14) and computing the integral (9) . Here come the catches: Both the steps may not be easy. We will say a few words on solving Eq. (14). Although it is rather straightforward to use the method of series solutions to solve exactly Eq. (14) for the specific cases considered in this paper, it is not so in general. This can be seen by performing the following transformation: With the setting of z= -ip as required in Eq. (9) for computing g(t, r), this is just a Schrodinger equation with mass m=I/2 and potential V=a 2 +a'. This suggests the use of any of the approximation methods developed for quantum mechanics when no exact solution is in sight. An example is the WKB approximation; Ref. 9) has a concise introduction in this direction, and we will leave this to the interested reader. § 
,;(t, z)=u(t, z)exp ( -lla(s)ds).

Then Eq. (14) becomes for a(t)= yt
Computations of the distributions
In this section, we apply the scheme for calculating the distributions g(t, r) in the last section when the intensity a(t)=a2(t)=rt
We shall consider three cases: p=O, ±1.
Case (1) : p=O or a= 1'= constant.
As mentioned in § 1, the distribution get, r) for this case is known, and it therefore serves as a check on the new scheme of computing the distributions here. From Eq. (21) where Iv denotes the modified Bessel functions, and B(t)=1 for t 20, and B(t)=O for t < 0. Notice that for 1'=0, none of the particles suffers any reversal, and therefore S(t) = t, which means g(t, r) = oct -r). Equation (21) correctly reflects this fact.
-rt get, r)=e-rto(t-r)+TB(t-lrl)
Case (2): p=-1 or a(t)=r/t.
The differential equation for Eq. (14) may be solved by the method of series solutions to yield
and upon setting z= -ip, we get As in Case (1), the distribution for r=O checks. However, for r>O, three of the differences between the distributions (25) and (21) are worth pointing out. First, the distribution here is not continuous in rat r=O, namely, the r----70 limit of Eq. (25) does not yield Eq. (24). This should be due to the fact that a(t)= rlt is not continuous in rat r=O. Second, for />0, it is even in r. This can be understood from the fact that rlt blows up as t---->O, and so the particle suffers infinitely many collisions at the initial moment that the asymmetry in the initial direction of motion is lost. Third, for t > 0, the dependence on r is stronger: For r< 1 the distribution of the particles has peaks at the end regions, 1rI----> t, whereas for r> 1 the peak is at the origin, and at r= 1 the distribution is fiat in r. In other words, the distribution curve goes from concave up to concave down as the parameter r increases across the value 1. This change of concativity does not occur in Case (1).
For r>O, the mean is Both the mean and variance calculated this way agree with those obtained directly using Eq. (10).
We end the consideration of this case by giving a simple example 
Unfortunately, we do not know how to perform an exact analytical evaluation of Eq. (32), and the interested readers are invited to try. A numerical study may be carried out later in another paper. § 5. Conclusion
We summarized the path integral scheme for solving the wave equations with dissipations, and a scheme for calculating the distribution g(t, r) of the randomized time for the Poisson random walk with a time dependent intensity aU) is derived. We checked that for constant a the scheme reproduces a previous result. For aU) =y/t, we obtain g(t, r) explicitly, and for a=yt, it is given in terms of a single integral. A simple example showing the use of the distribution in solving a wave equation is included.
