Rate of approximation of combinations of averages on the spheres is shown to be equivalent to K-functionals yielding higher degree of smoothness. Results relating combinations of averages on rims of caps of spheres are also achieved.
Introduction
In a recent paper [Be-Da-Di] (where d (y) is a measure invariant under rotations about x) was shown to satisfy an equivalence relation with the appropriate K-functionals, that is
where 1 p ∞, d 2 and is the Laplacian i.e. = (where d (y) is a measure on the set {y ∈ S d−1 : x · y = cos } invariant under rotation about x) was shown in [Be-Da-Di] to satisfy the equivalence relation 6) where g = ( −1 g). We will also show that
where g = ( −1 g). The main thrust of this paper is that in both (1.6) and (1.8) there is no supremum sign on the left-hand side as was the case in previous results on combinations (see for instance [Li-Ni, Ni-Li, Ru] ). One should note that only elements are needed to achieve K-functionals whose saturation rate is O(t 2 ) (or O( 2 )).
Realization, Bernstein and Jackson results on R d
To prove (1.6) we need some preliminary results that we hope will be useful elsewhere as well. Given (y) ∈ C ∞ (R + ), (y) = 1 for y 1 and (y) = 0 for y 2, we define R (f ) by
where
In what follows we will use extensively the basic properties of the multivariate Fourier transform which are given for instance in the first two chapters of Stein and Weiss [St-We] .
Setting 
and
The Bernstein-type inequality is given in the following result.
with C independent of R and p.
Proof. We note first that when we described f and its support, we did not imply that it is a function, and in fact for 2<p ∞ it may be just an element of S (the dual to S). However, G R given in (2.1) and (2.3) is in L 1 , and using (1.9) , p. 5] on (t) and G(x), and following the argument yielding G R ∈ L 1 , so is G R (x) where is the Laplacian. Moreover,
This implies for = 0, 1, . . .
If f ∈ L p such that supp f ⊂ {|x| : |x| R}, R (f ) = f , and hence ( R f ) = f , and (2.6) is satisfied with C = A( ).
For f ∈ L p (R d ) we define the rate of best approximation by
where B ≡ {x : |x| }. We can now state and prove the Jackson-type result.
We note that while b d + 2 may not be necessary, it is convenient. (Using R , ,b (f ) is also just for convenience.) The function
We recall the definition of K (f, , −2 ) p and choose g 1 such that
Using (2.10), we have
and hence
To estimate I 2 ( , ) p we write
and as
we have
This implies
and hence (2.8).
Proof. By definition the left-hand side is bounded by the right-hand side. Using (2.11), we have to show only that
and we complete the proof observing that
which, using (2.11) for b and b + 1, yields our result.
This is, in fact, the routine de la Valleé Poussin procedure.
Corollary 2.5. For (f ) given by (2.1)
Proof. Using the definition of K (f, , −2 ) p , the inequality (2.13) and the equivalence (2.12), we have to estimate only
Strong converse inequality on R d
The main result of this section is the equivalence (1.6) given in the following theorem:
given by (1.5) and 1 p ∞ we have
For the proof we will need several lemmas.
Lemma 3.2. For an integer we have
Proof. Writing cos j = 1 2 (e ij + e −ij ) and sin 2 = 1 2i (e i /2 − e −i /2 ), we obtain (3.2) by simple computation.
Proof. It is known that
with (see )
2 ds,
is the Bessel function given by the above formula. We now use the definition of V ,t (f ) to obtain
Using Lemma 3.2, we now derive (3.4).
Lemma 3.4. For 0 < u (3.7)
Proof. As m (u) is a linear combination of m(ku), 1 k , it is sufficient to prove (3.7) for = 1. Recalling the definition of J k (t) p. 153] , 
To prove (3.8) it is sufficient to show 
where I is the identity operator. To prove (3.11) we have to show that 
which implies the sufficiency of showing that |D (u)| C (1+|u|) d+ for > 0 and | | d+1. We note that for |u| 1, (u) = 0. For |u| 1 we use Lemma 3.5, recall that the multipliers we have are radial, and obtain is an analytic function which, using Lemma 3.4, has a zero of order 2 at 0. As 0 is an isolated zero, 1 − m (z) = 0 for 0 < |z| 2a for some a and hence 
Combinations of averages on the sphere
Our goal is to prove the equivalence (1.8) for functions on the sphere. This result is summarized in the following theorem. 
where S , f is given by (1.7) and is the Laplace-Beltrami operator.
We cannot expect (4.1) for all t as S f = S 2 − f , and for = 1 this would imply
which if C is independent of , is valid only for f = const. We will prove Theorem 4.1 in Section 5, and this section is dedicated to the numerous lemmas needed for that proof.
Lemma 4.2. The operator S , f is a bounded multiplier operator
where P k f is the projection on H k = { : 
and a (k, ) is given by
2 and j is an integer j 0.
Proof. Using (4.3), we may apply Lemma 3.2] with m = 1 and r for with r = 1, . . . , to obtain
from which (4.4) follows when we recall that for k ≈ 1, the difference between the two estimates can be inserted in the constant. For j = 0 (4.4) is contained in [Sz, (7.33.6) , 170].
Lemma 4.4. For a (k, )
given by (4.3) and ∈ [0, 2 ] we have
and for any > 0
Proof. We use [Sz, (4.9.19 ), p. 95] to write
where (using [Sz, (4.9.21 ) and (4.7.
3)])
Using (4.3) and (3.2), we have
For k we recall that
(k, 2 , ) = 1 (setting = 0 in (4.7)) and that sin 2 k− 2 sin 2 k 2 ( k 2 ) 2 , and hence the right-hand side of (4.5) follows with
have the estimate C 1 2 1 2 > 0. To obtain (4.6) for 0 < and k we use the lower estimate of (4.5) and obtain 1 − a (k, ) C 1 2 or a (k, ) 1 − C 1 2 , and we
,
Using ( 
with S n the L 2 projection on span For p = 2 we still need some work. The following lemma (or variants thereof) was used earlier (see for instance [Da] ). 
Proof. We obtain the identity (4.10) for j = 0, 1 by inspection. For higher j one proves (4.10) by mathematical induction. Part (b) follows from the observation A 2 . Then for any integer j, j 1, and any > 0 such that for 0 < k < we have
For s we use (4.15) and (4.16) to derive
This concludes the proof for k 2 . We note that for 1 k 2 (4.11) is obvious as
2 is bounded. (In any case the lemma is needed only for k k 0 for some fixed k 0 .)
The proof of Theorem 4.1
We first state the realization result which will be used. We define the operator a (f ) using the function (x) satisfying (x) ∈ C ∞ (R + ), (x) = 1 for 0 x 1, and (x) = 0 for x 2. The operator a (f ) is given by
Following [Ch- Di,Di] , one can obtain the realization theorem by a (f ), which is a De la Vallée Poussin-type operator.
where K (f, , 2 ) p is given in (4.1) and is the Laplace-Beltrami operator.
The above theorem has a somewhat different statement than in [Ch-Di, Theorem 4.5] or [Di, Theorem 7 .1] but the proof, and in fact the theorem itself, is the same.
Proof of Theorem 4.1. Following the proof of Theorem 3.1 and the realization result in this section, we have to show for some positive a
To prove (5.3) it is sufficient to show
since S , is a bounded operator. To prove (5.6) we have to show that
is a multiplier operator on f ∈ L p (S d−1 (S d−1 ), 1 p ∞, (see [Bo-Cl] ), the condition for (k) to be a bounded multiplier operator is (see [Ch-Di] or [Be-Da-Di] or numerous other places) 1 > 0 with C 1 of (4.5), (b) of Lemma 4.6 and mathematical induction imply that (4.11), which was proved for a k , is valid for a −1 k as well.
