Abstract. Let f be a transcendental entire function of order less than 1/2. We introduce the method of "self-sustaining spread" to study the components of the set of normality of such a function. We give a new proof of the fact that any preperiodic or periodic component of the set of normality of f is bounded. We obtain the same conclusion for a wandering domain if the growth rate of f is never too small.
Introduction
Let f be a transcendental entire function. The set of normality (or Fatou set) N (f ) of f consists, by definition, of all z in the complex plane C that have a neighborhood U such that the family {f n |U : n ≥ 1} of the restrictions of the iterates of f to U is a normal family. Here f 1 = f , and f n = f • f n−1 for n ≥ 2. The Julia set J(f ) of f is defined by J(f ) = C\N(f). Clearly N (f ) is open, while by the results of Fatou and of Julia, J(f ) is a nonempty perfect set which coincides with C, or is nowhere dense in C. For the basic results in the iteration theory of rational and entire functions based on these concepts we refer to the original works of Fatou [8, 9 , 10] and of Julia [11] and to the book of Beardon [6] .
Let Baker [3] raised the question of whether every component of N (f ) must be bounded if f is of sufficiently small growth. The appropriate growth condition would appear to be of order 1/2, minimal type at most. Baker [3, p. 489 ] noted that for any sufficiently large positive a, the function f (z) = z −1/2 sin √ z + z + a is of order 1/2, mean type, and has an unbounded component D of N (f ) containing, in fact, a segment [x 0 , ∞) of the positive real axis, such that f n (z) → ∞ as n → ∞, locally uniformly in D. In the positive direction, Baker [13] . Therefore, we shall include the proof of Theorem 1, using our methods which are quite different from those of Stallard, to illustrate the fact that even though at each step that we take, the "spread" that we shall discuss may be reduced to some extent, this does not matter as long as only finitely many steps (corresponding to the periodicity of a component) are taken. For a wandering domain, infinitely many steps are required, so that greater care needs to be taken, as we shall see in the proof of Theorem 2. (log log r) ε (1.2) for some ε > 0. Stallard [13, Theorem C, p. 44] proved furthermore that every component of N (f ) is bounded provided that f is of order less than 1/2 and
where c ≥ 1 is a finite constant that depends on f . It remains an open question what can happen to wandering domains, and what can happen to Baker domains of period greater than 1 when f is exactly of order 1/2, minimal type.
Our method of proof, based on the notion of "self-sustaining spread", yields also some results in the case of wandering domains D. Unfortunately we require a regularity condition on the growth of f . We believe this condition to be unnecessary, but our method of proof does not permit us to omit it.
We set ϕ(x) = log M (e x , f) so that, by the Hadamard three-circles theorem, ϕ(x) is an increasing convex function of x. The function ϕ (x) may fail to exist at a countable set of points. At such points ϕ (x) is understood to be the right-hand derivative.
Theorem 2. Let f be a transcendental entire function of order ρ < 1/2 such that for some positive constant c
for all sufficiently large x, where ϕ(x) = log M (e x , f). Then every component of the set of normality N (f ) of f is bounded.
The one-sided condition (1.4) should be compared to the condition
which is Stallard's condition (1.3).
In conclusion we remark that (1.4) is a condition of growth as well as regularity. It is equivalent to the condition
for some δ > 0 and all r > r 0 (δ). The difficulty, therefore, in proving Theorem 2 in full generality by a method like ours, arises from the possible presence of large annuli which are almost zero free, where the growth of the function f becomes very much like that of a polynomial. In such annuli a much stronger version of the cos πρ-theorem holds, and it seems reasonable to expect that the spread will sustain itself also in such regions. We thank Professor I. N. Baker for his valuable comments.
Auxiliary results
If E ⊂ [1, ∞), the lower logarithmic density of the set E is defined by log dens E = lim inf
Of fundamental importance to our proofs is the cos πρ-theorem. The form of this most suitable for us is the following, which can be found in [5, p. 294 ].
Theorem B. Let f be a transcendental entire function of order ρ < 1/2, and suppose that ρ < α < 1/2. Then if
we have
If f is of order 1/2, minimal type, we may conclude only that m(r, f ) is unbounded. When ρ < 1/2, we take α = (1 + 2ρ)/4 so that if
then, given any sufficiently large R, say R ≥ R 0 , we have log m(r, f ) > β log M (r, f ) (2.2) for some r in the range R ≤ r ≤ R σ .
Proof of Theorem 1
Let f be a transcendental entire function of order ρ < 1/2, and suppose that Ω 0 is a preperiodic or periodic component of N (f ). Thus there are minimal positive integers k, p such that [7, (7) , p. 166] should be connected, but the proof shows that the union of finitely many simply connected domains, such as
for all j, k. Taking C 0 large enough, we may assume that
for all z, w ∈ γ j0 , for each j with 0 ≤ j < p. Then (3.3) holds for all z, w ∈ γ jk , for all j, k, provided that C 0 is replaced by a suitable large constant, obtained as in the proof of (4.1) below, and again denoted by C 0 .
We may assume that |f j (z)| ≥ 3 for all j ≥ 0 and all z ∈ p−1 k=0 γ k . Further, z jk → ∞ as k → ∞, for each j. This, together with (3.2), implies that, setting
for all j, k, for some suitable C > 1 (in fact, any C > 1 would do if we restrict k to be large enough, depending on C, but we shall not need such precision).
When necessary, we write z jk = z j−p,k+1 and R jk = R j−p,k+1 if j ≥ p. If, for some j, the ratio
is bounded as k → ∞, then by (3.3), we see that |f (z)| = O(|z| q ) for some q > 0, as z → ∞ along γ j . By Theorem B, this is a contradiction. Hence we may assume that lim sup
for all k ≥ 0 and all l with 0 ≤ l < p. Hence for any ε ∈ (0, C −4 ), there are integers l, k such that
and consequently there is an integer j such that (for the same k)
Here we may take k, and, hence, R jk , to be arbitrarily large. Take Q to be the minimal positive integer such that
Such a number Q exists since z jm → ∞ as m → ∞, for each j, and since log |f (z)|/ log |z| is unbounded on each γ j . By (3.4),
so that Q > 2 since ε < C −4 . Further, by (3.4) we have
Recall the definition (2.1) of σ and β. Suppose firstly that R /R ≥ σ where R = max{R j,k+q : 0 ≤ q ≤ Q} and R = min{R j,k+q : 0 ≤ q ≤ Q}. Then by (3.3), we find z ∈ γ j (with z ∈ Q−1 q=0 γ j,k+q ) such that log m(|z|, f) > β log M (|z|, f).
There is an integer µ with 0 ≤ µ < Q such that
Hence, with r = |z|,
Since f is transcendental, this gives a contradiction when r is large enough, that is, when R jk is large enough. Thus we may suppose secondly that R /R < σ.
If S = max{R j+1,k+q : 0 ≤ q ≤ Q} and S = min{R j+1,k+q : 0 ≤ q ≤ Q}, then
We claim that whenever Γ is a path such that log |ζ 2 |/ log |ζ 1 | > K 0 > σ 2 for some ζ 1 , ζ 2 ∈ Γ and |ζ 1 | > R 0 , where R 0 arises from (2.2) and is chosen to satisfy M (R 0 , f) β > R 0 as well, we have
and |f (ζ 3 )| > R 0 for some ζ 3 , ζ 4 ∈ Γ. Suppose that this has been proved. Applying this successively to Γ = Q−1 µ=0 γ j+ν,k+µ for 1 ≤ ν < p, with K 0 = A ν−1 /(εσ), we find that there are ζ , ζ ∈ Q µ=1 γ j,k+µ such that
εσ .
But then
which is a contradiction if ε is chosen to be small enough.
We proceed to prove (3.6). This is what we mean by the concept of self-sustaining spread, even if, here, the "spread" can decrease by the factor A each time. Now ϕ(x) = log M (e x , f), and so, as previously mentioned, ϕ is a strictly increasing convex function of x, defined on the real axis. We therefore have for x > 0,
and so, whenever 0 < x 1 < x 2 ,
When x 1 is large enough, we thus have
We could, of course, replace 1/2 by any constant less than 1. Hence, setting log r j = x j for j = 1, 2, we have
log r 2 log r 1 .
Given ζ 1 , ζ 2 ∈ Γ with |ζ 1 | > R 0 , and assuming that log |ζ 2 |/ log |ζ 1 | > K 0 > σ 2 , we can find, by Theorem B, r j with |ζ 1 | ≤ r 1 ≤ |ζ 1 | σ and |ζ 2 | 1/σ ≤ r 2 ≤ |ζ 2 | such that log m(r j , f) > β log M (r j , f) for j = 1, 2. There are points ζ 3 , ζ 4 ∈ Γ with |ζ 3 | = r 1 and |ζ 4 | = r 2 . We obtain
as required. Thus (3.6) is proved, and the proof of Theorem 1 is complete.
Proof of Theorem 2
Let f be as in for all z, w ∈ K and for all j ≥ 0, for some suitable constant C 0 > 1. More precisely, we may conjugate f by az + b for suitable complex constants a, b with a = 0 so as to have
Then the origin has a neighborhood that does not contain any limit function of any subsequence f n k that converges locally uniformly in D (as is well known, each such limit function is constant, possibly infinity). Let L > 1 be a large constant, to be determined soon. Pick j ≥ 0 and z, w ∈ K. Suppose that |f j (z)|/|f j (w)| > L. Let ζ ∈ ∂D j have the smallest possible modulus, so that in particular, |ζ| < |f j (w)|. Let h Ω (z 1 , z 2 ) denote the hyperbolic distance between the points z 1 , z 2 of the domain Ω, and let λ Ω (z) denote the density of the hyperbolic metric of Ω at z ∈ Ω. Thus
Since D j is simply connected, we have, by Koebe's one-quarter theorem,
for all z ∈ D j , where dist(z, ∂D j ) denotes the Euclidean distance of z from ∂D j . Hence
which gives a contradiction if L is sufficiently large if compared to L 0 . This proves (4.1). Suppose that C is a preassigned constant subject only to C > 1. Next we show that by (4.1) and (4.2), we have
for all z, w ∈ K and for all sufficiently large j > 0. This replaces condition (3.4) of Theorem 1. For if (4.3) does not hold, then there are sequences z j , w j ∈ K and integers n j → ∞ such that log |f
By passing to a subsequence, we may assume that |f nj (z j )| → R 2 and|f nj (w j )| → R 1 , say, where 3 ≤ R 1 < R 2 < ∞ or R 1 = R 2 = ∞. In the former case, we do not have f nj → ∞ locally uniformly in D, so that by passing to a further subsequence, we may assume that f nj → ω locally uniformly in D, where ω is a complex number with |ω| ≥ 3 (by (4.2)). Hence f nj (z j ) → ω and f nj (w j ) → ω as j → ∞, which contradicts (4.4). Thus R 1 = R 2 = ∞. But now, by (4.1),
| is large enough, which is a contradiction. This completes the proof of (4.3).
We now choose a real number C with 1 < C < 4. We may assume that (4.3) holds for j ≥ j 0 , say, for all z, w ∈ K. We have β log M (r, f ) > log r for all r ≥ R 0 , say. Suppose that (1.4) holds for all x ≥ x 0 > 1. Then, if x 0 < x 1 < x 2 , we have
and so
.
Recall the definition (2.1) of σ and β. Let L > σ 2 > 4 be a large constant satisfying also βL c > σ 2(1+c) . Suppose that the compact connected subset K of D is chosen so that log |ζ| > max{x 0 , log R 0 } for all ζ ∈ K and so that there are z, w ∈ K with log |w| > L log |z|. This is possible since D is unbounded. Write K j = f j (K) so that K j is a compact connected subset of D j . It follows from Theorem B that there are r 1 , r 2 with |z| ≤ r 1 ≤ |z| σ and |w| 1/σ ≤ r 2 ≤ |w| such that log m(r j , f) > β log M (r j , f) for j = 1, 2. Since K is connected, there are points ζ 1 , ζ 2 ∈ K with |ζ j | = r j for j = 1, 2. Write x j = log r j for j = 1, 2, so that log |z| ≤ x 1 ≤ σ log |z| and σ −1 log |w| ≤ x 2 ≤ log |w|. We obtain log |f (ζ 2 )| log |f (ζ 1 )| ≥ log m(r 2 , f) log M (r 1 , f) ≥ β log M (r 2 , f) log M (r 1 , f)
> L.
Also for j = 1, 2, we have log |f (ζ j )| ≥ log m(r j , f) > β log M (r j , f) > log r j = log |ζ j | > max{x 0 , log R 0 }.
Note that log r 1 = x 1 ≥ log |z| > max{x 0 , log R 0 } while, since L > σ 2 , we have log r 2 = x 2 ≥ σ −1 log |w| > Lσ −1 log |z| > log |z| > max{x 0 , log R 0 }. We find that there are points ζ 3 = f (ζ 1 ) and ζ 4 = f(ζ 2 ) in f(K) with log |ζ j | > max{x 0 , log R 0 } for j = 3, 4 and with log |ζ 4 | log |ζ 3 | > L.
Now we may repeat the above argument and deduce that for all j ≥ 1, there are z, w ∈ f j (K) with log |w| > L log |z|. Since C < 4 < L, we get a contradiction with (4.3) with j ≥ j 0 . This completes the proof of Theorem 2.
