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On central sequence algebras of tensor
product von Neumann algebras
Yasuhito Hashiba
Abstract
We show that when M,N1, N2 are tracial von Neumann algebras with M
′ ∩ Mω abelian,
M ′ ∩ (M⊗¯N1)
ω and M ′ ∩ (M⊗¯N2)
ω commute in (M⊗¯N1⊗¯N2)
ω. As a consequence, we
obtain information on McDuff decomposition of II1 factors of the form M⊗¯N , where M is a
non-McDuff factor.
1 INTRODUCTION
When we have a tracial von Neumann algebra M , the central sequence algebra is defined as
M ′ ∩Mω, where ω is a free ultrafilter on N and Mω is the ultraproduct von Neumann algebra
[McD70]. Central sequences and central sequence algebras (or more generally, N ′ ∩Mω when we
have N ⊂ M) have been very important in the study of von Neumann algebras. In [MvN43],
Murray and von Neumann introduced property Gamma for II1 factors (which is equivalent to
M ′ ∩Mω 6= C in terms of ultraproducts). They showed that the hyperfinite II1 factor R has
property Gamma, while the free group factor L(F2) does not, thus giving the first example of two
non-isomorphic separable II1 factors. Later on, McDuff showed that M ∼= M⊗¯R and M
′ ∩Mω
being non-abelian are equivalent [McD70]. Factors of type II1 satisfying these conditions are now
called McDuff factors.
The tensor product construction is another natural notion in von Neumann algebra theory which
have been studied over the years. Therefore, it is natural to consider ultraproducts and central
sequence algebras of von Neumann algebras which is a tensor product of two or more von Neumann
algebras. In this direction, we have that R′∩Rω is a prime II1 factor (i.e. it can not be decomposed
into a tensor product of two II1 factors), while we have R ∼= R⊗¯R. This observation shows that
(M⊗¯N)′ ∩ (M⊗¯N)ω can be strictly larger than (M ′ ∩Mω)⊗¯(N ′ ∩ Nω). Note that when M is
a full factor, i.e. M ′ ∩Mω = C, we have (M⊗¯N)′ ∩ (M⊗¯N)ω = N ′ ∩Nω. See [FGL06] for the
facts in this paragraph.
In this paper, we continue the investigation of the relationship between central sequence algebras
and tensor products. Our main result is the following theorem.
Theorem 3.3 Let M,N1, N2 be tracial von Neumann algebras. Assume that M
′∩Mω is abelian.
Then M ′ ∩ (M⊗¯N1)
ω and M ′ ∩ (M⊗¯N2)
ω commute in (M⊗¯N1⊗¯N2)
ω.
This theorem applies when M is a non McDuff factor. If we can additionally assume that
M ′∩(M⊗¯N1)
ω = (M ′∩Mω)⊗¯Nω1 andM
′∩(M⊗¯N2)
ω = (M ′∩Mω)⊗¯Nω2 (this is always satisfied
whenM is a full factor), our theorem follows directly from the definitions. However, similar to the
fact explained in the second paragraph,M ′∩(M⊗¯N)ω can be strictly larger than (M ′∩Mω)⊗¯Nω
(see Lemma 2.3). Our theorem still holds in such a general case.
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The proof of the theorem uses ideas of [Mar18] and [IV15]. (See also [Haa85].) A key step of the
proof is a reduction of the problem to one in a much easier case: when N1 and N2 is abelian.
The easier case is proved in Proposition 3.2.
2 PRELIMINARIES
2.1 Terminology
A tracial von Neumann algebra (M, τ) is a von Neumann algebras M endowed with a faithful
normal tracial state τ :M → C. We denote by L2(M) the Hilbert space obtained by completion
of M with respect to the norm ‖ x ‖2= τ(x
∗x)1/2. We say that M is separable if it is separable
with respect to this norm. Every von Neumann algebra considered in this paper is assumed to
be separable (except for ultraproducts). We denote by U(M) the group of unitaries of M . For
r ≥ 0, we set (M)r = {x ∈M | ‖ x ‖≤ r}. For a von Neumann subalgebra N ⊂M , we regard N
as a tracial von Neumann algebra together with τ |N , and we denote by EN the trace preserving
normal conditional expectation M → N . For von Neumann subalgebras K,L ⊂ M , we denote
by K ∨L the von Neumann algebra generated by K and L. The hyperfinite II1 factor is denoted
as R. We have R ∼= ⊗¯∞n M2(C). We refer to [AP17] for the fundamental facts about (tracial) von
Neumann algebras used in this paper.
2.2 Ultraproducts
Throughout this paper, we fix a free ultrafilter ω on N. For any sequence (Mn, τn) of tracial von
Neumann algebras, we define the ultraproduct algebra ΠωMn as the quotient C
∗-algebra A/I,
where A = {(xn)n ∈ ΠnMn| supn ‖ xn ‖< ∞} and I = {(xn)n ∈ A| limn→ω ‖ xn ‖2= 0}. This
is a tracial von Neumann algebra with trace τ((xn)n) = limn→ω τ(xn). When we have Mn = M
for all n, we denote the ultraproduct algebra by Mω. In this case, M is naturally embedded into
Mω by x ∈M 7→ (x)n ∈M
ω. We regard M as a tracial von Neumann subalgebra of Mω by this
embedding.
2.3 Central sequence algebras
For a tracial von Neumann algebra M , the relative commutant M ′ ∩Mω is called the central
sequence algebra of M . This is a very useful tool to distinguish II1 factors.
Theorem 2.1 ([McD70, Dix69]) Let M be a (separable) II1 factor. Then M satisfies one (and
only one) of the following conditions.
1. We have M ′ ∩Mω = C. In this case, we say that M is a full factor.
2. We have that M ′ ∩Mω is diffuse and abelian.
3. We have that M ′∩Mω is a type II1 von Neumann algebra. This is equivalent to the following
conditions.
(a) M ′ ∩Mω is not abelian.
(b) M ∼=M⊗¯R, where R is the hyperfinite II1 factor.
In this case, we say that M is a McDuff factor.
For M , satisfying property Gamma is equivalent to not being a full factor in the above sense.
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Examples 2.2 • The free group factor L(Fn) is a full factor for all n ≥ 2. More generally,
by [Eff75], if G is a discrete i.c.c. group which is not inner amenable, then L(G) is a full
factor. (The converse does not hold: there is an i.c.c. group which is inner amenable with
L(G) a full factor([Vae12]).)
• The hyperfinite II1 factor is McDuff. More generally, if (Mn)n is a sequence of nontrivial
tracial factors, then the infinite tensor product ⊗¯∞n Mn is a McDuff II1 factor.
We end this section with an easy lemma. It is probably well known for experts, but we include
a proof for completeness. It is not used in the proof of the main theorem, but it shows that the
statement of the theorem is not trivial.
Lemma 2.3 Let M,N be tracial von Neumann algebras. Assume that M ′ ∩ Mω and N are
diffuse. Then M ′ ∩ (M⊗¯N)ω is strictly larger than (M ′ ∩Mω)⊗¯Nω.
Proof. It is easy to see that there is a natural inclusion (M ′ ∩Mω)⊗¯Nω ⊂ M ′ ∩ (M⊗¯N)ω , so
we only show that they do not coincide.
Take (Fn)n as an increasing sequence of finite sets of M such that ∪nFn is dense in M . Since
M ′ ∩Mω is diffuse, we can take a Haar unitary u ∈ M ′ ∩Mω. Writing ui by sequences in M
for i ∈ N, for each n ∈ N, we can take an orthogonal family {yni }i ∈ (M)1 such that we have∑
v∈Fn
‖ [v, yni ] ‖
2
2<
1
n and ‖ y
n
i ‖
2
2≥
1
2 for each 1 ≤ i ≤ n.
Since N is diffuse, we can take A ⊂ N with A ∼= L∞([0, 1]). For each n, set xn =
∑n
i=1 y
n
i ⊗
χ[ i−1
n
, i
n
) ∈ (M⊗¯A)1, where χ[ i−1
n
, i
n
) is the characteristic function in A
∼= L∞([0, 1]). For each n,
we have
∑
v∈Fn
‖ [v, xn] ‖
2
2 ≤
∑
Fn
∫
[0,1]
n∑
i=1
‖ [v, yni ] ‖
2
2 χ[ i−1
n
, i
n
)(t)dt
≤
1
n
∑
i
∫
χ[ i−1
n
, i
n
)(t)dt
=
1
n
.
This shows that x = (xn)n ∈M
′ ∩ (M⊗¯A)ω. Note that ‖ x ‖22≥
1
2 .
We show that this x is orthogonal to Mω⊗¯Aω. Take (zn)n ∈ (M
ω)1 and (an)n ∈ (A
ω)1. We have
|〈zn ⊗ an, xn〉| = |
∫ n∑
i=1
〈zn, y
n
i 〉an(t)χ[ i
n
, i+1
n
)(t)dt|
≤
∑
i
|〈zn, y
n
i 〉|
∫
|an(t)χ[ i
n
, i+1
n
)(t)|dt
≤ (
∑
i
|〈zn, y
n
i 〉|
2)
1
2 (
∑
i
(
∫
|an(t)χ[ i
n
, i+1
n
)(t)|dt)
2)
1
2 .
Since {yni }i is orthogonal, we have
∑
i |〈zn, y
n
i 〉|
2 ≤‖ zn ‖
2
2≤ 1. Also, since |an(t)| ≤ 1, we can
compute
∑
i(
∫
|an(t)χ[ i
n
, i+1
n
)(t)|dt)
2 ≤
∑
i(
∫
χ[ i
n
, i+1
n
)(t)dt)
2 ≤
∑n
i=1(
1
n)
2 ≤ 1n . Hence, we have
|〈zn ⊗ an, xn〉| ≤ (
1
n)
1
2 and limn→ω |〈zn ⊗ an, xn〉| ≤ limn→ω(
1
n)
1
2 = 0.
Finally, for any (zn)n ∈ (M
ω)1 and (wn)n ∈ (N
ω)1, since xn ∈M⊗¯A, we have 〈(zn)n⊗(wn)n, x〉 =
limn→ω〈zn ⊗ wn, xn〉 = limn→ω〈zn ⊗ EA(wn), xn〉 = 0, where the last equality comes from the
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previous paragraph. This shows that x is orthogonal to Mω⊗¯Nω, while it is a non zero element
in M ′ ∩ (M⊗¯A)ω. This is enough to conclude the lemma.

Remark 2.4 The above proof can be slightly modified to show the following statement: whenever
M,N are tracial von Neumann algebras with M ′∩Mω and N ′∩Nω diffuse, (M⊗¯N)′∩ (M⊗¯N)ω
is strictly larger than (M ′ ∩Mω)⊗¯(N ′ ∩Nω).
3 PROOF OF THE MAIN THEOREM
The first lemma is a particular case of Ocneanu’s central freedom lemma. For the proof, see
[EK98, Lemma 15.25] or [IS19].
Lemma 3.1 Let (M, τ) be a tracial von Neumann algebra and R ⊂ M a hyperfinite II1 factor.
Then we have (R′ ∩Rω)′ ∩Mω = R ∨ (R′ ∩M)ω. In particular, R′ ∩Rω is a II1 factor.
As mentioned in the introduction, the proofs of the next proposition and theorem use ideas from
[Mar18] and [IV15]. See also [Haa85].
Proposition 3.2 Let M be a tracial von Neumann algebra with M ′ ∩ Mω abelian and A =
L∞(T, µ) for some probability measure space (T, µ). Then M ′ ∩ (M⊗¯A)ω is abelian.
Proof. Let (xn)n and (yn)n be elements of (M
′ ∩ (M⊗¯A)ω)1. We will show that for each ε > 0,
we can take V ∈ ω such that for each n ∈ V , we have ‖ [xn, yn] ‖2< ε.
Since M ′ ∩Mω is abelian, for each ε > 0, we can take a finite subset F ⊂ M and a δ > 0 such
that for any x, y ∈ (M)1 which satisfies
∑
z∈F ‖ [x, z] ‖
2
2< δ and
∑
z∈F ‖ [y, z] ‖
2
2< δ , we have
‖ [x, y] ‖22< ε1 =
ε
9 . Since (xn)n and (yn)n commute with M , we can take a V ∈ ω such that for
any n ∈ V we have
∑
z∈F ‖ [xn, z] ‖
2
2< δε1 and
∑
z∈F ‖ [yn, z] ‖
2
2< δε1. Consider xn and yn as
M valued functions on T so that the above conditions translate into∫
T
∑
z∈F
‖ [xn(t), z] ‖
2
2 dt < δε1,
∫
T
∑
z∈F
‖ [yn(t), z] ‖
2
2 dt < δε1.
Set X = {t ∈ T |
∑
z∈F ‖ [xn(t), z] ‖
2
2≥ δ} and Y = {t ∈ T |
∑
z∈F ‖ [yn(t), z] ‖
2
2≥ δ}. From the
above inequalities, we have µ(X) < ε1 and µ(Y ) < ε1, so µ(X ∪Y ) < 2ε1. By the definition of F
and δ, for t ∈ (X ∪ Y )c, we have ‖ [xn(t), yn(t)] ‖
2
2< ε1. Since ‖ [xn(t), yn(t)] ‖
2
2≤ 4 for all t ∈ T ,
we obtain
‖ [xn, yn] ‖
2
2=
∫
T
‖ [xn(t), yn(t)] ‖
2
2 dt =
∫
(X∪Y )c
+
∫
X∪Y
< ε1 + 4 · 2ε1 = 9ε1 = ε.
This ends the proof.

Theorem 3.3 Let M,N1, N2 be tracial von Neumann algebras. Assume that M
′∩Mω is abelian.
Then M ′ ∩ (M⊗¯N1)
ω and M ′ ∩ (M⊗¯N2)
ω commute in (M⊗¯N1⊗¯N2)
ω.
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Proof. Take (xn)n ∈ (M
′ ∩ (M⊗¯N1)
ω)1 and (yn)n ∈ (M
′ ∩ (M⊗¯N2)
ω)1. We will show that these
elements commute.
Fix an orthonormal basis {bi}i ⊂ N1 (respectively {dj}j ⊂ N2) of L
2(N1) (respectively L
2(N2))
and write xn =
∑
i a
n
i ⊗ bi and yn =
∑
j c
n
j ⊗dj . We may assume that these are finite sums. Since
the norm of (xn)n and (yn)n are bounded by 1, we have∑
i
ani a
n∗
i ,
∑
i
an∗i a
n
i ,
∑
j
cnj c
n∗
j ,
∑
j
cn∗j c
n
j ≤ 1. (1)
Let T1 and T2 be copies of T
N equipped with the infinite product of the usual Lebesgue probability
measure. Let ui ∈ U(L
∞(T1)) (respectively vj ∈ U(L
∞(T2)) be the canonical generator of the
ith copy of L∞(T) in L∞(T1) (respectively jth copy in L
∞(T2)). We set Θ
1
n =
∑
i a
n
i ⊗ ui ∈
M⊗¯L∞(T1) and Θ
2
n =
∑
j c
n
j ⊗ vj ∈ M⊗¯L
∞(T2). We regard both of them as elements of
M⊗¯L∞(T1)⊗¯L
∞(T2)(= M˜). A direct computation shows the following equations.
• ‖ Θ1n ‖2=‖ xn ‖2, ‖ Θ
2
n ‖2=‖ yn ‖2 .
• ‖ [Θ1n,Θ
2
n] ‖2=‖ [xn, yn] ‖2 .
We will show that limn→ω ‖ [Θ
1
n,Θ
2
n] ‖2= 0, which proves the theorem.
First, we show that Um = (Θ
m
n )n ∈ L
2(M ′ ∩ M˜ω),m = 1, 2. For all n ∈ N, using (1) and the fact
that ui and vj are orthogonal for all i, j, we can compute
τ(|Θ1n|
4) =
∑
i,j,k,l
τ(an∗i a
n
j a
n∗
k a
n
l ⊗ u
∗
i uju
∗
kul)
=
∑
i,k
τ(an∗i a
n
i a
n∗
k a
n
k) +
∑
i,j
τ(an∗i a
n
j a
n∗
j a
n
i )−
∑
i
τ(an∗i a
n
i a
n∗
i a
n
i )
≤ 2.
. Let pnλ = E[0,λ)(|Θ
1
n|) for n ∈ N and λ ≥ 0. It follows from the above computation that
λ2 ‖ Θ1n(1− p
n
λ) ‖
2
2= λ
2τ(|Θ1n|
2(1− pnλ)) ≤ τ(|Θ
1
n|
4) ≤ 2. (2)
This shows that (Θ1n)n ∈ L
2(M˜ )ω is a ‖ · ‖2-limit point of (Θ
1
np
n
λ)n ∈ (M˜
ω)λ (as λ→∞), hence
(Θ1n)n ∈ L
2(M˜ω). It is easy to show that U1 commutes with M (since (xn)n commutes with M),
so we have U1 ∈ L
2(M ′ ∩ M˜ω). The same argument holds for U2.
Using Proposition 3.2 to M˜ , we have that M ′ ∩ M˜ω is abelian. Since we have seen that U1, U2 ∈
L2(M ′ ∩ M˜ω), we have U1U2 = U2U1 as elements in L
1(M ′ ∩ M˜ω).
Computing similarly to the above, using (1), for all n ∈ N and λ ≥ 0 we have
λ2 ‖ Θ2nΘ
1
n(1 − p
n
λ) ‖
2
2 = λ
2τ(Θ2nΘ
1
n(1− p
n
λ)Θ
1∗
n Θ
2∗
n )
≤ τ(Θ2nΘ
1
nΘ
1∗
n Θ
1
nΘ
1∗
n Θ
2∗
n )
=
∑
i,j,k,l,r,s
τ(cni a
n
j a
n∗
k a
n
l a
n∗
r c
n∗
s ⊗ viuju
∗
kulu
∗
rv
∗
s)
= τ((
∑
i
cn∗i c
n
i ⊗ 1)(
∑
j,k,l,r
anj a
n∗
k a
n
l a
n∗
r ⊗ uju
∗
kulu
∗
r))
≤ τ(
∑
j,k,l,r
anj a
n∗
k a
n
l a
n∗
r ⊗ uju
∗
kulu
∗
r)
≤ 2.
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Let qnλ = E[0,λ)(|Θ
2∗
n |) for n ∈ N and λ ≥ 0. By similar computation, we have λ
2 ‖ (1 −
qnλ)Θ
2
nΘ
1
n ‖
2
2≤ 2 for all n ∈ N and λ ≥ 0. Hence, approximating (Θ
2
nΘ
1
n)n by (q
n
λΘ
2
nΘ
1
np
n
λ)n ∈
(M ′ ∩ M˜ω)λ2 , we have (Θ
2
nΘ
1
n)n ∈ L
2(M ′ ∩ M˜ω). The same holds for (Θ1nΘ
2
n)n.
Now we have that (Θ1nΘ
2
n)n − (Θ
2
nΘ
1
n)n = [U1, U2] is an element of L
2(M ′ ∩ M˜ω) and is 0 as an
element of L1(M ′ ∩ M˜ω). This means that [U1, U2] is also 0 as an element of L
2(M ′ ∩ M˜ω). This
shows that limn→ω ‖ [Θ
1
n,Θ
2
n] ‖2=‖ [U1, U2] ‖2= 0, as we wanted.

Corollary 3.4 Let M be a non-McDuff II1 factor and N any II1 factor. Suppose we have
M⊗¯N = K⊗¯R(= M˜ ) where K is a II1 factor and R is the hyperfinite II1 factor. Then we
have R′ ∩Rω ⊂ (K ∨N)ω.
Proof. Let N1, N2 be copies of N . Let M⊗¯N1 = K1⊗¯R1 and M⊗¯N2 = K2⊗¯R2 be the corre-
sponding tensor product decomposition where K ∼= K1 ∼= K2 and R ∼= R1 ∼= R2. We regard both
of them as subalgebras of M⊗¯N1⊗¯N2.
From the previous theorem, we have that M ′ ∩ (M⊗¯N1)
ω and M ′ ∩ (M⊗¯N2)
ω commute. Since
we have R′1 ∩ R
ω
1 ⊂ M
′ ∩ (M⊗¯N1)
ω and R′2 ∩ R
ω
2 ⊂ M
′ ∩ (M⊗¯N2)
ω, we obtain R′1 ∩ R
ω
1 ⊂
(R′2 ∩ R
ω
2 )
′ ∩ (M⊗¯N1⊗¯N2)
ω. Using Lemma 3.1 to R2 ⊂ M⊗¯N1⊗¯N2, we obtain R
′
1 ∩ R
ω
1 ⊂
R2∨(K2⊗¯N1)
ω. SinceR′1∩R
ω
1 commutes with the wholeM⊗¯N1⊗¯N2, we moreover have R
′
1∩R
ω
1 ⊂
(K2⊗¯N1)
ω ∩ (M⊗¯N1)
ω.
Take any (
∑
i x
n
i ⊗ y
n
i )n ∈ R
′
1 ∩R
ω
1 ⊂ (K2⊗¯N1)
ω ∩ (M⊗¯N1)
ω, where xni ∈ K2 and y
n
i ∈ N1. We
may assume that the sum is a finite sum. Since it is in (M⊗¯N1)
ω, we have (
∑
i x
n
i ⊗ y
n
i )n =
(
∑
iEM (x
n
i )⊗ y
n
i )n. Denote by σ ∈ Aut(M⊗¯N1⊗¯N2) the automorphism which flips N1 and N2.
We have σ(K2) = K1 and EM ◦ σ = EM . Thus, (
∑
i x
n
i ⊗ y
n
i )n = (
∑
iEM (σ(x
n
i )) ⊗ y
n
i )n with
σ(xni ) ∈ K1. Since M = N
′
1 ∩ (M⊗¯N1), we have EM (σ(x
n
i )) ∈ co
w.o.({uσ(xni )u
∗|u ∈ U(N1)})
(the w.o. closed convex hull of {uσ(xni )u
∗|u ∈ U(N1)} ) and thus
∑
iEM (σ(x
n
i ))⊗ y
n
i ∈ K1 ∨N1.
This shows (
∑
i x
n
i ⊗ y
n
i )n ∈ (K1 ∨N1)
ω, hence R′1 ∩R
ω
1 ⊂ (K1 ∨N1)
ω. This proves the corollary.

Note that by [CD18] (or [IS19]), R′∩Rω ⊂ (K ∨N)ω implies R ≺M⊗¯N K ∨N , that is, R embeds
into K ∨N in M⊗¯N , in the sense of Popa’s intertwining technique [Pop06].
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