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Abstract
A maximal matching M that consists of independent edges is a subgraph of a simple
and undirected graph G for which G−M forms an independent set. A graph G is called
equimatchable if all maximal matchings have the same number of edges. On the other
hand, G is called as a split graph if its vertices can be partitioned into two subsets for
which one of them forms a clique whereas the second forms an independent set. We
will give a linear time algorithm for recognition of equimatchable split graphs.
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1 Introduction
Let G = (V (G), E(G)) be simple and undirected graph. An induced subgraph H ⊆ G is a
graph on a vertex set V (H) ⊆ V (G) such that uv ∈ E(H)⇔ uv ∈ E(G) for all u, v ∈ V (H).
For an induced subgraph H of G, we use the notation G−H to mean the induced subgraph
on the vertex set V (G)−V (H). For a vertex v ∈ V (G), we denote by N(v) the set of neigh-
bors of v, that is, vertices adjacent to v. Also we denote the intersection N(v) ∩ V (H) by
NH(v). The degree of v is defined as the cardinality of N(v), i.e. d(v) = |N(v)|. A vertex v
is said to be isolated if d(v) = 0. A set of vertices is called as a clique if all vertices in it are
pairwise adjacent whereas it is called as an independent set if those are pairwise non-adjacent.
A matching M is defined as a collection of some edges from G for which any two edges in M
has no common end vertices. M is called maximum if its cardinality is greater than or equal
to all possible matchings of G whereas M is called maximal if G−M produces an indepen-
dent set. From the definition, every maximum matching is also maximal. In the literature
[4], there is a well-known polynomial time algorithm to find the cardinality of the maximum
matching. In other words, maximum size of maximal matchings can be found in polynomial
time. However, in [6], authors showed that calculating the minimum cardinality on maximal
matchings is NP-hard even for 3-regular bipartite graphs as an extension of Yannanakis and
Gavril’s work [9].
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Examining some specific cases leading to a polynomial solution can be seen as a first step
when the general case is NP-hard. Especially, constraints providing an exact solution with
a greedy approach are considerable because their execution would be pretty easy. From this
perspective, graphs that give a polynomial algorithm for minimum maximal matching have
been concerned and the emergence of equimatchable graphs was originated from this idea.
A graph G is called equimatchable if all maximal matchings have same cardinality. These
graphs are first considered in 1974, simultaneously in [8], [3], [1], and formally introduced
by Lesk, Plummer and Pulleyblank in 1983 [7]. Since a maximal matching can be obtained
greedily, the matching number becomes equivalent to the size of minimum maximal matching
and so the problem is polynomial in those graphs.
In the literature, there are numerous works to recognize whether a given graph belongs to
a specific class such as [10] and [2]. Especially, algorithms having linear running time are
quite important when their executions are concerned. Due to study of Demange and Ekim
[5], equimatchable graphs can be recognized in O(n2m) time where n and m represents to
number of vertices and edges in the graph. Although there is no hope in general case, graph
classes which lead to obtain a linear time recognition algorithm can be questioned. In this
paper, we will examine a graph class for which recognition of equimatchable graphs is linear.
A graph G is called split if its vertices can be partitioned into two sets where one of them is
a clique and the second forms an independent set. Split graphs were first studied by Fo¨ldes
and Hammer in [12], [13], and independently introduced by Tyshkevich and Chernyak in
[11]. Certifying of split graphs take linear time from [10]. Thus, equimatchable split graphs
can be seen as an ideal candidate to search for a linear time recognition algorithm.
2 Properties of Equimatchable Split Graphs
Since isolated vertices are trivially not included in any matching, we will assume there are no
isolated vertices in all studied graphs from now on. Throughout the section, let G = (V,E)
be a split graph with split partition (K, I) where K is a clique and I is an independent set.
If there exists k ∈ K such that NI(k) = ∅, then K
′
= K\{k}, I
′
= I ∪ {k} will give another
split partition for G. On the other hand, each i ∈ I has at least one neighbor in K because
there is no isolated vertex in G. By this convention, we will have NI(k) 6= ∅ for all k ∈ K
and N(i) 6= ∅ for all i ∈ I. Note that if S is a subgraph of G with |S| > |I|, then S has to
have either at least two elements from K or exactly one element from K with all elements
in I. Thus, S has at least one edge, which implies I becomes a maximum independent set.
Lemma 2.1 If |K| = 1 or |I| = 1, then G is equimatchable.
Proof: Note that |K| = 1 implies there exists a vertex v ∈ V such that N(v) = V −{v} and
N(u) = {v} for all u ∈ V − {v}. Thus, all maximal matchings contains a single edge. On
the other hand, |I| = 1 implies uv ∈ E for all u, v ∈ V and so all maximal matchings have
either all vertices of G, or miss only one vertex from G depending only on the cardinality of
|V |. As a result, |K| = 1 or |I| = 1 implies G is equimatchable.
Lemma 2.2 If |I| = 2 and |K| is odd, then G is equimatchable.
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Proof: If |K| = 1, the claim follows from Lemma 2.1. Let |K| = 2p − 1 with p ≥ 2. Note
that G has 2p+1 vertices and we will show that every maximal matching in G has exactly p
edges. Assume the contrary, say there exists a maximal matching M contains at most p− 1
edges. Note that there can be at most 2p− 2 vertices in M , but |V − V (M)| ≥ 3 gives there
exists an independent set of size at least 3. However, this is impossible since I is a maximum
independent set and it contains only two elements.
Lemma 2.3 If G is equimatchable with |I|, |K| ≥ 2, then |K| is odd.
Proof: Assume the contrary, suppose G is equimatchable, |I|, |K| ≥ 2 and |K| = 2p for some
natural number p. Since I is an independent set, K gives a maximal matching consisting of
p edges. Take u ∈ K and choose an element a ∈ I such that ua ∈ E by using NI(u) 6= ∅.
Suppose there is an edge between K − u and I − a, i.e. take vb ∈ E for some v ∈ K − u,
b ∈ I − a. Since K − {u, v} is a clique of size 2p − 2, it has a matching consisting of p − 1
edges and we can add ua and vb into this matching, which yields a matching consisting of
p + 1 edges as a contradiction to being G equimatchable. Hence, by assuming there are no
edges between K − u and I − a, we get bu ∈ E for all b ∈ I − a since N(b) 6= ∅. Therefore,
we have NI(u) = I. Since u was arbitrary, it follows that ki ∈ E for all k ∈ K and i ∈ I.
Thus, take k1, k2 ∈ K and i1, i2 ∈ I by using |I|, |K| ≥ 2. Observe that K − {k1, k2} is a
clique of size 2p − 2 and so it has a matching consisting of p − 1 edges. Since we can add
k1i1 and k2i2 into this matching, we get a contradiction again. As a result, |K| must be odd
if |I|, |K| ≥ 2 and G is equimatchable.
Lemma 2.4 If G is equimatchable, then there are no six different vertices which satisfy
k1, k2, k3 ∈ K, i1, i2, i3 ∈ I with k1i1, k2i2, k3i3 ∈ E.
Proof: Assume the contrary, let k1, k2, k3 ∈ K, i1, i2, i3 ∈ I with k1i1, k2i2, k3i3 ∈ E. Note
that |K| is odd from Lemma 2.3, say |K| = 2p− 1 for some natural number p. Since K has
three different vertices, we get p ≥ 2. Since K − {k1} is a clique of size 2p− 2, it has p− 1
independent edges. Then, we can build a maximal matching that consist of exactly p edges
by adding k1i1 into these p− 1 edges. On the other hand, we can build a maximal matching
that consist of p+ 1 edges by taking the edges k1i1, k2i2, k3i3 with p− 2 independent edges
from the clique K − {k1, k2, k3} of size 2p− 4, which is a contradiction.
Lemma 2.5 Assume G is equimatchable with |I| ≥ 3, |K| ≥ 2. If vi /∈ E for some v ∈ K
and i ∈ I, then either N(j) = K −N(i) or N(j) = K for all j ∈ NI(v).
Proof: Let us take v ∈ K and i ∈ I with vi /∈ E. Let j ∈ NI(v) and assume that N(j) 6= K.
Since N(i) 6= ∅, there exists u ∈ K with ui ∈ E. If there exists an edge wk between K−{u, v}
and I−{i, j} for some w ∈ K−{u, v} and k ∈ I−{i, j}, then the edges ui, vj, wk contradict
with Lemma 2.4. It follows NI(w) ⊆ {i, j} for all w ∈ K − {u, v} and N(k) ⊆ {u, v} for all
k ∈ I − {i, j}. Thus, we get N(i) ∪N(j) = K by noting v ∈ N(j) and u ∈ N(i).
We will also prove that N(i)∩N(j) = ∅. Assume the contrary, take w ∈ N(i)∩N(j). Firstly,
observe that w 6= v since vi /∈ E, and let us first consider the case w 6= u. Take an arbitrary
element k ∈ I − {i, j}. If k is adjacent to u (resp. v), the edges wi, ku, vj (resp. wi, kv, uj)
contradict with Lemma 2.4. On the other hand, we have N(i)−N(j) 6= ∅ since N(j) 6= K.
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If w = u, then we get u, v /∈ N(i)−N(j) and so we can find t ∈ K−{u, v} such that ti ∈ K.
Thus, take an arbitrary element k ∈ I − {i, j}. Similarly, if k is adjacent to u (resp. v), the
edges ti, ku, vj (resp. ti, kv, uj) contradict with Lemma 2.4.
Lemma 2.6 If G is equimatchable with |I| ≥ 3, |K| ≥ 2, then there exist x ∈ K and y ∈ I
such that N(z) = {x} for all z ∈ I − {y}, and either N(y) = K − {x} or N(y) = K.
Proof: Assume G is equimatchable with |I| ≥ 3, |K| ≥ 2. Take a vertex y ∈ I such that
d(y) ≥ d(j) for all j ∈ I. Also, note that |K| ≥ 3 since |K| is odd from Lemma 2.3.
Suppose there exists a vertex x ∈ K with xy /∈ E. We claim NI(x) = I − {y}, and assume
the contrary. Let us take t ∈ I − {y} with xt /∈ E. Since NI(x) 6= ∅, there exists s ∈ I
such that xs ∈ E. Note that xy /∈ E and xs ∈ E imply N(s) = K − N(y) or N(s) = K
from Lemma 2.5. Since d(y) ≥ d(s) and N(y) 6= K, we get N(s) = K − N(y). Similarly,
xt /∈ E and xs ∈ E imply N(s) = K − N(t) or N(s) = K from Lemma 2.5. Thus, we
get N(s) = K − N(t) and so N(y) = N(t). On the other hand, xy /∈ E, xs ∈ E and
d(y) ≥ d(s) give there exists a ∈ K such that ay ∈ E and as /∈ E. On the other hand, note
that each vertex in K − {x, a} is adjacent to exactly one of y and s. Since d(y) ≥ d(s) and
|K| ≥ 3, we can find b ∈ K − {x, a} such that by ∈ E. Thus, the edges at, xs, by contradict
with Lemma 2.4. As a result, we have NI(x) = I − {y}. Again, by using Lemma 2.5, we
get either N(z) = K − N(y) or N(z) = K for all z ∈ I − {y}. Since d(y) ≥ d(z) for all
z ∈ I and N(y) 6= K, we can conclude that if N(y) 6= K, then N(z) = K − N(y) for all
z ∈ I − {y}. Now, if there exist a vertex in K − N(y) other than x, say x1, let us take
z1, z2 ∈ I −{y} by using |I| ≥ 3. Again, the edges xz1, x1z2, ya contradict with Lemma 2.4.
Therefore, we have N(y) = K−{x} and N(z) = {x} for all z ∈ I−{x} whenever N(y) 6= K.
Suppose N(y) = K, and take a vertex z ∈ I −{y}. Since N(z) 6= ∅, there exists x ∈ K with
xz ∈ E. Suppose z has a neighbor other than x, say x1. By using |I| ≥ 3, choose a vertex
z1 ∈ I −{y, z}. If z1 has a different neighbor other than x and x1, say x2, then the edges yx,
zx1, z1x2 contradict with Lemma 2.4. Thus, z1 is adjacent to at least one of x and x1. Also,
by using |K| ≥ 3 and N(y) = K, take u ∈ K − {x, x1} with yu ∈ E. If z1 is adjacent to x
(resp. x1), then the edges z1x, zx1, yu (resp. z1x1, zx, yu) contradict with Lemma 2.4. As a
result, the only neighbor of z becomes x. Now, take an element k ∈ I − {y, z}. Similarly, k
has a unique neighbor, say v. If v is different from x, take an element from w ∈ K − {x, v}.
Since N(y) = K, the edges yw, zx, vk contradict with Lemma 2.4. Therefore, x becomes
the only neighbor of each vertex in I − {y}, which completes the proof.
3 Characterization of Equimatchable Split Graphs
In this section, we will give the characterization of equimatchable split graphs.
Theorem 3.1 Let G = (V,E) be a simple undirected graph on n ≥ 4 vertices with no
isolated vertices. Let r and p be the number of vertices of degree 1 and n − 1, respectively.
Then, G is an equimatchable split graph if and only if one of the followings holds:
(i) p = n.
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(ii) r = n− 1 and p = 1.
(iii) p = 1, r ≥ 2, n− r is even, and all vertices have degree 1, n− r − 1 or n− 1.
(iv) p = 0, r ≥ 2, n − r is even, there are two vertices x and y with xy /∈ E such that
d(x) = n−2, d(y) = n−r−2, and all vertices in V −{x, y} have degree 1 or n−r−1.
(v) There are two vertices x and y such that n is odd, d(x) + d(y) = p + n − 2 and all
vertices in V − {x, y} have degree n− 1 or n− 2.
Proof: Firstly, let G be an equimatchable split graph with split partition (K, I) where K
is a clique and I is an independent set. As similar to the previous section, we can assume
NI(k) 6= ∅ for all k ∈ K and N(i) 6= ∅ for all i ∈ I. Observe that if |I| = 1, then G becomes
a complete graph and so (i) is satisfied. Similarly, if |K| = 1, then G becomes a star and so
(ii) is satisfied. Assume |I|, |K| ≥ 2, we get |K| is odd from Lemma 2.3.
Now, if |I| = 2, let us take x, y ∈ I. By using |K| is odd, we get n is odd. Since each
element in K is adjacent to at least one of x and y, each vertex in K has degree n − 2
or n − 1. Moreover, d(x) + d(y) − |K| is equal to the number of vertices in K which are
adjacent to both of x and y, in other words number of vertices of degree n− 1. Thus, we get
d(x) + d(y) = p+ |K| = p+ n− 2 and so (v) is satisfied.
Hence, let us assume |I| ≥ 3 and |K| ≥ 2. From Lemma 2.6, there exist x ∈ K and y ∈ I
such that N(z) = {x} for all z ∈ I−{y}, and either N(y) = K−{x} or N(y) = K. Since |K|
is odd from Lemma 2.3, we have |K| ≥ 3. Then, all vertices in I−{y} have degree 1 whereas
all vertices in K ∪{y} have degree at least two. Thus, |K| = n−|I| = n− r−1 implies n− r
is even. On the other hand, if N(y) = K, then we get d(x) = n− 1 and K ∪ {y} becomes a
clique of size n− r. As a result, all vertices in K ∪ {y} except x have degree n− r− 1, then
(iii) is satisfied. Similarly, if N(y) = K − {x}, clearly (iv) is satisfied. Therefore, if G is an
equimatchable split graph, then at least one of (i)-(v) is satisfied.
Conversely, let G = (V,E) be a simple undirected graph on n ≥ 4 vertices. If (i) holds,
then G is a clique and if (ii) holds, then G is a star. In both cases, G becomes a split graph
where clique or independent part has only one vertex, thus the result follows from Lemma 2.1.
Assume (iii) holds. Let u be the unique vertex of degree n− 1 and I be the set of vertices of
degree 1. Note that there is no edge between I and V −u. On the other hand, each vertex in
V − (I ∪{u}) has degree n− r−1 with |V − (I ∪{u})| = n− r−1. Thus, (V − I, I) becomes
a split partition for G. Observe that for any maximal matching M , it can have at most one
vertex from I since each vertex in I has degree 1 and all of them are adjacent to u. Moreover,
if there exists a vertex w ∈ I ∩ V (M), then we get uw ∈ E(M). Since V − (I ∪ {u}) is a
clique and |V − (I ∪ {u})| = n − r − 1 is odd, we get M has
n− r − 2
2
+ 1 =
n− r
2
edges.
Similarly, if M has no vertices from I, then M has
n− r
2
edges since V − I is a clique. As a
result, all maximal matchings in G has
n− r
2
edges and so G is equimatchable.
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Assume (iv) holds, and take the vertices x and y with d(x) = n − 2, d(y) = n − r − 2,
xy /∈ E. Similarly, let I be the set of vertices of degree 1. Note that x is the unique neighbor
of the vertices in I. Thus, I ∪ {y} becomes an independent set. Also, d(y) = n − r − 2 and
|(V −I)−{x, y}| = n−r−2 implies y is adjacent to all vertices in (V −I)−{x, y}. Moreover,
each vertex in (V − I) − {x, y} has degree n − r − 1, and each of them is not adjacent to
any vertex in I. Thus, V − (I ∪ {y}) becomes a clique, so we get G is a split graph. Take a
maximal matching M , we claim M has exactly
n− r
2
edges. Firstly, it can have at most one
vertex from I since each vertex in I has degree 1 and all of them are adjacent to x. Thus,
M can have at most
n− r + 1
2
edges, and by using the fact that n− r is even, we get there
are at most
n− r
2
edges in M . Also, M can miss at most one vertex from V − (I ∪ {y})
since it is a clique. Suppose t ∈ V − (I ∪ {y}) but t /∈ M . Note that t 6= x since x is
the unique neighbor of the vertices in I. Thus, t /∈ M implies y ∈ M . As a result, we get
|V (M)| ≥ |V − (I ∪{y})| = n− r− 1. Since n− r is even, we get M has exactly
n− r
2
edges
and so G is equimatchable.
Assume (v) holds, and take the vertices x and y with d(x) + d(y) = p+ n− 2. Let A be the
set of vertices of degree n − 1, and B = (V − {x, y})− A. Note that each vertex in B has
degree n− 2. Let us define Ax (resp. Ay) as the set of vertices in B which miss x (resp. y).
It is clear that Ax, Ay and A are disjoint, and observe that
d(x) = n− 1− |Ax| − 1{xy/∈E} and d(y) = n− 1− |Ay| − 1{xy/∈E}
Thus, p+n−2 = 2n−2−|Ax|− |Ay|−2 ·1{xy/∈E} implies |A|+ |Ax|+ |Ay|+2 ·1{xy/∈E} = n.
Since A, Ax, Ay are disjoint, we have 2 · 1{xy/∈E} = |V − (A ∪ Ax ∪ Ay)|.
Suppose xy /∈ E. Then, we have x, y /∈ A and so x, y ∈ V −(A∪Ax∪Ay). Thus, this equality
can be true only if V − (A∪Ax∪Ay) = {x, y}. In other words, xy /∈ E implies B = Ax∪Ay.
As a result, A ∪ B = V − {x, y} forms a clique and so G becomes a split graph with split
partition (A∪B, {x, y}). Then, G is equimatchable from Lemma 2.2 because each vertex in
A ∪ B has a neighbor in {x, y} and |A ∪B| = n− 2 is odd.
Suppose xy ∈ E, in other words, assume V −(A∪Ax∪Ay) = ∅. Thus, x, y /∈ V −(A∪Ax∪Ay)
gives x, y ∈ A, which implies d(x) = d(y) = n− 1. By using p+ n− 2 = d(x) + d(y), we can
conclude that p = n and so (i) also holds. As a result, if G satisfies at least one of (i)-(v),
then it an equimatchable split graph.
4 Recognition Algorithm
Let G = (V,E) be an undirected simple graph of order n ≥ 4 with no isolated vertices, and
take a non-decreasing degree ordering (v1, v2, ..., vn) of G. Define r and p as in the Theorem
3.1. We can observe the followings:
1. If d(v2) = n − 1, then each vertex vk is adjacent to all remaining vertices for k ≥ 2,
which simply implies d(v1) = n− 1 and so p = n.
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2. Suppose G is an equimatchable split graph. If n−2 ≥ d(v2) ≥ 2, then we get p ≤ n−2
and r ≤ 1. Thus, G must satisfy the condition (v) of Theorem 3.1. Take x, y ∈ V
with d(x) + d(y) = p + n − 2 and d(x) ≤ d(y) where each vertex in V − {x, y} has
degree at least n−2. Thus, we get d(v3) ≥ n−2 ≥ d(x), which implies x has exactly p
neighbors of degree n−1 and so d(x) ≥ p. If d(x) = p, we get d(y) = n−2, which gives
d(v2) = n−2 and so d(v1)+d(v2) = p+n−2. If d(x) ≥ p+1, we have d(y) ≤ n−3, which
implies {x, y} = {v1, v2} since d(v3) ≥ n− 2, again we get d(v1) + d(v2) = p+ n− 2.
3. Suppose G is an equimatchable split graph with d(v2) = 1. Clearly, conditions (i) and
(v) in Theorem 3.1 cannot be satisfied. Thus, at least one of (ii)-(iii)-(iv) must be
satisfied and so we have p ≤ 1. Also, the inequality r ≥ 2 of the conditions (iii)-(iv)
can be omitted.
With these observations, it is clear that Algorithm 1 works. On the other hand, it is well-
known that a non-decreasing degree sequence of a graph G can be obtained in O(m+n) time
where m and n represents the number of edges and vertices of G, respectively. Moreover,
steps (2)-(3)-(4) will take O(n) time since they only need to check the degrees of the vertices.
For the rest, each step requires a constant time. As a result, Algorithm 1 has a linear running
time and answers whether a given graph G is an equimatchable split graph or not.
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Algorithm 1: EquiSplit
Input: An undirected simple graph G = (V,E) of order n ≥ 4 with no isolated
vertices.
Output: A reply YES if G is an equimatchable split graph, and a reply NO
otherwise.
1 Compute a non-decreasing degree ordering (v1, v2, ..., vn) of G.
2 Set p as the number of vertices of degree n− 1.
3 Set r as the number of vertices of degree 1.
4 Set q as the number of vertices of degree n− r − 1.
5 if d(v2) = n− 1 then
6 output YES;
7 return;
8 if d(v2) ≥ 2 then
9 if n is odd and d(v3) ≥ n− 2 and d(v1) + d(v2) = p+ n− 2 then
10 output YES;
11 return;
12 output NO;
13 return;
14 if p = 1 then
15 if r = n− 1 then
16 output YES;
17 return;
18 if n− r is even and q = n− r − 1 then
19 output YES;
20 return;
21 if n− r is even and d(vr+1) = q = n− r − 2 and d(vn) = n− 2 and vr+1vn /∈ E then
22 output YES;
23 return;
24 output NO;
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