What gene drive is {#Sec1}
==================

In the absence of selection a particular gene on a particular chromosome has a 50:50 chance of being present in an individual gamete. Gene drive occurs when a gene is able in some way to subvert Mendelian segregation so that it is overrepresented in the gametes. There is currently great interest in the possibility of using genetic technologies to drive genes through populations of harmful insect pests or vectors \[[@CR1]--[@CR8]\]. The aim of some interventions is to reduce insect densities (population suppression) while the purpose of others is to bring about a genetic change (population replacement) so that, for example, an insect is no longer capable of transmitting a disease. Ideas about utilising gene drive in pest and vector management date back to the 1960s when Hickey and Craig \[[@CR9], [@CR10]\] and Curtis \[[@CR11]\] explored the possibility of transforming mosquito populations using self-spreading chromosomal variants, and when the influential evolutionary biologist WD Hamilton \[[@CR12]\] presented models showing that genes that spread through non-Mendelian mechanisms may cause population suppression or elimination.

Many examples of natural gene drive were discovered and investigated in the 20th century \[[@CR13]\], and sporadic discussion about applied gene drive continued in the evolutionary and applied biology literatures, but serious work on operationalizing the technology awaited the new century. A strong stimulus was provided by the discovery of homing endonuclease genes (HEGs) in single-celled eukaryotes \[[@CR14]\], and the suggestion by Burt \[[@CR15]\] that they might be used to control the major vectors of malaria and other human diseases. More recently, the discovery of the CRISPR-Cas9 system in bacteria \[[@CR16], [@CR17]\] and the realisation that it may be adapted to create an artificial drive mechanism in eukaryotes analogous to HEGs (zinc-finger nucleases and TALENs might similarly be employed) \[[@CR3], [@CR18]\] has brought many new laboratories into the field (see also Additional file [1](#MOESM1){ref-type="media"}: Note 1). At the same time the unexpected emergence of the Zika virus in South America \[[@CR19]\] has underscored the relatively restricted armoury we have to defend ourselves against vector-borne diseases and stimulated work on novel approaches.

Gene drive works through competition amongst alleles at the level of the gene rather than the individual (hence they are often called 'selfish genes'). That it works is demonstrated by mathematical models \[[@CR15], [@CR20]\] as well as by observations of nature \[[@CR21]\] and, increasingly, proof of principle in the laboratory \[[@CR22]--[@CR24]\]. However, the logic behind the spread can be counterintuitive and alien to biologists familiar with thinking of selection acting primarily through the differential survival and reproduction of individuals, while the technical literature is difficult to access without a modelling background. The aim of this review is to summarise the theoretical population biology relevant to the application of gene drive using endonucleases for pest and vector control. While providing an entry into the modelling literature, we aim to do this without anything but the minimum of mathematics, relying chiefly on intuitive and graphical arguments. We concentrate on what we call driving endonuclease genes (DEGs), which include HEGs, modified CRISPR-Cas9 systems and other existing and likely-to-be-discovered constructs that spread in the same general way, and we chiefly focus on population suppression and replacement (see Additional file [1](#MOESM1){ref-type="media"}: Note 2 for a further way of using gene drive). We do not discuss in any detail the molecular biology of DEGs (for reviews see \[[@CR3], [@CR4], [@CR13]\]) or non-DEG drive mechanisms \[[@CR1], [@CR4]\]. Finally, we focus on applications of DEGs to address problems arising from insect pests and vectors, the group that has attracted most attention so far, although nearly all the concepts explored here apply equally to gene drive in other sexually reproducing organisms.

Why driving endonuclease genes spread {#Sec2}
=====================================

The common feature that defines a DEG is its ability to be copied from one chromosome to another such that a 'heterozygote' (a diploid individual with the gene on one but not the other chromosome) becomes a 'homozygote'. It does this by coding for an endonuclease that causes a double-strand break in the same location on the homologous chromosome. Because the DEG is inserted in the middle of its own recognition site, only the chromosome not containing the gene is cut. The cell (normally) repairs the double-strand break using the chromosome carrying the DEG as a template (homology-directed repair) and hence the gene is copied to the damaged chromosome, a process known as *homing* (Fig. [1](#Fig1){ref-type="fig"}). DEGs can also be adapted to spread through favouring one sex chromosome over another, a mechanism we return to in the section on Y Drive below.Fig. 1.Driving endonuclease genes (DEGs) code for an endonuclease that targets a recognition site where it causes a double-strand break. The DEG is inserted in the chromosome in the same position where the recognition site occurs in the wild type. In a heterozygote, the DNA break is repaired using the homologue, leading to a DEG homozygote (after \[[@CR13]\])

The normal intuition that a gene spreads because it provides some advantage to the individual that carries it (typically more offspring) fails in the case of non-Mendelian genes such as DEGs, which break the normal rules of inheritance. One now has to think of the gene in competition with its alternative 'allele'---the homologous stretch of the chromosome that does not carry a DEG. A DEG will spread when rare if an arbitrarily chosen copy of the DEG produces more copies of itself than an arbitrarily chosen example of the alternative allele \[[@CR15]\]. Because the DEG is initially rare, it will nearly always be in a heterozygote and the fraction of offspring carrying the DEG will be ½(1 + *e*), where *e* is the so-called homing frequency. The DEG gets into half the offspring by simple Mendelian inheritance and into a fraction *e* of the rest of the offspring by the 'homing' action of the endonuclease. A randomly chosen example of the alternative allele will nearly always be in a homozygote (because the DEG is rare) and be transmitted through Mendelian inheritance to ½ the offspring. Because ½(1 + *e*) is greater than ½, a DEG that has no deleterious effect on its host will *always* spread, and will eventually become fixed (it excludes the other allele and achieves a frequency of 1).

Natural examples of DEGs tend to be found in self-splicing introns or inteins and probably have few effects on their host's phenotype \[[@CR25]\]. Values of the homing frequency (*e*) can approach 1 in these systems and this provides an extraordinarily strong selective advantage for the DEG allele. It rapidly goes to fixation where, in the absence of any further selection, it would accumulate mutations and become non-functional. DEGs can only persist in nature by jumping between species, which is probably why they are only found in unicellular organisms with a relatively unprotected germline \[[@CR21], [@CR26]\]. The aim of population replacement strategies is to use artificially engineered DEGs to drive a useful construct through a wild population, for example a sequence coding for a peptide that interferes with disease transmission. In the ideal case, this would have no fitness consequences for the host, and it would spread rapidly to fixation.

Population suppression strategies seek to reduce the density of a pest or vector, possibly to a level when the population can no longer sustain itself (population elimination). Unlike population replacement where ideally the DEG does not affect fitness, now a DEG is designed that does cause substantial harm to the population. Consider the case where the DEG is inserted in a chromosome in the middle of a functional gene whose activity it disrupts. Focus first on a fully dominant gene where functional homozygotes and heterozygotes have the same fitness (which we can define to be 1) but non-functional homozygotes have fitness 1 -- *s*. Will the DEG spread? Let us suppose that the DEG acts after the functional gene is expressed so that the conversion of a heterozygote to a non-functional homozygote does not affect the fitness of the individual in which it occurs. When rare, the DEG is nearly always in a heterozygote and its fitness is near the wild type because the functional gene is fully dominant. It will thus begin to spread through the population for the reasons described above.

As the DEG advances through the population more and more non-functional homozygotes will be produced and this will clearly act to slow its spread. We can ask whether the DEG reaches an equilibrium frequency which we denote *q*. At equilibrium, by definition, the number of copies produced by arbitrarily chosen individual DEG and wild-type alleles should be equal---if this were not true then the frequency would change. An exactly equivalent condition is that the net costs and benefits for each allele due to the segregating DEG should be the same at the equilibrium frequency *q* (Additional file [1](#MOESM1){ref-type="media"}: Note 3). Consider first a wild-type allele: as a homozygote it is unaffected by the DEG but with probability *q* it is in a heterozygote and suffers the risk of conversion *e* (so the net effect is --*qe*). Now the DEG will be in a heterozygote with probability (1 -- *q*) and gain the benefit of conversion with probability *e*, while with probability *q* it will be in a homozygote and suffer fitness costs *s* (so the net effect is (1 − *q*)*e* -- *qs*). Equating the net effects for the two alleles and solving for *q* we obtain *q* = *e*/*s*.

The fate of the DEG thus depends solely and simply on homing frequency *e* and the fitness reduction *s* (note, *s* will be high for population suppression and low for population replacement). When the fitness effects are greater than the homing frequency (*s* \> e) there will be a (stable) polymorphism with both alleles present but when the reverse is true (*s* \< e, implying *q* \> 1, which is impossible) the DEG will increase to fixation and the wild-type allele disappear (Fig. [2](#Fig2){ref-type="fig"}).Fig. 2.The spread of different types of DEGs where homozygote fitness is reduced by 80% (in all examples homing occurs after the gene is expressed). In all panels *A--D* are recessive DEGs: *A*, cost is increased mortality in both sexes; *B*, cost is a reduction in female fecundity and homing only in females; *C*, as *B* but homing in both sexes; *D*, as *B* but homing in males only; *E*, as *A* but now heterozygote fitness half that of homozygote. **a** The spread of different constructs when the homing rate is 0.9 and the initial frequency of the DEG is 0.01. **b** Equilibrium population load as a function of homing rate. **c** Rate of spread from rare as a function of homing rate (increase in frequency per generation)

The fact that a gene that reduces population fitness can spread is the basis for the strategy of population suppression. In this simple case of a dominant functional gene it is straightforward to calculate the genetic load the spread of the DEG places on the population \[[@CR20]\]. At equilibrium, the frequency of homozygote DEGs is *q* ^2^: relative population fitness is thus reduced from 1 to 1 -- *q* ^2^ *s*. In the case where the DEG goes to fixation (*s* ≤ *e*) and so *q* = 1 then population fitness is 1 -- *s*. The load is thus the same as the fitness reduction of the DEG homozygote. Where there is a polymorphism (and *q* = *e*/*s*) the load is *q* ^2^ *s* = *e* ^2^/*s*. The potential power of a potent DEG to reduce population fitness is thus very great. For example, were homing to be absolute (*e* = 1) then DEGs targeting genes that reduced population fitness to near zero (*s* → 1) would spread, leading to certain elimination.

We have dwelt at some length on this simplest of cases to try to provide an intuitive understanding of why DEGs spread. It is straightforward to relax the simplifying assumptions, though typically mathematical reasoning has to replace verbal arguments, and in Additional file (and for full details see \[[@CR20]\]) we explore some of these issues. Potential candidate genes to be targets for DEGs include viability or fecundity genes that may be active in both sexes or just one. Theory suggests female fecundity genes may be the most effective single genes to target (Fig. [2](#Fig2){ref-type="fig"}; Additional file [1](#MOESM1){ref-type="media"}: Note 4). DEGs can still spread if they target genes where heterozygote individuals have reduced fitness, and mild heterozygote and homozygote costs are not a barrier for population replacement strategies. High heterozygote costs can lead to complex dynamic behaviours \[[@CR20], [@CR27], [@CR28]\] and such genes are poorer targets when population replacement is the goal (Fig. [2](#Fig2){ref-type="fig"}; Additional file [1](#MOESM1){ref-type="media"}: Note 5). Finally, for population suppression there is a clear advantage in choosing a DEG that homes after the developmental stage during which the target gene is expressed so that the costs imposed by the DEG do not reduce the boost it gets from converting heterozygotes to homozygotes (Additional file [1](#MOESM1){ref-type="media"}: Note 6). This advantage is much less important for population replacement strategies and several recent models motivated by this type of intervention assume homing occurs early in development \[[@CR28], [@CR29]\].

It is also possible to explore the speed with which a DEG spreads through a population, an important question in designing deployment strategies (Additional file [1](#MOESM1){ref-type="media"}: Note 7). In Fig. [2a](#Fig2){ref-type="fig"} at the time required for a selection of DEGs to spread is plotted, which shows that rapid increases in frequency can occur over a relatively small number of generations.

Where population suppression is being attempted, multiple DEGs targeting different essential genes can be introduced into a population at the same time. The dynamics of these DEGs is largely independent (homing acts to break up linkage associations between alleles even if they are quite close together on the chromosome). Where each DEG reduces population fitness by an amount *L* (the load) the overall reduction is 1 -- (1 -- *L* ~1~) (1 -- *L* ~2~) ... (1 -- *L* ~*n*~), where the subscript indexes the load of each of the *n* DEGs. Thus, even if any individual load is quite small, the combination of multiple drags on population fitness quickly adds up \[[@CR30], [@CR31]\].

Population dynamics {#Sec3}
===================

Population genetic arguments can tell you the extent to which a DEG can reduce average population fitness (the genetic load, *L*, expressed as a fraction between 0 and 1). But for population suppression we need to know what this means for population densities and in particular whether the load is sufficient to cause population elimination, if this is the goal. Answering this question requires an understanding of the target insect's ecology in the field, often a more challenging task than measuring genetic parameters in the laboratory.

Population elimination {#Sec4}
----------------------

Begin by assuming the insect lives in a constant environment and the DEG causes a substantial reduction in density such that the species is no longer subject to factors such as competition for resources that limit its density when common. Further, assume that the insect has discrete generations and that its capacity to increase when rare is *R* ~*m*~, which is measured by the number of female offspring produced per female parent (the argument for insects with overlapping generations is essentially the same). The species will persist if, on average, every female more than replaces itself: *R* ~*m*~ \>1. In the simplest case the genetic load can be measured by the reduction in the number of female offspring produced. Thus, once the DEG is established the growth rate of the population is *R* ~*m*~ (1 − *L*) and for elimination to occur *L* \> 1 -- 1/*R* ~*m*~ \[[@CR30]\].

A number of conclusions follow immediately from this simple calculation. First, it will be much harder to eliminate a species with a great capacity to increase when rare. Second, population reduction may work best in peripheral and marginal populations where by definition the species has a lower *R* ~*m*~: thus, one might get population elimination in these areas but suppression with persistence in the core of the range. Third, any other control measure that reduced *R* ~*m*~ at the same time as the DEG would increase the chance of elimination; provided the control measure does not differentially target individuals carrying the new construct, they should help and not hinder control. Fourth, where the load is not large enough to lead to inevitable elimination, the population may be so small that it is subject to demographic stochastic elimination---for example by 'good' luck all individuals may fail to breed and so the population is eliminated.

It is surprising how little we know about the magnitude of *R* ~*m*~, even for medically and economically important insects. For the main mosquito vector of malaria in Africa (the *Anopheles gambiae* complex), Deredec et al. \[[@CR30]\] found only one good estimate (from the famous Garki project \[[@CR32]\] in the early 1970s in Nigeria) where *R* ~*m*~ \~ 9. This suggests that a load of about 0.9 (a 90% reduction in fitness) would be required for the elimination of a population with similar ecology, though *R* ~*m*~ will certainly vary across sites.

Of course, vectors and pests are not found in constant environments where *R* ~*m*~ remains constant throughout the year. However, the above arguments still hold, to a good approximation, if *R* ~*m*~ is replaced by its geometric (rather than arithmetic) mean over time (Additional file [1](#MOESM1){ref-type="media"}: Note 8) \[[@CR33]\]. For some species there may be a minimum population density below which elimination always occurs (an Allee effect \[[@CR34]\]; Additional file [1](#MOESM1){ref-type="media"}: Note 9), which will tend to increase the likelihood of population elimination.

Population suppression {#Sec5}
----------------------

A DEG that substantially reduces population density, but does not cause elimination, would still play a valuable role in reducing the damage done by a pest or vector. However, it is hard to say how the DEG will affect population size because this requires an understanding of how it interacts with all the other ecological factors determining population size and, in particular, those that are density dependent---that is, they vary in magnitude as population density changes. Density-dependent factors are of particular importance because they determine the typical abundance of a species. The relative position in the insect's life cycle where density dependence acts and where the organism suffers from the presence of the DEG can be very important in determining the effectiveness of the genetic intervention.

To explore this further consider a highly idealised population with discrete generations (Fig. [3a](#Fig3){ref-type="fig"}). We assume that the population is limited by larval food supply so that exactly *k* larvae survive the juvenile period to go on to become adults irrespective of how many eggs are laid. This form of larval competition is density dependent because the *per capita* mortality risk increases with density. Thus, if 20*k* eggs hatch the risk of mortality is 19/20 but if 100*k* eggs hatch the risk of mortality is 99/100. Now assume that a DEG is present in the population at an equilibrium frequency determined by the genetic arguments described above but that the load is not sufficient to cause elimination. If the DEG acts early in the life cycle (say at the egg stage) so that only a fraction *μ* survive, then if female fecundity is large the number of eggs hatching is still likely to exceed *k* and the same number of pupae will arise. In effect what has happened is that the density-dependent mortality has reduced in severity to compensate for the fewer eggs hatching (Fig. [3b](#Fig3){ref-type="fig"}) so that the number of adults remains the same. But if the DEG acts after density dependence (Fig. [3c](#Fig3){ref-type="fig"}) the number of adults is reduced to the same proportion as the fraction surviving, *μ*.Fig. 3.Schematic insect life cycle illustrating the significance of the relative timing of the fitness effect of the DEG and the action of density dependence. *Brown ovals* represent life cycle stages and *blue squares* population densities. **a** The absence of a DEG; **b** DEG expressed before density dependence; **c** DEG expressed after density dependence

The important point here is that it matters where in the lifecycle the DEG acts relative to where density-dependent mortality occurs and the life stage that causes the damage. To get maximum effect, the DEG should act after density dependence but before the damaging stage, otherwise the density-dependent mortality will compensate for some of the load imposed by the DEG. In the major mosquito vectors of human disease it is generally thought that density dependence occurs in the larval stage \[[@CR35]--[@CR37]\] and obviously it is the adults that transmit disease. A DEG acting in the pupal stage or immediately after the adult emerges would be optimal. A pest insect that causes damage in an early instar and where density dependence occurs later in the lifecycle might be best targeted by a DEG that acted at the egg stage.

The density-dependent processes that determine typical population abundances may operate by affecting mortality (as in the example above) or fecundity---perhaps females in high density populations have insufficient food to produce a full complement of eggs, or grow up small and stunted with reduced fecundity. Density-dependent effects may also increase generation time and so slow population growth rates. The precise shape of the density-dependent mortality function can also have important consequences for population dynamic behaviour \[[@CR38]\] (Additional file [1](#MOESM1){ref-type="media"}: Note 10). The rather artificial example described above where exactly *k* individuals emerge from a life stage is termed perfectly compensating density dependence, but more typically the effects of density operate more smoothly without such a sharp threshold (under-compensation). Over-compensation is said to occur when low population densities in one generation lead to very large population densities in the next generation and vice versa. Were such dynamics to characterise mosquito populations then there would be concern that introducing a DEG that did not cause elimination might under some circumstances actually increase equilibrium populations \[[@CR39]\], but what we know about these insects' biology suggests that this is just a theoretical curiosity. Finally, studies of real populations have to take into account that both density-dependent and density-independent factors vary over time and space. Implementing population suppression successfully will thus require careful study of the population ecology of the target species.

Species interactions {#Sec6}
--------------------

Eliminating or reducing the density of a target species will affect the dynamics of its prey, predator and competitors, and possibly the further species with which they interact. There has been little theoretical exploration of this subject to date in a specific DEG context, though community ecology provides a rich tool box to explore this question (Additional file [1](#MOESM1){ref-type="media"}: Note 11).

Disease transmission {#Sec7}
--------------------

Many of the possible targets of DEGs are of concern because of the human, animal or plant diseases they transmit, rather than the direct harm they themselves inflict. Using DEGs to drive a gene that interferes with disease transmission through a vector population is a major goal of population replacement strategies, while population suppression aims to target the disease by lowering vector numbers rather than competence. In exactly the same way that the insect population is eliminated if a load is imposed so that each adult female has, on average, less than one female offspring, so the disease is eliminated if an initial infection leads to less than one secondary infection when the pathogen is uncommon. The number of secondary infections when the disease is rare is called the basic epidemiological number or *R* ~0~ \[[@CR40]\].

Most expressions that have been derived for the *R* ~0~ of vector-borne diseases \[[@CR41], [@CR42]\] are the product of (i) biting insects per host and (ii) a parameter combination that includes propensity to bite, adult insect lifespan, and transmission efficiency (see Additional file [1](#MOESM1){ref-type="media"}: Note 12 for a worked example). Thus, any vector population suppression will lead to a proportionate reduction in *R* ~0~ through the first component, while population replacement strategies affect *R* ~0~ through the second. Obviously, vector elimination will lead to disease elimination (in the absence of alternative vector species), but are there circumstances when fully competent vectors persist (*R* ~*m*~ in the presence of the DEG \> 1) but their abundance is so reduced that the disease goes extinct (*R* ~0~ \< 1)? In a model motivated by the mosquitoes that transmit malaria, Deredec et al. \[[@CR30]\] found circumstances where this might occur (high *R* ~*m*~ but low *R* ~0~), though further work including such factors as seasonality and other interventions in the model is needed to assess its relevance to disease control.

For an insect vector to transmit disease it must live long enough to bite a host and acquire the pathogen, for the pathogen to develop to a life stage in which it can be transmitted, and then for the vector to bite a second host and transmission to occur \[[@CR42]\]. Given the high rates of daily mortality suffered by most small invertebrates, it is likely that only a relatively small fraction of long-lived individuals is responsible for disease transmission. A DEG (or other) intervention that reduced adult vector longevity might be more effective in reducing disease incidence than its effects on vector numbers might suggest \[[@CR43]--[@CR45]\]. A DEG that was expressed and caused mortality exclusively in old individuals could be particularly effective, not only because it would kill the dangerous fraction of the population but also because if the numbers involved were relatively small then natural selection for resistance (see next section) would be lower \[[@CR30]\].

One of the consequences of reduced population size and relaxed competition is that larvae may experience reduced competition for food and emerge as larger adults. If larger adults live longer then they could be more efficient at transmitting the disease (the opposite of the process described in the last paragraph), reducing or conceivably reversing the effect of the intervention \[[@CR46]\]. However, the situation is more complicated as smaller females may feed more often so that they may be more efficient vectors than larger individuals. Whether this occurs depends critically on the shape of the relevant density-dependent functions. More work is needed but our (unpublished) modelling suggests that quite extreme forms of prolonged lifespan are required for the size-longevity effect to counter the advantages of fewer vectors.

Resistance and recall {#Sec8}
=====================

Any DEG that reduces the fitness of its host will face the potential evolution of resistance. In this, DEGs are no different from any other intervention that seeks to kill or impair harmful vectors and hosts.

Perhaps the most likely type of resistance allele to arise is one that does not contain the DEG recognition site. Such an allele might be present undetected at very low frequency or may arise de novo after the DEG has been released, either due to background mutation or through the action of homing itself. Homing works because double-strand breaks are usually repaired using the homologous chromosome as a template. But repairs can also be made by end joining (EJ), which as the name suggests involves direct ligation of sundered chromosome ends \[[@CR47]\]. If EJ leads to a perfect repair in which the DEG recognition site is completely reconstructed then there is no lasting affect and EJ can be modelled simply as a reduction in homing frequency. But if EJ destroys the DEG recognition site then an allele resistant to the DEG will have been created. Irrespective of origin, the fate of such an allele will depend on its fitness relative to the different DEG genotypes \[[@CR20]\]. Other types of resistance are possible; for example, any mutation not in the DEG that resulted in the disabling or blocking of the DEG could be favoured. Resistance mutations generated by EJ, including non-homologous and micro-homology-mediated EJ \[[@CR48]\], have been observed in the laboratory \[[@CR23]\].

The worst-case scenario for population suppression is a mutation that completely restores wild-type fitness. Consider a DEG that has gone nearly to fixation leading to substantial population suppression (but not elimination). An escape mutant that arises can spread very fast (Fig. [4](#Fig4){ref-type="fig"}) with population fitness rebounding to 95% in roughly the number of generations that it took the DEG to spread. Specifically, the number of generations scales approximately with the inverse of the log of population size and mutation rate: resistance negates the effect of the DEG more slowly when mutation rates are lower and population size larger but a tenfold difference in either leads to just a halving in the rate of fitness restoration. If standing variation for resistance is already present in a population when the DEG is deployed then it very quickly becomes selected and the intervention causes only a temporary reduction in pest or vector density (Fig. [4](#Fig4){ref-type="fig"}). The dynamics of resistance mutations are more complicated if they do not fully restore wild-type fitness and are explored in Additional file [1](#MOESM1){ref-type="media"}: Note 13.Fig. 4.Dynamics of a resistance (or recall) allele. A DEG allele (homozygote females are sterile; homing rate =0.9) is introduced at a frequency of 1% in generation 1 and quickly spreads, imposing a population load. In **a** the DEG goes to fixation; we assume resistance alleles arise from EJ (one per thousand cleavage events) and such an allele quickly spreads, reducing the population load, initially rapidly and then more slowly. The dynamics are identical if instead of a resistance allele an artificially created recall allele is introduced. In **b** we assume that a resistance allele with the same parameters exists as a rare variant in the population at the time of DEG introduction (initial frequency 10^−6^). The allele spreads rapidly and the population experiences only a transient genetic load

These considerations suggest a series of strategies to try to avoid resistance. The probability of functional escape mutations can be reduced by ensuring that the DEG recognition site is in a conserved region of the gene where any change to the recognition site also destroys gene function. Third-base pair redundancy of course makes this difficult, but not impossible---in mosquitoes some sequences are, for unclear reasons, conserved at the nucleotide level for tens of millions of years \[[@CR49]\]. A critical issue is to ensure that no alleles immune to the DEG are already segregating in the target population. Genetic surveys can detect such alleles if they are at high frequency but will be much less likely to find rare variants. Again, choosing recognition sites in conserved regions of genes is likely to be the best precautionary strategy.

A further way to avoid resistance is to combine multiple DEGs in a single intervention, or to use DEGs that cause multiple double-strand chromosome breaks \[[@CR15], [@CR29], [@CR31]\]. As in combination drug therapy, the probability of resistance can be reduced by requiring multiple resistance mutations to occur simultaneously. Additional file [1](#MOESM1){ref-type="media"}: Note 14 describes an elegant analysis by Marshall et al. \[[@CR31]\] suggesting that resistance to single CRISPR-like DEGs is almost inevitable (if it has no fitness cost), while resistance to multiple DEGs becomes exponentially more difficult as their numbers increase. Two aspects of DEGs facilitate this approach. First DEGs, especially those based on CRISPR-Cas9, can be reprogrammed to target multiple sites \[[@CR3]\]. Such a strategy would fail if a mutation arose that suppressed all CRISPR activity, but then the second advantage, the availability of very different DEG systems (or CRISPR variants) that are unlikely to be suppressed by the same mutation, comes into play. A mutation that suppressed chromosome repair using the homologous chromosome could affect all DEG approaches though likely at the cost of reducing the organism's overall fitness. Even then, there are other ways to use DEGs that might be 'stacked' to reduce the likelihood of resistance.

In the context of population replacement, Unckless et al. \[[@CR28]\] develop a valuable theoretical framework to explore the dynamics of resistance alleles that are already present at low frequencies in a target population or that arise de novo after deployment. They assume that individuals in which homing occurs experience the fitness costs of the homozygote DEG (that is, homing occurs before expression) but that these costs are much lower than for a population suppression strategy. For replacement strategies, minimising fitness costs and targeting conserved regions for recognition sites are both important mitigation strategies. Noble et al. \[[@CR29]\] (Additional file [1](#MOESM1){ref-type="media"}: Note 15) model a neat variant of a replacement strategy originally suggested by Esvelt et al. \[[@CR3]\]. In their scheme, part of the payload of the construct is a copy of the gene being targeted that has been recoded at the DNA sequence level so that it is immune to cleavage but still produces a viable protein product. Any fitness cost due to recognition site disruption would thus be avoided, reducing selection for resistance. Finally, when population replacement seeks to render vector individuals incapable of transmitting a pathogen, the possibility of the latter evolving resistance to the intervention must be considered.

The strength of selection for resistance means that any artificially created resistance allele would quickly spread through the population. It would thus be possible to use natural selection to reverse the effect of any costly DEG should it be desired \[[@CR15]\]. Such a remediation strategy might be requested by regulators, or could be used to reinstate an insect vector population after the disease it carries has gone extinct. The reconstituted population might not be genetically identical to the original wild type, but the differences could be minimised to the small number of bases in the recognition sequence. Related to this, population replacement might be achieved via a population suppression intermediate step \[[@CR50], [@CR51]\]. The idea here is first to impose a load on the population and then to introduce an artificial resistance allele in combination with a beneficial construct. A reason for doing this is that the end result would be the establishment of the desired construct but with the loss of the genetic element capable of drive.

Even when a DEG used for population replacement has no effect on fitness, a DEG could in principle be engineered to reinstate an allele that had been disrupted by a previous gene drive. To do this it would be necessary to prevent the original DEG from cutting the replacement allele, for example by altering the DNA sequence in a way that did not affect the protein sequence, or in a two stage process in which a sequence immune to cutting is first driven through a population followed by the desired allele once the original DEG has been lost \[[@CR3]\]. Alternatively, Wu et al. \[[@CR52]\] suggest that a CRISPR-Cas9 DEG system may be recalled by introducing a guide RNA that targets the Cas9 gene itself (they call this mechanism CATCHA after [Ca]{.ul}s9-[t]{.ul}riggered [ch]{.ul}ain [a]{.ul}blation \[of Cas9\]; Additional file [1](#MOESM1){ref-type="media"}: Note 16; Additional file [2](#MOESM2){ref-type="media"}).

These elaborations on the basic theme of DEG-drive are conceptually fascinating and potentially important. Nevertheless, the reality is that regulators will almost certainly need to be convinced that 'basic' gene drive is efficient and safe before they countenance more complicated constructs.

Y Drive {#Sec9}
=======

There is a second way that a driving endonuclease genes can spread \[[@CR15]\]. In species where there are differentiated sex chromosomes the two different chromosomes in the heterogametic sex can be thought of as competing to be represented amongst the gametes. Consider a DEG that is carried by the Y chromosome but which codes for an endonuclease that targets a sequence on the X chromosome. We assume males are the heterogametic sex (XY). If the double-strand break the endonuclease causes on the X is not repaired then by destroying competing gametes it gives the Y chromosome on which it is carried an advantage. The Y chromosome spreads, and more and more individuals will come to carry it; the increasing preponderance of Y over X gametes produced by males carrying the DEG will lead to a population-wide biased sex ratio. This may be good in itself, for example in mosquitoes where only females transmit human diseases, but depending on the extent of the bias and the details of the species' ecology it may lead to population suppression or even elimination \[[@CR30], [@CR53]\]. A number of examples of 'driving Y chromosomes' leading to male-biased sex ratios have been observed in nature, though the mechanisms involved are not known \[[@CR13]\]. Proof of principle of artificial DEG Y-drive has been shown in the laboratory with mosquitoes \[[@CR54], [@CR55]\].

The reason a driving Y spreads can be understood by comparing the number of offspring to which an arbitrarily chosen wild-type and DEG-carrying Y chromosome can expect to be transmitted \[[@CR20]\]. Begin by assuming the mating competitiveness and capacity of males carrying the two types of Y chromosome are the same. The wild-type Y will be present in half the offspring that its bearer sires. Because we are assuming equal competitiveness, a male carrying the modified Y will father the same number of offspring (the effect of relaxing this assumption is explored in Additional file [1](#MOESM1){ref-type="media"}: Note 17) but the Y:X ratio of its gametes will be 1:1 − *e* where *e* is the probability of successful cleavage (and hence the fraction of X chromosomes destroyed). The modified Y can thus expect to be present in 1/(2 -- e) of the offspring, which is always greater than ½. In this simple case, a driving Y chromosome invariably spreads all the way, it can be shown, to fixation.

When the cutting frequency is less than one, a DEG that causes multiple breaks increases the sex ratio bias (Fig. [5](#Fig5){ref-type="fig"}). More than one break could be engineered by placing several independent DEGs on the Y chromosome or by choosing a DEG that recognised multiple sites on the X chromosome. The latter strategy has been investigated in malaria-vector mosquitoes where the X chromosome carries tandem arrays of rRNA genes with target sites recognised by known homing endonucleases \[[@CR56]\]. A single cut in the X chromosome may be repaired by neighbour end joining, which might destroy the recognition site. Multiple cuts are far less likely to be repaired, a further reason to pursue this strategy. Additional file [1](#MOESM1){ref-type="media"}: Note 18 discusses in a little more detail resistance to Y drive and how it may be overcome, and Additional file [1](#MOESM1){ref-type="media"}: Note 19 and Additional file [3](#MOESM3){ref-type="media"} explore how DEGs that spread by homing and by Y drive could potentially be combined.Fig. 5.The equilibrium sex ratio resulting from the spread of a DEG on the Y chromosome that cuts the X chromosome as a function of the number of target sites and the probability of cutting \[[@CR20]\]

Spatial processes {#Sec10}
=================

One of the attractions of gene drive for pest and vector control is that they spread across the landscape: unlike other control methods, such as insecticides or sterile-insect releases, they do not need to be applied everywhere. Modelling is important to give insights into the speed of spread and for the ability of the DEG to spread in spatially heterogeneous regions.

A critical determinant of spatial spread is the extent to which individual insects move in their lifetime. The simplest way to conceptualise this is that an insect that emerges as an adult in one place will move during its lifespan to different places in the landscape with a probability that can be described by a normal distribution centred at its birthplace. The variance of this distribution is proportional to what is called the diffusion coefficient, by analogy to diffusion in physical processes that can be described in the same way \[[@CR57]\]. Implicit in this description is the assumption that there is no directional movement or type of behaviour, such as rare long-distance jumps, that would give rise to non-normal distributions. Despite its biological simplicity, it is a good place to start to understand spatial spread.

Fisher \[[@CR58]\] showed that a beneficial gene will spread through a one-dimensional homogeneous landscape as a travelling wave with speed $\documentclass[12pt]{minimal}
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                \begin{document}$$ 2\sqrt{Ds} $$\end{document}$ where *D* is the diffusion coefficient and *s* the positive selection coefficient. Spread is faster when organisms disperse more and the gene has a greater advantage. We would expect this insight to apply to DEGs spreading through the landscape and this has been proved rigorously by Beaghton et al. \[[@CR59]\] for a driving Y DEG where in the simplest model the rate of spread is $\documentclass[12pt]{minimal}
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                \begin{document}$$ 2\sqrt{De} $$\end{document}$, where *D* is the diffusion coefficient and *e* is the rate at which the X chromosome is successfully cut by the DEG (as defined in the section on Y Drive). The speed of the travelling wave is not affected by any population suppression caused by the male-biased sex ratio, though this does affect the shape of the travelling wave front: in terms of absolute numbers the driving Y chromosome increases in density before declining to the equilibrium density specified by the non-spatial model. This general result holds when more insect biology is included, but the effect of non-mobile juvenile stages and carriage of the driving Y chromosomes in the stored sperm of mated individuals needs to be taken into account (Fig. [6](#Fig6){ref-type="fig"}).Fig. 6.The rate of spread of a DEG through a landscape as a function of homing rate for different assumptions about insect biology (here motivated by mosquitoes) \[[@CR59]\]. The wave speed is measured in km year ^−1^, the diffusion parameter is 10 km^−2^ year^−1^, and the adult and juvenile lifespans are 10 and 20 days, respectively. Spread is slower when only some stages disperse and when females mate only once and are thus less efficient at transporting the DEG in sperm

A simple driving DEG that spreads through homing is also likely to spread through a homogeneous landscape at a speed proportional to the square root of the product of average insect movement and the DEG's net advantage, though this has not been formally demonstrated. As described in Additional file [1](#MOESM1){ref-type="media"}: Note 5, some types of DEG are only spread when their frequency exceeds a threshold and here the pattern of spatial spread is through a 'Bartonian' rather than a 'Fisherian' wave \[[@CR60]\] (Additional file [1](#MOESM1){ref-type="media"}: Note 20).

The assumption of homogenous populations is clearly unrealistic and results from spatial population ecology will be helpful in analysing these more realistic situations (Additional file [1](#MOESM1){ref-type="media"}: Note 21). North et al. \[[@CR53]\], for example, developed a stochastic individual-based model of DEG spread (either homing or Y drive) motivated by the biology of mosquitoes. Adults move through the landscape searching for larval oviposition sites or humans on which to feed. When these resources are relatively abundant and uniformly distributed the dynamics of the system can be approximated by non-spatial or spatially homogenous models. When resources are scarcer, an introduced HEG can eliminate a local population and then itself go extinct while wild-type refugia remain. The chance of this happening increases as adult feeding sites become scarce and as the covariance between adult feeding and breeding sites increases: both effects increase the autonomy of the local populations. After the DEG goes extinct the wild-type populations may then recolonize the landscape. The risk of wild-type refuges remaining can be substantially reduced by making multiple releases of DEG-carrying mosquitoes across the environment.

The future of gene-drive technology {#Sec11}
===================================

Modelling of gene drive is still relatively in its infancy. Beginning with stylised population genetic and then population dynamic models, theoretical work has expanded to begin to include spatial processes and the ecology of particular species at specific locations. Models have also been developed to explore new tactical possibilities presented by advances in molecular biology, in particular the discovery of the CRISP-Cas9 system.

We believe it highly likely within the next decade that a driving element based on a DEG will be available for deployment to transform or suppress the population of an injurious arthropod, most likely a mosquito vector of an important human disease. Whether deployment actually occurs will depend on whether regulators are satisfied the technology is safe to humans and poses few environmental risks. Modelling will play an important role in submissions to regulators as the genetic and population dynamic consequences of DEG release can be explored in no other way. Deployment will also require a 'licence to operate' from civil society, and for citizens to engage profitably in discussions it is critical for modelling outputs to made available in the most accessible forms. This review concentrates on the population biology of gene drive but the same endonucleases that can be used in gene drive may also be used in contexts where spread does not occur or is limited, for example in genetic versions of the sterile insect technique (Additional file [1](#MOESM1){ref-type="media"}: Note 22). It is likely that these will be the first modified endonucleases permitted to be released.

Looking ahead we see two major developments in modelling DEG dynamics. Most of the work discussed in this review has involved fairly abstract and mathematically tractable models. Increasingly, as particular vectors of disease or pests are targeted for intervention, much more complex simulation models will be developed, for example incorporating substantial details of the vector-disease system concerned in specific spatial settings. A recent model of African malaria transmitted by *Anopheles gambiae* by Eckhoff et al. \[[@CR61]\] is perhaps the first of this type and, encouragingly, gives results largely in agreement with those of much simpler analytical models (Fig. [7](#Fig7){ref-type="fig"}; Additional file [1](#MOESM1){ref-type="media"}: Note 23). We are also likely to see more studies of particular deployment strategies (for example the timing, location and size of releases; Additional file [1](#MOESM1){ref-type="media"}: Note 24).Fig. 7.Results of a detail-rich simulation of the spread of a costly DEG through a population of the mosquito *Anopheles gambiae* (*sensu stricto*) based on population parameters and weather at a site in Tanzania (from \[[@CR61]\]). The colours of the *stars* are the results of simulations for the particular cost and homing frequency combinations: *green*, DEG fails to establish; *yellow*, DEG goes to fixation and population persists; *black*, equilibrium with both DEG and wild-type allele; *red*, population elimination. Also shown is the degree to which simple models explain these results. Genetic models predict the DEG always invades and is fixed for parameter values below the *thick black line* \[[@CR20]\]. Because of stochastic effects, when homing is very weak the DEG is often lost by chance and fails to establish (*green stars* at *left*). Also, when homing is very weak, it may take a very long time for fixation to occur, which explains the *black stars* to *lower left*. Population models predict elimination in a *top right sector* whose size depends on the growth rate of the population when rare \[[@CR30]\]. This was not estimated explicitly from the data but a value of around 4 (geometric mean over time) best fits the simulation. When the population is small and near elimination the DEG may get fixed through random effects, which explains the *yellow stars* above the *line* near the region of elimination in the *top right*. Overall there is a pleasing concordance between the results of the simple and complex modelling exercises

The field has changed enormously in the mere five years since CRISPR-Cas9 burst onto the scene \[[@CR16]\] and it would be rash to predict how gene drive technology may be affected by new molecular advances in the coming years. Conceptually, CRISPR-Cas9 DEGs function largely in the same way as the first generation of homing endonucleases and much of the theory developed for this first generation of DEGs is equally applicable. But the ease of manipulation of CRISPR systems is transformational and has brought new laboratories and new funds into the field, as well as new suggestions about how DEGs may be deployed. It has also led to greatly increased press and public attention, and the field, rightly, will be expected to be transparent and responsible \[[@CR62]\]. This is a uniquely exciting time to work on the genetic control of pests and vectors.
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Additional file 1:Includes 24 notes that provide further explanation or details of material presented in the main text. (DOCX 103 kb) Additional file 2:A compiled computer programme written in *Mathematica,* that allows further exploration of the CATCHA mechanism (see Additional file [1](#MOESM1){ref-type="media"}: Note 16). (CDF 44 kb) Additional file 3:A compiled computer programme that allow classic homing gene drive and driving Y chromosomes to be explored separately and together (see Additional file [1](#MOESM1){ref-type="media"}: Note 19). (CDF 144 kb)
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