Field measurements are carried out to study statistical properties of the subgrid-scale (SGS) heat fluxes and SGS dissipation of temperature variance in the atmospheric surface layer, and to evaluate the ability of several SGS models to reproduce these properties. The models considered are the traditional eddy-diffusion model, the nonlinear (gradient) model, and a mixed model that is a linear combination of the other two. High-resolution wind velocity and temperature fields are obtained from arrays of 3D sonic anemometers placed in the surface layer. The basic setup consists of two horizontal parallel arrays (seven sensors in the lower array and five sensors in the upper array) at different heights (2.4 and 2.9 m, respectively). Data from this setup are used to compute the SGS heat flux and dissipation of temperature variance by means of 2D filtering in horizontal planes, invoking Taylor's hypothesis. Model coefficients are measured from the data by requiring the real and modeled timeaveraged dissipation rates to match. Various other experimental setups that differ mainly in the separation between the sensors are utilized to show that filter size has a considerable effect on the various model coefficients near the ground. For the basic setup, conditional averaging is used to study the relation between large-scale coherent structures (sweeps and ejections) and the SGS quantities. It is found that under unstable conditions, negative SGS dissipation, indicative of backscatter of temperature variance from the subgrid scales to the resolved field, is most important during the onset of ejections transporting relatively warm air upward. Large positive SGS dissipation of temperature variance is associated with the end of ejections (and/or the onset of sweeps) characterized by strong drops in temperature and vertical velocity under unstable conditions. These results are also supported by conditionally sampled 2D (streamwise and vertical) velocity and temperature distributions, obtained using an additional setup consisting of the 12 anemometers placed in a vertical array. The nonlinear and mixed model reproduce the observations better than the eddy-diffusion model.
Introduction
Due to recent developments in computer resources, numerical simulations, particularly large-eddy simulations (LESs), have become a powerful tool used to study the unsteady 3D transport of momentum and scalar quantities in turbulent flows. Applied to the atmospheric VOLUME 
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than the smallest scale of motion (Kolmogorov scale ϳ 1 mm in the ABL). Large-eddy simulation (LES) deals with this limitation by resolving the transport equations for all scales of motion larger than the grid size ⌬ LES , while the contribution of the subgrid scales (smaller than ⌬ LES ) on the resolved field is parameterized using a subgrid-scale (SGS) model. Thus, the ability of LES to provide realistic turbulent fields hinges on the realism of the SGS model.
The equations solved during LES for the large scales of motion differ from the original Navier-Stokes momentum and scalar transport equations. The LES equations are obtained by applying a spatial filter of characteristic width ⌬ (⌬ Ն ⌬ LES ) to the original equations. This yields a set of equations for the evolution of the filtered (resolved) quantities, amenable to numerical solution on a grid with mesh size ⌬ LES . In the case of a scalar quantity (e.g., temperature), the effect of the nonresolved (subgrid) scales appears in the governing equation for -where the tilde (ϳ) denotes the filtering operation at scale ⌬-as the divergence of the so-called SGS scalar flux (q i ). In the i direction, the SGS scalar flux is defined as q ϭ u Ϫ ũ , (1.1)
where u i is the velocity component in the i direction. This term-particularly the filtered product -is unu i known and therefore it must be parameterized (using a SGS model) as a function of the resolved field.
The subgrid scales have a very important effect on the level of fluctuations of the resolved turbulent field. A measure of this variability in the resolved scalar field is the filtered scalar variance ϭ ͗½ Ј 2 ͘ ϭ ½͗( Ϫ 2 ͗ ͘) 2 ͘, where ͗ ͘ denotes the ensemble average and the prime is the departure from that average ( ϭ ͗ ͘ ϩ Ј). The effect of the subgrid scales on the evolution of appears through the so-called SGS dissipation rate 2 (or SGS transfer rate) of resolved scalar variance, ‫ץ‬ Ј ϭ Ϫq , (1.2) j ‫ץ‬x j where is also equal to the production of unresolved scalar fluctuations, and it has a dominant effect on the evolution of . On average one expects a net drain of 2 resolved scalar variance into the subgrid scales, that is, ͗͘ Ͼ 0. For details on the evolution equations for and see Porté-Agel et al. (1998) . Next, we present 2 a review of the current state of SGS models in LES (with emphasis on the atmospheric boundary layer), and motivate the use of carefully designed field experiments (such as the one presented in this paper) to address open issues in SGS modeling.
a. Subgrid-scale models
The formulation of the SGS model for the dynamics of the small scales has a particularly important effect in the near-surface region of wall-bounded flows. The reason is that there the LES filter scale is on the order of the distance to the surface, which is also the local integral scale of turbulence. Hence, the idealized assumptions of an inertial range of turbulence do not hold in the near-wall region. Since this region is crucial in determining the overall fluxes, the need to improve the existing models is a key step in making LES a more reliable tool. Next, we present the formulation and main characteristics of some of the most popular SGS models. Many of these are motivated by inertial range dynamics. More details on these models and other recent developments in SGS modeling can be found in , Meneveau and Katz (2000) , and Pope (2000) .
Eddy-diffusion (eddy-viscosity) models parameterize the SGS fluxes (SGS stresses) as being proportional to the resolved scalar (and velocity) gradients. Particularly, the i component of the SGS heat flux modeled with the eddy-diffusion model is of the form
ϭ ϪPr C ⌬ |S| , (1.3)
where | S | ϭ (2S ij S ij ) 1/2 is the resolved strain-rate magnitude, S ij ϭ ½(‫ץ‬ũ i /‫ץ‬x j ϩ ‫ץ‬ũ j /‫ץ‬x i ) is the resolved strainrate tensor, C S is the so-called Smagorinsky coefficient, and Pr T is the subgrid Prandtl number. When a cutoff filter is used in the inertial subrange of isotropic, homogeneous turbulence, C S is known to have a value of about 0.17 (Lilly 1967) . In simulations of high-Reynolds number wall-bounded flows, such as the ABL, the eddyviscosity model appears to have problems in reproducing the correct SGS dissipation rate. First, the model is too dissipative even when empirical matching functions are employed to reduce the value of the coefficient as the ground is approached (Mason 1989; Mason and Thomson 1992; Porté-Agel et al. 2000a) . Second, the model is fully dissipative, that is, it does not allow for backscatter of energy or scalar variance from the subgrid scales to the resolved field. Recently, some attempts to overcome these shortcomings have been made, including the use of twopart eddy-viscosity models, in which the mean and fluctuating shear are treated separately (e.g., Sullivan et al. 1994) , and also models that include stochastic fluctuations in the SGS stresses to allow for backscatter (Mason and Thomson 1992; Schumann 1995) . In both cases the model requires the specification of an additional model coefficient. Another important deficiency of the eddydiffusion model is the low correlation between the measured and modeled SGS stresses (e.g., Clark et al. 1979; Bardina et al. 1980; Liu et al. 1994) .
The so-called dynamic model (Germano et al. 1991; Lilly 1967; Ghosal et al. 1995) computes the value of the coefficient in the eddy-viscosity model at every time and position in the flow, based on scale similarity at the smallest resolved scales and assuming scale invariance of the model coefficient. Although successfully implemented in a number of engineering flows (see, e.g., Akselvoll and Moin 1996) , the application of the dy-
namic model to atmospheric flows has not yet become commonplace. Recently, Porté-Agel et al. (2000a) introduced a scale-dependent dynamic model that allows the model coefficient to change with scale. Applications of the scale-dependent model to LES of the ABL show improved dissipative properties (with respect to the standard Smagorinsky and dynamic models), leading to more realistic spectra and mean velocity profiles (Porté-Agel et al. 2000a) .
Recently, the so-called similarity model and nonlinear (gradient) model have gained popularity. They take advantage of the scale similarity or invariance of the dynamics at different scales in the inertial range of turbulence. The high correlation observed (e.g., Bardina et al. 1980 ) between the SGS fluxes and the smallest resolved fluxes has led to the formulation of the similarity model, which for the SGS heat flux is (Bardina et al. 1980; Liu et al. 1994) sim q ϭ C (ũ Ϫ ũ ).
(1.4)
The overbar denotes a second filtering operation, now at some scale ␥⌬ with ␥ Ն 1. The formulation of the similarity model given by Eq. (1.4) involves additional computational expense due to the secondary filtering operations. This can be avoided by expanding Eq. (1.4) in a Taylor series and performing the filtering analytically (Leonard 1974; Clark et al. 1979; Liu et al. 1994 ).
The result is the so-called nonlinear or gradient model,
where C nl depends on ␥ and filter type. The repeated index k corresponds to the directions involved in the filtering operation (i.e., k ϭ 1, 2, 3 for a 3D filter and k ϭ 1, 2 if a 2D filter-in the streamwise and spanwise directions-is used). Analysis of DNS data shows elevated correlation between real stresses (measured from the data) and modeled SGS stresses (obtained using the similarity and nonlinear models) (e.g., Bardina et al. 1980) . Furthermore, these models are able to reproduce backscatter of energy and scalar variance (see, e.g., Bardina et al. 1980; Liu et al. 1994; Sarghini et al. 1999) . However, when implemented in simulations, the similarity model, or the nonlinear model alone, does not dissipate enough energy and typically yields numerically unstable simulations. Faced with this difficulty, Bardina et al. (1980) suggested adding a dissipative eddy-diffusion term. When using the nonlinear model, the resulting mixed model is
where [ ]* and [C nl ]* are the mixed model co-
efficients. The mixed model combines the strengths of both the similarity (or nonlinear) model and the eddyviscosity model. Typically the magnitude of the similarity term is significantly higher than that of the Smagorinsky term. Hence, the eddy-viscosity term does not degrade the high correlation coefficient (Liu et al. 1995) .
Although successfully applied in a number of engineering flows (see, e.g., Sarghini et al. 1999; Anderson and Meneveau 1999) , to date these mixed models have not been used widely in simulations of the ABL. Kosovic (1997) has used a nonlinear model in LES of the ABL and shows significant improvements in the predicted flow field as compared to the simple eddy-viscosity model.
b. A priori field studies
One of the major difficulties encountered when attempting to improve SGS model formulations is our limited understanding of the most fundamental characteristics and dynamics of the SGS variables (such as fluxes and dissipation), which need to be reproduced by the SGS model. Moreover, even for a given model formulation, the optimal value of the model coefficient(s) as a function of time and position in the flow is uncertain. Two major complementary approaches have been taken toward the improvement of SGS models for LES, namely a posteriori tests and a priori studies. A posteriori tests evaluate SGS models based on the comparison between the statistical characteristics of the flow obtained from the simulations and those measured in the ABL. A limitation of a posteriori tests is that it is often difficult to disentangle the effect of the SGS model from the other factors such as numerical resolution, discretization methods, parameterization of surface heterogeneity, etc. Hence, they only yield indirect evidence about the true nature of SGS dynamics. A priori studies use well-resolved turbulent fields (from DNS of relatively small Reynolds number flows or from experiments) from which we can learn about the characteristics of the SGS dynamics that need to be captured by the SGS model. This approach was first used with data from DNS of isotropic turbulence (e.g., Clark et al. 1979; Domaradski et al. 1993) , other turbulent flows (e.g., Piomelli et al. 1988; Härtel et al. 1994; Piomelli et al. 1996) , and also with laboratory measurements Liu et al. 1994; Meneveau and Katz 1999b; Bastiaans et al. 1998) . In high-Reynolds number turbulent boundary layers, in particular in the ABL, there is a growing recognition (see Tong et al. 1998 ) of the need for field experiments that are designed to provide information about the nature of the SGS variables in these flows.
One particularly important subject is the relation between the SGS variables and large-scale features of the flow such as coherent structures. Strong direct effects of coherent structures in a plane wake (roller vortices in the von Kármán street) upon SGS variables were observed experimentally by O'Neil and Meneveau (1997) . In boundary layer flows, coherent structures are associated with the sweep/ejection nature of the flow and their presence in the atmospheric surface layer is best identified through ramps (sawtooth structures) in the measured tem-
perature signal (e.g., Gao et al. 1989; Shaw et al. 1983 Shaw et al. , 1989 Gao and Shaw 1992; Raupach et al. 1991; Katul et al. 1997b; Szilagyi et al. 1999) . For example, under unstable (convective) conditions, ejection events bring relatively hot air upward and they are associated with increments in the temperature, while sweep events bringing relatively cool air downward are associated with temporal drops in the temperature. Such coherent motions have been shown to be responsible for a very important fraction (75% and more) of the total turbulent fluxes (e.g., Gao et al. 1989 ) and therefore it is important that subgridscale models used in LES of the ABL can reproduce the relationship between the coherent structures and the dynamics of the nonresolved scales. Recently, some a priori studies that use conditional averaging techniques have addressed the importance of coherent structures on the SGS dissipation. Using data from filtered DNS of channel flow, Piomelli et al. (1996) indicated that backscatter of resolved kinetic energy tends to occur during sweeps, while positive SGS dissipation is associated with ejection events. Lin (1999) reexamines this issue based on analysis of resolved kinetic energy dissipation from LES with an eddy-viscosity model. He concludes that during ejections, both forward and backscatter occur, and the same is true during sweep events. Porté-Agel et al. (1998 , 2000b used high-resolution temperature and velocity data collected in the surface layer with 3D sonic anemometers (a single anemometer in the first study and an array of six anemometers in the second study). These data were used to compute the 1D and 2D surrogates, respectively, of the SGS heat fluxes and SGS dissipation of the temperature variance. Using conditional averaging based on the temperature gradients, Porté-Agel et al. (1998 , 2000b concluded that during flow events associated with strong increments of vertical velocity (possibly associated with the onset of ejection events), negative values of the SGS dissipation have an important relative contribution regardless of atmospheric stability. Negative SGS dissipation is associated with the transfer of temperature variance from the small scales to the resolved field (backscatter). The onset of sweeps is associated with large positive values of the SGS dissipation.
In this paper, we use data collected with 12 3D sonic anemometers placed in two horizontal arrays in the surface layer to study the statistics of the SGS scalar flux and variance dissipation. We also test the ability of various SGS models to capture the characteristics of the SGS heat flux and dissipation measured in the field. Three models are studied: the eddy-diffusion model, the nonlinear (gradient) model, and a mixed model that is a linear combination of the eddy-diffusion model and the nonlinear model. The effect of the filter size on the results is also explored. We also study the relation between coherent structures of the flow and the SGS variables by continuing the use of two types of conditional sampling techniques applied to different variables. As in Porté-Agel et al. (1998 , 2000b conditional averaging is first applied to the SGS variables based on the resolved temperature gradients, possibly associated with the onset of sweep and ejection events. Furthermore, conditional averaging is applied to the velocity and temperature fields measured with a vertical array of anemometers in order to capture the vertical distribution of coherent structures associated with strong positive and negative SGS dissipation.
Experiment

a. Description of setups and datasets
The data used in this study were collected in a field experiment carried out over a bare soil surface at the Campbell Tract research field of the University of California at Davis during the summer of 1999. The instruments were placed near the northeastern corner of a rectangular flat field of about 600 m (southward) ϫ 300 m (westward) in order to guarantee a long homogeneous fetch in the upwind direction. The prevailing wind came from the southwest. The soil surface had furrows in the north-south direction, and the average furrow depth was 10 cm.
The longitudinal (u 1 ), lateral (u 2 ), and vertical (u 3 ) wind velocity components as well as the air temperature () were measured simultaneously using 12 Campbell Scientific CSAT3 triaxial sonic anemometers (pathlength ϭ 10 cm). The sampling frequency was 20 Hz. The supporting meteorological measurements included net radiation, water vapor concentration, relative humidity, and skin temperature.
The data analyzed here were obtained during five 30-min periods in which the sensors were arranged differently. The arrangements are denoted as setups A, B, C, D, and E, respectively. Two major arrangements of the sensors were used. The first arrangement corresponds to two parallel horizontal arrays of sensors (setups A, B, C, and D). A similar arrangement, also consisting of two horizontal arrays of anemometers, was used by Tong et al. (1999) to study the statistical nature of the SGS velocities and stresses. The second setup is a single vertical array of anemometers (setup E). The dates and starting times for the five periods are given in Table 1 , together with details of the arrangement of the sensors and the turbulence and meteorological conditions. A description of the five setups is given below.
In the first four setups (A, B, C, and D), the sonic anemometers were placed in two parallel horizontal arrays aligned roughly perpendicular to the prevailing wind. The lower array has seven anemometers and the upper array has five anemometers, and they are located at heights (measured from the bottom of the furrows) z 1 ϭ 2.38 m and z 2 ϭ 2.88 m, respectively. The distance between adjacent sensors in the same array, d, is different for the four setups (see Table 1 ). The filter sizes considered range from 1 to 7 m. This range covers many regimes of interest in practical LES: for LES on domain lengths of several kilometers using several hundreds of grid points, one uses grid sizes on the order of 10 m (as in setup D). There are also many applications in the literature where the computational domain is only a fraction of the boundary layer height (e.g., Shaw and Schumann 1992; Patton et al. 1998; Su et al. 1998) , with grid sizes of a few meters (as in setups A and B). Our fine-grid results are also directly relevant to LES using nested grids (e.g., Khanna and Brasseur 1998) . The vertical separation distance of the arrays influences the accuracy of vertical derivatives of filtered variables. Mainly for reasons of experimental practicality, we choose a fixed distance. Changing the height as well as probe spacings would have greatly complicated the field experiments. The vertical separation distance chosen (equal to 0.5 m) is smaller, but of the same order of magnitude, than the smallest filter size considered (setup A). One limitation of this choice is that for the case of setup D (⌬ ϭ 7 m), vertical derivatives will be evaluated at a significantly finer resolution than the filter scale (or the corresponding LES mesh spacing). However, since the variables being differentiated are already filtered at larger scales, it is assumed that the separation distance has little impact on the results.
Figures 1a-c show a sketch of the relative position of the anemometers. The reference system is chosen so that i ϭ 1, 2, 3 corresponds to the streamwise, spanwise, and vertical directions, respectively. Since the spanwise VOLUME 58
Contour plots in horizontal planes of the streamwise velocity (u 1 in m s Ϫ1 ) at the two heights (z 1 and z 2 ), vertical velocity (u 3 in m s Ϫ1 ) at z ϭ z 1 , and temperature ( in K) also at z ϭ z 1 .
direction (perpendicular to the direction of the mean wind for each period) does not correspond exactly with the direction of alignment of the sensors, a shift is applied to the time series based on the use of Taylor's frozen flow hypothesis in order to have simultaneous readings in the positions corresponding to the x axis (dotted line in Fig. 1b) . Therefore, the distance between two consecutive sensors in the x direction is ␦ ϭ d ϫ cos␤, where ␤ is the angle between the direction of the mean wind and the direction perpendicular to the sensors. The values of ␤ and d corresponding to the four periods (A, B, C, and D) are given in Table 1 . The momentum roughness length z o is 2 mm. Note that the four periods were selected to have similar meteorological and turbulence conditions (Table 1 ) in order to better isolate the effect of the arrangement of the sensors on the results. Particularly, the wind direction and intensity are very similar, and the stability parameter z/L falls between Ϫ0.15 and Ϫ0.35 for the four periods, indicating unstable conditions. Here L is the Obukhov length,
] is the friction velocuЈuЈ 1 3 ity, is the surface shear stress, is the density of air, H is the sensible heat flux, ͗͘ is the mean air temperature, E is the water vapor flux (E ϭ ͗ qЈ͘), qЈ is the uЈ 3 fluctuation in the water vapor concentration, g is the gravitational acceleration, and k (ϭ0.4) is von Kármán's constant. Setup B is used as a base case to study the measured and modeled SGS heat fluxes and SGS dissipation of temperature variance (section 3), as well as their relation to coherent structures of the flow (section 4a). In addition, setups A, C, and D are also used to explore the effect of filter size (which depends on d as explained in section 3a) on the results. Setup E consists of a vertical array with the 12 3D sonic anemometers placed at heights (measured from the bottom of the furrows) Note that the parentheses in the subscripts indicate that the heights correspond to the vertical setup (as opposed to the double horizontal array). From Table 1 , measurement period E also corresponds to unstable conditions (z/L ϭ Ϫ0.14). Data collected with setup E are used in section 4d to study the vertical distribution of coherent structures of the flow during strong positive and negative dissipation events.
b. Sample raw data and longitudinal spectra
In Fig. 2 , 2D color contour plots of the streamwise velocity (u 1 ) at the two heights (z 1 and z 2 ), as well as of the vertical velocity (u 3 ) and temperature () at the lower level (z 1 ), are shown corresponding to the measurement period B. The short axis corresponds to the direction perpendicular to the main wind (nearly parallel to the sensors) (y direction). The longer axis corresponds to the direction of the main wind (x direction) and is obtained using Taylor's frozen flow hypothesis to convert the time coordinate into a space coordinate.
In Fig. 2 the presence of structures of the flow can be identified as well as their relative size and horizontal dimensions. Note that their relative size is comparable and smaller than the filter size ⌬ (to be identified later with a multiple of the distance among sensors, d), which clearly indicates that they have an important influence on the dynamics of the SGS variables. There is clear evidence of the negative correlation between the streamwise and VOLUME 58 vertical velocity fluctuations (͗ ͘Ͻ0) in wall-bounded uЈuЈ 1 3 turbulent flows. A deceleration of the flow in the streamwise direction ( Ͻ 0) is associated with an upward mouЈ 1 tion or ejection of the air ( Ͼ 0) from below. Under uЈ 3 unstable conditions, these ejections carry relatively warm air upward producing an increase in the temperature (Ј Ͼ 0).
The power spectra for the streamwise velocity and temperature signals measured at height z ϭ z 1 (ϭ2.38 m) during the measurement period B are computed and presented in Fig. 3 . They are obtained from 25 segments of 1024 points each, using a Bartlett window (Press et al. 1992 ). In Fig. 3 the power spectra (E k for a generic signal k) are normalized as E k / z, where is the variance of 2 2 k k the signal. The wavenumber k 1 is based on the sampling frequency, using Taylor's hypothesis, and it is normalized by z. The slope of the velocity spectrum is Ϫ5/3 for a wide range of wavenumbers, indicative of the inertial subrange. The slope is smaller for smaller wavenumbers.
c. Experimental error
The sonic anemometer's specifications are that the least significant bits of the digital readings correspond to 0.25 to 2 mm s Ϫ1 for velocity and 0.002ЊC for temperature. The actual specified experimental uncertainty in their analog output is 0.015 m s Ϫ1 for the streamwise and spanwise velocities, 0.004 m s Ϫ1 for the vertical velocity, and 0.026ЊC for temperature. This error corresponds to about 2% (for velocity) and 4% (for temperature) of the corresponding typical rms values. At the smallest filter scale used (⌬ ϭ 1 m), assuming inertial range scalings, we estimate typical velocity increments to be of the order ␦u ⌬ ϳ 0.2 m s Ϫ1 and temperature decrements ␦ ⌬ ϳ 0.15ЊC. Hence, the relative error at the scale ⌬ is about 7% for velocities and 17% for temperatures. For the product (␦u ⌬ ␦ ⌬ , which is a scaling surrogate for the SGS heat flux), the relative error is about 7 ϩ 17 ϳ 24%. A reasonable error estimate for the SGS heat flux measured from our sonic anemometers is thus between 20% and 25%. At larger filter scales the fluxes increase and hence the relative errors are smaller. This estimate is based on unbiased errors. However, for each sonic there is also the possibility of a biased error, which can shift the mean value of the signal but leave fluctuating values within the specified errors. Indeed, we found differences of mean values among transverse sensors that are larger than the 0.02 m s Ϫ1 or 0.02ЊC errors specified by the manufacturers. In particular, two sensors showed significantly larger deviations in mean. Hence, we have subtracted the mean value from the readings of these two sensors whose mean differed most from the others. The impact of this biased error is not large, however, as later it will be shown that the impact of the mean gradients on mean SGS dissipation is on the order of 5% only, that is, within the relative error estimated above.
Another source of error is path averaging of the in- dividual sonic anemometers. The path-averaging scale is about 10 cm; that is, we may consider that the signals are being spatially ''prefiltered'' at a scale ⌬/10 (for the setup A) before being filtered at scale ⌬ for the present analysis. The dominant contributions to the SGS fluxes come from scales that are in the vicinity of ⌬ [mostly from the neighboring octave (see, e.g., Meneveau and Katz 2000)], and not from scales that are much smaller. We have checked this by additionally prefiltering the measured signals in time at even larger scales (e.g., at scale ⌬/3). The SGS fluxes evaluated from such prefiltered signals are almost identical to the ones evaluated from the original signals. It is inferred that the path averaging at 10 cm has no appreciable effect on the presently studied SGS variables at scales 1 m and above.
Finally, flow distortion is another potential source of error. We have not performed an exhaustive analysis of flow distortion. However, we expect this source of error to be small since the actual blocked area associated with the anemometers is only a very small fraction of the projected area of the flow as it traverses the array.
Measured and modeled SGS heat fluxes and SGS dissipation of temperature variance a. Measured SGS variables
Each component of the SGS heat flux, q i , is computed according to its definition [Eq. (1.1)] q i ϭ Ϫ ũ i . As u i in Porté-Agel et al. (2000b) , a 2D filter of size ⌬ is used, which consists of the combination of a Gaussian filter in the streamwise direction and a box filter in the direction parallel to the sensors. There are various filters usually used in LES and a priori studies [the spectral cutoff filter, the box filter, and the Gaussian filter (see, e.g., Piomelli et al. 1988) ]. Many LES codes for ABL use spectral methods in planes parallel to the ground for which a spectral cutoff filtering would seem most appropriate for the a priori analysis. However, as summarized in Meneveau and Katz (2000) , when filtering spatially localized phenomena such as sharp gradients (e.g., those associated with the onset of ejection and sweep events), the spectral cutoff filter produces ''ringing effects'' due to the Gibbs phenomenon with spatially nonlocal impact. Moreover, due to its slow x Ϫ1 decay in physical space, this filter shape is very difficult to approximate with a practically feasible number of sensors. For instance, in their analysis Tong et al. (1999) use a spectral filter in the streamwise direction, but in the cross-stream direction, their filter's transfer function, shown in their Fig. 3a , resembles that of a box filter more than it does that of a sharp spectral cutoff filter, especially at wavenumbers smaller than the filter wavenumber /⌬. In this regard, their analysis can be considered effectively a quasi-mixed box filtering in the crossstream direction and spectral filtering in the streamwise direction.
Due to these difficulties, we prefer to remain fully within the context of spatially localized filters, which can be well represented by the experimental arrangement (but recognizing the less precise correspondence to spectral-based LES). As shown in Cerutti and Meneveau (2000) in the context of arrays of hot-wire sensors for similar studies in laboratory turbulence, the box filter can be well represented by a finite number of sensors. To increase smoothness we use a Gaussian filter in the streamwise direction. This filter is very similar in many respects to the box filter although it is smoother since it is more localized also in spectral space. In order to assess the sensitivity of the results to the filter type, other filters have been used in the streamwise direction, including spectral cutoff and tophat filters. No significant qualitative differences have been found with respect to the results obtained with the Gaussian filter presented below. The SGS heat fluxes and dis-VOLUME 58 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S sipation are computed in the transverse position y ϭ 0 and the vertical position z ϭ z 1 .
For a generic variable ␣(x, y, z), where x, y, and z are the streamwise (x 1 ), spanwise (x 2 ), and vertical (x 3 ) spatial coordinates, respectively, the filtered variable (x, y J , z K ), ␣ corresponding to the lateral position y J and height z K , is computed as follows: the box filter applied in the spanwise direction consists of the average (x, y J ,
, where y j is the lateral position of each of the N sensors centered around the ordinate y J . Here N was chosen to be 5 in order to maximize the number of sensors used to filter in the spanwise direction. For the dataset B, this corresponds to a filter size ⌬ ϭ 5 ϫ ␦ ϭ 2.0 m. Then (x, y J , z K ) is filtered in the streamwise direction by con-␣ volution with a filter function
where xЈ is an integration variable. For computational convenience the filtering is done in wave space using the fast Fourier transform (Press et al. 1992) . The results presented here were obtained using a Gaussian filter whose Fourier transform is of the form:
, where k 1 is the wavenumber and 2 k 1 ⌬ the filter size. The filter size was chosen to be ⌬ ϭ 5 ϫ ␦, equal to the filter size in the transverse direction. As shown in Fig. 3 , the selected filter size (wavenumber k 1 ϭ /⌬) falls well into the inertial subrange, characterized by the Ϫ5/3 slope in the spectra.
The use of Taylor's hypothesis in the inertial subrange is well accepted in the atmospheric surface layer for turbulent intensities (rms to mean streamwise velocity ratio) of up to 30% and more (e.g., Peltier et al. 1996; Kiely et al. 1996; Katul et al. 1977a; Wyngaard and Clifford 1977) . This value is well above the turbulent intensities found in our measurement periods (see Table 1 ). In particular, the use of Taylor's hypothesis to approximate streamwise filtering with time filtering was studied by Tong et al. (1998) , using data from a LES of the ABL. They concluded that although the fluctuations in the convection velocity have some effect on the computed SGS fluxes and stresses due to the change in the effective filter size ⌬ and shape, the sensor array is a feasible technique for SGS measurement in the atmospheric surface layer. Figure 4 shows signals of SGS heat flux and dissipation. Figure 4a shows a segment of the three components of the measured SGS heat flux q i . The signals have a strong degree of intermittency, and q 1 and q 3 appear to be strongly anticorrelated. Note that the magnitude of the mean values ͗q 1 ͘ and ͗q 3 ͘, presented in Table 2 , are comparable, while ͗q 2 ͘ is much smaller. Figure 5a presents the probability density function (PDF) of the measured SGS heat fluxes. The fluxes show a clear non-Gaussian behavior, with strong asymmetry in the PDFs of q 1 and q 3 , and exponential tails. This is consistent with the results obtained by Porté-Agel et al. (2000b) .
The three components of the SGS dissipation of temperature variance, 1 , 2 , and 3 , corresponding to the streamwise, spanwise, and vertical directions, respectively, are computed according to their definition m ϭ Ϫq m ‫ץ(‬ Ј/‫ץ‬x m ) (no summation over m) at the transverse position y J ϭ 0 and height z K ϭ z 1 . In the spanwise direction, the derivative involves the difference between the filtered values at y J ϭ ϩ␦ and y J ϭ Ϫ␦. In the streamwise direction derivatives are computed from time derivatives invoking Taylor's hypothesis. Center difference approach is employed with the values of the filtered variables at positions x ϭ ϩ⌬/2 and x ϭ Ϫ⌬/ 2 (y J ϭ 0). Vertical derivatives are computed using a one-sided finite-difference approach with the values of the filtered variables at the vertical positions z ϭ z 2 and z ϭ z 1 . The total SGS dissipation of temperature variance is also obtained by adding the three components ( ϭ 1 ϩ 2 ϩ 3 ). Figure 4b shows a segment of the three components and the overall value of the measured SGS dissipation of resolved temperature variance. The signals have a very strong degree of intermittency and all four of them have occasional negative values, indicating backscatter, that is, transfer of temperature variance from the small scales to the large scales. The PDF of the measured SGS dissipation, shown in Fig. 5b , is also very different from the Gaussian distribution. The strong asymmetry shows that the positive average value of (forward cascade of scalar variance in the mean) is due to the fact that strong positive values occur more frequently, and are stronger in magnitude, than negative values.
b. Modeled SGS variables
In this section, the SGS heat flux is modeled for the case of setup B (same as in section 3a) using the three models presented in section 1a: the eddy-diffusion model [Eq. (1.3) ], the nonlinear model [Eq. (1.5)], and the mixed model [Eq. (1.6)]. Spatial derivatives of the filtered variables are needed for all three models. They are computed in the same manner as the temperature gradients in section 3a.
The model coefficients for the eddy-diffusion and nonlinear models, and C nl , respectively, are computed
to guarantee that the mean modeled SGS dissipation matches the mean measured dissipation, that is, ͗ mod ͘ ϭ ͗͘. The coefficients obtained using this criterion are
, and (3.1)
Note that the Smagorinsky coefficient (C S ) comes from the eddy-viscosity model for the SGS stresses ij ϭ j Ϫ ũ i ũ j in the filtered momentum equation.
In particular, the formulation of the eddy-viscosity model is ϭ Ϫ2 ⌬ 2 | S | S ij . we need to use an additional condition (besides the match of the mean measured and modeled SGS dissipation). The second condition is based on scale similarity arguments applied to the SGS fluxes, as presented in detail in the appendix. The mixed model coefficients obtained applying these criteria are
This procedure involves using two filters of sizes ⌬ and , with Ͻ . Note that the test filter of sizêˆ⌬ ⌬ ⌬ ⌬ is applied to the variables filtered at scale . Given the ⌬ arrangement of the sensors and the fact that a box filter is used in the direction parallel to the sensors, we find it optimal to use ϭ 3 ϫ ␦ and ϭ ⌬ ϭ 5 ϫ ␦. Thê ⌬ ⌬ first filter (at scale ) is performed using the 2D filter ⌬ presented above (combination of Gaussian filter in the streamwise direction and box filter in the spanwise direction), but with a filter size ϭ 3 ϫ ␦. Since the ⌬ second filter at scale is applied to the variables ob-⌬ tained at a resolution , we compute the test-filtered ⌬ variable (x, y J ,z) using a box filter of the form (x, sented and compared with the measured SGS flux q i shown in Fig. 6a (same as Fig. 4a ). The SGS heat fluxes obtained with the eddy-diffusion model (Fig. 6b) ed q i show poor correlation (around 35%) with the measured fluxes (see correlation coefficients in Table 3 ). Particularly, the eddy-diffusion model underestimates the peak values as well as the overall average (see Table 4 ) of the three components of the flux. The SGS heat fluxes obtained with the nonlinear model (Fig. 6c) show a nl q i relatively good correlation (around 80%) with the measured fluxes (see Table 3 ), although the model tends to overestimate the peak values and also the mean and standard deviation (see Table 4 ). The mixed model provides the most realistic results, although still slightly overestimating the peak values. At this filter scale, the SGS fluxes already represent about 10% of the streamwise flux, ͗uЈ 1 Ј͘, and about 30% of the vertical flux, ͗uЈ 3 Ј͘, and thus become important. Figure 7 presents the PDF of the measured and modeled (using the three models) SGS heat fluxes. The PDF of the modeled fluxes, using the nonlinear model (Fig. 7c ) and the mixed model (Fig. 7d) show the qualitative asymmetry in the streamwise and vertical components that is found in the measured fluxes (Fig. 7a) . The eddy-diffusion model yields SGS fluxes whose PDFs are very different from the measured fluxes (Fig. 7b) . has a much more symmetric ed q 1 distribution than q 1 , while the PDF of is much more using the eddy-diffusion model ( ed ), the nonlinear model ( nl ), and the mixed model ( mix ), respectively. The measured SGS dissipation is plotted in Fig. 8a . As in Fig. 7 for the SGS flux signal, the eddy-diffusion model underestimates the peaks in the SGS dissipation signal. Even though the mean dissipation is correct (recall that the coefficients for the three models are chosen so that the modeled overall dissipation matches the measured dissipation), the standard deviation of the modeled SGS dissipation obtained with the eddy-diffusion model is very small compared with the measurements (see Table 4 ). The nonlinear model yields a SGS dissipation that is closer to the measured values, although it tends to overestimate the peak values. Again, the mixed model yields the most realistic results, although it still slightly overestimates the peak values.
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The PDFs of ed , nl , and mix , are presented in Figs. 9b-d and compared with the PDF of the measured SGS dissipation (Fig. 9a) . As with the SGS fluxes, the modeled dissipation obtained with the nonlinear and mixed models has a PDF similar to the measured dissipation. However, the relative importance of strong negative SGS dissipation (backscatter) is overestimated by the nonlinear term (Fig. 9c) . The nearly single-tailed distribution of ed (Fig. 9b) is a consequence of the formulation of the eddy-diffusion model [Eq. (1.3) ]. The fact that ed has some negative values is due to the presence of a mean vertical gradient in the filtered temperature ‫͗;ץ‬ ͘/‫ץ‬x 3 which is part of ‫ץ‬ /‫ץ‬x 3 but not of ‫ץ‬ Ј/‫ץ‬x 3 . This allows for occasional negative values of the product ‫ץ(‬ /‫ץ‬x 3 ‫ץ()‬ Ј/‫ץ‬x 3 ), and therefore of the third component of the modeled SGS dissipation, , to ed 3 occur. The contribution due to mean temperature gradients is of general form Ϫ q m ‫͗ץ(‬ ͘/‫ץ‬x m ). For the case of setup B, the mean contribution of this term is given by Ϫ ͗q 3 ‫͗ץ͘‬ ͘/‫ץ‬x 3 ϭ 0.4 ϫ 10 Ϫ3 K 2 s Ϫ1 , and represents only 4.8% of ͗͘.
c. Effect of filter size
In this section, data from the four different measurement periods, corresponding to setups A, B, C, and D, respectively, are used to study the effect of the filter size on the SGS variables. As shown in Table 1 , the meteorological and turbulence conditions during the four measurement periods are very similar. The overall mean SGS heat fluxes and SGS dissipation, computed as in section 3a, are presented in Table 2 for the four setups. An increase in the filter size ⌬ is associated with an increase in the magnitude of the mean SGS heat fluxes, due to the larger relative contribution of the subgrid scales to the overall fluxes (some of the increase is also due to slightly different conditions prevalent during the different setups-compare the mean vertical heat fluxes in Table 1 ). The increase with scale is in agreement with the results from the 1D analysis presented by Porté-Agel et al. (1998) . Much smaller changes occur in the mean SGS dissipation when changing the filter size ⌬. Recall that the SGS dissipation is independent of scale in an ideal inertial range.
Next, we explore the validity of the assumption of scale invariance of the model coefficients (on which most of the SGS models rely). The model coefficients (and its components C S and Pr T ),
and [C nl ]* are computed for the four setups A, B, C, and D. In order to obtain an indication of statistical convergence of the results, for each 30-min measurement period, the coefficients are computed for three subperiods of 10 min each. These values are used to evaluate an approximate standard deviation around the mean coefficient (since only three samples are used, the values computed do not represent a converged standard deviation, but are used here only as a qualitative measure of convergence). of z/⌬ obtained using different streamwise fiters. Note that the change in z/⌬ is only due to changes in ⌬ since z is the same for the four setups. From Fig. 10 , the streamwise filter has little effect on the main trends of the computed coefficients. The values of C S ϳ 0.1 and Pr T ϳ 0.3 at large z/⌬ (filter size ⌬ small relative to the distance to the ground z) are consistent with previous results [for C S ϳ 0.1, see Deardorff (1971) and Piomelli et al. (1988) ; and for Pr T ϳ 0.4, see Mason and Derbyshire (1990) and Moin et al. (1991) ]. From Figs. 10a and 10b there is evidence of scale dependence of the model coefficients for the eddy-diffusion and eddy-viscosity models, , , and C S . In the near-ground
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region, where z/⌬ is small, the filter scale is by necessity on the order of the distance to the ground. For small z/ ⌬ (Ͻ1), the filter operation(s) is performed outside of the inertial subrange of turbulence, and therefore the assumption of scale invariance (based on the existence of an idealized inertial subrange) is violated. The variation of C S with z/⌬ shown in Fig. 10b is in good agreement with the results obtained from simulations (under neutral stability conditions) using the dynamic eddy-viscosity model and presented by Porté-Agel et al. (2000a) . These results motivated the authors to propose a new scale-dependent dynamic model that allows the coefficient to change with scale. The values of C nl obtained from the four setups under consideration are presented in Fig. 11 . Also in this case, the value of C nl ϳ 0.3, corresponding to large z/⌬ (filter size ⌬ small relative to the distance to the ground z) is consistent with the values reported in the literature (e.g., Meneveau and Katz 1999a) . Again, we find a dependence of the model coefficient C nl on z/⌬. In this case the value of the coefficient increases with an increment of the filter size at the same height.
In Figs diffusion and nonlinear models, respectively. Scale dependence of the two coefficients is also found corresponding to z/⌬ Ͻ 1, although noticeably less than in the case of the pure eddy-diffusion or nonlinear models. Note that the procedure used to compute the mixed model coefficients (see section 3b and the appendix) is based on similarity arguments that assume scale invariance of the coefficients. Hence, the values of the mixed model coefficients obtained using that procedure may not be fully reliable for z/⌬ Ͻ 1. In view of these results, we 
Conditional averaging and coherent structures a. Conditionally averaged SGS variables based on temperature gradients
In order to isolate the relation between coherent structures of the flow (sweeps and ejections) and the SGS dynamics, we perform conditional averaging on the SGS heat fluxes and dissipation of the temperature variance. As in Porté-Agel et al. (2000b) , the conditional average of a generic SGS variable ⌽ under the condition C in a window of size X is defined according to
where x i (with 1 Յ i Յ n) are the points where ⌽ satisfies the condition C. As for the SGS fluxes and dissipation, their conditional averages are computed at y J ϭ 0 and z K ϭ z 1 . Note that for xЈ ϭ 0 (center of the averaging window) the value of the conditional average ͗⌽ | C͘ is obtained by averaging the value of ⌽ at all points that satisfy the condition. Similarly, ͗⌽ | C͘ at any other position xЈ in the averaging window is computed from ⌽ at points located at a distance xЈ (upstream if xЈ Ͻ 0 and downstream if xЈ Ͼ 0) from those satisfying the condition.
Conditional averaging was applied to the SGS heat fluxes (q 1 , q 2 , and q 3 ) as well as the three components and the overall SGS dissipation ( 1 , 2 , 3 , and ). As an attempt to isolate ramp structures in the temperature field, we first use the two conditions employed previously by Porté-Agel et al. (2000b) , based on the gradient of the resolved temperature signal.
Condition I: ‫ץ‬ /‫ץ‬t Ͻ Ϫ , where is the rms
of ‫ץ‬ /‫ץ‬t. This condition corresponds to a temperature drop in the time series and it tends to highlight the decreasing part of possible ramp structures. Condition II: ‫ץ‬ /‫ץ‬t Ͼ corresponds to a temper-
ature increase in the time series. This condition highlights the rising part of the temperature signal. The selection of the conditioning threshold, , is ‫ץ‬ /‫ץ‬t arbitrary and is intended simply to guarantee that it is VOLUME 58 large enough to isolate the local effects, and small enough to ensure the convergence of conditional averages. The width of the averaging window, X, was set to 20 times the filter width, that is, X ϭ 40 m. The conditional average asymptotes to the overall average as we move away from the center of the averaging window (at xЈ ϭ 0).
The conditional averages for q 1 , q 2 , and q 3 under conditions I and II, as well as the overall averages, are presented in Figs. 13a and 13b , respectively. As shown in Table 2 , the overall averages are ͗q 1 ͘ ϭ Ϫ 2.59 ϫ 10 Ϫ2 K m s Ϫ1 , ͗q 2 ͘ ϭ ϩ 0.30 ϫ 10 Ϫ2 K m s Ϫ1 , and ͗q 3 ͘ ϭ ϩ 2.42 ϫ 10 Ϫ2 K m s Ϫ1 . Relatively strong negative temperature gradients, possibly associated with the onset of sweeps of relatively cool air and highlighted by condition I, are associated with SGS fluxes that are larger in magnitude (more than two times larger) than the average. Under condition II (possibly associated with the onset of ejection events), a weaker and more asymmetric change in the SGS fluxes is detected.
The conditional averages for 1 , 2 , 3 , and under conditions I and II, as well as the overall averages, are presented in Figs. 14a and 14b , respectively. As shown in Table 2 , the overall averages are ͗ 1 ͘ ϭ 1.90 ϫ 10
, and ͗͘ ϭ 8.33 ϫ 10 Ϫ3 K 2 s Ϫ1 . A larger than average (about five times larger) positive value of the streamwise and vertical components of the SGS dissipation, 1 and 3 , as well as the overall SGS dissipation , occurs when there is a strong negative temperature gradient (highlighted by condition I). Thus, under these conditions a relatively large (larger than average) amount of temperature variance is transferred from the large (resolved) to the small (subgrid) scales of the flow. The conditionally averaged spanwise component does not appear to differ substantially from its overall mean. Under condition II, the SGS dissipation is smaller than its mean value. Particularly the streamwise component 1 is negative and the vertical component 3 is very small. These results are in qualitative agreement with the results presented by Porté-Agel et al. (1998 , 2000b : for the 1D and 2D surrogates of the SGS dissipation. However, they also show the important relative contribution of the third component of the SGS dissipation 3 , which highlights the need for using the double array of sensors. In particular, the total dissipation under condition II no longer becomes negative, although it is still significantly reduced. Similar values of the conditional averages are obtained when other fil- ters (e.g., spectral cutoff and top-hat) are used instead of the Gaussian filter in the streamwise direction. Next, we apply conditional averaging using condition I ‫ץ(‬ /‫ץ‬t Ͻ Ϫ ) on the SGS variables obtained from ‫‪t‬ץ/ץ‬ the three models under consideration. Figures 15b-d show the conditionally averaged (using condition I) SGS fluxes modeled with the eddy-diffusion model, nonlinear model, and mixed model, respectively. The conditionally averaged measured SGS fluxes are also shown in Fig. 15a . As mentioned above, the eddy-diffusion model gives SGS heat fluxes whose overall averages are orders of magnitude smaller than the measured flux. The conditionally averaged SGS fluxes are also clearly underestimated by the eddydiffusion model. The nonlinear model overpredicts the SGS fluxes. The mixed model provides a better estimate of both the mean and conditionally averaged SGS fluxes.
Figures 16b-d show the conditionally averaged SGS dissipation (using condition I) modeled with the eddydiffusion model, nonlinear model, and mixed model, respectively. The conditionally averaged measured SGS dissipation is also presented in Fig. 16a . As explained above, the model coefficients were selected so that the mean modeled dissipation ͗ mod ͘ matches the mean measured dissipation ͗͘. Consistent with the results found for the conditionally averaged SGS fluxes (see Fig. 15 ), the eddydiffusion model clearly underpredicts the values of ͗ 1 | I͘, while ͗ | I͘ shows a much more realistic behavior. The shown): the eddy-diffusion model underestimates the trends in the conditionally averaged SGS dissipation, while the nonlinear and mixed models (particularly the nonlinear model) intensify those trends. Again, the mixed model yields the most realistic results.
b. Conditional velocity and temperature fields based on SGS dissipation
Next, we use data from the vertical array of anemometers (setup E) to study the vertical distribution VOLUME 58 (same as in Fig. 10a and Fig. 11 , respectively). The triangles and circles are obtained by averaging over three values obtained using 10-min subperiods. The error bars show the approximated standard deviation associated with those three samples.
of the coherent structures of the flow associated with strong positive and negative SGS dissipation of scalar variance. Instead of using the resolved scales to conditionally average SGS variables, in this section we use the SGS dissipation as criterion, and measure the conditionally averaged resolved velocity and temperature field. The goal is to identify the large-scale conditional flow structure responsible for forward scatter and backscatter events. This approach was used in Piomelli et al. (1996) to analyze DNS data of channel flow at low Reynolds numbers, and by Lin (1999) to analyze LES results. The filtered variables are computed from the field measurements at each height using a 1D filter that consists of a Gaussian filter in the streamwise direction combined with Taylor's hypothesis. The filter size was ⌬ ϭ 2.0 m. Although 1D-filtered variables are expected to be quantitatively different from the corresponding 2D-and 3D-filtered variables, no significant changes between the qualitative behavior of their conditional averages is expected (see Porté-Agel et al. 2000b ). The SGS heat flux and a 2D surrogate of the SGS dissipation are obtained at the height of the sixth sensor z ϭ z (6) ϭ 1.78 m (see section 2a for a description of setup E). The 2D surrogate of the SGS dissipation is computed from the streamwise and vertical components, that is, 2D ϭ Ϫ q 1 ‫ץ(‬ Ј/‫ץ‬x 1 ) Ϫ q 3 ‫ץ(‬ Ј/‫ץ‬x 3 ). Both streamwise and vertical derivatives are approximated using centered finite differences, invoking Taylor's hypothesis in the streamwise direction, and using the difference between the values at heights z (7) and z (5) in the vertical direction.
The 2D (streamwise and vertical) filtered velocity and temperature fields are conditionally sampled based on the value of the SGS dissipation. In this case the conditional average of the generic variable ⌽ (⌽ ϭ ũ 1 , ũ 3 or ) under condition C on a rectangular window of width X and height Z( ϭ z (12) -z (1) ) is defined as
(1)
where x i (with 1 Յ i Յ n) is the streamwise coordinate of the points where ⌽ satisfies the condition C. Two conditions are used based on the value of the 2D sur- The thresholds 3͗ 2D ͘ and Ϫ ͗ 2D ͘ are again selected to guarantee the good convergence of the conditional averaged fields. From here on, the point xЈ ϭ 0 and z ϭ 1.78 m is referred as the ''reference point.''
The resulting fields are presented in Figs. 17a and 17b. Strong forward scatter (positive dissipation) of temperature variance at the reference point is associated with the end part of ejections, clearly identified by the high values of the temperature and vertical velocity downwind (xЈ Ͼ 0) of that point (see Fig. 17a ). Note also that the reference point is characterized by very strong gradients (drops in time) of the temperature and vertical velocity. This is in good agreement with the results presented in section 4a (Fig. 14a ) that show strong positive dissipation associated with strong drops in the temperature. On the other hand, backscatter (negative SGS dissipation) of temperature variance at the reference point corresponds with the onset of ejections highlighted by the high temperature and vertical velocity found upwind of the that point (Fig. 17b) . In this case the gradients in the temperature and vertical velocity (increments in time) are very strong at the reference point, which again is in good agreement with the results presented in section 4a (Fig. 14b) , where strong increments (in time) of the temperature are shown to be associated with an important contribution of backscatter.
Next, we perform conditional averaging based on the values of the modeled SGS dissipation (instead of 2D mod the measured SGS dissipation 2D ) in the same fashion as presented above. The modeled SGS fluxes and SGS dissipation, using the eddy-diffusion, nonlinear, and mixed models are computed at the vertical position z ϭ z (6) using 1D filtered variables in Eqs. Fig. 18a (equivalent to Fig. 17a ). The averaged velocity and temperature profiles are in qualitative agreement with the profiles obtained using the measured VOLUME 58 real SGS dissipation. Particularly, as explained in section 4a, strong forward scatter (both measured and modeled) occurs during the end part of ejections of relatively warm air, corresponding to strong gradients (drop in time) of temperature and vertical velocity at the reference point (xЈ ϭ 0 and z ϭ 1.78 m). However, quantitative differences are found between the magnitude of the conditionally averaged fields obtained in the four cases. In particular, for the case of the eddy-diffusion model, the conditionally sampled temperature appears to be too high during the ejection events (downwind of the reference point). On the other hand, the velocity field corresponding to the eddydiffusion model appears to better match the real velocity field. The conditionally averaged velocity and temperature fields corresponding to strong backscatter (large negative SGS dissipation) are presented in Figs. 19b and 19c for the nonlinear and mixed models. The results are compared with the corresponding results based on the measured dissipation in Fig. 19a (equivalent to Fig. 17b ). Note that no results are presented here for the eddy-diffusion model since the model is fully dissipative, not allowing for negative modeled SGS dissipation. The conditional fields are in good qualitative agreement with the results obtained based on the measured negative SGS dissipation, although some differences are also observed (e.g., higher temperature in the conditionally sampled ejection). Also, high values of the SGS dissipation obtained with the mixed model are associated with the presence of relatively strong sweeps (negative vertical velocity and relatively low temperature) preceding the ejection events (positive vertical velocity and high temperature). This yields particularly strong temperature and vertical velocity gradients at the reference point in the averaging window (xЈ ϭ 0 and z ϭ 1.78 m).
Summary and conclusions
A field experiment is carried out using 12 3D sonic anemometers placed in the atmospheric surface layer with the purpose of addressing open issues in SGS modeling for large-eddy simulation. Two major arrangements of the sensors were employed: 1) two horizontal arrays of anemometers placed at two different heights (five anemometers in the upper array and seven in the lower array), and 2) a vertical array. The first arrangement allows us to overcome some of the limitations associated with the 1D and 2D analyses presented by Porté-Agel et al. (1998 , 2000b . In particular, since filtered variables (using a 2D filter) can now be computed at two different heights, the vertical gradient of filtered variables is obtained and thus all the contributions (including the vertical) of the SGS dissipation are calculated. We note the relative importance of the vertical contribution to the SGS dissipation, which justifies the use of the double array of sensors. We evaluate different existing SGS model formulations in terms of their ability to capture the characteristics of the measured SGS variables. Three models are studied: the eddy-diffusion model, the nonlinear (gradient) model, and a mixed model that is a linear combination of the eddy-diffusion model with the nonlinear model. The eddy-diffusion model yields SGS fluxes and dissipation whose statistics (mean values, PDFs) are significantly different from the statistics of the measured SGS variables. For example, the relative contribution of the streamwise and vertical components of the SGS flux are clearly underestimated by the eddy-diffusion model. Furthermore, the eddy-diffusion model is not able to reproduce negative values of the dissipation (backscatter), which are observed in the measurements. SGS variables obtained with the nonlinear and mixed models show higher correlation with the measurements, although the pure nonlinear model significantly overestimates the peak values. While better, the mixed model still slightly overestimates the peak values.
By using different separations between anemometers, we explore the influence of the filter width ⌬ on SGS variables. The SGS fluxes increase with increasing filter size, while the mean SGS dissipation does not change substantially with changes in ⌬. We also show experimental evidence of the dependence of the model coefficients on the filter scale ⌬. This dependence, stronger at smaller z/⌬, is in good agreement with the results obtained from simulations (under neutral stability conditions) using the dynamic eddy-viscosity model and presented by Porté-Agel et al. (2000a) .
Conditional averaging is used to study the relation of the measured and modeled SGS variables with coherent structures of the flow. This is done by using two types of conditional sampling techniques applied to different variables. As in Porté-Agel et al. (1998 , 2000b conditional averaging is first applied to the measured SGS variables based on the resolved temperature gradients, possibly associated with the onset of sweep and ejection events. Furthermore, conditional averaging is applied to the velocity and temperature fields measured with the vertical array of anemometers, in order to capture the flow structure (projected onto a vertical plane) associated with strong positive and negative SGS dissipation. It is found that under unstable conditions, negative SGS dissipation (backscatter) is most important during the onset of ejections transporting relatively warm air upward. Large positive SGS dissipation of temperature variance is associated with the end of ejections (and/or the onset of sweeps) characterized by strong drops in temperature and vertical velocity under unstable conditions. These results are in qualitative agreement with the 1D and 2D analyses shown by Porté-Agel et al. (1998 , 2000b . They also agree qualitatively with the LES results in Lin (1999) , who found that the strongest SGS dissipation events (both forward and backward scatter events) occurred during ejections. In considering the motion in the cross-stream plane (not available in our data), he concluded that the backward scatter events occurred near the interface of streamwise vortices and updraft motions. More detailed data analysis is required to identify whether these regions are related to what appears in our streamwise data as the onset of ejection regions.
Conditional averaging is also applied to the modeled SGS variables. Models based on scale-similarity arguments (particularly the mixed model) capture the local dynamics of the subgrid scales (particularly the relative contribution of each component of the SGS dissipation) better than the eddy-diffusion model. However, they tend to overestimate the trends in the conditionally averaged SGS variables. In agreement with Piomelli et al. (1996) and Lin (1999) , we conclude that the use of purely stochastic backscatter models cannot reproduce these strong effects of large-scale coherent structures upon SGS dynamics.
