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ON SINC QUADRATURE APPROXIMATIONS OF FRACTIONAL
POWERS OF REGULARLY ACCRETIVE OPERATORS
ANDREA BONITO, WENYU LEI, AND JOSEPH E. PASCIAK
Abstract. We consider the finite element approximation of fractional powers
of regularly accretive operators via the Dunford-Taylor integral approach. We
use a sinc quadrature scheme to approximate the Balakrishnan representation
of the negative powers of the operator as well as its finite element approx-
imation. We improve the exponentially convergent error estimates from [A.
Bonito, J. E. Pasciak, IMA J. Numer. Anal. (2016) 00, 1-29] by reducing the
regularity required on the data. Numerical experiments illustrating the new
theory are provided.
1. Introduction.
Let Y ⊂ X be complex valued Hilbert spaces with Y dense in X. Let A(·, ·)
be a bounded and coercive sesquilinear form on Y . Following [17] (see, Section 2)
there is a uniquely defined unbounded operator on X denoted by A with domain
D(A) ⊂ Y . The fractional powers of A are given by the Balakrishnan integral
[4, 17] defined for β ∈ (0, 1) and f ∈ X:
u = A−βf =
sin(piβ)
pi
∫ ∞
0
µ−β(µI +A)−1f dµ. (1)
After the change of variable µ = ey, we approximate the resulting integral using a
truncated equally spaced quadrature (sinc quadrature [19]) given by
uk := Q−βk (A)f :=
k sin(piβ)
pi
N∑
`=−M
e(1−β)y`(ey`I +A)−1f, (2)
where k > 0 is a real number and N and M are positive integers chosen to be on
the order of 1/k2 (see Remark 3.1).
The fractional powers As (with domain D(As)) are well defined for s ≥ 0, see
[18]. It is a consequence of the coercivity of A(·, ·) that the natural norm on D(As),
namely (‖v‖2X + ‖Asv‖X)1/2 is equivalent to the norm
‖v‖D(As) := ‖Asv‖X .
The first result of this note, Theorem 3.2 shows that the quadrature error goes
exponentially to zero when measured in a scale of the above norms. Specifically,
for any s ∈ [0, β) and t ≥ 0,
‖u−Qβk(A)f‖D(As+t) ≤ C e−c/k‖f‖D(At) (3)
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2 A. BONITO, W. LEI, AND J. PASCIAK
with C and c not depending on k. The result of this paper requires less regularity
on f than that of [10] which is essentially of the form (for s ≥ 0)
‖(u−Qβk(A)f)‖D(As) ≤ C e−c/k‖f‖D(As). (4)
In the remainder of the paper, we focus on fractional problems with homogeneous
Dirichlet boundary conditions. We avoid the non-homogeneous case (see [3] for a
discussion of one possible definition for fractional problems with non-homogeneous
Dirichlet and Neumann boundary conditions). Let Ω ⊂ Rd be a bounded domain
with Lipschitz boundary Γ := ∂Ω. We assume that there are two open sets (with
respect to Lebesgue measure in Rd−1) ΓD (Dirichlet) and ΓN (Neumann) such that
ΓD ∩ ΓN = ∅ and ΓD ∪ ΓN = Γ. We additionally assume that ΓD 6= ∅. We define
the complexed valued functional space
V := {v ∈ H1(Ω) : v = 0 on ΓD} ⊂ H1(Ω)
and set
X := L2(Ω), and Y := V. (5)
Also for all u, v ∈ V we consider
A(u, v) :=
∫
Ω
A∇u · ∇v + b1 · ∇u v + u b2 · ∇v + cu v dx, (6)
where v denotes the complex conjugate of v. The coefficients A ∈ L∞(Ω,GL(Rd)),
b1,b2 ∈ L∞(Ω,Rd), c ∈ L∞(Ω) are assumed to be such that the form A(·, ·) is
coercive and bounded on V.
The numerical approximation of (1) with X,Y,A(·, ·) and V as in (5)-(6). is
defined as follows. One starts by introducing a finite element space Vh. The general
framework of Section 2 is used to define the discrete fractional power Aβh for X =
Y = Vh and A(·, ·) as in (6). The (semi-discrete) finite element approximation of
u = A−βf is then defined by uh = A
−β
h pihf where pih denotes the L
2(Ω) projection
onto Vh. Of course,
uh = A
−β
h pihf =
sin(piβ)
pi
∫ ∞
0
µ−s(µI +Ah)−1pihf dµ. (7)
The fully discrete approximation is then defined by uh,k = Q−βk (Ah)pihf and our
goal is to estimate the error u− uh,k.
We shall provide error estimates in Sobolev norms. To this end, we define
Hr(Ω) :=
{
(L2(Ω), H10 (Ω))2,r, for r ∈ [0, 1],
Hr(Ω) ∩H10 (Ω), for r ∈ [1, 2],
(8)
with (·, ·)2,r denoting interpolation using the real method. We assume elliptic reg-
ularity with index α ∈ (0, 1] (see, Assumption 4.1). When this condition holds,
D(As/2) = Hs(Ω), for s ∈ [0, 1 + α], (9)
and their norms are equivalent. Indeed, for s ∈ [0, 1), this follows from Theorem
3.1 of [17], s = 1 is proved in [2] and s ∈ (1, 1 + α] is given by Theorem 6.4 of [10].
We shall not assume artificial smoothness of the solution u = A−βf . Instead, we
assume smoothness on f and use the smoothing properties of the operator A−β and
(9) to conclude regularity for u. Note that for t ≥ 0, u is in D(At+β) if and only if
f is in D(At) with equal norms. In all cases, we assume that f is in X := L2(Ω).
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Estimates for the error between u and uh in the Hr(Ω) norms for r ∈ [0, 1]
were provided in [10] and are also discussed in Subsection 4.3. We shall apply
Theorem 3.2 to the derive bounds for the error ‖uh − uh,k‖Hr(Ω) and obtain (The-
orem 4.2)
‖uh − uh,k‖Hr(Ω)  e−pi
2/(2k)‖f‖Hmax(r+2α∗−2β,0)(Ω) (10)
with 2α∗ = α+ min(α, 1− r). Note that the norm on f appearing above is always
controlled by the norm on f needed in [10] to obtain an h (0 <  1) convergence
bound for ‖u−uh‖Hr(Ω) (see Subsection 4.3) so the exponential convergence of the
sinc approximation is achieved without additional assumptions on f .
This improves the estimates obtained for the sinc approximation in [10]. For
example, if Ω is convex and the coefficients of A(·, ·) are smooth, D(As) = H2s(Ω)
and the norms ‖As · ‖ and ‖ · ‖H2s(Ω) are equivalent for s ∈ [0, 1]. As shown in
[10], the energy norm error, ‖u − uh‖Hβ(Ω) is O(h2−β) up to a logarithm of h−1
for f ∈ H2−2β(Ω). In this case, (10) implies exponential convergence of the sinc
approximation in the energy norm while (4) requires f ∈ Hβ(Ω) which corresponds
to more regularity when β > 2/3.
We refer to [7] for a review of different numerical methods tailored to fractional
diffusion. To the best of our knowledge, besides the above mentioned works, there
are no alternative numerical method for the approximation of fractional powers of
general regularly accretive operators. However, several methods are available when
the operator A is real symmetric. We refer to [16, 15, 22] for methods based on
expansions using the eigenpairs of the discretized operator and to [21] as well as to
[20, 5] where approximations of the “Neumann to Dirichlet” map of an extended
problem is advocated. In [1, 13], numerical approximation of the integral definition
of the fractional laplacian is considered. It is worth mentioning that in this context,
the recent work [8] is also based on sinc quadrature approximations of a Dunford-
Taylor representation.
The outline of this note is as follows. In Section 2, we review the definition and
properties of fractional powers of the regularly accretive operator A. In Section 3,
we prove abstract estimates for the error in the sinc quadrature error uh − uh,k
showing exponential convergence in the norms of D(As), for s ≥ 0 under appro-
priate regularity conditions on f . We consider the setting described by (5)-(6) in
Section 4 and provide error estimates for u − uh,k by combining the estimates for
the error u − uh given by [10] and the results of Section 3. We provide numerical
illustrations of the improved theory in Section 5.
We write a  b to mean a ≤ Cb, with a constant C that does not depend on a,
b, or the discretization parameters. Finally, a ≈ b indicates a  b and b  a.
Acknowledgment. The authors would like to thank R.H. Nochetto for pointing
out the possible sub-optimality in [10], thereby prompting the current analysis.
2. Fractional Powers of Regularly Accretive Operators.
As in the introduction, we consider complex valued Hilbert spaces with Y con-
tinuously and densely imbedded in X and a bounded and coercive sesquilinear form
A(·, ·). This means that there are constants c0 and C0 satisfying
Re(A(v, v)) ≥ c0‖v‖2Y , for all v ∈ Y, (11)
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and
|A(u, v)| ≤ C0‖u‖Y ‖v‖Y , for all u, v ∈ Y. (12)
Such a sesquilinear form A(·, ·) is called regular (cf. [17]). By possibly rescaling the
norm in X, we may assume that
‖y‖X ≤ ‖y‖Y , for all y ∈ Y. (13)
To simplify the notation, we denote ‖v‖ := ‖v‖X for v ∈ X and ‖A‖ to be the
operator norm of A when A is a bounded operator from X into X.
Following [17], there is a uniquely defined unbounded operator on X denoted by
A with domain D(A) ⊂ Y defined as follows. Invoking the Lax-Milgram Theorem,
we define the one-to-one solution operator T : X → Y satisfying
A(Tf, φ) = (f, φ), for all φ ∈ Y. (14)
The unbounded operator A is defined by Aw := T−1w for w in D(A) := Range(T ).
The operator A is a closed densely defined operator on X with domain D(A). Such
an operator is said to be regularly accretive (cf. [17]).
For regularly accretive operators, there exists ω ∈ [0, pi/2) such that the spectrum
of A is contained in the sector Sω := {z ∈ C : | arg z| ≤ ω}. We also have the
following estimate for the resolvent Rz(A) := (A− zI)−1
‖Rz(A)f‖ ≤ (sin(pi/2− ω))−1|z|−1‖f‖, for Re(z) < 0. (15)
Also, if z is negative, ‖Rz(A)f‖ ≤ |z|−1‖f‖, i.e., A is M-accretive. The above
bounds are a consequence of Theorem 2.2 of [17]. For later use, we also note that
the coercivity assumption (11) and (13) implies that for Re(z) ≤ c0/2,
‖Rz(A)f‖ ≤ ‖Rz(A)f‖Y ≤ 2
c0
‖f‖. (16)
2.1. Fractional Powers. For β ∈ (0, 1), the negative fractional powers A−β of a
regularly accretive operator A are defined by (1). It follows from (15) and (16) that
the integral (1) is Bochner integrable in X and so A−r is a bounded operator on
X. When r is non-negative and not an integer with n− 1 < r < n, then
D(Ar) := {x ∈ X : Ar−nx ∈ D(An)}, Arx = AnAr−nx.
We shall make use of the following commutivity proproperties involving fractional
powers and the resolvent, see e.g. [18].
(a) For r ≥ 0 and β ∈ (0, 1),
A−βArx = Ar−βx = ArA−βx, for all x ∈ D(Ar). (17)
(b) For z ∈ ρ(A) and r ≥ 0, Rz(A) : D(Ar)→ D(Ar+1) and
ArRz(A)x = Rz(A)A
rx, for all x ∈ D(Ar). (18)
2.2. Interpolation Scales. Since a regularly accretive operator is M-accretive,
Corollary 4.3.6 of [18] shows that for s ∈ (0, 1),
[X,D(A)]s = D(A
s)
with [·, ·]s denoting the interpolation scale using the complex method. Corollary
2.1.8 of [18] then implies that
‖Asv‖  ‖v‖[L2(Ω),D(A)]s  ‖Av‖s‖v‖1−s, for all v ∈ D(A). (19)
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3. Sinc Approximations to A−β.
In this section, we revisit the sinc approximation technique developed in [10]
(see, (2)) and provide an abstract theorem which weakens the regularity required
on f to achieve an exponential rate of convergence.
As anticipated in the introduction, we use the change of variable µ := ey in (1),
i.e.,
A−β =
sin(piβ)
pi
∫ ∞
−∞
e(1−β)y(eyI +A)−1 dy. (20)
For any positive integers N and M and a positive quadrature step k, we define the
sinc approximation of A−β by (2) which corresponds to a truncated equally spaced
quadrature approximation to (20). Notice that to simplify the notation, we do not
specify the dependency on M and N . In any event, in practice both M and N are
functions of k (see Remark 3.1).
3.1. Error Analysis. The analysis for the sinc approximation error involves the
analyticity and decay properties of the function
F (z; θ, η) := e(1−β)z(As(ezI +A)−1θ, η).
on the band
z ∈ Spi/2 := {z ∈ C : |Im(z)| ≤ pi/2}.
Here (·, ·) denotes the inner product on X and θ, η are fixed in X. The decay
properties are addressed in the following lemma.
Lemma 3.1 (Integrand Estimate). Let s be in [0, β) and δ be non-negative. For
z ∈ Spi/2,
‖e(1−β)zAs(ezI +A)−1‖ 
{
e(s−β)Re(z) : when Re(z) > 0,
e(1−β)Re(z) : when Re(z) ≤ 0. (21)
The hidden constant depends only on β, s, c0 and C0.
Proof. We fix z ∈ Spi/2 and θ ∈ X. As −ez is in ρ(A) (in fact, Re(−ez) < 0),
(ezI +A)−1θ is in D(A). Applying (19) gives
‖As(ezI +A)−1θ‖  ‖(ezI +A)−1θ‖1−s‖A(ezI +A)−1θ‖s.
We apply (15) and (16) to obtain
‖(ezI +A)−1θ‖ ≤ ‖θ‖
{
(sin(pi/2− ω))−1e−Re(z), when Re(z) > 0,
c0/2, when Re(z) ≤ 0. (22)
Also (15) implies that
‖ez(ezI +A)−1‖ ≤ (sin(pi/2− ω))−1, for all z ∈ Spi/2.
and hence
‖A(ezI +A)−1‖ = ‖I − ez(ezI +A)−1‖ ≤ 1 + (sin(pi/2− ω))−1.
Combining the above estimates gives
‖As(ezI +A)−1‖ 
{
e(s−1)Re(z) : when Re(z) > 0,
1 : when Re(z) ≤ 0. (23)
The lemma follows from the above estimates and the trivial estimate,
|e(1−β)z| = e(1−β)Re(z).

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Now by (22) and (23), for z ∈ Spi/2,
| d
dz
F (z; θ, η)| ≤ |e(2−β)z(As(ezI +A)−2θ, η)|+ (1− β)|F (z; θ, η)|
 ‖θ‖‖η‖
{
e(1+s−β)Re(z) : when Re(z) > 0,
e(1−β)Re(z) : when Re(z) ≤ 0,
i.e., F (.; θ, η) is analytic on Spi/2 for each θ and η in X.
We are now in position to prove our result which bounds the quadrature error.
Theorem 3.2 (Sinc Quadrature Error). For M,N > 0 integers, and k > 0, let
Q−βk (A) be defined by (2). Given f ∈ D(At) with t ≥ 0 and −t ≤ s < β, then
‖(A−β −Q−βk (A))f‖D(As+t) 
[
(sinh(pi2/(2k)))−1e−pi
2/(2k)
+ e−(β−s
+)Nk + e−(1−β)Mk
]
‖f‖D(At),
(24)
where s+ = max(0, s) and the hidden constant depends only on β, s, c0 and C0.
Proof. Using (18), (17) and the definition of the norm in (24), (24) can be rewritten
‖(A−β −Q−βk (A))As+tf‖  C(k)‖Atf‖, for all f ∈ D(At)
with C(k) denoting the expression in brackets on the right hand side of (24). Since
At is a one to one map of D(At) onto X and As is a bounded operator when s < 0,
it is suffices to show that
|((A−β −Q−βk (A))As
+
θ, η)|  C(k), for all θ, η ∈ X (25)
with ‖θ‖ = ‖η‖ = 1.
Extending the sum in (25) to a sum over all integers and applying the triangle
inequality gives
|((A−β −Q−βk (A))As
+
θ, η)| ≤
∣∣∣∣ ∫ ∞−∞ F (y; θ, η)dy − k
N∑
`=−M
F (`k; θ, η)
∣∣∣∣
+
∣∣∣∣k∑
`>N
F (`k; θ, η)
∣∣∣∣+ ∣∣∣∣k ∑
`<−M
F (`k; θ, η)
∣∣∣∣.
(26)
1 For the second sum on the right hand side of (26), applying Lemma 3.1 gives
k
∑
`>N
|F (`k; θ, η)| 
∫ ∞
Nk
e(s
+−β)y dy = e(s
+−β)Nk/(β − s+).
Similarly,
k
∑
`<−M
|F (`k; θ, η)| 
∫ −Mk
−∞
e(1−β)y dy = e(β−1)Mk/(1− β).
2 For first sum on the right hand side of (26), we invoke Theorem 2.20 in [19],
which states that∣∣∣∣∣
∫ ∞
−∞
F (y; θ, η)− k
∞∑
`=−∞
F (`k; θ, η)
∣∣∣∣∣ ≤ R2 sinh(pi2/(2k))e−pi2/(2k) (27)
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provided that ∫ pi/2
−pi/2
|F (t+ iy; θ, η)|dy  1, for all t ∈ R (28)
and R is a constant such that∫ ∞
−∞
(|F (y − ipi/2; θ, η)|+ |F (y + ipi/2; θ, η)|) dy ≤ R. (29)
Both conditions follows from Lemma 3.1. In particular,
R = 2C
(
(β − s+)−1 + (1− β)−1) ,
where C is the constant hidden in estimate (21).
3 The desired estimate (24) for A is obtained upon gathering the estimates
derived in steps 1 and 2. 
Remark 3.1 (Exponential Decay). In practice, we advocate to balance the three
exponentials on the right hand side of (24), thereby imposing
pi2/(2k) ≈ (β − s+)kN ≈ (1− β)kM.
Thus, given k > 0, we set
N =
⌈
pi2
2(β − s+)k2
⌉
and M =
⌈
pi2
2(1− β)k2
⌉
,
which leads to
‖(A−β−Q−βk (A))pif‖D(As+t)

[
1
β − s+ +
1
1− β
][
e−pi
2/(2k)
sinh(pi2/(2k))
+ e−pi
2/(2k)
]
‖f‖D(At).
Note that the coefficient on the right hand side above asymptotically behaves like[
1
β − s+ +
1
1− β
]
e−pi
2/(2k) as k → 0.
This choice will be refer to as the “balanced” scheme. Another possibility is to
simply take k−2 ∼ N = M , which also lead to exponential decay but, as we shall
see in Section 5, is less efficient.
4. The Numerical Approximation of (5)-(6).
For the remainder of this paper, we focus on the example described by (5)-(6).
The coercivity and boundedness assumptions made in the introduction guarantee
that (11) and (12) hold with Y = V so that the operator A associated with (6) and
its fractional powers are defined in Section 2.1.
4.1. The Finite Element Approximation. We now assume that Ω is a poly-
hedon. Let {Th}h>0 be a sequence of conforming subdivisions made of simplices
with maximal mesh size h < 1. We further assume that {Th} are shape-regular
and quasi-uniform (cf. [14]) with constants independent of h and the triangula-
tion matches the partitioning Γ = ΓD ∪ ΓN . Let Vh be the space of continuous
piecewise linear finite element functions subordinate to Th and let pih be the L2-
orthogonal projector onto Vh. The semi-discrete approximation uh and the fully
discrete approximation uh,k are defined as in the introduction.
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Before going further, we note that the quasi-uniformity assumption is required
to guarantee the H1(Ω) stability of pih, namely
‖pihv‖H1(Ω)  ‖v‖H1(Ω). (30)
The quasi-uniformity assumption can be relaxed, for instance to allow certain grad-
ing condition on Th; see [12, 11, 6]. The H1 stability estimate (30) implies, by
interpolation, that for r ∈ [0, 1]
‖pihv‖Hr(Ω)  ‖v‖Hr(Ω). (31)
4.2. Elliptic regularity and finite element error estimates. We define H−1a
to be the set of bounded anti-linear functionals on V. As usual, L2(Ω) can be
imbedded in H−1a by identifying f ∈ L2(Ω) with the functional
〈F, φ〉 = (f, φ), for all φ ∈ V
with 〈·, ·〉 denoting the anti-linear functional/function pairing. We define the spaces
Hra to r ∈ [−1, 0) by setting
Hra = (H−1a , L2(Ω))r+1,2.
It follows that T : L2(Ω)→ D(A) extends to a bounded antilinear map of H−1a → V
defined by replacing (f, φ) with 〈F, φ〉.
The adjoint operator T ∗ : L2(Ω)→ V is defined analogously to T , i.e.,
A(φ, T ∗g) = (φ, g), for all φ ∈ V.
In this case, T ∗g is a linear functional and extends to H−1l , the set of bounded
linear functionals on V. As above, we define
Hrl = (H
−1
l , L
2(Ω))r+1,2.
The analysis of the error between u and uh relies on the regularity of T and T
∗
described in the following assumption.
Assumption 4.1. There exists α ∈ (0, 1] such that:
(a) T is an isomorphism from H−1+ra (Ω) to H1+r(Ω) for any r ∈ (0, α].
(b) T ∗ is an isomorphism from H−1+rl (Ω) to H1+r(Ω) for any r ∈ (0, α].
Let Ph : V→ Vh denote the elliptic projection defined by
A(Phu, v) = A(u, v), for all v ∈ Vh.
We note that it is a consequence of Assumption 4.1 and standard finite element
error analysis arguments that for r ∈ (0, α)
‖(I − Ph)u‖H1(Ω)  hr1‖u‖H1+r1 (Ω), for all u ∈ H1+r1(Ω) ∩ V (32)
and
‖(I − Ph)u‖H1−r2 (Ω)  hr2‖u‖H1(Ω), for all u ∈ V (33)
From the equivalence result in [17] and (31), we deduce that the discrete norms
‖vh‖Hr(Ω) ≈ ‖Ar/2h vh‖, for all vh ∈ Vh, (34)
are equivalent for r ∈ [0, 1). This equivalence holds also for the adjoint operator
A∗h and the case r = 1 follows from Assumption 4.1 (see, [10, Theorem 6.5]).
When r > 1, we have the following lemma.
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Lemma 4.1. Let r ∈ (1, 1 + α] where is α the regularity index in Assumption 4.1.
For v ∈ Hr(Ω), there holds
‖Ar/2h pihv‖  ‖v‖Hr(Ω).
Proof. We first show that
‖Ar/2h Phv‖  ‖v‖Hr(Ω). (35)
In fact,
‖Ar/2h Phv‖ = sup
θh∈Vh
(A
r/2
h Phv, θh)
‖θh‖
= sup
θh∈Vh
A(Phv, (A
∗
h)
r/2−1θh)
‖θh‖ = supθh∈Vh
A(v, (A∗h)
r/2−1θh)
‖θh‖ .
Then we let φh = (A
∗
h)
r/2−1θh and apply the discrete norm equivalence (34) for A∗h
to yield
‖Ar/2h Phv‖ = sup
φh∈Vh
A(v, φh)
‖(A∗h)1−r/2φh‖
 sup
φh∈Vh
A(v, φh)
‖φh‖H1−r/2(Ω)
= sup
φh∈Vh
(Ar/2v, (A∗)1−r/2φh)
‖φh‖H1−r/2(Ω)
≤ sup
φ∈H1−r/2(Ω)
(Ar/2v, (A∗)1−r/2φ)
‖φ‖H1−r/2(Ω)
 ‖v‖Hr(Ω).
We also need the inverse estimate. Note that for vh ∈ Vh,
‖A1/2h vh‖ ≈ ‖vh‖H1(Ω)  h−1‖vh‖.
This implies that for s ∈ [0, 1],
‖As/2h vh‖  h−s‖vh‖. (36)
Now, we invoke (35) together with (30), (32) and the inverse inequality (36) to
conclude that
‖Ar/2h pihv‖ ≤ ‖Ar/2h Phv‖+ ‖Ar/2h (pih − Ph)v‖
 ‖v‖Hr(Ω) + h1−r‖(pih − Ph)v‖H1(Ω)
 ‖v‖Hr(Ω) + h1−r‖(I − Ph)v‖H1(Ω)  ‖v‖Hr(Ω).

4.3. The error between u and uh,k. In this section, we analyze the error between
u and uh,k measured in the norm of Hr(Ω), for r ∈ [0, 1].
The following theorem provides conditions on f which imply exponential con-
vergence of the error ‖uh − uh,k‖Hr(Ω).
Theorem 4.2. Let r be in [0, 1] and N and M be as in (3.1). Then for β > r/2,
‖uh − uh,k‖Hr(Ω)  e−pi
2/(2k)‖f‖
and for β ≤ r/2 and f ∈ Hr−2β+(Ω) satisfying r − 2β +  ∈ [0, 1 + α],
‖uh − uh,k‖Hr(Ω)  e−pi
2/(2k)‖f‖Hr−2β+(Ω).
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Proof. Applying (34) gives
‖uh − uh,k‖Hr(Ω)  ‖Ar/2h (uh − uh,k)‖.
If β > r/2, we apply Theorem 3.2 with s = r/2 and t = 0 to obtain
‖Ar/2h (uh − uh,k)‖  e−pi
2/(2k)‖pihf‖  e−pi2/(2k)‖f‖.
Alternatively, when β ≤ r/2, we note that t := (r+ )/2− β is in [0, (1 +α)/2] and
s := β − /2 < β. Now, applying Theorem 3.2, Lemma 4.1, (34) and (31) gives
‖Ar/2h (uh − uh,k)‖  e−pi
2/(2k)‖pihf‖D(Ath)  e−pi
2/(2k)‖f‖H2t(Ω).
Combining the above three inequalities completes the proof of the theorem. 
We next discuss the error bounds for ‖u− uh‖Hr(Ω) given in Theorem 6.2 of [10]
with r ∈ [0, 1]. The proof given there uses both (32) and (33) with of r1 = α and
r2 = min{α, 1− r} and results in an order of convergence 0 < 2α∗ = r1 + r2 (with
possibly a logarithm of h−1 deterioration depending on the regularity of f).
Theorem 6.2 of [10] shows that:
Case 1: When r/2 + α∗ − β ≥ 0 and f is in D(Ar/2+α∗−β)
‖u− uh‖Hr(Ω)  log(h−1)h2α
∗‖f‖D(Ar/2+α∗−β)
 log(h−1)h2α∗‖f‖Hr+2α∗−2β(Ω).
Case 2: When r/2+α∗−β ≥ 0 and f is in D(Ar/2+α∗−β+) with r+2α∗−2β+2 ≤
1 + α,
‖u− uh‖Hr(Ω)  h2α
∗‖f‖D(Ar/2+α∗−β+)  h2α
∗‖f‖Hr+2α∗−2β+2(Ω).
Case 3: When r/2 + α∗ − β < 0 and f ∈ L2(Ω),
‖u− uh‖Hr(Ω)  h2α
∗‖f‖.
The following theorem follows from combining the above results with Theo-
rem 4.2.
Theorem 4.3. For r ∈ [0, 1], k > 0 and N and M be as in (3.1). Then we have
‖u− uh,k‖Hr(Ω) 

(log(h−1)h2α∗ + e−pi
2/(2k))‖f‖Hr+2α∗−2β(Ω) in Case 1,
(h2α∗ + e−pi
2/(2k))‖f‖Hr+2α∗−2β+2(Ω) in Case 2,
(h2α∗ + e−pi
2/(2k))‖f‖ in Case 3.
Proof. We set C1 := ‖f‖Hr+2α∗−2β(Ω), C2 = ‖f‖Hr+2α∗−2β+2(Ω) and C3 = ‖f‖. We
note that
‖f‖Hs(Ω) ≤ ‖f‖Ht(Ω), for 0 ≤ s ≤ t ≤ 2 and f ∈ Ht(Ω). (37)
This means that ‖f‖ ≤ Cj , for j = 1, 2, 3. Thus, when β > r/2, Theorem 4.2 yields
‖uh − uh,k‖Hr(Ω)  Cje−pi
2/(2k), for j = 1, 2, 3.
When β ≤ r/2, we are in Cases 1 or 2 and Theorem 4.2 with  = 2α∗ together with
(37) imply
‖uh − uh,k‖Hr(Ω) ≤ e−pi
2/(2k)‖f‖Hr−2β+2α∗ ≤ Cje−pi
2/(2k),
for j = 1 or j = 2. The desired result follows from the above estimates, the bounds
for ‖u− uh‖Hr(Ω) above and the triangle inequality. 
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5. Numerical Illustration.
In this section, we present some numerical experiments to illustrate the error
estimates derived in Section 3. In order for the error due to the finite element
approximation to shadow the exponentially converging sinc quadrature error, we
consider the following one dimensional problem:
Aβu = 1, in (0, 1),
u(0) = u(1) = 0,
(38)
where A is an unbounded operator associated with the bilinear form
A(u, v) =
∫ 1
0
u′v′ dx for u, v ∈ H10 (0, 1)
with H10 (0, 1) := {v ∈ H1(0, 1) : v(0) = v(1) = 0}. In particular, we provide
numerical evidence of exponential rates not explained by the previous theory in
[10] but by Theorem 3.2. Finally, we refer to [9, 10] for numerical experiments with
domains Ω ⊂ Rd, d > 1, and general operators A.
5.1. Error from the Sinc Approximation. We first report the sinc approxima-
tion error ‖(A−βh − Q−βk (Ah))pihf‖Hr(Ω) for r ∈ [0, 1]. To this end, we consider a
subdivision Th made of uniform intervals of length h = 1/512. The finite element
approximation of u in (38) is given by
uh = A
−β
h pihf =
Dh∑
`=1
λ−β`,h (1, ψ`,h)ψ`,h, (39)
where the number of degrees of freedomDh = 511 and {ψ`,h, λ`,h} are the eigenpairs
of Ah, i.e.
λ`,h =
6(1− cos(kpih))
h2(2 + cos(kpih))
and ψ`,h =
√
6
2 + cos(hlpi)
Dh∑
k=1
sin(h`kpi)ϕk,h.
Similarly, the sinc approximation of uh is given by
uh,k = Q
−β
k (Ah)pihf =
Dh∑
`=1
Q−βk (λ`,h)(1, ψ`,h)ψ`,h. (40)
We report the errors in the discrete operator norm (see, (34)), namely
e(k, r) := ‖uh − uh,k‖D(Ar/2h ) =
(
Dh∑
l=1
λr`,h|(uh − uh,k, ψ`,h)|2
)1/2
. (41)
Theorem 3.2 guarantees that e(k, r) ≤ Ce−c/k for some constants c and C inde-
pendent of k and h. To illustrate this behavior, we provide semi-log plots of the
error as a function of 1/k so that e−c/k ends up being a straight line with slope −c.
Figure 1 reports the values of e(k, r) for β = 0.3, 0.5, 0.7 and r = 0, β, 1. In this
case, M and N are chosen to balance the three error terms coming from the sinc
quadrature analysis (see, Remark 3.1). The results are close to straight lines which
is consistent with the Ce−c/k error behavior of the theory. Since 1 ∈ H1/2−(Ω) for
any  > 0, the exponential rate observed for r = 1 is not explained by the previous
theory in [10] but results from Theorem 3.2 above.
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To illustrate the benefit in choosing the balanced scheme, we provide similar
results in Figure 2 for M = N = 1/k2. Although, both strategies yield exponential
decay, the balanced scheme is dramatically more efficient.
3.8 4 4.2 4.4 4.6 4.8 5
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10 -6
10 -5
=0.3
=0.5
=0.7
3.8 4 4.2 4.4 4.6 4.8 5
10 -9
10 -8
10 -7
10 -6
10 -5
=0.3
=0.5
=0.7
3.8 4 4.2 4.4 4.6 4.8 5
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10 -7
10 -6
10 -5
10 -4
10 -3
=0.3
=0.5
=0.7
Figure 1. Values of e(k, r) defined by (41) for different sinc quad-
rature spacing k and r = 0 (left), r = β (middle) and r = 1 (right).
Here M and N are chosen to balance the three error terms coming
from the sinc quadrature Hr(Ω) for a given sinc quadrature spacing
k (see, Remark 3.1).
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=0.5
=0.7
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10 -3
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=0.3
=0.5
=0.7
Figure 2. Values of e(k, r) defined by (41) for different sinc quad-
rature spacing k and r = 0 (left), r = β (middle) and r = 1
(right). In contrast with the experiments provided in Figure 1,
here M = N = 1/k2.
5.2. Total Error. We compare the solution u in (38) and its fully discrete approx-
imation uh,k given by (40). The sequence of meshes are obtained upon performing
successive uniform refinements of the unit interval, thereby leading to mesh sizes
hj = 2
−j for j = 3, . . . , 8.
Since 1 ∈ H1/2−(Ω) for any  > 0, the predicted rate of convergence (up to a
logarithmic term) is described by
‖u− uh,k‖  hmax{2,2β+1/2} (42)
upon setting
k =
1
(8(2β + 1/2) log(1/h)
and by
‖u− uh,k‖H1(Ω)  hmax{2,2β+1/2}−1 (43)
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with the choice
k =
1
(4(2β − 1/2) log(1/h)) .
We note that the constant 8 and 4 appearing in the choices of k are tuned so that
the error of the sinc quadrature is already in its asymptotic regime for small k. As
already noted (see Figure 1 and 2), this choice is not necessary for the algorithm
to work.
Also, the solution u is not known exactly and is therefore approximated by
truncating its eigenfunction expansion
u ≈ 2
50000∑
`=1
(pi`)−β
1− (−1)`
pi`
sin(pi`x). (44)
The errors between u and uh,k are reported in Figure 3 and matches the predictions
of Theroem 4.3.
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Figure 3. Errors between u and uh,k in the L
2(Ω) norm (left) and
the H1(Ω) norm (right) versus the mesh size for β = 0.3, 0.5, 0.7.
The rates of convergences predicted by (42) and (43) are observed
numerically.
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