Abstract. In the "The curse of simultaneity", Paes Leme at al. show that there are interesting classes of games for which sequential decision making and corresponding subgame perfect equilibria avoid worst case Nash equilibria, resulting in substantial improvements for the price of anarchy. This is called the sequential price of anarchy. A handful of papers have lately analysed it for various problems, yet one of the most interesting open problems was to pin down its value for linear atomic routing (also: network congestion) games, where the price of anarchy equals 5/2. The main contribution of this paper is the surprising result that the sequential price of anarchy is unbounded even for linear symmetric routing games, thereby showing that sequentiality can be arbitrarily worse than simultaneity for this important class of games. Complementing this unboundedness result we solve an open problem in the area by establishing that the (regular) price of anarchy for linear symmetric routing games equals 5/2. Additionally, we prove that in these games, even we two players, computing the outcome of a subgame perfect equilibrium is NP-hard. The latter explains, to some extent, the difficulty of analyzing subgame perfect equilibria.
Introduction
The concept of the price of anarchy, introduced by Koutsoupias and Papadinitriou [9] , has spurred a lot of research over the past 15 years that has contributed significantly to establish the area of algorithmic game theory. Not only Nash equilibria, but also alternative equilibrium concepts have been addressed. One recent and interesting example of the latter is the sequential price of anarchy (SPoA), recently introduced by Paes Leme et al. [13] , that aims at understanding the quality of subgame perfect equilibrium outcomes of a game.
Similar to the price of anarchy (PoA) [9] , the sequential price of anarchy measures the cost of decentralization. However, while the price of anarchy compares the quality of a worst case Nash equilibrium to the quality of an optimal solution, the sequential price of anarchy considers the possible outcomes of a game where players choose their strategies sequentially in some arbitrary order. It then compares the quality of the outcome of the worst possible subgame perfect equilibrium [15] to the quality of an optimal solution. Note that for games with perfect information, subgame perfect equilibria coincide with sequential equilibria as introduced by Kreps and Wilson [10] . In that sense, subgame perfect equilibria are indeed the "right" equilibrium concept for the most natural sequential routing games. It turns out that there are interesting examples of games where this notion leads to improved worst case guarantees, and in this sense avoid the "curse of simultaneity" [13] inherent in some simultaneous move games. Indeed, for a handful of games, the SPoA has indeed been proven to be lower than the PoA [13, 7, 8] , while for others, this is not the case [1, 5] .
In this paper we consider one of the most basic types of congestion game, namely the atomic network routing game with linear latencies. Here, the PoA has long been known to be equal to 5/2 [3, 6] , while de Jong and Uetz [8] recently showed that the SPoA is less than the PoA for a small number of players leading them to conjecture that the SPoA is at most 5/2. Our main result is to disprove this conjecture, and to thereby establish a sharp contrast between the PoA and the SPoA 1 in network routing games. Indeed, we prove that even in the symmetric case, i.e. when all players share the same origin and destination, the SPoA is not bounded by any constant and can be as large as Ω( √ n), with n being the number of players.
The crucial part of our proof is to come up with a "contingency plan of actions" for every player and every possible move of all previous players that indeed leads to a subgame perfect outcome. This is generally very difficult, since the strategies of the players are of exponential size. We are however able to design a plan leading to an unbounded SPoA that can be described in a succinct manner: The core idea, that we believe may be of independent interest, is to design a master plan of actions that all players are supposed to follow, together with a punishing action that players only apply when some previous player deviates from the master plan. The main technical difficulty is to design a construction such that the punishing actions do not lead to a higher cost for the player applying it, so that subgame perfection is achieved.
To complement the previous result, we resolve an open problem posed by Bhawalkar et al. [4] about the PoA for symmetric atomic network routing games with linear latencies. Indeed, we prove that this equals 5/2, as it is the case for the nonsymmetric network case [3] and the symmetric case for general congestion games [6] (not necessarily networked).
Finally, we prove a number of additional results for the symmetric two player case. We start by observing that even for just two players subgame perfect equilibria are more complex than Nash equilibria. In particular, the corresponding outcome is generally not a Nash equilibrium of the simultaneous game, as opposed to the crowding games studied by Milchtaich [12] . Furthermore, we show that computing the outcome of a subgame perfect equilibrium is in general NP-hard. Although we know from [13] that computing subgame perfect equilibria is PSPACE-complete in general congestion games, that reduction requires a non-constant number of players. Our result shows that the problem remains at least NP-hard even when the number of players is two. To conclude, we pin down the exact sequential price of anarchy for the symmetric two player case, showing that it equals 7/5. This constitutes an improvement over the 3/2 upper bound in the more general non-symmetric case [8] , but is higher than the straightfoward 4/3 bound for the PoA.
Model and Notation
Throughout we consider a special case of atomic congestion games, namely, symmetric atomic network routing games with linear latency functions. The input of an instance I ∈ I consists of a directed graph G = (V, E), with designated source and target nodes s, t ∈ V , and for each arc e ∈ E a linear latency function with coefficient d e . There are n players that all want to travel from s to t, so that the possible actions of all players consist of all directed (s, t)-paths in G. Note that all players have the same set of actions at their disposal, hence the term symmetric. We will denote by m the number of arcs |E|. We refer to the possible paths a player can choose the actions and to a vector of paths, one for each player, A = (A 1 , . . . , A n ) as an outcome or action profile.
The cost of a player i for choosing a specific (s, t)-path A i depends on the number of players on each arc on that path. Specifically, for an outcome A = (A 1 , . . . , A n ), let
denote the number of players using arc e, then the cost of that arc for each player using it equals n e (A)d e , and therefore the cost for player i, choosing path A i , is defined as
1 Our upper bound on the SPoA for two players also holds with affine functions.
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This induces the social cost C(A) = n i=1 c i (A), i.e., the sum of the costs of the players.
A pure Nash equilibrium is an outcome A in which no player can decrease her costs by unilaterally deviating, i.e. switching to an action that is different from A i . The price of anarchy PoA [9] measures the quality of any Nash equilibrium relative to the quality of a globally optimal allocation, OP T . Here OP T is an outcome minimizing C(·). More specifically, for an instance I,
PoA(I) = max
where NE(I) denotes the set of all Nash equilibria for instance I. The price of anarchy of a class of instances I is defined by PoA(I) = sup I∈I PoA(I).
In this paper our goal is to evaluate the the quality of subgame perfect equilibria of an induced extensive form game that we call the sequential version of the game [11, 15] . In the sequential game, players choose an action from the set of (s, t)-paths, but instead of doing so simultaneously, they choose their actions in an arbitrary predefined order 1, 2, . . . , n, so that the i-th player must choose action A i , observing the actions of players preceding i, but of course not observing the actions of the players succeeding her. 3 A strategy S i then specifies for player i the full contingency plan of actions she would choose for each potential choice of actions A <i = (A 1 , . . . , A i−1 ) chosen by her predecessors. We use S i (A <i ) to denote the action that i plays under strategy S i when A <i is the vector of actions chosen by players 1, . . . , i − 1. We refer to a choice of strategies S = (S 1 , . . . , S n ) by each of the players as a strategy profile. Note the explicit distinction between action (profile) and strategy (profile). The outcome resulting from S is then the set of actions chosen by the players when they play according to the strategy profile S.
Subgame perfect equilibria, defined by Selten [15] , are defined as strategy profiles S that induce pure Nash equilibria in any subgame of the extensive form game. In other words, a strategy profile S is a subgame perfect equilibrium if for all i and for any choice of actions A <i of players 1, . . . , i−1, player i cannot decrease her cost by switching to an action different from S i (A <i ), in the subgame where the actions of 1, . . . , i − 1 are fixed to A <i , and i, . . . , n play strategies (S i , . . . , S n ).
Subgame perfect equilibria reflect farsighted strategic behaviour of players that observe the state of the game and reason strategically about choices of subsequent players, always choosing the action that will minimize their individual cost. Analogous to (1), the sequential price of anarchy of an instance I is defined by (2) SPoA(I) = max
where SPE(I) denotes the set of all outcomes of subgame perfect equilibria of instance I. The sequential price of anarchy of a class of instances I is defined as in [13] by SPoA(I) = sup I∈I SPoA(I). Throughout the paper, when the class of instances is clear from the context, we write PoA and SPoA. Extensive form games can be represented in a game tree (see Figure 1 for an example), with the nodes on one level representing the possible states of the game that a single player can encounter, and the arcs emanating from any node representing the possible actions of that player in the given state. The nodes of the game tree are called information sets or states. We will refer to a state by a pair (A <i , i) where A <i is the choice of actions of the players 1, . . . , i − 1 in that state, and i is the next player who has to choose his action. Since we deal with a game with perfect information, subgame perfect equilibria correspond to sequential equilibria (see [10] ), and can be computed by backward induction. In particular, it is known that subgame perfect equilibria always exist; see 2 Note that we consider a utilitarian social cost function. This is one of the standard models, yet different than the egalitarian makespan objective as studied, e.g., in [9] . 3 However, since players are fully rational and fully informed, at equilibrium they anticipate the others' behavior and therefore make optimal choices anticipating the followers actions. e.g. [14] . Note however that, if S is a subgame perfect equilibrium, the resulting outcome A need not be a Nash equilibrium of the corresponding strategic form game, as will also be witnessed in the next section.
Warm-up: the two-player case
As a way to illustrate the difficulties behind arguing about subgame perfect equilibria in general we focus for the moment on the two player case and point out two phenomena that showcase the fundamental difference between the concept of subgame perfect equilibrium and that of Nash equilibrium.
First we derive a simple instance in which the resulting actions of a subgame perfect equilibrium do not correspond to a Nash equilibrium. This contrasts with the case of parallel links [8] and even with the so-called crowding games [12] . Based on this particular instance we additionally prove that the sequential price of anarchy for the two player case equals 7/5. This exceeds the price of anarchy (which equals 4/3), but it is smaller than the sequential price of anarchy for the asymmetric case (which equals 3/2 [8] ). 4 Secondly, we show that even in the two-player case, computing the outcome of a subgame perfect equilibrium is NP-hard.
3.1.
The sequential price of anarchy. Consider the two-player instance depicted in Figure 2 , with five vertices and eight arcs. The vertices 1, 2, . . . , 5 are numbered from left to right and from top to bottom so that s = 1 and t = 5. The linear latency functions are given by the numbers next to the respective arcs.
It can be easily verified that the following is a subgame perfect equilibrium:
• Player 1 chooses path (1, 2, 3, 4, 5).
• Player 2 chooses:
-Any (best response) path for all remaining choices of player 1. In this equilibrium outcome player 1 chooses the dashed path on the right, that is vertices (1, 2, 3, 4, 5), while player 2 chooses the dotted path on the right, which is simply the straight arc going from 1 to 5. Interestingly, one may think that player 1 has an incentive to deviate to the path (1, 2, 3, 5) since the cost of going straight from 3 to 5 is 0. However, if player one does this, player two would pick path (1, 2, 4, 5) and therefore player 1's cost would still be 3. This implies that indeed the outcome of the subgame perfect equilibrium is not a Nash equilibrium. Note furthermore that player 1's cost is 3 and player 2's is 4, for a total social cost of 7, while in the socially optimal situation, depicted to the left of the figure, the social cost is 5. So in particular this instance shows that the SPoA is at least 7/5. In the above, the subgame perfect equilibrium is not unique. However, the latencies can be slightly perturbed so uniqueness is achieved, while the cost of the equilibrium remains arbitrarily close to 7 and that of the optimum remains arbitrarily close to 5. To this end consider the same instance but changing the latency of the (1, 2) arc of latency 2 to 2 + , that of the (1, 5) arc from 4 to 4 + , and those of arcs (2, 4) and (3, 5) from 0 to .
With the latter observation not only the sequential price of anarchy but also the sequential price of stability 5 equals 7/5 in the two-player case. This is because it is possible to prove a matching upper bound, even for the more general class of symmetric affine congestion games. The proof of this upper bound is a bit tedious, and can be found on the appendix. It uses a proof technique based on linear programming, but is nonetheless fundamentally different from the technique used in [8] (where linear programming is also used to derive upper bounds on the SPoA). We thus conclude the following. Theorem 1. The sequential price of anarchy of two-player symmetric linear network routing games and two-player symmetric affine congestion games is 7/5.
3.2.
Hardness of computing subgame perfect equilibria. Notice that the encoding of subgame perfect strategies can, in general, require super-polynomial space in terms of the input size of a network routing game. This is even the case for two players, for example if the first player has a super-polynomial number of possible actions, i.e., (s, t)-paths. Then, for each of these potential actions of player one, a subgame perfect equilibrium needs to prescribe the respective actions taken by player two. We head for a meaningful statement, however, with respect to the input size of a network routing game, and not the output. Therefore we consider the computational problem to only output the outcome resulting from a subgame perfect equilibrium. This exactly corresponds to a single path in the game tree, which for two players has depth two. This outcome has polynomial size, as it is just one path per player. The problem to compute such an equilibrium path in the game tree, however, turns out to be hard.
Theorem 2.
Computing an action profile resulting from a subgame perfect equilibrium is (strongly) NP-hard for any number of players n ≥ 2.
Proof. We prove the theorem by a Turing reduction from the Hamiltonian path problem. Consider any instance of Hamiltonian path on graph G = (V, E) and construct the following game: There are n players. There are two copies v , v for each node v ∈ V . There is also a source node s, a sink node t, and a node s . We define m = 2|V | + 1, and = 1/|E|. There is an arc of latency m from s to s , and an arc of latency (2m + 3)/(n − 1) from s to t. For each v ∈ V , there is an arc of latency 0 from s to v , an arc of latency 1 from v to v , and an arc of latency 0 from v to t. Moreover, for each arc (u, v) ∈ E, there is an arc of latency from u to v . This reduction is shown in Figure 3 . We claim that in an outcome resulting from a subgame perfect equilibrium, player 1 chooses all arcs (v , v ) that correspond to all v ∈ V . If the graph is Hamiltonian she will choose these arcs exactly in the order of a Hamiltonian path, and otherwise will have to traverse at least one arc (v , v ) twice. Moreover, all subsequent players choose the arc (s, t).
Let us argue that indeed, this is the outcome of a subgame perfect equilibrium. First note that if for at least one node v, player 1 does not choose arc (v , v ), then there is some successor that will choose the path (s, s , v , v , t). Let us call this player j. Then j has a cost at most 2m + 2, because all other players will play (s, t). The latter is due to the high cost of 3m that a third player would have if she would choose arc (s, s ) (while choosing (s, t) would guarantee her a lower cost of at most 2m + 3). So, in this case, player 1 has a cost of at least 2m + 2.
On the other hand, if player 1 chooses all arcs (v , v ), then for any succeeding player, choosing any path using an arc (v , v ) would yield her a cost of at least 2m + 4. In that case, choosing (s, t) is always a better option for any succeeding player, because doing so guarantees that her cost is at most 2m + 3. Now, suppose there exists a Hamiltonian path in G. Let us look at the cost of player 1 if she chooses the arcs (v , v ) that correspond to all v ∈ V , in the order of the Hamiltonian path. Then player 1's cost is at most m + 2|V | + |V − 1| < 2m (because, as we showed, succeeding players will choose (s, t)).
If no Hamiltonian path exists, then for player 1, any path that contains all arcs (v , v ) uses at least |V | arcs of latency , since she will have to use at least one arc (v , v ) twice. This yields player 1 a cost of at least m + 2|V | + |V |.
From
Hence, if we were able to compute the outcome of a subgame perfect equilibrium in polynomial time, we could verify in polynomial time if the cost of player 1 equals m + 2|V | + |V − 1| or not. This would allow to decide the Hamiltonian path problem in polynomial time.
If we define a decision problem SPE-DEC that asks if the cost of the first player is below some threshold k in a subgame perfect equilibrium, we can also show the following for two-player games.
Theorem 3. SPE-DEC is NP-complete for the case of two players.
Proof. By Theorem 2, SPE-DEC is NP-hard, so we only need to prove that SPE-DEC is contained in NP. We use the subgame perfect action profile (A 1 , A 2 ) as a certificate for a yes-instance. We can verify in polynomial time by a shortest path algorithm, that A 2 , the action chosen by player two is subgame perfect. For player 1 we do not have a way to verify that A 1 is a subgame perfect action, but we do not need to: we simply verify if the cost of player 1 is indeed at most k for the action profile (A 1 , A 2 ). If yes, player 1 can guarantee himself cost at most k by choosing A 1 , so in any subgame perfect equilibrium, player 1 will have cost at most that much. Hence we can verify the validity of the certificate for any yes-instance in polynomial time. We prove the theorem by constructing a sequence of lower bound instances where the sequential price of anarchy gets arbitrarily large. Intuitively, the construction of these instances works as follows. There are slightly more players than disjoint strategies. As an effect, the last player has to necessarily share every arc in her chosen action with one other player. That will result in the situation that this player can credibly "threaten" any other player j by choosing the arcs that player j chooses, if player j does not stick to a certain action. More generally, we extend this idea so that a whole group of players can force a common predecessor into a certain action. This is achieved in such a way that the "concerted" threatening is not too expensive for every single threatener, but very expensive for the common predecessor. Altogether, the goal of the construction is to incentivize a large number of players to choose a set of arcs much larger than in the optimal outcome, so as to drive the sequential price of anarchy to infinity. The tricky part is to make sure that this is indeed a subgame perfect equilibrium.
4.1.1. Definition of instance Γ x . Formally, in order to obtain a sequential price of anarchy of x, where x ≥ 4 is a square number, we construct the following instance Γ x : Let p be a sufficiently large integer. There are n = p √ x + 5x 2 players. The network consists of x segments R i , i ∈ [x]. Figure 4 . A lower bound instance of a network routing game. Players travel from s to t.
Note that node i + 1 is in both segments R i and R i+1 . There is an arc with latency 0 from node i to node (2i, j) for all j ∈ {1, . . . , (p √ x + 4x 2 )}. There is an arc with latency 1/x, from (2i, j) to (2i + 1, j) for all j ∈ {1, . . . , (p √ x + 4x 2 )}. There is an arc with latency 0 from (2i + 1, j) to i + 1 for all j ∈ {1, . . . , (p √ x + 4x 2 )}. There is an arc with latency 0 from (2i + 1, j) to (2i, k) for all j ∈ {1, . . . , (p √ x + 4x 2 )} and for all k ∈ {j, . . . , (p √ x + 4x 2 )}. Note that between any nodes i, i + 1, there exist 2 p √ x+4x 2 different paths: one for every subset of arcs with latency 1/x of segment R i . For brevity, when we refer from now on to arcs, we mean the arcs of which the latency function is not identically zero, i.e., arcs with latency 1/x. Node 1 is the source s, and node x + 1 is the sink t. Now any feasible action of a player consists of at least one arc from each segment R i , i ∈ [x]. This example is shown in Figure 4 . In the remainder of the section, we say that in a state (A <i , i), an arc e is free if no player in [i − 1] has chosen e in her action, i.e., there does not exist an i ∈ [i − 1] such that e ∈ A i .
4.1.2.
Optimal social cost of Γ x . In the optimal outcome A * , each player chooses exactly one arc from each segment, and players share arcs as little as possible. Straightforward counting based on the above definitions yields that the optimal social cost is C(A * ) = p √ x+3x 2 +(2x 2 )2 = p √ x+7x 2 .
4.1.3.
Definiton of strategy profile S for Γ x . In order to describe our worst-case subgame perfect equilibrium strategy, we first define the following actions which are defined relative to the state in which a player must choose her action:
Greedy: In each segment, choose the single arc chosen by the fewest number of players. In case of ties, the tie-breaking rule as described below is used.
Punish(j) (for j ∈ [n]): Denote by R a segment where all arcs chosen by player j are chosen by less than x players from [j]. Denote by e an arc from R that is chosen by the largest number of players among the arcs chosen by j (breaking ties in a consistent way). The action Punish(j) is then defined as choosing e in R, and any free arc in each other segment.
Fill : Choose √ x free arcs in each segment.
Copy: Choose exactly the same arcs as the previous player.
Note that the above actions are defined relative to a given state in the game. The actions Greedy and Copy are well-defined for each state, while the actions Punish(j) and Fill only exist for a subset of the states. Using these actions, we now define our subgame perfect equilibrium S = (S 1 , . . . , S n ) for Γ x . For each state (A <i , i), strategy S i prescribes to play an action S i (A <i ), which is determined as follows. if exactly 1 player j ∈ [i − 1] does not play according to S j then 13: if j has chosen less than x 2 arcs in each segment then 14: if S j prescribed j to choose Fill or Copy then 15: if there exists a segment such that all arcs e chosen by j contain less than x players in total then When the strategy S i prescribes that a player i chooses an arc chosen by the smallest number of players, and a set E of multiple arcs have this property, the following tie-breaking rule is used: All predecessors of i are ordered. The set of all players that deviate from S comes first in this ordering. After that comes the set of all other players. Within these two sets, the players are ordered by index from high to low. Now the arcs are ordered as follows: Arc e is ordered before e iff the set of players on e is lexographically less than the set of players on e according to the ordering on the players just defined. Finally, ties are broken by choosing the first arc in this order, among the arcs in E . Observe first that S is well-defined: 9 • In any state, S i prescribes i to play either Greedy, Copy, Fill, or Punish(j) for some j ∈ [i − 1].
• In any state, the actions Greedy and Copy always exist.
• Whenever the action Fill is prescribed, then by line 1, no player in [i − 1] has deviated from S. Combined with line 2 this means that in each segment there are at most p √ x arcs that are chosen by at least one player in [i − 1]. Therefore, there is guaranteed to be a free arc in each segment, so the action Fill exists in any state where S i prescribes i to choose Fill.
• Whenever the action Punish(j) is prescribed, for some j ∈ [i−1], then from line 14 it follows that j ∈ [p √ x]. Also, from line 12 it follows that in each segment, the total number of arcs chosen by players in [j] is p √ x. Moreover, it also also follows from line 12 that players in {j + 1, . . . , i − 1} have not deviated from S and have therefore chosen only one arc in each segment. From line 15 it follows that the number of players between j and i is at most x 2 , so the total number of arcs chosen in each segment, by players in {j + 1, . . . , i − 1}, is at most x 2 . Lastly, line 13 certifies that player j occupies at most x 2 arcs in each segment. So, in a single segment, the total number of arcs used by players in
Thus, when S i prescribes Punish(j), each segment has a free arc. Moreover, by line 15, there is a segment in which all arcs chosen by player j are chosen by less than x players from [j]. Therefore, Punish(j) exists in any state where S i prescribes i to choose Punish(j).
Social cost of S.
If each player i chooses the action prescribed by S i , then the social cost is at least (p
4.1.5.
Checking that S is a subgame perfect equilibrium. For a state (A <i , i), an action A i is said to be subgame perfect with respect to a sequential strategy profile S iff choosing A i minimizes i's cost when players 1 to i − 1 play A <i , and players i + 1 to n play according to S. We now show that S is a subgame perfect equilibrium. This is done by showing that for any state (A <i , i), action S i (A <i ) is subgame perfect with respect to S. Lemma 1. For each state (A <i , i) of Γ x , action S i (A <i ) is subgame perfect with respect to S.
Proof. For each of the possible actions Greedy, Fill, Punish(j) (where j ∈ [i − 1]), and Copy, that S i may prescribe to player i in state (A <i , i), we prove that deviating from this prescription will not decrease the cost of player i, on the assumption that all succeeding players i + 1, . . . , n play according to S.
• Suppose player i is prescribed by S i to play Fill or Copy. Then no player in [i − 1] has deviated from S. Therefore, (assuming that all succeeding players play according to S as well,) the cost of player i when she does not deviate is x. If player i does deviate, then the subsequent players will play Punish(i), which makes sure that in each segment one of the arcs chosen by i gets chosen by at least x players. Her utility will therefore be at least x. Thus, deviating is not beneficial for player i.
• Suppose player i is prescribed by S i to play Greedy. Then (assuming that players i+1, . . . , n all play according to S) observe that by definition of S, players i + 1, . . . , n play Greedy, even if player i deviates from playing Greedy. We denote by A * the outcome that results if i does not deviate from S i . We show that if i does deviate, then in each segment, i's costs at least as high as in A * . Let j ∈ [x] and consider segment R j . Let e i and e n denote the arcs from R i chosen by respectively player i and player n in A * . Denote by R * the set of arcs in R j chosen by players i, . . . , n in A * . We denote by c the latency of e n in A * . Any arc e ∈ R * has latency either c/x or (c − 1)/x. (If it were higher, then the last player who chose e would have chosen e n , because she plays greedily.) Specifically the latency of e i is at most c/x. Also, any arc e ∈ R i that is not in R * is chosen by at least c − 1 players of [i − 1]. (If this were false, then in A * player n would have chosen e instead of e n .) Now consider outcome A which occurs when player i deviates from S i . If player i chooses any arc e i that is not in R * , then this arc has latency at least c/x. We now show that if e i is in R * , then it has latency at least c/x as well. In that case, if any player i ∈ {i + 1, . . . , n} chooses an arc not in R * then all arcs in R * would yield cost at least c/x. (Because, if there would be an arc e ∈ R * with cost (c − 1)/x, then the tie breaking rule dictates that i would have chosen e i instead of e .) However, if all players i, . . . , n choose an arc in R * , then player n has cost at least c/x. Combining this with the tie-breaking rule, we conclude that e i has a latency of at least c/x as well. Therefore, in all cases the costs of player n do not decrease by deviating.
• Suppose player i is prescribed by S i to play Punish(j) for some j ∈ [i − 1]. Let us compute first the cost of i if she would follow this prescription (assuming that players i + 1, . . . , n all play according to S). Then observe that by definition of S, there is a number of other players succeeding i that play Punish(j) as well. Let k be this number of players. So: {j + 1, . . . , i + k} is the set of players that play Punish(j). Let = |{j + 1, . . . , i + k}|. . . , n is of size G := p √ x + 5x 2 − j − . We see that G/F ≤ 2 so the Greedy players will choose only those free arcs. (I.e., by the tie-breaking rule the Greedy players will not choose arcs of player i). Therefore, player i's utility is exactly 2 − 1/x if she plays Punish(j). (This holds because in x − 1 segments, i chooses 1 free arc that will not be chosen by any of her successors as we have shown. In the remaining segment, i chooses an arc that player j has chosen, which will be chosen by precisely x players.) Suppose next that i deviates from playing Punish(j). In that case, all succeeding players will play Greedy. We prove that in each segment, i's costs are at least 2/x, so that her total cost is at least 2. All players in [j − 1] together occupy at least j − 1 arcs per segment. This implies that in state (A <i , i) in each segment there are at least j − 1 occupied arcs and at most p √ x + 4x 2 − j free arcs. The number of players succeeding i is p √ x + 5x 2 − i ≥ p √ x + 4x 2 − j + x, where the inequality holds because i ≤ j + x 2 − x (because by the definition of S, there are at most x 2 − x players choosing Punish(j)). Therefore, there exist players among the Greedy players who choose in each segment an arc that is occupied by at least one player. The tie-breaking rule for the Greedy action then makes sure that the first such a Greedy player chooses in each segment an arc on which i is the sole player, in case such an arc exists. Therefore, when i deviates, her cost in each segment is at least 2/x. Corollary 1. The strategy profile S is a subgame perfect equilibrium of Γ x .
Proof. Recalling the definition of a subgame perfect equilibrium, we have to prove that for all i ∈ [n] and for each state (A <i , i) it holds that the action S i (A <i ) that i plays under S minimizes her cost in the subgame corresponding to state (A <i , i), when the remaining players play according to S. This follows directly from Lemma 1 and from the way we defined subgame perfection of an action with respect to strategy profile S.
The proof of Theorem 4 now follows directly from all of the above.
Although the SPoA is not bounded by any constant, it is not hard to see that it is trivially upper bounded by the number of players n. In fact our construction shows a lower bound of SPoA ≥ Ω( √ n). To see this, we choose p = x √ x. Then n = x 2 + 5x 2 = 6x 2 which yields x = n/6.
). There may exist a choice of p which yields an even worse lower bound.
4.2.
The price of anarchy. In this section we focus on the regular (i.e., non-sequential) price of anarchy of symmetric network routing games with linear latencies, and show that it equals 5/2. This resolves an open question regarding the price of anarchy of congestion games [4] . Surprisingly, the lower bound that we provide is conceptually simpler than the one previously provided for the more general class of (non-network) affine congestion games [6] . Proof. It is well known that the price of anarchy of the more general class of affine (non-symmetric) congestion games is 5/2 [3, 6] . Thus, it suffices to prove that the price of anarchy of symmetric linear network routing games is at least 5/2.
To this end we construct the following family of instances. For 3 players, the instance (along with the optimal and equilibrium strategies) is depicted in Figure 5 . In general, let n be the number of players and consider an instance in which there are n principal disjoint paths from the source s to the sink t. These paths are all composed of 2n − 1 arcs (and thus 2n nodes, s being the first and t being the last), so we denote by e i,j the j-th arc of the i-th path, for i = 1, . . . , n and j = 1, . . . , 2n − 1, and by v i,j the j-th node of the i-th path, for i = 1, . . . , n and j = 1, . . . , 2n. There are n · (n − 1) additional connecting arcs that connect these paths: there is an arc from v i,2k+1 to v i−1,2k for k = 1, . . . , n − 1, where i − 1 is taken mod (n). This defines the network. The latencies on the arcs are set as follows. Arcs e i,1 (that start from s) have latency 2, arcs e i,2n−1 (that end in t) have latency 2, while arcs e i,j with 1 < j < 2n − 1 have latency 1. All connecting arcs have latency zero.
It is easy to check that the optimal solution in this instance is to route one player in each of the principal paths. Since in this solution no two players intersect in any arc, its cost can be computed as n(2 + 2n − 3 + 2) = n(2n + 1). On the other hand a Nash equilibrium is obtained when each player k follows the following path: she starts with arcs e k,1 , e k,2 , then uses all arcs of the form e k+j,2j , e k+j,2j+1 , e k+j,2j+2 for j = 1, . . . , n − 2, and finishes with arcs e k+n−1,2n−2 , e k+n−1,2n−1 (and uses the required connecting arcs). Here, the additions on the principal paths index are taken mod (n). In this solution every arc e i,j with j even is used exactly twice while every other arc is used once. Thus the social cost is n(n − 1) · 4 + n(n − 2) · 1 + 2n · 2 = n(5n − 2). It immediately follows that the PoA of the instance grows to 5/2 as n → ∞.
The remainder of the proof consists in checking that the latter path choices indeed result in a Nash equilibrium. Consider a player, which by symmetry we may assume is player 1, and let us evaluate possible deviations from the current path which we call the zig-zag path Z. Note that in any path an arc e i,2j−1 is always followed by e i,2j for 2 ≤ j ≤ n − 1, and that player 1 evaluates the joint cost of these two arcs as either 5 (if not in the zig-zag path) or 3 (if in the zig-zag path). Now assume player 1 follows a path P not intersecting Z in arcs of the form e i,2j−1 for j = 1, . . . , n, then the cost of this path is at least (n − 2) · 5 + 8 = 5n − 2 (the extra 8 comes from the arc starting in s and the arc ending in t), and thus the deviation is not profitable. Therefore we may assume that P and Z do intersect in arcs of the form e i,2j−1 . Since these arcs are in Z they actually are of the form e i,2i−1 . So consider two of these intersection arcs e i,2i−1 and e k,2k−1 . The cost of the restricted Z path between nodes v i,2i and v k,2k−1 is 2 + 5(k − i − 1), whereas path P has to cost 5(k − i − 1) just to get to a node of the form v l,2k−1 plus what it need to pay to get to the principal path k, that is at least 3. The total cost is thus at least 3 + 5(k − i − 1) implying that the deviation is not profitable. Finally we consider the subpath between s and the first such intersection, say e i,2i−1 (and symmetrically between the last and t). In this case the cost of the restricted Z path between nodes s and v i,2i is 6 + (i − 2)5, whereas the cost of P is at least 4 + 3 + (i − 2)5 (the plus 4 comes from the first arc and the +3 from the second), again the deviation cannot be profitable. We thus conclude that Z is indeed a best response and thus we have a Nash equilibrium.
Discussion and open problems
The central result of this paper states that the sequential price of anarchy is unbounded for symmetric affine network routing games. One property that stands out in our constructions is that they admit multiple subgame perfect equilibria. In fact, there even exists a subgame perfect equilibrium that induces an optimal strategy profile, and the existence of a poorly performing subgame perfect equilibrium relies crucially on tie breaking: Whenever a player is indifferent between two strategies, we essentially let the player choose the strategy that results in the worst social welfare. However, if we consider generic games, i.e., admitting a unique subgame perfect equilibrium, we do not know whether the sequential price of anarchy can be made arbitrarily high. A closely related problem is to derive the sequential price of stability of symmetric linear network routing games.
As for our bound on the (regular) price of anarchy: We emphasize that the existing upper bound of 5/2 for general affine congestion games holds even for coarse correlated equilibria, which contains the sets of pure, mixed, and correlated equilibria. Therefore, our last result on the price of anarchy implies that also for symmetric affine network routing games, the price of anarchy for mixed, correlated, and coarse correlated equilibria is 5/2. An open problem is to characterize the pure price of anarchy for symmetric network affine congestion games on undirected graphs.
