We present a criterion for uniform rotundity of Musielak-Orlicz sequence spaces. In particular, we get a better characterization of uniform rotundity of Banach spaces I( {pi}), called Nakano spaces, considered by K. Sundaresan (Studia Math. 39 (1971), 227-331.
INTRODUCTION
Geometrical properties of Banach spaces play an important role in the theory of approximation and optimization. The property of uniform rotundity ensures, for example, the cxistcncc and unicity of nearest points in best approximation problems, Moreover, uniformly rotund I3anach spaces are E-spaces where "all convex norm-minimization problems are 'strongly solvable' and all convex best approximation problems are 'well posed' in the sense of Hadamard" [4] . A mong the many papers concerning approximation problems, some, e.g., [3, lo] , deal with best approximation in Orlicz spaces. It is important there to know how rotundity of Orlicz space is expressed in terms of Young functions. So it seems worthwhile to look for criteria for the validity of various geometrical properties in spaces of Orlicz type.
We know a criterion for uniform rotundity of Orlicz sequence space [S] and a sufficient condition and a little weaker necessary one for this property in Nakano space [ 121. The Nakano spaces, like the Orlicz spaces, are particular cases of more general Musielak-Orlicz spaces. Here we will find necessary and sufficient conditions stated in terms of Young functions for uniform rotundity of such spaces. In particular, we get a criterion for the validity of this property in Nakano spaces. Now we introduce the basic notations and definitions. In the following, let R be the real line, R, = [0, + CD) and N the set of natural numbers. Henceforth, by virtue of the above considerations, we assume that ~p,~( 1) = 1, M= supn (p,(2) < co, and q,, are convex on the interval CO, 11 and are nondecreasing on R + . However, we must remember that q7, may be not convex on the whole set R +. Now, define a few conditions concern ing the function CJX It is said that q satisfies the condition 6, [73 if there exist constants k, 6 > 0 and a nonnegative sequence (c,) E I, such that for each n E N and u E R + when (Pi d 6. It is not difficult to show that under additional assumptions made on cp, the condition 6, is fulfilled iff there exists a nonnegative sequence (c,) E 1, such that the inequality (0.1) is fulfilled for each n E fV and all UE (0, 1). Indeed, if 6 < CJJ~(U) d 1 then (~,(2u)dM= (M/S) 6 d (M/S) q,(u). Thus CP,(~U)< (k v kf/@ v,(u) + c,, for all u < 1. We also note that rp satisfies the condition 6, iff there are a constant k and a nonnegative sequence (c,,) such that c, cp,(c,)< 00 and cpn(2u)dkvn(u) (0.2) for u E Cc,, 11, y1 E N. If, in addition, each cp, vanishes only at zero, then, for each E > 0, a sequence (c,) and a constant k in (0.2) may be chosen in such a way that f cp,(cn) < 6.
(0.
3) n=l
We say that cp satisfies the condition (*) if for each CE (0.1) there exists 6~0suchthatcp,(u)~l-~implies~,((1+6)u)61forallu~[W+,n~N.
Let us introduce a function h: Iw + x [w + -+ [0, + co) in the following way,
for an arbitrary Young function CD. If, in particular, CD is equal to (Pi then we will denote the function h by h,. ) is said to be uniformly rotund [2] if for each E>O there exists h(s) 10 such that if lixll = 1, I/y11 = 1, and llx-~ll >,E then II(x+y)/211 < l--&s) (equivalently we can put j/xJI < 1, llyll < 1 instead of llxll = 1, l\vlj = 1). Similarly, it is said that the modular I, is uniformly rotund if for every E > 0 there exists d(s) > 0 such that if 1,(x)=1, 1,(~)=1, and 1,(x---)&s then 1,((x+y)/2)61-J(E). We give the following known results, needed in the sequel, for completeness. 0.1. THEOREM. (a) [6] The norm and modular convergence are equivalent in I,, i.e., llxllV +0*1,(k) -+ 0 for some ;1> 0, iff the function CJJ satisfies the condition 6, and each q,, vanishes only at zero.
(b) [7] We have an equivalence /Ix/I = 1 -Z,(x) = 1 iff the function cp satisfies the condition 6,.
0.2. THEOREM [7] . The space I, is rotund iff the following conditions are satisfied:
-the function cp fulfills the condition 6,, -there exists a sequence (a,,) such that a, E [0, 11, q,, (a,) + v,,, (a,) > 1 for n #m and each 9, is strictly convex on [0, a,j, -each function q, vanishes only at zero. 0.3. LEMMA [9] .
The function h has the following properties: 0.4. LEMMA [9] .
If 6, is a strictly convex young function on an interval proof. Suppose, to the contrary, inf, q,(r) = 0 for every Y E (0, 1). Then there exists m, E N such that q,"( I-l/n) < l/2 for every n E N. Hence, by the condition (*), we have cp,,(tl +a)(1 -l/n))< 1 61.1) for ail n E N and some 6 E (0, 1). But (1 + 6)(1 -l/n) > 1 for suffiicientfy large n, i.e., cp,((l + 6)( 1 -l/n)) > I for every i, which contradicts (1.1) 2. LEMMA. If 50 satisfies the conditions (*) and 6, and each (Pi vanishes only at zero then inf, 6, (r) > 0 for every r E (0, 1).
ProoJ:
We have M, = inf, q3, (rO) > 0 for some r0 E (0, I), by the previous lemma. Now, let 0 be a point of accumulation of (u,) and (v,). Suppose U, + 0, v, -+ 0, and the inequality (3.2) holds. Also, let us note that p,(u) <U for all u E [0, 11. Therefore and by virtue of (3.1) we have E < E + (pflm (v,) < (P~,(u,J < U, for every m E IV, which contradicts U, -+ 0.
Finally, let s E (0, 1) be a point of accumulation of (u,) and (II,). Taking a~(0, s A (1 -s)) we have
by convexity of (Pi. Hence Proof: Functions (P* are strictly convex on some neighbourhood of zero, so they vanish only at zero. Hence and by the supposed condition 6, (see also (0.3)) it follows the existence of a sequence (cl) and a constant k>O such that cp,(2u)<kq, (u) for UE [CL, 11, where C,?', cp,(2ci)<~/2. Moreover, we have C,"= r cp,(2&) < co for a sequence (&) from the previous lemma, by the condition 6,. Acting in a manner similar to that in the preceding proof, we modify (Li,) in such a way that C,"= 1 CJI~ (2&) <s/2. Putting c, = CL v c?,, we end the proof of the lemma. 
by the convexity of cp,. Hence and by ( (2) Let N be a subset of N. We say that a family (qJntN is uniformly convex in the d-neighbourhood of zero, if the function $ = (@,) has this property, where $, = rp, for n E N and $, = 0 for pz $ N. In Lemmas 4-7 we can replace the function q by a family (q,J,,,,,, obtaining the statements of the lemmas not for all n E N but only for II EN. 
because /j -2Mx/~lI d 1 -d for x E K(0, 6). The inequalities (8.1) and (8.2) end the proof. 9 . LEMMA. If the condition 6, is fu&Xed then the following conditions are equivalent :
(1) the function 9 sati.$es the condition (* ), (2) for every EE (0, 1) there exists y E (0, 1) such that the inequality I,(x)<l-E implies llxll61-yforx~Z,.
Proof (1) * (2) Let E E (0, 1) be chosen arbitrarily and let x = (u,) be such that Z,(x)<l--E.
Then (~~(l~~j)<l-s for each ~E/V. Hence cpn((l+~)lu,l)~k~,(lu,l)+c,, where k and (c,) are the constant and the sequence from the condition 6,. Therefore Z, (( 1 + 6) x) < P, with P= k + C,"= i c, < co. Let In all cases considered the number 6 is dependent only on E and the function cp. This remark ends the proof.
PROPOSITION.
The space I, is uniformly rotund if and only if the following conditions are satisjed:
(1) the function cp satisfies the condition a2, (2) the function q satisfies the condition (* )> (3) each function cp, vanishes only at zero, (4) the modular I, is uniformly rotund.
ProoJ Let the space I, be uniformly rotund. Then I, is rotund and hence the function cp satisfies the conditions (1) and (3) (see Theorem 0.2). Now, assume (2) is not satisfied. Then there exists a constant E E (0, 1) and sequences (6, 1 ). This contradicts the uniform rotundity of 1,. Now, let I,(x) = 1, Z,(y) = 1, and I, (x -y) > E. Hence and by the wellknown properties of the Luxemburg norm we have l~xjl = 1, lIy/I = 1, and IIs;-yll >~~(a) for some e,(s)>O. Then ll(~+y)/2/1 d 1 -P(E) for some P(E) E (0, 1). However, I, ((x +y)/2) < 11(x +y)/2ll, which shows the uniform rotundity of the modular I,, i.e., the condition (4).
Supposing the conditions (l)-(4), let us take x, YE 1, such that /1x1/ = 1, llyll = 1, and //x-y/I >E. There exists cl(~) >0 such that 1,(x-~)>&~(a), by (l), (3) , and Theorem 0.1. We also have I,(x)= 1 and I',(y)= 1, by Theorem 0.1 (b).
So, there exists
Pl (&I E a 11 such that Z,((~+y)/2) G 1 --Pi, by the assumption (4). Now, by virtue of (2) and Lemma 9 we find p(s) E (0, 1) satisfying l/(x +y)/2/I < 1 -p(e), which ends the proof of this theorem. The above lemma is very useful in the proof of the next theorem, because the investigation concerning uniform rotundity of I, can be limited to elements with nonnegative coefficients.
THEOREM.
The space I, is unrformly rotund if and only if the following conditions are satisfied:
(1) the function cp furfills the condition IjZ; (2) Applying Proposition 10 with c/2 instead of E we will find 6 > 0 dependent only on E such that C, + i (P~([u~--u,l) 36. So, we also get the case (B) with c=d and N,= N\(l).
If the case (I) does not hold then we can write, without loss of generality, the following.
(II) There exists an index k # 1 such that (Pi (ok) > d. It is evident that we can put d < 1. In the sequel let i be a natural number such that i > 2 and E/2' < 1 -d. For every a E (0, 1) there exists 6~ (0, 1) such that c,"= 1 (Pn (f-&l (6, a)) < a> were ~~(6, a)=sup{u~ 10, q;'(d)]: h,(u, au) 2 1 -6).
(1.7) Assuming that (5) is not satisfied we get for each kE N, where u,~ = u,(dk, a) E [0, ho,'], a is some constant from the interval (0, 1) and (6,) is a sequence included in (O,l) such that 6, JO. By definition of the sequence (u, (6, a)), the inequality hi (un,c> au,,)> l-6, (1.9)
holds, for each n,k E N. In the sequel we shall consider two cases. Assume for the moment that qj(uj) 6 + except for at most a finite number of indices. Without loss of generality, we put cpi(vj) < f for every j E N.
can also choose a monotone infinite subsequence of (cpj(vj) -cpj(avj)). Therefore we can suppose, e.g., this whole sequence to be nondecreasing, i.e., ~j(vj)+~j+l(avj+~)~~,~+~(vj+l)+~j(avj)~ Then there exists uj E [a, 1) such that (P2jtv*j) + (P2j+ 1 C"jv2j+ 1) = (P2jt 1 tZi2j+ 1) + ~2jCuu2j)9 (1.10) for every Jo N. The expressions from both sides of the above equality are less than one, because cpi(u,) + 'pi(uvi) < 1 for each i,j~ N. Therefore The right side of the inequality tends to 1, by (1.9) (1.17), and (1.18). We have shown that if cp does not satisfy the condition (5) then the modular IV is not uniformly rotund, in all the cases considered above. Then, by Proposition 11 and Remark 1.2, the necessity of the condition (5) is shown, which ends the proof.
In particular, if all (Pi are equal, the known criterion of uniform rotundity of Orlicz sequence spaces (Theorem 7 in [7] ) is easily obtained from the above theorem.
Let (p,) be a sequence of real numbers pn~ [l, co). By l({p,}) we denote the Nakano space [ 121. Then the space I( { pn}) is the set of all real sequences x = (u,) such that C,"= i (l/p,)l;lu, IPn < co for some il > 0 dependent on x. Indeed, Z((p,}) is the MusielakkOrlicz sequence space I,, endowed with Luxemburg norm, if we put (Pi = (l/p,) uPn, u E Iw + . This space we can isometrically transform in such a way that q,(u) = uPn if UE [0, 11, q,(u) = u if u > 1, as we have shown at the beginning of this paper. Sundaresan in [12] has given a sufficient condition and a slightly weaker necessary condition for uniform rotundity of I( {p,}). We shall show that a criterion of uniform rotundity of I( { p,}) results from our main theorem. Let us note qp, ( U) = uPn, u E [0, 11. Suppose the condition (2.1) is satisfied. There exist p and q such that 1 <p < q < CC and pn < q for all n E N and pn >p for almost all n E N. If go,(u) = ~8'" < 1 --E then U<(l-&) 'lq for EE(O 1). It is evident that (1+8)4(1-~)1'q<1 for some 6>0. Hence qn((1+6)u)=(l+d) P"UP"~(l+S)qU~(l+b)Y(1-E)l'q<1, if qn (u) < 1 -E. This shows that cp = (q,,) satisfies the condition (*). The condition 6, is also satisfied, because 9, (2~) < 2qf1qn (u) for all u E R + . It is enough to prove (5), because (3) and (4) Let the space l({p,}) b e uniformly rotund. Then the conditions of the previous theorem must be fulfilled. The existence of n, at most one, for which pn = 1, follows easily from (4). Suppose lim, _ 5. pn = co. For Simlicity we write lim, j m p, = co. If U, = p& then U, -+ 1 when n + co. This contradicts the condition (*). Now, suppose lim n , c3 p, = 1. There is an infinite decreasing sequence (p,,) such that p,, > 1 and limi, oc; pn, = I. 
