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Abstract
Density functional theory (DFT) is a widely used technique for electronic structure
calculations. It allows a first principles solution of the many-electron Schrödinger
equation by relating the electron density of the systems ground state to that of
a fictitious non-interacting system. The success of DFT methods comes from the
use of approximations to the exact total energy functional that, with an appropri-
ate functional, accurately determine the ground state properties of a system. The
work presented in this thesis uses properties of the Kohn-Sham effective potential
to correct errors in DFT approximations, particularly those associated with self-
interactions. Applying a constraint to the effective potential enforcing the correct,
self-interaction free asymptotic behaviour significantly improves the calculation of
ionisation energies for the LDA, PBE, and B3LYP functionals. For LDA this error
is reduced from 4.08 eV to 1.61 eV, with a similar reduction in error found for PBE
and B3LYP. Additional methods to improve this self-interaction correction are pre-
sented and expanded upon, including a self-interaction free hybrid scheme for the
constrained minimisation method. This hybrid further improves ionisation energies
over the constrained method. Average errors of PBE ionisation energies are reduced
from 4.41 eV to 0.34 eV. These improvements are also found to extend to the ioni-
sation energies of all occupied orbitals and electron affinities. A post-scf correction
that corrects ionisation energies from the Kohn-Sham eigenvalue to those from a
∆scf calculation is also developed. Ionisation energies for the LDA approximation
are improved from an average error of 3.99 eV to 0.93 eV, with similar improvements
seen for lower lying ionisation energies and electron affinities. The final work of this
thesis shows that, unlike conventional band theory, spin-DFT (SDFT) can predict
insulating behaviours in periodic systems from a unit cell containing an odd number
of electrons. Additionally, this result is shown for a novel method for implement-
ing DFT; combining SDFT XC energy functionals with a spin-independent effective
potential, through the use of the optimised effective potential method.
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A popular method for the accurate simulation of quantum mechanical systems is
density functional theory (DFT). Since its inception, the techniques and functional
approximations used in DFT methods have been refined and improved with the
aim of approaching the exact DFT functional. As these methods improve, along
with ever increasing access to computational resources, the applicability of DFT
continues to expand into larger or more physically challenging systems. Despite
the success of DFT for a wide variety of systems and properties, there are some
significant shortcomings related to particular aspects of the Kohn-Sham formula-
tion. Self-interactions are a well known source of error in DFT calculations, and
can significantly impact the accuracy of one-electron properties such as the ionisa-
tion energy. In this thesis methods that correct for this self-interaction error will
be introduced and developed. The aim is to provide simple methods that can be
applied within the framework of DFT to reduce the effect of self-interaction er-
ror. Two main correction methods will be demonstrated: a self-consistent method
where the solution is constrained to obey exact self-interaction free properties, and
a post-scf method of correcting the results of a DFT calculation and reducing the
significant self-interaction errors found in DFT methods. Several extensions to the
self-consistent constrained correction will be demonstrated that improve its appli-
cability, along with a simple hybrid scheme offering further improvements when
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calculating ionisation energies, improving even valence and core ionisation energies.
This thesis will also consider DFT and spin-DFT for magnetic systems. Contrary
to the expected results from conventional band theory, it will be demonstrated that
insulating behaviour can be predicted in periodic systems containing an odd number
of electrons per unit cell. Key features of the conducting behaviour of a system can
be found by only considering a single primitive unit cell. For unit cells with an
odd number of electrons, the inclusion of magnetic ground states allow a metal-
insulator transition as interatomic distances are increased. An alternative method
for treating spin-dependent systems will also be introduced. In this method the
spin-up and spin-down electrons are treated using a common effective potential in
a DFT manner. This will provide a simplified method for performing restricted
Kohn-Sham calculations with SDFT accuracy; showing that, even in this restricted
case, a metal-insulator transition can be reproduced for unit cells containing an odd
number of electrons.
1.2 Outline of Thesis
1.2.1 Chapter 2
The many body problem is introduced and the basic principles of DFT are cov-
ered, along with the Hartree-Fock and optimised effective potential methods. These
methods allow the many body problem to be solved under various approximations.
Computational methods utilised when solving electronic structure calculations are
also shown along with a description of the codes used to perform calculations in this
thesis.
1.2.2 Chapter 3
This chapter reviews properties of the Kohn-Sham system including the relation
between the Kohn-Sham eigenvalues and the ionisation energy of the interacting
system. These properties of the Kohn-Sham potential are affected by several errors
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in DFT methods, particularly the self-interaction error.
1.2.3 Chapter 4
The constrained self-interaction correction method of Gidopoulos and Lathiotakis is
introduced. This method uses asymptotic properties of the exact Kohn-Sham poten-
tial to correct for self-interactions in DFT approximations. I will apply this method
to several DFT functionals and to a variety of molecular systems, demonstrating its
applicability.
1.2.4 Chapter 5
Several extensions to the constrained self-interaction correction are introduced deal-
ing with: the effects of finite basis sets, the removal of the positivity constraint, the
separation of the exchange and correlation potentials, and an alternative method
for imposing the positivity constraint on the auxiliary density. A new, fully self-
interaction free hybrid method, combining the constrained method and Hartree-Fock
exact exchange, is introduced. The results when using this hybrid method to cal-
culate ionisation energies are presented and the method is seen to provide accurate
ionisation energies for a range of systems. Additionally, this hybrid method improves
the calculation of ionisation energies for all occupied orbitals and the electron affin-
ity. This method proves to be particularly accurate when calculating core electron
ionisation energies.
1.2.5 Chapter 6
The discrepancy between the ionisation energy, as calculated using a difference of
total energies, and the negative of the Kohn-Sham eigenvalue are investigated for
approximate functionals. This difference is used to construct an orgional zero- and
first-order correction to the Kohn-Sham eigenvalues. These terms form a correction
that can be applied to correct ionisation energies of all occupied electron orbitals,
and the electron affinity. Significant improvements when using this correction will
be demonstrated. Additionally, the magnitude of this correction for the ionisation
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energy of the highest occupied orbital is a measure of an approximate functionals
agreement with the exact DFT functional.
1.2.6 Chapter 7
Spin DFT methods are shown to be able to demonstrate a metal-insulator transition
in systems containing an odd number of electrons per unit cell, contrary to results in
conventional band theory. This result is found by allowing magnetic ground states
in the spin-DFT calculation. A novel DFT method for spin-polarised states will
be introduced. In this method spin-DFT energy functionals are combined with a
common Kohn-Sham potential for both up and down spin electrons. This method is
shown to be able to reproduce the metal-insulator transition shown for unrestricted
spin-DFT.
1.2.7 Chapter 8
A summary and a conclusion to the work undertaken in this thesis along with
possible future avenues for further investigation.
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Chapter 2
An Overview of Density
Functional Theory
2.1 The Many Body Problem
In the first half of the 20th century the framework of quantum mechanics was put
in place providing great insight into the physics of interacting quantum mechanical
systems. Such systems are of great value for studies in the fields of physics, chem-
istry, biology, and materials science. In principle, a solution of the time independent
Schrödinger equation for any stationary quantum mechanical system will allow for
the calculation of real world properties of the system without the need for experi-
ment.
For a quantum mechanical system described by a wave function Ψ all the information
about the system is contained within the wave function Ψ which satisfies the equation
ĤΨ = EΨ, (2.1.1)
where Ĥ is the Hamiltonian operator, which for a time independent non-relativistic
system with no magnetic field is
Ĥ = T̂ + V̂ (2.1.2)
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where T̂ is the kinetic energy operator and V̂ is the potential energy operator.
The behaviour of atoms, molecules, and crystals can be simply be represented as an
interacting system of electrons and atomic nuclei with a combined wave function
Ψ(R1,R2, . . . ,RM : r1, r2, . . . , rN) (2.1.3)
where R are the positions of M nuclei, and r are the positions of N electrons. The









































where ZI are the charges of the nuclei. These expressions are represented in dimen-
sionless atomic units which will be used throughout this thesis.
Equation (2.1.4) treats both the nuclei and electrons as quantum mechanical ob-
jects, however often it is the case that the nuclei are well described through classical
equations and a full quantum mechanical treatment is unnecessary. The Born-
Oppenheimer (BO) approximation [3] is a commonly used simplification, where the
wave function of the more massive nuclei is treated as separable from the wave func-
tion of the electrons. A justification for this is that the nuclei are moving much
slower than the surrounding electrons and the electrons can be considered to exist
in the ground state of a “background” potential provided by the instantaneous po-
sitions of the nuclei.
Under the BO approximation the full wave function may be expressed as a product
of a nuclear and electronic wave functions
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Ψ(R1,R2, . . . ,RM , r1, r2, . . . , rN)
= θ(R1,R2, . . . ,RM)Φ(r1, r2, . . . , rN ; R1,R2, . . . ,RM) (2.1.6)
where θ is the wave function of the nuclei and Φ is the wave function of the electrons.











drN |Φ(r1, r2, . . . , rN ; R1,R2, . . . ,RM)|2 = 1. (2.1.8)
The nuclear wave function is independent of the electron positions and the electronic
wave function does not depend on the motion of the nuclei. The electron wave
function does, however, depend parametrically upon the positions of the nuclei. The
many body problem for a specific set of nuclear positions can be solved by finding




























The Hamiltonian in Eq. (2.1.9) can be solved for any nuclear positions to obtain an
electronic wave function thus allowing a solution to be found for a particular nuclear
configuration.
While the equations governing these systems are simple to obtain, solving them
proves to become impractical for systems more complicated than small isolated
atoms or simple highly-symmetric molecules. This difficulty is due to the scaling
of the coordinate space of the wave function. For N electrons represented on a
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grid with G points in each dimension the coordinate space scales as G3N . As grid
size increases, calculations quickly become unmanageable even for relatively coarse
coordinate grids. In order to obtain solutions for systems more complicated than
simple atoms and molecules, further approximations are necessary.
2.2 The Hartree-Fock Method
One method to reduce the size of the coordinate space of the wave function, Φ, is the
Hartree-Fock method [4]. In the Hartree-Fock method, the electron wave function
is constructed as a product of orbitals. As electrons obey fermion statistics, the
product wave function must also satisfy the correct antisymmetry relations. This is
achieved by constructing the product wave function as a Slater determinant [5]




φ1(r1) φ2(r1) · · · φN(r1)





φ1(rN) φ2(rN) · · · φN(rN)
∣∣∣∣∣∣∣∣∣∣∣∣
(2.2.11)
where each φn is an orthonormal orbital. By the BO approximation the wave func-
tions Φ and orbitals φi are all parametrically dependent on the nuclear positions,
for brevity this dependence will not be explicitly stated.
The Hartree-Fock energy is the energy of this wave function calculated using the
electronic Hamiltonian Ĥe by evaluating
EHF = 〈Φ| Ĥe |Φ〉 . (2.2.12)
This total energy can be broken down into the evaluation of
EHF = Ekin + Eext + Eee (2.2.13)
where
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correspond to the kinetic, external potential, and the electron-electron energies re-
spectively. When Φ(r1, r2, . . . , rN) is given as a Slater determinant of orthonormal


























































where a spin component to each electron state has been introduced. The electron
spin is either σ =↑, ↓ with Nσ electrons in each spin state. The two terms of Eee














































In these equations the sum over both the Hartree and Fock-exchange energies both
include a i = j, σ = σ′ term. This term is common in both EH and EX and cancels
when the two expressions are added. Minimising the total Hartree-Fock energy
May, 2021
2.2. The Hartree-Fock Method 10
with respect to the orbitals φi will find the ground state energy of the system.
This minimisation cannot be unconstrained as the orthonormality of φi must be
maintained; therefore, a minimisation using the method of Lagrange multipliers is
used to ensure 〈φσi |φσj 〉 = δij. The resulting objective functional to be minimised is





εσij 〈φσi |φσj 〉 (2.2.22)
where, at the minimum,
δL
δ [φσi (r)]
∗ = 0. (2.2.23)









































The total energy of this expression is unchanged if a unitary transformation is ap-






























where φ̃ are the canonical orbitals that diagonalise εσi .
This set of N eigenvalue equations allow the ground state orbitals to be determined.
In general there is not an analytical solution and these equations must be solved
iteratively. This iterative solution starts from a trial set of orbitals and re-calculates
new orbitals until the energy converges to a self-consistent solution. Calculating the
Hartree-Fock total energy has a computational cost proportional to N4 where N is
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the number of basis set elements used in the expansion of the orbitals φi. Although
this is a significant improvement over solving the fully interacting Hamiltonian, this
scaling can still be prohibitive of application to large systems.
The Hartree-Fock method allows a wide variety of systems to be treated quantum
mechanically; allowing the treatment of many-body systems from atoms to molecules
and crystals. However, total energies calculated using the Hartree-Fock method do
not offer good agreement with experimental results. This is due to the key approx-
imation of the Hartree-Fock method; that the full electronic wave function has the
form of a Slater determinant. A Slater determinant is only an exact solution for
a system of non-interacting electrons. In a fully interacting system the true elec-
tronic wave function will include additional effects related to correlation between
the electrons. These missing correlation effects can be accounted for with various
further developments in beyond Hartree Fock theories such as MP2 [7], multicon-
figuration self-consistent field methods [8], and the coupled cluster method [9–11].
These methods usually involve additional Slater determinants in order to more ac-
curately describe the true wave function. The exact interacting wave function can
only be described with an infinite number of these determinants. However, accu-
rate calculations can be performed by using a large numbers of Slater determinants.
These further developments can offer very accurate descriptions of electronic be-
haviour, however the additional computational cost of these methods limits their
use to smaller systems.
2.2.1 Koopmans’ Theorem
As well as allowing the total energies to be calculated, the Hartree-Fock method also
provides a way to approximate the ionisation energies of electron orbitals through
Koopmans’ theorem [12]. The ionisation energy of a system is the energy required
to remove an electron and is defined as
I = EN−1 − EN (2.2.26)
where EN is the energy of a system of N electrons and EN−1 is the energy of an
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N − 1 electron system. Koopmans’ theorem approximates the ionisation energy
by making the frozen orbital approximation where the removal of the electron is
assumed to be instantaneous and the single particle electron orbitals of the N − 1
electron system are the same as for the N electron system. Assuming the orbitals
are frozen the total energy of the N − 1 electron system when the mth electron has
been removed is
EN−1 = EN − εm, (2.2.27)
where εm is the eigenvalue associated with the mth orbital. The ionisation of the
mth electron is given by
Im = EN−1 − EN = −εm (2.2.28)
and the mth eigenvalue is an approximation to the mth ionisation energy.
These eigenvalues are good approximations of the electron ionisation energies [13], al-
though the results, in general, overestimate experimental ionisation energies. These
generally good approximations of ionisation energies are the result of a cancellation
errors between correlation and orbital relaxation effects. Relaxation effects arise
when the frozen orbital approximation neglects the change in the electron orbitals
when an electron is removed from a system. The true ground state energy of the
N − 1 electron system is lower than the energy of the N − 1 electron system under
the frozen orbital approximation. This brings the total energies of the N and N − 1
electron systems closer together, thereby reducing the predicted ionisation energy.
Correlation errors are present in Hartree-Fock due the the method neglecting the
effects of correlation between electrons. These errors increase the total energy over
that of the exact interacting system. This increase is proportional to the number of
electrons in the system, and as such the N − 1 electron system has a smaller corre-
lation error than the N electron system. This has the effect of widening the energy
gap between the N and N − 1 electron systems, increasing the predicted ionisation
energy. Generally the increase in energy from correlation error is slightly larger
than the reduction from relaxation effects, leading to a systematic overestimation of
ionisation energies in Koopmans’ theorem.
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2.3 Density Functional Theory
2.3.1 The Thomas-Fermi Method
Before the development of the Hartree-Fock method, the Thomas-Fermi method
[14, 15] was used as a simple approximation for electronic systems. In the Thomas
Fermi method the controlling quantity is not the individual orbitals, but instead
the electron density. As opposed to having to calculate many orbitals, using the
electron density requires evaluation of only a single function, making calculation
simpler and more efficient. However, the kinetic energy of an interacting electron
density is not known and must be approximated. The interacting kinetic energy
is difficult to approximate and this introduces large errors in the Thomas-Fermi
method resulting in inaccurate total energies. Despite these failings this method
introduced the electron density as a key quantity, which would go on to be further
developed into DFT.
2.3.2 Hohenberg-Kohn Theorems
The electron density had been identified as an important quantity in in the Thomas-
Fermi method for the calculation of a system’s total energy. But it was unknown
whether the electron density alone could provide a full description of a fully inter-
acting system of electrons. The dependence of the total energy of a system on its
electron density was proved through the Hohenberg-Kohn theorems [16] in 1964.
These two theorems establish the relationship between the electron density and total
energy for a ground-state system:
Theorem 2.3.1 The external potential V̂ext and hence the total energy, is a unique
functional of the electron density.
Proof : This theorem can be proved through reductio ad absurdum by assuming that
there are systems with potentials V̂1, V̂2 which differ by more than a constant and
have the same electron density ρ(r). If the two potentials differ only by a constant
the ground state wave functions are automatically the same with the same electron
density, while the constant difference only serves to shift the total energy of the
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system. The Hamiltonians with potentials V̂1, V̂2 are then
H1 = T̂ + V̂ee + V̂1 (2.3.29)
H2 = T̂ + V̂ee + V̂2 (2.3.30)
where the kinetic energy and the electron-electron interaction operators are the
same in both Hamiltonians. We assume the ground state wave functions Ψ1 6= Ψ2
are both different and have the same electron density ρ(r). Because the total energy
of the Hamiltonian Hi is uniquely minimised by the wave function Ψi this gives the
inequalities
E1 = 〈Ψ1| Ĥ1 |Ψ1〉 < 〈Ψ2| Ĥ1 |Ψ2〉 = 〈Ψ2| Ĥ2 |Ψ2〉 − 〈Ψ2| Ĥ2 − Ĥ1 |Ψ2〉 (2.3.31)
E2 = 〈Ψ2| Ĥ2 |Ψ2〉 < 〈Ψ1| Ĥ2 |Ψ1〉 = 〈Ψ1| Ĥ1 |Ψ1〉 − 〈Ψ1| Ĥ1 − Ĥ2 |Ψ1〉 (2.3.32)
as the Hamiltonians only differ in the choice of V̂ext this gives
E1 <E2 − 〈Ψ2| V̂2 − V̂1 |Ψ2〉 = E2 −
∫
dr [V2(r)− V1(r)] ρ(r) (2.3.33)
E2 <E1 − 〈Ψ1| V̂1 − V̂2 |Ψ1〉 = E1 +
∫
dr [V2(r)− V1(r)] ρ(r) (2.3.34)
adding these expressions together leaves the inequality
E1 + E2 < E1 + E2 (2.3.35)
which is a contradiction. This contradiction proves that any Vext must lead to a
unique electron density in the ground state of the system.
As the electron density uniquely defines a ground state Vext which in turn defines
the wave function Ψ, this uniquely determines the kinetic and electron-electron
interaction energies. Defining the operator F̂ = T̂ + V̂ee allows the electronic energy
to be written as a universal energy functional of the electron density:
F [ρ] = 〈Ψ| F̂ |Ψ〉 = 〈Ψ| T̂ + V̂ee |Ψ〉 . (2.3.36)
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This allows a generic total energy functional for some arbitrary external potential
V (r) to be defined as
EVext [ρ] = F [ρ] +
∫
drVext(r)ρ(r) (2.3.37)
where Vext has a ground state ρ0 that is distinct from, in general, the generic density
ρ. The density ρ is itself the ground state density of some potential V , where ground
state V-representability has been assumed here for ρ.
Theorem 2.3.2 The electron density which minimises the total energy functional
EVext [ρ] is the exact ground state density.
Proof :
Consider the ground state energy of a system with an external potential Vext
E0 = 〈Ψ0| Ĥ |Ψ0〉 = 〈Ψ0| F̂ |Ψ0〉+ 〈Ψ0| V̂ext |Ψ0〉 (2.3.38)
where Ψ0 is the ground state wave function. If now a trial density ρ, defined by an
external potential V , with wave function Ψ then the energy of this state is
〈Ψ| Ĥ |Ψ〉 = 〈Ψ| F̂ |Ψ〉+ 〈Ψ| V̂ext |Ψ〉 = EVext [ρ] ≥ E0. (2.3.39)
This expression is only an equality if the wave function Ψ is the ground state for
the Hamiltonian with potential Vext. Thus the ground state electron density can be
found using variational methods by minimising the energy functional EVext [ρ].
The first of these theorems makes two key assumptions: that the ground state energy
is non-degenerate, and that the densities considered are associated with an external
potential (V-representable). The proof was generalised to cover these exceptions
by the constrained search approach of Levy and Lieb [17–19], which showed that
these theorems hold for any system where the density corresponds to a N electron
wave function (N-representable), a weaker constraint than V-representability and
one that is satisfied by any finite, non-negative, differentiable function [20].
The Hohenberg-Kohn theorems lay the foundation for a theory where the electron
density is the controlling quantity, and show that this density can be obtained by a
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minimisation of the ground state energy functional EV [ρ]. Though these theorems
themselves offer no way to obtain this density dependent energy expression. Subse-
quent work by Kohn and Sham in 1965 defined a suitable energy functional allowing
meaningful calculations to be performed and establishing the method of DFT.
2.3.3 The Kohn-Sham Method
With the Hohenberg-Kohn theorems it had been shown that the ground state prop-
erties of a system can be fully described by considering only the electron density.
This leaves the total energy expression that must be minimised to obtain this ground
state electron density. While the Thomas-Fermi method provided a density depen-
dent energy expression, large errors in the approximation of the kinetic energy of
interacting electrons made the method unsuitable for most applications, except in
the high density limit [21, 22], with a notable failing being an inability to describe
molecular bonding [21,23,24]. A better description of the interacting kinetic energy
is needed to improve the results.
The Kohn-Sham formulation of DFT [25] reduces the error in the kinetic energy by
relating it to the kinetic energy of a non-interacting system with the same electron
density. Beginning from the total energy of the interacting system the minimum









where the Lagrange multiplier µ is used to constrain the density to integrate to
N . By introducing a non-interacting system of electrons with the same electron
density as the interacting system the total energy expression of Eq. 2.3.37 can be
partitioned into
EVext [ρ] = Ts[ρ] + EH[ρ] + EXC[ρ] +
∫
drρ(r)Vext(r), (2.3.41)
where Ts is the kinetic energy of a non-interacting system of electrons. EH is the
Hartree energy given by:
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EXC is the exchange-correlation energy which contains components of the electron-
electron interaction not in the Hartree term and also terms from the interacting
electron kinetic energy; it is defined as:
EXC[ρ] = F [ρ]− Ts[ρ]− EH[ρ]. (2.3.43)
From the second Hohenberg-Kohn theorem, the ground state density is the density
that minimises the energy EVext . This minimum is found when Eq. (2.3.40) is



















In order to find the derivative δTs
δρ(r)
, a non-interacting auxiliary system with the
same electron density as the fully interacting system is introduced. For this non-





where φi(r) are a set of N orthonormal orbitals. These orbitals are dependent on







φi(r) = εiφi(r) (2.3.48)
The Lagrange multiplier εi ensures orthonormality of the orbitals φi(r). The total
energy of this non-interacting system is given by
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EKS = Ts[ρ] +
∫
drρ(r)VKS(r) (2.3.49)
and this energy can be minimised as for the interacting system in equation (2.3.40).





where the Lagrange multiplier µs constrains the electron density to integrate to N .
Substituting Eq. (2.3.50) into Eq. (2.3.44), the Kohn-Sham potential VKS(r) is
obtained as
VKS(r) = Vext(r) + VH(r) + VXC(r) + C. (2.3.51)
where C is a constant given by µs − µ. This equation allows a link between the
interacting and non-interacting systems to be established. Calculating the Kohn-
Sham potential from equation (2.3.51) allows the non-interacting electron orbitals
to be calculated from equation (2.3.48), from which the electron density for both
the fully interacting and non-interacting electron system can be calculated. The
density of the fully interacting system can be exactly determined from the Kohn-
Sham potential VKS by solving N one-electron equations, greatly simplifying the
fully interacting problem. The ground state density cannot, in general, be calcu-
lated analytically and in practice must be determined numerically. This is achieve
by iteratively calculating VKS(r), updating φi(r), and from the resulting ρ(r) recal-
culating the Kohn-Sham potential. This is repeated until self consistency between
the potential and electron density is obtained.
In principle, the Kohn-Sham formulation is an exact method allowing an exact
ground state calculation to be performed. However, in practice, the exact description
of EXC is unknown and must be approximated. The error when approximating EXC
is much smaller than when approximating the interacting kinetic energy. In this
way the Kohn-Sham formulation reduces the dominant error from that of the poorly
approximated kinetic energy to the more easily approximated EXC. Finding a good
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approximation to EXC is important in order to perform accurate DFT calculations
and many functional approximations have been developed.
2.3.4 Functional Approximations
Jacob’s Ladder of DFT Methods
In DFT the aim is to accurately approximate the exact exchange and correlation
energy functional. Development of DFT over the past half century since the intro-
duction of the Kohn-Sham method has aimed to improve the DFT functionals in
order to obtain accurate energies and electronic properties. These improvements
have been made by adding additional levels of theory into the approximation of the
exchange-correlation energy functional.
Hartee World











Figure 2.1: Jacob’s ladder of approximations to EXC.
The increasingly complex functionals form a “Jacob’s Ladder” of increasing complex-
ity and improved accuracy towards the exact functional in the “Heaven of chemical
accuracy” [26]. This ladder leads from the Hartree world of non-interacting electron
systems to the fully interacting system. Each step in the ladder adds additional
interactions between the electrons with increasing complexity. For functionals near
the top of the ladder an additional component is the exact non-local Fock exchange
energy. A method near the top of the ladder is the random phase approximation
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(RPA) which utilises both the occupied and unoccupied Kohn-Sham orbitals [27,28].
Being at a higher “rung” on the ladder generally indicates a higher level of theory
and a more accurate approximation of the exact functional, coming at a cost to the
computational effort required to implement the functional. There have been many
functionals developed at all levels of theory and the most widely used functionals
are the local density approximation (LDA) and generalised gradient approximations
(GGAs) methods. Despite occupying a lower rung on the ladder, these functionals
offer a suitable compromise between accuracy and computational efficiency allowing
application to large complex systems.
Local Density Approximation
A simple way to approximate exchange and correlation is the LDA which uses an




where εxc is the energy density of the exchange-correlation energy. This is the first
term of a gradient expansion of EXC which is exact in the limit of slowly varying
electron density. This energy density can be split into contributions from exchange
and correlation
εxc[ρ] = εx[ρ] + εc[ρ]. (2.3.53)
The exact behaviour of these terms are known from the homogeneous electron gas
(HEG) [29], a system where the positive background charge is distributed uniformly





where the coefficient C can be found from accurate simulations of the HEG [30]. The
correlation energy density εc[ρ] can only be determined analytically for the high and
low density limits of the HEG. Expressions can be constructed to interpolate between
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these limits and comparison with accurate quantum Monte-Carlo calculations allows
the construction of an accurate LDA [31–33]. Due to being derived from the HEG
these approximations work well for homogeneous systems in which electrons are
delocalised and the density varies slowly. This makes it well suited to periodic
systems, especially metals, where electrons are delocalised. In molecular systems
where electrons are more localised the LDA is less accurate and applications in
these systems require further terms in the gradient expansion of EXC[ρ] [34, 35].
Generalised Gradient Approximations
An extension to the LDA approximation includes a dependence on the gradient of





Unlike LDA there is not a single choice for the parameterisation of the GGA energy
density and many variants have been proposed. Some commonly used functionals
are the functional of Perdew, Burke, and Ernzerhof (PBE) [39]; Lee, Yang, and
Parr (LYP) [40]; and the Becke 88 functional (BP86) [41]. These functionals are
constructed in terms of an enhancement factor [42] as
EGGAXC [ρ] =
∫











is the Wigner-Seitz radius.
For the PBE functional the exchange component of this enhancement factor can be
simply as
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with κ = 0.804 and µ = 0.21951 where these quantities are determined from fun-
damental constants. PBE was developed to satisfy a set of known conditions of
the behaviour of the correlation energy density using only fundamental constants,
building on both LDA and earlier GGA methods. Because it does not depend on
empirical properties, the PBE functional is not the best approximation for any spe-
cific property of a system, however in general it provides a reliable approximation for
a range of systems, and as such remains one of the most widely used GGAs. More
empirically determined approximations typically provide better approximations for
specific properties in specific systems. For example, the LYP correlation functional
is parameterised by a fitting to a helium atom [40] and is particularly accurate
when applied to molecular systems, but performs much worse when applied to some
metallic systems [43].
Some functionals are constructed to satisfy known exact conditions of the behaviour
of the exchange-correlation energy density, though there is not a single parameter-
isation that satisfies every exact condition and many such parameterisations are
available. There are also many empirical parameterisations that are fitted to ex-
perimental data enabling these functions to better represent certain sets of physical
systems. However, this can lead to deficiencies when applied to systems that are
outside the set of systems used to parametrise these functionals.
Meta-GGAs
An obvious further extension to GGAs is to include terms dependent on ∇2ρ or
higher derivatives of the electron density, along with terms dependent on the kinetic
energy density τ [ρ] [44, 45]. Such functionals are known as Meta-GGA function-
als and have been shown to offer improvements over GGAs [46]. Meta-GGAs have
had some successes such as the Minnesota set of functionals [47, 48] a highly pa-
rameterised set of Meta-GGA functionals which are widely used in the quantum
chemistry community. For these meta-GGAs the empirical parameterisations used
in their construction can lead to accurate energy predictions for specific sets of sys-
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tems, but more accurate results may not mean the functionals are approaching the
exact DFT solution. Improvements in DFT energetic results are not necessarily
matched by an improvement in the quality of the predicted electron densities [49].
2.3.5 Spin Density Functional Theory
So far, the systems that have been considered are assumed to be spin neutral systems
with an equal number of spin up and spin down electrons. These systems can
be treated by having N
2
pairs of electrons. Each pair of electrons differ only in
spin and these pairs of electrons share the same Kohn-Sham equation and Kohn-
Sham orbitals. In such a spin symmetric system each Kohn-Sham orbital can be
considered to be doubly occupied and only half the number of electrons need to be
considered. In systems where the numbers of up and down spins are not symmetric
the Kohn-Sham equations are modified to reflect that the behaviour of the differing
spin channels may no longer be the same [25]. Unlike DFT, which depends on the
electron density, these methods instead depend on the spin-densities and are known
as spin-density functional theory (SDFT).
In unrestricted SDFT the Kohn-Sham potential is spin-dependent and the electron





where σ is a spin index. The total energy of the system depends on these spin
densities and the exchange and correlation energy is written as EXC[ρ
↑, ρ↓]. The
total energy must be minimised with respect to the two spin density resulting in





+ vext(r) + VH[ρ](r) + VKS[ρ
σ](r)
]





Each orbital in this case is distinct for spin up and spin down electrons. The differ-
ence in the potentials VKS[ρ
↑] and VKS[ρ
↓] defines a magnetic field aligned along the
z axis [50]:
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Non-collinear SDFT will not be used in this thesis as these cases require a more
involved mechanism to incorporate into the framework of DFT [51,52].
2.4 Beyond Local Density Functional Theory
2.4.1 Hybrid Functionals
An extension to the DFT theory is to use the Hartree-Fock exact exchange energy
as a component of the DFT energy, originally proposed by Becke [53–55] with a













where λ determines the interaction strength of the electron-electron interaction and
UXC is the exchange correlation energy. As λ varies from λ = 0 to λ = 1 it connects
the non-interacting Kohn-Sham system (λ = 0) with the fully interacting system
(λ = 1) by “switching on” the 1/|r1 − r2| Coulomb repulsion between electrons.
This results in a continuous set of systems with varying electron-electron interac-
tion strengths, all sharing the same ground state electron density ρ. Becke’s “half
and half” functional is a linear interpolation of this integral using the LDA DFT
approximation for the fully interacting case and the Hartree-Fock term for the non-
interacting exchange energy expression. In his original formulation Becke uses the
orbitals from the local LDA Kohn-Sham potential. In subsequent formulations the
orbitals are calculated self-consistently.
In order to have a self-consistent hybrid functional, consistent total energies and
Kohn-Sham equations are required. Through appeals to the adiabatic connec-
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tion [56,57] a generalised Kohn-Sham equation, including a non-local Fock-exchange









The factor α determines the ratio of Hartree-Fock exchange to local Kohn-Sham
exchange present in the method, VH(r) is the Hartree potential shared by both
Hartree-Fock and Kohn-Sham DFT, V̂F is the non-local Fock-exchange operator, and
V KSX (r), V
KS
C (r) are the Kohn-Sham exchange and correlation potentials. Combining
this generalised Kohn-Sham equation with the energy expression
EHYB[ρ] = Ts[ρ] +Eext[ρ] +EH[ρ] + αE
HF
X [ρ] + (1− α)EDFTX [ρ] +EDFTC [ρ] (2.4.66)
allows the construction of a hybrid DFT method.
Due to the flexibility in the value of α and the choice of local exchange and correlation
functionals, many hybrid formulations have been developed under the generalised
Kohn-Sham scheme. The inclusion of non-local Fock exchange tends to improve
descriptions of geometries and binding energies [58–60]. Some functionals make use
of a single GGA functional such as the PBE0 [61] hybrid which uses full PBE cor-
relation and 75% PBE exchange along with 25% Fock exchange, while the popular
B3LYP functional [62] uses a combination of LDA and GGA functional approxima-
tions for both the correlation and local exchange components. These functionals are
generally determined by empirically fitting the results of the calculation to experi-
mental data allowing for the generation of accurate results. However, these empirical
fittings come at the expense of an ab-initio formulation and may not apply outside
the fitted systems. A method has been developed by which the optimum hybrid
mixing can be determined from an analysis of an estimate of the behaviour of the
hybrid under various hybrid mixing parameters [61, 63], this method allows for a
more rigorous hybrid to be defined without relying on empirically fitted parameters.
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2.4.2 The Optimised Effective Potential Method
As established by the Hohenberg-Kohn theorems, the energy of the system is uniquely
determined by the electron density or the external potential. So far the energy ex-
pressions in the LDA and GGA methods have been explicit functionals of the density.
It is still possible, however, to make use of the Kohn-Sham formalism with an en-
ergy expression that is not an explicit functional of the density. For some energy
expressions, such as the Hartree-Fock energy, the energy depends explicitly on the
electron orbitals and as such does not have an explicit density dependence
E[ρ] = Ts[ρ] + Eext[ρ] + EH[ρ] + EXC[{φi[ρ]}]. (2.4.67)
Here, the exchange-correlation potential depends explicitly on the electron orbitals
which themselves are implicit functions of the electron density φi[ρ](r). By the
Hohenberg-Kohn theorems the system has a unique electron density and conse-
quently a unique Kohn-Sham potential VKS. The ground state is determined by
minimising the total energy expression with respect to the Kohn-Sham potential




Using the chain rule this derivate can be performed with an intermediate derivative














where c.c. is the complex conjugate. The derivative of the orbital φi(r) with respect
VKS can be determined from the Kohn-Sham equations through first order perturba-
tion theory shown in Appedix A.1. This method is known as the optimised effective
potential (OEP) method, and was originally suggested by Sharp and Horton [64] for
application to single atoms. This limited application was later expanded upon and
applied in general to the Hartree-Fock energy functional [65]. This method is most
often applied with the Hartree-Fock total energy functional. However, it is applica-
ble to any orbital dependent functional, and allows a Kohn-Sham treatment of these
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non-local, or orbital dependent, functionals. The case of the OEP method applied
to the Hartree-Fock potential has been shown to be equivalent to an exact-exchange
only Kohn-Sham method [66].
2.4.3 The OEP Exact Exchange Method
The most common use of the OEP method is including the Fock exchange energy
from the Hartree-Fock method, and evaluating it with electron orbitals from a local
potential. The total energy expression is
E[VKS] = Ts[VKS] + Eext[VKS] + EH[VKS] + EX[VKS] (2.4.70)
where all these energies are implicit functionals of a local Kohn-Sham potential







φi(r) = εiφi(r). (2.4.71)
This energy functional neglects a correlation energy term and as such this will be a
demonstration for exchange-only OEP, however the OEP method is flexible enough
to allow for the inclusion of a correlation energy term if one is required. Minimising













+ c.c. = 0. (2.4.72)
From first order perturbation theory, shown in Appendix A.1, the derivative of the













The derivative of the energy expression can be taken by evaluating energies with an



















the derivatives with respect to the density are known from DFT to be
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where the derivative of the kinetic energy has been substituted with −VKS from the
Kohn-Sham equation(2.4.71). This substitution neglects a constant term from the
eigenvalues εi, however, as the potential can only be determined uniquely up to a
constant by the Hohenberg-Kohn theorem, this term does not affect the calculation









when EX is an explicit functional of ρ, if instead EX is not an
explicit functional of the density, as it is here, this derivative is instead an effective






the derivative in (2.4.75) simplifies to
δ
δρ(r′′)
[Ts[ρ[VKS]] + Eext[ρ[VKS]] + EH[ρ[VKS]]] = −Veff(r′′). (2.4.78)









′′)δ(r′ − r′′) (2.4.79)
























′′)δ(r′ − r′′) = −Veff(r′)φ∗i (r′). (2.4.80)
The derivative of the Fock-exchange energy with respect to the electron orbitals
gives the Fock-exchange operator
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′) + c.c. (2.4.83)
which equals zero at the energy minimum. The expression under the integral is
antisymmetric under exchange of i, j and the summations reduce to over occupied


































′) + c.c. (2.4.85)




















































′)χ(r, r′) + c.c. = 0 (2.4.89)
which must be solved to find Veff. The density-density response functional χ(r, r
′)
has been shown to have only a single null eigenvector, being that of the constant
function [67]. Thus it is possible to invert χ(r, r′) and the minimising potential of




For methods where the basis set is used to represent φ(r) is small, such as with
a Gaussian basis (see section 2.5.1), χ(r, r′) can be inverted, and (2.4.90) can be
directly calculated in order to obtain Veff(r). This inversion of χ(r, r
′) can be com-
puted efficiently and the minimising local potential can be found quickly. However,
while this inversion is well defined for a complete infinite orbital basis set, for a prac-
tical calculation there are finite basis set effects which cause serious mathematical
difficulties [68–70].
In plane wave methods (see section 2.5.2) the inversion of χ(r, r′) is often impracti-
cal due to the large basis sets used, and the potential Veff(r) can instead found by
minimising the total OEP energy using a steepest descent, conjugate gradient, or
other direct minimisation method (see section 2.6).
Calculation of the matrix χ(r, r′) can pose difficulties in all methods as its con-
struction requires knowledge of all the unoccupied orbitals. These orbitals require
more accurate basis sets to be adequately represented, increasing computational
cost. For a practical calculation the infinite sum must be truncated to a finite
number of unoccupied orbitals, that can introduce discontinuous behaviour in the
OEP. These difficulties have led to approximations which simplify the expression
of χ(r, r′), with the method of Krieger, Li, and Iafrate (KLI) [71] fixing the energy
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Similarly, the common energy denominator method (CEDA) [72] makes use of the
antisymmetry of exchanging i, j in Eq. (2.4.85) for i, j ≤ N . This antisymmetry
allows a cancellation of all terms with j ≤ N . Once this cancelation has been














These methods allow good approximations for the full OEP method with a reduced
computational cost, with the CEDA method being improved compared to the KLI
method as it ensures that the denominators approximated with ∆ all have the same
sign, whereas in KLI this denominator does not have the same sign, introducing
errors. Methods have also been developed to calculate the full OEP without re-
quiring an infinite summation using the Hylleraas variational principle [73] and the
completeness relation of the Kohn-Sham orbitals to define an alternative way to
calculate δE[VKS]
δVKS(r)
[74]. These methods are all applicable to a general OEP method
that can be calculated for orbital dependent potential functions in a similar manner
as that used for the Hartree-Fock potential.
2.5 Representing the Orbitals
In order to perform calculations using electronic structure methods the orbitals have
to be represented in some form. The simplest representation is to construct the or-
bitals discretely on a grid. Adequately representing the gradient and integral terms
necessary for a DFT calculation requires a fine mesh of grid points. This leads
to computationally expensive calculations, both in terms of calculation time and
memory required to store the large grids involved. Despite these drawbacks, grid
based approaches remain a viable method for solving the DFT equations [75,76]. On
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modern computers, which allow massive parallelisability, grid methods have shown
promise in constructing order N DFT methods [77,78].
In the vast majority of DFT calculations, and all those calculations considered in
this thesis, the orbitals are expanded in a basis set. Basis sets reduce the need for a
fine discrete grid and greatly reduce computational cost of the calculations. There
are two main basis set types; the choice of which is largely dependent on the systems
considered. For atomic or molecular systems a basis set which is localised on the
individual atoms in the system is preferred. While for electrons in a periodic infinite
system, periodic functions such as plane waves, which well represent delocalised
electrons, are often used.
2.5.1 Molecular Systems
In molecular systems the electron orbitals are confined close to the atomic centres
and thus the basis sets for describing these orbitals should also be localised around
the atomic centres. For such localised orbitals an immediate first choice would be
to begin with the solutions of the Schrödinger equations for a hydrogen like atom.
These basis set elements, known as Slater-type orbitals (STOs) [79], have the form
χSTO = rn−1Ylm(θ, φ)e
−ζr (2.5.93)
where Ylm is the angular component of the basis and n, l,m are the quantum numbers
of the electron. This choice of basis runs into difficulty when the number of atomic
centres grows, and scales poorly when calculating integrals of several electrons, re-
quired to calculate the Hartree energy. An alternative was proposed by Foster and
Boys [80] which utilised Gaussian functions to approximate certain, difficult to in-
tegrate, STOs and was further developed to approximate, in general, STOs [81,82].




Because products of GTOs can be written as a linear combination of GTOs, inte-
May, 2021
2.5. Representing the Orbitals 33
grals have a closed form expression. Therefore GTOs allow for efficient calculations
of the integrals used in DFT methods. As these orbitals, unlike STOs, are not
physically motivated, they make a poorer approximation to electronic orbitals and
require several basis set elements to reasonably approximate the true electron or-
bitals. However, the ease of performing integrals with GTOs makes them ideal for
calculations with many interacting electrons with different atomic centres [83]. In
order to save computational time it is desirable that the set of Gaussian orbitals cho-
sen has as few basis set functions, while also containing enough elements to provide
reasonable accuracy. A basis set with few functions may adequately describe a lone
electron in a hydrogen-like atom, but will fail to properly describe an interacting
electron in a molecule. The more basis functions in a basis set, the more accurate
a representation the basis set provides. There are many basis sets available for
molecular calculations [81, 84–86] with varying trade-offs between speed and accu-
racy. A commonly used set of Gaussian basis sets are the correlation consistent basis
sets [87–89] which are designed to reproduce atomic natural orbitals from correlated
calculations. While GTOs are computationally easy to implement, they come with
some disadvantages. The basis sets are difficult to systematically improve as larger
basis sets have entirely different Gaussian expansion to a smaller set. GTOs are
also poor at describing diffuse, weakly bound electrons as they are constructed to
describe bound electron orbitals. Weakly bound orbitals often require augmented
basis sets containing additional, diffuse Gaussian functions.
2.5.2 Periodic Systems
In periodic systems there are an infinite set of orbitals to represent and we make use
of Bloch’s theorem to define these orbitals in a plane wave basis set. In a periodic
system Bloch’s theorem allows the wave function of the infinite electron orbitals to
be expressed as a number of Bloch functions equal to the number of electrons in the





where the function uσj (r) is periodic over the unit cell of the system and e
i(k·r) is a
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phase factor dependent on the momentum vector k. In a periodic system the choice
of r and k are not unique choices but are both periodic under r+R or k+G, where
R is a vector of the Bravais lattice, and G is a reciprocal lattice vector. Due to
these periodicities the choice of r can be restricted to inside the primitive unit cell,
and k can be restricted to inside the first Brillouin zone. These restrictions ensure
that each φσi,k(r) is unique for these choices of r,k. The function u
σ
j (r) can further






where G are the reciprocal lattice vectors of the system. The expansion of the






The plane-wave representation of the electron orbitals allows a flexible description
of the wave functions which is independent of the location or type of molecules in
the system. This picture of electron orbitals depends on the choice of k-point k
which can take a continuum of values in the Brillouin zone and must be discretised.
The choice k-points is made through the use of a Monkhorst Pack grid [90,91] which
discretises the space in the Brillouin zone into a regular array of Nx×Ny×Nz points,
specified by Nx, Ny, Nz points in each axis.
The infinite summation over the reciprocal lattice vectors G must also be truncated
in order to make the plane-wave basis set practical for use in computation. The
electron wave function in a periodic system is expected to vary smoothly, and basis




|G + k|2 (2.5.98)
and will have a small contribution to the overall wave function. As most behaviour
will be described by plane waves with a small kinetic energy a cutoff energy Ecut for
basis elements can be introduced for which basis elements with energies above this
will not be included. This cutoff energy can be determined by increasing the value
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of Ecut until the total energy of a calculation converges sufficiently. This allows a
controllable accuracy to be obtained using plane waves and, if further accuracy is
required, the cutoff energy can be increased further, including more basis functions
with higher kinetic energy. A higher cutoff energy will improve the representation
of the electron wave function, at the expense of a larger and more computationally
demanding basis set.
Plane wave basis sets are very efficient when treating slowly varying electron or-
bitals, however electrons close to atomic nuclei have a much higher kinetic energy
and consequently have rapidly oscillating wave functions requiring a very large cut-
off energy in order to sufficiently represent these orbitals. This rapid oscillatory
behaviour is confined to regions near the atomic nuclei where electrons are well
localised meaning that a high cut-off energy is being required to model high en-
ergy core electrons that are typically not involved in chemical bonding. In order
to improve efficiency these high energy orbitals can be treated using pseudopoten-
tials [92–94] that replace the potential of the nuclei and core electrons with a single
fictitious potential. This potential is constructed such that it reproduces the correct
potential corresponding to the nuclei plus core electrons outside a cut-off radius
from the nuclei but inside this radius the potential is smoothly varying instead of
rapidly oscillating resulting in a smoother wave function. As the rapidly oscillating
core electrons and potentials have been removed from the calculation the cut-off
energy required by the plane wave basis set is greatly reduced. The cut-off energy
can be reduced by several orders of magnitude this way. The use of pseudopotentials
also reduces the overall size of the calculation by removing the core electrons and
replacing them with a screened nuclear potential. Treating some of the electrons in
the systems with a pseudopotential reduces the number of electrons described using
DFT, further speeding up the calculation.
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2.6 Obtaining the Ground State
The Hatree-Fock, DFT, and the OEP methods are all variational methods where the
ground state wave function must be found by minimising a total energy expression.
For any wave function
〈Ψ| Ĥ |Ψ〉 ≥ E0 (2.6.99)
and this equation is only an equality for Ψ = Ψ0, the ground state wave function.
In order to calculate the ground state a trial wave function is generated, either ran-
domly or as the solution to a preliminary calculation. From this trial wave function
the electron density and the Kohn-Sham potential can be calculated using a par-
ticular approximate exchange and correlation function. The Kohn-Sham equations
are constructed and diagonalised with the eigenvectors becoming the the new set
of orbitals. Updating this way can lead to oscillations, or even divergence of the
orbitals. As such a suitable minimisation method must be implemented in order
to achieve convergence. There may be several different minimisation schemes em-
ployed at different levels in calculation and a single self-consistent cycle may make
use of several methods to improve convergence. The techniques covered here are
only some of the basic and most general methods and many more advanced min-
imisation schemes have been developed. It is important to note that even when
convergence is achieved that the system may not necessarily be the global ground
state and the minimisation may have instead converged to local minima.
2.6.1 Density Mixing
A simple method to prevent the electron density from oscillating between very dif-
ferent states is the density mixing scheme. In this method the electron density
is averaged from iteration to iteration in order to smooth out oscillations in the
convergence. In the simplest case the density at the nth step is given as
ρnT(r) = αρ
n−1




2.6. Obtaining the Ground State 37
where ρn−1T (r) is the trial density of the (n−1)th step and ρ
n−1
O (r) is the updated den-
sity outputted when solving the Kohn-Sham equations for the trial density ρn−1T (r).
α is a mixing parameter that determines the weighting of the density change. A
larger α will give a slower but more stable convergence whereas a small alpha can
produce faster convergence, but is more likely to find oscillatory behaviour.
2.6.2 Pulay Mixing(DIIS)
Simple density mixing that uses only the electron density from the current and previ-
ous cycles can be inefficient if the mixing parameter is small, which is often required
to dampen oscillations in convergence. Extensions to mixing routines typically aim
to speed convergence by including density information from several previous steps.
Pulay mixing, also known as direct inversion of the iterative subspace (DIIS) was
developed as a method to improve the convergence of Hartree-Fock self-consistent
calculations [95,96].
DIIS works by calculating an approximate error for each iteration and after a certain
number of steps using these errors to mix the previous results in such a way that it
minimises the error. The mixing is done by defining an error on the vector pi for
each iteration as
∆pi = pi+1 − pi (2.6.101)






The coefficients ci are constrained such that
m∑
i=1
ci = 1. (2.6.103)
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and the coefficients ci can be determined by minimising ∆ · ∆ with the constraint
in (2.6.103):








cjβij − λ = 0 (2.6.106)
where βij is defined as
βij = ∆pi ·∆pj. (2.6.107)



















This method allows the calculation of the optimal mixing of the previous m steps
in order to reduce the error. There are several ways to apply the method [97] and
this method can also be used in conjunction with other minimisation techniques to
further accelerate convergence.
2.6.3 Gradient Methods
When minimising an objective functional if the derivative is available the minimi-
sation can be performed by following the local gradient and stepping “downhill’
towards a minima. The simplest method of these gradient methods is the steepest
descent method which takes the negative of the gradient at a point as the next
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Figure 2.2: The convergence of the steepest descent method compared against the
conjugate gradient method.
direction to step. For a objective functional G[V ] minimised with respect to some
variable V the next iteration is determined by
Vi+1 = Vi + αV
′ (2.6.111)





where the variable α is found by minimising G[Vi+1]. This method will minimise
the objective functional at each step stepping towards the minimum, however this
method can struggle when the objective functional landscape is very flat and the
method takes many small steps.
To improve the convergence of the steepest descent method the conjugate gradient
method is used, for which the step direction V ′ is chosen to be conjugate to previous
V ′. A comparison between the steepest descent and the conjugate gradient method
can be seen in Figure 2.2 which shows that the convergence of the steepest descent
method is strongly dependent on the starting guess, and converges poorly when
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in a steep “valley” in the functional landscape. Figure 2.2 also shows the rapid
convergence of the conjugate gradient method which converges much faster than
the steepest descent method and requires fewer iterations to escape the “valley”.
2.7 Codes Used
2.7.1 The HIPPO Local Basis Set Code
For molecular calculations in this thesis calculations were performed with the in-
house Gaussian basis set code HIPPO [98], this code is used for the implementation
of theoretical methods in DFT, OEP, and reduced density matrix functional the-
ory(RDMFT). Written in FORTRAN 90 it makes use of the LibXC [99] functional
library and uses one and two electron integrals calculated using the GAMESS molec-
ular code [100,101]. The HIPPO code supports correlation-consistent Gaussian basis
and these were taken from the Basis Set Exchange database [102].
2.7.2 The CASTEP Code
For periodic systems, calculations were performed with the CASTEP electronic
structure code [103, 104]. This code is written in FORTRAN 90 and uses a plane
wave basis to run DFT, Hartree-Fock, OEP, and other electron structure calcula-
tions. The code is fully parallelised, makes use of pseudopotentials, and can be
efficiently applied to large and small periodic systems.
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Chapter 3
Properties of the Kohn-Sham
Potential
3.1 Introduction
This Chapter reviews the literature for some well known properties of the Kohn-
Sham potential and the corresponding Kohn-Sham auxiliary system. These prop-
erties are shown for the exact DFT potential and the errors introduced when using
approximate energy functionals are highlighted. These properties are included for
completeness and background for work undertaken in this thesis.
3.2 Ensemble DFT for Systems With Fractional
Occupation
The theorems established so far for DFT all treat the system of interest as contain-
ing a fixed, integer number of electrons. However it is possible to consider physical
systems with an average non-integer number of electrons and DFT can be extended
to describe such ensembles [105]. This fractional average number of Z − ω elec-
trons, where 0 < ω < 1, is achieved as a statistical ensemble of two systems, one
with Z electrons and another with Z − 1 electrons with a probability of being in
found in either system. The total ensemble energy is minimised by appealing to
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the constrained search method [19], minimising the total energy over all ensembles
with a given density, then minimising over all densities that integrate to Z−ω. The
resulting ensemble energy is given by
EZ−ω = (1− ω)EZ + ωEZ−1 (3.2.1)
where EZ , EZ+1 are the ground state energies of the N and N + 1 systems. The
ensemble density of this system is given by
ρZ−ω = (1− ω)ρZ + ωρZ−1 (3.2.2)
where ρZ and ρZ−1 are the ground state densities for the N and N − 1 systems.
It should be noted that for an approximate functional such as LDA the exchange
correlation energy can be evaluated for an arbitrary density which can integrate to
some fractional number of electrons. Due to the approximate nature of DFT energy
functionals, the energy obtained from a density which integrates to a fractional
electron number is not equivalent to that which would be obtained by evaluating the
ensemble energy as in Eq. (3.2.1). This ensemble formulation of DFT is particularly
useful when treating the removal or addition of an electron in a system, along with
the disassociation of a molecule. Both of these situations exhibit large errors when
evaluated using approximate functionals without an ensemble approach due to the
non-equivalence of
E[ρZ−ω] 6= (1− ω)E[ρZ ] + ωE[ρZ−1] (3.2.3)
for many approximate functionals, which holds for the exact energy functional.
3.3 The DFT Koopmans’ Theorem
In the Hartree-Fock method it has been shown that the eigenvalue associated with
the nth electron orbital is equal to the ionisation energy of the nth electron from the
system under the frozen orbital approximation. In DFT there is no general relation
for every electron orbital but there does exist an exact relation between the highest
occupied molecular orbital (HOMO) and the first ionisation energy [105, 106]. The
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DFT Koopmans’ theorem is an exact relationship, which accounts fully for relaxation
of the electronic orbitals after the removal of an electron. This is different to the
Hartree-Fock Koopmans’ theorem where the frozen orbital approximation is used
which assumes electron orbitals remain fixed when an electron is removed.
This relation can be proved through a comparison of the asymptotic behaviour of the
density expression in the interacting and non-interacting systems [107, 108]. Both
have an exponential dependence on the ionisation energy for the exact interacting












which, as the Kohn-Sham density is the same as that of the fully interacting system,
immediately gives
IZ = −εZ . (3.3.6)
The exact nature of the functionals is important when demonstrating the equivalence
of the ionisation energy and the Kohn-Sham eigenvalue. This relationship is no
longer satisfied exactly for approximate functionals resulting in significant errors
when calculating the ionisation energy with an approximate functional.
3.3.1 Band Structures
In periodic systems the picture of electron excitations can be investigated through a
band structure calculation. Electrons in a periodic system are represented differently
to those in a molecular system and there are many solutions to the Kohn-Sham
equations which depends on both the band number i and the wave vector k, with
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which defines the electron wave functions φσi,k(r) and the Kohn-Sham eigenvalues
εσi,k. The wave vector k is free to take any value but can always be mapped back
into the first Brillouin zone of the crystal, which are a set of unique points in recipro-
cal space. By sampling points inside the first Brillouin zone the energy spectra can
be determined from the Kohn-Sham eigenvalues εσi,k for every k-point k. In order to
sample the behaviour of the Brillouin zone the band structure is typically calculated
along paths between high symmetry points in the Brillouin zone [109].
The band structure of the Kohn-Sham non-interacting wave functions is often used
to approximate the band structure of the fully interacting system. Much like for
molecular systems this approximation has only been shown in Koopmans’ theorem
for DFT to hold when using the exact DFT functional to calculate the ionisation
energy from the highest occupied band. However, the band structures generated
this way are assumed to provide a qualitative insight into the physics of the system
for all electron bands [110].
Because the energies of the Kohn-Sham orbitals can vary over the Brillouin zone
this makes determining which bands are occupied when performing a calculation
more difficult than for molecular systems. In molecular calculations the N lowest
energy orbitals are all occupied by an integer number of electrons with the occupa-
tion number fσi being either 0 or 1 (or 2 in the case of spin unpolarised systems).
In periodic systems the Fermi energy εF defines an energy for which, at zero tem-
perature, any state lower in energy is occupied and any state higher is unoccupied.
In this picture bands may cross the Fermi energy at points in the Brillouin zone
and to account for this, the band occupation numbers must be extended to include
fractional occupation such that 0 ≤ fσi ≤ 1 (or 0 ≤ fi ≤ 2 in the case of a spin
unpolarised system). In some calculations it can be useful to “smear” the occupancy
of the bands to include occupied states above the Fermi energy. This can be seen as
an extension of DFT to finite temperatures where the Fermi energy and the tem-
perature of the system can be used in a distribution to determine the occupancy of
each band. This extension of DFT to non-integer systems was introduced through
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the use of Mermin’s extension of Kohn-Sham DFT to finite temperatures [111,112].
A typical choice for the distribution of energy states is the Fermi-Dirac distribution








where kB is the Boltzmann constant and T is the temperature of the system. This
“smearing” can be especially important in metals where bands are degenerate, or








fσi,k = N. (3.3.9)
This condition allows the Fermi energy to be determined by varying the Fermi energy
and recalculating the occupancies from the chosen smearing regime (for example Eq.
3.3.8) until Eq. 3.3.9 is satisfied.
3.4 The Derivative Discontinuity
A consequence of the extension of DFT to ensembles of systems with fractional
occupation numbers is the derivative discontinuity [105, 106]. This discontinuity






= E[ρZ−1]− E[ρZ ] = −IZ (3.4.10)
which defines the ionisation energy IZ . Using the relationship for the exact Kohn-
Sham eigenvalue in Eq. (3.3.6) gives
δEN [ρ]
δN
= εZ Z − 1 < N ≤ Z (3.4.11)
for Z − 1 < N ≤ Z this gradient is the Zth ionisation energy but upon crossing to
Z < N ≤ Z+1 this gradient becomes equal to the (Z+1)th ionisation energy. This
results in the energy of a system being piecewise linear as electron number varies,
with a discontinuous change of gradient at integer electron numbers.
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One implication of this piecewise linearity is that molecules disassociate into frag-
ments with integer electronic charge. This is the physically expected result when a
molecular bond is stretched with its behaviour tending towards that of two isolated
fragments. The piecewise linearity implies that the minimum energy state of each
of these fragments is found at integer electron occupation [105], correctly tending
towards the correct result in the limit of infinite separation. However, this property
only holds true if the derivative discontinuity is correctly treated. For approximate
methods the total energy is no longer piecewise linear and may not exhibit a dis-
continuity at integer electron numbers, instead varying smoothly. For molecular
disassociation this can lead to a minimum energy state that does not have integer
electron numbers on each fragment. This incorrect result is mainly attributed to a
self-interaction error present in many approximate theories [114–117].
3.5 The Self-Interaction Problem
The electron density is the controlling quantity in DFT and the interactions of
electrons with the density inherently contain interactions between an electron and its
own contribution to the density resulting in self-interactions [114–117]. The largest
contributions to self-interaction error comes from terms in the Hartree and exchange
energy. When exchange is treated exactly, as in Hartree-Fock, these terms in the
Hartree and exchange energies cancel and such methods are generally considered
to be self-interaction free. Additional self-interaction errors can be found in the
correlation energy, however, such errors are generally smaller than those found in
the Hartree and exchange terms.





































where the final term is a self-interacting term giving the energy of an electron ex-
periencing electrostatic repulsion from itself. When the exchange exactly is treated
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where the same self-interacting term appears with the opposite sign. The self-
interaction energy introduced in the Hartree term cancels exactly resulting in a
total energy expression free from self-interactions. In DFT methods where the ex-
change energy term is approximated, the approximate energy expressions fail to
account for these self-interacting contributions and the self-interacting energy terms
remain in the total energy expression. The inclusion of the self-interacting term
therefore introduces an error into the energy expression. The error introduced by
self-interactions depends on the choice of approximation used to calculate the ex-
change energy, some functionals partially cancel this interaction while others fail to
account for self-interactions at all. The incorrect treatment of self-interactions in
density functional approximations contributes towards some well known errors in
DFT including: artificial stabilisation of delocalised states [114,114], underestimat-
ing electron affinities [118] and the underestimation of ionisation energies and band
gaps [33,119–121].
3.5.1 One Electron Self-Interaction
In a one-electron system self-interaction effects are easy to identify as there are no
electron-electron interactions and the exact energy is given only by the kinetic and
external potential energies. Therefore, for the exact energy functional, contributions
from the Hartree energy and exchange and correlation energy must cancel exactly.
As the exact behaviour of the exchange-correlation energy is known for a one-electron
system the self-interaction error of the system can be defined as
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with ρ(1) as the one-electron density |φ1(r)|2. If an approximate functional fails to
have full cancellation between Hartree and exchange-correlation energies for a single
electron then it exhibits self-interactions. Many commonly used density functional
approximations have a non-zero self-interaction error despite providing accurate
total energies. Typically non-local Hartree-Fock exchange terms are needed to begin
accounting for self-interactions.
3.5.2 Self-Interaction Errors
The effects of self-interactions go beyond the incomplete cancellation of the Hartree
and exchange energy for a one electron system, and functionals which are one
electron self-interaction free can still exhibit many electron self-interaction effects
[122–124]. In a multi-electron system the self-interaction energy is less well defined
than for one-electron systems. The exact total energy expression is unknown, along
with the self-interacting energy contribution from the exchange-correlation approx-


















allows general insight into the energy error introduced by self-interactions. This
term is a positive quantity that is larger when electrons are localised and smaller
when electrons are delocalised. It is therefore energetically more favourable for
states in which the Kohn-Sham electron wave functions are more delocalised. The
tendency for the Kohn-Sham electrons to be more delocalised introduces errors which
significantly affect properties calculated from the Kohn-Sham system [114].
Kohn-Sham Orbital Energies
The self-interaction error energetically favours systems where the Kohn-Sham or-
bitals are delocalised. This favouring of delocalised states changes not only the shape
of the orbitals but also the eigenvalue associated with these states. In the case of the
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eigenvalue of the HOMO this energy corresponds to the ionisation energy through
the DFT Koopmans’ theorem. However it has long been observed that local and
semi-local DFT functionals give particularly poor approximations of the ionisation
energy despite this theorem. Typical errors of several eV are largely associated with
the self-interaction error in approximate DFT functionals. In these systems the de-
localisation of the orbitals due to self-interaction error leads to an artificial raising
of the potential, which in turn leads to smaller Kohn-Sham eigenvalues and a gen-
eral underestimation of the ionisation energies. The Hartree-Fock method, which is
free from self-interaction error, has much smaller errors when calculating ionisation
energies using Koopmans’ theorem. This is due in part to the cancellation between
orbital relaxation effects and the errors from neglecting correlation.
Asymptotic Behaviour of the Kohn-Sham Potential
In molecular system, the asymptotic behaviour of the exact Kohn-Sham potential is
known from a simple argument that Kohn-Sham electrons at long distances from the
system should experience the Coulombic potential of a point charge centred on the
system with a charge corresponding to N −1 electrons. Therefore at large distances
from the centre of a molecule the Kohn-Sham potential should decay as (N − 1)/r.















in order to have the correct asymptotic behaviour the exchange and correlation
potentials should decay as −1/r.
This asymptotic behaviour is not seen with many functionals with Fig. 3.1 showing
the asymptotic behaviour Vxc for the LDA potential in a n atom. It is clear that
the LDA functional does not have the correct asymptotic behaviour and this is
a common error in many density functional approximation (DFA)s [125, 126]. As
can be seen in Fig. 3.1 the LDA Kohn-Sham potential has exponential asymptotic
behaviour as opposed to the −1/r decay that the exact functional should exhibit.
The exponential behaviour is due to the exponential asymptotic decay of the electron
density given in Eq. 3.3.4. The incorrect asymptotic behaviour of the Kohn-Sham
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Figure 3.1: The asymptotic decay of the LDA potential compared to the self-




potential means that a Kohn-Sham electron at large r experiences an electrostatic
repulsion that corresponds to N electrons, including an image of the electron itself.
In this case the electron is less tightly bound to the molecule than in the self-
interaction free case, directly affecting the ionisation energies of molecular systems
as the asymptotic behaviour of the potential at long range strongly determines the
energy required to remove an electron from a system.
Molecular Disassociation
The erroneous result in which molecules disassociate into fractionally charged frag-
ments is also due in part to self-interaction errors [123, 127, 128]. Self-interaction
effects allow a lower energy configuration to be obtained by delocalising electrons
over all fragments in order to minimise the self-interaction of the electrons. This
is opposed to the localisation of full electronic charge onto a single fragment, ex-
pected in the exact system. This results in spurious charges present on disassociated
fragments that can significantly affect the disassociation energies or energies of for-
mation.
3.5.3 Self-Interaction Corrections
As self-interactions contribute significant errors to DFT there have been many at-
tempts to correct for them without having to resort to a more expensive method
such as a full exact exchange treatment [70,114,119,120,129–135]. A portion of this
thesis will be investigating a novel self-interaction correction but there also exist
other methods that aim to correct for self-interactions or construct functionals that
are self-interaction free [33, 136–138].
3.6 Summary
The importance of self-interaction effects has been highlighted in approximate DFT
with the errors due to self-interactions affecting ionisation energies, energies of dis-
association, and the derivative discontinuity. These errors have been investigated
with the main cause of errors being a non-zero one-electron, and many-electron
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As we saw in the previous Chapter, the presence of self-interactions in approximate
DFT methods lead to large errors in properties related to the Kohn-Sham potential.
This Chapter will introduce a self-interaction correction in which the behaviour of
the Kohn-Sham potential is constrained such that it has the correct asymptotic
behaviour. This method was introduced by Gidopoulos and Lathiotakis [70,139] in
2012 and I improved and extended this method. This Chapter will present results
from my application of this method to a wide variety of systems and functional
approximations [140].
4.2 Theory
As has been shown self-interaction error in a DFA can manifest in the asymptotic







where N is the number of electrons in the system. In DFT the Kohn-Sham potential
















Therefore, in a self-interaction free method the exchange-correlation potential should
decay as −1/r in order to give the correct overall asymptotic behaviour. Hence, self-
interaction errors are present when VXC(r) does not decay as −1/r. This does not
guarantee that a method with the correct decay is self-interaction free, as it may
still exhibit self-interactions in its short range behaviour. In many popular and well
used density functional approximations VXC(r) is found to decay exponentially fast
as seen in Section 3.5.2. In these approximations the overall asymptotic behaviour
of the Kohn-Sham potential decays incorrectly as N/r, therefore a long distance
from the system an electron sees a potential which includes an interaction with
itself. These self-interactions in the Kohn-Sham potential has significant effects on
the ionisation energy predicted by the DFT Koopmans’ theorem [70].
4.2.1 Quantifying Self-Interactions With Poisson’s Law
The presence of self-interactions in a DFT approximation can be quantified in terms
of an effective charge density ρHXC(r) whose electrostatic potential gives VHXC(r)
[70]. That such a charge density exists is justified through Poisson’s law, with which
we define the charge density ρHXC as







Eq. 4.2.3 holds for a sufficiently well behaved potential. The presence of self-
interactions can be seen from the behaviour of the potential in the limit of large r,
and can be found by integrating the charge density ρHXC(r). If
∫
drρHXC(r) = N−1
the asymptotic behaviour of the system is correct, while if
∫
drρHXC(r) > N − 1
then there are self-interactions present in the approximation.
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4.2.2 A Modification to the Kohn-Sham Equations
A method for correcting for SI effects in the KS potential (but without correct-
ing the energy) was proposed by Gidopoulos and Lathiotakis [70, 139]. In place
of VKS(r) = VHXC(r), it employs an effective local potential which represents the









the Hartree potential of some auxiliary density ρrep(r) which is distinct from the
electron density of the interacting system. This change allows for easy control of
the asymptotic behaviour of the Kohn-Sham potential while leaving the energy ex-
pression of an approximation unchanged. Constructing the Kohn-Sham potential
this way, it is clear that the asymptotic behaviour, and therefore the level of self-
interaction error, in the method is determined by the value of
∫
drρrep(r). To ensure
the method is self-interaction free constraints must be placed on this auxiliary den-
sity. It should be noted that the potential Vrep, which plays the role of VHXC in the
KS equations, is not defined as the functional derivative of the approximate HXC
energy with respect to the density and must be determined in a different way.
4.2.3 Constraints on ρrep
Despite a change in the Kohn-Sham expression, performing an unconstrained min-
imisation of the total energy with respect to the effective potential Vrep(r) would
result in Vrep(r) = VHXC(r), returning the DFT result with the same self-interactions
as the original method. Therefore constraints must be applied in the minimisation
of the total energy in order to obtain a self-interaction free potential. There are two
constraints that are required on the auxiliary density
∫
drρrep(r) = N − 1 (4.2.5)
ρrep(r) ≥ 0. (4.2.6)
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The first of these constraints ensures that Vrep(r), the electrostatic potential of ρrep(r)
has the (N − 1)/r asymptotic behaviour of a self-interaction free potential. For
approximate functionals that exhibit self-interaction errors, the constraint in Eq.
(4.2.5) on its own is not sufficient to yield physical potentials: in the minimisation of
the total energy, it is energetically favourable for the charge of −1 to be distributed
far away from the system where the effect on the Kohn Sham potential near the
molecule is negligible. In order to make the constraint in Eq. (4.2.5) have an
effect, the additional positivity constraint of Eq. (4.2.6) is introduced that forces the
charge of −1 to be distributed in regions where electrons are present. This positivity
constraint is motivated by requiring the auxiliary density to represent a system of
N − 1 electrons with a density ρrep(r) which repels the Kohn-Sham electrons, and
will therefore be a positive definite quantity. Additionally the combination of the
constraints in Eq. 4.2.5 and Eq. 4.2.6, when applied to a one electron system, gives
the exact Vrep(r) = 0.
4.2.4 Method
In order to obtain self-interaction-free results the total energy of the system
EVext [ρ] = Ts[ρ] + Eext[ρ] + EH[ρ] + E
DFA
XC [ρ] (4.2.7)
where EDFAXC is the exchange-correlation energy of a DFA which may or may not






+ Vext(r) + Vrep(r)
]
φi(r) = εiφi(r) (4.2.8)
where Vrep(r) has the form in Eq. (4.2.4) and is subject to the constraints in Eqs.
(4.2.5),(4.2.6). By the Hohenberg-Kohn theorem the energy is an implicit functional
of the Kohn-Sham potential which, by construction, is itself a functional of the
auxiliary density ρrep. The total energy is therefore a functional of this density





This energy can be minimised under constraints through the use of a Lagrange
multiplier and a penalty function. The Lagrange energy term is
EL[ρrep] = −λ
[∫
drρrep(r)− (N − 1)
]
(4.2.10)
enforcing the constraint that the auxiliary density must integrate to N − 1. The
penalty term
EP [ρrep] = Λ
[∫
dr|ρrep(r)| − (N − 1)
]
(4.2.11)
in conjunction with Eq. (4.2.10) enforces the positivity constraint on the auxiliary
density ρrep by imposing an energy penalty when the auxiliary density has negative
components. These energy terms allow an objective functional to be constructed for
this method
G[ρrep] = EVext [ρrep] + EL[ρrep] + EP [ρrep] (4.2.12)
which, when minimised with respect to the auxiliary density, gives a constrained,
self-interaction free Kohn-Sham potential. At the minimum of G[ρrep] the derivative



















= Λsgn [ρrep(x)] (4.2.15)
where sgn is the sign function. The derivative of the DFT energy is more difficult as
it is not an explicit functional of the auxiliary density and is calculated in a similar
















where ρ(r) is the electron density. These derivatives can be evaluated using results








where χ(r, r′) is the density-density response function of the non-interacting system
from Eq. (2.4.85). The final derivative can be evaluated from the definition of
Vrep(r

















drχ(r, r′) [VHXC(r)− Vrep(r)]− λ+ Λsgn [ρrep(x)] = 0
(4.2.21)
































|r′ − x||r− y|
(4.2.24)




dyχ̃(x,y)ρrep(y) = b̃(x)− λ+ Λsgn [ρrep(x)] (4.2.25)
which, as the electron orbitals are implicitly determined by the auxiliary density,
this defines an equation that allows the auxiliary density to be determined in a
self-consistent manner. This concludes the theoretical review of the self-interaction
method of Gidopoulos and Lathiotakis.
4.2.5 Implementation With Molecular Basis Sets
This method was implement in a molecular basis set code HIPPO by Lathiotakis
[70, 98]. In this implementation the auxiliary density must be represented in terms






and the minimisation with respect to ρrep(x) becomes a search for the minimis-
ing coefficients νk. Substituting the basis set expansion of Eq. (4.2.26) into Eq.
































Aklνl = bk − λXk + ΛX̃k. (4.2.32)




A−1lk bk − λ
∑
k




The Lagrange multiplier can be determined from the constraint in Eq. 4.2.5 on the
auxiliary density. Writing Eq. (4.2.5) in terms of the basis set

























which can be used in conjunction with Eq. (4.2.33) to calculate the basis set coeffi-
cients νl.
4.2.6 Numerical Considerations
When represented in a finite orbital basis, the matrix Akl has vanishingly small
eigenvalues and when performing the inversion this requires a singular value de-
composition (SVD) in order to remove projections to the (almost) null eigenvalues
from the matrix. The choice of cutoff point for the nonzero eigenvalues is often
ambiguous. Including too many small, but non-zero, eigenvalues, leads to a slower
and likely non-convergent calculation, while omitting too many may not provide the
correct inversion of the matrix Akl. Different cutoffs may result in slightly different
ground states being obtained and a cutoff of ∼ 10−5 was found to be a good choice
for most molecules. For a better way to determine the cutoff point for the singular
eigenvalues, see Ref. [141].
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Start with initial guess
for the KS orbitals
From the KS orbitals










Recalculate Vrep from ρrep














The iterative procedure to minimise the objective functional is shown in Fig. 4.1, in
this iterative procedure an initial guess is not needed for ρrep instead the calculation
is initialised with the Kohn-Sham orbitals from an initial guess, e.g. LDA orbitals.
The iterative scheme consists of two loops, an outer and inner loop, beginning from
an initial choice of orbitals the outer loop is entered and the quantities χ̃, Akl, bk, Xk,
X̃k are calculated for the particular orbitals. The calculation then enters an inner
loop where the coefficients of the basis set representation of the auxiliary density
are calculated from Eq. (4.2.33), this allows the auxiliary density to be calculated
from Eq. (4.2.26). From the new auxiliary density Xk and X̃k can be recalculated









which from the constraint in Eq. (4.2.6) was desired to be as small as possible.
Practically, a criterion for positivity Qneg < 10
−6 was used.
In the inner loop a density mixing scheme was used when calculating ρrep and the
efficiency/convergence were controlled by the values of the penalty parameter, Λ,
and the mixing parameter, xm. Typically, for Λ, a value of the order of ∼ 100 a.u.
worked well when combined with a small starting value for xm (∼ 10−8). This
mixing parameter was dynamically increased and decreased based on the change of
Qneg at each successive iteration in order to aid convergence.
Once the auxiliary density had converged with a sufficiently small negative com-
ponent this was then used to recalculate the potential Vrep and with this updated
potential the Kohn-Sham orbitals were obtained to be used for the next iteration of
calculation. Kohn-Sham orbitals were updated until the total energy given by Eq.





For my application of the constrained method I made use of the HIPPO code [70,
98] and applied the method to a wide variety of systems with various functional
approximations. The HIPPO implementation of the constrained method makes use
of Gaussian basis sets to expand both the orbitals and the auxiliary effective density;
for the expansion of the orbitals the cc-pVDZ basis set was used as a compromise
between accuracy and speed for the calculations. The auxiliary density was found to
require a larger basis in order to allow the variational flexibility for the minimisation
to be successful. This density, unlike the electron density, is represented with only
a single basis set element while the electron density uses a product of two basis set
elements. In order to provide a large enough basis set the uncontracted version of
the orbital basis set was chosen to represent the auxiliary density.
4.3.2 Asymptotic Behaviour
The aim of the correction is to fix the asymptotic behaviour of the DFT exchange
potential such that it has the correct decay at long range of −1/r. From Fig. 4.2 it
is clear to see that the constrained potential has the correct asymptotic behaviour
following in the −1/r decay. The effect of the constraint appears to manifest as a
shift in the potential such that the asymptote tends to −1/r with the main features
of the potential remaining unchanged. This shift in the potential will have a cor-
responding shift in the electron orbital eigenvalues and consequently a shift in the
ionisation energies.
4.3.3 Ionisation Energies
The ionisation energies as calculated from the Kohn-Sham eigenvalues are used as an
indicator of self-interaction errors. These results are compared to experimental re-
sults from the NIST computational chemistry comparison and benchmark database
(CCCBDB) [1]. To show the applicability of this method to different approxima-
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Figure 4.2: The behaviour of the LDA and the Constrained LDA (CLDA) exchange-






























Figure 4.3: Calculated ionisation energies(IEs) using the LDA compared with ex-
perimental values [1]. Blue stars show results from unconstrained minimisation; red
boxes show results of the constrained minimisation. Red and blue lines are guides to
the eye. The IE is found as the negative of the HOMO energy. The black dotted line
corresponds to the ideal correlation between an exact calculation and experiment.
tions, three DFAs were investigated, LDA, PBE, and the hybrid functional B3LYP.
These DFAs are among the most popular functionals for electronic structure calcu-
lations and they all contain self-interaction effects, to some degree.
The results for the calculated HOMO energies are plotted against the experimental
results in Fig. 4.3 for LDA, Fig. 4.4 for PBE and Fig. 4.5 for B3LYP. From these
plots, it is clear that the results of all the unconstrained methods give poorer fits
to the experimental results than the constrained, with the latter being closer to
the ideal correlation between calculation and experiment. For all three approxi-
mate functionals, the calculated IE almost always underestimates the experimental
IE. This well-known underestimation of the IE [142] continues to be present, but
substantially reduced, in the constrained results except in a handful of cases.





























Figure 4.4: Calculated IEs using the PBE functional compared with experimental
values [1]. Blue stars show results from unconstrained minimisation; red boxes
show results of the constrained minimisation. Red and blue lines are guides to the
eye. The IE is found as the negative of the HOMO energy. The black dotted line





























Figure 4.5: Calculated IEs using the B3LYP hybrid functional compared with ex-
perimental values [1]. Blue stars show results from unconstrained minimisation; red
boxes show results of the constrained minimisation. Red and blue lines are guides to
the eye. The IE is found as the negative of the HOMO energy. The black dotted line
corresponds to the ideal correlation between an exact calculation and experiment.
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N . The inferior performance of the unconstrained relative to
constrained minimisation, is seen clearly in this figure, with IE errors of 4 eV or more
occurring frequently in the unconstrained case. The improvement of (unconstrained)
B3LYP results over LDA and PBE is also evident, due to the partial cancellation
of SIs in B3LYP due to a component of the exact exchange energy included in
the hybrid method. This improvement, however, is surpassed and offset by the
constrained minimisation technique to obtain the effective potential, with the three
approximations giving similar results to each other.
A quantitative summary of the observations of the graphs in Figs. 4.3 - 4.6 can
be found in Table 4.1. There, the average error, ∆̄, and the percentage error δ̄,
defined by averaging over the absolute value of ∆IN from Fig. 4.6, and |∆IN |/IN
is shown. The standard deviations σ and σ̄ of the absolute values of the ∆IN and
|∆IN |/IN are also shown. The improvements of the constrained methods amount
to a reduction in the average error for LDA and PBE by ∼ 2.5 eV while the B3LYP
average error is halved to ∼ 1.5 eV. For LDA and PBE these reductions correspond
to a percentage improvement of 25% and for B3LYP the improvement is 14% over
the unconstrained result. The standard deviation of the constrained results are
smaller than the unconstrained for LDA and PBE and almost equal for B3LYP. The
quality of the results improves not only because the average error decreases but also
the standard deviation, reducing the spread of these results.
An important result that is evident in Fig. 4.6 and Table 4.1 is the similarity of
the results of the constrained optimizations, with all three approximations giving
similar averages and similar deviations. One might expect this for the CLDA and
CPBE calculations, since the unconstrained results are similar. However, although
the B3LYP results are shifted by approximately 1 eV compared to the LDA and
PBE results, the CB3LYP results show no such shift when compared to CLDA and
CPBE. This demonstrates that the potential that is constructed as a result of the




































































































































































Table 4.1: The average error, ∆̄, standard deviation of the error, σ, average percent-
age error, δ̄, and standard deviation of the percentage error, σ̄, from experimental
results [1] for the ionisation energy (IE) for the molecules in Fig. 4.6. The IE was
approximated by the energy of the HOMO calculated using unconstrained function-
als LDA, PBE, B3LYP and the constrained minimisation of the functionals CLDA,
CPBE, CB3LYP. The average energy increase, ∆E, of the total energies of the
constrained calculations compared to the unconstrained are also shown.
LDA CLDA PBE CPBE B3LYP CB3LYP
∆̄ (eV) -4.08 -1.61 -4.20 -1.51 -2.94 -1.42
σ (eV) 0.93 0.74 0.94 0.77 0.71 0.73
δ̄ 38% 15% 39% 14% 27% 13%
σ̄ 6% 6% 5% 7% 5% 6%
∆E (meV) 0.1 0.2 0.3
Calculations have also been performed on a set of closed-shell anions where the IE
coincides with the electron affinity (EA) of the neutral system. The results found
in Table 4.3 demonstrate a clear advantage of these calculations over unconstrained
calculations. As can be seen from Table 4.2 a cc-pVDZ basis set is unsuitable for
calculations involving anions due to the diffuse nature of the HOMO. For these
calculations the augmented cc-pVTZ basis containing additional diffuse functions
was deemed sufficiently well converged for application to anions.
With most approximate density functionals, the HOMO of the ions is found positive,
i.e. they are predicted to have unbound electrons in most cases. This is a well
known failure of many density functional approximations. With the constrained
minimisation method, the same density functional approximations now correctly
predict that these anions have bound electrons, in agreement with experimental
results. These results demonstrate that the improvements in the ionisation energies
are not limited to neutral molecules but can also be applied to anions.
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Table 4.2: The convergence of the ionisation energy with respect to basis set for the
Cl- anion. Where each calculation was performed using a contracted orbital basis
set and uncontracted auxiliary basis set of the same basis set type. The prefix “aug”











Due to the introduction of constraints the total energy of the constrained method
will be increased over an unconstrained calculation. In the last row of Table 4.1 the
average increase is shown in the total energy, ∆E, from the corresponding uncon-
strained KS calculation. This increase is rather small, therefore, by enforcing the
constraints of Eqs. (4.2.5), (4.2.6), total energies very close to the unconstrained KS
minimum are obtained while on the other hand the orbital energies of the HOMO
are substantially improved. The price of this improvement is that the optimal po-
tential is no longer the functional derivative of the potential energy with respect
to the electron density. The almost negligible increase in total energy for the con-
strained calculation is consistent with the observation [143] that potential terms
with minimal influence in the total energy are responsible for the large deviation of
the HOMO energies from the IEs. Thus, a viable path for correcting the HOMO




Table 4.3: The calculated IEs (in eV) for a set of anions using both constrained
and unconstrained methods for the functionals LDA, PBE, B3LYP compared with
experimental values [1] for the electron affinities of the neutral systems. The average
error, ∆̄, the average percentage error, δ̄, and the average increase in the total
energies, ∆E, are shown for each of the functionals. All ionisation energies in eVs.
system LDA CLDA PBE CPBE B3LYP CB3LYP Exp
CH−3 - 0.30 - 0.26 - 0.51 0.08
CN− 0.17 2.96 0.05 2.78 1.33 3.45 3.86
Cl− - 2.62 - 2.63 0.86 3.07 3.61
F− - 2.24 - 2.16 0.01 2.62 3.40
NH−2 - 0.23 - 0.15 - 0.50 0.77
OH− - 1.07 - 0.98 - 1.42 1.83
PH−2 - 0.74 - 0.75 - 0.91 1.27
SH− - 1.57 - 1.57 - 1.91 2.31
SiH−3 - 1.30 - 1.30 - 1.50 1.41
∆̄ (eV) 0.66 0.70 0.41
δ̄ (∗) 35% 38% 20%
∆E (meV) 0.015 0.052 0.15




A novelty of this self-interaction correction method is the proposition that deficien-
cies of approximate KS potentials can be corrected by replacing the KS potentials
with variationally optimized effective potentials that satisfy certain properties. In
this method, these properties are that the electron repulsion density integrates to
N -1 and is everywhere positive, Eqs (4.2.5), (4.2.6).
The constrained minimisation method was tested on its prediction for the ionisation
energy of a large set of molecules. Based on these results, the constrained method is
found to offer substantial improvements for all approximate functionals tested, with
a reduction of the average error for LDA from 4.08 eV in the unconstrained case to
1.61 eV with the constrained method. Similar reductions are found for PBE, while
for the hybrid B3LYP functional the average error is almost halved from 2.94 eV to
1.42 eV. The method is also applied the method to the calculation of the HOMO
energies of a group of anions which are found to be correctly negative. In addition
to the improvements in the prediction of ionisation energies, it was found that, in
all cases, the imposition of the constraints only marginally affects the total energy
of the system.
It must be mentioned that the corrected IEs obtained with this method are still
not very accurate, reflecting the limitations of the underlying DFAs. These results
suggest that improved results for the IEs can be obtained either by a more refined
DFA or through a direct modelling of the effective single particle potential [143–145].
These results show the importance of correcting for SI effects when calculating ioni-
sation energies, and demonstrate the applicability of the constrained method in order
to remove these self interaction effects in the KS potential. The constrained local
potential is found to be a powerful method for improving the results of approximate
functionals that contain self interactions.
Importantly, the constrained minimisation results appear to be independent of the
particular approximation, as can be seen from Fig. 4.6 and Table 4.1, where the
constrained optimisation results for the three DFAs give similar results. This prop-
erty can be used to allow for more efficient calculations using a DFA that has a low
computational cost but is of similar accuracy, once the constrained minimisation
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Figure 4.7: The change in the ionisation energy between unconstrained LDA and
Constrained LDA (CLDA) as the number of electrons in the system increases.
method is used.
A consequence of the constraint of Eq. (4.2.5) is the introduction of size incon-
sistency, making this method most applicable to localised systems of atoms or
molecules. This size inconsistency can be seen in Fig. 4.7 where the change in
ionisation energy under the self-interaction correction is plotted against the electron
number. The effect on ionisation energy is more pronounced for smaller systems
and the effect of the correction reduces as the size of the system increases. This
would be expected as the correction depends on the difference between N and N−1
and as the system size increases this difference reduces. A size inconsistency can be
demonstrated by considering the treatment of two well separated atoms, each atom
should behave as an isolated system with N electrons and an effective density which
integrates to N − 1. However, this correction would also treat the whole system
as having 2N electrons and an effective density that integrates to 2N − 1 leading
to a size inconsistency. In this two atom case the size consistency can be restored
through distributing a charge of 1 between the atoms. How such a charge would be-
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have as the atoms approach each other is unknown and would require investigation
but may allow for a size consistent method to be obtained.
4.4 Summary
This Chapter has demonstrated the applicability of constraining the Kohn-Sham
potential through an OEP like approach to have the correct (N − 1)/r asymptotic
behaviour using the self-interaction correction of Gidopoulos and Lathiotakis. In
the start of the original work in this thesis I have demonstrated that this method
of correcting for self-interactions significantly improve ionisation energies of many
molecular systems for a range of approximate functionals [140]. I also show that the
use of this correction only increases the total energy compared to an unconstrained
calculation on the order of m eV, preserving the energetics of the uncorrected func-
tional while improving the ionisation energies significantly.
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Extensions to the Constrained
Correction Method
5.1 Introduction
This chapter takes the constrained method of the previous chapter, that provides
a basis for a self-interaction free theory, and investigates extensions to this method
that improve or refine the technique further. A self-interaction free hybrid will also
be constructed that combines the constrained method with exact exchange, and
improvements when performing calculations with this method will be presented.
5.2 Finite Basis Set Correction
A problem with OEP based methods, of which the constrained method is an ex-
ample, is an incompleteness in the representation of χ(r, r′) the density response
function given by










For simplicity the orbitals here are taken to be real, however the method shown here
generalises to complex orbitals. When represented with a complete infinite set of
orbitals χ(r, r′) has no null eigenfunctions, except the constant function and hence
can be inverted in order to solve the integral equation
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allowing Veff to be determined up to a constant.
For practical purposes the infinite sum over the unoccupied orbitals must be trun-
cated at some point. However, doing so introduces elements in the null space of
χ(r, r′), with any finite truncation introducing an infinite null space corresponding
to the missing components of the infinite sum. One effect of this truncation is then
the introduction of “zero” (or very small) eigenvalues in the matrix representation
of χ(r, r′) leading to the associated eigenvectors dominating when the matrix in-
version is performed. This can lead to difficulties in converging the calculation as
the minimisation is attempting to minimise along eigenvectors that, when varied,
have arbitrarily small contributions to the total energy. In order to avoid difficulties
with the inversion of χ(r, r′) to obtain a converged Veff, the eigenvectors in the null
space of χ(r, r′) must be removed through a singular value decomposition (SVD).
For simple systems there is a clear distinction in magnitude between eigenvalues of
eigenvectors in the null space as seen in Fig. 5.1. This is due to there being a large
overlap between the representation of χ(r, r′) and that of the potential and as such
there are fewer null eigenvectors. If the basis set for the potential is too small then
the potential will not be flexible enough to fully minimise the total energy. For large
potential basis sets the distinction between eigenvalues in and out of the null space
becomes harder and requires careful determination of the cutoff used in the SVD.
Even with an unambiguous SVD cutoff, the converged potential Veff will often exhibit
unphysical behaviour with large oscillations as seen in Fig. 5.2.
These unphysical results were shown by Gidopoulos and Lathiotakis [68] to be due
to further finite basis set effects in the representation of χ(r, r′). For simplicity we
take a large(complete) auxiliary basis set and we define χ(r, r′) as
χ(r, r′) = χ0(r, r
′) + λχ̃(r, r′) (5.2.3)
where for λ = 1
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Figure 5.1: The absolute value of the eigenvalues χi of the matrix χ(r, r
′) for the n
























′) consists of all orbitals in the finite orbital basis set B while χ̃(r, r′) cor-
responds to orbitals outside the orbital basis set. χ̃(r, r′) will be denoted as the
“complement” of χ(r, r.). Unphysical oscillations in OEP methods are a result of a
distinct difference between the Veff(r) calculated using χ(r, r
′) with λ → 0, λ > 0
and the Veff(r) calculated at λ = 0. Therefore, the potential calculated in a finite
orbital basis set i.e. λ = 0 will not converge to the complete basis set result λ = 1
regardless of the size of the finite orbital basis set used, unless the orbital basis set
becomes complete.
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Figure 5.2: The XC potential for a n atom using the OEP method to calculate the
LDA potential, with λ̃ = 0 (OEP), λ̃ = 1×10−7 (OEP+comp) and λ̃→∞ (CEDA),
these are compared to a grid calculated LDA potential. These calculations are
performed with a cc-pVDZ orbital basis set and an uncontracted cc-pVDZ auxiliary
basis set.
Gidopoulos and Lathiotakis further demonstrated that the incompleteness in χ(r, r′)
in a finite basis set can be corrected by approximating the complement χ̃(r, r′) [68].
This is achieved with an Ünsold approximation [146] for which the denominator
εi− εa is approximated as a constant −∆ > 0, independent of i, a. The denominator
is no longer involved in the summation over i, a giving















′) = δ(r− r′). (5.2.7)
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This completeness relation can be used to relate the sum over orbital elements






































This evaluates the response function in a complete orbital basis allowing a well
defined inverse to be calculated. The final term in 5.2.9 adds terms that already
appear in χ0(r, r
′) and can be neglected as its contribution goes to zero as λ→ 0, a
limit that will be taken. The other terms account for the missing elements from the
orbital basis set for any non-zero λ and as such must be included in the complement
of χ(r, r′). The parameter ∆ can also be combined with λ in order to leave a single
variable λ̃ controlling the strength of the finite basis set correction. For a small
value of λ, and therefore small λ̃, the complement of χ0(r, r
′) is













where, by varying λ̃, the strength of the finite basis set correction can be varied.
Any non-zero λ̃, even as λ̃, tends to zero will complete the space of χ(r, r′). For large
values of λ the contribution of the complement dominates the inversion of χ(r, r′)














which is identical to the CEDA approximation [71].
For computational purposes, a value of λ must be chosen such that it is large enough
that the complement stabilises the inversion of χ(r, r′), but small enough such that
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χ(r, r′) is not dominated by the complement.
The inclusion of the complement removes the sensitivity of the method to the in-
completeness of χ(r, r′), this can be seen in Fig.5.2 where the oscillations in the
OEP potential are significantly reduced by the addition of the complement even for
a small λ̃.
5.2.1 Relaxing the Positivity Constraint
The use of the complement of χ(r, r′) is important when performing OEP calcu-
lations without constraints. However, in the constrained method, the constraint
on the positivity of ρeff results in smooth functions without the large oscillations
present in other OEP methods. This suggests that the additional constraint of posi-
tivity on the effective density helps to stabilise the calculation of Veff. Satisfying this
positivity constraint adds an additional step in the computation of Veff, increasing
the computational cost to the method. This motivated an investigation into the
behaviour of the constrained method when we performed calculations without the
positivity constraint [147]. The removal of this constraint reintroduces the large un-
physical oscillations observed in Fig. 5.2 and the complement of χ(r, r′) is required
to stabilise Veff(r).
The results for this method in Table 5.1 show that performing this calculation with-
out the positivity constraint gives results very similar to using the constraint for
most systems. The complement stabilises the calculation of Veff in a similar manner
to the positivity constraint, localising the distribution of the effective charge of −1
in the constrained method. The exception to this is when the method is applied to
helium where this method shows a large deviation from the constrained result.
Analysis of the effective density as seen in Fig. 5.3b shows that the large error in
Helium is due to a negative contribution to the effective density that is distributed
at a larger and larger distance from the centre of the Helium atom with increasing
basis set sizes. This negative charge corresponds to a charge of −1 introduced when
constraining the effective density to integrate to a charge of N − 1. At a large
distance from the atom this negative charge contributes a small energy cost and
has little effect on the potential close to the atom. In this case the system will
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Table 5.1: The ionisation energies (IEs) of selected atoms, molecules (top) and
electron affinities (EAs) of negative ions (bottom) are shown in columns 3-5 . The
IEs and EAs are obtained as the negative of the HOMO eigenvalue εN of the neutral
system or the anion. The positivity constraint is employed in the constrained method
for the results in column 4 and relaxed for the results in column 5. Experimental IEs
and EAs are shown in the sixth column [1]. In the second column, X-Y stands for
basis sets cc-pVXZ and un-contracted cc-pVY Z for the expansion of orbitals and
screening charge densities(For the negative ions the screening charge is expanded in
an un-contracted aug-cc-pVY Z basis set). All energies in eV..
Basis LDA CLDA pos CLDA no pos Exp
He T-Q 15.46 23.14 21.57 24.6
Be T-T 5.59 8.62 8.11 9.32
Ne T-T 13.16 18.94 18.94 21.6
H2O T-T 6.96 11.24 11.34 12.8
NH3 T-T 6.00 9.81 9.77 10.8
CH4 D-D 9.28 12.52 10.51 14.4
C2H2 D-D 7.02 10.63 10.31 11.5
C2H4 D-D 6.67 9.57 9.35 10.7
CO D-D 8.75 12.73 12.11 14.1
NaCl D-D 5.13 7.87 7.82 8.93
F− T-T εH > 0 2.23 2.16 3.34
Cl− T-T εH > 0 2.61 2.59 3.61
OH− T-T εH > 0 0.99 0.93 1.83
CN− T1-T 0.13 2.87 2.86 3.77
adopt the potential of the unconstrained DFA near the atom and the constraint
that ρeff = N − 1 will have little effect.
The large error for Helium can be attributed to the comparatively large difference
between N and N − 1 for Helium due to its small number of electrons. For n, with
a larger number of electrons, the effective density in Fig. 5.3a shows that a larger
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(a) neon (b) helium
Figure 5.3: CLDA effective densities ρeff(r) expanded in various auxiliary basis sets
using a cc-pV5Z orbital basis set. For these calculations the complement of χ(r, r′)
is used with λ̃ = 10−4.
auxiliary basis set does not distribute the charge of −1 away from the atomic centre
and is effectively stabilised by the complement of χ(r, r′).
Therefore, for systems with many electrons the use of the complement of χ(r, r′)
helps obtain a smooth potential, performing a similar role as the positivity con-
straint, without the need for additional computational steps. However this method
may produce results that are similar to the unconstrained DFT if the charge of
−1 is distributed away from the system and care must be taken to ensure that the
effective density is localised correctly. This effect of distributing the charge a long
way from the system is only expected to occur, in systems with many electrons, for
a very large, flexible auxiliary basis set, making this method a practical alternative
to the positivity constraint for most applications.
5.3 The Effective Orbital Method
Enforcing the positivity constraint (4.2.6) using a penalty function adds an addi-
tional step in the calculation of the minimisation routine of the constrained method.
This minimisation, with the use of a penalty function, is highly non-linear and, in
some cases, was unable to achieve stable convergence to an effective density that
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satisfied the positivity constraint. Another limitation is that the effective density
consists of a linear combination of basis functions. Typically, the basis functions
used to represent the electron orbitals do not allow sufficient variational freedom to
correctly describe the auxiliary density. This requires an additional, larger set of ba-
sis set functions to adequately describe this auxiliary density. Both these limitations
can be addressed by a redefinition of the auxiliary density to
ρrep(x) = |f(x)|2 (5.3.12)
with
∫
dx|f(x)|2 = N − 1 (5.3.13)
where f(x) is some “effective orbital” and the total energy can be minimised with
respect to this “orbital”. This construction guarantees that the auxiliary density is
a positive quantity everywhere. Additionally, the auxiliary density is constructed as









increasing the variational freedom of the auxiliary density. This increase in varia-
tional freedom results in the effective potential being represented at a similar level as
the Hartree potential, which is itself a product of the electron orbitals. This increase
in the variational freedom of the auxiliary density allows a smaller auxiliary basis
set to be used to represent the effective orbital. Some elements of the calculation
can be simplified when using the same basis set for both the orbital and auxiliary
basis sets. This was found in general to have sufficient variational freedom. Care
must still be taken however to ensure that the auxiliary basis has the variational
freedom required, making larger auxiliary basis sets necessary for particular sys-
tems. When using the effective orbital representation, the objective functional from
(4.2.12) becomes
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G[f ] = E[f ] + EL[f ] (5.3.16)
where EL[f ] is the Lagrange term ensuring that the auxiliary density integrates to
N − 1. This Lagrange term is





ξk(x)ξl(x)fkfldr− (N − 1)
]
(5.3.17)
and the objective functional no longer contains a penalty function (equivalent to Λ =
0), because the positivity of the auxiliary density is guaranteed by the construction
from the effective orbital. The derivative of the objective functional G[f ] with



























− 2λf ∗(x) = 0. (5.3.19)




dyf ∗(x)χ̃(x,y)f ∗(y)f(y) = 4b̃(x)f(x)− 2λf(x). (5.3.20)
Expanding the effective orbital in a basis set as in (5.3.14), substituting into (5.3.19),




























































fkflOkl = N − 1, (5.3.26)









Unlike when representing the auxiliary density with a single basis set this formulation
does not result in a linear equation and cannot simply be inverted to obtain the
minimising auxiliary density. The minimising coefficients fk must be found through
the use of a gradient method, directly minimising the objective functional and finding
the minimising fk.
5.3.1 Application and Discussion
This method was implemented in the Hippo code with a gradient descent method
from the NAG numerical algorithms library [148] that allowed rapid and stable con-
vergence of the auxiliary density. Use of this method greatly improved the stability
of the calculations for systems that originally had poor convergence under the pos-
itivity constraint. In comparison with the constrained method utilising a penalty
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function the results were very close for both methods with the effective orbital (EFO)
method finding the same minimum. The EFO method has clear advantages over the
penalty function, with no external penalty parameter to fix. The EFO method was
found to have adequate convergence when using the same basis set for both electron
orbitals and the effective orbital fk(x). Using this method, convergent calculations
were able to be performed for the molecule LiH, where using a penalty function
method did converge. Additionally, there were no systems where the EFO method
struggled to converge the energy. While this method shows large improvements in
convergence, the penalty function construction resulted in a linear equation which
can be easily inverted. In general the EFO method is a slower, but more reliable,
method than the use of a penalty function, and ensures the positivity is enforced in
all cases unlike when using the complement of χ(r, r′).
5.4 Separation of the Correlation Potential
When using the constrained method, both the exchange and correlation potentials
are subject the constraints in (4.2.5),(4.2.6). However, the long range behaviour
of the correlation potential is different to that of exchange. At long range the
behaviour of the exact correlation potential can be obtained through an asymptotic
expansion of the electron density, this demonstrated that the correlation potential
decays as 1/r4 [108] unlike the exchange potential which has been shown to decay
asymptotically as 1/r. To leading order vX and vXC is dominated by the decay of the
exchange potential therefore resulting in a −1/r decay overall regardless of whether
the correlation potential is present. The correlation potential is a much smaller
contribution to the overall potential than the exchange potential and the constrained
method may miss fine details in the correlation potential due to the dominance of
the exchange potential. An alternative method is to apply the constraints to the
Hartree-exchange potential only, representing the Hartree-exchange potential with
an effecting potential vrep and leaving the correlation potential vC unmodified from
the chosen approximation. The Kohn-Sham equation of this method is
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+ vext(r) + vrep(r) + vC(r)
]
ψi(r) = εiψi(r). (5.4.28)
and total energy expression is unchanged. For clarity the Hartree and exchange
energies have been grouped and separated from the correlation energy
E[ρ] = Ts[ρ] + Eext[ρ] + EHX[ρ] + E
DFA
C [ρ]. (5.4.29)











almost identical to the original constrained method. However, the potential that
appears in this equation is now just the Hartree Exchange potential vHXDFA(r
′) as
opposed to vHXCDFA (r
′) in the original formulation.
The inclusion of only VHX in vrep allows the correction to apply to only the exchange
element where main self-interaction errors appear. The separation of the correlation
potential is expected to only have a small effect on the total energies because the
total energy expression remains unchanged. A consequence of this is that for a
single electron system, unless the chosen correlation potential gives zero potential,
this method will no longer be exact and the system will exhibit a small one-electron
self-interaction error.
Table 5.2 demonstrates that considering correlation separately to the exchange en-
ergy does result in an upshift of the ionisation energies(IEs). For LDA this results in
an average upshift of 0.90 eV, for PBE this average is 0.42 eV. Typically calculations
of the HOMO energy, similar to unconstrained LDA calculations, are an underesti-
mation of the ionisation energy, and therefore this upshift of calculated IEs slightly
improves the overall energy approximations. This improvement is a cancellation of
errors from the many-electron self-interaction error of the correlation energy with
the systematic underestimation of ionisation energies in DFT methods.
Due to the cancellation of errors on the ionisation energy this method offers im-
proved ionisation energies compared to the fully constrained method. This comes
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Table 5.2: The errors in calculating HOMO ionisation energies for a sample of
molecules for the constrained method with the correlation energies constrained (vXC)
and unconstrained (vX). along with the average error (AE) for each method, the
standard deviation (SD) and the change in energy between the two methods ∆E.
All energies in eV..
LDA PBE
Molecule Expt vXC vX vXC vX
C2H2 11.4 -1.52 -0.74 -1.30 -1.03
NH3 10.07 -0.92 -0.14 -0.84 -0.65
CO 14.01 -2.23 -1.22 -1.71 -1.24
C2H4 10.51 -1.34 -0.57 -1.28 -0.96
F2 15.7 -4.79 -3.5 -4.07 -3.29
CH2O 10.89 -2.31 -1.44 -2.04 -1.64
HCN 13.6 -1.85 -1.03 -1.84 -1.32
HF 16.03 -2.82 -1.89 -2.57 -2.06
CH4 12.61 -0.1 0.66 0.01 0.31
N2 15.58 -2.82 -1.74 -2.25 -1.71
H2O 12.62 -2.1 -1.3 -1.97 -1.69
AE -2.07 -1.17 -1.81 -1.39
AAE 2.07 1.29 1.81 1.45
SD 1.26 1.11 1.08 0.95
∆E 7.9× 10−6 −3.3× 10−5
at the expense of not enforcing the exact one-electron result of EXC = 0, which is
guaranteed when also constraining the correlation potential. When separating the
correlation functional the exact one-electron self-interaction only holds for approxi-
mate functionals where the one-electron correlation energy is zero. Otherwise, this
method will exhibit self-interaction errors present in the correlation energy expres-
sion. The separation of the correlation potential from the constrained minimisation
of the exchange potential allow for the targeting of the exchange potential, which
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is the dominant contribution to the asymptotic behaviour of the Kohn-Sham po-
tential. With the correlation potential known to have a different exact asymptotic
behaviour to the exchange potential.
5.5 Constrained Minimisation Hybrid Method
The constrained minimisation method has been shown to be able to correct for the
effects of self-interactions in density functional approximations, improving the calcu-
lated ionisation energies. However, when using the constrained method, the calcu-
lated ionisation energies remain, in general, an underestimation of the experimental
ionisation energies. This shows the same systematic behaviour as that exhibited by
the unconstrained methods. For the constrained method, these errors are similar
in magnitude to the systematic overestimation of ionisation energies given by the
Hartree-Fock method as can be seen in Fig. 5.4. And these constrained results seem
independent of functional choice as seen in Fig. 4.6. These results suggest that a
hybrid method combining the potentials of a constrained DFA and Hartree-Fock
should result in an improved calculation of ionisation energies. In much the same
way as seen in the original hybrid method proposed by Becke [53]. And for this
section of my thesis I developed, implemented and applied this new hybrid method.
The constrained method has been applied to the conventional hybrid method B3LYP,
in which the hybrid B3LYP energy functional was used with orbitals generated from
a Kohn-Sham potential with the local potential vrep. Constrained B3LYP was seen
to give similar accuracy when calculating ionisation energies as when using con-
strained LDA or PBE as seen in Fig. 4.1. In contrast, the Kohn-Sham equation
of the hybrid proposed in this thesis will have both a local constrained potential
which will represent a self-interaction free DFA, and a non-local Hartree-Fock com-
ponent. The Hartree-Fock potential is already known to be a self-interaction free
potential and as such does not need constraining. In this hybrid method only the
self-interaction contaminated exchange potential from the DFA is constrained.
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5.5.1 Constrained Generalised Kohn-Sham Equation
As we have seen the constrained method can be applied without constraining the
correlation potential. Separating the correlation potential from the self-interaction
corrected exchange potential leaves a constrained Hartree-exchange component of
the Kohn-Sham potential that is self-interaction free. This allowed me to construct a
generalised Kohn-Sham scheme where the self-interaction free potential is combined
with the non-local Hartree Fock potential.
This new hybrid function can be constructed with a potential of the form
Vhyb = (1− α)V FHX + αV DFArep + V DFAC (5.5.31)
where V FHX is the Fock Hartree-exchange potential, V
DFA
C is the correlation potential
from the chosen DFA and V DFArep is the self-interaction corrected Hartree and exchange
potential from the chosen DFA. For the hybrid method discussed here the exchange
and correlation potentials are taken from the same approximation. In principle,
these potentials could be taken from different DFAs, allowing a further freedom in
the hybrid formulation.
The hybrid total energy is constructed as
Etot[ρ] = Ts[ρ] + Eext[ρ] + EH[ρ] + αE
DFA
X [ρ] + (1− α)EFX[ρ] + EDFAC [ρ] (5.5.32)
where Ts is the non-interacting kinetic energy, Eext is the energy from the external




C are the exchange and correlation
energy functional for the implemented DFA, and EFX is the Fock exchange energy.
Correlation is treated separately to exchange in order to provide a method that has
100% correlation energy for all values of the hybrid parameter α.
This total energy can be minimised with respect to the potential ρrep with the con-
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Table 5.3: Table showing the change to the total energies as α is varied for both the
LDA, PBE and B3LYP functionals for a range of molecules. Energies for α < 1 are
relative to the total energy at α = 1. These results are obtained through averaging
total energies over the molecules in Table 5.2. All energies are in eV.
LDA PBE
α VX VXC VX VXC
1 -97.39 -97.39 -98.05 -98.05
0.75 -0.27 -0.06 −0.002 0.1
0.5 -0.55 -0.12 -0.01 0.21
0.25 -0.83 -0.18 0.01 0.31
0 -1.11 -0.25 -0.02 0.41
identical in form to (5.4.30), with no dependence on the hybrid parameter α. The
difference for this hybrid method from the constrained method is that the the orbitals
composing χ(r, r′) are given by the hybrid Kohn-Sham potential in (5.5.31).
The parameter α determines the ratio of constrained local exchange to Fock ex-
change that is present in the method. For α = 1 this method is just the constrained
method with the correlation treated separately. For α = 0 this method uses full non-
local Hartree-Fock exchange with a correlation energy and potential determined by
the choice of EDFAC . Intermediate values of α result in a hybrid method with contri-
butions from both the constrained local potential and Fock exchange.
As α varies from 0 to 1 the total energy will vary from that of Hartree Fock +
correlation (HF+C) energy to the constrained DFA energy. With a suitable choice
of DFA the energy change from HF+C to the constrained DFA will be small. A
small variation in total energy as α varies allows the total energy of the hybrid
method to remain in good agreement with the DFT total energies. Where these
total energies are generally a good representation of a systems energetics.
Table 5.3 demonstrates that for LDA there is a significant change in the total energy
as α varies, with a change of 1.11 eV over 0 < α < 1. This energy change can be
May, 2021
5.5. Constrained Minimisation Hybrid Method 94
attributed to the HF energy being lower than the LDA total energy. The addition
of LDA correlation energy to HF further reduces the energy at α = 0 therefore
increasing the energy gap.
The results for the PBE approximation in Table 5.3 show a much smaller shift in
energies of 0.02 eV between the CPBE total energy and the HF + EPBEc . Due
to this preservation of the energetic properties by the PBE functional, all further
investigation of the constrained hybrid will be performed with PBE as the local
DFT exchange and correlation functional. Because the CPBE hybrid will preserve
its energetics throughout the range 0 ≤ α ≤ 1 the effect of varying α on the
orbital energies can be investigated while the value of the total energy will not
be significantly affected.
This new hybrid of constrained PBE and HF, can be considered the self-interaction
corrected analogue to the PBE0 hybrid [61, 149]. The PBE0 functional mixes 25%
of exact exchange and 75% PBE exchange for the exchange potential along with
a full contribution from the PBE correlation functional. For the constrained hy-
brid my choice of mixing parameter will be such that the method gives the best
approximation of experimental ionisation energies.
5.5.2 Results
To determine the optimum value for the hybrid coefficient α the error on the or-
bitals for a range of molecules was compared. While the DFT Koopmans’ theorem
demonstrates that only the HOMO has any physical relation to the ionisation energy
of a system. It has been argued that all the Kohn-Sham orbitals have an approx-
imate relation to the ionisation energies of the orbitals [150]. The orbital energies
and errors were investigated for all the valence orbitals to determine if a minimising
quantity for the HOMO error also minimised the error in the valence orbitals.
The value of the hybrid parameter was determined by using the hybrid to calculate
the ionisation energies for several systems for a range of values of α. Ionisation
energies of lower lying orbitals were also computed and compared for this set of
systems. A mixing parameter that minimises the ionisation energy error over all the
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Figure 5.5: The errors on the orbital energies for a range of molecules over 0 < α < 1.
Showing both average error (AE) and absolute average error (AAE) for the HOMO,
valence orbitals (including HOMO). Inset, the average error and absolute average
error for the core orbitals for the molecules in table 5.2.
orbitals was sought, to provide the best approximation to all orbitals from a single
calculation.
The molecular geometries for these calculations were taken from the supplementary
material of Ranasinghe [2] along with experimental and coupled cluster results.
These results were calculated using the Hippo code utilising the EFO method 5.3,
with a cc-pVDZ basis set (unless specified otherwise). From Fig. 5.5 it can be seen
that the optimal value of α varies slightly depending on the orbital error considered
and the basis set representation. However, a minimum appears around a mixing
parameter of approximately α = 0.5. This value was used for α to apply the method
to a larger set of molecules to assess the general performance of the method.
Fig. 5.6 demonstrates the method with α = 0.5 for a larger set of systems for the
errors on the HOMO, valence and core orbitals compared to experiment. It can be
seen that there is a good agreement in general with all results in close agreement
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between calculation and experiment. Fig. 5.7 shows the improvement of the results
with this method, relative to Hartree Fock and CPBE with an error lying between
the overestimation of Hartree Fock and the underestimation of CPBE resulting in
a smaller error in the majority of cases. Table 5.4 compares the hybrid method
with results from unconstrained and constrained PBE, Hartree Fock, and coupled
cluster(SD) results. These results demonstrate that this hybrid method has a sig-
nificantly reduced error over the other DFT methods when calculating ionisation
energies for all orbitals, and has accuracy comparable to the CCSD results. The
change in total energy when applying this hybrid method compared to an uncon-
strained hybrid method, over all the systems in Table 5.4, was ∼ 1 meV similar
to the energy increase of CLDA over LDA. This implies that this functional will
have the same energetic performance to that of a hybrid of 50% PBE exchange
and 50% Fock exchange with full PBE correlation. This would result in energetic
results comparable to the well used PBE0 hybrid function [61]. Of the molecules
investigated with this hybrid, outlying results are for the molecules O3 with a sin-
gle valence orbital overestimated by 3 eV and SiF4 where every occupied orbital
eigenvalue has errors over 1 eV. The large error on these molecules requires fur-
ther investigation. Similarly poor results were reported in the results for the CCSD
calculations for O3 [2], suggesting that these systems exhibit effects that make the
ionisation energies particularly challenging to calculate.
Table 5.5 shows the full set of orbital energies for a small selection of molecules com-
pared to experimental results [151]. The agreement of the self-interaction corrected
hybrid functional method with experiment can clearly be seen for these molecules.
A similar level of accuracy is found for the HOMO and valence orbitals. Core or-
bitals have a larger absolute error due to their large eigenvalues, however, even for
orbitals with such large energies the constrained hybrid method still approximates
these orbitals unexpectedly well with an error of the order of 1 eV.
5.5.3 Conclusions
From these results it is clear that a hybrid method utilising a constrained potential
offers significant improvements in the approximation of orbital energies not just
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Table 5.4: Table comparing calculated IEs to experimental valence [2] and HOMO
[1] IEs for several methods, showing the number of orbitals analysed(#Orbs), the
average error (AE), and the absolute average error(AAE). Results for core states
are also shown for the cc-pVTZ basis set. CCSD results from the supplementary
material or Ref [2]. All energies in eV.
All Valence States HOMO
#Orbs AE AAE #Orbs AE AAE
cc-pVDZ
HF 381 2.90 2.90 136 1.63 1.63
PBE 381 -5.02 5.02 136 -4.41 4.41
CPBE 381 -2.84 2.84 136 -2.06 2.06
HPBE 381 -0.01 0.52 136 -0.24 0.34
IP-EOM-CCSD 381 -0.07 0.34 136 -0.12 0.24
cc-pVTZ
HF 91 2.58 2.58 28 1.62 1.62
PBE 91 -4.71 4.9 28 -4.79 4.79
CPBE 91 -1.6 1.63 28 -1.46 1.46
CHYB 91 0.48 0.54 28 0.11 0.25
IP-EOM-CCSD 91 0.15 0.27 28 -0.04 0.15
Core States
cc-pVTZ #Orbs AE AAE
HF 15 17.34 17.34
PBE 15 -25.93 25.93
CPBE 15 -22.06 22.06
HPBE 15 -2.53 2.53
IP-EOM-CCSD 15 0.98 0.98
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Table 5.5: Results for the full set of orbitals in the molecules N2, CO, HF, H2O for the
cc-pVTZ basis set, comparing to experimental results [2]. With average errors(AE)
and average absolute errors (AAE) for the subsets of orbitals. All energies in eV..
MOL Expt HF PBE CPBE HPBE
N2 15.58 0.72 -5.48 -1.78 0.22
16.93 0.17 -5.63 -1.93 -1.13
18.75 2.75 -5.15 -1.45 1.05
37.3 2.10 -9.6 -5.9 -1.10
409.98 17.02 -26.98 -22.98 1.02
409.98 17.02 -26.98 -22.98 1.02
CO 14.01 1.09 -5.00 -1.41 0.09
16.91 -0.23 5.3 1.72 0.56
19.72 -2.1 5.65 2.07 -0.44
38.3 -2.69 9.34 5.77 0.69
296.21 -13.2 23.9 20.7 0.41
542.55 -19.8 29.3 26.3 -1.35
HF 16.19 1.31 -7.17 -1.79 0.11
19.9 0.6 -7.00 -1.70 -0.3
39.6 3.6 -10.2 -4.9 0.2
694.23 20.77 -34.23 -28.23 0.77
H2O 12.62 1.08 -5.92 -1.52 0.08
14.74 0.96 -5.9 -1.54 -0.04
18.55 0.55 -5.85 -1.45 -0.25
32.2 4.30 -7.40 -3.00 1.4
539.9 19.1 -29.9 -25.9 1.1
HF PBE CPBE HPBE
ALL AE 2.63 -5.95 -3.42 0.2
AAE 4.44 3.5 2.69 0.42
HOMO AE 1.05 -5.89 -1.63 0.13
AAE 4.01 4.32 3.33 0.37
VALENCE AE 1.8 -4.75 -2.3 0.15
AAE 3.7 3.67 2.83 0.38
CORE AE 2.91 -5.83 -3.58 0.3
AAE 5.14 4.32 3.33 0.44
May, 2021
5.5. Constrained Minimisation Hybrid Method 99
Figure 5.6: Experimental IEs [1,2] against the IEs calculated from the orbital ener-
gies for the cc-pVDZ test set of molecules in 5.4.
for the HOMO but for the full range of occupied orbitals. The average error in
orbital energies in the constrained hybrid method is below 1 eV. This is a major
improvement when compared to the poor accuracy of traditional DFT methods that
typically feature errors of ≈ 4 eV. This method has been demonstrated for the PBE
functional but these improvements in the ionisation energies would be expected to
be similar for a range of density functional approximations. This is due to the
insensitivity of the orbital energies to the approximation used in the constrained
method as seen in Chapter 4.
There is a slight change in total energies when using the constrained hybrid method;
however with a suitable choice of correlation energy functional the energetics of the
original DFA are preserved. The PBE functional was investigated here for this rea-
son, but any functional where EDFAtot and E
HF+C
tot are close in energy will preserve the
energetics of the original DFA in a hybrid formulation. This method therefore is
an inexpensive way to obtain accurate orbital energies while preserving favourable
energetics in a generalised Kohn-Sham scheme.
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These results also challenge the often assumed interpretation of the Kohn-Sham or-
bital energies, for which the orbital energies below the HOMO have been considered
to have no physical meaning. Similar agreement has been observed in other studies
between on the Kohn-Sham orbital energies and the ionisation energies [151–153]
suggesting there must exist some physical meaning to all the Kohn-Sham orbital
eigenvalues. This is consistent with the suggested ionisation energy theorem by
Bartlett that suggests that an accurate Kohn-Sham potential should give eigenval-
ues that are good approximations of ionisation energies [154–157].
The accuracy of this method at approximating all orbital energies suggest that the
DFT orbitals have a systematic error that is compensated by an opposite error in
the HF orbitals. It is very surprising that the error remains so small for high energy
core orbitals where the relaxation effects of removing a core electron should intro-
duce large errors in both theories. An investigation into the relation between the
ionisation energies for lower lying orbitals and the Kohn-Sham eigenvalues will be
performed in the following chapter. This investigation was unable uncover a funda-
mental reason for the hybrid ionisation energies to have such good agreement with
experiment. These hybrid results are possibly attributed to a fortuitous cancellation
of errors that account for relaxation effects. This cancelation of errors provides accu-
rate predictions of ionisation energies that are improved over individual application
of either Hartree-Fock or the constrained DFT methods.
5.6 Summary
In this chapter I have suggested several methods that help improve the constrained
self-interaction correction method when dealing with the pathologies of finite molec-
ular basis sets. The self-interaction corrected hybrid method presented here is the
main result. It is a considerable improvement over simply applying the correction
to a hybrid method. These corrections leads to significant improvements in the
calculation of ionisation energies for a range of systems. The hybrid method is
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also demonstrated to provide accurate ionisation energies for all occupied orbitals





This chapter introduces a novel post-SCF correction to the Kohn-Sham eigenvalues
that corrects the Kohn-Sham eigenvalues towards the ionisation energy obtained
from the difference in energy between an N and N − 1 electron system.
6.2 Calculation of Ionisation Energies in DFT
As we saw in previous chapters the negative of the highest occupied Kohn-Sham
orbital energy contains significant errors when compared to experimental ionisation
energies. These errors arise from the approximate nature of DFT functionals and
are mainly due to self-interactions in the Kohn-Sham potential. Despite the poor
approximation of ionisation energies from Kohn-Sham HOMO eigenvalues, DFT
methods are able to calculate accurate ionisation energies in finite systems using the
∆scf method [158–160]. This method makes use of the accurate representation of to-
tal energies with DFT approximations [161]. The ∆scf method calculates ionisation
energies by taking the difference in total energy between a N and N − 1 electron
system. This difference in energies defines the ionisation energy(IE) and because
approximate DFT functionals accurately approximate total energies they allow an
accurate prediction of ionisation energies. For the exact DFT functional the ionisa-
tion energy of the highest energy electron is given exactly either by the ∆scf method,
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or by the negative of the highest occupied Kohn-Sham eigenvalue. This gives the
following equality for the exact DFT functional
IN = −εN = E[ρ(N−1)]− E[ρ(N)] (6.2.1)
where ρ(N−1) and ρ(N) are the electron densities of the N−1 and N electron systems
respectively. When using an approximate DFT functional, the ionisation energy, the
negative of the highest occupied Kohn-Sham eigenvalue, and the ∆scf energy are no
longer equivalent. As can be seen in Table 6.1, functionals typically approximate
ionisation energies better when using the ∆scf method compared to using the Kohn-
Sham eigenvalue. This is due to DFT approximations primarily being optimised to
accurately describe total energy properties. The Kohn-Sham eigenvalues have been
shown to have large errors due to self-interaction effects. However, even when using
a self-interaction correction such as the constrained minimisation method developed
in Chapter 4, Table 6.1 demonstrates that these self-interaction corrected results are
still less accurate than the ∆scf method.
The work in thischapter aims to provide a post SCF correction to the Kohn-Sham
eigenvalues that will improve ionisation energies calculated this way, bringing them
in line with the ∆scf results. A benefit of using the eigenvalue is that only a single
DFT calculation is needed to calculate the ionisation energy; instead of a pair of
calculations for the N and N − 1 electron systems. This correction will take the
form of a correcting term Icorr given by
IN ∼ E[ρ(N−1)]− E[ρ(N)] = −εN + Icorr (6.2.2)
where the target ionisation energy is approximated by the ∆scf method. As shown in
Table 6.1, the ∆scf method is, in general, an accurate approximation of the ionisation
energy. The ionisation energy can be partitioned as
IN = I frozen + Irelax, (6.2.3)
where I frozen corresponds to the ∆scf result under the frozen orbital approximation.
In this approximation the electron orbitals are held fixed and only the electron
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Table 6.1: A comparison of the ionisation energies calculated using the ∆scf, LDA,
and the self-interaction corrected CLDA methods using a cc-pVTZ basis set. The
CLDA results make use of the effective orbital method using the same auxiliary
basis as the orbitals. All energies in eV.
MOL EXP [1] ∆scf LDA CLDA
Acetylene 11.4 0.27 -4.12 -0.86
Ammonia 10.07 1.1 -4.07 -0.25
Carbon dioxide 13.78 0.19 -4.56 -1.44
Carbon monosulfide 11.33 0.18 -3.9 -0.87
Carbon monoxide 14.01 0.10 -4.91 -1.43
Cl2 11.48 -0.07 -4.05 -1.84
ClF 10.90 1.78 -2.95 0.13
Dilithium 5.11 0.16 -1.89 0.03
Disilane 9.74 0.77 -2.37 -0.11
Disodium 4.89 0.33 -1.69 0.12
Ethane 11.52 0.38 -3.41 -0.59
Ethylene 10.51 0.46 -3.61 -0.66
F2 molecule 15.70 -0.06 -6.22 -2.52
Formaldehyde 10.89 0.03 -4.65 -1.39
HOCl 11.12 -0.02 -4.46 -1.16
Hydrazine 8.10 1.83 -2.45 0.64
Hydrogen chloride 12.74 0.22 -4.68 -1.18
Hydrogen cyanide 13.60 0.61 -4.52 -1.20
Hydrogen fluoride 16.03 0.53 -6.70 -1.78
Hydrogen peroxide 10.58 0.70 -4.37 -0.8
Hydrogen sulfide 10.46 0.16 -4.13 -0.87
Lithium Fluoride 11.30 1.00 -5.04 -1.18
Lithium hydride 7.90 0.24 -3.54 -0.30
Methane 12.61 1.46 -3.16 0.22
Methanethiol 9.44 0.05 -3.80 -1.05
Methanol 10.84 -0.03 -4.65 -1.42
Methyl chloride 11.26 0.00 -4.15 -1.35
N2 molecule 15.58 -0.03 -5.29 -1.87
P2 10.53 0.29 -3.36 -0.40
Phosphine 9.87 0.69 -3.23 -0.19
Silane 11.00 1.18 -2.47 0.28
Silicon monoxide 11.49 0.01 -3.96 -1.00
Singlet methylene 10.40 0.22 -4.52 -0.99
Singlet silylene 8.92 0.54 -3.08 -0.21
Sodium Chloride 9.20 0.35 -3.90 -0.99
Water 12.62 0.37 -5.66 -1.33
∆scf LDA CLDA
AE 0.44 -3.99 -0.83
AAE 0.46 3.99 0.91 May, 2021
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number is changed. Irelax is related to the energy change due to the relaxation of
the orbitals of the N electron system to those of the N − 1 electron system. These
two contributions to the ionisation energy can be written as





(N−1)]− E[ρ(N−1)frozen ]. (6.2.5)
where ρ
(N−1)
frozen is the N − 1 electron density under the frozen orbital approxima-
tion. Here the frozen orbital approximation forms an intermediate step between the
ground states of the N and N − 1 electron systems.
From the frozen orbital approximation term in Eq. (6.2.4) a zero-order correction
will be obtained for the Kohn-Sham eigenvalue, and from the relaxation term in Eq.
(6.2.5) a first order correction can be derived. The terms in these corrections will
correspond to an expansion of the energy of the N − 1 electron system around the
Kohn-Sham potential of the N electron system.
6.3 Method
6.3.1 Zero Order Correction
The frozen orbital approximation gives the zero order behaviour of the ionisation
energy with respect to the Kohn-Sham orbitals of the N electron system. Under
the frozen orbital approximation the ionised electron is assumed to be removed
instantaneously such that the orbitals of the N−1 electron system remain unchanged


















where the Kohn-Sham potential V
(N)
KS minimises the total energy of the N elec-
tron system, and for a DFT system would be given by V
(N)
HXC the Hartree-exchange-
correlation potential for the N electron system. The electron density of the N − 1












is the one-electron density of the Nth electron using the orbitals of the N electron
system. The frozen orbital ionisation energy given in Eq. (6.2.4) is given by
I frozen = E[ρ
(N) − ρN ]− E[ρ(N)] (6.3.9)
where all quantities depend on the N electron Kohn-Sham orbitals. Evaluating the
frozen orbital ionisation energy gives
I frozen = −〈φ(N)N | −
∇2
2
+ Vext |φ(N)N 〉+ EHXC[ρ
(N) − ρN ]− EHXC[ρ(N)] (6.3.10)
where EHXC is the Hartree-exchange and correlation energy density functional. Us-
ing the Kohn-Sham equations of the N electron system in Eq. (6.3.6) the kinetic
energy term can be replaced, giving







(N) − ρN ]− EHXC[ρ(N)] (6.3.11)
relating the ionisation energy to the Kohn-Sham eigenvalue. As is known from the
DFT Koopmans’ theorem, the negative of the Kohn-Sham eigenvalue of the exact
DFT functional is equal to the ionisation energy, as shown in Sec. 3.3. From this the
additional terms in Eq. (6.3.11) form a zero order correction term to the Kohn-Sham
eigenvalue for approximate functionals. Therefore, in an approximate functional the
ionisation energy is given by















(N) − ρN ]− EHXC[ρ(N)] (6.3.13)
being the zero-order correction to the Kohn-Sham eigenvalue, correcting towards
the ∆scf value. The higher order terms in I
relax
corr take into account the change of the
Kohn-Sham orbitals between the N and N − 1 systems.
6.3.2 First Order Correction for DFT
The zero-order correction accounts for the instantaneous removal of an electron.
Once the electron is removed the Kohn-Sham orbitals of the N electron system are
no longer in the ground state of the N − 1 electron system and a relaxation of the
orbitals must occur to minimise the N − 1 system’s energy. The relaxation of the























KS minimises the total energy functional for a N−1 electron system. The
Kohn-Sham potential V
(N−1)
KS can be found through a second DFT calculation for
the N − 1 electron system. It is possible, however, to approximate the Kohn-Sham
potential for the N − 1 electron system via perturbation theory. This is achieved
by treating V
(N−1)
KS as a perturbation of V
(N)
KS by defining v







This perturbation in the potential neglects that the derivative discontinuity would
introduce a constant shift between these two potentials. This shift will not affect the
electron orbitals, or the total energy and as such can be neglected when calculating



































where it has been used that at v′ = 0 the orbitals are the orbitals of the N electron
system. The derivatives in Eq. (6.3.17) are known from the OEP method as
































































where v′ is given by Eq. (6.3.15). This equation for the first order correction assumes
that the perturbation in the potential between the N and N − 1 electron system is
known. VKS can be determined exactly by performing a second DFT calculation, but
for a DFT method VKS = VHXC. It is therefore possible to obtain an approximation
of v′ without the need for a second DFT calculation.
The N − 1 electron orbitals are treated as a perturbation of the N electron orbitals





























this perturbation in the orbitals has a corresponding first order perturbation in the
N − 1 electron density as
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drρ′(r) = 0 (6.3.26)
which ensures that ρ(N−1) corresponds to a N − 1 electron density regardless of the
perturbation v′. The perturbation in the density ρ′ allows a first order approximation
to the N − 1 electron density, from which VHXC[ρ(N−1)] can be approximated. ρ′ can
also be used to give an alternative expression for I
(1)
relax by rewriting Eq. (6.3.21) in








(N) − ρN ](r)− V (N)KS (r)
]
ρ′(r) (6.3.27)
allowing calculation of the first-order correction from the perturbed density term.




KS for a DFT method can then be used to update v
′ by Eq. (6.3.15). The
perturbation in the Kohn-Sham potential is given by
v′ = VHXC[ρ
(N) − ρN + ρ′]− VHXC[ρ(N)]. (6.3.28)
This perturbed potential is updated until I
(1)
relax is converged, with the algorithm
shown in Fig. 6.1.
In many systems the target Nth electron orbital is degenerate with an occupied
orbital such that εi − εa = 0. This degeneracy would lead to an infinity in Eq.
6.3.21. In such cases the degenerate orbitals must be identified from the initial
















i , with v
′ = 0
Calculate ρ′(r) via























6.3.3 Corrections to Electron Affinities
Similar to the ionisation energy, a correction for the electron affinity can be con-
structed that will correct the N + 1 eigenvalue to the result of a ∆scf calculation.
The electron affinity is the energy gain when adding an additional electron to the
system and is defined by the ∆scf method as
A = E[ρ(N)]− E[ρ(N+1)]. (6.3.29)
For the exact DFT functional the electron affinity can be related to the (N + 1)th
Kohn-Sham eigenvalue of the N electron system as
A = −εN+1 + ∆XC (6.3.30)
where ∆XC is the derivative discontinuity.
Similar to the ionisation energy the electron affinity can be broken into a frozen
orbital term and an orbital relaxation term
A = Afrozen + Arelax, (6.3.31)
where
Afrozen = E[ρ





Following the same steps as for the ionisation energy, the zero-order correction for
the frozen orbital contribution to the electron affinity is found to be













is the density of the N+1 electron orbital using the orbitals from the N electron sys-
tem. This equation for the electron affinity relates the electron affinity to the LUMO
orbital for an approximate DFT functional. From this the zero order correction to
the LUMO eigenvalue A(0) is defined as





(N)]− EHXC[ρ(N) + ρN+1]. (6.3.36)
A first-order correction can also be derived for the electron affinity, again using
perturbation theory to obtain an approximation to the relaxed orbitals of the N + 1





















′)− V (N)KS (r
′) (6.3.38)
where for a DFT method the Kohn-Sham potential V
(N+1)
KS is equal to VHXC[ρ
(N+1)].
This allows v′ to be calculated at first order as
v′ = VHXC[ρ
(N) + ρN+1 + ρ
′]− VHXC[ρ(N)] (6.3.39)
similar to when calculating the perturbation for the ionisation energy. Applying
both the zero- and first-order corrections to the N + 1 Kohn-Sham eigenvalue gives
the corrected electron affinity as
A = −εN+1 + A(0) + A(1)relax. (6.3.40)
The self-consistent procedure for calculating the first order correction for the electron
affinity follows a similar method as for the ionisation energy as shown in Fig. 6.1.
Unlike the ionisation energy the correcting terms will not be equal to zero for the
exact functional but will instead give the the value of the derivative discontinuity
∆XC ∼ A(0) + A(1)relax. (6.3.41)
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6.3.4 Correction for the mth Orbital
So far corrections have been derived for an electron being removed from the highest
occupied orbital or added to the lowest unoccupied electron orbital. In both of
these cases the exact DFT functional is known to have a relationship between these
quantities, with IN = −εN for the ionisation energy and A = −εN+1 + ∆XC for
the electron affinity. However the ∆scf method can be extended further to other
occupied or unoccupied orbitals and the use of the ∆scf method in this manner
for non-ground state systems has been justified by Görling [162] who showed that
the ∆scf method can be used to calculate ionisation energies of the lower lying
orbitals with a generalised adiabatic connection. It remains to be seen whether a
direct relationship exists between the mth orbital eigenvalue and the corresponding
ionisation energy of the fully interacting system. It has been argued [163] that
an accurate DFT functional should predict excitation energies for all the orbitals
and that a such a relationship exists for the exact DFT functional. As will be
shown, the ∆scf ionisation energy for the mth electron can always be written as
the Kohn-Sham eigenvalue plus some correction with similar form to the ionisation
energy/electron affinity. However, this correcting term will not vanish in general for
the exact functional, and is only equal for the HOMO of the exact functional.
Considering two systems of N and N − 1 electrons where the electron that has been
removed in the N − 1 electron system was in orbital m. The electron densities of
the N and N − 1 electron systems are ρ(N) and ρ(N−1,m) and the ionisation energy
of the mth electron orbital is given by
Im = E[ρ
(N−1,m)]− E[ρ(N)]. (6.3.42)
This is an exact relationship for the exact energy functional and an approximation
when using approximate energy functionals.







(m) = E[ρ(N−1,m)]− E[ρ(N−1,m)frozen ]. (6.3.44)
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∣∣∣φ(N)m ∣∣∣2 is the electron density of the mth electron orbital. Making
this substitution into Eq. (6.3.43) gives
I frozen
(m) = −〈φ(N)m | −
∇2
2
+ Vext |φ(N)m 〉+ EHXC[ρ(N)(r)− ρm(r)]− EHXC[ρ(N)(r)].
(6.3.46)
Using the Kohn-Sham equation for the N electron system in Eq. (6.3.6) allows us
to substitute the kinetic and external potential terms giving
I frozen




m 〉+ EHXC[ρ(N)(r)− ρm(r)]− EHXC[ρ(N)(r)].
(6.3.47)
This zero-order expression for the ionisation energy defines the zero-order correction
to the Kohn-Sham eigenvalues as




m 〉+ EHXC[ρ(N)(r)− ρm(r)]− EHXC[ρ(N)(r)]. (6.3.48)
As for the HOMO ionisation energy correction the first-order correction for a general




























where the summation runs over all orbitals. As the system has a vacancy in the
mth electron orbital the factor (1 − δjm) ensures that this orbital is not included.



















〈φ(N)m |VHXC[ρ(N) − ρm]− V (N)KS |φ
(N)
a 〉 〈φ(N)m | v′ |φ(N)a 〉
εm − εa
. (6.3.51)
The perturbed potential defined for a DFT method is
v′(r) = VHXC[ρ
(N) − ρm + ρ′](r)− VHXC[ρ(N)](r) (6.3.52)
































(N) − ρm](r)− V (N)KS (r)
]
ρ′(r). (6.3.54)
This construction allows both the zero- and first-order corrections to be applied to
every electron in the system. Each first order correction in the system will require a
separate self-consistent cycle, that can be implemented as a modified version of Fig
6.1.
6.3.5 Application to Hartree-Fock
This ionisation energy correction can be extended to include the Hartree-Fock
method. In this case the zero-order correction is known to be zero as the Hartree-
Fock method satisfies Koopmans’ theorem exactly. This result is the exact cancel-
lation of
〈φ(N)m | V̂HX[ρ(N)] |φ(N)m 〉+ EHX[ρ(N) − ρm]− EHX[ρ(N)] = 0 (6.3.55)
where V̂HX is the Hartree and Fock-exchange potential operator. The first order
correction allows for relaxation effects to be accounted for which are not included in
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the Hartree-Fock Koopmans’ theorem, due to the use of the frozen orbital approx-







(N) − ρm]− V̂HX[ρ(N)]
]
ρ′(r) (6.3.56)
where ρ′(r) is defined with respect to a v′ by Eq. (6.3.53). However, unlike when
applied to a DFT method, v′ is no longer a local potential and is instead a non-local
operator determined by






where ρ(N−1,m) is itself a function of v′ through Eq. (6.3.53) and must be solved
self-consistently. Calculation of the first-order correction allows relaxation effects
to be included in Hartree-Fock results. As the Hartree-Fock ionisation energy is a
result of the cancellation of errors due to correlation and relaxation this correction
could result in less accurate results.
6.4 Results
6.4.1 Basis Set Convergence
Table 6.2 demonstrates the convergence of the correction term for the ionisation
energy and electron affinity with increasing basis set size. The correction for the
ionisation energy appears to be well converged for a pVTZ basis set, while the
correction for the EA requires a larger basis for results to sufficiently converge. This
is to be expected as the EA will depend on the representation of the diffuse LUMO,
and will require a larger basis set to more accurately describe this unoccupied orbital.
6.4.2 The Importance of the First-Order Correction
Table 6.3 shows the effects of the zero- and first-order correction on the accuracy
of the calculated IE and EA, demonstrating an immediate improvement when ap-
plying the zero-order correction. However, the zero-order correction tends to over
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Table 6.2: The convergence of the IE and EA with increasing basis set size when
calculated with the ∆scf method. All energies in eV.
IE EA
BASIS ClF LiH ClF LiH
pVDZ 12.56 8.15 -0.31 0.20
pVTZ 12.68 8.14 0.38 0.27
pVQZ 12.7 8.15 0.66 0.32
pV5Z 12.72 8.15 0.83 0.35
aug-pVDZ 12.74 8.16 0.97 0.42
aug-pVTZ 12.72 8.14 0.99 0.42
aug-pVQZ 12.73 8.15 1.01 0.42
correct the eigenvalue while the first-order correction is a negative correction that
corrects the ionisation energy towards the ∆scf eigenvalue. For EAs LDA typically
overestimates the size of the electron affinity and the zero-order correction provides a
negative correction. However, for many of these molecules the zero-order correction
is too large and incorrectly predicts many of the molecules as having an unbound
LUMO. The first-order correction is important in balancing out this over-correction.
The zero-order correction provides a simple correction to both the ionisation energy
and electron affinity, but it is greatly improved by the addition of the first-order
correction. The correction that is the combination of the zero- and first-order terms
will continue to be investigated here.
6.4.3 Ionisation Energy Correction
Ionisation energies are known to be poorly represented by the HOMO energy in the
“DFT Koopmans’ theorem”, with typical errors of 4 eV seen for the LDA functional.
While more complex GGAs and hybrid functionals succeed in reducing the error
when calculating total energies there is little improvement in the HOMO error with
these more advanced functionals.
Table 6.4 compares the error in IEs calculated via LDA, LDA+correction and the
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Table 6.3: The average error(AE) and absolute average error (AAE) in the calcula-
tion of the ionisation energy or electron affinity with no correction(LDA), the zero
order correction or both the zero and first order correction. These were calculated
with an aug-pVTZ basis set for the list of molecules in Table 6.4. All energies in
eV.
IE EA
LDA ZO ZO+FO LDA ZO ZO+FO
AE -3.89 2.35 -0.86 2.37 -1.74 0.33
AAE 3.89 2.35 1.01 2.37 1.74 0.54
∆scf method. There is clear improvement in the absolute average error from ∼ 4 eV
to ∼ 1 eV, a similar level of accuracy as that of Hartree-Fock and approaching the
accuracy achieved through a ∆scf calculation. On average the correction reduces the
difference between the HOMO energy and the ∆scf IE by 75%.
6.4.4 Corrected Electron Affinities
Table 6.5 shows how the correction improves the LDA predicted electron affinities
from the LUMO energy level. The correction improves the LUMO energy prediction
of LDA significantly, with the corrected LDA having a smaller error than Hartree-
Fock. This improvement of the LUMO energy brings the error in these calculations
in line with results from a ∆scf calculation. For the LUMO energies the correction
accounts for 82% of the energy difference between the LDA LUMO and the ∆scf EA.
When compared to experimental results the corrected energies are improved over
the ∆scf result. This can be attributed to a general overestimation of the electron
affinity by the ∆scf method and the correction to first order being an underestimation
of the full correction.
6.4.5 Corrected Fundamental Gaps
Having accurate energies for of both the ionisation energy and electron affinities
allows fundamental gaps to be calculated. The fundamental gap is defined as the
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Table 6.4: The errors in calculating the ionisation energy from the HOMO energies
of LDA, LDA with the ionisation correction, Hartree Fock and ionisation energies
from the ∆scf method. Calculated with an aug-pVTZ basis set. Experimental results
from Ref. [1]. All energies in eV.
MOL EXP LDA Corr LDA ∆scf HF
Acetylene 11.40 -4.12 -0.82 0.27 -0.33
Ammonia 10.07 -4.07 -0.60 1.10 1.57
Carbon dioxide 13.78 -4.56 -0.94 0.19 0.96
Carbon monosulfide 11.33 -3.90 -1.07 0.18 1.20
Carbon monoxide 14.01 -4.91 -0.79 0.10 1.13
Cl2 11.48 -4.05 -0.74 -0.07 0.66
ClF 10.90 -2.95 0.91 1.78 2.59
Dilithium 5.11 -1.89 -0.20 0.16 -0.22
Disilane 9.74 -2.37 0.01 0.77 1.32
Disodium 4.89 -1.69 0.12 0.33 -0.40
Ethane 11.52 -3.41 -0.35 0.38 1.70
Ethylene 10.51 -3.61 -0.65 0.46 -0.27
F2 molecule 15.70 -6.22 -1.62 -0.06 2.44
Formaldehyde 10.89 -4.65 -1.81 0.03 1.18
HOCl 11.12 -4.46 -1.14 -0.02 1.00
Hydrazine 8.10 -2.45 0.54 1.83 3.00
Hydrogen chloride 12.74 -4.68 -0.81 0.22 0.20
Hydrogen cyanide 13.60 -4.52 -0.85 0.61 -0.30
Hydrogen fluoride 16.03 -6.70 -2.10 0.53 1.45
Hydrogen peroxide 10.58 -4.37 -0.83 0.70 2.50
Hydrogen sulfide 10.46 -4.13 -0.69 0.16 0.00
Lithium fluoride 11.30 -5.04 -2.82 1.00 1.58
Lithium hydride 7.90 -3.54 -0.58 0.24 0.23
Methane 12.61 -3.16 0.19 1.46 2.21
Methanethiol 9.44 -3.80 -0.95 0.05 0.26
Methanol 10.84 -4.65 -2.26 -0.03 1.38
Methyl chloride 11.26 -4.15 -1.20 0.00 0.57
N2 molecule 15.58 -5.29 -1.06 -0.03 0.73
P2 10.53 -3.36 -0.49 0.29 -0.60
Phosphine 9.87 -3.23 0.06 0.69 0.59
Silane 11.00 -2.47 0.84 1.18 2.23
Silicon monoxide 11.49 -3.96 -1.14 0.01 0.38
Singlet methylene 10.40 -4.52 -0.77 0.22 0.35
Singlet silylene 8.92 -3.08 0.20 0.54 0.27
Sodium chloride 9.20 -3.90 -1.56 0.35 0.32
Water 12.62 -5.66 -1.88 0.37 1.11
LDA Corr LDA ∆scf HF
AE -3.99 -0.77 0.44 0.92
AAE 3.99 0.93 0.46 1.03
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Table 6.5: The errors in calculating the electron affinity from the LUMO energies
of LDA, LDA with the ionisation correction, Hartree Fock and ionisation energies
from the ∆scf method. Calculated with an aug-pVTZ basis set. Experimental results
from Ref. [1]. All energies in eV.
MOL EXP LDA LDA+corr Delta E HF
Carbon monosulfide 0.205 3.40 0.79 -1.12 -1.45
Cl2 2.50 2.15 -0.49 -1.32 -3.01
ClF 2.86 2.12 -0.74 -1.87 -3.67
Dilithium 0.437 1.41 0.08 0.03 -0.50
F2 molecule 3.005 3.33 0.00 -2.05 -4.62
Lithium Fluoride 0.371 1.00 0.26 0.06 -0.09
Lithium hydride 0.342 1.22 0.21 0.07 -0.13
P2 0.589 3.06 0.59 0.14 -0.87
Singlet methylene 0.652 4.73 2.16 0.88 -1.32
Singlet silylene 1.123 3.13 0.70 0.18 -1.04
Sodium Chloride 0.727 1.46 0.30 0.11 -0.16
LDA LDA+corr Delta E HF
AE 2.46 0.35 -0.45 -1.53
AAE 2.46 0.57 0.71 1.53
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Table 6.6: The fundamental gap calculated via LDA, LDA with the ionisation cor-
rection, and through the ∆scf method. Calculated with an aug-pVTZ basis set.
Experimental results from the supplementary data in Ref. [2]. All energies in eV.
MOL EXP LDA correction ∆scf HF
Carbon monosulfide 11.13 -7.24 -1.97 1.30 2.68
Cl2 8.98 -6.15 -0.35 1.26 3.68
ClF 8.04 -4.95 1.52 3.70 6.3
Dilithium 4.67 -3.31 -0.29 0.14 0.28
F2 molecule 12.7 -9.36 -1.94 2.02 7.11
Lithium Fluoride 10.93 -5.95 -3.15 0.96 1.74
Lithium hydride 7.56 -4.75 -0.77 0.17 0.37
P2 9.94 -6.41 -1.19 0.14 0.31
Singlet methylene 9.75 -9.13 -3.03 -0.63 1.71
Singlet silylene 7.80 -6.20 -0.59 0.35 1.32
Sodium Chloride 8.47 -5.29 -1.92 0.26 0.53
GAP LDA LDA+corr ∆scf HF
AE -6.25 -1.24 0.88 2.37
AAE 6.25 1.52 0.99 2.37
energy difference between the HOMO and LUMO energies and is important in the
prediction of optical properties of molecules. Table 6.6 demonstrates that the fun-
damental gaps calculated from LDA with the correction are greatly improved over
LDA with no correction. These corrected gap energies also compare favourably with
gaps calculated through ∆scf calculations of the N − 1, N , and N + 1 electron sys-
tems, and are also improved over gaps calculated with the Hartree-Fock method.
In general the correction overestimates the electron affinity and underestimates the
ionisation energy, and results in an overall underestimation of the fundamental gap.
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6.4.6 Corrected Ionisation Energies for All Orbitals
Tables 6.7 and 6.8 demonstrate the effect of the correction when applied to orbitals
lower than the HOMO. Table 6.7 shows improvements in the core electron ionisation
energies compared to uncorrected LDA and Hartree-Fock. Ionisation of these core
electrons will have large relaxation effects due to the high energies of the core elec-
trons and this can be observed in the large size of the first-order correction. This
implies that higher orders of the correction may be important for these orbitals.
Table 6.8 has ionisation energies of the full set of orbitals in several molecules. The
correction reduces the percentage error on all these orbitals, and the full correction
brings the average error to the level of Hartree-Fock across a range of orbitals.
6.4.7 Application to Hartree-Fock
The correction was also applied to the Hartree-Fock method where the zero order
correction is exactly zero. Therefore, the first-order term is the smallest compo-
nent of the relaxation correction. This term incorporates relaxation effects that are
neglected in the Hartree-Fock Koopmans’ theorem. Table 6.7 shows that for core
electron orbitals the correction significantly improves the Hartree-Fock results. This
can be attributed to the large relaxation effects present when ionising a core electron.
However, for orbitals where relaxation is less significant the correction can worsen
the results, as seen in Table 6.8. This is due to the Hartree-Fock method neglect-
ing correlation effects. The poor total energies lead to a correspondingly poor ∆scf
result for Hartree-Fock, as the correction tends towards the ∆scf result. Koopmans’
theory results, are typically accurate due to an error cancelation in Hartree-Fock
between relaxation and correlation. Therefore correcting only the relaxation effects
here reduces the accuracy of the result.
6.4.8 Use of the Correction as a Measure of Functional Per-
formance
The exact DFT functional is known to have an exact relationship between the ion-
isation energy and the HOMO eigenvalue. Therefore, the exact functional has a
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Table 6.7: The error calculating the core electron ionisation energies for LDA, and
HF with various levels of correction applied. experimental results from Ref. [1]. All
energies in eV.
LDA HF
MOL EXP LDA ZO ZO+FO HF FO
HF 694 -38.93 26 -18.01 21.32 -11.9
HCN(1) 406.15 -27.99 21.71 -11.91 18.51 -6.33
HCN(2) 295.89 -27.88 14.22 -11.05 11.58 -6.31
CO(1) 542.51 -33.08 24.23 -15.5 19.85 -10.31
CO(2) 296.2 -26.45 15.66 -7.90 13.18 -2.74
N2 409.9 -29.64 -1.42 -17.24 17.16 6.03
C2H2 291.14 -24.47 -0.3 -15.01 14.89 4.73
NH3 405.6 -29.25 20.45 -13.14 17.16 -7.16
H2O 539.7 -33.66 23.64 -15.68 19.7 -9.57
H2CO(1) 539.42 -32.42 24.88 -16.27 20.47 -10.52
H2CO(2) 294.47 -25.54 16.57 -8.93 14.2 -3.43
CH4 290.83 -25.24 16.86 -10.01 14.12 -4.57
C2H4 290.7 -24.42 -0.51 -15.52 14.91 4.49
AE -29.15 15.54 -13.55 16.7 -4.43
AAE 29.15 15.88 13.55 16.7 6.78
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Table 6.8: The percentage error of the predicted ionisation energy for every orbital
calculated via LDA and Hartree-Fock with various levels of the correction applied.
Calculated with an pVTZ basis set. Experimental results from Ref [2]. All energies
in eV.
LDA HF
MOL Expt LDA ZO ZO+FO HF FO
N2 15.58 -34.0% 10.9% -6.8% 4.7% -7.3%
16.93 -31.7% 11.9% -5.9% 1.3% -9.1%
18.75 -27.5% 8.6% -4.8% 14.5% 7.5%
37.3 -25.7% 2.2% -12.6% 5.6% -4.2%
409.98 -7.3% -0.4% -4.2% 4.1% 1.4%
409.98 -7.3% -0.4% -4.2% 4.2% 1.5%
CO 14.01 -35% 15.9% -5.6% 8.0% -4.0%
16.91 -29.8% 18.8% -7.1% 1.3% -15.3%
19.72 -28.3% 17.5% -7.2% 10.7% -7.1%
38.3 -24.5% 3.4% -13.8% 7.0% -4.2%
296.21 -8.9% 5.3% -2.7% 4.4% -0.9%
542.55 -6.1% 4.5% -2.9% 3.7% -1.9%
HF 16.19 -42.4% 26.4% -14.2% 8.0% -18.3%
19.9 -34.2% 17.1% -8.4% 3.2% -12.1%
39.6 -25.9% 3.0% -14.1% 9.2% -1.7%
694.23 -5.6% 3.7% -2.6% 3.0% -1.7%
H2O 12.62 -44.8% 29.4% -14.9% 8.8% -19.6%
14.74 -38.7% 23.6% -11.6% 6.6% -14.5%
18.55 -30.7% 14.8% -6.0% 3.2% -9.8%
32.2 -23.1% 7.5% -10.8% 13.3% 2.2%
539.9 -6.3% 4.3% -2.9% 3.6% -1.8%
AE(%) -24.6% 10.8% -7.8% 6.1% -5.8%
AAE(%) 24.6% 10.9% 7.8% 6.1% 7.0%
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total ionisation energy correction of zero. How close the functional is to the exact
DFT functional can be judged by the scale of the correction. The results for the
Hartree-Fock method, which has no zero order correction, demonstrate that in func-
tionals where exchange is treated exactly the correction is reduced to first order and
beyond, resulting in a smaller correction overall.
It is known that self-interaction effects are a major cause of the disagreement between
the ∆scf method and the orbital eigenvalues. The constrained DFA method from
Chapter 4 uses a constrained KS potential to correct for self interaction effects and
compared to the 4 eV error of the LDA HOMO energy, constrained LDA (CLDA)
has an error of ∼ 2 eV. Applying the Zero-order correction in this method, as can
be seen from Table 6.9, the average size of the zero-order correction is reduced from
7.84 eV to 3.66 eV. This demonstrates that accounting for self-interaction effects
reduces the size of the zero order term. It should be noted that when corrected
to zero-order the results for both LDA and CLDA are the same to within 0.1 eV.
This similarity is expected as the CLDA total energies are nearly identical to those
from LDA. Therefore the ionisation energy calculated from a ∆scf calculation are
expected be the same for both LDA and CLDA as the corrections are correcting
towards the same ∆scf ionisation energy.
6.4.9 Series Approximation
When applying the correction, despite a significant improvement compared to ex-
periment, the corrected results still do not approximate well the ∆scf result. Higher
order terms are available by continuing the expansion of the total energy with re-








These higher order terms would provide a more accurate correction, but are increas-
ingly more difficult to calculate. An approximation to the full infinite series can
be made by following the observation that the zero and first order corrections are
both relatively large in magnitude with opposite signs. This results in these two
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Table 6.9: The size of the zero order correction for LDA and the self-interaction
corrected constrained LDA (CLDA), along with the average size of the correction
for LDA and CLDA. Experimental results from Ref [1]. All energies in eV.
MOL EXP LDA CLDA ZO-LDA ZO-CLDA
H2 15.42 10.3 15.52 7.83 2.60
He 24.6 15.47 23.13 12.05 4.38
Be 9.32 5.6 8.53 4.19 1.25
Ne 21.6 13.17 18.89 13.12 7.40
H2O 12.8 6.96 11.3 9.37 5.03
NH3 10.8 5.99 9.82 7.92 4.09
CH4 14.4 9.46 12.8 6.63 3.32
C2H2 11.5 7.28 10.53 6.06 2.80
CO 14.1 9.1 12.74 7.13 3.49
C2H4 10.7 6.9 9.83 5.72 2.78
NaCl 8.93 5.3 8.42 6.26 3.14
Av. corr. 7.84 3.66
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terms mostly canceling out leading to a small overall correction. One expectation
of the higher order corrections is that they continue to alternate in sign with de-
creasing magnitude, mirroring the observed behaviour of the zero- and first-order
corrections. This would imply a slow convergence of the correction as the results
oscillate around the ∆scf value. A way to obtain an estimate to the full correcting
value is to approximate the higher order terms in the sequence as a geometric series









where |R| < 1 in order to achieve convergence in the infinite sum, and for an
oscillating sequence R < 0. Under this approximation the infinite sum of correcting







This allows a rough approximation to be made to the full correction using only the
zero and first order terms to determine the ratio R. Table 6.10 compares the differ-
ence from the ∆scf and experimental results for the ZO, FO and series correction.
The series correction can be seen to improve the results in all cases across a range
of considered orbitals. There is a clear improvement performing this additional ap-
proximation that gives results which are close to those from a ∆scf calculation. This
correction however is not based in an analytic property of the series expansion, but
is merely an estimation of the higher order behaviour of the system. Therefore, care
should be taken when applying this method and careful comparison with the zero-
and first-order corrections should be made. The success of this series approximation
for the LDA method suggest that this oscillatory behaviour would be observed for
the higher order terms in the correction for the LDA functional. This approxima-
tion is also not immediately available for all methods as it relies on the zero-order
term being larger than the first order term. In the CLDA method the zero order
term is smaller than the first order term, and in Hartree-Fock there is no zero-order
correction. A series approximation may exists for these methods but would require
the second order term in the correction to be calculated.
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Table 6.10: The difference of ∆scf or experimental results with the LDA method
with various levels of correction applied for HOMO, LUMO orbitals and all occupied
orbitals and core orbitals for the same set of molecules analysed in table 6.7. All
energies in eV.
Difference from ∆scf(eV)
HOMO N LDA +ZO +ZO+FO +Series corr
AE 36 -4.40 1.93 -1.39 -0.22
AAE 36 4.40 1.93 1.39 0.24
LUMO N LDA +ZO +ZO+FO +Series corr
AE 11 2.90 -1.42 0.80 0.03
AAE 11 2.90 1.42 0.80 0.18
Difference from experiment(eV)
All orbs N LDA +ZO +ZO+FO +Series corr
AE 21 -13.85 5.88 -6.02 -1.50
AAE 21 13.85 6.17 6.02 1.76
Core orbs N LDA +ZO +ZO+FO +Series corr
AE 14 -29.79 14.25 -14.97 -3.27




This correction offers a simple, post-scf, method to correct ionisation energies pre-
dicted from the HOMO energy towards the ionisation energy. We have also seen
that it provides a way to approximate ionisation energies for all electron orbitals
from a single calculation to a level of accuracy approaching that of the ∆scf method.
The accuracy of this method can be improved either by finding the higher order
corrections to the ionisation energy, or in an approximate manner making use of the
series approximation to estimate the total value of the correction.
This method can also be used as a test for the closeness of a functional to the
exact DFT functional, as in the exact DFT description the ionisation energy is
given exactly by the negative of the HOMO energy and it follows that for the
exact functional the correction is zero. A smaller correction would indicate a better
functional, and in the case of Hartree-Fock the zero order correction is zero. The
results of these calculations depend on the accuracy of the total energy calculations
and the accuracy of the orbital energies to ionisation energies. The results shown
here are all obtained for the LDA functional and using a more accurate energy
functional will provide further improvements due to the increased accuracy of the
∆scf method.
6.6 Summary
In thischapter a correction for the Kohn-Sham eigenvalues has been derived to first
order and shown to offer significant improvements for DFT functionals when calcu-
lating the ionisation energy of all electron orbitals in a system. This correction is
applied post-scf and allows a method to approximate ionisation energies through a
single DFT calculation as opposed to two separate calculations for a ∆scf calculation.
These results are as yet unpublished and will be submitted for publication soon.
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Spin-DFT and the Implicit-DFA
Method
7.1 Introduction
In thischapter it is demonstrated that SDFT can result in insulating ground state
behaviour for unit cells containing an odd number of electrons, contrary to what is
predicted from conventional band theory. An original restricted DFT method is also
demonstrated that uses the OEP method and SDFT energy functionals to perform
calculations on spin polarised systems with a common Kohn-Sham potential for
both spin channels. This restricted case is also shown to produce insulating ground
states for systems with an odd number of electrons per unit cell.
7.2 Unit Cells Containing an Odd Number of Elec-
trons
DFT methods are known to well represent a wide variety of behaviours in solids.
However, one situation where their typical application fails is the prediction of in-
sulating behaviour in systems where there is an odd number of electrons in the
primitive unit cell. Conventional band theory suggests [164] that in its ground
state, a periodic system has doubly degenerate bands, and every band is equally
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occupied in both the spin-up and spin-down channels. This assumption of a doubly
degenerate ground state is often wrongly assumed to also hold for systems modelled
using SDFT. In such a system as every band is equally occupied by spin-up and
spin-down electrons, the system will have zero spin polarisation. In a spin unpo-
larised system with an odd number of electrons per unit cell, the highest occupied
band will necessarily be fractionally occupied in both spin channels. This fractional
occupation describes a system that is metallic and implies that any system with
an odd number of electrons in its primitive unit cell will be metallic. While this
conducting behaviour can be widely demonstrated, it does not hold for all systems.
A well known contradiction can be found in the expected behaviour of a system
in which interatomic bonds are stretched until the constituent atoms disassociate.
The behaviour of such a stretched system would tend to that of isolated atoms, and
electrons would localise on each atom. This localisation is indicative of an insulating
system. This insulating behaviour is obtainable not only in the limit of disassocia-
tion, but can also occur at equilibrium as is the case for Mott insulators [165, 166].
These are materials predicted to be metallic by conventional band theory but are
found to be insulating.
It is possible to describe the insulating behaviour in general by doubling the unit cell,
e.g. treating the system as having an “electronic unit cell” that is a supercell of two
primitive unit cells. In this case the electronic unit cell contains an even number of
electrons and insulating behaviour is allowed by conventional band theory. This kind
of insulating behaviour (by doubling the unit cell) is typically introduced through
an antiferromagnetic ground state, or by a Peierls distortion of a 1-D lattice [167].
However, it would be expected, particularly in the case of a crystal disassociating
into its component atoms, that insulating behaviour should be a property obtainable
for a single unit cell containing an odd number of electrons. It will be shown that
such insulating behaviour can be obtained, for both SDFT and a novel restricted
Kohn-Sham method. This is achieved by considering magnetic states as opposed
to only doubly degenerate bands. Magnetic states can be found by increasing the
occupancy of one spin channel and reducing the occupancy of the opposite spin.
May, 2021
7.3. Results 133
If, by such manipulation, bands in both spin channels are either completely empty,
or filled, then insulating behaviour would be obtained. It will be shown that such
states exist and can be found as ground states for systems with an odd number
of electrons per unit cell. This allows the expected insulating behaviour of these
systems to be observed.
7.3 Results
Solids are expected to become insulating as their interatomic bonds are stretched
and the crystal disassociates into individual atoms. At short interatomic distances
individual electrons will delocalise resulting in the metallic behaviour predicted by
conventional band theory. As interatomic bonds are stretched a system will undergo
a transition from metallic to insulating. As has been discussed, such a transition
cannot occur in a spin-unpolarised system due to the presence of partially filled
bands, so spin polarised systems must be considered. SDFT calculations can be
performed for a fixed spin-state and finding the lowest energy spin-state for a par-
ticular system will allow the ground state to be determined. The magnetic state
corresponding to the ground state is expected to change as the system transitions
from metallic to insulating, and this allows for a change in behaviour. Once this
ground state has been found, an analysis of the band structures of the ground state
will determine whether a metal-insulator transition occurs and the behaviour of the
system at this transition.
These magnetic states will be defined by their net spin per unit cell, Ns = N
↑−N↓,
which is proportional to the magnetisation of the system along the z-axis. N↑,↓ may
adopt any number from 0 to N , the number of electrons per unit cell. A net spin of
Ns = 0 implies N↑ = N↓ =
1
2
N and is the non-magnetic state which is predicted by
conventional band theory. A net spin of Ns = ±N is a ferromagnetic state where
all electrons are either entirely spin-up, or spin-down. As Ns is symmetric about 0





The simplest system with an odd number of electrons per unit cell is a hydrogen
crystal with a single hydrogen atom and one electron per primitive unit cell. This
hydrogen crystal can be constructed as a 1-D chain, and 2-D plane or a 3-D primitive
cubic crystal. It is expected that all these systems are metallic at short interatomic
distances and will experience a metal-insulator transition as interatomic distances
increase [166]. Conventional band theory predicts that such systems remain metallic
for all interatomic separations. In order to find such behaviour using SDFT several
magnetic states of these hydrogen systems will be investigated. For this investigation
into hydrogen atoms, calculations were performed using the CASTEP solid state
code with a 1500 eV cutoff energy, and 15 k-points were used to sample the Brillouin
zone in each dimension. Fig. 7.1 shows the energetic behaviour of these different
magnetic states for the 1-D hydrogen chain. For the 1-D chain the ground state of
the system changes suddenly from Ns = 0 to Ns = 1 with no intermediate magnetic
state with a lower energy. The equivalent results for the 2-D and 3-D case are shown
in Fig. 7.2 and Fig. 7.3. In these cases the change in ground state from Ns = 0
to Ns = 1 is not as sudden as for the 1-D case and involves a transition through
intermediate spin states. One might expect that during this transition the ground
state Ns will vary smoothly over the range 0 ≤ Ns ≤ 1. However, closer inspection
of the 3-D transition point to Ns = 1 in Fig. 7.3 (inset) shows that the system
transitions gradually to Ns ∼ 0.8 then discontinuously to Ns = 1 without taking
any intermediate state, and a similar transition is observed for the 2-D case 7.2
(inset) reaching Ns ∼ 0.6 before transitioning to the Ns = 1 state.
All these hydrogen systems therefore exhibit a discontinuous jump to the Ns = 1
ground state, whether from Ns = 0 for 1-D hydrogen or an intermediate value of Ns
for 2 and 3-D systems. Once the magnetic behaviour of the ground state is known
the insulating behaviour can be determined by analysing these states. Any spin
state which is not Ns = ±1 must have a metallic band structure due to the presence
of partially filled bands. In the Ns = ±1 state, however, it is possible to fully occupy
a single band in one spin channel and obtain an insulating system. As seen in Fig.
7.4, at short interatomic separations the Ns = 1 state does not fully occupy a single
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Figure 7.1: The total energies of various spin states of the 1-D hydrogen chain with
a single atom per unit cell as the interatomic separation is increased. Inset shows a
zoomed image around the transition point.
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Figure 7.2: The total energies of various spin states of the 2-D hydrogen plane with
a single atom per unit cell as the interatomic separation is increased. Inset shows a
zoomed image around the transition point.
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Figure 7.3: The total energies of various spin states of the 3-D simple cubic hydrogen
lattice with a single atom per unit cell as the interatomic separation is increased.
Inset shows a zoomed image around the transition point.
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band and instead partially occupies the two lowest energy bands indicating metallic
behaviour. For larger interatomic separation as seen in Fig. 7.5 a band gap opens
between the lowest bands and only a single band is completely filled, resulting in an
insulating state.










sep = 1.5 a.u.
Figure 7.4: The metallic band structure of the ferromagnetic state of the one atom
hydrogen unit cell in a 3D simple cubic lattice at a separation of 1.5 a.u..
The results shown in Figs. 7.4, 7.5 show that a metal-insulator transition occurs for
the 3-D hydrogen system in the Ns = 1 state. Fig. 7.6 demonstrates that this tran-
sition occurs well before the ferromagnetic configuration becomes the lowest energy
state. For 1-D and 2-D hydrogen a similar transition in the Ns = 1 is observed.
This transition occurs well before the ferromagnetic state of the system becomes
the ground state. Therefore, all these hydrogen systems experience a discontinuous
transition from metallic to insulating when the Ns = 1 ferromagnetic state becomes
energetically favourable. This result demonstrates that insulating behaviour is an
allowed property of odd electron unit cells and does not require doubling of the unit
cell and the effects of antiferromagnetism or Peierls distortions.
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sep = 2.5 a.u.
Figure 7.5: The insulating band structure of the ferromagnetic state of the one atom
hydrogen unit cell in a 3D simple cubic lattice at a separation of 2.5 a.u..
7.3.2 Effective One-Electron Unit Cells
The pseudopotential treatment of core electrons in plane wave codes allows all group
one elements to be treated as one-electron systems with a modified atomic potential
that includes the effects of the core electrons. Therefore these effective one-electron
systems will show similar behaviour to hydrogen when treated using a pseudopoten-
tial. For the investigation into periodic sodium systems, a cutoff energy of 1200 eV
was used with the Brillouin zone sampled at 12 k-points in each dimension. As can
be seen from Fig. 7.7 the general behaviour of sodium is the same as hydrogen with
a transition from a spin-unpolarised ground state to a ferromagnetic ground state
as the atomic separation is increased. Here the behaviour of the 3D system remains
a sudden jump from Ns = 0 to Ns = 1 as is the case for the 1D hydrogen system.
This indicates that the ferromagnetic Ns = 1 state is more favourable in sodium.
The discontinuous change in spin state alone does not indicate a change in conduct-
ing behaviour. The analysis of the band structure of the system, as for hydrogen,
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Figure 7.6: For the 3D simple cubic hydrogen crystal the total energy of: the fer-
romagnetic Ns = 1 state, the minimum energy state for Ns < 1 from Fig 7.3, and
the lowest energy state Eg, plotted against interatomic separation r, showing the
conducting vs insulating behaviour of these states.
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Figure 7.7: The total energies of various spin states of a 3-D simple cubic sodium
crystal with a single atom per unit cell as the interatomic separation is increased.
Inset shows a zoomed image around the transition point.
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shows that the ferromagnetic state undergoes a metal insulator transition before
this ferromagnetic state becomes energetically favourable. Therefore, the transition
from metal to insulator can be shown for sodium through the use of SDFT, and this
transition from metallic to insulating is a first order phase transition.
7.3.3 Single Atoms
While insulating behaviour has been shown in one-electron systems when including
magnetic states, it is expected that the same mechanism will allow insulating states
in multi-electron systems. Fig. 7.8 shows the behaviour of aluminium under the
increasing interatomic separation. When using a pseudopotential representation
aluminium has 3 electrons that are treated using SDFT. While the system has
3 electrons, Fig. 7.8 the most energetically favourable states are found for 0 ≤
Ns ≤ 1 as the interatomic distance is increased. This is to be expected as the
aluminium s-orbital will have a lowest energy configuration when doubly occupied,
so the magnetic behaviour is effectively determined by a single unpaired electron. At
short interatomic distances it is energetically favourable to delocalise this unpaired
electron, and as such theNs = 0 state is favourable which changes to theNs = 1 state
at larger interatomic separations. Unlike hydrogen and sodium, this transition is a
continuous change in magnetic state with the ground state of aluminium smoothly
changing from Ns = 0 to Ns = 1. This result demonstrates that this method can
also be applied to multi-electron systems and that the predicted transition from
metal to insulator can occur smoothly as interatomic separation is increased.
7.3.4 Comparison With Doubling the Unit Cell
Typically in order to obtain a metal-insulator transition using SDFT the unit cell
would be doubled. This results in an even number of electrons in the unit cell
and allows an insulator to be obtained under conventional band theory. Insulating
states can be found for these doubled unit cells as the system transitions from a
non-magnetic state at short separation to an antiferromagnetic state, where in both
states Ns = 0. A comparison between the single and double unit cells energies can be
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Figure 7.8: The total energies of various spin states of a 3-D BCC aluminium with
a single atom per unit cell as the interatomic separation is increased.
seen in Fig. 7.9. At short interatomic separation the doubled unit cell result agrees
with the single unit cell with Ns = 0 as the electrons are delocalised throughout the
system and therefore there is no spin polarisation. At larger interatomic separation
the antiferromagnetic state is lower in energy than the ferromagnetic result as seen in
Fig. 7.9. However, as interatomic distances increase the strength of any interaction
between adjacent atoms will decrease and the ferromagnetic energy will tend toward
that of the antiferromagnetic state. At intermediate separations there is a deviation
of the doubled unit cell energies from those of the single unit cell. This difference is
due to an increase in degrees of freedom for the doubled unit cell, and the doubled
unit cell is able to adopt lower energy configurations as electrons begin to localise
on each hydrogen atom.
7.3.5 Conclusions
It has been demonstrated that insulating states for systems in unit cells with an odd
number of electrons can be obtained by allowing magnetic states. These results have
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Figure 7.9: Total energy per atom for the Ns = 1 and Ns = 0 states for the one
atom unit cell and the antiferromagnetic (A-F) Ns = 0 two atom unit cell result.
been demonstrated for several atomic systems where such a transition occurs with
increasing interatomic separation. At short interatomic separation the energetically
favourable state is the same Ns = 0 state as predicted by conventional band theory
and SDFT calculations for a doubled unit cell. For larger interatomic separation
a metal-insulator transition is found when a ferromagnetic state becomes the min-
imum energy configuration. This transition from non-magnetic to ferromagnetic is
responsible for a transition in the conducting state of the system from metallic to
insulating. This transition is found to be discontinuous in some systems (H,Na) and
continuous in others (Al). This demonstrates that the metal-insulator transition is
allowed in unit cells containing an odd number of electrons and does not necessarily
require a doubling of the unit cell to obtain.
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7.4 The Implicit-DFA Method
Despite the simplicity of SDFT, for systems without an external magnetic field
it should be possible, in principle, to do perform DFT calculations with a single
common Kohn-Sham potential. The lack of a single common potential in SDFT
introduces a non-orthogonality between the electron orbitals of opposing spin. This
results in spin contamination [168], where the ground state is not an eigenstate of
the total angular momentum operator 〈Ŝ2〉. A symptom of this spin contamination
is that the total angular momentum of the system is not equal to S(S + 1) the
expected quantum mechanical result. For SDFT methods the spin contamination
is typically a relatively small effect [169–171]. Nevertheless, spin contamination in
SDFT methods is generally seen as a source of error and a large deviation of the
total angular momentum from S(S + 1) can indicate an erroneous result. Using
a single common potential in each spin channel would automatically result in all
electron orbitals being orthogonal, preventing spin contamination in most cases.
Non-spin polarised DFT methods use a common potential for all electron orbitals,
but in general are not applied to spin-dependent system. This is due to the diffi-
culty of developing accurate energy functionals that correctly reflect the magnetic
behaviour of the system. SDFT methods use energy functionals which are depen-
dent on the spin densities ρσ where each spin density is treated as an independent
function. This gives a greater freedom when constructing energy functionals allow-
ing accurate approximations to be easily developed. In these approximations the
total energy must be minimised for each spin density separately resulting in separate
Kohn-Sham potentials. In the absence of an external magnetic field the spin densi-
ties may be regarded as being dependent on the total electron density, i.e. implicit
functionals of ρ. In this way the exchange energy from SDFT that is dependent
on the spin densities ρ↑, ρ↓ becomes an implicit functional of the density and the
whole scheme becomes a DFT method, as opposed to SDFT. In order to combine
spin-dependent energy functionals with a common Kohn-Sham potential the OEP
method is used. This allows a minimisation with respect to the implicit dependence
of the exchange-correlation energy functionals on the total density. The application
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of the OEP method to a SDFT energy functional will henceforth be referred to as
the implicit-DFA method.
7.4.1 Derivation
The implicit-DFA method uses a spin-dependent energy functional taken from SDFT
methods









is a functional of the spin density through ρ↑[ρ], ρ↓[ρ]. This
total energy is minimised with respect to an effective potential Veff(r) that is common
in both spin channels. As such, the electron orbitals for both spin-up and down are





+ Ven(r) + Veff(r)
]
φi(r) = εiφi(r). (7.4.2)
In this formulation each orbital φi(r) is occupied by up to two electrons with opposite






where 0 ≤ fσi ≤ 1 determines the occupancy of the ith electron state for a particular

























which is equal to zero when the total energy is minimised. These derivatives can be
evaluated using the chain rule as
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The derivative of the density with respect to the potential is the density-density


















+ c.c. = χ(r, r′). (7.4.9)
















+ c.c. = χσ(r, r′) (7.4.10)
with
χ(r, r′) = χ↑(r, r′) + χ↓(r, r′), (7.4.11)
where χ(r, r′) is the density-density response function. This allows the derivative in












which is equal to zero when the total energy is minimised.
While so far the potential for both the up and down spins have been taken to be
“common”, a constraint where N↑ 6= N↓ is inconsistent with a common Fermi energy
for the two spin channels. If the band energies are equal for both spin-up and down
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then the system will fill both spin-up and spin-down bands evenly up to the elec-
tron Fermi energy resulting in a spin unpolarised system. In order to perform spin
polarised calculations the Fermi energies of the two spin channels must be different.
The bands can then be filled unevenly for each spin, allowing N↑ 6= N↓ and spin
polarisation to occur. This difference in the Fermi energies with a common potential
is equivalent to a common Fermi energy with a constant difference between the spin
potentials V ↑ = V ↓+C. This can be seen as a homogeneous magnetic field B = C
2µ0
aligned along the z-axis [50]. This constant difference will not change the electron
wave functions but will shift the band energies εσi in one spin channel relative to the
other.
This formulation allows a common Kohn-Sham potential to be determined that
minimises the energy of a SDFT energy functional. In the case of a spin unpolarised
system i.e. N↑ = N↓, the implicit-DFA method reproduces the DFT result as one
would expect from a system with no spin polarisation. For the fully spin polarised
system N↑ = 0 or N↓ = 0, the implicit-DFA result is trivially the SDFT result,
because for such a system only a single spin channel is utilised and all the electrons
share a single Kohn-Sham potential. The implicit-DFA method is a restricted form
of the SDFT method. While the results are the same for the cases of no spin and full
ferromagnetism, the intermediate spin states of the implicit-DFA will be higher in
energy due to the additional constraint that the spin potentials are common. Overall
the implicit-DFA method is a simple way of performing spin polarised calculations
with reduced spin contamination, along with providing a simple, restricted picture
for DFT calculations.
7.5 Results
The implicit-DFA method is expected to find a solution as close to the SDFT results
as possible while having a common spin potential. In general this result will be
higher in energy than the SDFT method except in the case of spin unpolarised
systems or fully spin polarised ferromagnetic systems. Despite these restrictions
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that this method can still reproduce the metallic-insulating transition already found
using SDFT.
7.5.1 Hydrogen
Repeating the calculations for hydrogen with the implicit-DFA method allows a
comparison with the SDFT results. These calculations are again carried out with a
cutoff energy of 1500 eV and 15 k-points in each dimension. For hydrogen the Ns = 0
and Ns = 1 SDFT results are trivially the same as the implicit-DFA results in these
cases as there is either no spin-polarisation, or the system is fully polarised and
only a single spin channel is active. States with intermediate Ns will have different
behaviour to the SDFT results and are a restricted set of calculations which will,
in general, have a higher energy. For hydrogen the behaviour at short and long
interatomic separation are the Ns = 0 and Ns = 1 states. Therefore this general
behaviour will be exactly reproduced when using the implicit-DFA method. As can
be seen in Fig. 7.10 the short and long range behaviour is identical to the SDFT
method, while intermediate states are higher in energy, as expected from a more
restricted method.
While the implicit-DFA total energies are very similar to the hydrogen results for a
single one-electron unit cell in SDFT, the implicit-DFA method does not reproduce
the SDFT results in a double unit cell. Instead, the results for a double cell are
identical to those for a single unit cell. This is due to the method not currently
being able to treat systems with an antiferromagnetic electron configuration. As the
Kohn-Sham potential is common for both spin channels then only the Fermi energy
can differ for each spin component in order to allow magnetic states. In the case of
a system with Ns = 0 then the Fermi energies are equal in order to equally occupy
both spin channels; forcing the system to adopt a non-magnetic state. Therefore, the
implicit-DFA method cannot predict an antiferromagnetic system when Ns = 0 and
the spin densities for spin-up and spin-down are different throughout the system.
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Figure 7.10: The total energies of the implicit-DFA method for various spin states
of the 3-D hydrogen crystal with a single atom per unit cell as the interatomic
separation is increased. Inset shows a zoomed image around the transition point.





In the hydrogen case the result for Ns = 0 and Ns = 1 are trivially the same as for the
SDFT method. For aluminium this is the case for the Ns = 0 and Ns = 3 spin states,
however the ground state at large interatomic separation for SDFT was seen to occur
for Ns = 1, not trivially equal to the implicit-DFA result. However the comparison
of the total energies of the results for SDFT and implicit-DFA show almost identical
behaviour with a maximum difference of 7 meV observed between the SDFT and
implicit-DFA total energies. This indicates that the implicit-DFA method is similar
to the SDFT method when describing multi-electron atoms. Further investigation
into the quality of the implicit-DFA results for more complicated multi-electron
system will be required to perform a full investigation into the performance of the
implicit-DFA method.
7.5.3 Conclusions
The implicit-DFA method for solids has been introduced as a constrained version
of SDFT methods that treat spin in a system in a restricted manner with a com-
mon Kohn-Sham spin potential. This method reproduces the same metal insulator
transition as observed in SDFT despite the restricted nature of the Kohn-Sham po-
tential, appears to produce total energies that are close to those predicted by SDFT.
This method offers a simple way to remove spin-contamination and also fine control
over the spin state of the system. However, this method cannot reproduce antiferro-
magnetic behaviour, and additions to the method to describe such behaviour could
be an avenue for future research.
7.6 Summary
Contrary to the prediction of simple band theory, it has been shown that insulating
states can be obtained for an odd number of electrons in a unit cell, by allowing
magnetic ground states. While this method has not been extended to account for the
antiferromagnetic ground state that can be found in SDFT by doubling the unit cell,
it otherwise manages to produce a qualitatively similar energy curves. The implicit-
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DFA method was introduced as a method for performing DFT calculations for spin
dependent systems with a common Kohn-Sham potential for both the spin-up and
spin-down electrons. Using this newly introduced method it was demonstrated that
the metal-insulator transition demonstrated for SDFT can also be found using the
implicit-DFA method, despite the additional restriction of a common Kohn-Sham
potential that has been imposed. These results are as yet unpublished and will be
submitted for publication soon.
May, 2021
Chapter 8
Conclusions and Future Work
8.1 Conclusions
In Chapter 4 of this thesis the constrained method of self-interaction correction for
DFT functionals has been developed and applied to show that constraining the ef-
fective potential significantly improves ionisation predictions from the highest Kohn-
Sham eigenvalue for several commonly used DFT functionals. Extensions were then
shown for this constrained method, allowing the method to be more generally ap-
plicable. These extensions addressed errors introduced through finite-basis effects,
and redefined the auxiliary density in order to automatically satisfy the positivity
requirement without the need for an explicit constraint.
In Chapter 5, a simple self-interaction free hybrid function was developed utilising
the constrained method. This method demonstrated large improvements when cal-
culating ionisation energies from the Kohn-Sham eigenvalues. These improvements
were not just present in the ionisation of the highest energy electron, but for all
electron orbitals and electron affinities.
Chapter 6 introduces a post-scf method that corrected the ionisation energy pre-
dicted by the Kohn-Sham eigenvalues towards the results obtained when performing
a ∆scf calculation. The zero, and first order terms of this correction were applied to
the LDA functional demonstrating a large reduction in the error of the ionisation en-
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ergies. This correction was also calculated and applied for all occupied Kohn-Sham
orbitals, showing a relationship between the ∆scf ionisation energies and the Kohn-
Sham eigenvalues. This brings into question the assertion that only the highest
occupied Kohn-Sham eigenvalue has a physically meaningful relation to ionisation
energies. The magnitude of this correction to the ionisation energy of the highest
occupied electron also allows an assessment of the quality of a DFT functional. be-
cause for the exact DFT functional this correction is zero.
In Chapter 7, the final work of this thesis focused on SDFT in solids, and new
methods of implementing a spin-dependent functional using the OEP method. It
was shown that when SDFT is applied to periodic unit cells with odd electron
numbers of electrons, it can correctly predict insulating states. A fact that is not
expected under conventional band theory. A metal-insulator transition appears in
the 1, 2, and 3-D hydrogen crystal as interatomic distances are increased. This
method can also be applied to multi electron systems, and demonstrates the same
expected metal-insulator transition with increasing interatomic distances. A method
of performing DFT with a common Kohn-Sham effective potential for spin-polarised
systems was also demonstrated. Here the OEP method was used to minimise the
total energy of a SDFT energy functional with respect to a spin independent Kohn-
Sham potential. The metal-insulator transition found using SDFT was also found
for this new, restricted method.
8.2 Future Work
8.2.1 Constrained Method in Solids
The constrained self-interaction correction method currently is limited to molecular
systems due to the vanishing difference between N and N − 1 as the number of
electrons in a system increases. For molecular systems the asymptotic behaviour of
the Kohn-Sham is known however in a periodic system such asymptotic behaviour
is not well defined. In molecular systems the effect of a self-interaction correction
is less crucial as accurate ionisation energies are accessible through a ∆scf calcula-
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tion. However, in periodic systems ionisation energies cannot be calculated with a
∆scf calculation. Thus self-interaction corrections for periodic systems are an im-
portant method that will allow for improvements to band structure calculations in
solids. Future work would be to apply the current implementation of the constrained
method to periodic systems. This implementation requires the constraints on the
self-interaction free auxiliary density to be investigated in periodic systems. For
isolated systems the constraint on the auxiliary density is that it integrates to N−1
so as to reproduce the expected asymptotic behaviour. Applying this constraint
that is dependent on the number of electrons per unit cell in a periodic system
would result in an auxiliary density that would be different when considering a sin-
gle unit cell compared to a supercell. This non-size-extensive behaviour can be seen
by comparing the constraint on a single unit cell of N − 1 with a supercell of m
single unit cells, that would have a constraint of mN − 1. Using a supercell with a
large enough number of unit cells the constraint would tend towards mN , essentially
removing the constraint. In order to apply this method in periodic systems, a size
extensive constraint on the self-interaction free system must be determined. The
behaviour of this constraint in a self-interaction free method can be investigated for
the OEP method applied to the exact exchange method. Applying Poisson’s law
to the exact-exchange OEP potential would result in an effective density which can
be used to identify a set of size extensive constraints on the auxiliary density of the
self-interaction free periodic Kohn-Sham potential. Limits of this constraint can be
predicted, and for a periodic system of sufficiently well separated atoms or molecules
the constraint will be identical to the N − 1 constraint used already. For metals,
where electrons are fully delocalised and are well described by the homogeneous
electron gas, self-interaction effects are expected to disappear, and in this case the
constraint on the auxiliary density will tend towards N . In intermediate systems
where electrons are partially delocalised the expected behaviour of this constraint
is unknown and further investigation will aim to provide a general constraint for
periodic systems.
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8.2.2 Ionisation Corrected Functionals
In Chapter 6 a series of correcting terms for the Kohn-Sham eigenvalues were derived
that correct the eigenvalues such that they correspond to the ionisation energy
calculated through the ∆scfmethod. This correction was applied post-SCF and is
different for every orbital. The zero-order correction is given by




m 〉+ EHXC[ρ(N)(r)− ρm(r)]− EHXC[ρ(N)(r)] (8.2.1)






(N)]− EHXC[ρ(N) + ρN+1]. (8.2.2)
These expressions are simple to calculate as they only involve the orbitals of the
N electron system. When this correction is added post-scf to a DFT method the
ionisation energies predicted from the orbital eigenvalues are brought in line with
those from Hartree-Fock; a significant improvement over uncorrected DFT. For the
exact functional it is known from the DFT Koopmans’ theorem that this correction
goes to zero for the ionisation energy of the highest occupied orbital. The condition
on the first order correction for the exact system is
I
(0)
N,corr = 0 (8.2.3)
and this can be imposed as a constraint on a DFT method. We propose constructing
an objective functional as
G[VKS] = Etot[VKS]− λNI(0)N,corr[VKS] (8.2.4)
where the wave function dependent constraint can be written as implicit functionals
of the Kohn-Sham potential. This expression has a trivial solution of VKS = VDFA+C
where C is a constant, and the potential must also satisfy limr→∞ VKS(r) = 0. This
objective functional can then be minimised with respect to the Kohn-Sham potential
through the OEP method in order to obtain a ground state solution where the Kohn-
Sham potential satisfies the constraint.
The minimum of the objective functional is found when
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′)− VKS(r′)]χ(r, r′) (8.2.6)
where χ(r, r′) is the usual density-density response functional. The derivative of the















dr′VHXC[ρ− ρN ](r′) [χ(r, r′)− χN(r, r′)] (8.2.7)




























dr′VHXC[ρ− ρN ](r′) [χ(r, r′)− χN(r, r′)]
]
(8.2.9)
which equals zero at the minimum. Defining
∆EN = EHXC[ρ











dr′VHXC[ρ− ρN ](r′) [χ(r, r′)− χN(r, r′)] (8.2.11)
allows the Lagrange multiplier to be determined as
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A functional that satisfies this expression should reduce the error in the ionisation
energy of the highest occupied electron, improving these results when calculated
with this method. It is known that for the exact functional the ionisation correction
is zero. Therefore, this will correct a DFT method towards the exact functional.
However, a more stringent correction can be applied to not only the Nth ionisation
energy but to all energy levels. This is done by constraining all ionisation energy
corrections to equal zero. Constraining all orbitals to obey Koopmans’ theorem
may lead to improved ionisation energies for every orbital, but it is unknown if this
constraint would be satisfied exactly by the exact DFT functional. However, this
condition is at least approximately satisfied [154–157]. Further work would investi-
gate how this method would be affected by the choice of constrained orbitals and the
effect on total energies and ionisation energies calculated using these constraints.
8.3 Final Remarks
The demonstration that by including magnetic ground states we can predict be-
haviours that are not expected in conventional band theory highlights the impor-
tance of the magnetic properties of a system’s ground state. This may lead to
demonstration of further properties which do not require the doubling of the unit
cell to demonstrate. The introduction of a new implicit-DFA method with which to
perform DFT calculations on spin polarised systems, in the absence of an external
magnetic field, with a common potential could allow for the development of other
DFT methods for spin-polarised systems. Further application of this method may
allow more control over magnetic properties of a system through additional con-
straints on the potential.
The methods in Chapters 4,5,6 aim to reduce the effect of self-interaction errors on
the effective potential in DFT calculations. Understanding and correcting for self-
interaction errors is important in solids and molecules where they can introduce large
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errors especially in the calculation of ionisation energies. The methods introduced in
this thesis can be used to correct for these errors and their simplicity and inexpensive
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A.1 First order Perturbation theory
As shown by the Hohenberg-Kohn theorem in 2.3.2 all quantities are dependent on
the electron density, or Kohn-Sham potential, and varying either the electron density
or potential will result in a change in all these quantities. In the DFT methods,
especially those involving the OEP method, it is often necessary to know the response
of the Kohn-Sham orbitals to a perturbation in the Kohn-Sham potential, this can
be accomplished using first order perturbation theory. The Kohn-Sham orbitals are
defined by the hamiltonian equation
Ĥφi(r) = εiφi(r) (A.1.1)
where the Hamiltonian Ĥ is a combination of the kinetic energy operator, external
potential, and the Kohn-Sham potential. considering a perturbation in the Kohn-
Sham potential pf V ′ there will be a corresponding perturbation in the Kohn-Sham
orbitals
(
Ĥ + V ′
)
|φi + φ′i + . . .〉 = (εi + ε′i + . . . ) |φi + φ′i + . . .〉 (A.1.2)




|φ′i〉 = (ε′i − V ′) |φi〉 . (A.1.3)
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The perturbed orbitals are still normalised to 1 which requires the perturbation in
the first order orbital to satisfy
〈φi|φ′i〉+ 〈φ′i|φi〉 = 0 (A.1.4)





where the orthonormality of the Kohn-Sham orbitals give the required normalisation
condition.
Substituting this expression into the first order Kohn-Sham equation multiplying by







|φj〉 = 〈φk| (ε′i − V ′) |φi〉 (A.1.6)





|φk〉 = −〈φk|V ′ |φi〉 (A.1.7)















where this can be represent the perturbed induced in the orbital by changing the
Kohn-Sham potential.
A.2 Degenerate perturbation theory
When considering a Kohn-Sham system under the removal or addition of an elec-
tron it is common for there to be a degeneracy between the occupied and unoccupied
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electron orbitals. This degeneracy introduces a difficulty in evaluating the density-
density response function, which has the denominator εi − εa, which upon electron
removal or addition can result in occupied orbitals which are degenerate with un-
occupied orbitals. This introduces terms for which the denominator εi − εa = 0
and these orbitals must be treated under degenerate perturbation theory in order to
provide a finite perturbation. When dealing with degenerate orbitals the perturbed
orbital |φ′i〉 is considered to be composed of a linear combination of degenerate or-














cij |mj〉 = ε′j |φi〉 (A.2.11)
where ε′j is the perturbed orbital energy. For all the degenerate states
Ĥ0 |mk〉 = εD |mk〉 (A.2.12)
where εD is the energy of the degenerate state. Therefore, multiplying Eq. A.2.11






〈mk| V̂ |mj〉 − δkj∆i
]
= 0 (A.2.13)
where ∆i = ε
′
i − εD. This eigenvalue equation must be solved in order to determine
the coefficient cij, this is typically a simple procedure as the degenerate space only





cij |mj〉 = |mi〉+
∑
j∈D
[cij − δij] |mj〉 (A.2.14)
allowing subsequent calculation of a perturbed densities and other quantities to be
constructed similarly to non-degenerate perturbation theory. For orbitals which
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are not part of a degenerate space the perturbation can be determined from non-
degenerate perturbation theory.
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