Let G = (V, E) be a connected graph, a subset S ⊆ V (G) is called an R g -vertex-cut of G if G − F is disconnected and any vertex in G − F has at least g neighbours in G − F . The R g -vertex-connectivity is the size of the minimum R g -vertex-cut and denoted by κ g (G). Many large-scale multiprocessor or multi-computer systems take interconnection networks as underlying topologies. Fault diagnosis is especially important to identify fault tolerability of such systems. The g-good-neighbor diagnosability such that every fault-free node has at least g fault-free neighbors is a novel measure of diagnosability. In this paper, we show that the g-good-neighbor diagnosability of the hierarchical cubic networks HCN n under the PMC model for 1 ≤ g ≤ n − 1 and the M M * model for 1 ≤ g ≤ n − 1 is 2 g (n + 2 − g) − 1, respectively.
Introduction
With the development of technology, the high performance for large multiprocessor systems is of great importance. For multiprocessor systems, they usually take interconnection networks as underlying topology. An interconnection network is usually modelled by a connected graph G = (V, E), where vertices represent processors and edges represent communication links between processors. The connectivity κ(G) of a graph G is defined as the minimum number of vertices whose removal disconnects the graph G and the edge connectivity λ(G) is defined as the minimum number of edges whose deletion disconnects the graph G. They are two important parameters to evaluate the reliability of a network. It was shown in [21] that the higher these parameters are, the reliable the network is. However, these parameters always underestimate the resilience of a network. To overcome the shortcoming, Esfahanian [3] introduced the concept of restricted connectivity, which was a parameter to evaluate the fault tolerance of the network in terms of vertex failure. Later, Latifi et al. [10] and Oh and Choi [12] generalized the parameter to R g -vertex-connectivity.
For a connected graph G = (V, E), a subset S ⊆ V (G) is called an R g -vertex-cut of G if G − F is disconnected and any vertex in G − F has at least g neighbours in G − F . The R gvertex-connectivity is the size of the minimum R g -vertex-cut and denoted by κ g (G). There are many results about R g -vertex-connectivity of networks, one can refer [15, 23, 24, 25] .
In addition, processors may fail and create faults in the large multiprocessor system. Hence, node fault identification is also of great importance for the system. The first step to deal with faults is to identify the faulty processors from the fault-free ones. The identification process is called the diagnosis of the system. A system is said to be t-diagnosable if all faulty processors can be identified without replacement, provided that the number of faults presented does not exceed t. The diagnosability t(G) of a system G is the maximum value of t such that G is t-diagnosable [2, 4, 9] .
To identify the faulty processors, some diagnosis models were proposed. One of which was introduced by Preparata et al. [14] in 1967 and it is called the P M C diagnosis model. The diagnosis of the system is achieved through two linked processors testing each other. Another is the M M * diagnosis model, which was proposed by Maeng and Malek [11] in 1981. For the M M * model, to diagnose the system, a node sends the same task to two of its neighbours and then compares these responses. In 2005, Lai et al. [9] introduced the restricted diagnosability of a system, which is called conditional diagnosability. They consider the situation that any fault set can not contain all neighbours of any vertex in the system. In 2012, Peng et al. [13] proposed a new measurement for fault diagnosis of the system, that is, the g-good-neighbour diagnosability. This kind of diagnosis requires that every fault-free node contains at least g fault-free neighbours and they studied the g-good-neighbour diagnosability of the n-dimensional hypercube under the P M C model in [13] . In addition, there are many results about the g-good-neighbour diagnosability of other networks. For example, Wang and Lin et al. [20] studied the 1-good-neighbour connectivity and diagnosability of Cayley graphs generated by complete graphs; Wang and Han studied the g-good-neighbour diagnosability of the n-dimensional hypercube under the M M * model in [17] ; Yuan et al. [22] studied the g-good-neighbour diagnosability of the k-ary n-cube under the P M C model and M M * model; Wang and Guo [18] studied the 1-goodneighbour diagnosability of Cayley graphs generated by transposition trees under the P M C model and M M * model; Wang and Lin [19] studied the 2-good-neighbour diagnosability of Cayley graphs generated by transposition trees under the P M C model and M M * model and so on.
In this paper, we focus on the hierarchical cubic networks HCN n for n ≥ 2. we show that the g-good-neighbor diagnosability of the hierarchical cubic networks HCN n under the PMC model for 1 ≤ g ≤ n−1 and the comparison model for 1 ≤ g ≤ n−1 is 2 g (n+2−g)−1, respectively.
Preliminary
In this section, we will introduce some definitions and notations needed for our discussion. Let G = (V, E) be a non-complete undirected graph, the degree of a vertex v ∈ V (G), denoted by d G (v), is the number of edges incident with v. The minimum degree of a vertex v in G is denoted by δ(G). The neighbourhoods of the vertex v in G is denoted by
the graph is called k-regular. For any two vertices u and v in G, we denote by cn(G; u, v) the number of common neighbours of u and v, that is,
, is a graph whose vertex set is V and the edge set is the set of all the edges of G with both ends in
To diagnose the faults in a system G, a number of tests need to perform on the vertices. The collection of all test results is called a syndrome. For a given syndrome σ, a subset F ⊂ V (G) is said to be consistent with σ if the syndrome σ can arise from the situation that all vertices in F are faulty and all vertices in V (G) \ F are fault-free. If for every syndrome σ, there is a unique F ⊆ V (G) such that F is consistent with σ, then the system is said to be diagnosable. Let σ(F ) denote the set of all syndromes which are consistent with F . Two distinct vertex sets F 1 and F 2 in V (G) are said to be indistinguishable if σ(F 1 ) σ(F 2 ) = ∅, otherwise, F 1 and F 2 are said to be distinguishable. Also, we say (
A system G = (V, E) is g-good-neighbour t-diagnosable if F 1 and F 2 are distinguishable for each distinct pair of g-good-neighbour faulty subsets F 1 and F 2 of V with |F 1 | ≤ t and |F 2 | ≤ t. The g-good-neighbour diagnosability t g (G) of a system G is the maximum value of t such that G is g-good-neighbour t-diagnosable.
Let V n be the set of binary sequence of length n, i.e.,
The hypercube is one of the most fundamental interconnection networks. An n-dimensi onal hypercube, shortly n-cube, is an undirected graph Q n = (V, E) with |V | = 2 n and |E| = n2 n−1 . Each vertex can be represented by an n-bit binary string. There is an edge between two vertices whenever their binary string representation differs in only one bit position. The hierarchical cubic network was introduced by Ghose and Desai in [7] , which is feasible to be implemented with thousands of or more processors, with retaining some good properties of the hypercubes, such as regularity, symmetry and logarithmic diameter. Following, we will introduce the definition of the hierarchical cubic networks. Definition 1. An n-dimensional hierarchical cubic network HCN n with vertex set V n × V n is obtained from 2 n n-cubes {xQ n : x ∈ V n } by adding edges between two n-cubes, called crossing edges, according to the following rule: A vertex (x, y) in xQ n is linked to
The vertex (y, x) in yQ n or (x, y) in xQ n is called an outside neighbour of (x, y) in xQ n . By the definition of the hierarchical cubic network, it is an (n + 1)-regular network. Let Fig.1 , where the red edges are the crossing edges of HCN 2 .
There are some results about hierarchical cubic network, one can refer [1, 5, 6, 7, 26, 27, 28] etc. for the detail.
The paper is organized as follows. In section 3, the g-good-neighbour diagnosability of HCN n under the P M C model is determined. In section 4, the g-good-neighbour diagnosability of HCN n under the M M * model is determined. In section 5, the paper is concluded. The following properties about the hierarchical cubic networks HCN n are useful.
Lemma 1. Let HCN n be an n-dimensional hierarchical cubic network for n ≥ 2. Then the following results hold.
(1) Any vertex of HCN n has exactly one outside neighbour.
(2) There are two crossing edges between two n-cubes xQ n and yQ n if and only if x and y are complementary; otherwise there is only one crossing edge.
(3) The set of crossing edges consists of a perfect matching of HCN n .
As HCN n is made up of 2 n n-cubes and a perfect matching, some properties on an n-cube Q n are very useful for the proofs of the main results.
Lemma 3. Let HCN n be an n-dimensional hierarchical cubic network for n ≥ 2, then there is no triangle in HCN n .
Proof. Let x 1 Q n , x 2 Q n , · · · , x 2 n Q n be the 2 n n-cubes of HCN n . Suppose to the contrary, that is, there is a triangle in HCN n . Let C = xyzx be the triangle in HCN n . To prove the result, the following three cases are considered. Case 1. x, y, z belong to exactly one n-cube of HCN n . Without loss of generality, let x, y, z ∈ V (x 1 Q n ). As Q n is bipartite, there is no triangle in x 1 Q n , a contradiction. Case 2. x, y, z belong to two different n-cubes of HCN n . Without loss of generality, let x, y ∈ V (x 1 Q n ) and z ∈ V (x 2 Q n ). As xz, yz ∈ E(HCN n ), then x and y are two outside neighbours of z, contradict with (1) of Lemma 1. Case 3. x, y, z belong to three different n-cubes of HCN n . Without loss of generality, let x ∈ V (x 1 Q n ), y ∈ V (x 2 Q n ) and z ∈ V (x 3 Q n ). As xz, yz ∈ E(HCN n ), then x and y are two outside neighbours of z, contradict with (1) of Lemma 1.
Thus, there is no triangle in HCN n .
Lemma 4.
If X is a subgraph of HCN n and δ(X) ≥ g, then |X| ≥ 2 g for 1 ≤ g ≤ n − 1.
To prove the result, the following cases are considered. Case 1. |I| = 1 Without loss of generality, let
. By the definition of HCN n , any vertex of HCN n has exactly one outside neighbour. Thus, By Lemma 7 and the definition of the hierarchical cubic network HCN n , the following lemma holds.
Lemma 8. Let x 1 Q n , x 2 Q n , · · · , x 2 n Q n be the 2 n n-cubes of HCN n . Then for any two distinct vertices u and v in the hierarchical cubic network HCN n , we have
if u and v belong to the same n cube and N HCNn (u)∩ N HCNn (v) = ∅; 1 if u and v belong to different n cubes and N HCNn (u)∩ N HCNn (v) = ∅; 0 otherwise.
To prove the g-good neighbour diagnosability of HCN n under the P M C model, the following results are useful.
Definition 2. ([22])
A system G = (V, E) is g-good-neighbour t-diagnosable if and only if for any two distinct g-good-neighbour faulty subsets F 1 and F 2 of V such that |F 1 | ≤ t and |F 2 | ≤ t, the sets F 1 and F 2 are distinguishable.
Lemma 9. ([22])
For any two distinct subsets F 1 and F 2 in a system G = (V, E), the sets F 1 and F 2 are distinguishable if and only if there exists a vertex u ∈ V − (F 1 F 2 ) and v ∈ F 1 ∆F 2 such that (u, v) ∈ E. Theorem 1. Let HCN n be the n-dimensional hierarchical cubic network for n ≥ 2, then the g-good neighbour diagnosability of HCN n under the P M C model satisfies t g (HCN n ) ≤ 2 g (n + 2 − g) − 1 for n ≥ 2 and 1 ≤ g ≤ n − 1.
Proof. Let x 1 Q n , x 2 Q n , · · · , x 2 n Q n be the 2 n n-cubes of HCN n . Let X ⊆ V (x 1 Q n ) and HCN n [X] ∼ = Q g . Let F 1 = N HCNn (X) and F 2 = N HCNn [X]. By Lemma 6, both F 1 and F 2 are g-good neighbour faulty sets. As |N HCNn (X)| = 2 g (n + 1 − g), we have
and
As F 1 ∆F 2 = X, there is no cross edge between HCN n \ (F 1 ∪ F 2 ) and F 1 ∆F 2 . By Lemma 9, the g-good neighbour faulty sets of F 1 and F 2 are indistinguishable. By Definition 2, then hierarchical cubic network HCN n is not g-good neighbour 2 g (n + 2 − g)-diagnosable under the P M C model. Thus, t g (HCN n ) ≤ 2 g (n + 2 − g) − 1.
Theorem 2. Let HCN n be the n-dimensional hierarchical cubic network for n ≥ 2, then the g-good neighbour diagnosability of HCN n under the P M C model satisfies t g (HCN n ) ≥ 2 g (n + 2 − g) − 1 for n ≥ 2 and 1 ≤ g ≤ n − 1.
Proof. Let x 1 Q n , x 2 Q n , · · · , x 2 n Q n be the 2 n n-cubes of HCN n . To Prove the result, we just need to show that for any two distinct g-good neighbour faulty subsets F 1 and F 2 of HCN n such that |F 1 | ≤ 2 g (n + 2 − g) − 1 and |F 2 | ≤ 2 g (n + 2 − g) − 1, the sets F 1 and F 2 are distinguishable. By Lemma 9, there is an edge between V (HCN n ) \ (F 1 ∪ F 2 ) and
We prove the result by contradiction. That is, there are two distinct g-good neighbour faulty subsets F 1 and F 2 of HCN n such that |F 1 | ≤ 2 g (n+2−g)−1 and |F 2 | ≤ 2 g (n+2−g)−1, but they are indistinguishable.
First, we show that V (HCN n ) = F 1 ∪ F 2 . Suppose to the contrary, that is,
= 3 · 2 n − 2. As |V (HCN n )| = 2 2n . Obviously, 2 2n > 3 · 2 n − 2 for n ≥ 2, which is a contradiction. Second, we prove the main result. Without loss of generality, let F 2 \ F 1 = ∅. As F 1 is a g-good neighbour faulty set, then for any vertex u of HCN n \ F 1 , d HCNn\F 1 (u) ≥ g. As there is no cross edge between HCN n \ (F 1 ∪ F 2 ) and
As F 1 and F 2 are both g-good neighbour faulty sets, F 1 ∩ F 2 is also a g-good neighbour faulty set. In addition, there is cross edge between HCN n \(F 1 ∪F 2 ) and F 1 △F 2 , F 1 ∩ F 2 is a g-good neighbour faulty cut. By Lemma 6,
= 2 g (n + 2 − g) By the hypothesis, |F 2 | ≤ 2 g (n + 2− g)− 1, which is a contradiction. Thus, t g (HCN n ) ≥ 2 g (n + 2 − g) − 1 for n ≥ 2 and 1 ≤ g ≤ n − 1.
By Theorem 1 and Theorem 3, the following theorem can be obtained.
Theorem 3. Let HCN n be the n-dimensional hierarchical cubic network for n ≥ 2, then the g-good neighbour diagnosability under the P M C model is t g (HCN n ) = 2 g (n + 2 − g) − 1 for n ≥ 2 and 1 ≤ g ≤ n − 1. (1) There are two vertices u, w ∈ V \ (F 1 F 2 ) and there is a vertex v ∈ F 1 ∆F 2 such that uw ∈ E and vw ∈ E.
(2) There are two vertices u, v ∈ F 1 \ F 2 and there is a vertex w ∈ V \ (F 1 F 2 ) such that uw ∈ E and vw ∈ E.
(3) There are two vertices u, v ∈ F 2 \ F 1 and there is a vertex w ∈ V \ (F 1 F 2 ) such that uw ∈ E and vw ∈ E.
Theorem 4. Let HCN n be the n-dimensional hierarchical cubic network for n ≥ 2, then the g-good neighbour diagnosability of HCN n under the M M * model satisfies t g (HCN n ) ≤ 2 g (n + 2 − g) − 1 for n ≥ 2 and 1 ≤ g ≤ n − 1.
Proof. Let x 1 Q n , x 2 Q n , · · · , x 2 n Q n be the 2 n n-cubes of HCN n . Let X ⊆ V (x 1 Q n ) and
. By Lemma 6, both F 1 and F 2 are g-good neighbour faulty sets. As |N HCNn (X)| = 2 g (n + 1 − g), we have
As F 1 ∆F 2 = X, there is no cross edge between V (HCN n ) − (F 1 ∪ F 2 ) and F 1 ∆F 2 . By Lemma 10, the g-good neighbour faulty sets of F 1 and F 2 are indistinguishable. By Definition 2, then hierarchical cubic network HCN n is not g-good neighbour 2 g (n + 2 − g)-diagnosable under the M M * model. Thus, t g (HCN n ) ≤ 2 g (n + 2 − g) − 1.
Theorem 5. Let HCN n be the n-dimensional hierarchical cubic network for n ≥ 2, then the g-good neighbour diagnosability under the M M * model satisfies t g (HCN n ) ≥ 2 g (n+2−g)−1 for n ≥ 2 and 1 ≤ g ≤ n − 1.
Proof. Let x 1 Q n , x 2 Q n , · · · , x 2 n Q n be the 2 n n-cubes of HCN n . To Prove the result, we just need to show that for any two distinct g-good neighbour faulty subsets F 1 and F 2 of HCN n such that |F 1 | ≤ 2 g (n + 2 − g) − 1 and |F 2 | ≤ 2 g (n + 2 − g) − 1, the sets F 1 and F 2 are distinguishable.
We prove the result by contradiction. That is, there are two distinct g-good neighbour faulty subsets F 1 and F 2 of HCN n with |F 1 | ≤ 2 g (n + 2 − g) − 1 and |F 2 | ≤ 2 g (n + 2 − g) − 1, but they are indistinguishable. Without loss of generality, assume that F 2 \ F 1 = ∅. To obtain a contradiction, the following fact and claim are useful.
Fact 1. With a similar proof as Theorem 3, we obtain that V (HCN
Proof of Claim 1. To prove the result, the following two cases are considered. Case 1. 2 ≤ g ≤ n − 1. Suppose to the contrary. That is, HCN n \ (F 1 F 2 ) has at least one isolated vertex, say u. Obviously, we have d HCNn\(F 1 F 2 ) (u) = 0 and
which satisfies condition (3) of Lemma 10. Thus, the g-good neighbour faulty sets F 1 and F 2 are distinguishable, a contradiction. Case 1. g = 1 and n ≥ 2. Suppose to the contrary. That is, HCN n \ (F 1 F 2 ) has at least one isolated vertex, say w. Let W be the set of all isolated vertices in
which contradicts with the fact that w is an isolated vertex in HCN n \ (F 1 F 2 ) . Now, suppose that
As F 2 is a 1-good neighbour faulty set, we have 
(n + 1)/(n − 1) = 3n + 3 + 2n(n + 1)/(n − 1) However, 2 2n > 3n + 3 + 2n(n + 1)/(n − 1) for n ≥ 3, a contradiction. Thus, H = ∅. For any vertex b 1 ∈ H, as H has no isolated vertex, then there exists some vertex b 2 ∈ H such that b 1 b 2 ∈ E(HCN n ). If b 1 v 1 ∈ E(HCN n ) for some vertex v 1 ∈ F 1 △ F 2 , then the 1-good neighbour faulty sets F 1 and F 2 are distinguishable by condition (1) of Lemma 10, which is a contradiction. Thus,
By the arbitrariness of v 1 and b 1 , there is no edge between H and F 1 △ F 2 . As both F 1 and F 2 are 1-good neighbour faulty sets, F 1 ∩ F 2 is a 1-good neighbour faulty set. As there is no edge between H and F 1 △ F 2 , F 1 ∩ F 2 is a 1-good neighbour faulty cut. By Lemma 5, |F 1 ∩ F 2 | ≥ 2(n + 1 − 1) = 2n.
As
Let F 1 \ F 2 = {u} and F 2 \ F 1 = {v}. By Lemma 8, u and v have at most two common neighbours. Thus, |W | ≤ 2 as any vertex of W is adjacent to both u and v.
If |W | = 2, let W = {w 1 , w 2 }. By Lemma 8 and Lemma 3, no two vertices of u, v, w 1 and w 2 have a common neighbour in F 1 ∩ F 2 . Thus, |F 2 | = |F 1 ∩ F 2 | + |F 2 \ F 1 | ≥ 3n − 2 + 1 > 2n + 1 ≥ |F 2 | for n ≥ 3, which is a contradiction. The proof of Claim 1 is complete. By Claim 1 and Claim 2, for any vertex u ∈ HCN n \ (F 1 ∪ F 2 ), there exists some vertex v ∈ HCN n \ (F 1 ∪ F 2 ) such that uv ∈ E(HCN n ). If uw ∈ E(HCN n ) for w ∈ F 1 △ F 2 , it satisfies condition (3) of Lemma 10. Thus, the g-good neighbour faulty sets F 1 and F 2 are distinguishable, a contradiction. That is to say, uw / ∈ E(HCN n ). By the arbitrariness of u, w, there is no edge between HCN n \ (F 1 ∪ F 2 ) and F 1 △ F 2 , we have
Thus, by Lemma 4, |F 2 \ F 1 | ≥ 2 g . As both F 1 and F 2 are g-good neighbour faulty sets, F 1 ∩ F 2 is a g-good neighbour faulty set. In addition, as there is no edge between HCN n \ (F 1 ∪ F 2 ) and F 1 △ F 2 , F 1 ∩ F 2 is a g-good neighbour faulty cut. By lemma 5, |F 1 △ F 2 | ≥ 2 g (n + 1 − g). Thus, |F 2 | = |F 1 ∩ F 2 | + |F 2 \ F 1 | ≥ 2 g (n + 1 − g) + 2 g = 2 g (n + 2 − g) which contradicts with |F 2 | < 2 g (n + 2 − g) − 1. The proof of the theorem is complete. By Theorem 4 and Theorem 5, the following theorem can be obtained.
Theorem 6. Let HCN n be the n-dimensional hierarchical cubic network for n ≥ 2, then the g-good neighbour diagnosability under the M M * model is t g (HCN n ) = 2 g (n + 2 − g) − 1 for n ≥ 2 and 1 ≤ g ≤ n − 1.
Concluding remarks
As the hierarchical cubic network HCN n has some attractive properties to design interconnection networks. In this paper, we focus on the graph HCN n . We show that the g-good-neighbour diagnosability of HCN n under the P M C model and M M * model is
