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Highly precise pulsar timing is very important for understanding the nature of neutron stars
and the implied physics, even being used to detect directly gravitational waves. Unfortunately,
the accuracy of the pulsar timing is seriously affected by the spin-down irregularities, such as spin
fluctuations with a manifestation of low frequency structures (the so-called red noise processes),
and various activities of magnetospheres. Except from the random timing noise, significant periodic
or quasi-periodic components could also be found in some timing residuals of pulsars, indicating
the presence of unmodelled deterministic effects. The physical origins of these effects still remain
unexplained. In this paper, we suggest a new mechanism involving the de Haas-van Alphen magnetic
oscillation, which could trigger the observed low frequency structures. We find that the proposed
magnetic oscillation period is about 1-102 yr, which is about 10−4 times as long as the classical
characteristic time scale of interior magnetic field evolution for a normal neutron star. Due to
the magnetic oscillation, we estimate both the braking index range between 10−5 and 105 and the
residuals range between 4 to 906 ms for some specific samples of quasi-periodic pulsars. Those are
consistent with the pulsar timing observations. Nonlinear phenomena of de Haas-van Alphen effect
and the Condon domain structure are considered. Avalanche-like magnetized process of domain wall
motion (rapidly magnetic energy release) could associated with some special emitting manifestations
of neuron star radiation.
PACS numbers:
I. INTRODUCTION
Neutron star (NS) is one of intriguing objects com-
posed of the densest and most extreme matter, which is
magnetized with a strong magnetic field. Its giant mo-
ment of inertial makes it be a stable clock-like rotator,
spinning down gradually by the emission of electromag-
netic wave, particle wind, etc. Precise timing measure-
ment of pulsar emission can provide deep insight into the
interior structures or evolution of its composition and
magnetic field, even allow directly detection of a stochas-
tic gravitational waves background [1]. The timing pre-
cision is affected by two main factors or irregularities,
glitching and timing noise. The former is a sudden in-
crease and relaxation of the rotation rate believed to be
caused by a sudden unpinning and repinning of the su-
perfluid vortices inside NS [2–4], whereas the latter is
characterized by a continuous and unpredictable pulse
phase wandering [5]. The amount of this timing noise
can be measured from the timing residual, which is a dif-
ference of pulse time of arrival (ToA) between a timing
model, including glitching, and the real observation.
A single ToA can be obtained from comparing an av-
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erage pulse profile of many pluses with a template pro-
file at observatory. Actual ToAs are affected by secular
spin-down and many correcting factors, including pulsar
position, proper motion, dispersion and its variation, and
the Earth motion relative to the solar system barycenter
[6]. Thus, after these spin-down and correcting factors
are taken into account, the timing residual most likely
comes from the internal torque fluctuations arising from,
e.g., the pinning-unpinning and creep of the crustal su-
perfluid vortex [7], the magnetosphere activities [8], or
the pulsar circumstance such as the companion or aero-
lite [9–11]. For most pulsars, the residuals from perfectly
timing model should include at least two components: a
“slow” irregularities (due to glitching and timing noise)
and a “fast” white noise. The slow timing noise is of time-
correlated with a red power spectral, containing various
contributions from the examples of intrinsic spin noise
and magnetospheric torque variations et al. [12], while
the white noise contain both measurement (radiometer)
noise and the jitter effects from changes of the pulse-to-
pulse phase and amplitude [13].
Various observational and data analysis aspects of tim-
ing noise have been accounted for many pulsars. An ear-
lier attempt was made to describe power spectra in the
red noise as random walks in pulse phase, spin frequency
ν or frequency derivative ν˙ [14–16], for example, the Crab
pulsar was consistent with random walks in frequency.
However, the idealized, large rate random walks in one
2or more of the three observation variables is too sim-
ple. Instead, superimposed on the randomwalks, discrete
identifiable “micro-jumps” events were proposed in many
residual data [17–19]. These microjump amplitudes are
still too large to be produced by mere fluctuations of
a random walk process; being not simply scaled-down
versions of glitches as well. (unlike glitches, microjumps
exhibit both positive and negative signs in frequency and
frequency derivative.)
Following steadily accumulating data base, many em-
pirical timing residual characteristics of the entire set of
pulsars [17, 18, 20, 21] have been established. For exam-
ple, lots of data observed with the Lovell Telescope over
several decades presented the detailed timing residuals
and analysis of 366 pulsars [20]. The statistical nature of
timing activity in these pulsar samples can be summa-
rized as follows:
• With approximately 37 per cent of the samples the
residuals are dominated by both measurement and
jitter errors. More pulsars (63 per cent) exhibit the
low-frequency structures which have a red power
spectrum. Root mean square (rms) of the residuals
ranges from a few milliseconds to several seconds.
• More residuals (36 per cent) are subject to long-
term cubic polynomial components related to the
second frequency derivative ν¨ or the braking in-
dex, n = νν¨/ν˙2. The braking indices ranging from
36246 to -287986 for non-recycled pulsars deviate a
value of 3, which was expected for the magnetic
dipole radiation. In these significant ν¨, almost
equal number pulsars have both positive and neg-
ative signs.
• The timing noise strength is only weakly correlated
with pulse period, but strongly correlated with the
frequency derivative. Therefore, the noise strength
is strongly anti-correlated with the spin-down or
characteristic age (τc = −ν/2ν˙) and with surface
magnetic field (Bs = 3.2× 10
19
√
−ν˙/ν3 G), which
could imply an evolutionary character [21].
• Another common characteristic feature of the resid-
uals, what we have been particularly concerned,
shows periodic or quasi-periodic phase variations
with long time scales (about 1 to 10 year). Table 1
shows some samples of pulsars in references [19, 20]
with significant periodic structures. It is natural to
expect more candidates if the residuals become sta-
tionary over a very long observational span.
Whilst these long time scale structures have been con-
siderable accumulated, the mechanisms are still not fully
understood. Generally, the timing noise can be ascribed
to fluctuations of the moment of inertia [22], torque act-
ing on the crust from the internal [2, 7, 23, 24] or ex-
ternal action associated with the accretion flow [24] and
magnetosphere current flow [8]. Theoretical models of
these mechanisms are most involved with a random ori-
gin of the timing noise. However, recent efforts were
concentrated on causes of non-stochastic timing activ-
ity prompted by the periodic or quasi-periodic feature
in timing residuals. Although the low frequency tim-
ing noise structure, such as the cubic term or discrete
events in the residual series, can also exhibit a pseudo-
periodicity, the period and amplitude are dependent on
the data span. These regular modulations with a long
time-scale (about order of several years) are also impos-
sible to be caused by any dynamic process in the magne-
tosphere [25]. The expected oscillation can be either ex-
ternal to the magnetosphere or in the interior of NS, but
the detailed physical mechanism behind the non-random
process is still uncertain.
The existing modulation mechanisms [26] include: (i)
the vortex array Tkachenko waves [27] occurring in the
rotating superfluid; (ii) free precession [28–30] if the spin
axis was not aligned with the angular momentum vector;
and (iii) the presence of a planetary system outside a pul-
sar [31]. These mechanisms maybe explain the periodic-
ity and other peculiar behaviors of pulsar, but a unified
theory covering all aspects of the periodicity and the ac-
companying performances is required. Some important
accompanying observational performances have: (1) cor-
relating changes in the pulse shape of PSR B1828-11 [29]
or other pulsars [19]; (2) switching sharply between two
or several magnetosphere states which was first reported
in intermittent pulsar PSR B1934+21 [32] and other pul-
sars from analysis [19] of the 366 samples; and (3) ap-
pearing of long-period and rich harmonic contents. The
long-period is incompatible with the precession mecha-
nism when considering neutron superfluid vortices pin-
ning either to magnetic flux tubes in pulsar core or to
inner crust nuclei [33]. The sharply switching and its
trigger mechanism are not easy to understand with any
signal modulation methods above, in spite of the possi-
bility of the precession trigging [30]. Although Zhang et
al [34] has phenomenologically modeled the modulation
in Hobbs samples [20] as some unknowing oscillations of
the magnetic field, the implied physics has not been well
understood, perhaps being interpreted [35, 36] as a con-
sequence of the Hall magnetic cascade process.
Here, we propose another modulation mechanism:
Landau quantization and de Haas-van Alphen (dHvA)
magnetic oscillation when degenerate electrons orbiting
strong magnetic field. As is well known, thermodynamic
properties (such as the magnetization and susceptibility)
of single crystal metal on the external magnetic field H
and low temperature condition, kT < ~ωc ( ωc is the
cyclotron angular frequency of the electron orbit), is os-
cillatory in nature. The reason is the quantization of
electron motion perpendicular to the field direction. As
successive Landau levels sweep through the Fermi energy,
physical properties of electron system are periodic func-
tions of the external field. In pure metal crystal, the
dHvA effect is extensively studied [37–39]. Generalizing
the non-relativistic situation in metal to NS interior has
3been considered in [40–42].
As we shall see there, dHvA effect readily provides a
crude mechanism of explaining the periodic modulation
in pulsar timing residuals. Accompanying the internal
magnetic field evolution slowly, this theory gives an rapid
oscillatory magnetic dipolar moment as observing by a
remote observer. For a normal NS, the expected modu-
lation period decreases nearly 10−4 relative the smooth
evolution, and 10−5 for the relative change of the dipolar
moment. In §2 we give a summary of timing observation
for periodic or quasi periodic pulsars. We briefly review
dHvA magnetic oscillatory theory and application to NS
in §3. In §4 we discuss the modulation of magnetized
field of NS due to dHvA effect and compare theoretical
predictions and timing observations in In §5. Finally, we
give, in §6, a brief summary and discussion.
II. SUMMARY OF PERIODIC OR QUASI
PERIODIC MODULATION FROM RELEVANT
OBSERVATIONS
The spin change of a pulsar with time is identified as
a departure from regular spin down including several fre-
quency derivatives. The pulse phase [9] φ at the barycen-
tric arrival time t (t≪ τc) is
φ(t) = φ0 + νt+ ν˙t
2/2 + ν¨t3/6 + φTN(t) + φWN , (1)
where φ0 and ν are the initial phase and spin rate, ν˙
and ν¨ are the spin-down coming from the secular magne-
tosphere torque, φTN(t) is the “timing noise” associated
with the time span t and φWN is the white noise. Thus
pulsar “timing noise” structure may be obtained from
residuals deviating from the polynomial and white noise.
Most comprehensive observations and timing noise
study have presented in [20], using data sets of 366 pul-
sars from Jodrell Bank observatory. Several decade du-
ration of the data sets is important for timing residual
structure study to identify long-period harmonic terms.
In this pulsar sample, more pulsars (63 per cent) exhibit
the low-frequency structures. Among them, at least 6
pulsars (for example PSRs B1540-06, B1642-03, B1818-
04, B1826-17, B1828-11 and B2148+63) appear with sig-
nificantly periodic or quasi-periodic structure. This sub-
class was extended to 17 pulsars [19] which have been
analyzed in more detail by Lyne et al. Those 17 selected
pulsars showed large amounts of timing noise and the
large ratio of maximum slow-down rate to the minimum
rate. The following quasi-periodic features emerged.
Significant harmonic variation is displayed in spin-
down rate of those pulsars (see fig.2 or figs.S2 and S3 in
reference of [19]). Obviously, in the Lomb-Scargle spec-
tra of fig.S2 and the wavelet spectra of fig.S2 [19] in Lyne
et al., some appear one frequency periodic features (such
as B1540-06, B1714-34 and B1818-04), whereas others
(such as B0950+08, B1642-03, B1839+09, B1903+07)
show broader, less well-defined peaks. Formally, in the
TABLE I: The basic timing properties for some pulsars with
periodicity or quasi-periodicity [19, 20]. In column order,
there are the pulsar name, spin-frequency, frequency deriva-
tive, surface dipole magnetic field, characteristic age, major
period, and residual range (actually taking the difference of
the maximum and minimum residuals) .
PSR ν ν˙ Bs τc τ Residual
(s−1) (10−15s−2) (1012G) (M yr) (yr) (ms)
B2148+63 2.63 -1.18 0.3 35.3 3.2 3.6
B0950+08 3.95 -3.59 0.2 17.4 14.3 16.1
B1540−06 1.41 -1.75 0.8 12.8 4.2 36.3
B1826−17 3.26 -58.85 1.3 0.9 3.0 47.1
B1714−34 1.52 -22.75 2.6 1.1 3.8 64.8
B1642−03 2.58 -11.85 0.8 3.5 6.6 83.6
B1907+00 0.98 -5.33 2.4 2.9 6.7 93.0
B1929+20 3.73 -58.63 1.1 1.0 1.7 109.7
B1839+09 2.62 -7.50 0.7 5.5 1.0 142.5
B1818−04 1.67 -17.70 1.9 1.5 9.1 595.1
B0919+06 2.32 -73.98 2.4 0.5 1.6 708.3
B0740−28 6.00 -604.36 1.7 0.2 0.4 813.0
several peak case the power spectra seems likely form-
ing from several time intervals and then added together
to constitute the statistically significant spectra. This
correlation implies that pulsar timing noise and power
spectra have an evolutionary character.
Due to the limitation of measuring actually spin-down
change, the rate of slowing down seems apparently to
show switching phenomena between several (usually two)
discrete states. Ten of the 17 pulsars [43] displayed syn-
chronized change of pulse radio emission properties (pro-
file or flux density) correlated with slowdown rate varia-
tions. This implies a link between changes of magneto-
spheric currents and slowdown rate. Up to now, however,
there is no understanding of what causes these discrete
states and the multi-year quasi-periodic modulation of
the statistical properties of these states. Within the mag-
netosphere dynamical system the current may oscillate
regularly, when it is forced by a regular external forcing
arising from the unpinning of superfluid vortices, mag-
netic field variation interior of the pulsar or star quake.
Here we only concern the origin of magnetic field varia-
tion.
The basic timing properties of 12 pulsars selected from
the 17 objects [19] (except 4 pulsars with maximum tim-
ing noise excess one second) in Lyne et al. are sum-
marised in Table I, in increasing order of the magnitude
of the timing noise.
III. PRELIMINARY THEORY OF DHVA
OSCILLATION IN NEUTRON STAR INTERIOR
A comprehensive and general discussion of dHvA mag-
netic oscillatory has been given in [37]. Its astrophysical
applications, especially in NS, was done by many authors,
4including R D Blandford and L Hernquist [40]. For com-
pleteness, we summarise these discussions and results.
A. De Haas-van Alphen magnetic oscillatory
theory
Considering a uniform magnetic field H directed along
the z-axis, transverse motion of electron is quantized
with the condition of area quantization, a(ε, kz) = (n +
1/2)2pieH/~c. Here n = 0, 1, 2, . . ., a is the area of cross-
section cut by a plane normal to H in wave vector space
with constant energy surface of ε, and kz is the wave vec-
tor component along the z-direction. The Landau energy
levels are obtained by solving the Dirac equation [44]
ε = [c2(~kz)
2 + ε2e + εeεc(2n+ s+ 1)]
1/2 , (2)
where εe ≡ m0c
2 and εc ≡ ~eH/cm0 are the rest energy
and cyclotron energy of electron respectively, s = ±1 is
the spin quantum number. The number of states per
interval dkz with a given spin s and Landau quantum
numbers n in a volume V must be V dkzeH/(4pi
2
~c).
Theoretical outlook of the dHvA effect is summarized
here with reference to Shoenberg [37]. For a system of
degenerate Landau levels specified by Eq.(2), traditional
approach of derivations of thermodynamic quantities is
to calculate the grand potential
Ω = −kT
∫ ∞
−∞
dkz
(
eHV
4pi2c~
)∑
n,s
ln(1 + e(ζ−ε)/kT ) , (3)
where ζ is the chemical potential. For the mathematical
simplifications and explicit physical meaning, the calcu-
lation of Eq.(3) has been broken down into some simpler
steps as suggested in [37]: first carrying through the cal-
culation at T = 0 and then taking into account the phase
smearing effect. As T = 0, the potential Ω reduces to
Ω =
∫ ∞
−∞
dkz
(
eHV
2pi2c~
) nmax∑
n=0
(εn − ζ
′) . (4)
The summation is now only over n (εn < ζ
′, ζ′ is chemi-
cal potential at T = 0) and considering, for the moment,
the spin is degenerate. This can be approximated by the
Euler-Maclaurin formula. As far as the oscillatory be-
haviour is concerned, only the contribution is considered
as n passes through the Fermi level. This would display
a periodicity in field H . Integration over kz in Eq.(4)
is an oscillatory integral and the result comes from the
phase stationary points, i.e. the extremal cross-section
area of Fremi surface. Thus, the oscillatory part of the
grand potential becomes
Ω˜ =
( e
2pic~
)3/2 βV H5/2
pi2(|A′′|)1/2
∞∑
p=1
1
p5/2
cos[2ppi(
F
H
−
1
2
)−
pi
4
],
(5)
where β ≡ e~/mc is the double Bohr magneton with the
cyclotron mass m ≡ ~
2
2π
(
∂A
∂εF
)
, A′′ =
(
∂2A
∂k2
z
)
, A is the ex-
tremal cross-section area of Fermi surface. Eq.(5) shows
that the potential oscillates with fundamental dHvA fre-
quency F proportional to A, F = (c~/2pie)A. By dif-
ferentiating the potential, we can obtain oscillatory first-
order thermodynamic quantities (the pressure, internal
energy and entropy et al.) also the second-order thermo-
dynamic quantities (such as the susceptibility, the heat
capacities et al.).
However, this highly idealized situation must be mod-
ified by finite temperature, electron’s collisions and spin.
In effect, finite temperature blurs out the completely
sharp Fermi surface at T = 0; electron collisions should
broaden the fine Landau levels; electron spin is thought
of having separate Landau levels with spin-up and spin-
down. These effects can be contemplated by the so called
“phase smearing” that equivalently superposes the oscil-
lations of Eq.(5) with various frequency F , or equiva-
lently the phase over a small range around the idealized
situation. The phase smearing will reduce the oscillatory
amplitude and there is a phase shift. Based on the the-
ory of phase smearing, discussed in detail by shoenberg
[37], the effects of finite temperature, electron scatter-
ing and spin are to multiply amplitude respectively by
the reduction factors of RT , RD and RS, and there is no
phase shift. For the pth harmonic term, the temperature
reduction factor is
RT (p) =
piλ
sinhpiλ
=
2pi2pkT/βH
sinh(2pi2pkT/βH)
. (6)
For electron collision or scattering by particle or quasi-
particle with a finite relaxation time τ , the reduction
factor [45] is
RD(p) = e
−πp~/βHτ = e−πp/ωcτ , (7)
where the cyclotron angular frequency ωc is defined as
ωc ≡
2πeH
c~2 /
(
∂A
∂ξ
)
kz
. In a magnetic field the energy level
of electron spin is split in two, ε±△ε/2, according as spin-
dow or spin-up. Correspondingly the reduction factor
becomes
RS(p) = cos(ppi△ε/βH). (8)
Having the preliminary theory preparation common to
all the methods of dHvA effect, application in NS will be
discussed below.
B. Magnetic oscillatory in magnetized neutron star
It was widely accepted that gas of degenerate elec-
trons is prevailing in NS crust and core as a back-
ground of atomic nuclei, protons, neutrons and other
fermions and/or bosons. For a reasonable approximation
of free electrons, the Fermi energy εF is calculated from
5εF = c
√
(m0c)2 + ~2(3pi2ne)2/3, where ne andm0 are the
number density and rest mass of electron respectively.
For mass density ρ ≫ 106 g cm−3, the electron is ultra-
relativistic and the Fermi energy is εF ≈ 51ρ
1/3
12 Y
1/3
e Mev,
here Ye is the electron fraction and ρ12 scaled by 10
12 g
cm−3.
In the interior of NS, the Fermi surface structure for
ideal electron gas is approximately sphere. According to
the approximation, the extremal area A of cross-section
of the Fermi surface by a plane normal to kz can be ob-
tained by the relation of ε2F = ε
2
e + c
2
~
2A/pi, correspond-
ingly the dHvA frequency becomes
F =
c~
2pie
A =
ε2F − ε
2
e
2ec~
. (9)
Similarly, we can calculate the cyclotron mass m and
angular frequency ωc of electron respectively, m ≡(
∂A
∂εF
)
~
2/2pi = εF/c
2 (i.e., relativistic mass) and ωc ≡(
∂εF
∂A
)
2pieH/c~2 = eH/cm. Another intuitive physical
meaning of the cyclotron angular frequency indicates that
the transition between two successive energy levels equals
~ωc. Also, simple calculations show |A
′′| = 2pi.
It was well known that the dHvA effect would occur
for kT ≤ ~ωc ≪ εF. Condition of ~ωc ≪ εF means many
Landau levels are occupied by electrons. As suggested
by Shoenberg [37] the actual maximum Landau quantum
number is appropriate as long as nmax > 1, correspond-
ing to εF > εFC ≡ εe
√
1 + 2εc/εe (notice the dependence
of εc with magnetic field H). As εF ≤ εFC, the electron
gas is the ultra-magnetized and the dHvA effect is negli-
gible. On the contrary, the gas becomes non-magnetized
as 2pikT ≥ ~ωc (or βH). In this case, the temperature
reduction factor of R(1) ≤ 0.14 in Eq.(6) and the Landau
levels are considered as quasi-continuous which suppress
the contribution of magnetic oscillation. It is suitable
to define a critical temperature T
(osci)
c separating the re-
gions of non-magnetized and weak magnetized (or inter-
mediate magnetized),
kT (osci)c ≡
~ωc
2pi
=
εe
2pi
(
H
HQ
)(
εF
εe
)−1
, (10)
where HQ = 4.414 × 10
13 G is the relativistic magnetic
field. For fixed H of Eq.(10), one obtains the linear ε−1F
dependence of the critical temperature. This indicates
that the most likely location of the dHvA oscillation oc-
curs in the outer crust. For a Fermi energy [46] of 4.3
MeV at ρ ≈ 1.3 × 109 g cm−3 (6428Ni) and H = HQ, for
instance, the critical temperature may reach up to 108 K,
much higher than the internal temperature [47] of normal
NS, even comparable to the Crab. With a magnetic field
up to 1015 G in magnetar [48], the location may extend
deeper to the inner crust or inner core. However, we will
focus on the outer crust of NSs below. In figure 1, we
display the regions of validity of the dHvA oscillation.
The reduction factor of electron scattering stems from
phonons and impurities of the crust. Apart from very
FIG. 1: Diagram of electron Fermi energy versus critical tem-
perature for dHvA magnetic oscillatory in magnetized NS
outer crust with magnetic field 0.01 BQ (the solid line), 0.1
BQ (the dash line), BQ (the dot-dash line) and 10 BQ (the
dot line). BQ = 4.42 × 10
13 G, εe = 0.5 MeV. The dot dot
dot-dash line is the linear approximation of temperature from
the surface (106 k) to inter crust (108 k).
young NS, the phonon scattering is negligible [49]. The
Dingle temperature TD, defined as 2pi~τ/k, due to impu-
rity scattering [50] is
TD ≈ 4.0× 10
5ΛeQ
( εF
4.3Mev
)( Z
28
)−1(
Q
10
)
K, (11)
where ΛeQ is the Coulomb logarithm of order unity, Z is
the charge number of the atomic nucleus, Q is the im-
purity factor which is defined as the mean square charge
deviation 〈(△Z)2〉. Here we have scaled the impurity
Q [51] by a large value Q ∼ 10. In spite of such con-
sideration of Q, the impurity scatting becomes relatively
less important. The picture discussed above is consistent
with very high electric and thermal conductivities of NS
interior. With a fairly simple treatment, we may note
that the reduction factor in Eq.(8) becomes (−1)p, cor-
responding to a spin-lifting equals to the Landau level
spacing.
Other thermodynamics and kinetic quantities of NS
matter can be derived from the grand potential. First-
order thermodynamical quantities, such as the pressure,
the entropy and the magnetic moment (or magnetiza-
tion), and the second-order quantities (heat capacities,
magnetic susceptibility) can be obtained by differentiat-
ing the potential one or twice. The oscillatory magne-
tization M˜ follows by differentiating the potential den-
sity with respect to H . In this process, only the rela-
tively rapidly varying sinusoidal factor in Eq.(5) is valid
at usual approximation of differentiating. After intro-
duction of two reduction factors in Eq.(6) and Eq.(8),
6the oscillatory magnetization is
M˜ = −M0(εF, H)
∞∑
p=1
(−1)pRT (p)
p3/2
sin[2ppi(
F
H
−
1
2
)−
pi
4
],
(12)
and, for ultra relativistic Fermi energy, the major ampli-
tude of oscillation can be expressed as
M0(εF, H) =
α
4pi3
(
εF
εe
)(
H
HQ
)−1/2
H , (13)
where α is the fine structure constant, the temperature
reduction factor of RT (p) is included in the phase smear-
ing. If taking the Fermi energy as several MeVs and the
field as HQ, the relative magnetization to the external
field, 4piM0/H , is about 10
−3, which is not negligible.
In practice, the oscillation phase appearing in Eq.(13) is
equivalent to another kind of, 2pi( FH −
1
2 ) −
π
4 = 2pikh.
Here, h = H − H0 is the change of the field H relative
to H0 which is the oscillatory centre at which the mag-
netization vanishes, k = 1/2(εF/εe)
2(H0/HQ)
−1H−10 (as
εF ≫ εe).
The Lifshitz-Kosevich theory above is linear dHvA ef-
fect in that electron only feels magnetic field H , neglect-
ing the feedback contribution from the magnetization M˜ .
Correct procedure allowing for the so called magnetic in-
teraction is only to replace H by magnetic induction B
in Eq.(12). An important implication of the no-linear
dHvA oscillation is responsible for magnetic instability of
the electron gas. Only those states under the condition,
∂B/∂H > 0, are thermodynamically stable. With strong
dHvA effect, i.e. the differential magnetic susceptibility
χm = ∂(4piM)/∂H > 1, homogeneous magnetized state
transforms into Condon domain structure [52]. The in-
stability condition and feature of magnetic domains and
domain walls were studied in more detail in [39] and [53].
IV. DE HAAS-VAN ALPHEN OSCILLATORY
MODULATION OF PULSAR MAGNETIC
DIPOLAR MOMENT
Possible observational consequences of the dHvA effect
and magnetic phase transition initiate a great interest in
compact stars. Generally, higher-order thermodynamic
quantities suffer much stronger affection of magnetic field
than the first-order quantities. Hence fraction variation
of the differential magnetic susceptibility is larger than
the fraction variation of magnetization. For NS spinning-
down by magnetic dipole radiation, this means a larger
fraction variation of second frequency derivative ν¨ or
larger braking index deviation from n = 3. Either vari-
ation of the field or the Fermi energy can introduce the
dHvA oscillation. For the pulsar timing analysis, dy-
namic magnetized process of varying the field with time
will be particularly concerned.
The overall evolution of the NS magnetic field is com-
pletely dominated by the Ohmic dissipation, ambipolar
diffusion and Hall drift. The dependence of relaxation
time scales τm (up to 10
4 years or even more large) on the
Hall effect and Ohmic decay in NS crust is a complicated
problem. In an observed time span t which is short rela-
tive to the time scale τm, a slow evolution means that the
interior field is quasi-magnetostatic. This implies that
the spatial change can be separated from the temporal
one, H(r, t) = H0(r)(1 − t/τm). Correspondingly, the
fundamental time frequency of the dHvA oscillation is
given by ν = kH0(r)/τm, which is speeded up by a factor
of kH0(r). Substituting the formula of k given above for
the time frequency, we obtain
ντm ≈ 1.6× 10
3
( εF
4.3Mev
)2( H0
1012G
)−1
. (14)
The total oscillatory magnetic dipole moment in the
outer crust of NS is a possible coherent sum of many
sinusoidal contents. Assuming an axially symmetric con-
figuration of the magnetic field and matter, only the
component along the axial direction (z direction) is in-
terested for a remote observer. Non-oscillatory mag-
netic dipole moment originating from conduction cur-
rents may be expressed as mz =
3
4 × (10
12G)R3⋆mˆ, where
mˆ =
∫ 1
0 dr
∫ 1
−1(
H0
1012G )r
2 cos γdx is a dipolar moment
scaled by a normal NS with a homogeneous field 1012
G. In the same way, r is the radius of spherical shell scal-
ing in the NS radius R⋆. The function x is defined as
x = cos θ, where θ is the polar angle and γ is the incli-
nation angle between the local magnetic field and axial
direction. The oscillating part (only considering the fun-
damental content) of the dipole moment component m˜z
scaling in mz is a double integrals of Eq.(12),
m˜z
mz
= Re
∫ 1
0
dr
∫ 1
−1
Mz(r, x)e
iξφ(r,x) dx, (15)
with a phase factor ξ = 104t/τm and phase function
φ(r, x) = ( εF4.3MeV )
2( H01012G )
−1. The relative oscillatory
amplitude is determined by
Mz = 1.5×10
−2RT (1)
( εF
4.3MeV
)( H0
1012G
) 1
2
(
r2 cos γ
mˆ
)
.
(16)
Here, we had scaled the Fermi energy with 4.3 MeV at the
outer crust of ρ ≈ 1.3× 109 g cm−3 (6428Ni) and the field
with 1012 G. This is not extremely sensitive to a select
of the characteristic place, as the Fermi energy increases
and the magnetic strength decreases, as approaching the
interior of NS.
Because of the large phase factor ξ (with a long ob-
servation time span), even a small change of the phase
function φ will generate rapid oscillations in the integral
of the magnetization, which leads to incoherent cancella-
tions. We can use the stationary phase approximation
or the steepest descents method to evaluate the inte-
gral as done by Brillouin and Sommerfeld. A detailed
7the book of Wong [54]. The resulting asymptotic expan-
sion comes only from certain critical points (including
the stationary ones) in the phase function φ. Here we
mainly consider the interior stationary points which are
non-degenerate, often called critical points of the first
kind. Other uniform treatments of the critical points
on the boundary of the integral or degenerate station-
ary points have been given in [54]. Let the real place
point of (rn, xn) be the n−th stationary point, the initial
terms of φ in the expansion of Maclaurin have the form
of φ = φn+anr
2+2bnrx+cnx
2. The leading term in the
asymptotic expansion of the oscillatory magnetic dipole
moment at the critical point yields
m˜n(ξ)
mz
= Re
±2pii
ξ
Mn△
− 1
2
n e
iξφn ,(△n > 0), (17)
or
m˜n(ξ)
mz
= Re
pi
ξ
Mn|△n|
− 1
2 eiξφn ,(△n < 0), (18)
where the discriminant is given by △n = ancn − b
2
n, and
the upper sign in Eq.(17) corresponds to a local min-
imum, while the lower one to a local maximum. The
total oscillatory magnetic dipole moment m˜z should in-
clude all oscillate terms at every critical point. During a
short observational period t (t ≪ τm), the moment can
be written formally as
m˜z
mz
= 0.9× 10−5
∑
n
an sin(ωnt+ ϕn). (19)
Here, at the n-th critical point, the initial phase is ϕn,
and the oscillatory angle frequency is
ωn = 10
4
( εF
4.3MeV
)2 ( H0
1012G
)−1
1
τm
. (20)
The corresponding amplitude at the extreme stationary
point (△n > 0) is
an = RT (1)
( εF
4.3MeV
)( H0
1012G
) 1
2
(
r2cosγ
mˆ
)
△−1/2n ,
(21)
or at the saddle point (△n < 0), it is
an =
RT (1)
2
( εF
4.3MeV
)( H0
1012G
) 1
2
(
r2cosγ
mˆ
)
|△n|
−1/2
.
(22)
In all the calculations given above, the dHvA effect is
supposed linear, i.e. B = H + 4piM ≈ H . In what
follows we will discuss the no-linear dHvA effect.
Considering the Shoenberg magnetic interaction be-
tween electron orbital motions, correct procedure is only
to replace H by magnetic induction B in Eq.(12). One
of the major modifications is that of leading to the for-
mation [38] of the so-called Condon domains, if the dif-
ferential magnetic susceptibility, χm =
∂(4πM)
∂H > 1. This
is inevitable as a = 8pi2kM0 may be larger than unity.
Substituting k and M0 from Eq.(13) we obtain
a = 4.4× 102RT (1)
( εF
4.3Mev
)3( H0
1012G
)−3/2
. (23)
Condon domains result from the splitting of electron
distribution into different layers [55] with different val-
ues of magnetization separating by domain walls (DWs).
Magnetizing process of the domain structure is realized
by motion of the DWs with an average magnetization,
4piM/H0 = h/n = t/nτm in a medium of the demagneti-
zation coefficient n. This is a linear magnetizing process
which should not be considered for the timing noises,
except in the harmonic oscillatory regions of χm < 1.
However, the magnetizing process by motion of the DWs
is irreversible due to the energy barriers arising from a
variety of disordering defects inside the crust, such as
impurities, dislocations, grain boundaries, etc. Calcula-
tions [56] with a large impurity factor Q > 10 indicate
strong magnetic hysteresis. In this case, the actual dy-
namical process of DWs is a characteristic feature of the
depinning transition which is slowly driven by a chang-
ing magnetic field through a disordered medium. This
like-avalanche jerky motion of DWs among the pinned
metastable configurations may produce the resemblance
of the Barkhausen noise [57]. A further study and observ-
able effects of the dynamical phase transition will defer
to future.
V. COMPARES THE THEORY WITH THE
TIMING OBSERVATIONS OF PULSARS
The detailed oscillatory property depends on a realistic
profile of the magnetic field and the composition, which
does not yet exist. However, we can summarize the key
arguments favoring the magnetic oscillation. In order
to appreciate the observing possibilities it is useful to
deduce from the orders of magnitude involved in m˜z. The
following observed application and comparison from the
model are performed.
(1) Modulation period: Low-frequency Fourier
components in an observed residual series have a natural
explanation which are clearly ascribed to the dHvA mag-
netic oscillation at stationary points of the phase func-
tion. It is expected from Eq.(14) or Eq.(20) that the n-th
modulation period, τn = 2pi× 10
−4( µF4.3MeV )
−2( H01012G )τm,
decreases nearly 104 relative to the long magnetic field
evolutionary scale τm. A global field supported by con-
duction currents is evolutionary through three mecha-
nisms, i.e., the Ohmic decay, ambipolar diffusion and the
Hall drift. It was generally considered that the Hall drift
dominates the field evolution in the crust and core of
NS. Further detail has not been well understood, but the
drift should be impossibly linear and be far more com-
plex due to the turbulent Hall cascade [35] or the Hall
drift instability [58]. Depending on the initial magnetic
8field strength and its gradient, this process can lead to
nonlocal transfer of energy from large to small scales or
from the poloidal to toroidal components. For a normal
NS with a field of (1011-1013) G, the Hall drift is on the
timescale of (104-106) years [59], which implies the oscil-
latory period of the range (1 − 102) years, close to the
observed modulation period (See Table I). The puzzle of
the Fourier component [29] of 1000 days in the residuals
of PSR 1828 − 11 would be solved, if the change in the
dipole moment was caused by the dHvA oscillation at
several stationary points instead of precessions. If it is
the Hall drift that dominates the field evolution, and the
time scale, τm ∝ H
−1
0 , Eq.(20) implies the oscillating fre-
quency dependence only on the Fermi energy of the sta-
tionary point. This indicates that the higher frequency
oscillation should occur at deeper interiors of pulsar. Dis-
persion of the oscillation periods in Table I manifests the
indeterminacy of the stationary point distribution. The
change of stationary points in single pulsar should corre-
late with the Hall cascade.
(2) Braking index: Another important observ-
able quantity in the pulsar timing is the braking in-
dex. From a general thermodynamic theory, higher-
order thermodynamic quantities suffer much stronger af-
fection of magnetic field change than the first-order quan-
tities. This means a larger fraction variation of second
frequency derivative ν¨ or larger braking index deviation
from n = 3 of constant dipolar moment. With a vary-
ing magnetic dipolar moment the braking index will be
n = 3+2
(
˙˜mz
mz
)
ν
ν˙ . The expected range is from
(
3− 2 τcτn
)
to
(
3 + 2 τcτn
)
. If taking the characteristic age τc as
106 years, oscillatory timescale τn as 10 years (means
τm ∼ 10
4 years), for example, then the index is from−105
to 105. This agrees with the observation values ranging
from −287986 to +36246, with almost equal numbers of
positive and negative signs in the Hobbs sample [20].
(3) Residual range: For a pulsar, from
Eqs.(19),(21) and (22), we can approximatively obtain
the residual range from the minimum to the maximum
(actually taking their difference). An fraction of oscilla-
tory dipolar moment m˜z/m¯z are associated directly with
the relative change of the first derivative of frequency
δν˙/ν˙. From Eq.(19) the maximum variation of ν˙ in a
oscillatory cycle is limited to (δν˙)max = 1.8 × 10
−5anν˙.
During an observational period t (near a cycle), the
maximum range of the residuals is given roughly by
(δtR)max = 142µs
( εF
4.3MeV
)( H0
1012G
) 1
2
(
τc
106yr
)−1
×
(
r2cosγ
mˆ
)
|△n|
−1/2RT (1)t
2
yr.
(24)
In this equation, we have scaled characteristic age τc and
an observational period t as 106 years and 1 year respec-
tively. Like discrete oscillation period distribution, sim-
ilar residual dispersion involving the uncertainty of the
stationary point may occur. However, if taking the num-
ber value parameter of the stationary point as an ∼ 1,
the major oscillation cycle or the observed time span as
t ∼ 109 s, the frequency and its first derivative range as
(1.0−6.0) s−1 and (1.2−604.4)×10−15 s−2 respectively,
as in Table I, we find that the residual range is from
the minimal value of 4 ms (PSR B2148+63, real residual
3.6 ms) to the maximal vale of 906 ms (PSR B0740-28,
real residual 813 ms), which is also in a good agreement
with the observation data of pulsars in Table I. On the
other hand, the predicted tendency of residuals, which
increase with the magnetic field, also coincides with the
data presented in Table I.
VI. SUMMARY AND DISCUSSION
We have presented a physical mechanism for the low
frequency noises in pulsar timing observations. In this
scenario, the noise is caused by the so-called de Haas-
van Alphen effect originating from Landau quantization
of the generate relativistic electron gas. The long-term
time evolution of the magnetic field, usually subject to
the Hall drift, is modulated by the magnetic rapidly os-
cillation. Because of the relatively poor phase coherence
of local magnetic moment inside a pulsar, non-canceled
terms come from stationary points, including the ex-
treme or saddle points in the phase function. Hence,
Fourier components of timing residuals in pulsars may
be ascribed to the special oscillation. For normal pul-
sars, the predicted oscillation timescale (period or cycle),
which decreases by a factor of a few thousands or even
ten thousands relative to the field evolution, is consistent
with observations. Theoretical amplitude of the oscilla-
tory magnetic dipole moment is of dependence on the
field, Fermi energy, and their second derivatives at the
stationary points. Another overwhelming fact of the the-
oretical studies, the braking index corresponding to the
estimation of oscillatory amplitude is from −105 to 105,
which is also in a good agreement with the observations.
For the residual estimation, there is also consistency be-
tween the theory and observation. Meanwhile, this sce-
nario also indicates a tendency of the noise increase with
the growing surface magnetic field. In some ways, our
picture of low-frequency noise is not noise but reflects
the dynamics of magnetic field evolution.
The very discovery of other special class of NSs was
possibly associated with NSs operating in a special evo-
lution phase of the magnetic field. This special subclass
of NS family or manifestations includes, (1) anomalous
X-ray (AXPs) and soft gamma-ray repeaters(SGRs) pow-
ered by magnetic field (magnetars) and low magnetic
field like-magnetars; (2) nulling pulsars with a broad dis-
tribution of timescales from fast nulling with duration
of hours or less, the long-term intermittent pulsar on
months or years to the more extreme rotating radio tran-
sients (RRATs); (3) X-ray dim isolated NSs (XDINs) and
compact central objects in SNRs (CCOs) with a common
radio-quiet feature. While the ambitious goal to build a
9unified electromagnetic radiation mechanism for all the
special classes and observational manifestations, result is
still far from being reached to date. The dHvA mag-
netic oscillatory theory presented above might provide a
possible clue. In the theoretical model of rapid dHvA
modulation of long-term magnetic field evolution, an in-
direct evidence is confirmed by direct measurements (e.g.
braking index) of the timing residuals in pulsars. Other
dHvA oscillatory properties e.g. the magnetothermal ef-
fect, the magnetostriction effect, the velocity of sound,
the electrical properties have no more special observa-
tional consequences.
However, if χm =
∂(4πM)
∂H > 1, the nonlinear effects
due to the magnetic interaction of local dipolar or the
Shoenberg effect should be taken into account. As we
have discussed earlier, the stable state of the electron
gas will transform into Condon domains separated by
walls. The magnetization process is most probably made
by DW motion with a dynamics of intimately relating
to the wall elastic tension, random quenched disorder
(due to the crust impurities, lattice dislocations, residual
stresses, etc.) and the driving magnetic field of slowly
varying. With increasing or decreasing of the driving
field, a sharp threshold field Hc will be passing through,
below which (i.e. H < Hc) the wall is pinned by the
disorder in one of many metastable states, and above
that (H > Hc) the wall moves forward with an average
velocity. At the critical field (H = Hc) of the depin-
ning transition, the wall moves by avalanches exhibiting
scaling invariance whose sizes and duration distributions
follow power laws. The exponents [60] of the power laws
distributions depend on the field driving rate. We conjec-
ture that this avalanches can trigger a NS “starquake” of
having been invoked to explain the flashes of electromag-
netic radiation from magnetars or like-magnetars even
giant radio pulse of a pulsar. Distinguishing from rota-
tion powered, the activity is powered by magnetic field
with energy deposited in domain structure and the shear
deformation of solid crust (if the depinning transition in-
duces brittle fracture). Available magnetic free energy
[53] may reach up to 1038(B/BQ)
4 erg only in domain
structure. The seismic waves however cannot propagate
directly to the surface but by many reflections [61] be-
tween the surface and evanescent zone (where the mag-
netic stress begins to dominate the crust stress). For the
torsional wave mode, shaking of the stellar surface twists
the magnetic field anchored in the crust, quite similar
to twisting magnetic field lines that extend beyond light
cylinder by stellar rotation. Twisting the open field lines
is responsible for many magnetosphere activities includ-
ing intensity nulling, pulse-shape mode changes, subpulse
drift rates, spin-down rates, or as another driving force
of the forced Markov processes [25]. In addition, the cur-
rent induced by the perturbed magnetic field in the crust
results in Joule heating which can be treated as another
heat reservoir of XDINs or CCOs.
The main conclusion is that the dHvA magnetic oscilla-
tory and possible impact on NSs observation are common
at least in non young NS crusts in spite of their complex
nature. The complexity includes the coexistence and evo-
lution properties of various harmonic oscillations. The
current scenario is partially able to predict or remove a
part of the timing residuals, which is very important for
the background gravitational wave (overlapping the mag-
netic oscillatory frequencies) detections by pulsar timing
array. From a comparison between the expected and ob-
served oscillatory period and amplitude, we can explore
the magnetic field and the composition of NS interior or
their correlations.
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