We surveyed the current research on the retrieval and utilization of images. This paper provides an overview of the difficulties and possibilities of technological or technology-related research topics resulting from the huge amount of images currently available and highlights some of the important research topics. We looked at the ongoing research activities and analyzed them from four aspects, information access and organization technology, the computing infrastructure that enables access to large-scale image resources, issues in human-system interaction and human factors related to using images, and the social aspect of image media. On the technical side, we noticed that as the number of digital images increases, so does the importance of the accuracy and scalability in relation to the image retrieval. The accuracy and scalability are in fact needed to cope with the current explosion in digital images. On the social side, not so long ago, image retrieval technologies were only experimental tools or used by experts within a limited domain. However, now the general public has access to a wide range of digital images, which means that image retrieval technologies are being used by various users in a large diversity of social contexts. Thus, as we show in this paper, the accuracy and scalability are not the only important factors in the era of information explosion, but that researchers must also be concerned with the social aspects of these technologies.
Introduction
The emergence of digital cameras and their integration into mobile phones has made digital images more accessible and significantly changed our view of image media. However, people still have difficulty when searching for images, which are typically 'subsymbolic' in their level of information. The explosion in the number of images available on-line began even before image access technologies had matured.
Digitization was first applied to text media, and for many years now, ordinary people have been generating and storing large amounts of text electronically. Electronic text can easily be transmitted via email and disseminated on the web. In addition, we can easily search for stored text to acquire the relevant information on any topic and even reuse it. Naturally, it is desirable for a similar phenomenon to happen with other types of media.
The increase in the size of stored images in personal storage devices and in cyberspace has ushered in a new era of image retrieval and usage. This large volume may serve either to worsen the situation because of information overload or as a gospel to users because it offers wider choices. In this paper, we review the current research activities surrounding image access from the following aspects, information retrieval and organization technology, the infrastructure that enables largescale data processing, issues in human-system interaction, and the social issues. These four aspects are all important when it comes to developing systems that can deal with the massive volume of images.
First, we need more advanced image retrieval methodologies to connect user queries with the most relevant images. The information explosion means that there are too many relevant images readily available to meet our cognitive capacity, and that we need to find the most highly relevant images. Researchers are show-ing increasing interest in this issue, and there are now several specialized conferences and forums concerned with this issue [1] .
Second, such advanced methodologies should be made possible with powerful computer systems. Since images are larger in size than text and much harder to manipulate, an infrastructure should be constructed to manage them. The scalability, reliability, and speed of image retrieval systems are the challenges.
Third, the ways that people use images are also changing. Image media is no longer only for a limited number of experts; it is used by almost everyone. Traditional image retrieval systems did not prepare for this change. We need to study new information behaviors and integrate the findings with the accumulated knowledge from past user studies in designing systems.
Fourth, the continuing popularization of image media will expose various social issues, including legal conflicts and cultural differences. We have to conduct research to clear any potential obstacles to assist in the advancement of image utilities.
Until recently, information retrieval and organization technology and the infrastructure that enables largescale data processing were topics mainly limited to the computer science field, whereas human-system interaction and social issues were dealt with in the library science field. However, to bring users a more satisfactory experience in the ever-enlarging image environment, the two fields will have to merge their activities especially when it comes to image retrieval research (Fig.  1 ). We will discuss the research issues in these fields in the following sections.
Retrieval Methods

Automation of Retrieval
In the past, retrieval was done manually by experts. Experts stored and indexed documents and they received requests from information seekers, forcing them to search for the relevant documents by using their own knowledge. Now, due to the information boom we have been experiencing recently, the automation of this process became necessary. The basic idea for automatic retrieval is that documents are automatically indexed according to pre-defined features extracted from documents. Then, given a query that reflects a user's information need, the system ranks the collection according to the estimated relevance to the user s request. The main problem affecting the early attempts in designing image retrieval systems was a lack of rigorous evaluation. The evaluation issue is discussed in Sec. 2.3. Although manual retrieval is not the most effective way of dealing with a huge amount of data, it is still more accurate than today's automated retrieval systems in some domains. In fact, the manual retrieval process can provide us with insights on the users and their search needs. This issue is discussed in Sec. 4.
Content-and Annotation-based Image Retrieval
There are currently roughly two types of automatic image retrieval technologies, content-based image retrieval (CBIR) and annotation-based image retrieval (ABIR).
In CBIR, the image s signals are analyzed for their visual content, such as the image s colors, textures, and shapes. These colors, textures, and shapes are called low-level features. They can be extracted from the image, and the objects present in an image can be identified with them. These objects are called content. The images are sought by measuring the similarity in terms of these features between a query image and a set of candidates. Various feature extraction methods and similarity computing methods have been proposed [2] . Although designing a good feature extraction method is difficult and the computational cost is sometimes high, once an extraction algorithm has been devised, it can exploit those low-level features.
ABIR, on the other hand, generally operates on the annotations (textual descriptions) associated with images [3] . The annotations can be carefully chosen keywords, image captions, or entire documents in which the images are embedded. Annotations are intuitive for humans because they can be read. However, we face a chore in preparing them.
CBIR has traditionally been studied by computer science researchers, whereas ABIR has been dealt with by library science researchers (Fig. 1) . Furthermore, the two methodologies are somewhat specialized in terms of the aspects of the images they treat. CBIR deals with things that can be seen such as the appearances of objects, while ABIR manages the information associated with the images, such as the names or conceptual impressions. Figure 2 schematically summarizes these differences.
Another criterion for classifying automated image retrieval is the query type. If users represent their search needs by using a sample image, the retrieval is called a query-by-example. If they use keywords, it is called a query-by-text. Although these two types of querying can be used in both CBIR and ABIR, for simplicity, we assume that CBIR is usually associated with query-byexample and ABIR with query-by-text.
Automatic image retrieval research started with ABIR as a simple querying of databases that store images as textual records. The motivation to use image content for retrievals emerged with the growth in computational capabilities. The idea of CBIR attracted the attention of computer science researchers because its performance depends on the quality of the feature ex- tractors and computer vision algorithms that many researchers are interested in [4] . Also, the automatic labeling of images and objects in images can be used to change a CBIR problem into an ABIR problem by assigning text labels and thus enabling semantic image access [5] .
As will be discussed in Sec. 4, studies by library scientists indicate that users often search for images by using abstract semantics rather than by directly inputting low-level features, objects in images, or impressions of images [6] . ABIR is considered the standard means of retrieval because it can handle high-level concepts describing the image content [7] . In particular, ABIR has progressed by incorporating advanced natural language processing (NLP) techniques and external language resources such as thesauruses (Sec. 2.4).
The technologies involved in CBIR, on the other hand, have progressed to the extent that they can offer more concept-level semantic retrievals than before. The traditional method to evaluate CBIR systems treats them as classification systems rather than information retrieval (IR) systems and some progress has been made over the years [8] . Regarding feature extraction, the major contributing factor has been the discovery of robust visual descriptors such as SIFT local descriptors in signal processing research [9] . Such robust features are invariant to the change in scale and the illumination conditions and are effectively used to identify the objects in images. CBIR is used in some specialized domains for identity matching, e.g., for detecting illegally used images and for identifying criminals from fingerprints and iris images.
Evaluations and Test Collections
The evaluations in the early days of image retrieval research were often subjective. System designers collected their own image collections and decided on queries for themselves. They examined lists of topranked output images from the system and judged whether they seemed reasonable. They used subjective procedures because they knew that the construction of the standardized test collections that were similar to those used in text IR would require a tremendous amount of effort. To construct a standardized test collection, first of all, we need public image collections available, but the images themselves are not the only re- sources needed. To make a more objective evaluation, we need some representative search topics that contain descriptions of simulated user needs or samples of user search logs. We also need relevance assessments for each query; i.e., we need to determine which images in a collection are considered relevant given a query. Although several good test collections now exist in the text retrieval domain, only a few well-designed image test collections actually exist.
In contrast to the tedious work of constructing new IR test collections, researchers in the early days had access to image classification collections that contained ground truth class labels for images. With them, they made some attempts to cast the problem of retrieval as one of classification. That is, users were not assumed to be looking for images with a particular content, but rather they were searching for images in a category, such as animals, buildings, people, etc. The problem setting extended into the classification of many classes and automatic labeling, because, in reality, images are often annotated with several labels. The most frequently used collection was the Corel dataset, a set of images selected from proprietary stock-photo CDs.
The set was also used in automatic labeling evaluation. However, as argued in [10] , its usage is not standardized and comparisons of reported results are impossible with it. In addition, the dataset's CDs are no longer commercially available. An early attempt to create a publicly available image retrieval test collection was the Benchathlon 1) . It was intended for evaluating CBIR systems [11] . The current initiative is Image-CLEF 2) , which is part of the cross-language information retrieval evaluation campaign called CLEF 3) . ImageCLEF consists of several tracks with different tasks. One track is an ad hoc photo retrieval that focuses on ABIR [12] . This track provides a common ground for evaluating ABIRs. Although the objectivity of evaluations has dramatically improved thanks to the preparation of publicly shared test collections, researchers have not reached an agreement on the ideal properties of the test collection. One issue is the characteristics of the images in the collection. For example, ImageCLEF organizers have changed the target collection from mostly 1) http://www.benchathlon.net/ 2) http://imageclef.org/ 3) http://www.clef-campaign.org monochrome historical images to colorful tourist photo snapshots, which they believe would be more generic.
Even though standardized test collections are carefully designed, they cannot cover all the domains and usage of images. Automated construction of test collections using pseudo queries generated from the target items by changing them for CBIR [13] or by sampling them for ABIR [14] can be regarded as attempts to widen the variety of low-cost test collections. The queries and annotations are still matters of discussion in terms of their closeness to reality and usefulness for system comparisons. In fact, the languages used in search topics and annotations of ImageCLEF have changed for the same target collection. In addition, the relationship between evaluation criteria and user satisfaction is an issue. A new evaluation criterion to measure the diversity of the results was introduced in 2008 [15] . It assumes that there should be more topics in the presented results [16] . This shows that image retrieval evaluation methods are still an active research topic. In particular, we have to discuss whether there is any difference in the utility criterion between text retrieval users and image retrieval users. Most of the current evaluation frameworks have been borrowed from the text retrieval field, and which aspects should be included or excluded when evaluating image retrieval systems remains an open question.
Textual Descriptors
The major difficulties in image retrieval lie in the lack of available semantic information sources. When text is used as the key for retrieval, the subjectivity of the annotations becomes a problem. Although many high quality image collections, such as those found in museums, have text annotations supplied by professionals, different annotators may assign different tags to the same items. To alleviate the cost of this mismatch, library scientists and domain experts have developed taxonomies, which are sometimes called thesauruses, to give stable descriptions of the images. For example, the Getty Research Institute has created a taxonomy for the art domain, called the Categories for the Description of Works of Art (CDWA) 4) [17] . The labeling of images is an essential pre-processing component for ABIR when there are no or few keywords assigned to the target images. However, since manual annotation is a tedious and difficult task, there have been many attempts to automate it. Some researchers claim that retrievals involving automatically generated annotations are sometimes as accurate as those involving manual annotations [18] .
Just as in retrieval, there are a number of test col- 4) http://www.getty.edu/research/conducting research/standards/cdwa/ lections for automatic labeling. These collections are used to evaluate the systems that label images by analyzing their content. Although existing taxonomies discussed above are well-designed, few of them are used in automatic labeling for the computer science field. One reason is that the scopes of existing taxonomies are sometimes different from the target domain. As will be discussed later in Sec. 4, typical users of image retrieval were once art scholars or historians who had their own specific views on a subject. The difference between the selected materials found in libraries and museums and more random entities such as usergenerated content or systematic entities such as scientific images that are often the target in the computer science field may be the cause of the limited popularity of existing resources. In contrast, certain linguistic taxonomies created for generic purposes are sometimes used in developing automatic retrieval systems. For example, the WordNet ontology that addresses the generic relationships among English words is used to deal with the problem of subjective annotation [19] . Besides the manual annotation done by professionals and automatic annotation provided by machines, another solution has recently emerged. The paradigm is called folksonomy or collaborative tagging. Once someone uploads a photo on-line, other users who have viewed the data can add annotations as keyword tags. Although these tags are initially noisy and unreliable, they can be improved by subsequent people who add their own tags and this constitutes a rich semantic context of publicly shared images. In addition to the tags, comments about the image can also be used as if they are textual annotations.
Visual Descriptors
To represent images, various descriptors based on the color, texture, and shape of the objects in the images have been developed and tested. The difference between textual and visual descriptors is evident when documents are being indexed and compared with queries. For text, automatic indexing is relatively straightforward if the text can be decomposed into words or characters depending on the chosen document representation. However, such a pre-defined symbolic representation does not exist for images, and system designers have to choose representations balancing on their effectiveness and efficiency. Although improvement of the visual descriptors used to find identical objects or similar images would help to improve the quality of automatic image retrieval, a survey of the visual descriptors is beyond the scope of this paper. Readers who are interested in this topic may refer to survey papers (e.g., [20] ).
Combining Visual and Textual Information
As discussed in Sec. 2.2, ABIR is a reliable way to meet the needs of users. However, textual information is scarce or completely missing from many images. Thus, there have been many attempts to supplement the shortage of annotations by combining visual and textual information. One approach is enriching the document descriptors by concatenating both the visual and textual descriptors and performing feature matching in a reduced feature space (e.g., [21] ). Alternatively, it is also possible to take a find-similar approach that gathers all visually related images on the basis of the CBIR concept after an initial ABIR retrieval. That is, the visual proximity of the images can be used as postprocessing information to manipulate the ranking [22] . Enrichment using external resources is also possible. Yanai used a web search engine to identify the visualness of several keywords by retrieving images from the web [23] . This method assumes that the web is a socially constructed medium, and thus, it should reflect the average human perception of images.
User Feedback
Since the initial retrieval results for image retrieval are usually unsatisfactory, a technique that incorporates a feedback function on the relevance of the displayed images assessed during the interaction process would be helpful. The inclusion of user feedback for improving the retrieval results is called relevance feedback (RF) (it was first used in text retrieval), and it has been studied as it relates to image retrieval for many years [24] . The difficulty with the RF method is that users usually do not want to spend time giving their feedback on the systems. There are some techniques that use active learning to cope with the small number of user feedback behaviors. They suggest the initial images to users as possible candidates that are the most useful for estimating the user's intention if these images are used in the feedback. Semi-supervised learning frameworks that work with only a small number of labeled data, which are the users' relevance assessments, have also been tested in interactive image retrieval. In addition, RF operates within a combined visual and textual features space, such as in [25] . Moreover, implicit relevance feedback given by eye movement or mouse clicks has also been tested. Although the implicit feedback is not necessarily as positive as explicit one, it likely has some correlation with relevant data.
3 Devices, Systems, and Infrastructure
Image Acquisition Devices
The most important change that brought about the explosion of readily available images was the advent of the digital camera. Digital cameras have replaced the analog cameras of a decade ago and have reduced the cost of taking photos. Approximately 100.37 million digital cameras were shipped out in 2007; in contrast, only approximately 0.79 million film cameras were shipped [26] . Statistics indicate that the average number of photos taken by a household in a year is from 400 to 700 depending on the family structure [27] . As a result of these changes, there are now too many photos to skim through, and it is believed that many of these photos will never be viewed again afterwards.
Another big change is that contextual information can now be used to organize images. Besides tags, various types of contextual information can be helpful for certain image retrieval applications. For example, EXIF 5) is a standard metadata format for images taken by digital cameras that indicate the camera conditions when a photo was taken. Moreover, sensors attached to cameras can now generate various associated information. For instance, a GPS functionality can give the place the photo was taken, and this location information can be stored as image metadata. The circumstances affecting imaging devices are also dramatically changing. Many commercial products are being developed to integrate image acquisition devices with networking functionalities. In particular, mobile phones with cameras are powerful tools for supplying contextual information. There has even been a study on uisng sensors that log encountered users and their contacts to supplement location information provided by GPSs [28] .
Evolution of Software and Communications
Platform These days, taking photos is a casual form of communication. In the past, people took photos only on important occasions and they had to meet face-to-face to share their experiences. People can now upload images on-line or send photos on mobile phones. The evolution of software infrastructures certainly has motivated users to generate more images. Similar changes may happen with the activities of drawing and painting. People have more chances to get feedback on-line if they upload their work to a relevant site, and the feedback may motivate them to create more.
Efficiency
The difference between images and text is in their sparseness when represented as feature vectors. Textual documents consist of words or characters. The vocabulary is large, but a document will usually contain only a small portion of it. Therefore, it is possible to make an index for text using only a small amount of memory, and we can quickly search for it. On the other 5) http://www.cipa.jp/exifprint/index e.html hand, images are not symbolic in nature. They are represented as high-dimensional vectors with continuous feature values. Even after quantization, images are often represented as dense vectors. Researchers in the database field are working on these challenging issues in order to construct a more efficient form of indexing for dense feature vectors.
Efficiency is an important topic in the field of networking. For example, the implementation of a peer-topeer (P2P) based system for image retrieval is different from other key-value based implementations because it involves a comparison of the dense feature vectors rather than key-matching. An efficient indexing and data representation has been developed for conducting CBIR over a P2P network [29] .
A number of factors should be taken into account when collecting images: ease of access, usage, and cost to keep them. In particular, the amount of storage required to maintain images is a very important consideration. Some applications such as casual image collections for mobile devices can use high compression formats and thus are less costly to keep. Others, like archiving, ideally require a file format to have loss-less characteristics. For example, the Dutch Royal Library estimated that they need 650 TB of storage to store the next four years of data if they use the current file formats [30] .
High-performance Computers and Networks
Improvements to hardware and associated system software technology have tremendously increased the availability of digital content. These advances have influenced how digital images are managed. At the same time, explosion of images require more advanced systems. Single image files are usually larger than single text files. Therefore, if there are an equivalent number of images as there are texts in a collection, image access systems have to deal with much larger set of data than text retrieval systems. However, there have been only a few studies that directly address the issue of image access.
An issue that makes image access less attractive research target is the proportion of images among many different media. As we can see on the web, the number of images is usually smaller than the number of available text documents. Although there are important exceptions to this trend: visual information sources are crucial and plentiful sources in the field of computer assisted design (CAD)s [31] , people create text documents more often than they do visuals. Another issue that makes image access less attractive as a target of research for developing efficient and high-performance computing systems is the rise of video data. Video is a mixture of visual and audible information, and some text may be associated (e.g., closed captions and subtitles) with it. Images can be considered as the subset of videos. Further, single video files are often far larger than single image files and challenging. Therefore, it is sometimes more reasonable to use videos rather than images to assess the scalability of information systems In addition, the recording costs of video are as low as those for photos in terms of the amount of human operation. Therefore, there will be as many video files as image files. However, images are a good target for high-performing computing system research when videos are too large to mange with the available systems even at the experimental level. One ongoing initiative, Content-based Photo Image Retrieval (CoPhIR) 6) , uses high-performance computers to do research on images. Its researchers have started to construct a publicly available image retrieval test collection [32] . They used the European Enabling Grids for EsciencE (EGEE) computer GRID 7) consisting of 73 computers in several European countries to retrieve more than 60 million images from the Flickr photo-sharing service 8) . The goal is to test the capability of high-performance computing in a previously computationally impossible task. Most of the computing power was spent on extracting seven MPEG-7 visual features from the images. This task is also challenging from a system management perspective, because the hardware and software within the grid are heterogeneous and are not accessible all the time.
Human-factors of Image Access
Image Media
It is important to learn how we recognize the signals from images and what messages these signals can uniquely convey. Jörgensen summarized findings on the human perception of images [33] . Some psychological research focuses on the subjectivity of perceptions, such as color and photo quality [34] . In addition to learning how humans perceive images, we need to understand how images act as social media. Images sometimes have advantages over text [35] . For example, irony can be conveyed by carefully shooting photos as they let viewers interpret the images; such images may have a more striking effect that text [36] . In other words, images can serve as a handy tool to generate high-quality metaphors. In addition, text can send information as intended by the sender, whereas images are sent as a whole with redundancy. The receivers of a photo may find something interesting but unintended in the background of a photo, for example. These properties can be either beneficial or harmful, and users need to know how to effectively use image media. Images 6) http://cophir.isti.cnr.it 7) http://www.eu-egee.org/ 8) http://flickr.com also have advantages over videos. If a video shot and a photo contain the same information, photos are a more efficient medium because it takes longer to go through a video shot. For example, instructional videos are easy to create, but it is often time-consuming for users to watch the entire video. If the same instruction is given by photos for key points, sometimes it is quicker to understand the message. This is because images can be regarded as carefully edited and summarized key-frames from videos.
There have been attempts to use image media in intelligent information systems, whereby images are retrieved for purposes other than the conventional ones. For example, retrieved images can be used to enrich encyclopedia entries by providing word sense disambiguation clues [37] . Images are also helpful in question-answering systems [38] [39] . The way of sharing experiences in remote locations can be enhanced by using a real-time collaborative photo annotation system [40] .
Usability
To improve the user-experience, we have to improve the system's usability and utility. The term usability concerns the system's behavior, most notably the user interfaces (UIs). Usability can be examined from a psychological perspective. Utilities, as we shall see in the next section, concern the behavior of users, and it can be examined from an ethnographic perspective.
The basic output from information retrieval systems is a list of documents ranked according to their estimated relevance. In addition to the quality of the list itself, the presentation of the list affects the user satisfaction. Images are currently often listed using thumbnails and in certain situations, such presentation is not the most usable for many users. One way to assist users in finding an image is the addition of an advanced browsing feature. A user study has indicated that browsing is still a major means of image access for casual users [41] . As the number of images increases, browsing will one day cease to be an efficient information access method. However, until that day, a functionality for more efficient browsing is essential. For example, a zooming functionality would be helpful. It would enable the placement of a large number of thumbnail photos on a screen; detailed images can be accessed by the user zooming in on an image or set of images. A zooming functionality can also include a time aspect [42] . Browsing by means of color has also been studied [43] . It can help users to organize images from different perspectives. Categorized by one's own criteria also has some educational effect. Browsing tools are more effective than retrieval systems for such purposes [44] . One of the most frequently used methods is sorting while browsing. Images are often sorted according to the date they were created (or accessed) and then browsed. Graham et al. reported that their browser which summarizes images using the time information, could assist users in efficiently finding images [45] .
We can assess the usability of working systems or prototypes to identify their problematic elements by asking human subjects to use them and then monitoring their operations. In particular, some usability studies use advanced recording tools for tracking the behaviors of users. An example is using eye-tracking technology to determine where users are looking while they are searching or browsing. Moreover, some software can keep records on how people use pointers and where people click on their screen.
Utility
Usability used to be the main concern of human factors researchers. Gradually, as the use of images expanded to include various human activities, utility became the most important concern. Utility is heavily influenced by the social context; thus, it sometimes lies outside the realm of studies on technologies. For example, Jansen found that the cost of retrieval is the determining factor for the query reformulation among casual users of web image retrieval systems [46] . That is, they change queries if their initial queries yield only proprietary materials. This is not often the case for web text retrieval, where most documents are likely to be free. Other social factors will be discussed in Sec. 5.
Here, let us consider another important factor: the nature of the user's task. Regarding the role of image access in the entire work process, some insights have been gained from observing professional users. Markkula and Sormunen studied people who do editing work at newspapers and found that they tend to search images using queries of abstract concepts [47] . Another example is the queries for art images; they were classified into four categories [48] . The queries of art historians who do not do the searches themselves, but rather ask librarians for the images they need, were analyzed [49] . Queries of historical images in the medical domain were also studied [50] . These studies revealed the subjects the experts searched for, how long it took to fulfill their search needs, and the main obstacles that prevented them from obtaining satisfactory materials.
To understand the nature of image access, we have to take into account that information has a life cycle. Images are created by humans or acquired by sensors. Then, they are modified and stored. Sometimes they are sent to other locations. Finally, they are archived or discarded. How people organize their personal photo collections reveals a lot about the life cycle of the images [51] . Kirk et al. have started to investigate the life cycle of digital photos taken by casual photographers under the concept of photowork [41] . Shneiderman et al. contrasted the behavior of casual users with that of professional users and suggested system requirements for each type of user [52] . Cox et al. interviewed eleven amateur photographers and users of Flickr and analyzed their responses [53] . Their up-to-date findings show that the Flickr user group can be situated somewhere between casual users and professionals.
Distinguishing between retrieval styles makes the outcome clearer. Roughly speaking, there are two search types: known-item and exploratory. In a knownitem search, users already know which images they want. A known-item search is a common way for people to search for books, music, and videos because people often search for commercial products such as pop songs, films, and best-seller books; it is a less common way of searching for images. One example of a knownitem search is to obtain higher resolution images of the image at hand. Another example is to retrieve particular images in one's personal collection that the user knows is there because it had been created or added to the collection by the user. In contrast, exploratory searches are activities to decide which image is relevant for a certain purpose during the retrieval. For example, users usually search the web for images without assuming that the objects they are looking for are unique. Any objects described by the same information are good enough for a user's generic need. Therefore, some browsing is often involved in exploratory searches.
Social Factors Affecting Image Access and Use
Copyright and Privacy
For many office workers, information searches on the web are the quickest and most reliable option because the web is often regarded as the largest information resource. Images are sometimes included in the targets of the web resources because information receivers may find it easier to understand visual representations rather than textual ones (Sec. 4.3). However, copyright problems often reduce the utility of images. If a user is seeking particular knowledge, it suffices to assimilate any important facts textually described on a particular web page and then to use it later. Citing a part of text is also an acceptable usage. In contrast, a citation of images is more difficult than text because they are usually holistic, and the copying and pasting of images may constitute a copyright violation.
Copyright rules, either formal or informal, vary from region to region. For example, the responsibility of obtaining the copyright holder's permission is either in the writer's or the publisher's hand depending on the whether a book is published in Japan or in the US [54] .
Such differences make it harder to use images legally and we can infer that this reduces the motivation of potential users.
Creative Commons (CC) 9) is an important initiative to address copyright issues. It allows creators, such as photographers or illustrators, to assign tags so that others can use their works without worrying about copyright violations. Although this scheme has yet to be established globally, it can create a large pool of searchable and useable image materials in contrast to searchable but blocked content. The increase in available images is a major driving force encouraging users to use image retrieval systems. The increase in need may consequently lead to greater technological sophistication.
Besides copyright regulations, even when the images are photos taken by the users themselves, there are problems of publicity and privacy. You cannot freely use a photo if it includes an identifiable person. For example, the University of Arizona has guidelines on photo usage 10) . Although such guidelines are useful, we must also be aware that laws and perceptions vary from region to region.
Cultural and Regional Aspect
Besides regional differences in copyright regulations, the culture of the user affects how he or she will use images. Different societies are responding to the explosion of digitized images in different ways. One factor is the socially dominant service for images. For example, Flickr is currently one of the largest on-line photo sharing services. Many studies are currently being conducted on this platform. For example, Negoescu and Gatica-Perez have analyzed how users having the same interests construct groups in Flickr [55] . Furthermore, research testbeds such as iCLEF have been created on it to evaluate interactive image retrieval [56] (Sec. 3.4). The problem is that the findings on a particular platform are not necessarily globally applicable. For example, in Japan, people are reluctant to publicly share photos on-line, but they actively exchange photos on mobile phones [57] . Similarly, in some European countries, people prefer to use password-protected online repositories to share photos rather than openly display them [58] . Therefore, if the research is based on realistic data and user models, the implications of the findings may be less than universally applicable.
On the positive side, an important utility characteristic that distinguishes images from text is their language independence. Although even pictograms are not universal and the use of iconic entities is culturally dependent, images can often deliver their message across lan- 9) http://creativecommons.org/ 10) http://uaweb.arizona.edu/people.0.html guage barriers. This property can make cross-language image retrieval a useful tool [59] .
Conclusion
We overviewed the current research being conducted on image retrieval and its use in the information explosion. The greatest changes affecting the research currently being conducted on image retrieval and its use has been the changes in the users. People have become used to various visual entities, and the acquisition and distribution of images has become a common activity.
The use of digitized text information is growing because of its searchability. People already know how to use text information. In contrast, the use of digitized images has only come about with the recent emergence of certain technologies. Images used to be too expensive for the general public to use, but now anyone can use images and people are finding new ways of using them. Therefore, it is natural for there to be some confusion about image access technologies. This paper was an attempt to clarify the situation surrounding image access research in the first decade of this century.
Some of the issues have already been dealt with in two rather separate research fields, namely computer and library science. The activities and findings of researchers in these fields are now being merged and are generating practical image retrieval systems. Images used to be treated as special cases in library science and information retrieval research. This was natural because we still have far more textual documentation and we use text more often than we do images. In contrast, although image processing is a central concern of computer science researchers, it is often regarded as a single application task. What was missing from computer science is the information life cycle perspective of library science. The difference between how image retrieval is dealt with in these two fields will not go away anytime soon. Despite this handicap to progress, there will continue to be an ingression of images into our daily lives, and retrieval technologies will remain a key to this trend. Advances in the technologies and the underlying methodologies will enable library and computer scientists to overcome their social barriers so that they can help to usher in new life-and work-styles using images.
