In this paper, new sufficient conditions are obtained for oscillation of second-order neutral delay
Introduction
T his article is concerned with sufficient conditions for oscillation of a nonlinear neutral second-order delay differential equation
where z(t) = x(t) + p(t)x(t − τ) and p ∈ PC([t 0 , ∞), R). We also suppose that the following assumptions hold:
(A 1 ) r, q, v ∈ C([t 0 , ∞), [0, ∞)), τ, σ 1 , σ 2 ∈ R + and ρ = max{τ, σ 1 , σ 2 }; (A 2 ) G, H ∈ C(R, R) with uH(u) > 0 and yG(y) > 0 for u, y = 0;
Baculikova et al. [1] have considered the second order delay differential equation of the form
where r(t), q(t), v(t) ∈ C([t 0 , ∞)), r(t), p(t), τ(t), σ(t), η(t) ∈ C 1 ([t 0 , ∞)) and established several sufficient conditions for oscillation of solution of (2) for 0 ≤ p(t) < ∞. Li et al. [2] obtained sufficient conditions for oscillation of solution of second order nonlinear neutral differential equations of the form d dt r(t) d dt x(t) + p(t)x(t − τ) γ + q(t) f x(t), x(σ(t)) = 0, where p, q, r ∈ C([t 0 , +∞), (0, +∞)) and γ ≥ 1 is the quotient of two odd positive integers. In [3] , Santra has consider first-order nonlinear neutral delay differential equations of the form
and studied oscillatory behaviour of the solutions of Equation (3) and Equation (4), under various ranges of p(t). Also, sufficient conditions are obtained for existence of bounded positive solutions of (3). Tripathy et al. [4] have established several sufficient conditions for the oscillation of solution of the second order nonlinear neutral delay differential equations of the form
where r, q, τ, σ ∈ C(R + , R + ), p ∈ C(R + , R) and γ, β are quotient of odd positive integers. Motivated by the above work, an attempt is made to study oscillatory behaviour of Equation (1) for |p(t)| < +∞. Here we are connected with both (A 3 ) and (A 4 ). Neutral functional differential equations have numerous applications in several field of the science as, for example, models of population growth and theory of population dynamics, fractal theory, nonlinear oscillation of earthquake, diffusion in porous media, fractional biological neurons, traffic flow, polymer theology, neural network modeling, fluid dynamics, viscoelastic panel in super sonic gas flow, real system characterized by power laws, electrodynamics of complex medium, sandwich system identification, nuclear reactors mathematical modeling of the diffusion of discrete particles in a turbulent fluid (see [5] [6] [7] 9] and the references cited therein). In last decades several results have been obtained on oscillation of nonneutral differential equations and neutral functional differential equations (see [10] [11] [12] [13] [14] [15] and the references cited therein).
By a solution to Equation (1), we mean a function x ∈ C([T x , ∞), R), T x ≥ t 0 , which has the property rz ∈ C 1 ([T x , ∞), R) and satisfies Equation (1) on the interval [T x , ∞). We consider only those solutions to Equation (1) which satisfy condition sup{|x(t)| : t ≥ T} > 0 for all T ≥ T x and assume that Equation (1) possesses such solutions. A solution of Equation (1) is called oscillatory if it has arbitrarily large zeros on [T x , ∞); otherwise, it is said to be nonoscillatory. Equation (1) itself is said to be oscillatory if all of its solutions are oscillatory.
Sufficient Conditions for Oscillation
In this section, sufficient conditions are obtained for oscillatory and asymptotic behaviour of second order nonlinear neutral differential equations of the form (1). 
Then every solution of the equation (1) is oscillatory.
Proof. Suppose for contrary that x(t) is a nonoscillatory solution of equation (1). Then there exists
Then we can find ε 1 > 0 and a t 3 > t 2 such that
nondecreasing on [t 2 , ∞). So, there exists ε 2 > 0 and a t 3 > t 2 such that z(t) ≥ ε 2 for t ≥ t 3 . On the other hand, z(t) is nondecreasing implies that
Therefore, (5) can be written as
We note that lim t→∞ r(t)z (t) exists. Integrating the last inequality from t 3 to t(> t 3 ), then
a contradiction due to the assumption (A 6 ). If x(t) < 0 for t ≥ t 0 , then we set y(t) = −x(t) for t ≥ t 0 in (1) and using (A 5 ) we find
then proceeding as above, we find a same contradiction. This completes the proof of the theorem.
Then conclusion of the Theorem 1 is true.
Proof. Let x(t) be a nonoscillatory solution of Equation (1) . Proceeding as in Theorem 1, we have two cases: r(t)z (t) < 0 and r(t)z (t) > 0 for t ∈ [t 2 , ∞). The former case follows from Theorem 1. Let's consider the later case. As a result, z(t) is nondecreasing on [t 2 , ∞). So, there exists ε > 0 and a t 3 > t 2 such that z(t) ≥ ε for t ≥ t 3 . We note that lim t→∞ r(t)z (t) exists. From Equation (1), it is easy to see that
for t ≥ t 3 > t 2 . Consequently,
Integrating the last inequality from t 3 to t(> t 3 ), then
a contradiction due to the assumption (A 9 ). The case x(t) < 0 is similar. Thus the theorem is proved. Proof. Let on the contrary that x(t) be a unbounded solution of Equation (1) on [t 0 , ∞), t 0 > ρ. Proceeding as in Theorem 1, it concludes that r(t)z (t) is nonincreasing and z(t), z (t) are monotonicon [t 2 , ∞). Indeed, z(t) < 0 for t ≥ t 3 implies that x(t) ≤ x(t − τ), and hence
for t ≥ t 3 . On the other hand, z(t) is nondecreasing implies that, there exist ε > 0 and a t 4 > t 3 such that z(t) ≥ ε for t ≥ t 4 . Consequently, for t 5 > t 4 + σ, it follows from Equation (7) that
Integrating the last inequality from t 5 to t (> t 5 ), we have
a contradiction to (A 6 ). Hence, r(t)z (t) < 0 for t ≥ t 3 . Rest of the theorem follows from Theorem 1. Thus, the proof of the theorem is complete. Proof. Proceeding as in the proof of Theorem 1, we have obtained Equation (5) and hence r(t)z (t) is nonincreasing on [t 2 , ∞). Therefore, z(t) is monotonic on [t 3 , ∞), t 3 > t 2 . So we have four cases namely:
Using the arguments as in the proof of Theorems 1 and Theorem 3, we get contradictions to (A 3 ) and (A 6 ) when the Case (2) and Case (1) respectively. Since z(t) < 0 implies that x(t) is bounded, that is, z(t) is bounded, then the Case (4) is not possible due to Theorem 1 (∵ z (t) < 0 implies that lim t→∞ z(t) = −∞).
Consequently, the Case (3) holds for t ≥ t 3 . In this case, lim t→∞ z(t) exits. As a result,
implies that lim sup t→∞ x(t) = 0 [∵ 1 − p > 0] and hence lim inf t→∞ x(t) = 0. Thus lim t→∞ x(t) = 0. The case x(t) < 0 is similar dealt with. This completes the proof of the theorem.
Theorem 5. Let −∞ < −p 1 ≤ p(t) ≤ −p 2 < −1, p 1 , p 2 > 0 and t ∈ R + . Assume that (A 1 )-(A 3 ), (A 5 ) and (A 6 ) hold. If
> 0 for T, p 1 > 0 and α < 0, then every bounded solution of Equation (1) either oscillates or converges to zero as t → ∞.
Proof. Suppose on the contrary that x(t) is a solution of Equation (1) which is bounded on [t 0 , ∞), t 0 > ρ.
Using the same type of reasoning as in Theorem 1, we have that z (t) and z(t) are of one sign on [t 2 , ∞) and have four possible cases like as in Theorem 4. Case (2) and Case (4) are not possible because of (A 3 ) and bounded z(t). Case (1) follows from the proof of the Theorem 3. For the Case (3), we claim that lim t→∞ z(t) = 0. If not, there exists α < 0 and t 3 > t 2 such that
for t ≥ t 3 . Integrating the last inequality from t 3 to t(> t 3 ), we get
a contradiction to (A 10 ). Ultimately, lim t→∞ z(t) = 0. Hence,
implies that lim sup t→∞ x(t) = 0 [∵ 1 − p 2 < 0]. Thus, lim inf t→∞ x(t) = 0 and hence lim t→∞ x(t) = 0. Therefore, any solution x(t) of Equation (1) converges to zero. The case x(t) < 0 is similar. This completes the proof of the theorem. 
where L 3 = µ λ > 0 then also conclusion of the Theorem 1 is true, where Q(t) and V(t) is defined in Theorem 2.
Proof. On the contrary, we proceed as in Theorem 1 to obtain Equation (5) for t ≥ t 1 and r(t)z (t) is non increasing on [t 2 , ∞), t 2 > t 1 . The case r(t)z (t) > 0 for t ≥ t 0 is same as in Theorem 2 and gives a contradiction due to (A 9 ). Let's suppose that r(t)z (t) < 0, for t ≥ t 2 . Therefore, for s ≥ t > t 2 , r(s)z (s) ≤ r(t)z (t) implies that
Consequently,
a contradiction to (A 11 ). The case x(t) < 0 is similar dealt with. This completes the proof of the theorem. Proof. The proof of the theorem follows from the proof of Theorems 4 and 7. Hence, the proof of the theorem is complete. where L 2 is defined in Theorem 5, then conclusion of the Theorem 5 is true.
Proof. Proceeding as in the proof of the Theorem 5 we have four possible cases for t ≥ t 2 . First two cases are similar to the proof of Theorem 8. Case (3) is similar to the proof of Theorem 5. Hence, we consider the Case (4) only. Using the same type of reasoning as in the Case (3) of Theorem 8, we get Equation (8) and hence
