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Abstract
The purpose of this paper is to introduce two semiparametric methods for the estima-
tion of copula parameter. These methods are based on minimum Alpha-Divergence between
a non-parametric estimation of copula density using local likelihood probit transformation
method and a true copula density function. A Monte Carlo study is performed to mea-
sure the performance of these methods based on Hellinger distance and Neyman divergence
as special cases of Alpha-Divergence. Simulation results are compared to the Maximum
Pseudo-Likelihood (MPL) estimation as a conventional estimation method in well-known
bivariate copula models. These results show that the proposed method based on Minimum
Pseudo Hellinger Distance estimation has a good performance in small sample size and weak
dependency situations. The parameter estimation methods are applied to a real data set in
Hydrology.
Key words and Phrases: Alpha-Divergence; Copula Density; Hellinger Distance; Semi-
parametric Estimation.
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1 Introduction
The copulas describe the dependence between random vector components. Unlike marginal and
joint distributions that are clearly observable, the copula of a random vector is a hidden depen-
dence structure that connects the joint distribution with its margins. The copula parameter
captures the inherent dependence between the marginal variables and it can be estimated by
either parametric or semiparametric methods. Maximum likelihood estimation (MLE), which is
used to estimate the parameter of any type of model, is the most effective method. It can also
be applied to copula, but the problem becomes complicated as the number of parameters and
dimension of copula increases, because the parameters of the margins and copula are estimated
simultaneously. Therefore, MLE is highly affected by misspecification of marginal distributions.
A rather straightforward way at the cost of lack of efficiency is inference functions for
margins (IFM), which is put forward by Joe (2005). Similar to MLE in this method the
margins of the copula are important, because the parameter estimation is dependent on the
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choice of the marginal distributions. In IFM method, the parameters are estimated in two
stages. In the first stage, the parameters of margins are estimated and then the parameters of
copula will be evaluated given the values from the first step. Genest et al. (1995) introduce
a semiparametric method, known as maximum pseudo-likelihood (MPL) estimation, similar to
MLE. The only difference between this method and MLE is that the data must be converted to
pseudo observations. The consistency and asymptotic normality of this method is established in
their paper. They established that this method is efficient for independent copula. The results
of an extensive simulation studied by kim at al. (2007) show that the ML and IFM methods are
non-robust against misspecification of the marginal distributions, and that the MPL estimation
method performs better than the ML and IFM methods, overall.
The minimum distance (MD) method attains one of the most attractive alternatives to the
MLE because the non-parametric estimator of MD has nice robustness properties. In the case
of data containing severe outliers which makes the likelihood-based inference infeasible, the MD
method has more appeals. Asymptotic distributions of particular minimum distance estimates
were derived by Millar (1981) for the Cramer-von Mises (CvM) distance; by Rao et al. (1975)
for the Kolmogorov-Smirnov (KS) distance; by Beran (1977) for the Hellinger distance. Beran
(1977) show that by using minimum Hellinger distance estimators one could obtain robustness
properties together with the first-order efficiency.
The MD method for copulas has attracted only a little attention in contrast to the MPL
and IFM methods. This paper is closely related to the works of Tsukahara (2005) and Weiß
(2011). Tsukahara (2005) explores the empirical asymptotic behaviour of CvM and KS dis-
tances between the hypothesised and empirical copula in a simulation study. He finds that
the MPL estimator should be preferred to the MD estimator. His analysis is only based on a
sample size of 100 and does not include the Gaussian and Student’s t (T) copula which are of
particular interest in Finance and Hydrology. Weiß (2011) presented a comprehensive Monte
Carlo simulation study on the performance of minimum-distance and maximum-likelihood esti-
mators for bivariate parametric copulas. In particular, he considered CvM, KS and L1-variants
of the CvM-statistic based on the empirical copula process, Kendall’s dependence function and
Rosenblatt’s probability integral transform.
Tsukahara (2005) proposed the Hellinger distance based on copula density to improve the
performance of the MD estimator, but did not proceed with it, because it required the estima-
tion of the copula density function. Hellinger distance is a special case of Alpha-Divergence.
The authors present semiparametric methods based on minimum Alpha-Divergence estimation
between non-parametric estimation of copula density and true copula density which it calls
”Minimum Pseudo Alpha-Divergence” (MPAD) estimation. In this method, the copula density
is estimated using local likelihood probit transformation (LLPT ) method that was recently
suggested by Geenens et al. (2017). The purpose of this paper is to present a comprehensive
simulation study on the performance of the MPL estimator and special cases of the MPAD
estimator for bivariate parametric copulas.
In what follows, discussions will be restricted to bivariate observations only for simplicity.
The rest of the paper is arranged as follows. In Section 2, the preliminaries for copulas and MPL
method are described. The estimation of the copula density function using local likelihood probit
transformation method is provided in Section 3. In Section 4, the copula parameter estimation
based on minimum Alpha-Divergence is introduced. The simulation results are provided to
compare the MPL and MPHD methods in Section 5. In Section 6, the performance of the
considered methods for real data in Hydrology is presented. Concluding remarks are given in
Section 7.
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Table 1: Some well-known bivariate copulas
Copula C(u, v; θ) Parameter Space Kendall’s tau
Clayton (u−θ + v−θ − 1)−1/θ θ ∈ (−1,+∞)− {0} θθ+2
Gumbel exp
{
−
[
(− lnu)θ + (− ln v)θ
]1/θ}
θ ∈ [1,+∞) θ−1θ
Frank 1 −1θ log
{
1 + (e
−uθ−1)(e−vθ−1)
e−θ−1
}
θ ∈ (−∞,+∞)− {0} 1 + 4θ (D1(θ)− 1)
Gaussian 2 Φ2(Φ
−1(u),Φ−1(v); θ) θ ∈ [−1,+1] 2piarcsin(θ)
T 3 t2,ν(t
−1
ν (u), t
−1
ν (v); θ) θ ∈ [−1,+1], ν > 1 2piarcsin(θ)
2 Preliminaries
Some definitions related to a copula function will be briefly reviewed. Sklar (1959) was the
primary to display the fundamental concept of the copula. Let (X,Y ) be a continuous random
variable with joint cumulative distribution function (cdf) F , then copula C corresponding to F
defined as:
F (x, y) = C(FX(x), FY (y)), (x, y) ∈ R2, (1)
where FX and FY are the marginal distributions of X and Y , respectively. A bivariate copula
function C is a cumulative distribution function of random vector (U, V ), defined on the unit
square [0, 1]2, with uniform marginal distributions as U = FX(X) and V = FY (Y ).
The authors shall write C(u, v; θ) for a family of copulas indexed by the parameter θ. If
C(u, v; θ) is an absolutely continuous copula distribution on [0, 1]2, then its density function is
c(u, v; θ) = ∂
2C(u,v;θ)
∂u∂v . As a result, the relationship between the copula density function (c) and
the joint density function (f) of (X,Y ) according to equation (1) can be represented as
f(x, y) = c(FX(x), FY (y); θ)fX(x)fY (y), (x, y) ∈ R2, (2)
where fX and fY are the marginal density functions of X and Y , respectively.
Table 1 presents summary information of some well-known bivariate copulas such as the
parameter space and Kendall’s tau (τ) of them. In this table, Clayton, Gumbel, and Frank
copulas belong to the class of Archimedean copulas and Gaussian and T copulas belong to the
class of Elliptical copulas. The copula-based Kendall’s tau association for continuous variables
X and Y with copula C is given by τ = 4
∫
[0,1]2 C(u, v)dC(u, v) − 1.
Let (X1, Y1), (X2, Y2), ..., (Xn, Yn) be a random sample of size n from a pair (X,Y ). Empir-
ical copula that was initially introduced by Deheuvels (1979) defined as
Cn(u, v) =
1
n
n∑
i=1
I{U˜i ≤ u, V˜i ≤ v}, (3)
where U˜i = nFˆX(xi)/(n+1), V˜i = nFˆY (yi)/(n+1) for i = 1, · · · , n, are the pseudo observations
and FˆX and FˆY are the empirical cumulative distribution function of the observation Xi and
Yi, respectively.
1
Dk(θ) =
k
θk
∫ θ
0
tk
et−1
dt.
2Φ−1 is the inverse of the standardized univariate Gaussian distribution and Φ2 is the standardized bivariate
Gaussian distribution with correlation parameter θ.
3
t
−1
ν is the inverse of the standardized univariate Student’s t distribution with ν degree of freedom and t2,ν is
the standardized bivariate Student’s t distribution with correlation coefficient θ and ν degree of freedom.
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2.1 Semiparametric maximum likelihood estimation
In view of (2), the log-likelihood function takes the form
L(θ) =
n∑
i=1
log
(
c(F (x), G(y); θ)
)
+
n∑
i=1
log
(
f(x)
)
+
n∑
i=1
log
(
g(y)
)
.
Hence the MLE of θ, which we denote by θˆML is the global maximizer of L(θ) and
√
n(θˆML−θ)
converges to a Gaussian distribution with mean zero, where θ is the true value. Since we assume
that the model is correctly specified and hence L(θ) is the correct log-likelihood, it follows that
the MLE enjoys some optimality properties and hence is the preferred first option. If the model
is not correctly specified so that L(θ) is not the correct log-likelihood, then the maximizer of
L(θ) is not the MLE and hence it may lose its preferred status.
In MPL method, the marginal distributions have unknown functional forms. Estimation of
marginal distributions are estimated non parametrically by their sample empirical distributions.
Then, θ is estimated by the maximizer of the pseudo log-likelihood,
θˆMPL = argmax
θ
n∑
i=1
log
(
c(U˜i, V˜i; θ)
)
, (4)
where (U˜i, V˜i), i = 1, · · · , n, are the pseudo observations. The authors shall refer to (4) as the
maximum pseudo likelihood (MPL) estimator of θ. Genest et al. (1995) and Tsukahara (2005)
showed that θˆMPL is consistent estimator. This non-linear optimization problem can easily be
solved by Statistical programming language R or Mathematica.
3 Local likelihood probit transformation estimation
Transformation method was introduced to kernel copula density estimation by Charpentier et al.
(2007). The simple idea is to transform the data so that it is supported on the full R2 (instead of
the unit cube). On this transformed domain, standard kernel techniques can be used to estimate
the density. An adequate back-transformation then yields an estimate of the copula density.
The inverse of the standard Gaussian CDF is most commonly used for the transformation since
it is known that kernel estimators tend to do well for Gaussian random variables.
Let (Ui, Vi)i=1,...,n are independent and identically distributed observations from the bivariate
copula C and the purpose is to estimate the corresponding copula density function. Denote Φ
as the standard Gaussian distribution and φ as its first order derivative. Then (Si, Ti) =
(Φ−1(Ui),Φ
−1(Vi)) is a random vector with Gaussian margins and copula C. According to (2),
the corresponding density function can be written as f(s, t) = c(Φ(s),Φ(t))φ(s)φ(t). Thus, an
estimation of the copula density function can be given by
cˆ(PT )n (u, v) =
fˆn(Φ
−1(u),Φ−1(v))
φ(Φ−1(u))φ(Φ−1(v))
, (u, v) ∈ (0, 1)2. (5)
However, as the (Ui, Vi) are unavailable and one has to use (Sˆi, Tˆi) = (Φ
−1(Uˆi),Φ
−1(Vˆi))
the pseudo-transformed sample, instead. As a first natural idea, the standard kernel density
estimator for fˆn in (5) can be considered as follows:
fˆn(s, t) =
1
n|HST | 12
n∑
i=1
K
(
H
− 1
2
ST
(s− Sˆi
t− Tˆi
))
,
4
where K : R2 → R is a kernel function, and HST =
[
bn 0
0 bn
]
is a bandwidth matrix.
This kernel estimator has asymptotic problems at the edges of the distribution support.
To remedy this problem, local likelihood probit transformation (LLPT ) method was recently
suggested by Geenens et al. (2017). Instead of applying the standard kernel estimator, they
locally fit a polynomial to the log-density of the transformed sample. The advantages of esti-
mating f(s, t) by local likelihood methods instead of raw kernel density estimation are related
to the detailed discussion in Geenens (2014). This method can fix the boundary issues in a
natural way and able to cope with unbounded copula densities. The notations are similar to
ones used in Geenens et al. (2017). Recently, Nagler (2018) with a comprehensive simulation
study has shown that LLPT method for copula density estimation yields very good.
Around (s, t) ∈ R2 and (s′, t′) close to (s, t), the local log-quadratic likelihood estimation of
log f(s, t) from the pseudo-transformed sample is defined as:
logf(s′, t′) = a2,0(s, t) + a2,1(s, t)(s
′ − s) + a2,2(s, t)(t′ − t)
+ a2,3(s, t)(s
′ − s)2 + a2,4(s, t)(t′ − t)2 + a2,5(s, t)(s′ − s)(t′ − t)
≡ Pa2(s′ − s, t′ − t).
The vector a2(s, t) ≡ (a2,0(s, t), · · · , a2,5(s, t)) is then estimated by solving a weighted maximum
likelihood problem as
aˆ2(s, t) = arg max
a2
{ n∑
i=1
K
(
H
− 1
2
ST
(s− Sˆi
t− Tˆi
))
Pa2(Sˆi − s, Tˆi − t)
− n
∫
R2
K
(
H
− 1
2
ST
(s− s′
t− t′
))
exp
(
Pa2(s
′ − s, t′ − t))ds′dt′}.
Therefore, the estimation of f(s, t) is f˜p(s, t) = exp{aˆ2(s, t)} and thus LLPT estimator of a
copula density is
cˆ(LLPT )n (u, v) =
f˜p(Φ−1(u),Φ−1(v))
φ(Φ−1(u))φ(Φ−1(v))
, (u, v) ∈ [0, 1]2. (6)
When the underlying density is on [0, 1]2, the performance of the kernel estimator depends
on the choice of the kernel function and the bandwidth (smoothing parameter). For bandwidth
choice, a practical approach is to consider the minimization of the AMISE on the level of the
transformed data. In this article, the bandwidth choice based on nearest-neighbor method (see
Geenens et al. (2017), Section 4).
4 Semiparametric Alpha-Divergence estimation
Initially, Chernoff (1952) proposed the Alpha-Divergence, which is a generalization of the KL
divergence. For some Alpha-Divergence investigations see, for example, Amari and Nagaoka
(2000), Cichocki and Amari (2010), and Read and Cressie (2012). Alpha-Divergence measure
can be derived from Csisza´r f-divergence if f(t) = t
α−α(t−1)−1
α(α−1) , t ≥ 0, α 6= 0, 1. The Alpha-
Divergence (AD) between two probability density functions f1 and f2 of a continuous random
variable can be defined as:
ADα(f1 ‖ f2) = 1
α(α− 1)
(∫
[0,1]2
fα1 (x) f
1−α
2 (x)dx− 1
)
, α ∈ R \ {0, 1}. (7)
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The AD divergence is non-negative and true equality to zero holds if and only if f1(x) = f2(x).
If α → 1, the Kullback-Leibler divergence (KLD) can be obtained from equation (7). The
Kullback-Leibler (KL) divergence between two densities f1 and f2 that was introduced by
Kullback and Leibler (1951) is given by
KL(f1||f2) =
∫
R
log f1(x)dF1(x)−
∫
R
log f2(x)dF1(x),
where F1(x) =
∫ x
−∞
f1(t)dt. Also, two other special cases of Alpha-Divergence are Hellinger dis-
tance and Neyman divergence that will be used in practice. The well-known Hellinger distance
(HD) and Neyman (Neyman Chi-square) divergence (ND) can be obtained from equation (7)
for α = 0.5 and α = 2, respectively as
HD(f1 ‖ f2) = 1
4
AD1/2(f1 ‖ f2) =
1
2
∫
R
(
√
f1(x)−
√
f2(x))
2 dx,
ND(f1 ‖ f2) = AD2(f1 ‖ f2) = 1
2
∫
R
(f1(x)− f2(x))2
f1(x)
dx.
It is well known that maximizing the likelihood is equivalent to minimizing the KL di-
vergence. Let c(u, v; θ) be true copula density function associated with copula C. The MPL
estimator is equivalent to minimum pseudo KL divergence (MPKLD) between copula density
estimation cˆ(u, v) and true copula density c(u, v; θ) and given by
θˆMPKLD = argmin
θ
KL(cˆ||c)
= argmin
θ
∫
[0,1]2
log cˆ(u, v)dCn(u, v) −
∫
[0,1]2
log c(u, v; θ)dCn(u, v)
= argmax
θ
∫
[0,1]2
log c(u, v; θ)dCn(u, v)
= argmax
θ
1
n
n∑
i=1
log
(
c(U˜i, V˜i; θ)
)
≡ θˆMPL (8)
The factor 1/n in the equation (8) does not affect the attained arg max with respect to θ, and
the two approaches MPL and MPKLD gives the same result. The Alpha-Divergence between
copula density estimation cˆ(u, v) and true copula density c(u, v; θ) to obtain MPAD estimation
defined as θˆMPAD = argminθ AD(cˆ||c).
The minimum pseudo Hellinger distance (MPHD) is given by
θˆMPHD = argmin
θ
HD(cˆ||c) = argmin
θ
∫
[0,1]2
cˆ(u, v)
(
1−
√
c(u, v; θ)
cˆ(u, v)
)2
dudv
= argmin
θ
∫
[0,1]2
(
1−
√
c(u, v; θ)
cˆ(u, v)
)2
dCn(u, v)
= argmin
θ
1
n
n∑
i=1
(
1−
√
c(U˜i, V˜i; θ)
cˆ(U˜i, V˜i)
)2
. (9)
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Similarly, the minimum pseudo Neyman divergence (MPND) defined as
θˆMPND = argmin
θ
ND(cˆ||c) = argmin
θ
∫
[0,1]2
cˆ(u, v)
(
1− c(u, v; θ)
cˆ(u, v)
)2
dudv
= argmin
θ
∫
[0,1]2
(
1− c(u, v; θ)
cˆ(u, v)
)2
dCn(u, v)
= argmin
θ
1
n
n∑
i=1
(
1− c(U˜i, V˜i; θ)
cˆ(U˜i, V˜i)
)2
. (10)
In practice, instead of cˆ in equations (9) and (10), the local likelihood probit transformation es-
timation of copula density (cˆ
(LLPT )
n ) , which obtain from equation (6), will be used. Tsukahara
(2005) explores the asymptotic properties of minimum distance estimators based on copula. He
followed Beran (1984) closely in investigating these properties.
5 Simulation study
A simulation study was performed to compare the MPL estimator to the MPHD and MPND
estimators as special cases of minimum Alpha-Divergence estimator described in the Section
4. All computations were performed using copula and kdecop packages in R software. The
aim of this simulation study is to compare the true parameter θ with the parameter estimate
θˆ, under the assumption that the copula’s parametric form is correctly selected. This aim is
accomplished by comparing the Bias, mean square error (MSE) and relative efficiency (rMSE)
of the three approaches of copula parameter estimations that given by
Bias(θˆ) ≡ E(θˆ)− θ,
MSE(θˆ) ≡ E(θˆ − θ)2,
rMSE(θˆ1, θˆ2) ≡
√
MSE(θˆ2)/MSE(θˆ2).
The data are generated from three Archimedean copulas such as Clayton, Gumbel, and Frank
and two Elliptical copulas such as Gaussian and T (ν=2 and ν=10) copulas with Kendall’s tau
0.1, 0.2, 0.4, 0.6, and 0.8 that are presented in Table 1. These copulas cover different dependence
structures. Gaussian and Frank copulas exhibit symmetric and weak tail dependence in both
lower and upper tails. The Clayton copula exhibits strong left tail dependence and the Gumbel
copula has strong right tail dependence. In T copula with positive dependency and small degrees
of freedom (ν < 10) tail dependency occurs in both lower and upper tails and as the degree of
freedom increases, dependency in the tail areas decreases (see Demarta and McNeil (2005)).
Moreover, 1000 Monte Carlo samples of sizes n = 30, 75, and 150 are generated from each type
of copulas and the three estimates are computed: MPL, MPHD, and MPND.
5.1 Results
Results of the simulation study are presented in Tables 2-7. These tables present the Bias and
MSE relative to the three estimators of the respective copulas for different values of sample
sizes and Kendall’s tau. The simulation procedure was performed for the positive and negative
values of Kendall’s tau and according to the symmetry of the obtained results, the results have
been reported only for positive values of Kendall’s tau. As the results for the sample sizes
greater than 150 were in line with our expectation that the increase in sample size will improve
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Table 2: estimated Bias of the estimators for Archimedean copulas
Copula τ
n = 30 n = 75 n = 150
θˆMPL θˆMPHD θˆMPND θˆMPL θˆMPHD θˆMPND θˆMPL θˆMPHD θˆMPND
Clayton
0.1 0.0140 -0.0037 -0.0124 0.0095 -0.0022 -0.0088 0.0011 -0.0013 -0.0014
0.2 0.0288 -0.0180 -0.0973 0.0216 -0.0146 -0.0714 0.0107 -0.0129 -0.0582
0.4 0.0624 -0.0516 -0.1825 0.0334 -0.0376 -0.1306 0.0181 -0.0228 -0.1133
0.6 0.0807 -0.2256 -0.4554 0.0432 -0.1633 -0.3761 0.0347 -0.1119 -0.2790
0.8 0.1069 -0.4127 -0.8107 0.0844 -0.3835 -0.6848 0.0439 -0.2381 -0.5727
Gumbel
0.1 0.0362 0.0157 -0.0359 0.0106 -0.0091 0.0217 0.0017 -0.0062 -0.0106
0.2 0.0373 -0.0219 -0.0329 0.0119 -0.0113 -0.0248 0.0021 -0.0076 -0.0213
0.4 0.0460 -0.0414 -0.0622 0.0124 -0.0328 -0.0575 0.0028 -0.0106 -0.0432
0.6 0.0730 -0.2323 -0.2425 0.0157 -0.1512 -0.1797 0.0045 -0.1357 -0.1427
0.8 0.1188 -0.5503 -0.5853 0.0319 -0.5195 -0.5455 0.0113 -0.3847 -0.4163
Frank
0.1 0.0924 -0.0331 -0.0502 0.0744 -0.0229 -0.0371 0.0501 -0.0163 -0.0198
0.2 0.1222 -0.1032 -0.1172 0.0911 -0.0905 -0.0947 0.0685 -0.0737 -0.0850
0.4 0.1436 -0.1247 -0.1595 0.1271 -0.1060 -0.1361 0.0894 -0.0918 -0.1169
0.6 0.1588 -0.2594 -0.2994 0.1474 -0.2376 -0.2635 0.1208 -0.2004 -0.2127
0.8 0.1822 -0.3829 -0.4165 0.1658 -0.2992 -0.3487 0.1401 -0.2654 -0.3183
Table 3: estimated Bias of the estimators for Elliptical copulas
Copula τ
n = 30 n = 75 n = 150
θˆMPL θˆMPHD θˆMPND θˆMPL θˆMPHD θˆMPND θˆMPL θˆMPHD θˆMPND
Gaussian
0.1 -0.0171 -0.0093 0.0109 0.0129 -0.0063 0.0072 -0.0069 -0.0011 -0.0023
0.2 -0.0188 -0.0146 -0.0227 -0.0136 -0.0123 -0.0165 -0.0081 -0.0095 -0.0126
0.4 -0.0215 -0.0192 -0.0432 -0.0183 -0.0140 -0.0375 -0.0023 -0.0116 -0.0296
0.6 -0.0164 -0.0326 -0.0366 -0.0065 -0.0302 -0.0338 -0.0010 -0.0227 -0.0297
0.8 -0.0022 -0.0111 -0.0529 -0.0002 -0.0073 -0.0415 -0.0002 -0.0051 -0.0337
T (ν = 2)
0.1 0.0284 0.0128 0.0159 0.0110 -0.0084 0.0127 -0.0039 -0.0026 0.0115
0.2 -0.0230 -0.0214 -0.0541 -0.0138 -0.0170 -0.0437 -0.0101 -0.0124 -0.0329
0.4 -0.0158 -0.0483 -0.0901 -0.0147 -0.0223 -0.0813 -0.0129 -0.0162 -0.0669
0.6 -0.0148 -0.0516 -0.1126 -0.0118 -0.0463 -0.0911 -0.0088 -0.0326 -0.0761
0.8 -0.0031 -0.0488 -0.0568 -0.0024 -0.0423 -0.0534 -0.0017 -0.0188 -0.0232
T (ν = 10)
0.1 0.0258 0.0015 0.0129 0.0146 -0.0011 0.0112 0.0038 -0.0009 -0.0076
0.2 0.0065 -0.0042 -0.0268 0.0036 -0.0031 -0.0159 0.0005 -0.0024 -0.0125
0.4 0.0030 -0.0384 -0.0389 0.0011 -0.0268 -0.0313 0.0003 -0.0124 -0.0236
0.6 -0.0025 -0.0460 -0.0485 0.0009 -0.0314 -0.0375 0.0007 -0.0194 -0.0317
0.8 -0.0011 -0.0163 -0.0427 0.0002 -0.0141 -0.0206 0.0001 -0.0095 -0.0143
Table 4: estimated MSE of the estimators for Archimedean copulas
Copula τ
n = 30 n = 75 n = 150
θˆMPL θˆMPHD θˆMPND θˆMPL θˆMPHD θˆMPND θˆMPL θˆMPHD θˆMPND
Clayton
0.1 0.0791 0.0396 0.0742 0.0469 0.0256 0.0437 0.0161 0.0131 0.0181
0.2 0.0944 0.0689 0.0956 0.0533 0.0428 0.0632 0.0232 0.0216 0.0298
0.4 0.1092 0.0818 0.1206 0.0736 0.0622 0.1004 0.0341 0.0525 0.0737
0.6 0.2121 0.2925 0.3135 0.1391 0.2312 0.2402 0.0834 0.1753 0.2002
0.8 0.5243 0.8571 0.8686 0.4549 0.8129 0.8345 0.3227 0.7778 0.7902
Gumbel
0.1 0.0282 0.0164 0.0260 0.0110 0.0087 0.0103 0.0055 0.0048 0.0082
0.2 0.0349 0.0226 0.0387 0.0199 0.0165 0.0236 0.0086 0.0079 0.0159
0.4 0.0486 0.0342 0.0603 0.0285 0.0260 0.0370 0.0121 0.0216 0.0278
0.6 0.1077 0.1185 0.1453 0.0595 0.0863 0.0894 0.0254 0.0537 0.0640
0.8 0.4591 0.7942 0.8325 0.3228 0.6535 0.6886 0.1488 0.3877 0.3988
Frank
0.1 0.5431 0.4164 0.5143 0.4390 0.3680 0.4525 0.2375 0.2119 0.2596
0.2 0.5950 0.5167 0.5859 0.4520 0.4206 0.4767 0.2554 0.2611 0.2997
0.4 0.6116 0.5691 0.6437 0.4775 0.4692 0.5319 0.2693 0.2918 0.3487
0.6 0.6642 0.6984 0.7158 0.4831 0.5742 0.5983 0.3207 0.4379 0.5157
0.8 0.8096 0.8749 0.8967 0.6711 0.8494 0.8807 0.4098 0.7760 0.8616
the parameter estimation, the corresponding results were omitted from the tables for brevity.
Also, the results show that the MPL method outperforms MPHD and MPND for sample sizes
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Table 5: estimated MSE of the estimators for Elliptical copulas
Copula τ
n = 30 n = 75 n = 150
θˆMPL θˆMPHD θˆMPND θˆMPL θˆMPHD θˆMPND θˆMPL θˆMPHD θˆMPND
Gaussian
0.1 0.0421 0.0218 0.0255 0.0178 0.0147 0.0196 0.0075 0.0071 0.0112
0.2 0.0270 0.0161 0.0216 0.0141 0.0124 0.0158 0.0070 0.0068 0.0108
0.4 0.0220 0.0141 0.0189 0.0109 0.0098 0.0138 0.0048 0.0062 0.0117
0.6 0.0085 0.0101 0.0126 0.0033 0.0061 0.0071 0.0015 0.0032 0.0048
0.8 0.0047 0.0069 0.0094 0.0020 0.0044 0.0053 0.0011 0.0027 0.0038
T (ν = 2)
0.1 0.0442 0.0322 0.0343 0.0261 0.0211 0.0337 0.0204 0.0186 0.0296
0.2 0.0372 0.0305 0.0333 0.0205 0.0194 0.0310 0.0122 0.0160 0.0266
0.4 0.0324 0.0276 0.0327 0.0163 0.0172 0.0280 0.0088 0.0142 0.0217
0.6 0.0173 0.0248 0.0279 0.0066 0.0105 0.0219 0.0035 0.0089 0.0174
0.8 0.0042 0.0084 0.0139 0.0031 0.0083 0.0115 0.0013 0.0039 0.0082
T (ν = 10)
0.1 0.0292 0.0251 0.0282 0.0218 0.0199 0.0241 0.0131 0.0126 0.0197
0.2 0.0275 0.0245 0.0273 0.0167 0.0159 0.0229 0.0091 0.0115 0.0159
0.4 0.0242 0.0226 0.0249 0.0139 0.0136 0.0204 0.0066 0.0090 0.0138
0.6 0.0096 0.0178 0.0182 0.0065 0.0141 0.0169 0.0032 0.0076 0.0111
0.8 0.0044 0.0091 0.0116 0.0025 0.0062 0.0094 0.0011 0.0033 0.0063
Table 6: estimated MSE of MPL estimator relative to the MPHD and MPND estimators (rMSE)
in percent for Archimedean copulas
Copula τ
rMSE(θˆMPL, θˆMPHD) rMSE(θˆMPL, θˆMPND)
n = 30 n = 75 n = 150 n = 30 n = 75 n = 150
Clayton
0.1 70.8 73.9 90.2 96.9 96.5 106.1
0.2 85.4 89.6 96.5 100.7 108.9 113.3
0.4 86.6 91.9 124.1 105.1 116.8 147.0
0.6 117.4 128.9 145.0 121.6 131.4 154.9
0.8 127.9 133.7 155.2 128.7 135.4 156.5
Gumbel
0.1 76.3 89.0 93.7 95.9 96.9 122.7
0.2 80.5 91.0 95.8 105.3 108.8 135.8
0.4 84.0 95.5 133.7 111.4 113.8 151.9
0.6 104.9 120.4 145.3 116.1 122.6 158.6
0.8 131.5 142.3 161.4 134.7 146.1 163.7
Frank
0.1 87.6 91.6 94.4 97.3 101.5 104.5
0.2 93.2 96.5 101.1 99.2 102.7 108.3
0.4 96.5 99.1 104.1 102.6 105.5 113.8
0.6 102.5 109.0 116.9 103.8 111.3 126.8
0.8 104.0 112.5 137.6 105.2 114.6 145.0
Table 7: estimated MSE of MPL estimator relative to the MPHD and MPND estimators (rMSE)
in percent for Elliptical copulas
Copula τ
rMSE(θˆMPL, θˆMPHD) rMSE(θˆMPL, θˆMPND)
n = 30 n = 75 n = 150 n = 30 n = 75 n = 150
Gaussian
0.1 72.0 90.8 97.4 77.8 104.8 122.1
0.2 77.2 93.8 99.1 89.5 105.8 124.7
0.4 80.3 95.1 113.2 92.9 112.6 155.5
0.6 109.1 136.0 146.9 121.4 147.1 178.8
0.8 120.7 148.9 153.8 140.8 164.6 182.9
T (ν = 2)
0.1 85.4 90.0 95.4 88.1 113.5 120.5
0.2 90.6 97.3 114.3 94.6 123.1 147.3
0.4 92.3 102.7 127.1 100.5 131.0 157.2
0.6 119.9 126.0 159.5 127.2 182.0 222.8
0.8 141.0 163.5 172.0 181.6 192.1 250.2
T (ν = 10)
0.1 92.7 95.5 98.1 98.2 105.0 122.5
0.2 94.5 97.7 112.5 99.7 117.2 132.3
0.4 96.6 99.0 117.2 101.4 121.0 145.3
0.6 136.2 147.5 154.4 137.4 161.1 185.9
0.8 144.3 157.1 169.1 162.9 193.2 234.2
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greater than 150. The results for the T copula with 4 and 7 degrees of freedom were omitted as
well as the results did not differ from those for the two other T copulas with 2 and 10 degrees
of freedom.
The results given in Tables 2-7 show that estimated Bias and MSE of parameter estimation
of the Archimedean and Elliptical copulas decrease as sample size increases and parameter esti-
mates improve. The estimated Bias and MSE of parameter estimation increase with increasing
Kendall’s tau for Archimedean copulas. Also, estimated MSE of parameter estimation decrease
with increasing Kendall’s tau, whereas estimated Bias of parameter estimation has no clear
trend for Elliptical copulas. Furthermore, the results for estimated MSE of MPL estimator
relative to the MPHD and MPND estimators (rMSE) in percent for Archimedean and Elliptical
copulas in Tables 6-7 show that rMSE increase with increasing sample size or Kendall’s tau.
The results given in Tables 2-5 show that the MPL yields the best results for the large
sample size (n ≥ 100) and high dependency (τ ≥ 0.5). For the small sample size (n < 100)
and weak dependency (τ < 0.5) , Minimum Hellinger distance estimation outperforms MPL
estimation method. Among the two new minimum distance estimators, the results show that
θˆMPHD is better than θˆMPND based on MSE in always. This advantage for θˆMPHD is clearer
in Archimedean copulas than in Elliptical copulas. Thus, there is no evident reason why one
would be inclined to use an θˆMPND. In addition to these results, the estimated bias seem to
be considerably higher for Archimedean copulas than for Elliptical copulas. In all tables, the
biases of the MPL estimators are almost always lower than the biases of the MPHD and MPND
estimators for the large sample size (n > 100). Finally, it is necessary to note that although
the time required to compute the MPHD method is longer than the MPL method, the MPHD
method has accurate and acceptable results for small sample size and weak dependency.
6 Application in Hydrology
An application of estimation methods is demonstrated to a given dataset in Hydrology. Wong et al.
(2008) established a joint distribution function of drought intensity, duration, and severity by
using Gaussian and Gumbel copulas. Song and Singh (2010a) used several meta-elliptical cop-
ulas in drought analysis and found that meta-Gaussian and T copula had a better fit. Ma et al.
(2013) investigated the drought events in the Weihe river basin and selected the Gaussian and T
copulas to model the joint distribution among drought duration, severity, and peaks. Recently,
a very comprehensive book on the application of copula in Hydrology has been published by
Chen and Guo (2019) and the concepts in this section are taken from this book.
McKee et al. (1993) proposed the concept of standardized precipitation index (SPI) based
on the long-term precipitation record for a specific period such as 1, 3, 6, 12, months, etc.
Guttman (1998) recommended the use of SPI as a primary drought index because it is simple,
spatially invariant in its interpretation, and probabilistic. Therefore, the SPI series is used for
this article. Fitting this long-term precipitation record to a probability distribution is the first
step to calculate SPI series. Once the probability distribution is determined, the cumulative
probability of observed precipitation is computed and then inverse transformed by a standard
Gaussian distribution is equal to SPI series. A drought event is thus defined as a continuous
period in which the SPI is below 0.
The objective of this section is the estimation of copula parameter between drought char-
acteristics (events) based on SPI, including drought duration, drought severity, and drought
interval time. Drought characteristics are recognized as important factors in water resource
planning and management. Drought duration (Dd) is defined as the number of consecutive
10
intervals (months) where SPI remains below the threshold value 0 (see Shiau (2006)). Drought
severity (Sd) is defined as a cumulative SPI value during a drought period, Sd =
∑Dd
i=1 SPIi
where SPIi means the SPI value in the ith month (see Mishra and Singh (2010)). The drought
interval time (Id) is defined as the period elapsing from the initiation of drought to the beginning
of the next drought (see Song and Singh (2010b)).
The monthly precipitation data of Mashhad station, located in Iran, from 1985 to 2017
(http://www.irimo.ir/eng/index.php) is used as an example to illustrate the proposed method-
ology. The monthly precipitation of Mashhad can be fitted by a gamma distribution. The
monthly SPI series is then calculated and demonstrated in Figure 1 (left panel) for this 33-
year period. Thereupon, the drought variables with sample size 79 are obtained. The pseudo
observations of Sd, Dd, and Id are used to copula parameter estimation. The estimation of
sample version of Kendall’s tau correlation coefficient (τˆn) of drought variables is calculated.
The results confirm that two pairs (Sd, Id) and (Dd, Id) have positive and weak dependency.
The values (τˆn) for two pairs (Sd, Id) and (Dd, Id) of drought variables are given in Table 8.
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Figure 1: The 1-month SPI time series for the Masshad station [left panel] and scatter plots for
the empirical distributions of pair (Sd, Id) [middle panel] and pair (Dd, Id) [right panel]
A goodness of fit testing procedure based on parameter estimations methods is applied. In
the large scale Monte Carlo experiments carried out by Genest et al. (2009), the CvM statistic
as
Sn = n
∫
[0,1]2
(
Cn(u, v)− Cθˆ(u, v)
)2
dCn(u, v) =
n∑
i=1
(
Cn(U˜i, V˜i)− Cθˆ(U˜i, V˜i)
)2
,
gave the best results overall, where Cn is the empirical copula defined in (3) and Cθˆ is an
estimator of C under the hypothesis that H0 : C ∈ Cθ holds. The estimators θˆ of θ appearing
in (4) and (9). An approximate P-Value for Sn can be obtained by means of a parametric
bootstrap-based procedure as described in Genest et al. (2009)
One of the challenges that we face is the specification of a suitable copula. Since there
are a large number of copulas, specifying one that would suit a particular case in practice is
not easy. Therefore, a reasonable strategy is to consider different copulas and evaluate their
goodness of fits. To this end, the Archimedean and Elliptical copulas in Table 1 are considered
that have attracted considerable interest because of its flexibility and simplicity. The diagnostic
checks to investigate the dependence structure for pairs (Sd, Id) and (Dd, Id) suggested that
Gumbel and Gaussian copulas fit well and better than the others considered. The Gumbel
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Table 8: Parameter estimates and summary statistics for the SPI-Mashhad data
Pair Copula Method θˆ τ(θˆ) Sn P-Value AIC
Gumbel MPL 1.4176 0.2946 0.0234 0.6287 -16.1803
(Sd, Id) MPHD 1.3047 0.2335 0.0212 0.6418 -17.0441
(τˆn = 0.2394) Gaussian MPL 0.4312 0.2838 0.0332 0.4032 -11.2319
MPHD 0.3694 0.2409 0.0311 0.4203 -11.9615
Gumbel MPL 1.5940 0.3726 0.0369 0.3165 -27.0587
(Dd, Id) MPHD 1.5608 0.3593 0.0336 0.3390 -27.4128
(τˆn = 0.3634) Gaussian MPL 0.5535 0.3735 0.0392 0.2308 -23.1681
MPHD 0.5303 0.3558 0.0375 0.2639 -23.4688
and Gaussian copulas are fitted by the MPL and MPHD methods. The estimates and various
relevant quantities are presented in Table 8.
The scatter plots for the empirical distributions of pair (Sd, Id) [middle panel] and pair
(Dd, Id) [right panel] are shown in Figure 1. This figure shows that the points tend to concentrate
near (1, 1). Thus, the Gumbel copula that have upper tail dependence appears to be more
appropriate for both two pairs. On the other hand, according to the values of the Akaike
Information Criterion (AIC) in Table 8, it can be concluded that for both pairs (Sd, Id) and
(Dd, Id), the Gumbel copula is better suitable than Gaussian copula, because it has the least
value of AIC. The P-Values and values of statistic Sn can be used to compare the goodness
of fits. These are given here just as a point of reference but we recognize that they do not
have the usual meaning of the P-Value. The large P-Values, for pair (Sd, Id) based on Sn
would be 0.6418 for the Gumbel copula with parameter estimation by MPHD. Also, the large
P-Values, for pair (Dd, Id) based on Sn would be 0.3390 for the Gumbel copula with parameter
estimation by MPHD. The values of the copula parameter are difficult to interpret, but the
corresponding values of the Kendall’s tau have more intuitive interpretations. By using the
relations in Table 1, the values the Kendall’s tau corresponding to the different estimates of θ
(τ(θˆ)) are given in Table 8. Note that for pair (Sd, Id), the Gumbel copula based on MPHD
method has θˆMPHD = 1.3047 and τ(θˆ) = 0.2335. The fact that τ(θˆ) is nearly identical to
the non-parametric sample estimate, τˆn = 0.2394, implies that the MPHD approach handles
this dependency aspect well. This provides additional support to previous observation that
the MPHD method estimated well and better than the MPL. Overall, the results suggest that
the Gumbel copula estimated by MPHD provides an acceptable fit for both pairs of drought
variables.
7 Conclusion
In this paper, two methods of copula parameter estimation based on Alpha-Divergence were pre-
sented for some bivariate Archimedean and Elliptical copulas. The minimum of Kullback-Leibler
divergence, Hellinger distance, and Neyman Divergence as special cases of Alpha-Divergence
based on pseudo observations were used to obtain the copula parameter estimation. The simu-
lation results suggests that the minimum pseudo Hellinger distance estimation method has good
performance in small sample size (n < 100) and weak dependency (τ < 0.5) situations when
compared with the MPL estimation methods for Archimedean and Elliptical copulas. Also, the
simulation results show that θˆMPHD is better than θˆMPND in almost always. The estimation
methods were developed in the Goodness of fit test based on CvM distance for a data set in
Hydrology and the results show that the MPHD method is more accurate than MPL method.
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