This paper deals with the coherent radar detection with non-uniform pulse repetition intervals (PRI), which has strong electronic counter-countermeasures capabilities to enemy jammer thanks to its low interception and difficult to sort. A novel coherent processing framework for the non-uniform PRI returns is proposed to detect moving targets by exploiting the PRI relationship of the transmitting time sequences. It can achieve the range and velocity measurement without ambiguity. In addition, the optimized weighted window in the Doppler domain is designed to suppress the sidelobe levels which is introduced by the nonuniform PRI sequences. Finally, several simulation results are provided and discussed.
I. INTRODUCTION
Coherent radar determines the target range using pulsetiming techniques and employs Doppler effect of the returned signal to determine the target's radial velocity, which plays a primal role in many fields such as airborne early warning, missile guidance and satellite tracking. Exploiting the differences of Doppler frequencies among the targets, noise and clutter, coherent radar has the ability of separating moving targets from interferences with strong power through the coherent processing among a coherent train of multiple pulses [1] - [4] .
For the traditional coherent radar, since the interval of the pulse is the same, this will inevitably lead to the ambiguity in range and velocity [5] . Modulation of the radar PRI is a conventional technique to improve the target range and velocity coverage in moving target detection (MTD). Staggered PRI technology is a typical pattern of PRI modulation [5] - [7] . Therein, the batch-to-batch PRI diversity in staggered PRI gives us some protection against PRI analysis in an electronic intelligence environment. Nevertheless, there are The associate editor coordinating the review of this manuscript and approving it for publication was Yue Zhang . two inherent drawbacks of the staggered PRI mode. One is that the resolutions of range and velocity are not improved in despite of long coherent processing interval (CPI). The other is that the electronic counter-countermeasures (ECCM) capabilities are limited by the repetitive character of the PRI modulation pattern.
To achieve the purpose of eliminating ambiguity and improving radar electronic countermeasures, M. W. Maier proposed the pulse Doppler radar with non-uniform PRI waveform [8] , which brings the benefits: high sensitivity [9] - [11] , ambiguities elimination [12] - [14] and strong resistance to countermeasures and interception [15] - [18] . However, traditional non-parametric approach for the nonuniform PRI radar such as correlation processing (CP) [19] suffers from high sidelobe level. To this end, Z. Liu proposed a non-uniform PRI MTD algorithm based on compressed sensing [20] - [23] to suppress high Doppler sidelobe [12] , [24] . However, the robustness of the algorithm is not strong. When the signal-to-noise ratio of the echo is too small, the velocity of the target cannot be correctly estimated. In addition, some scholars considered suppressing the Doppler sidelobe from the perspective of non-uniform sampling spectrum estimation [25] , [26] . But the method VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ of non-uniform sampling spectrum estimation requires a large amount of computation, which makes the methods less practical. Different from the above methods, we propose a new processing framework for coherent radar with non-uniform PRI. The innovation points of the proposed framework reflect two aspects. In the first aspect, differing from the jitter nonuniform PRI whose distribution is jitter within a small fixed range, the pulse emission timing is determined based on the uniform distribution, and the range of variation is more than 5 times that of the jitter non-uniform PRI mode. As a consequence, the randomness of the proposed launch time is greatly improved, which brings two benefits. The former is to increase the maximum unambiguous frequency of the velocity measurement. The latter improves the difficulty for enemy jammers to sort and identify radar signals. In the second aspect, we extend the processing time to ensure that the target echo always falls within the observation period, thus avoiding the problem of ranging ambiguities.
As to the non-uniform pulse Doppler processing, we introduce an iteration algorithm based on Alternating Direction Method Of Multipliers (ADMM) [27] - [29] to design weight function to suppress the Doppler sidelobe. Finally, we provide the numerical simulations to evaluate the performance of the proposed non-uniform PRI framework. The results highlight the proposed framework outperforms the jitter non-uniform PRI mode by achieving the lower Doppler sidelobe and the higher the target detection probability.
The remainder of this paper is organized as follows. Section II mainly introduces the emission and echo models of coherent radar with non-uniform PRI. Section III introduces the signal processing flow of coherent radar with nonuniform PRI. In section IV, the problem model of suppressing Doppler side lobes in non-uniform PRI mode and the corresponding optimization method are discussed. In Section V, numerical results are used to validate the proposed method and some analyses are given. Section VI draws the conslusions.
II. SIGNAL MODEL
Let us consider a monostatic PD radar system which transmits N pulses in a CPI. The interval between two adjacent pulses exhibits non-uniformity. The schematic diagram of the emission of the non-uniform PRI radar is shown in Fig. 1 .
Suppose that the baseband signal of the transmitted pulse is a chirp signal, and the transmission timing of the pulses in a train is subject to sequence [0, t 1 , t 2 , . . . , t N −1 ]. Then the transmitting signal of non-uniform PRI pulse can be represented as
where rect (t) can be expressed as
f 0 , A,B, τ p denote the carrier frequency, the pulse signal amplitude, the pulse signal modulation bandwidth and the duration of the pulse signal, respectively. In a complete CPI, the transmission timing for the nth pulse can be expressed as
where T u (u = 0, 1, . . . , N − 1) is the pulse interval obeying uniform distribution on the basis of pulse width. If the equation T 1 = T 2 = · · · = T n−1 = T is established, then s(t) is equivalent to a uniform periodic pulse signal. Suppose that there is a moving target in the detection area, the distance between the target and the radar and radial velocity of the target are R and V , respectively. Assuming that transmission power loss is L, then the echo signal after downconversion can be represented as
where τ (τ = 2R/c) is the echo time delay of the target, f d (f d = 2V /λ) represents the Doppler shift of the target and n (t) denotes the noise.
III. SIGNAL PROCESSING FOR COHERENT RADAR WITH NON-UNIFORM PRI
When the target echo returns to the radar receiver, we begin to process the radar echo. The process includes the following steps: A/D sampling, echo data rearrangement, pulse compression, and coherent processing. The entire process is shown in Fig. 2 . Note that the basic process for coherent radar with uniform PRI also contains the above process flow [30] . However, the detailed operation of echo data rearrangement and coherent accumulation in signal process for non-uniform PRI radar are quite different. The detailed processing steps of non-uniform PRI radar are given as follows. 
A. A/D SAMPLING
The baseband echo signal s R (t) is sampled by M points, the discretized echo vector s r within a CPI can be obtained, then the mth element of s r can be denoted as
where τ s represents the system sampling interval and M denotes the total number of samples in a CPI.
B. ECHO DATA REARRANGEMENT
In order to accomplish the subsequent pulse compression processing and make the real target stand out, we propose a novel method of echo data rearrangement. The radar echo signal s R (t) is sequentially translated according to the radar pulse emission timing [0, t 1 , t 2 , . . . , t N −1 ]. The radar echo signal s R (t) is shown as the Fig. 3(b) . In the first translation, the echo signal s R (t) is translated to the left by t 1 to obtain the Fig. 3 (c). Then the first echo pulse of s R (t) and the second echo pulse of s R (t + t 1 ) are arranged in the same distance gate. In the second translation, the echo signal s R (t) is translated to the left by t 2 to obtain the Fig. 3(d) .
In the nth translation, the echo signal s R (t) is translated to the left by t n to obtain the Fig. 3 
Similarly, in the N − 1th translation, the echo signal s R (t) is translated to the left by t N −1 to obtain the Fig. 3 (f). In other words, the n + 1th echo pulse of s R (t + t n ) and the first echo pulse of s R (t) are arranged in the same distance gate. The consistency of the transmission time ensures that the (n + 1)th of the echo signal after the nth translation and the first pulse of the original echo signal can be always arranged in the same distance gate The entire process of the echo data rearrangement is shown in Fig. 3 . After echo data rearrangement, the echo data are stacked into a matrix R, whose dimension is N ×M . Particularly, the data of the original echo vector s r after the (n + 1)th translation are stacked into the (n + 1)th row of the echo matrix R. Then the element R (n, m) can be expressed as
where n = 1, 2, . . . , N , J = 
C. PULSE COMPRESSION
To detect the distance gate where the target is located, we perform pulse compression processing on the echo matrix R. The process of pulse compression is that each pulse of each row of the matrix R is filtered by a monopulse matched filter corresponding of the single pulse of the transmitting signal [30] . The echo matrix R evolves into a distance matrix T pc after pulse compression. The transmitting single pulse signal can be expressed as
Then the matched filter corresponding of the transmitting single pulse signal can be expressed as
Assume that the discretized vector of the matched filter can be expressed as s match , then the process of pulse compression can be expressed T pc (n, :) = s match ⊗ R (n, :) n = 1, 2, . . . , N
where T pc (n, :) denotes the nth row vector of the distance matrix T pc , R (n, :) represents the nth row vector of the echo matrix R, and ⊗ denotes the convolution operation. After the pulse compression process, the target of each row of the matrix R can be highlighted in the distance dimension.
In order to keep the dimensions of the echo matrix unchanged, we truncate the matrix T pc and intercept the last M elements of each row of the matrix T pc . As a result, a new distance matrix R pc is obtained, then the element R pc (n, m) can be expressed as
where q represents an integer that satisfies
D. COHERENT ACCUMULATION
In this subsection, we will introduce the coherent accumulation to obtain the velocity information of the target. The matrix R pc mainly includes the amplitude and phase information of the target. To the end of coherent accumulation, the phase information of the target echo is sufficient. Thus we only consider the phase information of the target echo. From Fig. 3 , we know that these distance gates in the origin echo signal s R (t) and the N − 1 echo vectors after translation can be divided into two types. The first type contains these distance gates with the respect to the true target as shown in the part surrounded by dotted frame of Fig. 3 , while the other type contains the distance gates without respect to the true target. According to the type of these distance gates, the phases of target echo can be divided into two categories. One is the slow time domain echo phase of the target's distance gate. The other belongs to slow time domain echo of the non-target distance gate.
Then, coherent accumulation processes with respect to two different types of distance gate are given as below.
(1) Coherent accumulation process of the target distance gates Before performing the coherent accumulation, we need to firstly determine the slow time domain echo vector for the target distance gate. The slow time domain echo vector g r for the target distance gate can be expressed as
Next, Doppler filter banks are employed to coherent accumulation. Consider the non-uniform characteristic of slow time domain echo vector, non-uniform discrete Fourier transform (NUDFT) filter is usually used to Doppler filtering. The general formula of NUDFT filter considering the dimension of the slow time domain echo vector can be expressed
Therefore, pulse Doppler filtering based on NUDFT can be expressed as g f = g r (13) where g f denotes the Doppler level. From [30] , we know that high Doppler side lobes will appear after the processing of Doppler filter. In order to suppress the Doppler sidelobe level, we consider loading the weighting function w = [w 1 , w 2 , · · · , w N ] T = |w 1 | e jϕ 1 , |w 2 | e jϕ 2 , · · · , |w N | e jϕ N T ⊆ C N on the Doppler filter. After the slow time domain echo vector is filtered by non-uniform PRI Doppler filtering, the weighted Doppler level vector g f = g f 1 , g f 2 , . . . , g f N T of the target distance gate can be expressed as
where represents Hadamard product.
The ith element of the Doppler level vector g f is denoted as
where f i (i = 1, 2, . . . , N ) represents the sampling frequency of the Doppler domain.
(2) Coherent accumulation process of the distance gates without target
According to the dimension of matrix R pc , we know that the total number of distance gates without the target is M − 1. Consider the convenience of writing, we use Q instead of M − 1.
Suppose that the time corresponding to each pulse in the echo signal after each translation is stacked into a matrix whose dimension is N × Q. Let us define the matrix as the echo time matrix.
Then the element of the ith row and jth column in the matrix is determined according to the rule as follows:
Let us stack the phase corresponding to each echo pulse after translation into a matrix ϒ whose dimension is N × Q, whose element ϒ i,j can be mapped to the element i,j of the matrix .
The mapping relationship between ϒ i,j and i,j can be represented as
18648 VOLUME 8, 2020 Suppose that the Non-zero element of the jth column in ϒ consist of the vector j , the Doppler level of the jth distance gates is expressed as:
IV. OPTIMIZATION DESIGN OF WEIGHTED FUNCTION W
Under the premise that conventional window functions such as Hamming window cannot effectively suppress nonuniform Doppler side lobes, we consider designing a modulated weight function to suppress non-uniform PRI Doppler side lobes.
Based on (15), we set f = f d − f i , then (15) can be reduced to
w n e j2πf t n = w TF (18) whereF = e j2πf t 1 , e j2πf t 2 , · · · , e j2πf t N T . Similar to [31] , we apply the lower and upper magnitude response bounds for the main lobe region as
where γ and δ denote the normalized desired power level of the mainlobe and the normalized maximum allowable fluctuation of the power, respectively.F k = e j2πf k t 1 , e j2πf k t 2 , · · · , e j2πf k t N T , and the main lobe region k of the Doppler domain is divided into K uniformly frequency points, i.e., [f 1 , f 2 , · · · , f k , · · · , f K ]. The sidelobe regions of the corresponding Doppler domain are equally divided into S uniformly frequency points, and the sidelobe constraints can be expressed as:
where α H represents the peak sidelobe level in the Doppler domain.F s = e j2πf s t 1 , e j2πf s t 2 , · · · , e j2πf s t N T , and the sidelobe region s of the Doppler domain is divided into S uniformly frequency points, i.e.,
For the purpose of constraining the main lobe range and controlling the Doppler sidelobe level, we establish the optimization problem model as follows
whereα H represents the maximum tolerable peak sidelobe level. Due to the existence of γ − δ ≤ w TF k 2 , (21) is a nonconvex problem, and all constraints are functions of weight coefficients, all constraints are coupled.
Our task is to obtain the weighting vector w such that the Doppler level in the main lobe and sidelobe satisfies the constraints in (19) and (20), respectively.
Alternating direction method of multipliers(ADMM) algorithm has the convergence of weak conditions of multiplier method and the decomposability of dual ascending method, so we use the ADMM algorithm to solve the optimization problem (21) . In order to eliminate the coupling between constraints, we introduce auxiliary variables p k = w TF k , where f k ∈ k and q s = w TF s , where f s ∈ s , then (21) can be rewritten as:
In (22), both γ − δ ≤ |p k | 2 ≤ γ + δ and |q s | 2 ≤ α H are independent of each other, and these two constraints play their important roles in the iterative process of variables p k and q s , respectively. For this reason, we construct the extended Lagrangian functions from (22) as follows:
where ρ > 0 is a user-defined step size, κ k and ι s are the Lagrange multipliers corresponding to the constraints p k − w TF k = 0 and q s − w TF s = 0, respectively, for k = 1, 2, · · · , K and s = 1, 2, · · · , S. In addition, p = [p 1 , p 2 , · · · , p K ], q = [q 1 , q 2 , · · · , q S ], κ = [κ 1 , · · · , κ K ] and ι = [ι 1 , · · · , ι S ].
Suppose that the optimization variables at the ith iteration are respectively w i , p i , q i , κ i , ι i , α i H . These optimization variables can be divided into three categories. The first type of variable is the weighting function w to be solved. The second type of variables are the intermediate variables which are artificially introduced, such as p, q, α H . They play an important role in the process of iterative optimization. The third type of variables are the optimization variables introduced by the extended Lagrangian function. According to the type of optimization variables, we divide the iterative process into three steps.
A. UPDATE w i +1
Ignore items that are not related to w i+1 , (23) can be converted into
Then the matrix form of (24) can be expressed as
Since (25) is a convex optimization problem, then the least squares method can be employed to solve it. The expanded form of (25) is as follows
The partial derivative of w with respect to the above equation can be obtained
Let ∂J ∂w = 0, then w can be expressed as
Ignore items that are not related to p, q and α H , (23) can be simplified to
where
(29) can be decomposed into equations (31) and (33)
So we can get the iteration formula of p as:
Ignore items that are not related to q, α, the optimization problem can be simplified to:
Assuming that the α i+1 H is obtained in the ith iteration, the optimization problem of q can be obtained as
The iteration formula is
Bringing the result of (35) into (33), we can define the update formula for the univariate as
when q c s > √ α H , ξ s = 1; otherwise, ξ s = 0.
In order to solve (36), we first sort q c s in ascending order, and obtain a new sequence r 0 , r 1 , r 2 , · · · , r U . These elements of this sequence meet the condition of r 0 < r1 < · · · < r U , where U ≤ S (removing repetitions). On this basis, we define U index sets, where the uth index sets can be expressed as
where u = 1, 2, · · · , U . In order to facilitate the subsequent formula representation, we defining the following function 
where a 1 , a u and c 1 , c u are constant terms independent of y, and
According to three different size relations of α H , r 0 and r U , we obtain the corresponding solutions of α i+1 H as below Case 1: r 0 ≥ α H In this case, (36) can be rewritten as
Case 2: r U ≤ α H In this case, (36) can be rewritten as
where α u satisfies the following formula
when u = 1
Case 3: r 0 < α H < r U Sorting r 0 , r 1 , · · · , r U , α H in ascending order can obtain the new sequence, r 0 , r 1 , r 2 , · · · , rÛ , the condition of r 0 < r 1 < r 2 < · · · < rÛ = α H (discarding sequences more than α H ). Then, the problem (36) can be equivalent as the following problem
where α u u = 2, 3, · · · ,Û and α 1 is given by equations (44) and (45), respectively. 1 , p 1 , q 1 , κ 1 , ι 1 }; 2: for i = 1, 2, · · · , V do 3: Update w i+1 using (24)-(28); 4: Obtain p i+1 using the steps described in (31)-(32); 5: Update α i+1 H , q i+1 using (33)-(46); 6: Update κ i+1 and ι i+1 using the step described in (47)-(48); 7: if max end if 10: end for
H and q i+1 have been obtained, the Lagrange multiplier vectors κ i+1 , ι i+1 can be denoted as
Considering all the above vector elements, (47) can be expressed as a vector form
Then, two iterative variables are defined to the end of setting the iteration termination condition and whose expressions can be denoted as
The processing steps in sections IV-A, IV-B and IV-C are repeated until a predefined maximum iteration number V or both max In summary, the mainly processing process of the proposed algorithm is given in Algorithm 1.
V. SIMULATION RESULTS
In this section, simulation results are used to evaluate the effectiveness of the proposed method. In Section V-A, we focus on advantages of the proposed signal processing frameworks in non-uniform coherent accumulation but pay attention to suppression effect of Doppler side lobes in Section V-B.
A. COHERENT RANGE-DOPPLER PROCESSING
The non-uniform PRI mode has the advantage of eliminating ambiguity compared to the uniform PRI mode. Jitter PRI mode is a kind of non-uniform PRI mode [32] . However, the processing method of jitter PRI will cause the target energy to be dispersed to multiple distance gates after NUDFT processing. Therefore, the signal-to-noise ratio (SNR) of the target is greatly reduced [33] . We will verify that the proposed non-uniform PRI processing method not only can solve the problem of ambiguity, but also avoids the target's SNR reduction by the following simulations.
Suppose a moving target is flying towards our radar (the radial distance of the target is 70km and the radial speed is 400m/s at some time), and we use PD radar for the target detection. The baseband signal transmitted by the radar is the chirp signal, whose bandwidth B is 4MHz, the pulse width τ p is 1µs, and the carrier frequency f 0 of the transmitted signal is 10GHz. The radar adopts different PRI modes for target detection. In the uniform PRI mode, PRI = 100µs. In the jitter PRI mode, the values of PRI obey the uniform distribution between [95µs, 105µs]. In the non-uniform PRI mode, the values of PRI are completely random, but the value of PRI satisfies the condition of PRI > τ p . The specific simulation parameters are shown in TABLE 1. Fig. 4 plots the result of the coherent processing in different PRI modes. Specifically, in Fig. 4 (a) , we give the Range-Doppler (RD) plane after coherent accumulation in uniform PRI mode. From Fig. 4 (a) , it is noted that the range and velocity of the target are both ambiguous. Fig. 4 (b) shows the RD plane after coherent accumulation in jitter PRI mode. However, we can see that the target's range is unambiguous, but the velocity of target is ambiguous from Fig. 4 (b) . Fig. 4 (c) shows the RD plane after coherent accumulation in the proposed non-uniform PRI mode. Form Fig. 4 (c) , we can see that the corresponding velocity and distance of the target are not ambiguous.
Although by using the proposed Non-uniform PRI mode can solve the problem of the ambiguity problem in uniform PRI, it is also flawed. In the Doppler filtering results obtained by the proposed non-uniform PRI mode, there exists the problem about high Doppler sidelobe of the target. Because of the randomness of transmitting time, high Doppler sidelobe appear in all the Doppler cells [24] . Fig. 5 plots the result of Doppler filtering of the target echo under the proposed nonuniform PRI mode. In Fig. 5 (a) , we give the RD plane of the target echo after NUDFT filtering. Fig. 5 (b) shows the Doppler slice of the distance gate where the target is located. From Fig. 5 (b) , we see that the Doppler sidelobe of the target is very high, which is likely to cause false alarms in target detection. 
B. SUPPRESSION OF NON-UNIFORM PRI DOPPLER SIDELOBE
In this subsection, several simulations are given to validate the effectiveness of the proposed weight function in suppressing Doppler sidelobes.
In this experiment, we consider two different cases of suppression of peak sidelobe level: −30dB and −40dB.
In the first case, we set the Doppler peak sidelobe level to 30 dB below the main lobe peak level. In the Doppler domain, the frequency sampling interval is 50Hz. The normalized desired power level γ of the main lobe and the normalized maximum allowable fluctuation δ are 1 and 0.1, respectively. The Doppler main lobe region k is 200Hz] , and the Doppler side lobe region s is [−40000Hz, −200Hz] ∪ [200Hz, 40000Hz]. The inherent parameter ρ of the extended Lagrangian multiplier, the number of iterations V , and maximum tolerable peak sidelobe levelα H are set as ρ = 1, V = 120 andα H = −30dB, respectively. Under the above simulation conditions, we run the Algorithm 1 to generate the weight vector w 1 .
In the second case, we set the Doppler peak sidelobe level to 40 dB below the main lobe peak level. These simulation parameters including the frequency sampling interval, normalized desired power level γ of the main lobe, the normalized maximum allowable fluctuation δ, and inherent parameter ρ of the extended Lagrangian multiplier are the same as the corresponding simulation parameters in the first case, respectively. However, maximum tolerable peak sidelobe levelα H is set asα H = −40dB, Doppler main lobe region k is set as the [−300Hz,300Hz], and the Doppler sidelobe region s is [−40000Hz, −300Hz] ∪ [300Hz, 40000Hz]. Because the Doppler sidelobe level of the target is suppressed to a lower level, more iterations are required to reach the expectation. Then the number of iterations is set as To test the effect of the number of iterations on the convergence property of the proposed method, we compute the errors max k p k − (w) TF k and max s p s − (w) TF k between the auxiliary variables and Doppler responses corresponding to the two cases, respectively, which are plotted in Fig. 6 . From Fig. 6 , we can see that the algorithm almost converges in the first case after 105 iterations, and both the errors ε error_k and ε error_s are less than 10 −3 ; in the second case, after 320 iterations, the algorithm almost converges.
In order to further compare effects of the Hamming window, the weight vector w 1 and the weight vector w 2 on suppressing the Doppler side lobe when processing the target echo with noise, we load the Hamming window, the weight vector w 1 and w 2 on the Doppler filter , respectively. Three filters process the same target echo (the radial distance of the target is 70km, the radial velocity is 400m/s and SNR = 30dB before coherent accumulation) separately, then the RD planes obtained by Doppler filtering of the target echo are as shown in Fig. 7 . Specifically, Fig. 7 (a) shows the processing result of the target echo filtered by the Doppler filter loaded with the Hamming window. From Fig. 7 (a) , we can observe that the spike of target bulges, and the distance and velocity of the target are not ambiguous. However, the target's Doppler sidelobe is relatively high. Fig. 7 (b) and (c) display the processing results of the target echo filtered by the Doppler filter loaded with the weight vector w 1 and w 2 , respectively. It is noted that the target's spikes are all raised in Fig. 7 (b) and (c). In addition, the distance and velocity of the target are not ambiguous. Different from Fig. 7 (a) , the Doppler sidelobes of the target in Fig. 7 (b) and (c) are simultaneously low. Further, we want to visually show the effect of the weight vector on suppressing the Doppler sidelobe, we separately intercept the Doppler level data of the distance gate of the target in the three subgraphs of Fig. 7 . The interception results of Doppler level are shown in Fig. 8 . From Fig. 8 , we can see that the target's SNR are 12dB, 28dB and 36dB, respectively. Compared with the Doppler filtering result corresponding to the Hamming window, in the filtering results corresponding to weight functions w 1 and w 2 , the target's SNR are increased by 16dB and 24dB, respectively.
Similarly, we explore the effect of the optimized weight function on suppressing multi-target Doppler sidelobe. Suppose the target echo contains information about two targets. The instantaneous radial distance and velocity of the two targets are [70km, 400m/s](Target 1) and [30km, 200m/s](Target 2), respectively. The results of filtering the same echo data by the Doppler filter respectively loaded with the Hamming window, the weight vector w 1 , and the weight vector w 2 are shown in Figs. 9, 10 and 11, respectively. From Fig. 9 (a), we find that the range and velocity of Target 1 and Target 2 are not ambiguous. And the velocity slice of Target 1 and Target 2 are shown in Fig. 9 (b) . It is noted that Doppler sidelobe of Target 1 and Target 2 is high from Fig. 9 (b) . Fig. 10 (b) show the velocity slice of Target 1 and Target 2, respectively. It is worth mentioned that Doppler sidelobe is partly suppressed from Fig. 10 (b) when the NUDFT filter is loaded with the weight vector w 1 . Fig. 11 (a) shows that the Target 1 and Target 2 have good imaging results when the NUDFT filter is loaded with the weight vector w 2 . And the sidelobe level of Target 1 and Target 2 are both lower than the mainlobe peak by 35dB from Fig. 11 (b) .
To verify the performance of the proposed algorithm in weak target detection, we consider the simulation situation where two targets are at the same distance gate. Assume that strong target and weak target are at the same distance gate, and the echo energy of the strong target is higher than the echo energy of the weak target by 30dB. The velocity of ]. Additionally, maximum tolerable peak sidelobe level of Doppler sidelobe region is set as −20dB and maximum tolerable peak sidelobe level of Doppler groove region is set as −70dB. For comparison purposes, NUDFT algorithm is considered. To mitigate the effects of noise on the results, we set the input SNR as 90dB. We use W-NUDFT to denote the proposed algorithm in this paper and refer to Hamming window NUDFT as HM-NUDFT. The design criterion of target' Doppler nulling area of the is that Doppler area within 300m/s from the target is the Doppler nulling area. The velocity of the strong target is 200m/s, so the Doppler Fig. 12 , we plot the Doppler filter results of W-NUDFT and HM-NUDFT. The results reveal that weak target is overwhelmed by Doppler sidelobes of strong target in the Doppler filter result correspond to HM-NUDFT algorithm. Additionally, the weak target stands out in the Doppler nulling area of the strong target in the filtering result corresponding to the W-NUDFT algorithm.
Next, we assess the robustness of the proposed algorithm against noise interference. By setting the pulse number in a CPI as 100, and CPI = 10ms, we obtained an average PRI of 100us under non-uniform PRI mode whose maximum unambiguous velocity is 150m/s. Supposed that input SNR is −10dB, the slow time domain echo signals are processed by CS-based method and W-NUDFT algorithm, respectively. Then the coherent accumulation results are obtained as shown in Fig. 13 . We can find that the velocity of target is not correctly estimated through the CS-based method, diametrically the coherent accumulation result corresponding to W-NUDFT algorithm can display the velocity of the target correctly from Fig. 13 .
Finally, we analyze the constant false alarm detection performance of the proposed algorithm, NUDFT algorithm and CS-based method. We set false-alarm probability as 10 −3 , and 500 Monte Carlo simulations are performed for a single target under each input SNR which decreases from 0dB to −20dB with a step 1dB. Fig. 14 shows that curves of detection probability versus input SNR, from which we can see that W-NUDFT algorithm for the non-uniform PRI signal performs better than CS-based method and NUDFT algorithm.
VI. CONCLUSION
In this paper, a new technique for non-uniform PRI pulse Doppler radar signal processing is proposed, which overcomes the ambiguity existing in traditional coherent radar. And only one Pulse train which greatly reduces the coherent processing time is needed compared with the traditional multi-burst staggered re-frequency method. The weight function optimization method based on ADMM algorithm can suppress the sidelobe generated by randomness and improve the output SNR of the target. Simulation experiments show that the proposed framework has high detection performance and no distance/velocity ambiguity, which can greatly improve the performance and efficiency of the radar. It is expected to be applied to various new system radars.
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