The effectiveness of the ensemble Kalman filter (EnKF) for assimilating radar observations at convective scales is investigated for cases whose behaviors span supercellular, linear, and multicellular organization. The parallel EnKF algorithm of the Data Assimilation Research Testbed (DART) is used for data assimilation, while the Weather Research and Forecasting (WRF) Model is employed as a simplified cloud model at 2-km horizontal grid spacing. In each case, reflectivity and radial velocity measurements are utilized from a single Weather Surveillance Radar-1988 Doppler (WSR-88D) within the U.S. operational network. Observations are assimilated every 2 min for a duration of 60 min and correction of folded radial velocities occurs within the EnKF. Initial ensemble uncertainty includes random perturbations to the horizontal wind components of the initial environmental sounding. The EnKF performs effectively and with robust results across all the cases. Over the first 18-30 min of assimilation, the rms and domain-averaged prior fits to observations in each case improve significantly from their initial levels, reaching comparable values of 3-6 m s 21 and 7-10 dBZ. Representation of mesoscale uncertainty, albeit in the simplest form of initial sounding perturbations, is a critical part of the assimilation system, as it increases ensemble spread and improves filter performance. In addition, assimilation of ''no precipitation'' observations (i.e., reflectivity observations with values small enough to indicate the absence of precipitation) serves to suppress spurious convection in ensemble members. At the same time, it is clear that the assimilation is far from optimal, as the ensemble spread is consistently smaller than what would be expected from the innovation statistics and the assumed observationerror variance.
Introduction
One of the long-standing problems in atmospheric sciences is the estimation of the three-dimensional wind and thermodynamic fields for convective-scale numerical forecasting (Lilly 1990) . At this scale, Doppler radars are almost the only source of three-dimensional information and, naturally, much research has been focused on the retrieval of state variables from Doppler radar observations. Techniques for these retrievals range from traditional kinematic approaches [see Dowell et al. (2004a) for a concise review] to data assimilation based on convective-scale numerical forecast models, such as the four-dimensional variational (4DVAR) assimilation studies of Crook (1997, 1998, and references therein) . In the present study, we employ an ensemble Kalman filter (EnKF) for the assimilation of Doppler radar observations in three convective storms with different organizational characteristics.
The EnKF utilizes an ensemble of forecasts to estimate the covariances required for statistical data assimilation (Evensen 1994; Houtekamer and Mitchell 1998) . Snyder and Zhang (2003) demonstrated the potential of the EnKF for assimilation at convective scales and also present an introduction to the EnKF. Other studies with the EnKF, all based on simulated observations, have examined the contribution to analysis quality of radar observations near the surface (Zhang et al. 2004) , the assimilation of reflectivity in addition to radial velocity (Tong and Xue 2005; Caya et al. 2005) , the comparison of the EnKF with 4DVAR (Caya et al. 2005) , estimation of microphysical parameters given radar observations (Tong and Xue 2008) , and strategies for constructing storm-scale ensembles (Dowell and Wicker 2009) . Only Dowell et al. (2004a) , however, present EnKF experiments with real radar observations; they consider a supercell that passed near the Norman and Cimarron radars in central Oklahoma in 1981. A central purpose of the present study is to explore the performance of the EnKF for additional real-data cases including other modes of convective organization.
To this end, we test the EnKF for three independent convective cases: a supercell, a squall line, and a multicellular storm chosen according to the following criteria: (i) isolated events fitting within a relatively small horizontal domain, (ii) availability of operational radar data, (iii) availability of a nearby representative operational sounding, and (iv) occurrence over relatively flat terrain. These criteria ensure small domain, good observational coverage, and a good sounding, which make the convective-scale data assimilation problem more tractable. An understanding of EnKF performance in these restricted circumstances is needed before we investigate more complicated events. We also utilize a fourth case (a supercell storm) for initial benchmarking of our results.
We employ the Weather Research and Forecasting (WRF) Model (Skamarock et al. 2005 ) and assimilate radial velocity and reflectivity from a single Doppler radar in each case, along with additional information from the radar observations that is discussed below. The EnKF is implemented through the Data Assimilation Research Testbed (DART; more information on DART and its freely available source code can be obtained online at www.image.ucar.edu/ DAReS/DART) and will be discussed in more detail in section 2d. As in previous studies with the EnKF at convective scales, WRF is configured as a cloud model, with open boundary conditions, no terrain, and the influence of larger scales represented only through the specification of an environmental sounding at the inflow boundaries.
Because the evolution of convection is known to be sensitive to the larger-scale environment (Weisman and Klemp 1982; Crook 1996; Elmore et al. 2002) , it is crucial to account for the uncertainty of the sounding within the ensemble forecasts for the EnKF. Dowell et al. (2004b) address this issue by adding random sinusoidal perturbations to the vertical profile of the horizontal wind components. We adopt the same approach here and also extend the results of Dowell et al. (2004b) by analyzing the importance of accounting for environmental uncertainty and its potential influence on filter performance.
A final objective of this study is to demonstrate the use of information from reflectivity observations whose values are low enough that they are unlikely to arise from precipitation. As will be illustrated later, in environments with little convective inhibition, short-range forecasts from EnKF analyses may sometimes initiate new cells that do not correspond to observed cells and should be suppressed during the assimilation step. Tong and Xue (2005) showed, for simulated reflectivity observations and a model with perfect microphysics, that observations of low reflectivity were useful in suppressing such spurious cells. For real observations, our expectation is that when the observed reflectivity is much below, say, 5 dBZ, the main information to be extracted from the observations is the absence of precipitation. Indeed, such information is implied even where the returned power is less than the radar's noise threshold and the observations are marked as missing. Thus, in this study, we differentiate reflectivity observations below a specified threshold from other reflectivity observations. We will subsequently refer to such observations below the specified threshold as ''no precipitation'' observations.
The present study only focuses on the performance of the EnKF in terms of the quality of analyses and fit to observations during cycling. Free ensemble forecasts initialized from the EnKF analysis ensembles, for each of the cases, will be the subject of Part II.
The structure of the present article is as follows: Section 2 describes the experimental setup; that is, description of the cases, the details of observations employed, forecast model and assimilation system, and ensemble initialization. The statistical diagnostics techniques used in the study are explained in section 3. The results are presented in section 4. We close with a summary and discussion of our results.
Experimental setup a. Description of the cases
This study focuses on four different cases (one benchmark case and three comparison cases) with varying convective characteristics, the details of which are summarized in Table 1 . Several criteria have been considered in selecting the cases for this study. First, we chose cases representing a variety of convective behavior. Second, all of the chosen events occurred within the coverage of a single radar, thus allowing for relatively small computational domains. Third, to minimize potential complications from interactions among multiple systems, all events presented are isolated storm cases. A final criterion was to initialize with operational soundings with no or minimal modification. This depended upon the availability of an operational sounding observation close to the case in both space and time. The 8 May 2003 supercell case is used as a benchmark case to test the effectiveness of our model and data assimilation configurations because we have previous experience with this case for a different model and data assimilation system (Dowell et al. 2004b) . During the afternoon of 8 May 2003, several convective cells formed along a dryline in west central Oklahoma. Only one of these cells, which formed at around 2041 UTC, evolved into a tornadic supercell. The supercell storm went through a split starting at around 2111 UTC and the right mover matured into the tornadic Oklahoma City supercell near 2211 UTC.
The 11 April 2005 case is an independent supercell case over Oklahoma. A cutoff low pressure system situated over Colorado provided large-scale forcing for this system. Convection initiated along lingering boundaries from previous convective activity in the region, southwest of the KTLX radar. Several convective cells were observed to form at around 2220 UTC, one of which ultimately strengthened and became a supercell by 2348 UTC.
The 15 June 2002 convective line formed along a boundary from earlier convection in east Colorado. During most of its life cycle, the system remained relatively close to the Goodland, Kansas, radar (KGLD). Multiple cells formed at around 1758 UTC and began to merge by 1828 UTC. While the cell on the system's southwestern end showed supercellular characteristics, the overall system continued to evolve into its final linear structure between 1858 and 1928 UTC.
During the day of 8 May 2005, widespread convective activity occurred along a dryline in central Texas and west central Oklahoma. The multicell case developed in the afternoon hours, as stronger convection formed first in north central Texas and then in south central Oklahoma at around 2058 UTC. Strong convection then continued while the convective activity merged into larger cells. Although beyond our simulation window, the system began to interact with a surface boundary from earlier convection in east Oklahoma after 2330 UTC and ultimately evolved into a linear system.
For two cases (11 April and 8 May 2005) we modified the respective soundings slightly to eliminate several ice-saturated layers by reducing the mixing ratio so that maximum ice saturation ratios in the resulting soundings were limited to 70%-80% (at levels 240-260, 320-370, Table 1 ). In all four cases, the radars operated in storm mode, producing sweeps at 14 scan angles and completing each full volume in 5-6 min. In each full volume, observations are divided into 2-min parts and assimilated at 2-min intervals for one hour (usually 12-13 full volume scans), with all observations in each 2-min window assumed to be valid at the central time. The assimilations start with the first observed echoes within the area of interest.
Preprocessing of the raw (WSR-88D level II) data mainly involves a Cressman-type objective analysis (Dowell et al. 2004a) , local velocity unfolding, and thresholding for reflectivity and distance to radar. The data from each sweep (elevation angle) are first objectively analyzed separately using a 2-km Cressman radius of influence; thus, the preprocessed observations still lie on their respective original sweep surfaces, but are interpolated horizontally onto a regular 2-km grid (Sun and Crook 2001; Dowell et al. 2004a ). This averaging of observations to the same horizontal resolution reduces representativeness errors, as well as limiting the number of observations.
The raw WSR-88D observations include aliased velocities that must be accounted for during the observation preprocessing and assimilation procedures. First, a local unfolding technique (Miller et al. 1986 ) is applied during the objective analysis. Then, the objectively analyzed observations are de-aliased during the assimilation by choosing the unfolding factor that produces the best agreement between the observation and the prior ensemble mean (D. Dowell and M. Coniglio 2008, unpublished manuscript) .
Contamination of radar data by nonprecipitation sources such as birds and insects is a significant source of representativeness error and manifests itself mostly as low-valued observations. Even when significantly contaminated, however, a low-valued observation of reflectivity still indicates that there is very little precipitation at that location.
To minimize the influence of such contamination on the assimilation results yet still retain information about the lack of precipitation, we apply additional processing, prior to the objective analysis, where reflectivity values are small. Specifically, the reflectivity value is set to 5 dBZ wherever the raw reflectivity data is no greater than a threshold of 5 dBZ or where the reflectivity is flagged as missing in the raw data. 1 To eliminate ground clutter and to remove the aforementioned other contamination near the radar site, a larger, 20-dBZ threshold is used instead within a radius of 50 km from the radar location. Radial velocities are simply omitted at locations where the raw reflectivity is missing or is less than the threshold.
By design, the objectively analyzed reflectivity is thus everywhere 5 dBZ or greater. We then differentiate between reflectivity observations and no-precipitation observations. All objectively analyzed reflectivity observations with the threshold value of 5 dBZ are classified as no-precipitation observations. Finally, in order to reduce the number of no-precipitation observations for computational efficiency (a full volume scan on average contains about 3-4 times as many no-precipitation observations as reflectivity observations because of the isolated nature of the convective events chosen), noprecipitation observations are thinned to a coarser, 4-km horizontal spacing.
In most of our experiments, we only assimilate reflectivity and Doppler velocity observations. In the 8 May 2005 multicell case, however, significant spurious convection is generated by the forecast model away from the main precipitation regions. For this case, in order to suppress such spurious convection, we also perform experiments where we assimilate no-precipitation observations in addition to reflectivity and velocity observations.
c. The forecast model
The present study uses version 2.1 of the WRF, a nonhydrostatic mass-coordinate mesoscale model (Skamarock et al. 2005 ) with its Advanced Research WRF (ARW) dynamical core. We employ the simplified cloud mode of the WRF, in which the domain has open lateral boundary conditions and there are no boundary layer or land surface parameterizations. All experiments employ flat terrain, a six-hydrometeor ice microphysics parameterization (Lin et al. 1983 ), 2-km horizontal and (nominal) 500-m vertical resolution, and a model top at 18 km. Further case-specific details are summarized in Table 1 .
Because of the imposed inflow condition from the initial base sounding, the open-lateral-boundary configuration limits the model's ability to simulate the mesoscale environment. We nevertheless believe that this is not a major disadvantage because of the isolated nature of chosen cases and the availability of operational soundings that represented the mature stages of the respective storms.
d. The data assimilation scheme
The assimilation scheme uses the parallel EnKF algorithm of DART (Anderson and Collins 2007) . This algorithm is based on the ensemble adjustment Kalman filter of Anderson (2001) , which processes the observations serially and is mathematically equivalent to the ensemble square root filter of Whitaker and Hamill (2002; see also Tippett et al. 2003) . For covariance localization (Mitchell et al. 2002; Hamill et al. 2001 ), a compactly supported fifth-order correlation function following Gaspari and Cohn (1999) is employed. The assimilations utilize localization radii (i.e., the distance at which the specified correlation function becomes zero) of 5 km in the horizontal and 4 km in the vertical, except for no-precipitation observations, where a 7.5-km localization radius is used in the horizontal, owing to the thinning applied to this observation type. The algorithm also assumes the observation errors are additive, unbiased, and Gaussian.
All experiments are carried out with 50 ensemble members and an assimilation window of 2 min for a duration of 1 h (30 cycles). All observations within the window are treated by the EnKF as if they were valid at the center of the window. The updated ensemble members are then advanced forward by the model for 2 min before the next assimilation cycle is performed. Finally, no quality control is performed within the EnKF; we assume, for now, that all gross observation errors were removed in the observation preprocessing.
For reflectivity, the assimilation is based on the logarithm of Z e , the total effective reflectivity factor, which can be approximated as the sum of contributions from different types of hydrometeors as follows (Smith et al. 1975; Smith 1984) : 
Here, r is air density (kg m 23 ), i indicates different hydrometeor categories in the Lin et al. (1983) scheme, and q i , c i , and N 0i are the mixing ratio (kg kg 21 ), a 1 ''Missing'' data result from multiple causes, including low signal-to-noise ratio, ground-clutter removal, etc. Ideally, different types of missing data would be treated differently. In reality, the level II WSR-88D data do not provide enough information to identify why data are missing. We speculate that low signal-tonoise ratio is by far the dominant reason for missing data for the four storms, which are all far enough from the respective radars to be outside the region where ground-clutter contamination might dominate.
scatterer shape factor, and the intercept parameter (m 24 ) for a given hydrometeor, respectively. For snow, a distinction of wet and dry types is made depending on the ambient air temperature being above or below the freezing point (273.15 K), respectively. Such a distinction is not made for graupel/hail.
2 Parameter values used in (1) are summarized in Table 2 . The observation operator used in the assimilation then consists of interpolation of r and the hydrometeor mixing ratios to the observation location, computation of Z e via (1), and taking the logarithm of the result. To be compatible with observation preprocessing, model-predicted reflectivity values are also thresholded at 5 dBZ.
The observation operator for radial velocity y r is given by y r 5 (sina cosu e )u 1 (cosa cosu e )y 1 (sinu e )(w À w t ).
(2)
Here, u, y, and w refer to model-predicted zonal, meridional, and vertical wind speeds (m s 21 ), respectively, interpolated to the observation location; a and u e are azimuth angle and elevation angle of the radar beam, respectively [see Battan (1973) , his Eq. (3.18a) for the approximation used for computing u e ]; and w t is the terminal fall speed of precipitating particles within the grid box, which is computed as a reflectivity-weighted quantity, w t 5 Sv i /SZ i [for the expressions of individual v i , see Doviak and Zrnic (2006, pp. 216-218) , Hauser and Amayenc (1981) , and Conway and Zrnic (1993) ].
e. Ensemble initial conditions
We account for sources of uncertainty when generating the ensemble initial conditions. The first is the uncertainty in the environmental sounding. For each member, the sounding is perturbed by adding random perturbations of the form:
where f9 represents any perturbation field and i represents the respective ensemble member. The model amplitudes A i are independent and drawn from a Gaussian distribution with zero mean and 1 m s 21 standard deviation, while the random phases f i,k are also independent but uniformly distributed within [0, 2p] . Perturbations are only applied to the horizontal wind components in the base sounding, similar to Dowell et al. (2004b) . Following the application of the random vertical sinusoidal modes, final perturbation fields are scaled so that their ensemble standard deviations are 2 m s 21 for both zonal and meridional wind components of respective base soundings. Lacking rigorous experience, the choice of 2 m s 21 standard deviation for horizontal perturbations is ad hoc; however, it resulted in reasonable impact on forecast spread in all cases. Our experience with perturbing the thermodynamic fields in the sounding has been so far inconclusive, for which reason we have chosen to omit adding perturbations to temperature and moisture fields for this study.
The initial convective-scale uncertainty is accounted for as follows. The initial ensemble for a given experiment, before any observations have been assimilated, is the result of 10-min forecasts from an ensemble of states consisting of the horizontally uniform, perturbed soundings plus warm elliptical bubbles. Temperature perturbations within bubbles decay exponentially from their peak amplitude until they become zero at a horizontal (vertical) radius of 8 km (1.5 km) from the bubble's center. The maximum temperature perturbation in each bubble is drawn randomly and independently from a Gaussian with mean 5 and 1 K standard deviation and then thresholded to lie between 2.5 and 7.5 K. The bubble centers are also drawn randomly, with a uniform distribution over the first six model levels in the vertical and with distances from two subjectively chosen ''seed'' locations having a Gaussian distribution with mean zero and standard deviation 20 km. No bubbles are placed within 8 km of the lateral boundaries.
f. Tunable assimilation parameters
In this section, we briefly summarize our choices for the values of important parameters within the Dielectric factor ratio for graupel/ice 0.224 assimilation algorithm. These values have been informed by present practices in the literature, by preliminary experiments with simulated observations, and by limited sensitivity experiments. We emphasize that our goal has not been to find ''optimal'' settings for any of these parameters; instead, we wish to explore how the EnKF performs with reasonable parameter values and minimal tuning. An ensemble size of 50 is used for all cases. This is in agreement with previous EnKF studies that find ensemble sizes of 20-100 to be adequate across a range of applications (e.g., Mitchell et al. 2002; Zhang et al. 2004 ).
In all experiments, the EnKF employs a horizontal (vertical) localization radius of 5 km (4 km) when assimilating radial velocity or reflectivity observations. The 5-km cutoff is comparable to values in other work at the convective scale: Dowell et al. (2004a) set the cutoff radius to 6 km with 50 ensemble members, while Tong and Xue (2005) used 8 km with 100 ensemble members. In limited additional experiments (not shown), we found little sensitivity to using larger horizontal localization radii and somewhat larger sensitivity to larger vertical localization radii, which produced smaller ensemble spread and deterioration in filter performance. To counteract at least partially the underestimation of analysis variances owing to sampling error in the EnKF (van Leeuwen 1999) or to unrepresented deficiencies in the forecast model, prior state-space inflation of 5% is applied (Dowell et al. 2004a ; also see Tong and Xue 2005) ; that is, deviations of each member from the ensemble mean are multiplied by an inflation factor of 1.05 just before the assimilation. This inflation increases the ensemble spread only moderately, but some forecasts became numerically unstable in experiments with larger inflations.
Quantification of the magnitude of observational error variance is difficult for radial velocity and reflectivity observations (e.g., Dowell et al. 2004a; Keeler and Passarelli 1990) . We chose to use 2 m s 21 and 2 dBZ for the standard deviation of radial velocity and reflectivity observations, respectively, as in Dowell et al. (2004a) . More rigorous estimates of radar observation errors, perhaps following the techniques of Xu et al. (2007) , are an important topic for future study.
Observation-space diagnostics for real-data applications
We will evaluate the quality of the assimilation results based on the innovations, or observation-minus-forecast differences, defined by
where the subscript i indicates quantities related to the ith observation valid at a given time t, y is the observed variable, x is the state vector of the forecast model (i.e., all model variables at all grid points concatenated into a vector), the superscript f indicates a quantity based on a forecast from the time of the previous observations to t, an overbar denotes the ensemble mean, and H is the observation operator that maps the state vector onto the observations. Since d f compares the ensemble-mean short-range forecast to new observations, it provides a measure of the quality of the forecast, and the analysis that produced the forecast. Throughout what follows, we will consider the innovations for radial velocity, reflectivity, and no-precipitation observations separately, without introducing additional notation. We will also utilize d a , the fit of the analysis to the observations, for which x f is replaced in (3) by x a , at the analysis at time t. The first statistic used here is the mean innovation hdi which is the average of all M innovations for a given observation type at a given time:
A second statistic is the rms innovation hr f i which is computed from the deviations of the d f i from hd f i:
It should be noted here that, although assimilations are carried out at 2-min intervals, all time series statistics are aggregated over 6 min so that each time bin contains roughly one full volume scan of observations. This partition of the innovation statistics can help to identify the source of forecast error. The mean innovation hd f i will be significant when the observations and forecast are systematically different, which will occur when the forecast model has substantial biases and also when the state estimate has errors on scales comparable to the domain size, such as when the sounding has substantial error. (Observation bias will also influence hd f i.) As will be seen in our results, the mean innovation for radial velocity is typically small while that for reflectivity is often large, consistent with our expectation that forecast-model errors, in the form of deficiencies in the microphysical parameterization, are particularly important for reflectivity.
The innovation statistics also allow us to evaluate the quality of ensemble predictions of second-moment quantities, such as the ensemble spread. For an ensemble of size N, the domain-mean ensemble spread hs f i is given by:
If observation errors are additive, and observation and forecast errors are unbiased and mutually uncorrelated, then
where s 2 0 is the observation-error variance. Summing both sides of (8) over all observations at time t, the lefthand side may be approximated by hr f i 2 and, similarly, the second term on the right-hand side should be approximated by hs f i 2 , if the ensemble is ''optimal'' in the FIG. 5 . The horizontal distribution of the 2-min forecast reflectivity valid for 2318 UTC run from the 58-min analysis for the 11 Apr 2005 supercell case. Shown is (top) the forecast ensemble mean reflectivity field (contours and shading at 10-dBZ intervals), and (bottom) the difference field between observed and forecast reflectivity, O2F (thin black contours and shading at 5-dBZ intervals) along with observed reflectivity (thick gray contours of 20 and 40 dBZ). All fields are computed at the lowest available scan surface of 0.98. sense that it represents the statistics of forecast error accurately. Thus, the ratio of the actual forecast ensemble spread to the optimal ensemble spread,
should be close to 1, with smaller values indicating insufficient ensemble spread. This and similar diagnostics are commonly applied to the EnKF but we note that its usefulness depends on the correct specification of s 2 0 . For both radial velocity and reflectivity observations, the statistics explained in this section are computed only at locations where observed reflectivity is greater than 15 dBZ, in order to isolate the measurement of performances to the main convective cores of observed systems (Snyder and Zhang 2003; Tong and Xue 2005) . This method also enables a more reliable comparison of statistics among different cases.
As a partial measure of statistical significance, each main experiment is run with five randomly different initial conditions. Two additional runs are carried out with different initial random bubble locations and two with different initial sounding perturbation realizations. Diagnostics are then presented for the ''control'' experiment along with the maximum and minimum bounds of all five experiments. Differences between experiments are clearly only significant if they fall outside the variability among the five realizations of either experiment.
Results

a. The benchmark case: The 8 May 2003
Oklahoma City supercell
To begin with, our results are benchmarked against those of Dowell et al. (2004b) , which were obtained using similar ensemble and data assimilation configurations but a different numerical model, the National Severe Storms Laboratory (NSSL) Collaborative Model for Multiscale Atmospheric Simulation (NCOMMAS). The comparison is carried out for their 8 May 2003 Oklahoma City supercell case, which is well-documented in the literature (Dowell and Wicker 2009; Romine et al. 2008; Dowell et al. 2004b) . One important difference between the two model configurations is that our experiments are based on a 2-km horizontal and 500-m vertical resolution while Dowell et al.'s (2004b results are with a 1-km horizontal resolution and variable vertical resolution from 100 m in the lowest 1 km of their model to 700 m at model top.
Figures 3a,c display the distribution of the 2-min forecast reflectivity from the 58-min analysis (valid at the 60-min analysis time). Both forecasts capture the split supercell structure and the developing hook echo. Maximum reflectivity and its extent are also comparable between the two. Thus, although details differ, the two forecasts predict very similar storm structure, despite the differences in the model resolution and numerics.
Time series of the radial-velocity innovations are also similar in the two assimilations (Figs. 3b,d) . (In Fig. 3 and subsequent figures, the innovations statistics are aggregated in 6-min intervals for plotting purposes only.) Both rms and mean innovations have comparable magnitudes in the two experiments-roughly 4-6 m s 21 for the rms and 0-1 m s 21 for the mean innovation. The increase of the innovations relative to the observationminus-analysis differences at the previous time is also similar in the two experiments. Overall, this comparison indicates the WRF interfaces for the DART assimilation algorithms are functioning properly and demonstrates robustness of the proposed filter configuration.
As an aside, observations from a second, independent Doppler radar (KOUN, a 10-cm prototype dualpolarization radar in Norman, Oklahoma) are available for this case (but not the other cases) and could serve as a further check on the quality of the analyses. We have not compared against those observations because Dowell and Wicker (2009) perform a similar comparison-they assimilate observations from KOUN with an EnKF and compare against the observations from KTLX. As shown in their Fig. 6b , both their analyses and shortterm forecasts differ from the radial-velocity observations from KTLX by 4-6 m s
21
. This range matches closely that of the rms fit of our forecasts to new KTLX observations (Fig. 3) .
b. An independent supercell case: 11 April 2005 Oklahoma City supercell Observation-space diagnostics for the supercell case of 11 April 2005 are summarized in Fig. 4 as thick gray lines. The figure also shows the initial condition sensitivity from five experiments as gray shading around each of the thick gray lines. The innovations for radial velocity are generally less than 3 m s 21 and thus somewhat smaller than those for the benchmark supercell case. Reflectivity innovations have rms values of 6-9 dBZ and, unlike radial velocity, the mean innovations are of comparable magnitude.
A general spread deficiency is evident in both observed variables (Figs. 4b,d ). The spread ratio for reflectivity remains below 0.4, while that for radial velocity drops below 0.8 after 30 min. Nevertheless, the innovation statistics for both variables remain stable throughout the experiment and show no evidence of filter divergence. Figure 5 displays reflectivity at the lowest scan angle for the 2-min forecast from the 58-min analysis, along with its difference from the observed reflectivity. Similar to the benchmark case, the overall splitting and the hook-echo structure are well captured by the filter (Fig. 5a ). In addition, errors within the main updraft regions are small and most errors are concentrated along the edges of the storm and at scales near the model grid spacing (Fig. 5b) . Finally, consistent with the positive mean innovation, there is evidence of underestimation of reflectivity by the ensemble mean throughout the main precipitation area. 
c. The 15 June 2002 convective line case
We now shift our focus to the convective line that occurred on 15 June 2002 near Goodland, Kansas. This is an inherently more complex system because of its linear organization of a supercell-like feature on its southwest end and more ordinary cells elsewhere. Observationspace diagnostics for this case are summarized in Fig. 6 . For reflectivity, the rms and mean innovations and the overall spread ratio are comparable to the 11 April 2005 supercell statistics (cf . Figs. 6a,b and 4a ,b, thick gray lines), indicating similar ability of the assimilation to analyze the precipitation distribution. On the other hand, radial-velocity statistics over the last half of the experiment are inferior to those of the supercell runs (cf. Figs.  6c,d and 4c,d) . The ensemble spread is also noticeably more deficient; the spread ratio is 0.3-0.4 as compared with roughly 0.6 in the supercell case. Further explanation for the worsened performance of the EnKF for this case relative to our other cases is given in section 4e where we discuss the effects of initial sounding perturbations.
The 2-min forecast reflectivity from the 58-min analysis is plotted in Fig. 7 . The overall structure is realistic and agrees with the observations in terms of the general convective features. Innovations within the main convective core (i.e., where observed reflectivity is greater than 40 dBZ) are again generally less than 10 dBZ and have scales near the model grid spacing. Along the anvil edge on both the southwest and northeast sides of the line, however, there are large areas where the forecast underestimates reflectivity by 10-15 dBZ. Clearly, there is difficulty in representing such anvil and stratiform region characteristics within the ensemble, which is known to be a common deficiency in numerical models (e.g., Fovell and Ogura 1988) . Nevertheless, our general conclusion is that this is a successful experiment in the sense that the results are comparable to the two supercell cases analyzed.
d. The 8 May 2005 multicell case
We turn now to the final case with multicellular characteristics. Observation-space diagnostics are summarized in Fig. 8 . In terms of mean and rms innovations, the overall filter performance is superior to the previous cases for both reflectivity and radial velocity (Figs. 8a,c) . In addition, ensemble spread is more nearly sufficient in the multicell case, as evidenced by spread ratios 0.6-0.8 by the end of the experiment (Figs. 8b,d) ; unlike the previous cases, the spread ratio increases throughout the latter part of the experiment. We conclude that, despite ensemble spread deficiency issues common across all of the cases analyzed, the EnKF appears to be robust under varying convective situations and results in forecast and analysis fits to observations comparable in magnitude to observation errors.
These diagnostics in Fig. 8 , however, are computed only where observed reflectivity is greater than 15 dBZ. They therefore do not reveal that, in contrast to the supercell and convective-line cases, the forecast model tends to produce extensive spurious convection outside the main cells. We analyze the suppression of such spurious convection through the assimilation of no-precipitation observations in section 4f and defer discussion of the horizontal distribution of reflectivity until then.
e. The impact of initializing the ensemble with sounding perturbations
We next address the importance of accounting for mesoscale uncertainty. As explained earlier, mesoscale uncertainty is represented here through perturbations to the horizontal wind components of each ensemble member's environmental sounding. These perturbations potentially affect both storm organization and motion.
Observation-space statistics for experiments with and without sounding perturbations are compared in Figs. 4, 6, and 8 for the supercell, convective line, and multicell cases, respectively. In these figures, thick black (gray) lines represent results without (with) initial sounding perturbations.
A statistically significant difference in ensemble spread is evident in all cases and for both reflectivity and radial velocity. While such a result might be expected for radial velocity, the increased spread in reflectivity arises indirectly, through influences of the environmental winds on the convection. The effects of increased spread are evident in the much closer fit of the analyses to observations in experiments that include sounding perturbations. More important, the improved fit to observations at analysis time results in improved forecasts that fit new observations more closely.
To compare storm structures at the final analysis times between experiments with and without initial sounding perturbations, the horizontal distributions of 2-min forecast reflectivity valid at the 60-min analysis time are plotted in Fig. 9 for the 11 April 2005 supercell (Fig. 9a, compare to Fig. 4a ) and the 15 June 2002 convective line (Fig. 9b, cf. Fig. 6a ). While there are some discernible differences in the hook-echo structure and the general distribution of precipitation in the supercell case without sounding perturbations, the most striking degradation occurs for the convective line. With no sounding perturbations, the linear coherent structure deteriorates, the supercell-like feature on the southwest end of the system is largely absent, and overall propagation is slower. Furthermore, the high-reflectivity region shrinks and the highest reflectivity is underestimated by about 10 dBZ. This is also reflected in the significantly larger mean innovation of reflectivity (i.e., consistently underestimated reflectivity) in the later parts of the experiment (cf. solid and dashed thick lines in Fig. 6a) .
The pronounced sensitivity of the 15 June 2002 convective line to perturbations of the sounding indicates that this case is particularly influenced by the large-scale environment. This case also has the smallest ensemble spread without sounding perturbations. Furthermore, as mentioned in section 4c, this case is distinctly more complex than the other two cases, as it exhibits combined supercellular and linear characteristics. This complexity may well arise from mesoscale structures, such as surface boundaries, that are present in the environment. Therefore, we expect that simply perturbing the environmental sounding will be least effective in this case. We conclude that the 15 June 2002 convective line case has the worst innovation statistics because it is most strongly influenced by mesoscale forcing, which is only partially represented in the assimilation system.
To summarize, initial sounding perturbations have a major impact on the overall performance of the filter through provision of ensemble spread. This is clear evidence that mesoscale uncertainty is an important source of error for convective-scale data assimilation and should be accounted for in the EnKF.
f. The impact of assimilating no-precipitation observations
When we apply identical experimental settings as the supercell and convective line cases to the 8 May 2005 multicell case, numerous spurious cells appear outside the actual precipitation region. This problem is illustrated by the 2-min forecast reflectivity at the 60-min analysis cycle (Figs. 10a,b) . While the main observed reflectivity regions are captured well in the ensemble mean, the assimilation system cannot suppress the surrounding, spurious cells since no observations exist in those areas.
We know that the surrounding cells are spurious because the radar observed no precipitation there. The solution is to assimilate no-precipitation observations as well (cf. section 2b), in order to detect when the forecast has spurious reflectivity. Relative to its counterpart without no-precipitation observations, spurious convective activity is significantly reduced when noprecipitation observations are assimilated throughout the 60-min assimilation window (Figs. 10c,d ). This is also reflected in the rms and mean innovation diagnostics computed for no-precipitation observations (Fig. 11a) rms reflectivity innovations in no-precipitation regions decrease on average by about 3 dBZ and the mean innovation is improved by 2 dBZ. The improvement is even more impressive in the reduction (and maintenance at a low level) of the number of no-precipitation observations coinciding with forecast reflectivity greater than 10 dBZ (''no-precipitation observations with prior precipitation''; Fig. 11b) . Finally, the growth of the area of spurious reflectivity is somewhat slower when noprecipitation observations are assimilated, as may be inferred by comparing the typical increases of the two curves in Fig. 11b during a forecast. The impact of assimilating no-precipitation observations on the observation-space diagnostics within the observed precipitation areas is summarized in Fig. 12 . Because of the significantly greater number of observations when no-precipitation observations are also assimilated, the ensemble spread should be more deficient and so we expect the analysis fit to observations to be worse. Consistent with this, the spread ratios are significantly smaller when no-precipitation observations are assimilated (Figs. 12b,d) . Changes in the mean and rms innovations, however, are small and comparable to the variation between different realizations of the experiments. Assimilation of no-precipitation observations also results in little change in the innovation statistics for the 11 April 2005 supercell and 15 June 2002 convective line (not shown). Thus, the improvement in the analyses outside the precipitation regions does not appear to degrade analyses within the observed precipitation region.
g. Comparison of model fields at final analysis time
Finally, we briefly compare the structure of modelpredicted ensemble mean fields at the final (60 min) analysis time of each respective case. For this purpose, the 2-min forecast lowest-level [;250 m above ground level (AGL)] temperature perturbation and horizontal wind vectors as well as updraft speed at model level 4 (;1.75 km AGL) are plotted in Fig. 13 . For better comparison, for each case, we show results from experiments when we assimilate all three observation types of reflectivity, radial velocity, and noprecipitation.
Lacking observations for direct verification, we nevertheless conclude that model representations of storm structures are generally realistic. In two cases, the 15 June 2002 convective line and the 8 May 2005 multicell, we see that coherent cold pools are present along with distinct outflow regions. In the 15 June 2002 case, the strongest part of the outflow (the southwestern half of the system) also coincides with a strong updraft region, organized in a series of four cells with updraft speeds in excess of 9 m s
21
. The existence of such a line of distinctive cells along the gust front is also suggested in the observed reflectivity field valid at the same time (Fig. 1c) . For the 8 May 2005 multicell case, despite the widespread area of a coherent cold pool, individual cells with updraft speeds of 2-3 m s 21 are present with no apparent organization among them.
The storm structure at the final analysis time for the 11 April 2005 supercell case is less consistent with physical intuition. The analysis exhibits a relatively strong updraft, with speeds of 9-10 m s
, which is coincident with the core of large reflectivity in the observations. Yet there is no sign in the analysis of a cold pool beneath the storm [as seen in many idealized studies, such as Rotunno and Klemp (1985) ]. To the contrary, there are pockets of distinctly warmer perturbation temperatures. We speculate that poor representation in the model of the storm environment is at least partly responsible for the unexpected low-level temperature structure and we will present supporting evidence in Part II of this study. Nevertheless, the assimilation was still able to produce some fields that appear realistic for a developing supercell (e.g., the strong updraft). 
Summary and discussion
This paper presents results for the assimilation of Doppler-radar observations using an EnKF and a stormscale numerical model. Three independent cases with various convective behavior (a supercell, a convective line, and a multicellular system) were considered, along with the benchmark supercell case of Dowell et al. (2004b) . All cases are selected according to the same set of criteria which include: (i) isolated events, (ii) single radar coverage, and (iii) flat terrain. The Weather Research and Forecasting Model, configured as a simplified cloud model with 2-km resolution, provides forecasts and the ensemble filtering algorithm is implemented through the Data Assimilation Research Test bed. All cases use the same configuration of the assimilation system, including a 2-min interval between analyses and 50 ensemble members, and the same observation processing, in order to allow comparisons across cases and to support more general conclusions concerning the robustness and effectiveness of the EnKF for convective-scale data assimilation.
In general, the EnKF performs well and produces analyses of comparable quality for each of the cases.
Innovations (i.e., observation-minus-forecast differences) decrease to rms values of 3-5 m s 21 and 7-9 dBZ for radial velocity and reflectivity, respectively, after roughly 18 min of assimilation and maintain these values through the end of the 60-min period of assimilation. The fit of analyses to radial-velocity observations is comparable to the observation error (2-3 m s 21 rms versus 2 m s 21 error standard deviation) but is significantly larger than observation error for reflectivity (5-7 dBZ versus 2 dBZ).
This study demonstrates the importance to convectivescale assimilation of mesoscale uncertainty, which is represented in our system by perturbations to the horizontal wind components of the environmental sounding, as in Dowell et al. (2004b) . Such perturbations significantly increase ensemble spread and result in improved fits to observations for both reflectivity and radial velocity in all cases. More realistic representation of mesoscale uncertainties, including time dependence and the possible existence of mesoscale structures such as fronts and other surface boundaries, will likely have even larger effects on convective-scale assimilation, and we hope to consider radar data assimilation in inhomogeneous, mesoscale environments in future studies. We also explore the assimilation of information from regions without precipitation. This is motivated by the 8 May 2005 multicell case, where the sounding has little convective inhibition and any noise in the analysis leads easily to the development of spurious convective cells and precipitation. Our approach here is to define and assimilate a third observation type, ''no precipitation'' observations, which encompasses all reflectivity observations with values less than a threshold (including reflectivity observations marked as missing in raw data because their values were below instrument noise level). This threshold represents a lower limit below which radar echoes are believed to be incapable of distinguishing between precipitation and any other sources such insects and birds; its assumed value is 5 dBZ in this study. Assimilation of no-precipitation observations effectively suppresses spurious cells in the multicell case and has a neutral influence on the other cases.
One common issue we encountered across all of the cases analyzed is deficiency in ensemble spread.
Obtaining realistic ensemble spread at convective scales is especially challenging because mesoscale uncertainty is not fully accounted for; nevertheless, multiple sources contributing to model error certainly have comparable, if not more severe, impact on ensemble spread deficiency, as well. Such sources include poor representation of microphysical structures and subgrid turbulent fluxes, and lack of terrain and land surface processes. The difficulty of fitting reflectivity observations with the analysis, and the presence of significant mean innovations for reflectivity at most times and in all experiments are clear indications of importance of model error to reflectivity. In this study, model error is largely ignored, although prior-state covariances are inflated by a small factor to address model error to a limited extent. More sophisticated treatment of model error, such as the additive noise as in Dowell and Wicker (2009) , the use of multiple physical parameterizations as in Fujita et al. (2007) , or adaptive inflation (Anderson 2007 (Anderson , 2009 , will be an important next step in convective-scale ensemble data assimilation. One final note pertains to the fact that we have evaluated performance of the EnKF mainly through the innovation statistics, which involve only the 2-min forecasts from respective analyses. This is clearly only a limited evaluation of performance, because assimilation results for processes strongly affected by precipitation and latent heating often suffer from rapid changes in the short-range forecast, as the model solution adjusts away from inconsistent increments in the microphysical quantities and vertical velocity. Part II of this study considers longer forecasts (out to 30 min) from final analyses of 60-min cycling as the ultimate test of filter performance, as improvement in the quality of such forecasts is the main goal of data assimilation.
