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ABSTRACT 
Recently, data-based fragility models have been implemented to explain multi-hazard 
hurricane building fragility. However, deficiencies in current fragility models exist. Typically, 
categorical dependent variables are modeled as continuous numerical variables, which may result 
in inefficient standard errors for estimated coefficients and the models may result in probabilities 
greater than one or less than zero. Additionally, published models are limited to inference and 
interpretation of main variable coefficients without consideration of interaction terms between the 
variables and do not consider evaluation of model performance.  
This dissertation addresses these deficiencies in the development of predictive data-based 
fragility models for multinomial categorical damage states (DS) and binary collapse/non-collapse 
using proportional odds cumulative logit and logistic regression models, respectively. The models 
are fitted as a function of hazard parameters and their interactions (Chapter 2) and as a function of 
hazard parameters, building attributes, and their interactions (Chapter 4). Chapter 3 develops 
numerical imputation diagnostic and comparison approaches for missing binary data, providing a 
methodology to evaluate imputation techniques that maximize field reconnaissance data for 
integration in Chapter 4. Fragility model prediction accuracy is evaluated using “leave-one-out” 
cross-validation (LOOCV), expressed in terms of the cross-classification rate (CCR). Model inputs 
are physical damage and building attribute data collected in coastal Mississippi following 2005 
Hurricane Katrina and high-resolution, numerical hindcast hazard intensities from the Simulating 
Waves Nearshore and ADvanced CIRCulation (SWAN+ADCIRC) models.  
For models excluding building attributes, maximum significant wave height is a significant 
DS predictor, while maximum 3-second gust wind speed, maximum surge depth, and maximum 
water speed are significant collapse predictors. Model prediction accuracy ranges from 81% to 
87%. For models including building attributes, maximum 3-second gust wind speed, maximum 
 x 
 
significant wave height, maximum water speed, foundation type, number of stories, and the 
interaction of both maximum water speed and maximum significant wave height with number of 
stories are significant DS predictors. Building attributes, maximum surge depth above local 
ground, maximum water speed, maximum significant wave height, foundation type, number of 
stories, and the interaction of maximum significant wave height with number of stories are 
significant collapse predictors. Model prediction accuracy ranges from 84% to 90%.  
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CHAPTER 1. INTRODUCTION 
Buildings are vulnerable to damage from multiple, sequential, and simultaneous hurricane 
hazards. Wind events and combined wind and flood events (e.g., hurricanes) have caused 90% of 
the total insured losses in the U.S. in the last twenty years (Katz, 2013). The damage generated by 
multi-hazard events may be greater than the aggregation of damage caused by each hazard 
separately (Kappes et al., 2012a; Kappes et al., 2012b), so development of methods that explicitly 
consider combined hazards are needed across science and engineering. Historically, residential 
construction has been disproportionately affected by hurricanes in the U.S. because approximately 
90% of residential buildings are light frame, non-engineered wood construction (Ellingwood et al., 
2004; Grayson et al., 2013). Traditionally, damage models relate a single hazard intensity (e.g., 
wind speed, inundation depth) to physical damage, and are developed through mechanics-based 
analysis and stochastic simulation techniques. By modeling an individual building or an array of 
buildings through parametric modeling, building response as a result of increasing hazard load is 
documented in the form of a fragility functions, which represent the probability of collapse or 
being in or exceeding a specified damage state as a function of one hazard intensity. These 
functions are highly dependent upon structural and hazard characteristics, as well as the 
probabilistic parameters selected to represent uncertainty.  
For the multi-hazard hurricane environment, research has primarily focused on simulation 
for modeling building vulnerability (e.g., Barbato et al., 2013; Choine et al., 2015; Lee & 
Rosowsky, 2006; Li & Ellingwood, 2009a, 2009b; Li & van de Lindt, 2012; Li et al., 2011; Liu et 
al., 2015; Pan, 2014; Schmidt et al., 2011). However, these models are not yet capable of 
representing the physical, temporal, and spatial variability of a population of buildings subjected 
to an event-specific hazard sequence across a spatial domain. Under multi-hazard conditions, 
simulation of a building’s behavior and the combined effects between multiple hazards and 
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building response become very complex (van Verseveld et al., 2015) or even impossible to 
accurately model (Marzocchi et al., 2012). Difficulties stem from disparate and temporal hazard 
characteristics (Kappes et al., 2012a; Kappes et al., 2012b), and the wide variety of building 
configurations (Ellingwood et al., 2004).  
Data-based multi-hazard hurricane fragility models have recently been used to model 
building damage as a function of hazard parameters and environmental and building attributes 
(e.g., Hatzikyriakou & Lin, 2018; Hatzikyriakou et al., 2015; Tomiczek et al., 2014b; Tomiczek et 
al., 2017). Data-based models have also been used to model building damage from tsunami hazards 
(Charvet et al., 2014a; Charvet et al., 2014b; Charvet et al., 2015; Reese et al., 2011) and 
earthquake hazards (Lallemant et al., 2015). Although not specific to buildings, data-based models 
have been used to model fragility of power systems (Reed et al., 2016) and oil storage tanks 
(Kameshwar & Padgett, 2018) for hurricane hazards. 
Given the issues in simulation-based models and the increasing acknowledgment of the 
need to better predict outcomes for multi-hazard scenarios (Barbato et al., 2013; Friedland & Gall, 
2012; Kappes et al., 2012b; Li et al., 2011; McCullough et al., 2013), models other than simulation-
based models are needed to address the multi-hazard hurricane complexities and represent multiple 
predictor variables. Data-based models offer a viable solution, as observed data are used for model 
fitting; therefore, these models inherently account for aspects such as location effects and 
variability in building and environmental attributes (Pitilakis et al., 2014). Evaluating the 
prediction accuracy of data-based models using external cross-validation (CV), also reliant on 
observed data, is an advantage over simulation-based fragility models. Data-based models do not 
suffer from issues encountered in quantification of simulation-based model prediction accuracy 
that results from the lack of observed data (Baradaranshoraka et al., 2017; Ellingwood et al., 2004). 
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The aforementioned characteristics of data-based models are of particular value for non-
engineered or marginally engineered buildings (e.g., single family houses), where building 
parameters may not be available or not practical to model for individual buildings. 
Data-based multi-hazard hurricane fragility models have recently been used to model 
building damage as a function of hazard parameters and environmental and building attributes 
(e.g., Hatzikyriakou & Lin, 2018; Hatzikyriakou et al., 2015; Tomiczek et al., 2014b; Tomiczek et 
al., 2017). Data-based models have also been used to model building damage from tsunami hazards 
(Charvet et al., 2014a; Charvet et al., 2014b; Charvet et al., 2015; Reese et al., 2011) and 
earthquake hazards (Lallemant et al., 2015). Although not specific to buildings, data-based models 
have been used to model fragility of power systems (Reed et al., 2016) and oil storage tanks 
(Kameshwar & Padgett, 2018) for hurricane hazards. 
Two primary types of data-based fragility models emerge from the literature – those 
considering only hazard attributes (e.g., Charvet et al., 2014a; Charvet et al., 2014b; Reed et al., 
2016) and those considering both hazard and building attributes (e.g., Hatzikyriakou & Lin, 2018; 
Tomiczek et al., 2014a; Tomiczek et al., 2017). Models that consider only hazard parameters are 
useful when detailed information about study area buildings is not available (e.g., quick planning 
exercises, pre-event forecasting), while models that consider both hazard and building attributes 
provide greater detail about the performance of buildings based on damage indicator variables. 
These models are appropriate when detailed inventory data are available.  
Within residential data-based hurricane fragility modeling literature, dependent variables 
are treated either as multinomial categorical ordered damage states (e.g., Hatzikyriakou & Lin, 
2018; Tomiczek et al., 2017) or as binomial collapse/non-collapse (e.g., Hatzikyriakou et al., 2015; 
Tomiczek et al., 2014a), while the explanatory variables are combinations of hazard parameters 
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and environmental and building attributes. In published models (e.g., Hatzikyriakou et al., 2015; 
Tomiczek et al., 2014a; Tomiczek et al., 2017), the main focus is on inference and interpretation 
of model coefficients without evaluation of model performance. While inference and interpretation 
provide insight on the effect of explanatory variables on damage, external validation is needed to 
evaluate model performance, thus providing a realistic evaluation of model prediction accuracy 
for future events. In existing literature, interactions between hazard parameters and building 
attributes are rarely modeled, and the majority of models are fitted as a function of main effects 
only (i.e., hazard variables and/or environmental and building attributes) (e.g., Hatzikyriakou & 
Lin, 2018; Hatzikyriakou et al., 2015; Tomiczek et al., 2014a). Tomiczek et al. (2017) evaluated 
interaction between hazard parameters and building attributes but without inference and 
interpretation of the interaction coefficients. When hazard parameter and building attribute 
interaction terms are statistically significant, this indicates that the effect of hazard on damage 
varies across the levels of building attributes; therefore, damage prediction and inference must be 
based on both main and interaction terms. Additionally, categorical dependent variables have been 
modeled as continuous numerical variables (e.g., Tomiczek et al., 2014a; Tomiczek et al., 2017), 
which may result in probabilities greater than one or less than zero, and can have inefficient 
standard errors for the estimated coefficients because the discrete nature of the response is not 
modelled. 
Missing data is common issue for the data-based models. Particularly for data-based models that 
consider hazard and building attributes, building attribute data may not be fully observed. Given 
the large number of destroyed buildings after a hurricane event, the common practice of imputation 
is applied to estimate missing observation data, maximizing the usefulness of the observed data. 
When building attributes are described by binary categorical variables (e.g., one-story, two-story), 
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logistic regression model-based imputation techniques are widely used (Berglund & Heeringa, 
2014). Although these techniques are well developed to impute missing observations for 
categorical variables, approaches to diagnose and compare the imputation models resulting from 
these techniques are lacking. Current numerical diagnostic approaches are limited to imputation 
models for continuous variables (e.g., Abayomi et al., 2008; Farhan & Fwa, 2014; Stuart et al., 
2009; Van Buuren, 2012; White et al., 2011; Zhu et al., 2009), while comparison approaches are 
limited to evaluation of the performance of the statistical models fit on the imputed dataset rather 
than on the imputation models themselves (e.g., Akande et al., 2017; Collins et al., 2001; 
Raghunathan et al., 2001). 
1.1 Problem Statement 
Although some studies address data-based modeling of multi-hazard hurricane damage, 
several challenges remain. Deficiencies in published models include 1) inappropriate use of 
modeling approaches for multinomial and binomial responses, 2) lack of consideration and 
interpretation of interaction terms, especially between hazard parameters and building attributes, 
3) absence of model performance evaluation for future damage prediction, and 4) absence of 
numerical diagnostic and comparison approaches for binary variable imputation models.  
1.2 Goal and Objectives 
The underlying goal of this dissertation is to improve data-based damage prediction for 
residential construction subjected to multi-hazard hurricane hazards at the individual building 
scale. As a step towards achieving this goal, three objectives are undertaken:  
 Develop predictive data-based hurricane building (i.e., global) fragility models as functions 
of hurricane hazard parameters and their interactions.  
 6 
 
 Develop diagnostic and comparison approaches to evaluate the performance of binary 
variable imputation models used to maximize use of aftermath datasets with missing 
building attribute data. 
 Develop predictive data-based hurricane building (i.e., global) fragility models as functions 
of hurricane hazard parameters, building attributes, and their interactions. 
1.3 Scope of the Study  
This study focuses on fragility modeling of wood-framed single family homes subjected to 
simultaneous hurricane hazards (i.e., wind, wave, and surge hazards). The building damage and 
inventory dataset used in the development of the fragility model is based on the MCEER field 
reconnaissance conducted after 2005 Hurricane Katrina in coastal Mississippi. Hazard intensities 
(i.e. maximum significant wind speed, maximum storm surge height, maximum significant wave 
height, maximum water speed) were obtained from field-validated Advanced CIRCulation 
(ADCIRC) and Simulating WAves Nearshore (SWAN) models (Dietrich et al., 2012) run by Dr. 
J. Casey Dietrich at North Carolina State University. The predictive data-based fragility models 
estimate damage state (DS) exceedance probabilities and the probability of collaspe, first as a 
function of hazard parameters and their interactions, and second as a function of hazard parameters, 
building attributes (i.e., foundation type, number of stories), and the interaction of hazard 
parameters and building attributes. Due to the large number of destroyed buildings in coastal 
Mississippi after Hurricane Katrina, almost 45% of data for foundation type and number of stories, 
described as slab and elevated, and one- and two-story, respectively, were missing; therefore, 
logistic regression imputation models are used to impute the missing observations. Diagnostic and 
comparison approaches are developed to evaluate the performance of the logistic regression 
imputation models.  
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1.4 Organization of the Dissertation 
This dissertation is organized by objective topics: Chapter 2 presents a methodology for 
developing predictive data-based fragility models for single family homes subjected to combined 
wind, wave, and flood hazards without consideration of building attributes. Chapter 3 presents 
imputation techniques and novel diagnostic and comparison approaches for binary categorical 
variables (i.e., building attributes) with missing observations. Chapter 4 presents a methodology 
for developing predictive data-based fragility models for single family homes subjected to 
combined wind, wave, and flood hazards, taking into consideration building attributes that were 
directly observed or imputed in Chapter 3.
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CHAPTER 2. PREDICTIVE DATA-BASED FRAGILITY MODEL FOR SINGLE 
FAMILY HOMES SUBJECTED TO WIND, WAVE, AND FLOOD 
HAZARDS 
2.1 Introduction 
Building vulnerability for multi-hazard (e.g., wind, surge, wave) hurricane events has been 
considered primarily through the use of analytical models (e.g., Barbato et al., 2013; Choine et al., 
2015; Lee & Rosowsky, 2006; Li & Ellingwood, 2009a, 2009b; Li & van de Lindt, 2012; Li et al., 
2011; Liu et al., 2015; Schmidt et al., 2011). However, significant modeling challenges remain, 
including derivation of the joint hazard distribution, consideration of overlapping spatial and 
temporal hazard effects, validation of developed models, and reflection of the population and 
variability of the built environment, requiring significant input data and computation capabilities. 
These issues hinder the development of comprehensive multi-hazard hurricane fragility models. A 
critical issue in model validation is the lack of observed data (Baradaranshoraka et al., 2017; 
Ellingwood et al., 2004), which prevents quantification of model prediction accuracy. 
Multi-hazard fragility models have been considered infrequently from a statistical 
perspective, although current efforts are supporting the validation of analytical models and 
development of robust statistical models. These efforts include the National Institute of Standards 
and Technology development of Disaster and Failure Studies data repositories (NIST National 
Institute of Standards and Technology, 2011) after hazard events (e.g., hurricane, tornado, fire) 
and the Pacific Earthquake Engineering Research Center development of an earthquake ground 
motion database (PEER Pacific Earthquake Engineering Research Center, 2011). Data-based 
statistical models represent damage as a function of multiple hazards, use observed data to fit the 
model and assess its prediction accuracy, and consider variability in building and environmental 
attributes (Pitilakis et al., 2014). These characteristics are of particular value for non-engineered 
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or marginally engineered buildings (e.g., single family homes), where building parameters are 
unavailable or impractical to model for individual buildings.  
Fragility models are used to estimate the probability of being in or exceeding a specified 
damage state or collapse, conditional on one or more hazards. Data-based statistical fragility 
models are classified as explanatory or predictive models. Explanatory models are developed 
primarily for inference and interpretation of model coefficients in the same population from which 
sample data are obtained, where model performance is validated on the same set of buildings used 
to develop the model. On the other hand, predictive models are developed for use in populations 
outside that used to obtain sample data. The model’s performance is externally validated on a new 
sample of buildings. Said differently, the training model is applied to test data for external 
predictive or classification purposes. Unlike explanatory models, predictive models are 
opportunistically built with the goal of predicting future damage for a new set of buildings in a 
hazard environment. Assessment of predictive models is measured by the predictive accuracy, 
often using metrics computed from external cross-validation (Geisser, 1975; Stone, 1974).  
Recently, data-based fragility models have been implemented to model multi-hazard 
hurricane building fragility. Tomiczek et al. (2014a) fitted and compared six multiple linear 
regression models to estimate the probability of collapse for pile-elevated, wood-framed buildings 
as a function of combinations of maximum significant wave height, breaking wave height, 
maximum current velocity, freeboard height, and building age. Freeboard height above wave 
crests, maximum significant wave height, maximum current velocity, and construction date were 
found to be the most important variables that contribute significantly to collapse probability. 
Tomiczek et al. (2017) classified building damage into seven DS and used multiple linear 
regression to estimate probability of damage as a function of relative shielding, age, maximum 
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water velocity, maximum water depth, and minimum freeboard. Maximum water velocity and 
relative shielding were found to be the most important variables that significantly contribute to 
building damage. 
However, in both previous studies, the categorical dependent variables (non-
collapse/collapse and the seven DS) were modeled as continuous numerical variables, which may 
result in probabilities greater than one or less than zero, and can have inefficient standard errors 
for the estimated coefficients since the discrete nature of the response was not modelled. 
Additionally, a measurement of relative residual variance to evaluate model fitting was used. 
While relative residual variance can be useful for comparison across models, it may be of limited 
use for prediction accuracy due to the discrete nature of the response variable.  
Hatzikyriakou et al. (2015) developed a component-based logistic regression fragility 
model to predict the probability of collapse for single-family home foundations, exterior walls, 
and siding as a function of environmental and building attributes, namely, distance from the coast, 
ground elevation, elevation of the lowest horizontal member, structure height above lowest 
horizontal member, house age, and building perimeter. Distance from the coast, ground elevation, 
and house age were found to be significant damage predictors for component failure. Although the 
categorical binary response variable was modeled correctly, the model was limited to inference 
and interpretation of the model coefficients without any evaluation of model performance.  
General deficiencies within current hurricane data-based statistical fragility models are 
twofold: (1) the crude use of classical modeling approaches for what is truly a binomial or 
multinomial response, and (2) the limited use of external validation to evaluate model 
performance. Specifically, while multiple linear regression explains the relationship between 
damage and explanatory variables, logistic regression and proportional odds cumulative logit 
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models represent the true nature and distribution of the response variables for binomial and 
multinomial dependent variables, respectively, while also providing meaningful interpretations in 
terms of odds ratios. While model fit is paramount, external validity provides a realistic evaluation 
of model prediction accuracy when applied to field data, for example to predict future damage. In 
this context, external validation is an improvement over the current multi-hazard data-based 
statistical fragility models.  
2.1.1 Aim 
The aim of Chapter 2 is to develop predictive data-based multi-hazard, hurricane fragility 
models for single-family homes for ordered categorical DS and binary collapse/non-collapse. The 
models are developed as a function of maximum hurricane hazard variables (i.e., wind speed, 
significant wave height, surge depth, water speed) at the individual building scale. Videographic 
damage data recorded in coastal Mississippi after 2005 Hurricane Katrina and simulated hazard 
data computed by the tightly-coupled Simulating WAves Nearshore and ADvanced CIRCulation 
(SWAN+ADCIRC) model are used as model inputs. Global building damage (i.e., description of 
the overall building damage) is assessed using the seven-category Wind and Flood (WF) Damage 
Scale developed by Friedland and Levitan (2009). The probability of being in or exceeding a 
specified DS and the probability of collapse are estimated using proportional odds cumulative logit 
and logistic regression models, respectively. External cross-validation (CV) is performed to 
evaluate model prediction accuracy, specifically using “leave-one-out” cross-validation (LOOCV) 
and expressed in terms of the cross-classification rate (CCR). 
2.2 Data 
2.2.1 Global Building Damage State Response Variable  
Hurricane Katrina made landfall on 29 August 2005 as a Saffir-Simpson Category 3 
hurricane with 1-minute sustained winds of 56 m/s (124 mph) near Buras, Louisiana, and then as 
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a Category 3 hurricane with 53 m/s (118 mph) 1-minute sustained winds near the Louisiana-
Mississippi border with storm surge depth of 8.5 m (28 feet) at Pass Christian, Mississippi (Fritz 
et al., 2008). An MCEER rapid reconnaissance was conducted on 6-11 September 2005 using the 
VIEWSTM system (Adams et al., 2004) to capture georeferenced video of buildings in coastal 
Mississippi, specifically Hancock, Harrison, and Jackson Counties (Figure 2.1).  
 
Figure 2.1 Hurricane Katrina track, study areas, and building observation locations 
The field data collection consisted of acquisition of geo-referenced high-resolution video 
captured from the passenger side of a slowly moving vehicle. The goal of the reconnaissance was 
to document the extent of damage in the near aftermath of the hurricane. No specific sampling 
strategy was implemented and the collected data reflect limitations of accessibility and data 
collection time, including impassibility of routes and the presence of debris piles and emergency 
vehicles obscuring data collection. Therefore, a degree of uncertainty is inherent in the data 
collection and damage assessment that is not considered in this analysis.  
After the reconnaissance was completed, the videos and still images extracted from these 
videos were reviewed to document building attributes and DS. Every building along the driving 
route was surveyed by assessing damage to the portions of the buildings captured on the videos 
 13 
 
(e.g., front and side of the building). Building roof damage was assessed using post-event National 
Oceanic and Atmospheric Administration (NOAA) aerial color images with 0.3 m spatial 
resolution. The global building DS response variable (Y) was derived from visual damage 
assessment of each surveyed building using the Wind and Flood (WF) Damage Scale developed 
by Friedland and Levitan (2009). The WF Damage Scale categorizes global combined wind and 
flood residential building damage into seven damage levels, j, ranked WF0 through WF6 based on 
ten criteria. The WF Damage Scale has also been further modified and applied by Tomiczek et al. 
(2017) Zhang et al. (2017), and Hatzikyriakou (2017) to classify building damage data obtained 
from field reconnaissance. 
The study area was limited to the initial surge inundation extents delineated by the Federal 
Emergency Management Agency (FEMA). A geographic information systems (GIS) database was 
developed that includes land parcel data and building footprint polygons. The calculated centroid 
for each building footprint was used to represent the building location in the study area. Single-
family homes were typically wood-framed, one-and two-story homes with brick or siding 
cladding, and built on slabs or elevated foundations. Few buildings with foundation types and 
numbers of stories differing from these predominant characteristics were found in the study area. 
Such buildings, along with those having unassessed DS, were excluded from the analysis, resulting 
in a final dataset describing the global building DS for 866 single- family homes (Table 2.1).  
Table 2.1 Global building damage states and frequency of collected data 
Levels, j Damage states  Number of buildings Percent of buildings 
1 WF0=No damage 4 0.46% 
2 WF1=Minor damage 7 0.81% 
3 WF2=Moderate damage 60 6.96% 
4 WF3=Severe damage 349 40.30% 
5 WF4=Very severe damage 45 5.20% 
6 WF5=Partial collapse 42 4.85% 
7 WF6=Collapse  359 41.45% 
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For categorical variables, it is generally recommended that a minimum of 50 samples be 
collected for each variable level (Lillesand et al., 2014). However, low sample numbers in WF0, 
WF1, WF4, and WF5 indicate that issues in model fitting may be encountered. Therefore, WFDS 
were aggregated to represent the global building DS response variable Y for n models, each with j 
levels, DSj,n (Table 2.2). Models 1 through 37 have ordered multinomial response variables, while 
Models 38 and 39 have a binary response variable. 
Table 2.2 Model (n), number of observations in each WFDS, and global building DS response 
variable levels for each model, DSj,n. 
Model (n) WF0 WF1 WF2 WF3 WF4 WF5 WF6 
No. Obs. 4 7 60 349 45 42 359 
1 DS1,1 DS2,1 DS3,1 DS4,1 DS5,1 DS6,1 DS7,1 
2 DS1,2 DS2,2 DS3,2 DS4,2 DS5,2 
3 DS1,3 DS2,3 DS3,3 DS4,3 
4 DS1,4 DS2,4 DS3,4 
5 DS1,5 DS2,5 DS3,5 DS4,5 
6 DS1,6 DS2,6 DS3,6 
7 DS1,7 DS2,7 DS3,7 
8 DS1,8 DS2,8 DS3,8 DS4,8 
9 DS1,9 DS2,9 DS3,9 
10 DS1,10 DS2,10 DS3,10 
11 DS1,11 DS2,11 DS3,11 DS4,11 DS5,11 DS6,11 
12 DS1,12 DS2,12 DS3,12 DS4,12 DS5,12 
13 DS1,13 DS2,13 DS3,13 DS4,13 
14 DS1,14 DS2,14 DS,314 
15 DS1,15 DS2,15 DS3,15 DS4,15 
16 DS1,16 DS2,16 DS3,16 
17 DS1,17 DS2,17 DS3,17 
18 DS1,18 DS2,18 DS3,18 DS4,18 
19 DS1,19 DS2,19 DS3,19 DS4,19 
20 DS1,20 DS2,20 DS3,20 DS4,20 
21 DS1,21 DS2,21 DS3,21 DS4,21 DS5,21 
22 DS1,22 DS2,22 DS3,22 DS4,22 DS5,22 
23 DS1,23 DS2,23 DS3,23 DS4,23 DS5,23 
24 DS1,24 DS2,24 DS3,24 DS4,24 DS5,24 DS6,24 
25 DS1,25 DS2,25 DS3,25 DS4,25 DS5,25 
26 DS1,26 DS2,26 DS3,26 DS4,26 
27 DS1,27 DS2,27 DS3,27 
28 DS1,28 DS2,28 DS3,28 DS4,28 
29 DS1,29 DS2,29 DS3,29 DS4,29 
30 DS1,30 DS2,30 DS3,30 
31 DS1,31 DS2,31 DS3,31 DS4,31 DS5,31 
32 DS1,32 DS2,32 DS3,32 DS4,32 
33 DS1,33 DS2,33 DS3,33 DS4,33 DS5,33 
Table 2.2 Continued  
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Model (n) WF0 WF1 WF2 WF3 WF4 WF5 WF6 
34 DS1,34 DS2,34 DS3,34 DS4,34 DS5,34 DS6,34 
35 DS1,35 DS2,35 DS3,35 DS4,35 DS5,35 
36 DS1,36 DS2,36 DS3,36 DS4,36 
37 DS1,37 DS2,37 DS3,37 
38 DS1,38 DS2,38 
39 DS1,39 DS2,39 
 
2.2.2 Computationally-Modeled Explanatory Hazard Variables 
Simulation of maximum wind speed, maximum water level, maximum significant wave 
height, and maximum water velocity has been characterized using the coupled SWAN+ ADCIRC 
models. The modeling was performed by Dr. Casey Dietrich from North Carolina State University, 
with the methodology provided in Appendix A.  
While 10-minute sustained wind speeds were used as forcing in the wave and surge models, 
an averaging time of 3-seconds is more appropriate to explain building damage (American Society 
of Civil Engineers (ASCE), 2010). Maximum 10-minute wind speeds at each building location 
(𝑈10,𝑚𝑎𝑥) were converted to maximum 3-second gust wind speeds (𝑈3,𝑚𝑎𝑥). The Durst gust factor 
curve (Durst, 1960) is commonly used to convert between wind speed averaging times; however, 
Krayer and Marshall (1992) found that the gust factors associated with hurricane winds were 
higher than those associated with wind speeds from extratropical cyclones obtained from the Durst 
curve. The Krayer-Marshall gust factor model has been used widely for converting between 
averaging times of hurricane wind speeds (e.g., Powell & Houston, 1996; Vickery & Twisdale, 
1995; Vickery et al., 2000). The appropriate 
𝑈𝑡
𝑈3600
⁄  gust factors for t = 3 seconds and t = 10 
minutes (600 seconds) were obtained from the Krayer-Marshall gust curve and the maximum 3-
second gust wind speed was determined at each building location in the study area. 
Table 2.3 lists the quantitative explanatory variables (𝑋ℎ) used to fit the fragility models, 
which are the maximum values of the time series obtained from the coupled SWAN+ADCIRC 
models. The maximum surge depth (𝐷𝑚𝑎𝑥) at the centroid of each building footprint was calculated 
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as the difference between maximum water level (max) and the bathymetry / topography (m) of the 
SL16 mesh (NAVD88) at that location.  
Table 2.3 Explanatory variables used to construct the fragility models. 
𝑋ℎ Symbol Description Range 
x1 𝑈3,max Maximum 3-second 
gust wind speed 
[47.63-67.99] m/s 
x2 𝐻𝑆,𝑚𝑎𝑥 Maximum significant 
wave height 
[0-3.20] m 
x3 𝐷𝑚𝑎𝑥 Maximum surge depth 
above local ground  
[0-7.94] m 
x4 𝑈𝑚𝑎𝑥  Maximum water speed [0-2.80] m/s 
 
2.2.3 Multicollinearity  
Multicollinearity among independent variables is evaluated using the variance inflation 
factor (VIF). The VIF for 𝑋ℎ is given as 𝑉𝐼𝐹ℎ =
1
1−𝑅ℎ
2, where 𝑅ℎ
2 is the coefficient of determination 
for a multiple regression model, considering 𝑋ℎ is the dependent variable and the remaining 
explanatory variables are independent variables. A value for 𝑉𝐼𝐹ℎ greater than 10 indicates that 𝑋ℎ 
is almost a perfect linear combination of other explanatory variables. The multicollinearity among 
quantitative explanatory variables (𝑋ℎ) was tested and positive correlation was found for maximum 
significant wave height and maximum surge depth. The coefficient of determination for the 
maximum significant wave height regression model was found to be 𝑅𝐻𝑆,𝑚𝑎𝑥
2  = 0.968, resulting in 
𝑉𝐼𝐹𝐻𝑆,𝑚𝑎𝑥  = 15.88. The coefficient of determination for the maximum surge depth regression 
model was found to be 𝑅𝐷𝑚𝑎𝑥
2  = 0.963, resulting in 𝑉𝐼𝐹𝐷𝑚𝑎𝑥  = 13.99. No correlation was found 
between both maximum 3-second gust wind speed and maximum water speed with any of the other 
hazard variables with 𝑉𝐼𝐹𝑈3,max  = 2.53 and 𝑉𝐼𝐹𝑈𝑚𝑎𝑥= 2.21. With multicollinearity, one predictor 
variable may have reversed effect on the response variable because it overlaps with other predictors 
in the model. Additionally, multicollinearity may lead to both variables being insignificant when 
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included in the same model and will inflate the standard errors of the model coefficients. With this 
said, 𝐻S,max and 𝐷𝑚𝑎𝑥 are not included in the same fragility model.  
2.3 Fragility Modeling 
Binary logistic regression models, also called logit models, evaluate one dichotomy (e.g., 
success or failure). The generalized form of the binary logistic regression model is given as 
logit[𝑃] = ln [
𝑃
1−𝑃
] = 𝛼 + ∑ 𝛽ℎ𝑥ℎ
𝐻
ℎ=1  ,  (2.1) 
where 𝑃 denotes the probability of “success,” which is defined in this study as collapse; logit[𝑃] 
is the logit link function, which is equal to the natural logarithm (log) of the odds of collapse; 𝛼 
is the model intercept; and 𝛽ℎ are model coefficients. The odds of collapse are defined as the 
ratio of the probability of success to its complement. Logistic regression models have been used 
previously to model hurricane building component damage (Hatzikyriakou et al., 2015), tsunami 
building damage (Reese et al., 2011), and hurricane power system damage (Reed et al., 2016). 
Extending binary logistic regression models, the dependence of an ordered categorical 
multinomial response (e.g., DS) on discrete or continuous covariates is modeled as a series of 
dichotomies using the proportional odds cumulative logit model, which uses cumulative 
probabilities to evaluate ordered categories with the assumption that curves of the various 
cumulative logits are parallel (i.e., proportional odds assumption). Proportional odds cumulative 
logit models also have been used previously to model tsunami building damage (Charvet et al., 
2014a; Charvet et al., 2014b; Charvet et al., 2015) and earthquake building damage (Lallemant et 
al., 2015). 
For response variable 𝑌 with ordinal levels 1 to 𝐽 (Table 2.2) and 𝐻 explanatory 
variables 𝑥1, 𝑥2, … , 𝑥𝐻 (Table 2.3), the log odds of response Y in level j or greater is calculated for 
j ≥ 2 as 
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𝑙𝑜𝑔𝑖𝑡[𝑃(𝑌 ≥ 𝑗)] = ln [
𝑃(𝑌≥𝑗)
1−𝑃(𝑌≥𝑗)
] = 𝛼𝑗 + ∑ 𝛽ℎ𝑥ℎ
𝐻
ℎ=1    for j=2…J. (2.2) 
The odds of the response variable Y being in level j or greater are defined as the ratio of 
the probability of Y being in level j or greater P(Y ≥ j) to its complement. The log odds of Y being 
in level j=1 or greater is undefined; therefore Equation 2.2 results in a set of J – 1 equations with 
unique intercepts (𝛼𝑗) and a common slope (𝛽ℎ) for each of the H explanatory variables. 
To interpret the influence of increasing hazard intensities on damage, the hazard-specific 
odds ratio (ORℎ) for two values of 𝑥ℎ (i.e., 𝑥ℎ1, 𝑥ℎ2) with unit increase (i.e., where 𝑥ℎ2 − 𝑥ℎ1 =
1) is calculated as 
ORℎ(1,2) = exp[𝛽ℎ(𝑥ℎ2 − 𝑥ℎ1)] =
𝑃(𝑌≥𝑗|𝑋ℎ=𝑥ℎ1) 𝑃(𝑌<𝑗|𝑋ℎ=𝑥ℎ1)⁄
𝑃(𝑌≥𝑗|𝑋ℎ=𝑥ℎ2) 𝑃(𝑌<𝑗|𝑋ℎ=𝑥ℎ2)⁄
 , (2.3) 
Given that the hazard data (𝑥ℎ) are continuous variables, ORℎ describes numerically the 
odds of a building being in a higher damage level rather than a lower damage level for each unit 
increase in 𝑥ℎ, holding all other variables constant. However, a one-unit increase in hazard 
intensity may not provide the most meaningful representation for ORℎ, depending on the hazard. 
Multiple or fraction of unit increase rather than one unit increase of hazard intensities may provide 
a better context. For practical interpretation of MORℎ, researchers can choose a scaling factor, 𝑀ℎ, 
to represent the effect of increasing hazard intensity on the odds ratio. We see where Equation 2.3 
is modified to represent an M unit increase in hazard intensity. The modified odds ratio (MORℎ) 
for two values of 𝑥ℎ (i.e.,𝑥ℎ1, 𝑥ℎ2) with M unit increase (i.e., where 𝑥ℎ2 − 𝑥ℎ1 = 𝑀) is calculated 
using factored model coefficients (𝑀ℎ𝛽ℎ). An estimate of MORℎ is given as exp(𝑀ℎ ∗ ?̂?ℎ), while 
95% lower (LCI) and upper (UCI) confidence intervals (MORhCI95%) of the MORℎ is given as 
exp [𝑀ℎ (?̂?ℎ ± 1.96 ∗ SE(?̂?ℎ))]. Where ?̂?ℎ are the estimated model coefficients, and SE(?̂?ℎ) is 
the standard error of the estimated model coefficients ?̂?ℎ.  
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To reflect the effect of one hazard intensity on damage based on the value of another hazard 
intensity, the interaction between hazards is represented as the sum of hazard product terms 
“𝑥ℎ𝑥𝑞 .”The log odds of response Y in level j or greater is calculated for j ≥ 2 as 
𝑙𝑜𝑔𝑖𝑡[𝑃(𝑌 ≥ 𝑗)] = ln [
𝑃(𝑌≥𝑗)
1−𝑃(𝑌≥𝑗)
] = 𝛼𝑗 + ∑ 𝛽ℎ
𝐻
ℎ=1 𝑥ℎ + ∑ 𝛽ℎ𝑞
H
1≤ℎ<𝑞≤𝐻 𝑥ℎ𝑥𝑞 for j=2…J. (2.4) 
where 𝛽ℎ𝑞 are the coefficients associated with any two hazards. Variables 𝑥ℎ and 𝑥𝑞 are two 
hazard terms where 𝑞 > ℎ. All model coefficients are estimated using Maximum Likelihood 
Estimation (MLE).  
The estimated probability of Y being in or exceeding level j is calculated for j ≥ 2 as  
𝑃(𝑌 ≥ 𝑗) =
exp (𝛼𝑗+∑ 𝛽ℎ
𝐻
ℎ=1 𝑥ℎ+∑ 𝛽ℎ𝑞
H
1≤ℎ<𝑞≤𝐻 𝑥ℎ𝑥𝑞)
1+exp (𝛼𝑗+∑ 𝛽ℎ
𝐻
ℎ=1 𝑥ℎ+∑ 𝛽ℎ𝑞
H
1≤ℎ<𝑞≤𝐻 𝑥ℎ𝑥𝑞)
     for j=2…J. (2.5) 
The estimated probability of Y being in or exceeding the first level (j=1) is equal to one. 
Solving for 𝑃(𝑌 = 𝑗), the estimated probability that the DS falls into a specific level, is calculated 
for levels j ≤ J–1 as  
𝑃(𝑌 = 𝑗) = 𝑃(𝑌 ≥ 𝑗) − 𝑃(𝑌 ≥ 𝑗 + 1)      for j ≤ J – 1. (2.6) 
 
The estimated probability that the DS falls into level J is equal to the probability of being 
in or exceeding level J, as calculated in Equation 2.5. With interaction terms, interpretation of the 
odds ratios becomes more involved since the influence of increasing hazard intensities on damage 
now depends on levels of other hazards.  
2.4 Model Fitting and Evaluation  
SAS software (Version 9.4) is used to fit the fragility model. For each Model (n), two 
models with three hazard variables are fitted based on Equation 2.2, resulting in a total of 78 
models. These models are described with (x1, x2, and x4), and (x1, x3, and x4) hazard variables. Four 
criteria are used to evaluate the fit and prediction of the 78 models. The first two are of the form 
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of rejection criteria for screening purposes, while the last two are qualitative criteria used to further 
narrow the net of the non-rejected models.  
1. Satisfaction of model requirements (proportional odds assumption and goodness of fit). 
For proportional odds cumulative models, the proportional odds assumption assumes that 
the coefficients for each hazard predictor must be equal across all DS levels and is tested 
using the chi-square test. For the logistic regression model, the Hosmer and Lemeshow 
test is used to assess goodness of fit based on the chi-square test. The data are grouped 
based on a partitioning of the estimated probabilities, then the test compares the observed 
and ﬁtted counts of the groups. Any model with chi-square p-value < 0.05 is rejected. 
2. Statistical significance of model parameters. At least one main hazard effect must be 
significant or the model is rejected. 
3. Reasonableness of response variable model. Once models that pass the rejection criteria 
are identified, this subjective parameter is used to evaluate the most reasonable model(s) 
for prediction. Models with high prediction accuracy but with unreasonable response 
variable grouping (e.g., minor damage falls into the same level as severe damage) are 
considered less reasonable models for damage prediction.  
4. Balance between CCR and class error. Once models that pass the rejection criteria are 
identified, this criterion is used to evaluate the most reasonable model(s) for prediction. 
Models with high prediction accuracy (i.e., high value of CCR) but with high class error 
are considered less reasonable models for damage prediction. 
Among the 78 models, models satisfying Criterion 1 are evaluated for Criterion 2. Models 
satisfying the two rejection criteria are then refitted based on Equation 2.3 to include hazard 
interaction terms and are re-evaluated based on the two rejection criteria. Models with interaction 
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terms are described as 1) one model with three main hazard variables and three hazard interaction 
terms, 2) three models with three main hazard variables and two hazard interaction terms, and 3) 
three models with three main hazard variables and one hazard interaction term. 
2.5 Model Validation  
Prediction accuracy for logistic regression and proportional odds cumulative logit models 
is often evaluated using external cross-validation. When external test data are not available, k-fold 
cross-validation is one of the most widely used approaches to assess external prediction. In k-fold 
cross-validation, the data are partitioned into k subsamples, with k–1 subsamples used for fitting 
the model, while the remaining one is used for model validation. The process is cycled through all 
partitions, each in turn predicting the left out partition using the model that has been trained on all 
other partitions. Due to sample size considerations, our research implements a special case of k-
fold cross-validation, namely leave-one-out cross-validation (LOOCV), where k is equal to the 
number of observations (N) in the dataset. Models that satisfied the rejection criteria are fitted N 
times, with one observation left out at each fit. For each fit, the predicted DS (𝐷?̂?) for every left 
out observation is estimated as follows: 
 For the proportional odds cumulative logit models, the estimated probabilities that a DS 
falls into specific level j is calculated based on Equation 2.6, and then the DS 
corresponding to the highest estimated probability is assigned as the predicted DS (𝐷?̂?). 
The process is repeated for every left out observation. 
 For the logistic regression model, the estimated probability of collapse is calculated as  
𝑃 =
exp (𝛼+∑ 𝛽ℎ𝑥ℎ
𝐻
ℎ=1 )
1+exp (𝛼+∑ 𝛽ℎ𝑥ℎ
𝐻
ℎ=1 )
. If the estimated probability of collapse is greater than 0.5, collapse is 
assigned, otherwise no collapse is assigned. The process is repeated for every left out 
observation. 
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For every satisfactory model and after assigning the predicted DS (𝐷?̂?) for every left out 
observation, an error matrix with N total observations is constructed. Rows (d) of the matrix 
represent the frequency (𝑧) of observed DS, while columns (c) represent the frequency of predicted 
DS (𝐷?̂?), summed across the N left out observations of the model. The percentage of correctly 
classified damage states, expressed as the cross-classification rate (CCR; Equation 2.7), is 
calculated as  
𝐶𝐶𝑅 =
∑ 𝑧𝑐𝑐
𝐶
𝑐=1
∑ ∑ 𝑧𝑐𝑑
𝐷
𝑑=1
𝐶
𝑐=1
 ,  (2.7) 
where 𝑧𝑐𝑐 are observations along the diagonal of the error matrix, and 𝑧𝑐𝑑  are all observations in 
the error matrix. The percentage of misclassified DS for each d, expressed as class error (CE), is 
calculated as 𝐶𝐸𝑑 = 1 −
𝑧𝑐𝑐
∑ 𝑧𝑐𝑑
𝐶
𝑐=1
. 
2.6 Results and Discussion 
2.6.1 Fragility Fitting  
Based on Equations 2.1 and 2.2, Models 8, 9, 10, 25, 26, and 27 with hazard variables 𝑈3,max, 
𝐻𝑠,𝑚𝑎𝑥, and 𝑈𝑚𝑎𝑥, and Model 38 with hazard variables 𝑈3,max, 𝐷𝑚𝑎𝑥, and 𝑈𝑚𝑎𝑥 satisfied the two 
rejection criteria, while the remainder of the models failed to meet the first rejection criterion and 
were not further tested for Criterion 2. When hazard interaction terms were included (Equation 
2.3), no interaction terms were found to be significant. Therefore, none of the models with hazard 
interaction terms satisfied the two rejection criteria and these models were therefore removed from 
further consideration. Table 2.4 contains the estimated coefficients, standard error, p-value, 
factored model coefficients, MORh, and LCI and UCI of MORhCI95% for models that met the 
rejection criteria. Factored model coefficients, MORh, and MORhCI95% were calculated using 
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𝑀𝑈3,max = 4.5 (m/s), 𝑀𝐻S,max = 0.3 (m), 𝑀𝐷𝑚𝑎𝑥 = 1 (m), and 𝑀𝑈𝑚𝑎𝑥 = 0.5 (m/s). Asterisks 
appearing after p-values denote statistically significant parameters at the 5% level. 
Table 2.4 Parameter estimates, standard error, p-value, MORh and MORhCI95% for models 
satisfying rejection criteria with no significant interaction terms 
Model Coefficient Parameter Estimated 
Std. 
Error p-value 𝑀ℎ𝛽ℎ MORh 
MORhCI95% 
LCI UCI 
8 ?̂?2 Intercept 2 -7.66 1.55 <0.0001 * - - - - 
?̂?3 Intercept 3 -8.08 1.55 <0.0001 * - - - - 
?̂?4 Intercept 4 -8.5 1.55 <0.0001 * - - - - 
?̂?1 𝑈3,max 0.05 0.03 0.0722 0.23 1.26 0.96 1.63 
?̂?2 𝐻S,max 4.13 0.32 <0.0001 * 1.24 3.46 2.86 4.17 
?̂?3 𝑈𝑚𝑎𝑥  1.11 0.66 0.0938 0.56 1.75 0.91 3.33 
9 ?̂?2 Intercept 2 -7.63 1.55 <0.0001 * - - - - 
?̂?3 Intercept 3 -8.47 1.55 <0.0001 * - - - - 
?̂?1 𝑈3,max 0.05 0.03 0.0750 0.23 1.26 0.96 1.63 
?̂?2 𝐻S,max 4.12 0.32 <0.0001 * 1.24 3.46 2.85 4.15 
?̂?3 𝑈𝑚𝑎𝑥  1.16 0.67 0.0829 0.58 1.79 0.93 3.44 
10 ?̂?2 Intercept 2 -7.77 1.59 <0.0001 * - - - - 
?̂?3 Intercept 3 -8.19 1.59 <0.0001 * - - - - 
?̂?1 𝑈3,max 0.05 0.03 0.0665 0.23 1.26 0.96 1.63 
?̂?2 𝐻S,max 4.02 0.33 <0.0001 * 1.21 3.35 2.75 4.06 
?̂?3 𝑈𝑚𝑎𝑥  1.43 0.74 0.0522 0.72 2.05 0.99 4.22 
25 ?̂?2 Intercept 2 0.28 1.45 0.8494 - - - - 
?̂?3 Intercept 3 -7.45 1.5 <0.0001 * - - - - 
?̂?4 Intercept 4 -7.9 1.5 <0.0001 * - - - - 
?̂?5 Intercept 5 -8.3 1.5 <0.0001 * - - - - 
?̂?1 𝑈3,max 0.04 0.03 0.1016 0.18 1.2 0.92 1.56 
?̂?2 𝐻S,max 4.22 0.32 <0.0001 * 1.27 3.56 2.94 4.28 
?̂?3 𝑈𝑚𝑎𝑥  1.24 0.67 0.0660 0.62 1.86 0.96 3.58 
26 ?̂?2 Intercept 2 0.06 1.56 0.9674 - - - - 
?̂?3 Intercept 3 -8.39 1.66 <0.0001 * - - - - 
?̂?4 Intercept 4 -8.82 1.66 <0.0001 * - - - - 
?̂?1 𝑈3,max 0.05 0.03 0.0875 0.23 1.26 0.96 1.63 
?̂?2 𝐻S,max 4.39 0.35 <0.0001 * 1.32 3.74 3.04 4.59 
?̂?3 𝑈𝑚𝑎𝑥  0.93 0.69 0.1797 0.47 1.6 0.81 3.13 
27 ?̂?2 Intercept 2 -0.12 1.75 0.9470 - - - - 
?̂?3 Intercept 3 -9 1.85 <0.0001 * - - - - 
?̂?1 𝑈3,max 0.05 0.03 0.1185 0.23 1.26 0.96 1.63 
?̂?2 𝐻S,max 4.5 0.38 <0.0001 * 1.35 3.86 3.09 4.59 
?̂?3 𝑈𝑚𝑎𝑥  0.89 0.72 0.2178 0.45 1.57 0.81 3.13 
38 ?̂? Intercept -18.00 1.92 <0.0001 * - - - - 
?̂?1 𝑈3,max 0.22 0.03 <0.0001 * 0.99 2.69 2.07 3.51 
?̂?2 𝐷𝑚𝑎𝑥 0.99 0.10 <0.0001 * 0.99 2.69 1.27 1.43 
?̂?3 𝑈𝑚𝑎𝑥  2.32 0.69 0.0008 * 1.16 3.19 1.62 6.27 
* Significant at α= 0.05 
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For all DS models, the only statistically significant hazard variable was the maximum 
significant wave height, while maximum 3-second gust wind speed and maximum water speed 
were not found to significantly affect damage. The results show that the primary DS determinant 
for buildings subjected to wind, wave, and water speed is the maximum significant wave height. 
However, the p-value (0.0522) of the maximum water speed coefficient (?̂?3) is on the border of 
the significance level (α= 0.05) for Model 10 and very close to the border of the significance level 
for Models 8, 9, and 25, which indicates that maximum water speed may have an effect on 
increasing damage. Kennedy et al. (2010), Tomiczek et al. (2014a), and Tomiczek et al. (2017) 
also found that significant wave height significantly contributes to damage and should be 
considered in the development of fragility models. The average odds for maximum significant 
wave height of the six DS models is 3.57. This is interpreted as: for every 0.3 m (0.98 ft) increase 
in maximum significant wave height, the odds of being in a higher DS are 3.57 times greater (257% 
increase in odds), holding all other variables constant. Among all DS models, the odds for 
maximum water speed were the highest for Model 10, which is interpreted as: for every 0.5 m/s 
(1.64 ft/s ) increase in maximum water speed, the odds of being in a higher DS are 2.05 times 
greater (105% increase in odds). 
For Model 38, which predicts binary collapse/non-collapse, all three hazard variables were 
statistically significant. The results show that the collapse potential of buildings subjected to wind, 
surge, and water speed is significantly affected by all three hazards. As any of the hazard variables 
increase, the odds of collapse increase. Tomiczek et al. (2014a) and Tomiczek et al. (2017) also 
found that water speed contributes significantly to collapse and damage and should be considered 
in the development of fragility models. However, these authors excluded wind speed from their 
analyses without statistical testing. Their assumption was based on the fact that Hurricanes Ike 
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(2009) and Sandy (2012) had wind speeds lower than common damage initiation thresholds. 
Similar to Hurricanes Ike and Sandy, Hurricane Katrina was an event with lower wind speeds; 
however, the maximum 3-second gust wind speed was found to be a significant contributor to 
collapse. Interpretation of the odds shows that, holding all other variables constant: 
 for every 4.5 m/s (10.07 mph) increase in maximum 3-second gust wind speed, the odds 
of collapse are 2.69 times greater (169% increase in odds)  
 for every 0.5 m/s (1.64 ft/s) increase in maximum water speed, the odds of collapse are 
3.19 times greater (219% increase)  
 for every 1 m (3.28 ft) increase in maximum surge depth, the odds of collapse are 2.69 
times greater (169% increase in odds)  
2.6.2 Model Validation and Evaluation  
LOOCV error matrices for the seven models that satisfied the rejection criteria are provided 
in Table 2.5. Rows of the tables represent the frequency of observed DS, while columns represent 
the frequency of predicted DS (𝐷?̂?). The n subscript in the predicted DS (𝐷?̂?𝑛) represents the 
corresponding model number.  
Table 2.5 Observed vs. predicted model error matrices, CE, and CCR for non-rejected models 
DSj,n DŜ1,n DŜ2,n DŜ3,n DŜ4,n DŜ5,n 
Observed 
Sum 
CE CCR 
DS1,8 375 16 7 22 -- 420 11% 
81% 
DS2,8 21 5 1 18 -- 45 89% 
DS3,8 18 2 1 21 -- 42 98% 
DS4,8 23 8 8 320 -- 359 11% 
DS1,9 370 21 29 -- -- 420 12% 
81% DS2,9 41 13 33 -- -- 87 85% 
DS3,9 21 18 320 -- -- 359 11% 
DS1,10 370 17 33 -- -- 420 12% 
83% DS2,10 20 5 20 -- -- 45 89% 
DS3,10 42 19 340 -- -- 401 15% 
DS1,25 0 4 0 0 0 4 100% 81% 
Table 2.5 Continued 
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DSj,n DŜ1,n DŜ2,n DŜ3,n DŜ4,n DŜ5,n 
Observed 
Sum 
CE CCR 
DS2,25 1 380 5 7 23 416 9% 
 DS3,25 0 22 3 1 19 45 93% 
DS4,25 0 19 3 1 19 42 98% 
DS5,25 1 27 7 4 320 359 11% 
DS1,26 1 3 0 0 -- 4 75% 
85% 
DS2,26 1 420 6 34 -- 461 9% 
DS3,26 0 21 2 19 -- 42 95% 
DS4,26 1 38 3 317 -- 359 12% 
DS1,27 1 3 0 -- -- 4 75% 
85% DS2,27 1 440 57 -- -- 498 12% 
DS3,27 1 65 298 -- -- 364 18% 
DS1,38 450 57 -- -- -- 507 11% 
87% 
DS2,38 58 301 -- -- -- 359 16% 
Note: -- indicates error terms are not applicable due to the number of damage levels j for model n. 
The results show that the overall model prediction accuracies are high, with CCR ranging 
from 81% to 87%, although individual DS or several DS have high CE (>50%). High CE were 
found for all DS levels with few observations.  
2.6.3 DS Fragility Models 
Model 8 has reasonable grouping of DS; however, the model has two DS with high CE. 
Models 25 and 26 have three and two DS with high CE, respectively, as well as unreasonable 
groupings of DS, where DS2,25 ranges from minor damage to severe damage and DS2,26 ranges 
from minor damage to very severe damage. Model 27 has the highest prediction accuracy (85%); 
however, DS2,27 has an unreasonable grouping, ranging from minor damage to partial collapse and 
DS1,27 has a high CE (75%). Because of the number of DS with high CE and unreasonable 
groupings of DS, Models 8, 25, 26, and 27 are excluded from consideration, while Models 9 and 
10 are evaluated further. Model 10 has 2% higher prediction accuracy and 4% higher CE than 
Model 9. However, Model 10 has a more reasonable response variable grouping than Model 9, 
where DS3,10 represents partial collapse and collapse, while DS2,9 represents very severe damage 
and partial collapse. Additionally, the p-value (0.0522) for the maximum water speed coefficient 
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(?̂?3) in Model 10 is on the border of the significance level (α= 0.05). Therefore, Model 10 is chosen 
as the more reasonable predictive fragility model to predict the probability of being in or exceeding 
DS2,10 and DS3,10 as a function of maximum 3-second gust wind speed, maximum significant wave 
height, and maximum water speed. There is not one specific rule that can be used to select a “final” 
model between Model 9 and Model 10. Since both models satisfy the rejection criteria, the choice 
of the model is subjective. Both models are reasonable to be used as a predictive fragility model. 
The estimated probability of being in or exceeding DS2,10 and DS3,10, respectively, as a 
function of maximum 3-second gust wind speed, maximum significant wave height, and maximum 
water speed is estimated as  
𝑙𝑜𝑔𝑖𝑡[𝑃(𝑌 ≥ DS2,10)] = −7.77 + 0.05 ∗ 𝑈3,max + 4.02 ∗ 𝐻S,max + 1.43 ∗ 𝑈𝑚𝑎𝑥, and (2.8) 
𝑙𝑜𝑔𝑖𝑡[𝑃(𝑌 ≥ DS3,10)] = −8.19 + 0.05 ∗ 𝑈3,max + 4.02 ∗ 𝐻S,max + 1.43 ∗ 𝑈𝑚𝑎𝑥,  (2.9) 
Figures 2.2 a) and b) show fragility surfaces for Model 10 as a function of maximum 
significant wave height and maximum water speed considering maximum 3-second wind speed of 
62 m/s. 
 
a)        b)  
Figure 2.2 Probability of being in or exceeding a) DS2,10 and b) DS3,10 as a function of 
maximum significant wave height and maximum water speed. 
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2.6.4 Collapse Fragility Model 
Model 38 predicts probability of collapse as a function of maximum 3-second gust wind 
speed, maximum surge depth, and maximum water speed with 87% prediction accuracy. No high 
CE values are shown due to large sample sizes. The estimated probability of collapse (𝑌 ≥ DS38,2) 
as a function of maximum 3-second gust wind speed, maximum surge depth, and maximum water 
speed is given as 
𝑙𝑜𝑔𝑖𝑡[𝑃(𝑌 ≥ DS38,2)] = −18 + 0.22 ∗ 𝑈3,max + 0.99 ∗ 𝐷max + 2.32 ∗ 𝑈𝑚𝑎𝑥 (2.10) 
Figure 2.3 shows the fragility surface for Model 38 as a function of maximum surge depth 
and maximum water speed considering maximum 3-second wind speed of 62 m/s. 
 
Figure 2.3 Probability of collapse as a function of maximum significant surge depth and 
maximum water speed. 
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2.7 Summary and Conclusions 
Physical damage to residential buildings from hurricane wind, wave, and storm surge 
hazards was statistically modeled and hazard attributes that contribute significantly to damage and 
collapse were determined. Predictive data-based multi-hazard, hurricane fragility models for 
ordered categorical DS and binary collapse/non-collapse were developed as a function of 
maximum 3-second gust wind speed, maximum significant wave height, maximum surge depth, 
and maximum water speed. The proportional odds cumulative logit and logistic regression models 
were used to estimate the probability of being in or exceeding ordered categorical DS and the 
probability of collapse, respectively. The findings of this chapter are: 
 The proportional odds cumulative logit model showed high accuracy in estimating the 
probability of being in or exceeding categorical ordered DS as a function of simultaneous 
hurricane hazards.  
 The logistic regression model showed high accuracy in estimating the probability of 
collapse as a function of simultaneous hurricane hazards.  
 Maximum significant wave height was found to be the only significant predictor of 
damage for DS models, while maximum 3-second gust wind speed, maximum surge 
depth, and maximum water speed were found to be significant predictors for collapse. 
 Maximum water speed was found to be on the border of the significance level for one DS 
model and very close to the significance level for three DS models. 
 High collinearity was found between maximum surge depth and maximum significant 
wave height, resulting in VIF greater than 10. Therefore, models were constructed 
without the consideration of 𝐻S,max and 𝐷𝑚𝑎𝑥 in the same fragility model. 
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 Low sample numbers in WF0, WF1, WF4, and WF5 resulted in high CE for these DS and 
any response variable groupings of these DS.  
 Application of proportional odds cumulative logit and logistic regression models confirm 
the effectiveness of statistical models for development of multi-hazard hurricane fragility 
surfaces and identification of hazard variables that significantly contribute to damage and 
collapse.
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CHAPTER 3. DIAGNOSTIC AND COMPARISON APPROACHES FOR LOGISTIC 
REGRESSION IMPUTATION MODELS 
3.1 Introduction 
Missing data are common in nearly all areas of research and have a significant effect on 
conclusions drawn from the data (Ferrari et al., 2011). Although model-based imputation 
techniques (e.g., multiple imputation, MI; predictive mean matching, PMM) have become 
established as standard techniques for handling missing data, approaches to evaluate model 
performance are limited (Schomaker & Heumann, 2014). Evaluation of imputation model 
performance is essential to ensure validity and accuracy of the imputed data (Bernhardt, 2018; 
Cabras et al., 2011; Gelman et al., 2005; Nguyen et al., 2017) and to provide an approach for model 
comparison and selection among various imputation models (Fay, 1996; Meng, 1994). Current 
approaches evaluate the performance of one or more imputation models. When an individual 
imputation model is evaluated, model diagnostics are performed numerically or graphically to 
determine how well the model estimates missing values. When various imputation models are 
evaluated, model comparison is performed numerically on statistical models fitted on simulated 
imputed datasets to determine the model(s) that best meet evaluation criteria (e.g., lowest mean 
square error, comparing the distributions of the response variable). However, deficiencies in 
diagnostic and comparison approaches remain.  
Existing numerical model diagnostic approaches (e.g., Farhan & Fwa, 2014; Stuart et al., 
2009; Zhu et al., 2009) assess the imputation model itself and are performed through traditional 
approaches (e.g., linear regression diagnostics, residual analysis); however, these diagnostic 
techniques are limited to linear regression-based imputation models and hence, continuous 
variables. Graphical model diagnostic approaches (e.g., Abayomi et al., 2008; Van Buuren, 2012; 
White et al., 2011) assess the imputed values by visually comparing their distributions with the 
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distributions of the observed values or by using histograms and boxplots. These techniques yield 
qualitative evaluations that lose interpretability as the percentage of missingness increases.  
On the other hand, model comparison approaches evaluate the performance of several 
imputation models, and hence various imputation techniques, by performing simulation studies. 
Akande et al. (2017); Collins et al. (2001); and Raghunathan et al. (2001) simulated datasets with 
multiple missingness percentages generated from a complete dataset, and then imputed the 
simulated missing values using imputation techniques. The complete and imputed datasets were 
used as input to fit statistical models (e.g., linear regression model, logistic regression model). 
Comparison between the fitted statistical models was then performed by proposing a set of 
evaluation criteria (e.g., least mean square error values, least model coefficient variances). The 
model that best satisfied the evaluation criteria was considered to be the best model and used as 
the basis for identifying the “best” imputation technique. Although model comparison approaches 
were not limited to one missingness percentage, the evaluation criteria were applied to the 
statistical models fit using the imputed datasets and not to the imputation models themselves. 
Deficiencies in current diagnostic and comparison approaches are in the application of the 
approaches, where the approaches are either applicable to continuous variables with missing 
observations or to the statistical models fit using imputed datasets rather than to the imputation 
models. To my knowledge, no numerical diagnostic approach has been developed to evaluate the 
performance of imputation models for categorical variables (e.g., binary). This becomes a more 
significant issue when the application of graphical diagnostic approaches is impractical for data 
with a high percentage of missingness. On the other hand, application of comparison approaches 
does not maintain the percentage of missingness in the original dataset, and the approach is applied 
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to statistical models fit based on simulated datasets with various missingness percentages and not 
on the imputation models themselves.  
3.1.1 Aim and Approach  
To address these issues, the aim of Chapter 3 is to develop model diagnostic and 
comparison approaches that are suited to a known missingness percentage and imputation 
technique for binary categorical explanatory variables with missing observations. The proposed 
diagnostic approach numerically evaluates the fit of logistic regression-based imputation models 
using the logistic regression goodness of fit test. The proposed comparison approach numerically 
evaluates the performance of the imputation models themselves by finding the percentage of 
correctly imputed observations, expressed in terms of cross-classification rate (CCR). The 
diagnostic approach is applied on two model-based imputation techniques, defined as predictive 
mean matching (PMM) and multiple imputation (MI). The binary explanatory variable with 
missing observations is used as the response variable for the MI and PMM models, while the rest 
of the explanatory variables in the complete case dataset are used as the explanatory variables. 
After fitting and diagnosing the imputation models the comparison approach is applied. 
Observations from the complete datasets of every binary variable are randomly deleted to 
accomplish a missingness percentage equal to λ. The MI and PMM imputation models are then 
used to impute the deleted observations. The percentage of correctly classified observations, 
expressed as cross-classification rate (CCR), is calculated by comparing prior-and post-deletion 
values. The imputation model balancing a high CCR and low class error (CE) is chosen as the 
“final” imputation model.  
A dataset collected after 2005 Hurricane Katrina in coastal Mississippi is used for 
application of the methodology. After Hurricane Katrina and due to the large number of destroyed 
buildings, almost 45% of the field data describing foundation type and number of stories were 
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missing. The observed continuous variables (i.e., maximum 3-second wind speed, maximum 
significant wave height, maximum surge depth, maximum water speed, base flood elevation) 
describing the hazard parameters and environmental variables are used to impute missing 
foundation type and number of stories data for slab and elevated foundations of one-and two-story 
homes. 
3.2 Missing Data Imputation  
For a dataset with sample size N, G binary (i.e., levels 0 and 1) explanatory variables 
(𝑋1, 𝑋2, … , 𝑋𝐺) with missing observations, and F continuous explanatory 
variables (𝑋1, 𝑋2, … , 𝑋𝐹), two model-based imputation techniques T= (TPMM, TMI), defined as 
predictive mean matching (PMM) and multiple imputation (MI), are applied to impute 𝑋𝑔. For 
each variable 𝑋𝑔with missingness, sample sizes for the complete and missing case subdatasets are 
 𝑁𝑔,𝑐𝑐 and 𝑁𝑔,𝑚𝑖𝑠𝑠 respectively, where 𝑁𝑔 = 𝑁 =  𝑁𝑔,𝑐𝑐 +  𝑁𝑔,𝑚𝑖𝑠𝑠. Variables of these subdatasets 
are defined as  𝑋𝑔,𝑐𝑐, 𝑋𝑓,𝑐𝑐, 𝑋𝑔,𝑚𝑖𝑠𝑠, and 𝑋𝑓,𝑚𝑖𝑠𝑠, where the subscript “CC” denotes observations of 
fully-observed 𝑋𝑔, while the subscript “miss” denotes observations with missing 𝑋𝑔 values. The 
missing mechanism of the dataset is assumed to be missing at random (MAR), meaning that the 
probability of missing 𝑋𝑔values depends only on the observed variables in the dataset. Based on 
T, a set of two logistic regression-based imputation models 𝐿𝑅𝑔 = ( 𝐿𝑅𝑔,𝑃𝑀𝑀,  𝐿𝑅𝑔,𝑀𝐼) is fitted on 
the  𝑁𝑔,𝐶𝐶  complete cases. The response variable of  𝐿𝑅𝑔 is 𝑋𝑔, and the explanatory variables are 
𝑋𝑓.  
For TPMM, the imputation procedure imputes a missing value by matching its estimated 
predictive probability to the nearest complete case estimated predictive probability. A logistic 
regression model  𝐿𝑅𝑔,𝑃𝑀𝑀 is fitted on the complete cases as  
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 𝑙𝑛 (
𝑃(𝑋𝑔,𝑐𝑐=1)
1−𝑃(𝑋𝑔,𝑐𝑐=1)
) = 𝛼𝑔0 + ∑ 𝛼𝑔𝑓 𝑋𝑓,𝑐𝑐 
𝐹
𝑓=1 , (3.1) 
where 𝑃(𝑋𝑔,𝑐𝑐 = 1) is the probability of  𝑋𝑔,𝑐𝑐 being in level 1, 𝛼𝑔0 is the model intercept, and 
𝛼𝑔𝑓 are model coefficients.  
The estimated predictive probability that complete case observations 𝑥𝑔,𝑐𝑐 with explanatory 
variables 𝑥𝑓,𝑐𝑐 belong to level 1 is estimated as 
 𝑃(𝑥𝑔,𝑐𝑐 = 1) =
exp(𝛼𝑔0+∑ 𝛼𝑔𝑓 𝑋𝑓,𝑐𝑐 
𝐹
𝑓=1 )
1+exp(𝛼𝑔0+∑ 𝛼𝑔𝑓 𝑋𝑓,𝑐𝑐 
𝐹
𝑓=1 ) 
, (3.2) 
The estimated predictive probability that missing observations 𝑥𝑔,𝑚𝑖𝑠𝑠 with explanatory variable 
𝑥𝑓,𝑚𝑖𝑠𝑠 belong to level 1 is estimated as 
 𝑃(𝑥𝑔,𝑚𝑖𝑠𝑠 = 1) =
exp(𝛼𝑔0+∑ 𝛼𝑔𝑓 𝑋𝑓,𝑐𝑐 
𝐹
𝑓=1 )
1+exp(𝛼𝑔0+∑ 𝛼𝑔𝑓 𝑋𝑓,𝑐𝑐 
𝐹
𝑓=1 ) 
, (3.3) 
The absolute difference |𝐷𝑔| between 𝑃(𝑥𝑔,𝑚𝑖𝑠𝑠 = 1) and every 𝑃(𝑥𝑔,𝑐𝑐 = 1) is calculated 
and used to construct a distance matrix Q with number of rows representing the number of 
complete cases and number of columns representing the number of missing cases. For every 
column in Q, 𝑥𝑔,𝑚𝑖𝑠𝑠 is set equal to the 𝑥𝑔,𝑐𝑐 value corresponding to the row with the smallest 
|𝐷𝑔| value. For rows with equal |𝐷𝑔| values, 𝑥𝑔,𝑚𝑖𝑠𝑠 is selected as the mode of the corresponding 
𝑥𝑔,𝑐𝑐 values unless the variable levels are equally represented, in which case, 𝑥𝑔,𝑚𝑖𝑠𝑠 is selected at 
random. 
The application of TMI is dependent on the missingness pattern — arbitrary or monotone. 
For the arbitrary missingness pattern, MI using fully conditional specification (FCS) is used, while 
MI using logistic regression (LR) is used for the monotone missingness pattern. The imputation 
procedure for TMI generates 𝑀𝑔 imputations by performing draws from the predictive posterior 
distribution(s) of 𝑋𝑔,𝑐𝑐 conditioned on 𝑋𝑓,𝑐𝑐. The number of required imputations 𝑀𝑔 depends on 
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the fraction of missing data 𝜆𝑔 (Rubin, 1978) and is determined by the relative efficiency index 
𝑅𝐸 = (1 +
𝜆𝑔
𝑀𝑔
)
−1
. A value of 𝑀𝑔 is chosen so that 𝑅𝐸𝑔 is greater than 90%. The imputation 
algorithm sequentially iterates through the variables to impute the missing values using  𝐿𝑅𝑔,𝑀𝐼 
fitted on the complete cases as  
 𝑙𝑛 (
𝑃(𝑋𝑔,𝑐𝑐=1)
1−𝑃(𝑋𝑔,𝑐𝑐=1)
) = 𝛽𝑔0 + ∑ 𝛽𝑔𝑓 𝑋𝑓,𝑐𝑐 
𝐹
𝑓=1 , (3.4) 
where 𝑃(𝑋𝑔,𝑐𝑐 = 1) is the probability of  𝑋𝑔,𝑐𝑐 being in level 1, 𝛽𝑔0 is the model intercept, and 𝛽𝑔𝑓 
are model coefficients. For each 𝑋𝑔, the 𝑀𝑔 imputations result in 𝑀𝑔logistic regression models, 
𝑀𝑔 model intercepts, and 𝑀𝑔 × 𝐹 model coefficients, with differing intercepts and coefficients for 
each model, collectively defined as 𝛽𝑔. 
3.3 Point of Departure  
For each variable with missing observations (𝑋𝑔), the traditional MI technique is based on 
fitting imputation models 𝑀𝑔 times. This procedure results in 𝑀𝑔logistic regression models, 𝑀𝑔 
coefficients (𝛽𝑔) and hence, 𝑀𝑔 imputed datasets. Statistical analysis is then performed on the 𝑀𝑔 
imputed datasets resulting in 𝑀𝑔 statistical model coefficients. Values of the 𝑀𝑔 coefficients are 
pooled into a final result by averaging the coefficient values. While generating 𝑀𝑔 imputed 
datasets ensures variability in the imputed dataset without biasing estimates, pooling the statistical 
model coefficients results in one set of final statistical model coefficients rather than one set of 
final imputation model coefficients. Therefore, to obtain one final imputed dataset while 
maintaining variability, pooling is performed on the 𝑀𝑔 imputation model coefficients rather than 
on the 𝑀𝑔 statistical model coefficients. For each 𝑋𝑔, the proposed method is based on fitting 
imputation models 𝑀𝑔 times based on Equation 3.4. The intercepts and coefficients obtained from 
Equation 3.4 are pooled by averaging over the 𝑀𝑔 imputations to calculate the average estimated 
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intercepts and model coefficients, 𝛽𝑔̅̅ ̅, as 𝛽𝑔̅̅ ̅ =
1
𝑀𝑔
∑ 𝛽𝑚𝑔
𝑀𝑔
𝑚𝑔=1
 where 𝛽𝑚𝑔 is the estimate of 𝛽𝑔 in 
the 𝑚𝑔
𝑡ℎ model. Thus, the imputation model  𝐿𝑅𝑔,𝑀𝐼 is redefined as 
𝑙𝑛 (
𝑃(𝑋𝑔,𝑐𝑐=1)
1−𝑃(𝑋𝑔,𝑐𝑐=1)
) = 𝛽𝑔0̅̅ ̅̅ + ∑ 𝛽𝑔𝑓̅̅ ̅̅̅ 𝑋𝑓,𝑐𝑐 
𝐹
𝑓=1 , (3.5) 
The model defined in Equation 3.5 is used as the MI imputation model rather than that defined in 
Equation 3.4. The estimated predictive probability that an individual missing observation 𝑥𝑔,𝑚𝑖𝑠𝑠 
belongs to level 1 is calculated as 
𝑃(𝑥𝑔,𝑚𝑖𝑠𝑠 = 1) =
exp(𝛽𝑔0̅̅ ̅̅ ̅+∑ 𝛽𝑔𝑓̅̅ ̅̅ ̅̅  𝑋𝑓,𝑐𝑐 
𝐹
𝑓=1 )
1+exp(𝛽𝑔0̅̅ ̅̅ ̅+∑ 𝛽𝑔𝑓̅̅ ̅̅ ̅̅  𝑋𝑓,𝑐𝑐 
𝐹
𝑓=1 )
 . (3.6) 
Predictive probabilities for all missing observations are calculated based on Equation 3.6. 
If 𝑃(𝑥𝑔,𝑚𝑖𝑠𝑠 = 1) is greater than 0.5, the missing observation is imputed as level 1; otherwise, it 
is imputed as level 0. 
3.4 Imputation Model Diagnostic and Comparison Approaches  
As with any model-based procedure, the fit of the model should be checked using goodness 
of fit tests (Abayomi et al., 2008), and the subset of the variables to be used in the analysis should 
be determined (Collins et al., 2001). The model diagnostic approach is based on three criteria and 
is used to evaluate the fit of the imputation models and to determine the subset of the variables. 
The three criteria are defined as follows:  
1. Satisfaction of variable inflation factor (VIF).The VIF for 𝑋𝑓 is given as 𝑉𝐼𝐹𝑓 =
1
1−𝑅𝑓
2 , 
where 𝑅𝑓
2 is the coefficient of determination for a multiple regression model, considering 
𝑋𝑓 is the dependent variable and the remaining 𝑋𝑓 variables are the independent 
variables. A 𝑉𝐼𝐹𝑓 greater than 10 indicates that 𝑋𝑓 is almost a perfect linear combination 
of other explanatory variables (i.e., multicollinearity); therefore, the standard errors of the 
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model coefficients will be inflated. Any correlated variables (𝑋𝑓,𝑐𝑜𝑟𝑟) are not included 
simultaneously within PMM and MI imputation models.  
2. Satisfaction of model requirements (goodness of fit). The Hosmer and Lemeshow test is 
used to assess goodness of fit based on the chi-square test. Any imputation model with 
chi-square p-value < 0.05 is rejected. 
3. Statistical significance of model parameters. At least one explanatory variable must be 
significant or the imputation model is rejected. 
For each 𝑋𝑔 and each imputation technique, logistic regression models are fitted on every 
combination of 𝑋𝑓 resulting in 2 sets of (2
𝑋𝑓 − 1) − 𝐷 = 𝐾 imputation models [e. g. , 𝐿𝑅𝑔𝑀𝐼 =
(𝐿𝑅𝑔𝑀𝐼,1, … ,  𝐿𝑅𝑔𝑀𝐼,𝐾)] where each 𝐿𝑅𝑔𝑀𝐼  has 𝑀𝑔 imputations. D is the number of models with 
𝑋𝑓,𝑐𝑜𝑟𝑟. The three criteria defined previously are used to evaluate the 2K models. Models satisfying 
the three criteria are further evaluated based on the following comparison approach. 
From the 𝑁𝑔,𝐶𝐶 complete cases, missing values are randomly generated by deleting 
observations of 𝑋𝑔,𝑐𝑐 so that the percentage of missingness for 𝑋𝑔,𝑐𝑐 equals that of 𝑋𝑔 in the 
original dataset. The deletion procedure results in G sample datasets with sizes 𝑁𝑔𝑠, and 
variables 𝑋𝑔𝑠 and 𝑋𝑓𝑠 with complete and deleted cases defined as 𝑋𝑔𝑠,𝑐𝑐 and 𝑋𝑔𝑠,𝑚𝑖𝑠𝑠, respectively. 
Deleted observations 𝑥𝑔𝑠,𝑚𝑖𝑠𝑠 are imputed using the imputation models defined for TPMM (Equation 
3.1) and TMI (Equation 3.5), respectively. For every 𝐿𝑅𝑔  that satisfies the three criteria, an error 
matrix is constructed, where the sum of all frequencies in the matrix is 𝑁𝑔𝑠. Rows (j) of the matrix 
represent the frequency of the observed class levels for 𝑋𝑔𝑠,𝑚𝑖𝑠𝑠 prior to deletion, and columns (e) 
represent the frequency of the imputed class levels. The percentage of correctly imputed values, 
expressed as the cross-classification rate (𝐶𝐶𝑅𝐿𝑅𝑔), is calculated as 
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𝐶𝐶𝑅𝐿𝑅𝑔 =
∑ 𝑤𝐿𝑅𝑔,𝑗𝑗
2
𝑗=1
∑ ∑ 𝑤𝐿𝑅𝑔,𝑗𝑒
2
𝑒=1
2
𝑗=1
 , (3.7) 
where 𝑤𝐿𝑅𝑔,𝑗𝑗 represents the number of correctly classified observations found along the diagonal 
of the error matrix; and the denominator is equal to 𝑁𝑔𝑆. The percentage of each misclassified 
class, expressed as class error (CE), is calculated as 𝐶𝐸𝐿𝑅𝑔 = 1 −
𝑤𝐿𝑅𝑔,𝑗𝑗
∑ 𝑤𝐿𝑅𝑔,𝑗𝑒
2
𝑒=1
. Balance between  
CCR and CE is used to choose the “final” imputation model, where models with high CCR 
values but high CE values are considered less reasonable models for imputing binary variables 
with missing observations. 
3.5 Case Study  
A dataset containing observations describing hazard intensities and building attributes for 
N=866 single-family homes in the three counties of coastal Mississippi (Hancock, Harrison, 
Jackson) that border the Gulf of Mexico is used for the application of the methodology. The 
continuous variables (𝑋𝑓) are maximum 3-second gust wind speed (U3,max), maximum significant 
wave height (HS,max), maximum surge depth (Dmax), maximum water speed (Umax), and base flood 
elevations (𝑋𝐵𝐹𝐸). All hazard intensities represent the maximum values of the time series obtained 
from joint Simulating Waves Nearshore and ADvanced CIRCulation (SWAN+ADCIRC) models 
(Dietrich et al., 2012) after 2005 Hurricane Katrina. Data for variable 𝑋𝐵𝐹𝐸  were obtained from the 
FEMA Flood Map Service Center flood insurance rate maps (FIRMS) for Hancock (1983, 1987, 
1992), Harrison, (1980, 1983, 1984, 1988, 2002), and Jackson (1983, 1987, 1992) counties, 
respectively. The flood maps were georeferenced in ArcGIS and 𝑋𝐵𝐹𝐸 values were recorded at 
building footprint locations.  
The binary variables with missing data (𝑋𝑔) are foundation type (FT) and number of stories 
(NS), where the two levels are defined as (slab, elevated) and (one-story, two-story). Because of 
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the differences in hazard intensities between counties, it not optimal to use a single county's 
imputation model to FT and NS in other counties. This may result in a low accuracy of the 
imputation model; therefore, imputation models were fitted on a county scale. Table 3.1 shows the 
explanatory variables 𝑋𝑓 and the response variable 𝑋𝑔 of the imputation models.  
Table 3.1 Explanatory and response variables of the dataset used to fit the imputation models 
in Hancock, Harrison, and Jackson counties 
 Symbol Description Range (continuous) or Levels (binary) 
   Hancock Harrison Jackson 
𝑋𝑓 
U3,max Maximum 3-second gust wind speed (48.57-67.99) m/s (55.32-67.42) m/s (47.62-62.54) m/s 
HS,max Maximum significant wave height (0.3-3.22) m (0-2.22) m (0-1.84) m 
Dmax Maximum surge depth above local 
ground level 
(0.94-7.94) m (0-5.96) m (0-5.18) m 
Umax Maximum water speed (0.18-2.8) m/s (0-1.06) m/s (0-1.45) m/s 
XBFE Base flood elevation (0.35-5.23) m (0.34-4) m (0.32-4.31) m 
𝑋𝑔 
XFT Foundation type Slab (0), Elevated (1) 
XNS Number of stories One-Story (1), Two-Story (0) 
 
Frequency and percentage of observed (ƞ) or missingness (λ) for 𝑋𝐹𝑇 and 𝑋𝑁𝑆 are shown 
in Table 3.2. The missingness patterns of the three datasets were tested and were found to be 
arbitrary in the three counties. Based on the missingness percentage λ for 𝑋𝐹𝑇 and 𝑋𝑁𝑆, and using 
a relative efficiency index 𝑅𝐸 > 90%, the number of required imputations 𝑀𝑔 for TMI was 
calculated as 10. Correlation between HS,max and Dmax was found to be high, which results in 
𝑉𝐼𝐹𝐻𝑆,𝑚𝑎𝑥  and 𝑉𝐼𝐹𝐷𝑚𝑎𝑥  >10. Therefore, HS,max and Dmax were not included simultaneously in the 
same imputation models.  
Table 3.2 Frequency and percentages of observed (ƞ) or missingness (λ) for XFT and XNS in 
Hancock, Harrison, and Jackson counties 
County Hancock Harrison Jackson  
 Frequency (ƞ or λ) Frequency (ƞ or λ) Frequency (ƞ or λ) Total 
Slab 39 (21%) 86 (23%) 151(50%) 276 
Elevated Floor 56 (30%) 130 (34%) 40 (13%) 266 
Missing 89 (48%) 163 (43%) 112 (37%) 364 
One-Story 26 (14%) 160 (42%) 187 (62%) 373 
Two-Story 15 (8%) 39 (10%) 45 (15%) 99 
Missing 143 (78%) 180 (47%) 71 (23%) 394 
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3.5.2 Case Study Imputation Model Diagnostics 
For each imputation technique and each county, 23 logistic regression models were fitted. 
Table 3.3 shows the 𝐿𝑅𝑔𝑘  models that satisfied the three diagnostic criteria in each county. Cells 
with () indicate the variables that are included in each 𝐿𝑅𝑔𝑘 models. These models were used to 
impute 𝑋𝐹𝑇 and 𝑋𝑁𝑆 in each county of the study area. 
Table 3.3 Imputation models with variables that satisfied the three criteria for XFT and XNS in 
Hancock, Harrison, and Jackson counties for both TPMM and TMI 
 𝐿𝑅𝐹𝑇𝑘 𝑈3,𝑚𝑎𝑥   𝐻𝑆,𝑚𝑎𝑥 𝐷𝑚𝑎𝑥 𝑈𝑚𝑎𝑥 𝑋𝐵𝐹𝐸  𝐿𝑅𝑁𝑆𝑘 𝑈3,𝑚𝑎𝑥   𝐻𝑆,𝑚𝑎𝑥 𝐷𝑚𝑎𝑥 𝑈𝑚𝑎𝑥 𝑋𝐵𝐹𝐸  
H
an
co
ck
 
1      1      
2      2      
3      3      
4      4      
5      5      
6      6      
7      7      
8      8      
9      9      
10      10      
11            
12            
13            
14            
15            
16            
17            
18            
19            
20            
H
ar
ri
so
n
 
1      1      
2      2      
3      3      
4      4      
5            
6            
7            
Ja
ck
so
n
 
1      1      
2      2      
3      3      
4      4      
5      5      
6      6      
7      7      
8      8      
9      9      
Table 3.3 Continued 
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 𝐿𝑅𝐹𝑇𝑘 𝑈3,𝑚𝑎𝑥   𝐻𝑆,𝑚𝑎𝑥 𝐷𝑚𝑎𝑥 𝑈𝑚𝑎𝑥 𝑋𝐵𝐹𝐸  𝐿𝑅𝑁𝑆𝑘 𝑈3,𝑚𝑎𝑥   𝐻𝑆,𝑚𝑎𝑥 𝐷𝑚𝑎𝑥 𝑈𝑚𝑎𝑥 𝑋𝐵𝐹𝐸  
 10      10      
11      11      
12      12      
13      13      
14      14      
15      15      
16      16      
17            
18            
19            
20            
 
From the complete case subdatasets of 𝑋𝐹𝑇𝑠and 𝑋𝑁𝑆𝑠  in each county with sample sizes 
𝑁𝐹𝑇,𝐶𝐶 equal to (95, 216, 191) and 𝑁𝑁𝑆,𝐶𝐶 equal to (41, 199, 232), three sample datasets with 
sample sizes 𝑁𝑔𝑠 are constructed by randomly deleting observations. The observations are deleted 
so that 𝑁𝐹𝑇𝑠 is equal to (46, 93, 71) and 𝑁𝑁𝑆𝑠 is equal to (32, 94, 53), which represent equivalent 
missingness percentages (λ) to those defined in Table 3.2 in each county. The frequency and 
percentage of observed and missing (λ) cases for 𝑋𝐹𝑇𝑠and 𝑋𝑁𝑆𝑠  in the three subdatasets are shown 
in Table 3.4. The 𝑋𝑔𝑠 deleted observations for 𝑋𝐹𝑇𝑠and 𝑋𝑁𝑆𝑠were imputed based on the 𝐿𝑅𝑔𝑘 
models defined in Table 3.3.  
Table 3.4 Percentage of observed ƞ or missingness λ of XFTS and XNSS in Hancock, Harrison, 
and Jackson after observation deletion.  
 County Hancock Harrison Jackson 
 
 
Frequency (ƞ or λ) Frequency (ƞ or λ) Frequency (ƞ or λ) 
XFT 
Observed 49 (52%) 123 (57%) 120 (63%) 
Missing 46 (48%) 93 (43%) 71 (37%) 
XNS 
Observed 9 (22%) 105 (53%) 179 (77%) 
Missing 32 (78%) 94 (47%) 53 (23%) 
 
3.5.3 Case Study Imputation Model Comparison  
 
Among the models defined in Table 3.3 and for each T and each 𝑋𝑔, one imputation model 
𝐿𝑅𝑔𝑘with the highest CCR and the lowest CE was chosen. Error matrix values for 𝐿𝑅𝐹𝑇𝐾and 𝐿𝑅𝑁𝑆𝐾  
obtained from TPMM and TMI are provided in Tables 3.5 and 3.6, respectively. Rows of the matrices 
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represent the frequency of slab, elevated foundation, and one- and two-stories prior to deletion, 
while columns represent the frequency of the imputed binary variable levels after the deletion.  
The results show that in general the performance of PMM imputation models is higher than that 
of the MI imputation models, with CCR ranging from 58% to 91%. For 𝑋𝐹𝑇 in Hancock and 
Jackson counties, 𝐿𝑅𝐹𝑇13 and 𝐿𝑅𝐹𝑇12 models resulting from TPMM have higher 𝐶𝐶𝑅𝐿𝑅𝐹𝑇 and lower 
𝐶𝐸𝐿𝑅𝐹𝑇 than 𝐿𝑅𝐹𝑇2 and 𝐿𝑅𝐹𝑇12resulting from TMI. In Harrison, TMI model  𝐿𝑅𝐹𝑇5 has higher 
𝐶𝐶𝑅𝐿𝑅𝐹𝑇 and lower 𝐶𝐸𝐿𝑅𝐹𝑇 than of TPMM model 𝐿𝑅𝐹𝑇2. For 𝑋𝑁𝑆 in Hancock, TPMM model  𝐿𝑅𝑁𝑆6 
has higher 𝐶𝐶𝑅𝐿𝑅𝑁𝑆 than that of TMI model 𝐿𝑅𝑁𝑆8. Therefore, 𝐿𝑅𝑁𝑆6 was chosen for 𝑋𝑁𝑆 in 
Hancock. In Harrison, TPMM model 𝐿𝑅𝑁𝑆3 has higher 𝐶𝐶𝑅𝐿𝑅𝑁𝑆 value and lower 𝐶𝐸𝐿𝑅𝑁𝑆 than those 
of TMI model 𝐿𝑅𝑁𝑆3 resulting from. Therefore, 𝐿𝑅𝑁𝑆4was chosen for 𝑋𝑁𝑆 in Hancock. In Jackson 
TPMM model 𝐿𝑅𝑁𝑆9  has higher 𝐶𝐶𝑅𝐿𝑅𝑁𝑆 and lower 𝐶𝐸𝐿𝑅𝑁𝑆 than those of TMI model 𝐿𝑅𝑁𝑆6. 
Therefore, 𝐿𝑅𝑁𝑆9was chosen for 𝑋𝑁𝑆 in Jackson. Based on the CCR and CE values, “final” 
imputation models, shaded in Tables 3.5 and 3.6, are defined for 𝑋𝐹𝑇 and 𝑋𝑁𝑆 in each county of 
the study area.  
Equations 3.8 and 3.10 define final TPMM imputation models LR13 and LR12 for foundation 
type in Hancock and Jackson counties, respectively, while Equation 3.9 defines the final TMI 
imputation model (LR5) for foundation type in Harrison county. These models estimate the 
probability that buildings with missing foundation data have elevated foundations. 
𝑙𝑛 (
𝑃(𝑋𝐹𝑇 =Elevated)
1−𝑃(𝑋𝐹𝑇 =Elevated)
) = −6.14 + 1.83𝐷𝑚𝑎𝑥 − 2.84𝑈𝑚𝑎𝑥 , (3.8) 
 
𝑙𝑛 (
𝑃(𝑋𝐹𝑇 =Elevated)
1−𝑃(𝑋𝐹𝑇 =Elevated)
) = 0.37 − 0.26𝐷𝑚𝑎𝑥 + 0.6𝑋𝐵𝐹𝐸 , (3.9) 
 
𝑙𝑛 (
𝑃(𝑋𝐹𝑇 =Elevated)
1−𝑃(𝑋𝐹𝑇 =Elevated)
) = −2.86 + 0.29𝐷𝑚𝑎𝑥 + 4.18𝑈𝑚𝑎𝑥 .  (3.10)
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Table 3.5 Observed vs. imputed X𝑔
S
 error matrices, CE, and CCR for XFTS in Hancock, Harrison, and Jackson Counties  
Hancock   Harrison Jackson 
 Imputed 𝑋𝑔𝑠 
 T  𝐿𝑅𝐹𝑇𝐾 Slab Elevated 𝐶𝐸𝐿𝑅𝐹𝑇 𝐶𝐶𝑅𝐿𝑅𝐹𝑇 𝐿𝑅𝐹𝑇𝐾 Slab Elevated 𝐶𝐸𝐿𝑅𝐹𝑇 𝐶𝐶𝑅𝐿𝑅𝐹𝑇 𝐿𝑅𝐹𝑇𝐾 Slab Elevated 𝐶𝐸𝐿𝑅𝐹𝑇 𝐶𝐶𝑅𝐿𝑅𝐹𝑇 
O
b
se
rv
ed
 𝑋
𝑔
𝑠
 
TPMM 
Slab 
13 
20 3 13% 
91% 2 
23 15 39% 
58% 12 
49 9 16% 
83% 
Elevated 1 22 4% 24 31 44% 3 10 23% 
TMI 
Slab 
2 
7 16 70% 
61% 5 
17 21 55% 
67% 12 
46 12 21% 
76% 
Elevated 2 21 9% 10 45 18% 5 8 38% 
 
Table 3.6 Observed vs. imputed X𝑔
S
 error matrices, CE, and CCR for XNSS in Hancock, Harrison, and Jackson Counties  
Hancock   Harrison Jackson 
   Imputed 𝑋𝑔𝑠 
 T  𝐿𝑅𝑁𝑆𝐾 
One-
Story 
Two-
Story 
𝐶𝐸𝐿𝑅𝑁𝑆 𝐶𝐶𝑅𝐿𝑅𝑁𝑆 𝐿𝑅𝑁𝑆𝐾 
One-
Story 
Two-
Story 
𝐶𝐸𝐿𝑅𝑁𝑆 𝐶𝐶𝑅𝐿𝑅𝑁𝑆 𝐿𝑅𝐹𝑇𝐾 
One-
Story 
Two-
Story 
𝐶𝐸𝐿𝑅𝑁𝑆 𝐶𝐶𝑅𝐿𝑅𝑁𝑆 
O
b
se
rv
ed
 𝑋
𝑔
𝑠
 
TPMM 
One-Story 
6 
20 0 0% 
88% 3 
71 2 3% 
78% 9 
37 8 18% 
77% 
Two-Story 4 8 33% 19 2 90% 4 4 50% 
TMI 
One-Story 
8 
16 4 20% 
84% 4 
73 0 0% 
78% 6 
37 8 18% 
75% 
Two-Story 1 11 8% 21 0 100% 5 3 63% 
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Equations 3.11, 3.12 and 3.13 define the final TPMM imputation models LR6, LR3, and LR9 
for number of stories in Hancock, Harrison and Jackson counties, respectively. These models 
estimate the probability the buildings with missing number of stories data are one-story buildings. 
𝑙𝑛 (
𝑃(𝑋𝑁𝑆=One−story )
1−𝑃(𝑋𝑁𝑆=One−story)
) = 24.28 − 0.32𝑈3,𝑚𝑎𝑥 − 5.62𝐻𝑆,𝑚𝑎𝑥 , (3.11) 
 
𝑙𝑛 (
𝑃(𝑋𝑁𝑆=One−story)
1−𝑃(𝑋𝑁𝑆=One−story)
) = 2.66 + 0.2𝐷𝑚𝑎𝑥 − 6.08𝑈𝑚𝑎𝑥 , (3.12) 
 
𝑙𝑛 (
𝑃(𝑋𝑁𝑆=One−story)
1−𝑃(𝑋𝑁𝑆=One−story)
) = 5.67 − 0.06𝑈3,𝑚𝑎𝑥 − 0.33𝐷𝑚𝑎𝑥 . (3.13) 
 
Although the study was restricted to binary missing explanatory variables, LRPMM 
imputation models performed better than LRMI imputation models in imputing foundation type and 
number of stories for five of the six models in the three counties of the study area. The missing 
observations have been imputed as a function of only continuous observed variables (i.e., hazard 
intensities, base flood elevation) without considering other building attributes; therefore, more 
observed building attributes in regions that share similar common building construction patterns 
are needed. Application of the developed approaches on comprehensive datasets will enable 
stronger evaluation of the performance of imputation models.  
3.6 Summary and Conclusions 
Imputation model diagnostic and comparison approaches were developed for binary 
variable imputation techniques. The developed diagnostic approach was used to evaluate the fit of 
the individual imputation model, while the developed comparison approach was used to evaluate 
the performance of several imputation models. Logistic regression PMM and MI imputation 
models were used to impute categorical variables with missing observations based on other 
continuous observed variables in the dataset. The MI imputation technique was modified to 
maintain variability resulting from the M imputations and to obtain one imputed datasets. A case 
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study based on a dataset collected in coastal Mississippi after 2005 Hurricane Katrina 
demonstrated the application of the methodology. Missing foundation type and number of stories 
for single-family homes were imputed as a function of hazard intensities and base flood elevation. 
The contributions of this chapter are: 
 Development of diagnostic approach for binary categorical variables with missing 
observations rather than continuous variables with missing observations. 
 Development of comparison approach to evaluate the performance of imputation models 
rather than performance of statistical models fitted on the imputed datasets.  
 Maintaining the percentage of missingness and enshrining consistency in fitting and 
evaluation of the models by developing the comparison approach on dataset with an 
equivalent missingness percentage to that in the original dataset.  
 For the case study, application of the diagnostic and comparison approaches showed an 
effective approach to evaluate the fit of individual imputation model, and the 
performance of several imputation models. 
 For the case study, the average performance accuracy of PMM imputation models was 
9% greater than that of MI models for foundation type. 
 For the case study, the average performance accuracy of PMM imputation models was 
2% greater than that of MI models for number of stories.  
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CHAPTER 4. PREDICTIVE DATA-BASED FRAGILITY MODEL FOR SINGLE 
FAMILY HOMES SUBJECTED TO WIND, WAVE, AND FLOOD 
HAZARDS CONSIDERING FOUNDATION TYPE AND NUMBER OF 
STORIES 
4.1 Introduction  
Data-based fragility models account for a range of variables (Nateghi et al., 2011) that 
inﬂuence building damage, use observed data from similar past events to predict future building 
damage, and consider variability in building and environmental attributes (Pitilakis et al., 2014). 
If field data are representative of a range of hazard parameters, building attributes, and building 
damage data, statistical models will accurately predict damage and identify variables that 
significantly contribute to damage. External validity, used to assess the performance of statistical 
models, provides a realistic evaluation of model prediction accuracy. This is an advantage over 
simulation-based fragility models, as the lack of observed data has been identified as an issue in 
quantification of model prediction accuracy (Baradaranshoraka et al., 2017; Ellingwood et al., 
2004).  
Data-based fragility models have been recently implemented to estimate the probability of 
collapse or being in or exceeding a specified damage state for buildings as a function of hazard 
parameters (H), and environmental (E) and building attributes (A). Hatzikyriakou and Lin (2018) 
developed a cumulative logit fragility model to predict the probability of a home being in or 
exceeding a certain damage state as a function of H (i.e., flood inundation, wave height, dune 
erosion) and E (i.e., base flood elevation). Hatzikyriakou et al. (2015) developed a component-
based logistic regression fragility model to predict the probability of collapse for single-family 
home foundations, exterior walls, and siding as a function of E (i.e., distance from the coast, ground 
elevation) and A (i.e., elevation of the lowest horizontal member, structure height above lowest 
horizontal member, house age, building perimeter). Tomiczek et al. (2014a) developed a 
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multivariate regression fragility model to estimate the probability of collapse for pile-elevated, 
wood-framed buildings as a function of H (i.e., maximum significant wave height, breaking wave 
height, maximum current velocity) and A (i.e., freeboard height, building age). In the previous 
studies, building damage was modeled as a function of main explanatory variable effects (i.e., H, 
E, A), where none of the studies discussed above modeled damage as a function of H, E, A main 
effects and their interactions (e.g., HE, HA, EA). While modeling building damage as a function 
of main explanatory variables reflects the simultaneous effect of these variables on damage, failure 
to account for the interactions lead to bias and misinterpretation of the model coefficients. 
Significant interaction terms reflect variation of the effect of one main explanatory variable on the 
response variable based on levels of another main explanatory variables (Jaccard & Turrisi, 2003) 
and must be considered.  
Specific to building fragility, Tomiczek et al. (2017) used multiple linear regression to 
estimate the probability of damage as a function of H (i.e., maximum water velocity, maximum 
water depth) and A (i.e., minimum freeboard, relative shielding, age), and HA interaction (i.e., 
maximum water velocity and relative shielding). They found that HA interaction term is an 
important factor that significantly contributes to damage. Although not specific to buildings, Reed 
et al. (2016) developed a logit fragility model to predict damage for power systems as a function 
of H and two (HH) and three (HHH) factor interaction terms, while Kameshwar and Padgett (2018) 
developed wind buckling and storm surge flotation fragility models for oil storage tanks as a 
function of H, A and AA interaction terms.  
Although previous studies have considered interactions in the development of the fragility 
models, coefficients of interaction terms have not been interpreted (e.g., through odds ratio), and 
inference and interpretation have been limited to the indication of the degree of significance. 
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Interactions between continuous and categorical variables (HA) are easier and more meaningful 
to interpret than interaction between continuous variables (HH) or between categorical variables 
(AA); however, HA terms have not been directly modeled and interpreted in the development of 
data-based building fragility models. When HA terms are statistically significant, they indicate 
that the effect of H on damage varies for the levels of A; therefore, damage prediction must be 
based on both main and interaction terms. The contributions of this chapter are the development 
of data-based fragility models as a function of main hazard parameters (H) and environmental (E) 
and building attributes (A) effects and the two-factor interaction terms of hazard parameters and 
building attributes (HA). Additionally, the interpretation of hazard effect on damage is provided 
based on increased hazard taking into consideration the building attributes. These are advantages 
over the current data-based building fragility models, where the current models are developed 
either as a function of main effects, or as a function of main and interactions term effects but 
without inference and interpretation of the coefficients.  
4.1.1 Aim 
The aim of Chapter 4 is to develop predictive data-based multi-hazard, hurricane fragility 
models for single-family homes as a function of continuous variables (H, E), categorical variables 
(A), and two-factor interaction (HA) of H and A variables. The H variables are maximum 3-second 
gust wind speed, maximum significant wave height, maximum surge depth, and maximum water 
speed. The E variable is the FEMA-derived base flood elevation from National Flood Insurance 
Program (NFIP) Rate Maps (FIRMS). The A variables are foundation type and number of stories 
imputed from Chapter 3. The HA interactions are the product of H and A variables. Videographic 
damage and building attribute data recorded in coastal Mississippi after Hurricane Katrina, 
simulated hazard data computed by the tightly-coupled Simulating WAves Nearshore and 
ADvanced CIRCulation (SWAN+ADCIRC) model, and base flood elevation values are the model 
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inputs. Global building damage (i.e., description of the overall building damage) is assessed using 
the seven-category Wind and Flood (WF) Damage Scale developed by Friedland and Levitan 
(2009). The models are developed for ordered categorical damage states (DS) and binary 
collapse/non-collapse, where the probability of being in or exceeding a specified DS and the 
probability of collapse are estimated using proportional odds cumulative logit and logistic 
regression models, respectively. Hatzikyriakou et al. (2015), Reed et al. (2016), and Kameshwar 
and Padgett (2018) all used logistic regression with interaction terms for hurricane damage models, 
while Reese et al. (2011) used logistic regression without interaction terms for tsunami damage 
models. Proportional odds cumulative logit models without interaction terms were used by Charvet 
et al. (2014a), Charvet et al. (2014b), and Charvet et al. (2015) for tsunami damage models, and 
by Lallemant et al. (2015) and Hatzikyriakou and Lin (2018) for earthquake and hurricane damage 
models, respectively. Model prediction accuracy is evaluated using external cross-validation (CV), 
specifically using “leave-one-out” cross-validation (LOOCV) and expressed in terms of the cross-
classification rate (CCR). 
4.2 Data 
4.2.1 Global Building Damage Response Variable  
The global building DS response variable (Y) was derived from visual damage assessment 
of each surveyed building using the Wind and Flood (WF) Damage Scale developed by Friedland 
and Levitan (2009). Detailed description regarding the damage assessment and aggregation of the 
global building DS response variable (Y) are presented in Section 2.2.1. Results of the field 
investigation for 866 single-family homes are presented in Table 4.1. The aggregated Wind and 
Flood Damage State (WFDS) representing the global building DS response variable Y for n 
models, each with j levels, DSj,n, is presented in Table 4.2.  
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Table 4.1  Explanatory variables used to construct the fragility models. 
Levels, j Damage states  Number of buildings Percent of buildings 
1 WF0=No damage 4 0.46% 
2 WF1=Minor damage 7 0.81% 
3 WF2=Moderate damage 60 6.96% 
4 WF3=Severe damage 349 40.30% 
5 WF4=Very severe damage 45 5.20% 
6 WF5=Partial collapse 42 4.85% 
7 WF6=Collapse  359 41.45% 
 
Table 4.2 Model (n), number of observations in each WFDS, and global building DS response 
variable levels for each model, DSj,n. 
Model (n) WF0 WF1 WF2 WF3 WF4 WF5 WF6 
No. Obs. 4 7 60 349 45 42 359 
1 DS1,1 DS2,1 DS3,1 DS4,1 DS5,1 DS6,1 DS7,1 
2 DS1,2 DS2,2 DS3,2 DS4,2 DS5,2 
3 DS1,3 DS2,3 DS3,3 DS4,3 
4 DS1,4 DS2,4 DS3,4 
5 DS1,5 DS2,5 DS3,5 DS4,5 
6 DS1,6 DS2,6 DS3,6 
7 DS1,7 DS2,7 DS3,7 
8 DS1,8 DS2,8 DS3,8 DS4,8 
9 DS1,9 DS2,9 DS3,9 
10 DS1,10 DS2,10 DS3,10 
11 DS1,11 DS2,11 DS3,11 DS4,11 DS5,11 DS6,11 
12 DS1,12 DS2,12 DS3,12 DS4,12 DS5,12 
13 DS1,13 DS2,13 DS3,13 DS4,13 
14 DS1,14 DS2,14 DS,314 
15 DS1,15 DS2,15 DS3,15 DS4,15 
16 DS1,16 DS2,16 DS3,16 
17 DS1,17 DS2,17 DS3,17 
18 DS1,18 DS2,18 DS3,18 DS4,18 
19 DS1,19 DS2,19 DS3,19 DS4,19 
20 DS1,20 DS2,20 DS3,20 DS4,20 
21 DS1,21 DS2,21 DS3,21 DS4,21 DS5,21 
22 DS1,22 DS2,22 DS3,22 DS4,22 DS5,22 
23 DS1,23 DS2,23 DS3,23 DS4,23 DS5,23 
24 DS1,24 DS2,24 DS3,24 DS4,24 DS5,24 DS6,24 
25 DS1,25 DS2,25 DS3,25 DS4,25 DS5,25 
26 DS1,26 DS2,26 DS3,26 DS4,26 
27 DS1,27 DS2,27 DS3,27 
28 DS1,28 DS2,28 DS3,28 DS4,28 
29 DS1,29 DS2,29 DS3,29 DS4,29 
30 DS1,30 DS2,30 DS3,30 
31 DS1,31 DS2,31 DS3,31 DS4,31 DS5,31 
32 DS1,32 DS2,32 DS3,32 DS4,32 
33 DS1,33 DS2,33 DS3,33 DS4,33 DS5,33 
34 DS1,34 DS2,34 DS3,34 DS4,34 DS5,34 DS6,34 
35 DS1,35 DS2,35 DS3,35 DS4,35 DS5,35 
Table 4.2 Continued  
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Model (n) WF0 WF1 WF2 WF3 WF4 WF5 WF6 
36 DS1,36 DS2,36 DS3,36 DS4,36 
37 DS1,37 DS2,37 DS3,37 
38 DS1,38 DS2,38 
39 DS1,39 DS2,39 
 
4.2.2 Computationally-Modeled Explanatory Hazard Variables 
Hazard attributes were characterized using the coupled SWAN +ADCIRC models (Bunya 
et al., 2010; Dietrich et al., 2010). ADCIRC is tightly coupled with the SWAN model, which 
evaluating both models to run on the same unstructured mesh and computational cores (Dietrich 
et al., 2012). Detailed descriptions regarding the simulated hazard variables are presented in 
Section 2.2.2 and Appendix A.  
Table 4.3 lists the continuous explanatory variables (𝑋ℎ) and (𝑋𝐵𝐹𝐸), and the binary 
categorical variables (𝑋𝑎) used to fit the fragility models. Variable 𝑋ℎ are the maximum values of 
the time series obtained from the coupled SWAN+ADCIRC models. 
Table 4.3 Explanatory variables used to construct the fragility models 
𝑋ℎ Symbol Description Range/Levels 
x1 𝑈3.max Maximum 3-second gust wind speed [47.63-67.99] m/s 
x2 𝐻𝑆,𝑚𝑎𝑥 Maximum significant wave height  [0-3.20] m 
x3 𝐷𝑚𝑎𝑥 Maximum surge depth above local ground  [0-7.94] m 
x4 𝑈𝑚𝑎𝑥  Maximum water speed [0-2.80] m/s 
𝑋𝐵𝐹𝐸   Base flood elevation [0.32-5.23] m 
𝑋𝑎  Building attributes  Foundation type/Number of stories 
𝑋𝐹𝑇  
𝑋𝐹𝑇,0  Elevated 
𝑋𝐹𝑇,1  Slab 
𝑋𝑁𝑆 
𝑋𝑁𝑆,1  One-Story 
𝑋𝑁𝑆,0  Two-Story 
 
The maximum surge depth (𝐷𝑚𝑎𝑥) at the centroid of each building footprint was calculated 
as the difference between maximum water level (max) and the bathymetry / topography (m) of the 
SL16 mesh (NAVD88) at that location. Variable 𝑋𝐵𝐸𝐹 is the base flood elevation (BFE) obtained 
from the FEMA Flood Map Service Center flood maps for Hancock (1983, 1987, 1992), Harrison, 
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(1980, 1983, 1984, 1988, 2002), and Jackson (1983, 1987, 1992) counties, respectively. The flood 
maps were georeferenced in ArcGIS and 𝑋𝐵𝐹𝐸 values were recorded at building footprint locations.  
4.3 Methodology  
4.3.1 Fragility Modeling  
The generalized forms of binary logistic regression, without and with HA interaction terms, 
respectively, are given as  
logit[𝑃] = ln [
𝑃
1−𝑃
] = 𝛼 + ∑ 𝛽ℎ𝑥ℎ + 𝛽𝑏𝑋𝐵𝐹𝐸 + ∑ 𝛽𝑎𝑥𝑎
𝐴
𝑎=1
𝐻
ℎ=1  , and  (4.1) 
logit[𝑃] = ln [
𝑃
1−𝑃
] = 𝛼 + ∑ 𝛽ℎ𝑥ℎ + 𝛽𝑏𝑋𝐵𝐹𝐸 + ∑ 𝛽𝑎𝑥𝑎
𝐴
𝑎=1
𝐻
ℎ=1 + ∑ ∑ 𝛽ℎ𝑎
𝐴
𝑎=1 𝑥ℎ𝑥𝑎
𝐻
ℎ=1  , (4.2) 
where 𝑃 denotes the probability of collapse; logit[𝑃] is the logit link function, which is equal to 
the natural logarithm (log) of the odds of collapse; 𝛼 is the model intercept; 𝛽ℎ are hazard model 
coefficients, 𝛽𝑏 is base flood elevation model coefficient, 𝛽𝑎 are building attribute model 
coefficients, and 𝛽ℎ𝑎 are hazard and building attribute interaction term coefficients.  
To model the ordered categorical multinomial response (e.g., DS), logistic regression is 
extended to the proportional odds cumulative logit model, which uses cumulative probabilities to 
evaluate ordered categories with the proportional odds assumption that curves of the various 
cumulative logits are parallel. For response variable 𝑌 with ordinal levels 1 to 𝐽 (Table 4.2) and 
𝐻 hazard variables 𝑥1, 𝑥2, … , 𝑥𝐻, one E environmental variable (𝑋𝐵𝐹𝐸), and A building attribute 
variables 𝑥1, 𝑥2, … , 𝑥𝐴 (Table 4.3), the log odds of response Y being in level j or greater, without 
and with HA interactions, respectively, are given for j ≥ 2 as 
𝑙𝑜𝑔𝑖𝑡[𝑃(𝑌 ≥ 𝑗)] = ln [
𝑃(𝑌≥𝑗)
1−𝑃(𝑌≥𝑗)
] = 𝛼𝑗 + ∑ 𝛽ℎ𝑥ℎ
𝐻
ℎ=1 + 𝛽𝑏𝑋𝐵𝐹𝐸 + ∑ 𝛽𝑎𝑥𝑎
𝐴
𝑎=1  , and (4.3) 
𝑙𝑜𝑔𝑖𝑡[𝑃(𝑌 ≥ 𝑗)] = ln [
𝑃(𝑌≥𝑗)
1−𝑃(𝑌≥𝑗)
] = 𝛼𝑗 + ∑ 𝛽ℎ
𝐻
ℎ=1 𝑥ℎ + 𝛽𝑏𝑋𝐵𝐹𝐸 + ∑ 𝛽𝑎𝑥𝑎
𝐴
𝑎=1 +
∑ ∑ 𝛽ℎ𝑎
𝐴
𝑎=1 𝑥ℎ𝑥𝑎
𝐻
ℎ=1  , (4.4) 
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where the interactions between building attributes and hazard are represented as the sum of hazard 
and building attribute product terms “𝑥ℎ𝑥𝑎 .” Both Equations 4.3 and 4.4 result in a set of J – 1 
equations with unique intercepts (𝛼𝑗) and common slopes (𝛽ℎ, 𝛽𝑏, 𝛽𝑎, 𝛽ℎ𝑎).  
To interpret the influence of increasing continuous main effects (i.e., 𝑋ℎ, 𝑋𝐵𝐹𝐸) on damage, 
the specific odds ratios (MORℎ and MOR𝐵𝐹𝐸) for two values of 𝑥ℎ (i.e., 𝑥ℎ1, 𝑥ℎ2) and 𝑋𝐵𝐹𝐸 
(i.e., 𝑥𝐵𝐹𝐸1, 𝑥𝐵𝐹𝐸2) with 𝑀ℎunit increase (i.e., where 𝑥ℎ2 − 𝑥ℎ1 = 𝑀ℎ) and 𝑀𝐵𝐹𝐸  unit increase 
(i.e., where 𝑥𝐵𝐹𝐸2 − 𝑥𝐵𝐹𝐸1 = 𝑀𝐵𝐹𝐸), respectively, are calculated as  
MORℎ(1,2) = exp[𝑀ℎ𝛽ℎ)] =
𝑃(𝑌≥𝑗|𝑋ℎ=𝑥ℎ1) 𝑃(𝑌<𝑗|𝑋ℎ=𝑥ℎ1)⁄
𝑃(𝑌≥𝑗|𝑋ℎ=𝑥ℎ2) 𝑃(𝑌<𝑗|𝑋ℎ=𝑥ℎ2)⁄
 , and (4.5) 
MOR𝐵𝐹𝐸(1,2) = exp[𝑀𝐵𝐹𝐸𝛽𝑏] =
𝑃(𝑌≥𝑗|𝑋𝐵𝐹𝐸=𝑥𝐵𝐹𝐸1) 𝑃(𝑌<𝑗|𝑋𝐵𝐹𝐸=𝑥𝐵𝐹𝐸1)⁄
𝑃(𝑌≥𝑗|𝑋𝐵𝐹𝐸=𝑥𝐵𝐹𝐸2) 𝑃(𝑌<𝑗|𝑋𝐵𝐹𝐸=𝑥𝐵𝐹𝐸2)⁄
 . (4.6) 
𝑀ℎ and 𝑀𝐵𝐹𝐸  are scaling factors that represent multiple or fraction of unit increases in hazard 
intensities and base flood elevation. MORℎ(1,2) and MOR𝐵𝐹𝐸(1,2)describe the numerical odds of a 
building being in a higher damage level rather than a lower damage level for each 𝑀ℎ or 𝑀𝐵𝐹𝐸  unit 
increase in 𝑋ℎ and𝑋𝐵𝐹𝐸, holding the other variables constant. For logistic regression models 
MORℎ(1,2) and MOR𝐵𝐹𝐸(1,2) describe the numerical odds of collapse for each 𝑀ℎ or 𝑀𝐵𝐹𝐸  unit 
increase in 𝑋ℎ and 𝑋𝐵𝐹𝐸, holding the other variables constant. 
To interpret the influence of the categorical binary building attribute levels on damage (i.e., 
main effects of A), the odds ratio (OR𝑎) for two levels of 𝑥𝑎 (i.e., 𝑥𝑎0, 𝑥𝑎1) is calculated as 
MOR𝑎(0,1) = exp(𝛽𝑎) =
𝑃(𝑌≥𝑗|𝑋𝑎=𝑥𝑎1) 𝑃(𝑌<𝑗|𝑋𝑎=𝑥𝑎1)⁄
𝑃(𝑌≥𝑗|𝑋𝑎=𝑥𝑎0) 𝑃(𝑌<𝑗|𝑋𝑎=𝑥𝑎0)⁄
 . (4.7) 
MOR𝑎(0,1) describes the numerical odds of a building being in a higher damage level rather than a 
lower damage level when a building has level 𝑥𝑎1 rather than 𝑥𝑎0 of 𝑋𝑎, holding the other variables 
constant. For logistic regression models, MOR𝑎(0,1) describes the numerical odds of collapse when 
a building has attribute level 𝑥𝑎1 rather than 𝑥𝑎0 of 𝑋𝑎, holding the other variables constant. Given 
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building attributes 𝑋𝑎,0 and 𝑋𝑎,1, the odds ratio MORℎ𝑎(1,2)for HA interaction terms is calculated 
as 
MORℎ𝑎(1,2) = exp(𝑀ℎ𝛽ℎ𝑎) .  (4.8) 
 
This value describes the numerical odds of a building being in a higher damage level rather 
than a lower damage level for two values of 𝑥ℎ (i.e., 𝑥ℎ1, 𝑥ℎ2) with 𝑀ℎunit increase across levels 
of a building attribute (i.e., 𝑋𝑎,0, 𝑋𝑎,1). For logistic regression models, MORℎ𝑎(1,2)describes the 
numerical odds of collapse for two values of 𝑥ℎ (i.e., 𝑥ℎ1, 𝑥ℎ2) with 𝑀ℎunit increase across levels 
of a building attribute (i.e., 𝑋𝑎,0, 𝑋𝑎,1). The odds ratio for HA interaction terms also equals the ratio 
of two odds ratios MORℎ(1,2)|𝑋𝑎,0 and MORℎ(1,2)|𝑋𝑎,1 and is given as  
MORℎ𝑎(1,2) =
MORℎ(1,2)|𝑋𝑎,1
MORℎ(1,2)|𝑋𝑎,0
=
exp 𝑀ℎ(𝛽ℎ+𝛽ℎ𝑎)|𝑋𝑎,1
exp(𝑀ℎ𝛽ℎ)|𝑋𝑎,0
=
𝑃(𝑌≥𝑗|𝑋ℎ=𝑥ℎ1) 𝑃(𝑌<𝑗|𝑋ℎ=𝑥ℎ1)|𝑋𝑎,1⁄
𝑃(𝑌≥𝑗|𝑋ℎ=𝑥ℎ2) 𝑃(𝑌<𝑗|𝑋ℎ=𝑥ℎ2)⁄ |𝑋𝑎,0
, (4.9) 
where MORℎ(1,2)|𝑋𝑎,0 is the odds of being in a higher damage level rather than a lower damage 
level for 𝑀ℎ unit increase of 𝑥ℎ (i.e., 𝑥ℎ1, 𝑥ℎ2) given building attribute level 𝑋𝑎,0. MORℎ(1,2)|𝑋𝑎,1 
is the odds of being in a higher damage level rather than lower damage level for 𝑀ℎunit increase 
of 𝑥ℎ (i.e., 𝑥ℎ1, 𝑥ℎ2) given building attribute level 𝑋𝑎,1. For logistic regression, MORℎ(1,2)|𝑋𝑎,0 is 
the odds of collapse for 𝑀ℎunit increase of 𝑥ℎ (i.e., 𝑥ℎ1, 𝑥ℎ2) given building attributes level 𝑋𝑎,0. 
MORℎ(1,2)|𝑋𝑎,1 is the odds of collapse for 𝑀ℎunit increase of 𝑥ℎ (i.e., 𝑥ℎ1, 𝑥ℎ2) given building 
attribute level 𝑋𝑎,1. The 95% lower (LCI) and upper (UCI) confidence intervals (MORhaCI95%) of 
MORℎ𝑎(1,2)are given as exp [𝑀ℎ (?̂?ℎ𝑎 ± 1.96 ∗ SE(?̂?ℎ𝑎))]. The 95% lower (LCI) and upper (UCI) 
confidence intervals (MORℎ|𝑋𝑎,0CI95% and MORℎ|𝑋𝑎,1CI95% for MORℎ(1,2)|𝑋𝑎,0 and 
MORℎ(1,2)|𝑋𝑎,1, respectively) are given as exp [𝑀ℎ (?̂?ℎ ± 1.96 ∗ SE(?̂?ℎ))], and exp [𝑀ℎ ((?̂?ℎ +
?̂?ℎ𝑎) ± 1.96 ∗ SE(?̂?ℎ + ?̂?ℎ𝑎))], respectively, where ?̂?ℎ are the estimated H coefficients, ?̂?ℎ𝑎 are 
 56 
 
the estimated HA coefficients, SE(?̂?ℎ) is the standard error of ?̂?ℎ, and SE(?̂?ℎ + ?̂?ℎ𝑎) is the 
standard error of the summation of ?̂?ℎ and ?̂?ℎ𝑎. The standard error SE(?̂?ℎ + ?̂?ℎ𝑎) is calculated 
as√𝑣𝑎𝑟(?̂?ℎ) + 𝑣𝑎𝑟(?̂?ℎ𝑎) + 2𝑐𝑜𝑣(?̂?ℎ,?̂?ℎ𝑎), where 𝑣𝑎𝑟(?̂?ℎ) and 𝑣𝑎𝑟(?̂?ℎ𝑎) are the variances of the 
estimated hazard (?̂?ℎ) and estimated building attribute and hazard interaction term coefficients 
(?̂?ℎ𝑎), respectively, and 𝑐𝑜𝑣(?̂?ℎ,?̂?ℎ𝑎) is the covariance of the estimated hazard coefficients ?̂?ℎ and 
HA interaction term coefficients ?̂?ℎ𝑎. Values of 𝑣𝑎𝑟(?̂?ℎ), 𝑣𝑎𝑟(?̂?ℎ𝑎), and 𝑐𝑜𝑣(?̂?ℎ,?̂?ℎ𝑎) are 
obtained from the variance-covariance matrix of the model coefficients. 
4.3.2 Model Fitting and Evaluation 
To model the interaction terms based on Equations 4.2 and 4.4, each Model (n) was first 
fitted with main effects based on Equations 4.1 and 4.3. Three rejection criteria for screening 
purposes and to further narrow the net are used to evaluate the fit of these models. For each Model 
(n), three sets of models (S, F, and K) were fitted. Models (S) consist of 21 model combinations 
described in Table 4.4, where () indicates the main explanatory variables included in the models. 
These models are described as: 1) one model with 6 main explanatory variables, 2) models with 
combinations of 5 main explanatory variables, and 3) models with combinations of 4 main 
explanatory variables. Variable Hd,max describes the wave depth above local ground and is 
calculated as (HS,max+ Dmax) – h, where h is approximate first floor elevation of each house in 
meters. Approximate first floor elevation was calculated as the sum of the top of the lowest floor 
height above local ground and topography at that location, where the top of lowest floor height 
above local ground was estimated by counting the number of building steps and assuming an 
average 17.8 cm (7 inch) step rise. The fit of the S models resulted in 819 models.  
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Table 4.4 The S model combinations with main explanatory variables  
S 𝑈3,𝑚𝑎𝑥   Hd,max  𝑈𝑚𝑎𝑥  𝑋𝐵𝐹𝐸  𝑋𝐹𝑇  𝑋𝑁𝑆  
1       
2      
3      
4      
5      
6      
7      
8      
9      
10      
11      
12      
13      
14      
15      
16      
17      
18      
19      
20      
21      
 
Models (F) consist of 21 model combinations described in Table 4.5, where () indicates 
the main explanatory variables included in the models These models are described as: 1) one model 
with 6 main explanatory variables, 2) models with combinations of 5 main explanatory variables, 
and 3) models with combinations of 4 main explanatory variables. Variable DW,max describes the 
surge depth  within the building and is calculated as the difference between surge depth (Dmax) and 
h. The fit of the F models resulted in 819 models.  
Table 4.5 The F model combinations with main explanatory variables  
F 𝑈3,𝑚𝑎𝑥   DW,max 𝑈𝑚𝑎𝑥  𝑋𝐵𝐹𝐸  𝑋𝐹𝑇  𝑋𝑁𝑆  
1       
2      
3      
4      
5      
6      
7      
8      
9      
10      
Table 4.5 Continued  
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F 𝑈3,𝑚𝑎𝑥  DW,max𝑈𝑚𝑎𝑥 𝑋𝐵𝐹𝐸 𝑋𝐹𝑇 𝑋𝑁𝑆
11      
12      
13      
14      
15      
16      
17      
18      
19      
20      
21      
 
Models (K) consist of 13 model combinations described in Table 4.6, where () indicates 
the main explanatory variables included in the models. These models are described as: 1) two 
models with 6 main explanatory variables, and 2) models with combinations of 5 main explanatory 
variables. The combinations of 5 and 6 variables were chosen so that the majority of hazard and 
building attribute variables are included in the fragility models. The fit of the K models resulted in 
507 models.  
Table 4.6 The K model combinations with main explanatory variables  
K 𝑈3,𝑚𝑎𝑥   𝐷𝑚𝑎𝑥  𝑈𝑚𝑎𝑥  𝑋𝐵𝐹𝐸  𝐻𝑆,𝑚𝑎𝑥  𝑋𝐹𝑇  𝑋𝑁𝑆  
1        
2       
3       
4       
5       
6       
7       
8       
9       
10       
11       
12       
13       
 
The three rejection criteria are used to evaluate the fit of the three model sets with main 
explanatory variables. These criteria are described as following: 
1. Satisfaction of model requirements (proportional odds assumption and goodness of fit). 
For proportional odds cumulative models, the proportional odds assumption assumes that 
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the coefficients for each predictor must be equal across all DS levels and is tested using 
the chi-square test. For the logistic regression model, the Hosmer and Lemeshow test is 
used to assess goodness of fit based on the chi-square test. Any model with chi-square p-
value < 0.05 is rejected. 
2. Statistical significance of model parameters. At least one main explanatory variable must 
be significant or the model is rejected.  
3. Reasonableness of response variable model. Models with unreasonable response variable 
grouping (e.g., minor damage falls into the same level as severe damage) are considered 
less reasonable models for damage prediction and excluded from further consideration.  
Among the three model sets, models satisfying Criterion 1 are evaluated for Criteria 2 and 3. 
Models satisfying the three criteria are then refitted based on Equations 4.2 and 4.4 to include 
interactions and are re-evaluated based on Criterion 1. Models with interaction terms are described 
as models with main explanatory variables (H, E, A) and HA interactions. In addition to Criterion 
1, two other criteria are used to evaluate the fit and prediction of the models with interaction terms. 
These two criteria are described as: 
A. Statistical significance of model parameters. All interaction terms included in the model 
must be significant or the model is rejected.  
Balance between CCR and class error. Once models that pass Criteria 1and A are 
identified, this criterion is used to evaluate the most reasonable model(s) for prediction. 
Models with high prediction accuracy (i.e., high value of CCR) but with high class error 
(i.e., high value of CE) are considered less reasonable models for damage prediction. 
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4.4 Model Validation  
Prediction accuracy for logistic regression and proportional odds cumulative logit models 
is evaluated using leave-one-out cross-validation (LOOCV). Detailed description regarding model 
validation is presented in Section 2.5. 
4.5 Results  
4.5.1 Fragility Fitting  
Table 4.7 describes the variables used to fit the models that satisfy Criteria 1 and 2. The 
remainder of the models failed to meet Criterion 1 and were not further tested for Criterion 2. 
Models 9, 26, 27, 30 and 37 were fitted based on Equation 4.3, and Model 38 was fitted based on 
Equation 4.2.  
Table 4.7 Models with main explanatory variables that satisfied Criteria 1 and 2 
Model 
(n) 
𝑈3,𝑚𝑎𝑥   𝑈𝑚𝑎𝑥  𝑋𝐵𝐹𝐸  𝐻𝑆,𝑚𝑎𝑥  𝑋𝐹𝑇  𝑋𝑁𝑆  
9       
26 
      
     
27 
      
      
      
30 
      
      
37       
38       
 
These models were further evaluated based on Criterion 3. Models 26 and 27 have an 
unreasonable grouping, with DS2,26 and DS2,27 ranging from minor damage to very severe damage 
and partial collapse, respectively, Model 30 has an unreasonable grouping, with DS3,30 ranging 
from severe damage to collapse, and Model 37, has an unreasonable grouping, with DS3,37 ranging 
from moderate damage to collapse. 
Because of the unreasonable DS groupings, Models 26, 27, 30, and 37 were excluded from 
further consideration. To include HA interactions, Models 9, and 38 were refitted based on 
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Equations 4.2 and Equation 4.4, respectively. Models 9, and 38, with variables described in Table 
4.8, satisfied Criteria 1 and A. 
Table 4.8 Models with main explanatory variables and interaction effects that satisfied 
Criteria 1 and A 
Model (n) 𝑈3,𝑚𝑎𝑥   𝑈𝑚𝑎𝑥  𝐻𝑆,𝑚𝑎𝑥  𝑋𝐹𝑇  𝑋𝑁𝑆  𝐻𝑆,𝑚𝑎𝑥 ∗ 𝑋𝑁𝑆  
9       
38       
 
Table 4.9 contains the estimated coefficients, standard error, p-value, factored model 
coefficients (𝑀ℎ𝛽ℎ, 𝑀ℎ𝛽ℎ𝑎), MORh, MORℎ𝑎 (calculated from Equation 4.8), and corresponding 
LCI and UCI (MORhCI95% and MORhaCI95%) for models that met Criteria 1 and A. 
Table 4.9 Parameter estimates, standard error, p-value, MORh, MORha, MORhCI95%, and 
MORhaCI95% for models satisfying Criteria 1 and A.  
 
MORhCI95% or 
MORhaCI95% 
Model Coefficient Parameter Estimated 
Std. 
Error 
p-value 
𝑀ℎ𝛽ℎ or 
𝑀ℎ𝛽ℎ𝑎 
MORh 
or 
MORha 
LCI UCI 
9 ?̂?2 Intercept 2 -6.17 1.68 <0.0001* - - - - 
?̂?3 Intercept 3 -7.03 1.68 0.0002* - - - - 
?̂?1 𝑈3,max 0.05 0.03 0.0899 0.23 1.25 0.96 1.63 
?̂?2 𝑈𝑚𝑎𝑥  1.42 0.66 0.0321* 0.71 2.03 1.07 3.88 
?̂?3 𝐻S,max 2.71 0.44 <0.0001* 0.81 2.25 1.74 2.92 
?̂?4 𝑋𝐹𝑇  0.48 0.18 0.0079* - 1.62 1.14 2.30 
?̂?5 𝑋𝑁𝑆 -2.55 0.69 0.0002* - 0.08 0.02 0.30 
?̂?6 𝐻S,max𝑋𝑁𝑆 2.22 0.57 <0.0001* 0.67 1.95 1.39 2.72 
38 ?̂? Intercept -7.92 2.17 0.0003* - - - - 
?̂?1 𝑈3,max 0.06 0.03 0.1042 0.27 1.31 1.01 1.71 
?̂?2 𝑈𝑚𝑎𝑥  1.06 0.72 0.1428 0.53 1.7 0.84 3.44 
?̂?3 𝐻S,max 2.90 0.51 <0.0001* 0.87 2.39 1.77 3.22 
?̂?4 𝑋𝐹𝑇  0.72 0.21 0.0008 0.72 2.05 1.36 3.1 
?̂?5 𝑋𝑁𝑆 -3.13 0.91 0.0006 -3.13 0.04 0.01 0.26 
?̂?6 𝐻Smax𝑋𝑁𝑆 2.68 0.74 0.0002 0.80 2.23 1.45 3.45 
* Significant at α= 0.05 
Factored model coefficients, MORh, and MORhCI95% were calculated using 𝑀𝑈3,max = 4.5 (m/s), 
𝑀𝐻S,max = 0.3 (m), and 𝑀𝑈𝑚𝑎𝑥 = 0.5 (m/s). Asterisks appearing after p-values denote statistically 
significant parameters at 𝛼 = 0.05 level. 
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4.5.2 Interpretation of Main Effects of DS and Collapse Fragility Models 
For Model 9, the results show that the damage of buildings subjected to wind, wave, and 
water speed are significantly affected by the maximum significant wave height wave and 
maximum water speed. Maximum 3-second wind speed was found not to be a significant variable 
that contribute to damage. As maximum significant wave height increase, the odds of being in a 
higher DS are greater for one-story buildings than for two-story building. No significant 
interactions were found for number of stories with wind speed or water speed. No significant 
interactions were found for foundation type with any of the hazard variables. Interpretation of the 
odds for water speed and foundation main effects for Model 9 signifies that holding all other 
variables constant: 
 for every 0.5 m/s (1.12 mph) increase in maximum water speed, the odds of being in a 
higher DS are 2.03 times greater (103% increase in odds). 
 for buildings with slab foundations, the odds of being in a higher DS are 1.62 times 
greater (62% increase in odds) than for building with elevated foundations. 
For the logistic model, the results show that the collapse potential of buildings subjected to 
wind, wave, and water speed is significantly affected by only maximum significant wave 
height. Interpretation of the odds for foundation main effect signifies that holding all other 
variables constant: 
 for buildings with slab foundations, the average odds of collapse are 2.05 times greater 
(105% increase) than for buildings with elevated foundations. 
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4.5.3 Interpretation of Interaction Terms of DS and Collapse Fragility Models 
Figures 4.1 a), and b) show estimated odds MORℎ|𝑋𝑎,1, MORℎ|𝑋𝑎,0 (i.e., numerator and 
denominator of Equation 4.9) and the LCI and UCI for Models 9 and 38, respectively. The ratio 
of MORℎ|𝑋𝑎,0 and MORℎ|𝑋𝑎,1 is equal to the MORha shown in Table 4.9.  
 
a) 
 
b) 
Figure 4.1 Estimated odds MORh|Xa,0, MORh|Xa,1, and LCI and UCI for a) Model 9, and b) 
Model 38. 
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For Model 9, interpretation of the odds for the interaction terms signifies that, holding all 
other variables constant: 
 The odds ratio MOR𝐻𝑆,max,𝑋𝑁𝑆  (Table 4.9) for interaction of maximum significant wave 
height and number of stories is 1.95. This is interpreted as: for every 0.3 m (1.98 ft) 
increase in maximum significant wave height, the odds of being in a higher DS are 1.95 
times greater for one-story buildings (4.39) rather than two-story buildings (2.25) (Figure 
4.1a). 
For Model 38, interpretation of the odds for the interaction terms signifies that, holding all other 
variables constant: 
 The odds ratio MOR𝐻S,max,𝑋𝑁𝑆  (Table 4.9) for interaction of maximum significant wave 
height and number of stories is 2.23. This is interpreted as: for every 0.3 m (1.98 ft) 
increase in maximum significant wave height, the odds of collapse are 2.23 times greater 
for one-story buildings (5.33) rather than two-story buildings (2.39) (Figure 4.1b). 
4.5.4 Model Validation and Evaluation  
LOOCV error matrices for Models 9, and 38 are provided in Table 4.10. Rows of the table 
represent the frequency of observed DS, while columns represent the frequency of predicted 
DS (𝐷?̂?). The n subscript in the predicted DS (𝐷?̂?𝑛) represents the corresponding model number.  
Table 4.10 Observed vs. predicted model error matrices, CE, and CCR for non-rejected models 
DSj,n DŜ1,𝑛 DŜ2,𝑛 DŜ3,𝑛 
Observed 
Sum 
CE CCR 
DS1,9 383 14 23 420 8% 
84% DS2,9 41 9 37 87 89% 
DS3,9 19 9 331 359 7% 
DS1,38 468 39 -- 507 7% 
90% 
DS2,38 45 314 -- 359 13% 
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Note: -- indicates error terms are not applicable due to the number of damage levels j for model n. 
Model 9 predicts probability of being in of exceeding damage state with 84% prediction 
accuracy as a function of maximum 3-second gust wind speed, maximum water speed, maximum 
significant wave height, foundation type, number of stories, and interaction of number of stories 
with maximum significant wave height. Model 9 show 3% increased prediction accuracy in 
comparison to models fitted with only hazard parameters (Chapetr2). The CE values DS1,9, and 
DS3,9 decreased by 4% and the CE value DS2,9 increased by 4% in comparison to model fitted with 
only hazard parameters. The estimated probability of being in or exceeding DS2,9 and DS3,9, 
respectively, is estimated as  
𝑙𝑜𝑔𝑖𝑡[𝑃(𝑌 ≥ DS2,9)] = −6.17 + 0.05 ∗ 𝑈3,max + 1.42 ∗ 𝑈𝑚𝑎𝑥 + 2.71 ∗ 𝐻S,max + 0.48 ∗ 𝑋𝐹𝑇 −
2.55 ∗ 𝑋𝑁𝑆 + 2.22 ∗ 𝐻S,max𝑋𝑁𝑆, and (4.10) 
𝑙𝑜𝑔𝑖𝑡[𝑃(𝑌 ≥ DS3,9)] = −7.03 + 0.05 ∗ 𝑈3,max + 1.42 ∗ 𝑈𝑚𝑎𝑥 + 2.71 ∗ 𝐻S,max + 0.48 ∗ 𝑋𝐹𝑇 −
2.55 ∗ 𝑋𝑁𝑆 + 2.22 ∗ 𝐻S,max𝑋𝑁𝑆 . (4.11) 
Figures 4.2, 4.3. 4.4, and 4.5 show fragility surfaces for Model 9 as a function of maximum 
significant wave height and maximum water speed. The surfaces are for one- and two-story 
buildings with elevated and slab foundations subjected to 62 m/s maximum 3-second wind speed.  
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a)        b)  
Figure 4.2 Probability of being in or exceeding DS2,9 for a) one-story built on elevated 
foundation, and b) two-story built on elevated foundation as a function of 
maximum significant wave height and maximum water speed. 
 
 
a)        b)  
Figure 4.3 Probability of being in or exceeding DS3,9 for a) one-story built on elevated 
foundation, and b) two-story built on elevated foundation as a function of 
maximum significant wave height and maximum water speed. 
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a)        b)  
Figure 4.4 Probability of being in or exceeding DS2,9 for a) one-story built on slab foundation, 
and b) two-story built on slab foundation as a function of maximum significant 
wave height and maximum water speed. 
 
 
a)        b)  
Figure 4.5 Probability of being in or exceeding DS3,9 for a) one-story built on slab foundation, 
and b) two-story built on slab foundation as a function of maximum significant 
wave height and maximum water speed. 
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Model 38 predicts probability of collapse with 90% prediction accuracy as a function of 
maximum 3-second gust wind speed, maximum water speed, maximum significant wave height, 
foundation type, number of stories, and interaction of number of stories with maximum significant 
wave height. Model 38 shows 3% increase in prediction accuracy, and 4% and 3% decrease in CE 
for DS1,38 and DS2,38, respectively, in comparison to the model fit with only hazard parameters. 
The estimated probability of collapse is given as 
𝑙𝑜𝑔𝑖𝑡[𝑃(𝑌 ≥ DS38,2)] = −7.92 + 0.06 ∗ 𝑈3,max + 1.06 ∗ 𝑈𝑚𝑎𝑥 + 2.90 ∗ 𝐻S,max + 0.72 ∗ 𝑋𝐹𝑇 −
3.13 ∗ 𝑋𝑁𝑆 + 2.68 ∗ 𝐻S,max𝑋𝑁𝑆 . (4.12) 
Figures 4.6, and 4.7 show fragility surfaces for Model 38 as a function of maximum 
significant wave height and maximum water speed. The surfaces are for one- and two-story 
building with elevated and slab foundations subjected to 62 m/s maximum 3-second wind speed.  
 
a)        b)  
Figure 4.6 Probability of collapse for a) one-story built on elevated foundation, and b) two-
story built on elevated foundation as a function of maximum significant wave 
height and maximum water speed. 
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a)        b)  
Figure 4.7 Probability of collapse for a) one-story built on slab foundation, and b) two-story 
built on slab foundation as a function of maximum significant wave height and 
maximum water speed. 
 
4.6 Discussion  
Although the overall prediction accuracy of the models fit with the addition of building 
attributes and interaction terms did not greatly increase in comparison to those fit with only hazard 
parameters (Chapter 2), interaction of maximum significant wave height with number of stories 
was statistically significant and showed that damage for one-story buildings increases significantly 
than for two-story buildings with increasing wave height. The interaction of number of stories and 
maximum significant wave height was significant in the DS and collapse models. No significant 
interaction terms for foundation type with any hazard parameters were found. Both DS and 
collapse models showed that regardless of hazard type, buildings with slab foundations had more 
damage than elevated buildings. The BFE variable was not shown to be a predictor for damage 
and collapse because either the models with BFE did not satisfy Criterion 1, or the BFE variable 
was not significant. 
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4.7 Summary and Conclusions 
Physical damage to one- and two-story residential buildings with slab and elevated 
foundations was statistically modeled as a function of hurricane wind, wave, and storm surge 
hazards. Interaction terms that describe the effect of hurricane hazard parameters on damage and 
collapse based on building attribute variables were modeled and interpreted. The proportional odds 
cumulative logit and logistic regression models were used to estimate the probability of being in 
or exceeding DS and the probability of collapse, respectively. The probability of being in or 
exceeding ordered categorical DS and the probability of collapse were estimated as a function of 
maximum 3-second gust wind speed, maximum significant wave height, maximum surge depth, 
maximum water speed, foundation type, number of stories, and two-factor interactions of hazard 
and building attribute variables. The findings of this chapter are: 
 Maximum water speed, and maximum significant wave height were found to be 
significant hazard predictors of damage for the ordered categorical DS models, while 
maximum significant wave height was found to be significant hazard predictors for 
collapse. 
 Foundation type and number of stories were found to be significant building attribute 
predictors for damage and collapse. 
 One-story buildings are 1.95 times more likely to be in a higher damage state than two-
story buildings for every 0.3 m increase in maximum significant wave height. 
 One-story buildings are 2.23 times more likely to collapse than two-story buildings for 
every 0.3 m increase in maximum significant wave height. 
 No significant interactions were found between hazard and foundation type for ordered 
categorical DS and collapse models. 
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 Regardless of hazard type, buildings with slab foundations are 1.62 times more likely to be 
in a higher damage state than elevated buildings. 
 Regardless of the hazard type, buildings with slab foundations are 2.05 times more likely 
to collapse than elevated buildings.
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CHAPTER 5. CONCLUSIONS AND RECOMMENDATIONS  
5.1 Introduction  
The overarching goal of this dissertation research was to improve data-based damage 
prediction for residential construction subjected to multi-hazard hurricane hazards at the individual 
building scale. In order to address the overarching goal, three objectives were identified: 
 Develop predictive data-based hurricane building (i.e., global) fragility models as functions 
of hurricane hazard parameters and their interactions.  
 Develop diagnostic and comparison approaches to evaluate the performance of binary 
variable imputation models used to maximize use of aftermath datasets with missing 
building attribute data. 
 Develop predictive data-based hurricane building (i.e., global) fragility models as functions 
of hurricane hazard parameters, building attributes, and their interactions. 
Chapters 2 through 4 described the work accomplished to achieve these objectives and 
summaries of the work and findings for each of the objectives were presented at the end of 
each chapter. Chapter 5 discusses conclusions of the three objectives and explains how each 
objective is applied to model single family home fragility for hurricane multi-hazard events.  
5.2 Predictive Data-Based Fragility Model for Single Family Homes Subjected to Wind, 
Wave, and Flood Hazards 
General deficiencies within current data-based hurricane fragility models are the 
inappropriate use of modeling approaches for multinomial and binomial responses and absence of 
model performance evaluation for future damage prediction. The aim of Chapter 2 was to develop 
predictive data-based fragility models for ordered categorical damage states (DS) and binary 
collapse/non-collapse as a function of hurricane hazard parameters and their interactions. 
Proportional odds cumulative logit and logistic regression models were used to develop the 
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fragility models. The probability of buildings being in or exceeding a specified DS and the 
probability of collapse was estimated using proportional odds cumulative logit and logistic 
regression models, respectively. External cross-validation (CV), using “leave-one-out” cross-
validation (LOOCV) was performed to evaluate model prediction accuracy.  
The results of Chapter 2 provide effective statistical models to predict damage and collapse 
of buildings subjected to simultaneous hurricane hazards. Additionally, results provide a practical 
approach to identify hazard variables that significantly contribute to damage and collapse. 
Contributions of Chapter 2 are the development of predictive damage and collapse models as a 
function of more than one hazard, identification of hazard variables that significantly contribute to 
damage and collapse, and validation of model prediction accuracy.  
5.3 Diagnostic and Comparison Approaches for Logistic Regression Imputation Models  
A general deficiency in current imputation model diagnostic and comparison approaches 
is the absence of numerical diagnostic and comparison approaches for binary variable imputation 
models. The aim of Chapter 3 was to develop diagnostic and comparison approaches to evaluate 
the performance of imputation models for binary categorical building attributes with missing 
observations. Two model-based imputation models, defined as predictive mean matching (PMM) 
and multiple imputation (MI), were used to impute building attributes with missing obviations. A 
novel diagnostic approach based on the logistic regression goodness of fit test and significance of 
model parameters was developed to evaluate the fit of each imputation model. A comparison 
approach based on finding the percentage of correctly imputed observations, expressed in terms of 
cross-classification rate (CCR) was developed to compare the performance of the PMM and MI 
imputation models. 
The results of Chapter 3 provide a novel approach to diagnose and compare binary 
categorical variable imputation models. The contributions of Chapter 3 are the development of a 
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binary variable numerical diagnostic approach and development of an imputation model 
comparison approach that is applicable to the imputation model rather than to the statistical model 
fit on the imputed data.  
5.4 Predictive Data-Based Fragility Model for Single Family Homes Subjected to Wind, 
Wave, and Flood Hazards Considering Foundation Type and Number of Stories 
General deficiencies within current hurricane data-based fragility models, which are a 
function of hazard parameters and building attributes, include lack of consideration and 
interpretation of interaction terms between hazard parameters and building attribute variables, and 
absence of model performance evaluation for future damage prediction. The aim of Chapter 4 was 
to develop predictive data-based fragility models for ordered categorical damage states (DS) and 
binary collapse/non-collapse as a function of hazard parameters (H), building attributes (A), and 
two-factor interactions (HA) of hazard parameters and building attributes. The probability of 
buildings being in or exceeding a specified DS and the probability of collapse are estimated using 
proportional odds cumulative logit and logistic regression models, respectively. External cross-
validation (CV), specifically using “leave-one-out” cross-validation (LOOCV) is performed to 
evaluate model prediction accuracy. 
The results of Chapter 4 provide effective statistical models to predict damage and collapse 
for residential one- and two-story buildings with slab and elevated foundations subjected to 
simultaneous hurricane hazards. Additionally, results provide a practical approach to identify 
hazard and building variables that significantly contribute to damage and collapse. Contributions 
of Chapter 4 are prediction of damage and collapse as a function of hurricane hazards, building 
attributes, and their interactions; identification of the hazard and building variables that 
significantly contribute to damage and collapse; interpretation of the manner in which the hazard-
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damage relationship significantly differs given levels of building attributes; and validation of 
model prediction accuracy. 
5.5 Final Remarks and Recommendations  
The overarching goal of this dissertation was to improve data-based damage prediction for 
residential construction subjected to multi-hazard hurricane hazards at the individual building 
scale. This was accomplished primarily through the development of two model types. The first 
model type predicts building damage as a function of hazard parameters, and the second model 
type predicts damage as a function of hazard parameters, building attributes, and their interactions. 
Additionally, to maximize use of aftermath datasets with missing building attribute data, 
diagnostic and comparison approaches were developed to evaluate the performance of binary 
variable imputation models. The preceding sections describe the work accomplished to develop 
the two models and the diagnostic and comparison approaches.  
In the future, more comprehensive models can be developed by considering more building 
attributes (e.g., cladding type, roof shape, age), environmental attributes (e.g., soil type, spacing 
between buildings), and interaction terms (e.g. HE, HHE, HHA, HHHA, HHHE). Application of 
the models on such comprehensive data from other events (e.g., Hurricanes Sandy and Harvey) 
and regions will confirm the effectiveness of the developed predictive models for predicting 
damage and identifying hazard and building attribute variables that significantly contribute to 
damage and collapse.  
For those involved in damage modeling, the results of this research point to the hazard and 
building attribute variables that are significant predictors of damage and collapse. Therefore, this 
work can serve as a starting point for future data-based and analytical models. The use of the seven-
category WF damage scale and the application of dependent variable aggregation are a significant 
contribution that provides flexibility for modeling the response variable. Finally, while data-based 
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hurricane fragility modeling is a relatively newer field of study, all published papers suffer from 
the same general deficiencies. The methods developed in this dissertation directly address these 
deficiencies and are intended to make significant theoretical contributions to the field of data-based 
fragility modeling.   
5.6 Study Limitations 
The study is limited to one- and two-story wood-framed single family homes with slab and 
elevated foundations subjected to hurricane hazards. The dataset used to develop the fragility 
model is limited to data resulting from rapid damage assessment using the recorded video approach 
after 2005 Hurricane Katrina. The proposed fragility model describes damage in accordance with 
the WF Damage Scale (Friedland and Levitan, 2009), which does not explicitly consider interior 
damage. While the damage reconnaissance included multiple communities with increasing 
distance from the hurricane track, and thus decreasing hazard levels, the maximum 3-second gust 
wind speeds ranged between 48 and 68 m/s. Wind damage was limited during Hurricane Katrina 
due to these lower wind speeds. (Masters et al., 2009) report that roof cover damage typically starts 
at peak gust wind speeds of 31 to 36 m/s and (van de Lindt et al., 2007) observed frequent loss of 
roof cover in a Hurricane Katrina reconnaissance. However, because pressure is proportional to 
the square of the wind speed, the wind speeds experienced in Hurricane Katrina did not cause 
substantial damage, which limits the applicability of this model to more intense wind events. The 
fragility models have been developed and validated only within the ranges of hazards experienced 
in Hurricane Katrina and for the building attributes and practices used in coastal Mississippi. A 
limitation of the underlying building and damage data is that a specified sampling technique was 
not implemented during the original field data collection and required sample sizes in each DS 
were not considered. Although the fragility models are developed for certain hazards and structure 
types, the underlying development of the methodology for developing and validating the fragility 
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model is applicable to other hazards (e.g., flood, earthquake, fire) and building types (e.g. 
commercial). Although the application of the developed diagnostic and comparison approaches is 
for binary variable with missing observations, the methodology is applicable to other variable (e.g. 
multinomial) and other imputation technique (e.g., predictive mean matching for multinomial 
variable). 
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APPENDIX A. COMPUTATIONALLY MODELED EXPLANATORY HAZARD 
VARIBLES 
Hazard attributes were characterized via a coupled modeling system for hurricane winds, 
waves, and storm surge (Bunya et al., 2010; Dietrich et al., 2010). This system represents the 
coastal environment with varying levels of resolution to predict the storm-induced development of 
waves and surge in open water and then their interactions with fine-scale coastal features. The 
model results were then interpolated spatially to provide time series at the building locations.  
The wind field for Katrina was developed from analyses of airborne and land-based 
observations, which were assimilated and transformed to a common reference condition for the 
inner core by using the NOAA Hurricane Research Division Wind Analysis System (H*WIND) 
(Powell et al., 1998; Powell et al., 1996). These winds were then blended with peripheral winds 
from the National Centers for Environmental Prediction – National Center for Atmospheric 
Research (NCEP-NCAR) reanalysis project (Kalnay et al., 1996), by using the Interactive 
Objective Kinematic Analysis (IOKA) system (Cardone & Cox, 2009; Cox et al., 1995) The 
resulting wind fields provide coverage of the entire Gulf of Mexico on a regular grid with snapshots 
every 15 min.  
These wind fields were then interpolated spatially and temporally for use by the coupled 
SWAN+ADCIRC (Westerink et al., 2008) models. SWAN represents the wave field as a phase-
averaged spectrum (Booij et al., 1999). The wave action density N(t, , , , ) evolves in time 
(t), geographic space (with longitudes  and latitudes ) and spectral space (with relative 
frequencies  and directions ), as governed by the action balance equation. Source terms represent 
wave growth by wind; energy lost due to whitecapping, depth-induced breaking, and bottom 
friction; and energy exchanged between spectral components due to nonlinear effects in deep and 
shallow water. Wave refraction and frequency shifting are represented via coupling with ADCIRC, 
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which solves modified forms of the shallow-water equations for water levels  and depth-averaged 
currents U and V (Luettich & Westerink, 2004; Westerink et al., 2008). These models are coupled 
tightly so information is passed through local memory, efficient on high-performance computing 
systems, and validated for hurricane wave and flooding applications along the U. S. Atlantic and 
Gulf coastlines (Dietrich et al., 2012).  
SWAN+ADCIRC uses unstructured meshes containing triangular finite elements of 
varying sizes, ranging from kilometers in open water, to hundreds of meters near the coastline and 
through the floodplains, and to tens of meters in the small-scale natural and man-made channels 
that convey surge into inland regions. It is noted that SWAN+ADCIRC does not represent the 
interactions of built infrastructure with storm-driven waves and currents, but rather it represents 
their effects with bulk parameterizations including wind reduction due to overland roughness and 
canopy, and bottom friction due to land cover. Thus the computed waves and surge may not 
represent the fine-scale set-up and dissipation caused by individual structures. However, the 
SWAN+ADCIRC simulations are valuable because they cover large portions of the coast 
(including communities with devastation that may not be known a priori) and become available 
even during the storm events due to real-time forecasting. Katrina was simulated on the SL16 mesh 
(Dietrich et al., 2012).  
At the building locations shown in Figure 1, hazard attributes were interpolated spatially 
to provide time series of: 
 Wind speed (U10; m/s), provided at an elevation of 10 m and with an averaging period of 
10 min, and used as forcing to the wave and surge models; 
 Significant wave height (HS; m), which is a statistical property computed by integrating 
the action density in spectral space in SWAN;  
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 Water level (; m relative to NAVD88), computed by ADCIRC and representing the 
combined contributions of tides, storm surge, and wave-induced setup; and 
 Water speed (U; m/s), computed by ADCIRC and representing the depth-averaged flow 
at each location. 
 
Figure A.1  Bathymetry / topography (m) of the SL16 mesh in southeastern Louisiana; the 
mesh extends throughout the Gulf of Mexico and the western North Atlantic 
Ocean (Dietrich et al., 2012). Building locations for the analyses are shown in 
black dots. 
 
The maximum value for each variable at each building location was extracted and used to 
represent maximum 3-second gust wind speed, 𝑈3.max; maximum significant wave height, 𝐻𝑆,𝑚𝑎𝑥; 
maximum surge depth above local ground, 𝐷𝑚𝑎𝑥; and maximum water speed, 𝑈𝑚𝑎𝑥. 
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