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EXPERIMENTS ON THE FORCED WAKE OF AN AIRFOIL 
TRANSITION FROM ORDER T O  CHAOS 
ABSTRACT 
K. Stuber* & M. Gharibf 
University of California, San Diego 
La Jolla, CA 92093 
Presented here is an experimental effort which attempts to 
understand the nature of the wake of an airfoil in a controlled 
environment. The frequency of oscillation in the wake (the vor- 
tex shedding frequency) is controlled through the introduction 
of an external perturbation. Strip heaters are used to introduce 
waves into the top and bottom boundary layers of a thin sym- 
metric airfoil which are amplified and introduced to the wake. 
The linear and nonlinear interactions of these waves in the wake 
are studied in detail. Three modes of interaction have been 
observed through flow visualization and velocity measurements: 
frequency locking in which the vortex shedding frequency is the 
same as the forcing frequency, quasiperiodic vortex interaction 
in which periodic clusters of vortices are observed in the wake, 
and chaotic vortex interaction in which the vortices in the wake 
have a three dimensional random structure. 
Two points of view are applied in the analysis of the data:  
1. The effect of forcing on flow parameters such as velocity 
fluctuations and drag are examined. 
2. Ideas from nonlinear dynamics (such as Lyapunov e x p e  
nents and Poincar6 sections) are applied in an attempt to 
relate the basic physics of the system to  the concepts of 
mode interaction and chaos. 
INTRODUCTION 
The understanding of the basic dynamics of wakes is of pri- 
mary interest in the field of fluid dynamics, from both a basic 
research and an engineering point of view. For many engineer- 
ing purposes, it is advantageous to improve the characteristics 
of the system (for example, to reduce the drag or delay the 
transition to turbulence). However, it is difficult to understand 
complex systems such as wakes without making simplifications. 
Through the introduction of external control, one can obtain a 
better environment for examining the nature of the system by 
establishing a greater number of known parameters. The ad- 
vantages of forcing are twofold. The introduction of a known 
perturbation to the flow provides a reference for the nature and 
intensity of the predominant disturbance which precipitates the 
natural transition. In addition, the reproducibility of the tran- 
sition process is greatly enhanced. 
Presented here is an experimental effort which attempts to 
understand the nature of the wake of a thin airfoil in a controlled 
environment. The frequency of oscillation in the wake (the vor- 
tex shedding frequency) is controlled through the introduction 
of an external perturbation. Due to  the fact that the wake is 
a dynamic system, an active control technique which does not 
change the overall characteristics of the flow was implemented. 
The strip heater technique which was first introduced by Liep- 
mann et a11p2 for flat plate boundary layers and by   ha rib^ for 
shear layers is used to  excite Tollmien-Schlicting waves in the 
* Post-Graduate Researcher, Member APS 
+ Assistant Professor, Dept. of AMES 
Member AIAA, APS, ASME 
Copyright 0 1 9 8 8  by Katherine W. Stuber 
Published by the American Institute of Aeronautics and 
Astronautics, Inc. with permission 
AIRFOIL BOUNDARY LAYER 
INEAR REGION NONLINEAR REGION 
/ 
AMPLIFYING 
TOLLMIEN-SCHLICTING KARMAN VORTEX STREET 
WAVES 
Figure 1 -The snip heater technique for introducing waves 
into the wake of an airfoil 
airfoil boundary layers (fig. 1). The waves are amplified by the 
boundary layer and then introduced to  the wake. The linear 
and nonlinear interactions of these waves in the wake are the 
primary interest of this study. To our knowledge this is the first 
set of experiments in which the strip heater technique is used in 
a flow which contains both signs of vorticity (i.e. a wake). 
The introduction of external perturbations to a flow requires 
a complete understanding of the receptivity of the system to the 
forcing frequencies. The response of the wake to a range of input 
frequencies needs to  be established. A study of the response of 
the wake to the introduction of external frequencies is presented 
in the initial sections of this paper. Once the wake response to 
a single frequency is established, a more detailed investigation 
of the Bow characteristics of a multiple frequency system can be 
performed. 
The analysis of a multiple frequency system leads naturally 
t o  a discussion of the nonlinear dynamics of the system. In 
recent years, attempts have been made to explain the tran- 
sition from laminar to turbulent flow in terms of ideas from 
the relatively new field of nonlinear dynamics. Some nonlinear 
systems which are described as "chaotic" have the interesting 
property that they produce essentially unpredictable behavior 
even though the governing equations of motion are determinis- 
tic. Many examples of chaotic behavior have been observed in 
fluid mechanical systems whose governing equations (the Navier- 
Stokes equations) are nonlinear due to the presence of the ad- 
vection terms. The most extensive documentation of chaotic 
behavior in hydrodynamic systems exists for two experiments*: 
Rayleigh-Benard convection and Taylor-Couette flow which are 
examples of fully bounded (closed) flows. It has been observed 
that  for some conditions the transition to  chaotic states and 
to  turbulence in these fully bounded fluid flows occurs accord- 
ing to scenarios generally associated with low order dynamical 
systems. The question arises as to  whether there is a corre- 
spondence between the behavior of these low order dynamical 
systems and the transition to turbulence in open fluid systems 
such as wakes, shear layers, and boundary layers even though 
in theory, these closed fluid mechanical systems have an infinite 
number of degrees of freedom. 
*For an extensive list of references on these flows, see Gollub & 
 enso on^ and Swinney6 
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The search for chaotic behavior in open systems has focused 
on the wake of a thin cylinder. sreenivasan6 reported the exis- 
tence of "windows of chaos" in the laminar wake of a cylinder 
a t  certain values of the Reynolds number. Much discussion has 
been focused on the nature of the chaotic interactions observed. 
Van Atta &   ha rib' demonstrated convincingly that the chaotic 
state observed by Sreenivasan was the result of an aeroelastic 
coupling between the cylinder vibration modes and the vortex 
wake. An additional control parameter was contributing to the 
system - the tension on the cylinder which dictates the vibra- 
tion modes. The results of Van Atta & Gharib were supported 
by the recent numerical work of Karniadakis k 'Ikiantafyllou8 
which showed that the natural cylinder wake in the absence of 
external forcing does not exhibit chaotic behavior in the lam- 
inar range. The only frequency observed was that which was 
selected by the absolute instability mechanism of the mean flow. 
Aperiodic states were observed only in the presence of periodic 
forcing. 
Due to the coupled nature of the wire/wake system, the am- 
plitude and frequency of forcing could not be independently con- 
trolled by the investigators. Presented here is a series of fully 
controllable experiments in which the interaction of multiple 
independent frequencies in an open Row (the wake of an air- 
foil) is examined. Various behaviors associated with the Ruelle- 
Takens-Newhouse ("RTN")' or three frequency route to chaos 
are observed. Standard diagnostics from nonlinear dynamics 
(Poincark sections and Lyapunov exponents) are applied to the 
experimental data to establish the dynamical nature of the sys- 
tem. In addition, the flows are also examined from a classical 
Ruid dynamics point of view (flow visualization, velocity and 
drag measurements, wavenumber spectra) to show that a con- 
nection can be established between laminar chaotic Rows and 
the onset of turbulent flow. 
EXPERIMENTAL D E T A I U  
The experiments were performed in the UCSD department 
of Applied Mechanics & Engineering Sciences water tunnel. The 
water tunnel has an 8 foot long test section with a 10" square 
cross section. 
A thin symmetric airfoil (NACA 63A008) was mounted 12.7 
cm (5") from the entrance to  the test section. The airfoil chord 
measured 7.6 cm (3"), the thickness was 0.64 cm (0.25"), and 
the span was 24.1 cm (9.50"). Thin stainless steel strips (0.002" 
thick, 0.10" wide) were flush mounted on the top and bottom 
surfaces of the airfoil a t  the 1/2, 2/3, and 23/24 chord point of 
the airfoil. Each strip was connected to  an independent power 
supply which was driven by a signal generator. Dye ports were 
located at  the center of the airfoil on the top and bottom of the 
leading edge. To visualize the Row, dye was gravity fed to the 
injection tubes and discharged into the airfoil boundary layers. 
OPERATIONAL PROCEDURES / DEFINITIONS 
Flow velocities were measured with a single component laser 
Doppler anemometer. A dual beam forward scatter configura- 
tion was used to measure the downstream component of veloc- 
ity (u). The velocity time series was digitized and stored on 
a MASSCOMP da ta  acquisition system for further processing. 
Power spectra were computed from the digitized time series ac- 
cording to conventional signal processing techniques. Real time 
power spectra of the velocity signal were obtained on a Hewlett 
Packard dynamic signal analyzer. 
Measurements were made a t  a flow speed of 11.5 cm/s. The 
Reynolds number based on the model chord length is 8600. The 
origin of the reference system is located a t  the trailing edge of 
the airfoil which was positioned with zero angle of attack. The x- 
axis is in the Row direction and the y-axis is in the cross-stream 
direction. The velocity and length scales incorporated in the 
analysis of the experiment are Urn, the freestream velocity, and 
6 , the wake width measured from the wake centerline (y=O) to 
the point where u = .99Urn. For natural flow (unforced) a t  x/c 
= 1, 6 = 0.515 cm resulting in a Reynolds number based on 6 
(Rea) of 590. 
STRIP HEATER TECHNIQUE 
Perturbations are introduced to  the boundary layer of the 
airfoil through the use of strip heaters. Metal strips are flush 
mounted on each side of the airfoil. A sinusoidal electric current 
is applied to the strip heater which results in a local change 
of the viscosity of the fluid in contact with the strip. It can be 
shown1° that the modulation of the viscosity by temperature has 
the same effect as blowing or suction of the fluid. For periodic 
heating, the effective sinusoidal displacement of the streamlines 
is convected downstream by the mean Row velocity. 
From linear boundary layer stability theory, it is known that 
only a finite range of perturbation frequencies will be amplified 
by the boundary layer. It is this range of frequencies that is 
forced using the strip heater technique. Due to the quadratic 
joule heating effect, it is necessary to generate an  input signal 
a t  one-half the desired output frequency. In addition each fre- 
quency must be input on a separate strip. 
RECEPTIVITY 
The first step in examining a forced wake is t o  introduce a 
single frequency into the Row and to monitor the wake response. 
By sweeping over a range of frequencies near the natural vortex 
shedding frequency, a receptivity curve is constructed by mea- 
suring the response power in a narrow band (bandwidth = 0.1 
Hz) centered a t  the forcing frequency. This power is a measure 
of the bandwidth for the frequency. The sum of the power 
in all frequencies is equal t o  the square of the rms velocity. The 
input power to the strip is held constant when constructing the 
curve. The receptivity curve (measured a t  y = 6 of the natural 
wake) is normalized by the maximum value obtained for the set 
of measurements. Due to the fact that the trailing edge strip has 
no boundary layer for the amplification of the perturbations, 
1.2 0 - 5 . 4  watts 
X - 9.8 watts 
+ - 1 4 . 1  watts 
Forc lng Frequency ( H e r t z )  
Figure 2 - Receptivity for three input power levels 
(atx/c = 3 andy =6) 
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the experiments were performed using the strips located near the 
center-chord point of the airfoil. The role of the forcing power 
level using the top middle strip is examined in figure 2. As the 
power increases, the range of amplified frequencies expands and 
a greater maximum amplification value is attained. The most 
amplified frequency is 4.25 Hz which is very close to the natu- 
ral vortex shedding frequency. For a range of frequencies near 
the natural frequency, the vortex shedding frequency tracks or 
"locks" onto the forcing frequency. Frequencies for which this 
occurred were considered to  be in the "locking range." A formal 
definition of locking range was established : locking resulted 
when the amplitude of the bandwidth for the forcing fre- 
quency exceeded that of the natural by one order of magnitude. 
As the power of forcing increases, a greater number of frequen- 
cies are included in the locking range (fig. 3). 
FREO (Hertz)  
Figure 3 - The locking range (at x/c = 3 and y = 6) 
THREE FREQUENCY ROUTE T O  CHAOS 
In the case of single frequency forcing, the main parameters 
. . -. 
varied were the amplitude and frequency of forcing. By fixing 
one of the parameters (e.g.,the amplitude), the effect of the sec- 
ond parameter was determined by sweeping it over a range of 
values. This type of procedure led to the results of the recep- 
tivity and locking ranges. With the addition of a more frequen- 
cies, the behavior of the system became increasingly complex 
as the frequencies interacted. In order to determine the nature 
of the interactions, a flow mapping was performed which ex- 
amined combinations of multiple frequencies. Before examining 
any forced cases, it should be noted that the natural frequency 
in the unforced flow is relatively broadband. (fig. 4) In order to 
avoid any complications associated with the broadband nature 
of the natural frequency, the natural frequency was forced a t  a 
relatively low level resulting in a clean peak. 
Presentation of selected cases. In the following section, a rep- 
resentative sequence from order to  chaos is presented and sub- 
mitted to  a range of diagnostics to determine the dynamical 
nature of the system. The power spectrum and time series for 
each case (a t  y = 6) are presented in figures 5 through 8. 
The best example of an  ordered flow is one in which the 
most amplified frequency (4.2 Hz) is forced a t  a relatively high 
amplitude (10 W). The power spectrum (fig. 5) exhibits sharp 
peaks a t  the primary frequency and its  second harmonic. The 
time series is very uniform for the locked case. The next step 
in the transition is a strongly quasiperiodic case where the two 
frequencies in the locking range ( f l  = 4.2 Hz, f2 = 4.4 Hz) are 
POWER SPECTRUM 
2 1 6 8 1 0  
FREQUENCY (Hz) 
TIME SERIES 
Figure 4 - Power specllum and time series for d ~ e  natural case 
(alx/c=3andy=6) 
(Arbitrary scale is consistant for all power spectra) 
POWER SPECTRUM 
'7 
1.-m L I I 0 2 6 1 0 1 2  
FREQUENCY (Hz )  
T I M E  SERIES 
-2 
FJ oLm TIME (sec) 
Rgure 5 - Power spectrum and time series for the locked case 
(at XJC = 3 and y 6) 
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POWER SPECTRUM 
L 
-0 ; 1 ; m A 
FREOUENCY ( H z )  
TIME SERIES 
27 
Figure 6 - Power spectrum and time series for the strongly 
quasiperiodic case (at x/c = 3 and y = 6) 
POWER SPECTRUM 
I I 
4 ; ; ; Ib !2 
FREOUENCY (Hz) 
T IME SERIES 
figure 7 - Power spectrum and time series for the weakly 
quasiperiodic case (at d c  = 3 and y = 6) 
POWER SPECTRUM 
I. 
I.-M! ; 1 I 8 I0 ? 
FREOUENCY (Hz)  
TIME SERIES 
Figure 8 - Power spectrum and time series for the chaotic case 
(atx/c=3andy=6) 
forced such that their response amplitudes in the power spec- 
trum are equal. The resulting power spectrum (fig. 6) contains 
interaction peaks a t  many linear combinations of the two forcing 
frequencies. The velocity time series exhibits a strong beating 
pattern associated with the difference between the two forcing 
frequencies. From strongly quasiperiodic, one moves next to a 
weakly quasiperiodic case which shows some signs of irregular 
behavior. The two forcing frequencies are selected near the edge 
of the locking range (fi = 3.5 Hz, fi = 4.9 Hz). The higher 
frequency is allowed to dominate the flow, while the lower fre- 
quency is just strong enough to  result in some interactions. The 
power spectrum (fig. 7) shows a couple of interaction peaks. 
The natural frequency is present which explains the appearance 
of a peak near 1.0 Hz. In the time series, a beat frequency of 1.7 
Hertz corresponding to the difference between the forcing fre- 
quencies is evident. The final stage of the transition from order 
- 
to chaos is obtained by forcing the natural frequency in addition 
to two frequencies slightly outside of the locking range (fl  = 3.5 
Hz, fi = 5.42 Hz, f3 = f,, = 4.075 Hz). The input amplitudes 
of the frequencies were set such that  the responses of the three 
frequencies in the power spectrum were roughly the same order 
of magnitude. The three frequencies are incommensurate. For 
this final case, a distinct change in the nature of the power spec- 
trum (fig. 8) occurs. In additions to  peaks a t  the three forcing 
frequencies and their linear combinations. there is a sinnificant 
- 
increase in the background noise level by two orders of magni- 
tude relative to  the locked case. The noise level for this last case 
is even higher than the noise in figure 7 in which the natural fre- 
quency is also present. The time series are very irregular with 
no distinct periodicity. Using the power spectrum as a primary 
diagnostic, it would appear that the three frequency case 
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behaves chaotically. However, due to the lack of phase infor- 
mation from the power spectrum, further diagnostics from the 
field of nonlinear dynamics must be applied to the data before 
a definitive classification is made. 
THE NONLINEAR DYNAMLCAL ANALYSIS 
Phase Space Reconstruction. The first step in analyzing ex- 
perimental data obtained from a dynamical system is to con- 
struct the phase space of the system. Given a time series of a sin- 
gle quantity, U(t), (in the current experiment, the x-component 
of velocity), a reconstruction of the phase space can be obtained 
by using a time delay t e ~ h n i ~ u e " ~ ' ~  so that 
where r is the time delay and m is the embedding dimension 
(or anticipated number of variables needed to characterize the 
motion of the system) For the current experiment, an embedding 
dimension of 5 was selected (which, it was felt, would be more 
than sufficient for the locked and quasiperiodic cases, but not 
necessarily enough for the chaotic case.) Although any time 
delay may be selected, it is preferable to select one corresponding 
to 112 - 1 112 orbital periods. For the present work, a time delay 
of 42 points (0.17 sec = 0.67 orbital period) was utilized. 
Figure 10 - Phase space reconstruction for the locked case 
(at X/C = 3 and y = 6 )  
Figure 9 - Phase space reconstruction for the natural case 
(at X/C = 3 and y = 6 )  
The phase space reconstructions (phase portraits) for the 
natural (unforced) wake and the locked and chaotic wakes are 
Figure 11 - Phase space reconstruction for the chaotic case 
(at X/C = 3 and y = 6 )  
presented in figures 9 to 11. Due to constraints of the graphics 1300 
system, only the first 5000 points are plotted. However, the na- 
1250 ture of the trajectories for each condition did not change when 
the plots with 22500 points were viewed on a higher level graph- 1200 
ics system. In each figure, the phase portrait is generated from a 
time trace at y = 6. The coordinates for the axes are the binary 
n 1150 
values obtained from the data acquisition system. The value t- 
900 corresponds roughly to 9 cm/sec, 1300 to 13 cm/sec, and so + 1100 
on. In the transition from natural to locked flow (figs. 9 to lo),  Q 
V the organizing of the phase portrait is evident. Random noise 3 1050 
is suppressed in the locked case as was seen previously in the 
power spectrum. The locked portrait resembles a thin cord or 1000 
torus. A distinct change in the phase portrait occurs as the flow 
becomes chaotic. The chaotic phase portrait (fig. 11) resembles 950 
tangled balls of yarn rather than thin ribbons. 
Poincark Sections. Once the phase space reconstruction is 
complete, the intersection of trajectories (in the first three di- 
mensions) with a plane can be examined. The set of points 
intersecting the plane constitutes a PoincarC section of the sys- 
tem. The PoincarC section of the locked case was characterized 
by concentrations of points at the intersection of the torus with 
the plane. The intersections of the chaotic case were randomly 
scattered across the plane. 
- 
- 
- 
- 
- 
- 
- 
- 
Lyapunov Exponents. The phase space reconstruction and 
PoincarC sections provide information about the geometrical na- 
ture of the system. To complement those results, quantitative 
details can be obtained from the reconstructed phase space by 
measuring the spectrum of Lyapunov exponents of the system 
(originally defined by ~ s e l e d e c ' ~ ) .  Lyapunov exponents quan- 
tify the sensitivity of a dynamical system to initial conditions. 
By considering the largest exponent XI, the dynamical nature of 
the attractor can be determined. If XI  < 0, all initial conditions 
eventually converge to the same point, a fixed point. X1 = 0 
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implies the length of the principle axis remains constant. This 
corresponds to a limit cycle (either periodic or quasiperiodic 
motion). If X1 > 0 ,  lengths are diverging (typically a t  an ex- 
ponential rate). When such a condition exists, the attractor is 
said to be "strange" or "chaotic." The values of the largest Lya- 
punov exponent for the experimental time series is determined 
according to an algorithm developed by Wolf, Swift, Swinney, 
and ~ a s t a n o ' ~ .  
To quantify the nature of the flows as a function of posi- 
tion across the wake, the largest Lyapunov exponent was mea- 
sured a t  several points across the wake to form a "Lyapunov 
profile". In presenting the profiles, a three point average was 
performed to smooth out fluctuations. A comparison of the four 
order-to-chaos cases (fig. 12) demonstrates that the dynamical 
behavior of the chaotic case is indeed different than the three 
ordered cases. The chaotic exponents are typically three times 
greater than the exponents for the ordered cases. On average, 
the locked exponents are lower than the two quasiperiodic cases. 
The increase of the exponents at  the edges of the profiles may 
be attributed to the effect of freestream noise. 
Summary of nonlinear dynamics diagnostics. Through the 
use of phase portraits, Poincark sections, and Lyapunov expo- 
nents, a distinct transition is seen from ordered to  chaotic flow. 
The non-zero values of the Lyapunov exponents for the ordered 
cases are attributed to noise inherent in an open system. 
1.6 
0 - locked 
X - strmglq quaslperlodlc 
+ - veaklq quaslperlodlc 
- chaotic 
H E I G H T  (cm) 
Figure 12 - Lyapunov exponent as a function of height 
for the route to chaos cases (at x/c = 3) 
THE FLUID DYNAMICS OF A CHAOTIC WAKE 
The numerical diagnostics provide a measure of a system's 
divergence. Left unanswered is the question of the effects of 
chaos on flow parameters such as the vortex configuration, the 
mean and fluctuating velocities, and the drag. 
Flow visualization. Flow visualization reveals the vortex con- 
figuration of the wake. A locked flow (fig. 13) is characterized by 
the uniform staggered vortex pattern known as the Karmin vor- 
tex street. The second photo in the sequence (fig. 14) presents a 
quasiperiodic flow which is identified by the existence of uniform 
vortex clusters. The flow visualization corresponds to  the second 
quasiperiodic case. The short wavelength of the almost identical 
clusters is due to the difference frequency of 1.4 Hz. Within the 
clusters, pairing of the vortices is occurring. To complete the 
sequence, the chaotic case is presented in figure 15. A random 
nature to the vortex patterns exists. At times segments of the 
KarmAn street are visible; a t  other times, a great deal of stretch- 
ing and diffusion is present. In light of the fact that patches of 
order exist, it can be said that the chaos is a result of the clash 
of orders rather than the lack of order. 
- - 
Figure 13 - Flow visualization of locked case 
Figure 14 - Flow visualization of quasiperiodic case 
( f 1 = 3 . 5 H z ,  f 2 = 4 . 9 H z )  
Figure 15 - Flow visualization of chaotic case 
Velocity Parameters and Drag Results. Consider next the ve- 
locity measurements. The mean and fluctuating velocity profiles 
of the locked and chaotic flows are presented in figure 16. The 
locked case is indicated by the solid line; the chaotic case by the 
symbols. In examining the mean velocity profile, the chaotic 
case has a smaller deficit compared to the locked case. A more 
dramatic difference between the locked and chaotic cases appears 
in the rms ( 0 )  profiles. The locked profile is character- 
ized by two maxima corresponding to the positions of the vortex 
cores in the Karman vortex street. The chaotic profile contains 
a third peak (an overshoot) on the centerline of the wake. The 
increased fluctuations a t  the centerline and the smaller wake 
deficit for the chaotic case would seem to imply a reduction in 
drag. However, the profiles presented are measured a t  x/c = 3 
where contributions from the y-component of velocity become 
significant. To determine the drag coefficient of the locked and 
chaotic cases, a control volume analysis was applied to  velocity 
profiles measured a t  x/c = 1 (where the assumption o f 7  = 0 
is valid). The drag coefficient for the locked case revealed a 
reduction of drag by 15% relative to  the natural case. Similar 
reductions in drag have been seen16 but only in the presence 
of high amplitude forcing. The chaotic case resulted in a 4% 
increase in drag when compared to  the natural case. This is a 
relatively insignificant change. 
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little change to the results. 
The wavenumber spectra for the chaotic case at  y = 6 and 
at  the centerline are shown in figures 17 & 18 with a log-log 
scaling. The results a t  y = 6 show a -6 slope. In contrast, the 
centerline line spectrum results exhibit a -513 slope. An analyt- 
ical curve by ~ a o "  and some experimental data points for low 
Reynolds number (based on the Taylor microscale) turbulent 
flows of Uberoi & Freymuthlg and Comte-Bellot & CorrsinZ0 
are plotted on the centerline spectrum. It is seen that there is a 
considerable agreement between the chaotic case and the turbu- 
lent cases. The spectrum results indicate that a local behavior 
exists which shares the -513 decay characteristic of a fully tur- 
bulent flow. This is quite surprising when one remembers that 
the flow is a low Reynolds number (Res) 'laminar' flow and that 
the flow is anisotropic. 
To reinforce the concept that the chaotic flow is not globally 
turbulent, a turbulent wake was created by tripping the airfoil 
boundary layers. The mean flow velocity was increased to 13 
Figure 16 - Mean (top) and rms (bottom) velocity profiles 
for the locked and chaotic cases (at x/c = 3) 
CHAOS & TURBULENCE - ARE THEY RELATED? 
When examining the flow visualization for the chaotic case, a 
range of scales of motion is apparent, and some areas with strong 
mixing exist. For the chaotic case, it was observed that three 
dimensional motion (out of the picture plane) existed which was 
not present in the locked case. The chaotic case appeared to 
contain regions which were locally turbulent. An attempt is 
made here to determine statistically whether the laminar chaotic 
case is similar to a fully developed turbulent flow. Using the 
wavenumber spectrum as a diagnostic, a comparison of the 
chaotic spectrum to Kolmogorov'stLk to the -5/3"16 law is per- 
formed. For isotropic turbulence, the wavenumber magnitude 
spectral density E(k) can be related to the wavenumber k by 
E(k) CK k-5/3. The quantity measured in the experiment is 
the Fourier power spectrum $(w) where w is radian frequency. 
~radshaw" indicates that for most purposes 4(w) can be used 
as an approximation to $(kl) which in turn is proportional to 
E(k). "kln is the wavenumber in the downstream direction of 
the flow. The one dimensional energy spectra, E(kl),  are pre- 
sented in non-dimensional form (scaled by ( ~ v ~ ) ~ / ' )  as a func- 
tion of non-dimensional wavenumber (kl/kd) where kd is the 
wavenumber associated with the Kolmogorov length scale ( t l ) .  
The dissipation c was determined from the low Reynolds num- 
ber approximation c rn vu2/12 where u is the typical fluctuation 
velocity (the rms velocity) and 1 is the size of the largest eddy in 
the flow. Other estimations for E were performed with relatively 
Figure 17 - Energy spectrum of chaotic case at y = 6 
(at x/c = 3) 
X - Lbarol d F r e q w r h  ( 1969) 
+ - Uberoi h F r e q w r h  ( 1969) 
0 - Comre-&allot d Corrmln (1971) 
Figure 18 - Energy spectrum of chaotic case at y = 0 
(at X/C = 3) 
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cm/s. The resulting flow (fig. 19) is characterized by the pres- 
ence of a more uniform range of scales when compared to the 
chaotic case. 
Figwe 19 - Flow visualization of a turbulent wake 
CONCLUSION 
This study has explored the response of the wake to external 
perturbations. Within the receptivity range, a band of frequen- 
cies is identified for which the natural vortex shedding frequency 
locks onto the forcing frequency. This range is called the "lock- 
ing" range of the system. 
A mapping of the possible behaviors existing in a three fre- 
quency flow system is obtained. For the first time, a three fre- 
quency route to chaos in an open system is explored. Diagnostics 
from the field of nonlinear dynamics show a definite transition 
from order to chaos. 
The fluid dynamics of the route to chaos cases is explored. 
Significant changes to  the vortex configuration in the flow are 
observed. Velocity measurements show an increased 0 level 
along the centerline. No significant change in the drag coefficient 
relative to the natural wake is seen for the chaotic case although 
a 15% decrease is seen for the locked case. 
In an attempt to  make a connection between laminar chaos 
and turbulence, the wavenumber spectrum for the chaotic case 
is examined. The spectrum obtained a t  the centerline of the 
chaotic wake exhibits a kK6f3 scaling. This indicates that the 
Reynolds number (which for the unforced flow is low) is not the 
only parameter important in the transition from laminar to tur- 
bulent flow. It is interesting to  note that only three frequencies 
were input to the flow to create a system that behaves locally 
like a system with infinite degrees of freedom. This fact should 
be of great interest to those modelling turbulent flows. 
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