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Abstract—A Multiple Target, Multiple Type Filtering
(MTMTF) algorithm is developed using Random Finite Set (RFS)
theory. First, we extend the standard Probability Hypothesis Den-
sity (PHD) filter for multiple types of targets, each with distinct
detection properties, to develop a multiple target, multiple type
filtering, N-type PHD filter, where N ≥ 2, for handling confusions
among target types. In this approach, we assume that there will
be confusions between detections, i.e. clutter arises not just from
background false positives, but also from target confusions. Then,
under the assumptions of Gaussianity and linearity, we extend
the Gaussian mixture (GM) implementation of the standard PHD
filter for the proposed N-type PHD filter termed the N-type GM-
PHD filter. Furthermore, we analyze the results from simulations
to track sixteen targets of four different types using a four-
type (quad) GM-PHD filter as a typical example and compare
it with four independent GM-PHD filters using the Optimal
Subpattern Assignment (OSPA) metric. This shows the improved
performance of our strategy that accounts for target confusions
by efficiently discriminating them1.
Index Terms—Random finite set, FISST, Multiple target fil-
tering, PHD filter, N-type PHD filter, Gaussian mixture, OSPA
metric
I. INTRODUCTION
Multi-target filtering is a state estimation problem which
plays a key role in visual, radar and sonar tracking, robot
simultaneous localization and mapping (SLAM), and other
signal processing applications. Traditionally, multi-target fil-
ters are based on finding associations between targets and
measurements using methods including Global Nearest Neigh-
bour (GNN) [1] [2], Joint Probabilistic Data Association Filter
(JPDAF) [1] [3], and Multiple Hypothesis Tracking (MHT) [1]
[4]. However, these approaches face challenges not only in
the uncertainty caused by the data association but also in
computational growth exponential to the number of targets
and measurements. To address the complexity problem, a
unified framework directly extended single- to multi-target
tracking by representing multi-target states and observations
as a random finite set (RFS) [5]. This estimates both the
states and cardinality of an unknown and time varying num-
ber of targets in a scene, and includes birth, death, clutter
(false alarms), and missed detections. Mahler [5] propagated
the first-order moment of the multi-target posterior called
Probability Hypothesis Density (PHD) or intensity rather
than the full multi-target posterior, thus having much lower
computational complexity in the single state space rather than
in the joint-state space as in traditional methods. Further
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developments include the Gaussian mixture (GM-PHD) [6]
and the Sequential Monte Carlo (SMC) (particle-PHD filter)
implementations [7] which have been applied to visual track-
ing in [8] and [9], respectively. This approach is flexible,
for instance, it has been used to find the detection proposal
with the maximum weight as the target position estimate for
tracking a target of interest in dense environments by removing
the other detection proposals as clutter [10] [11]. Furthermore,
the PHD filter has also been used for doing visual odometry
(VO) [12] and SLAM [13] in robotics. Joint detection, tracking
and classification (JDTC) of multiple targets in clutter which
jointly estimates the number of targets, their kinematic states,
and types of targets (classes) from a sequence of noisy and
cluttered observation sets was developed using the PHD filter
in [14]. In this approach, the dynamics of each target type
(class) is modelled as a class-dependent model set, and the
signal amplitude is included within the multi-target likelihood
in the PHD-like filter to enhance the discrimination between
targets from different classes and false alarms. Similarly, a
joint target tracking and classification (JTC) algorithm was
developed in [15] using RFS which takes into account extra-
neous target-originated measurements (of the same type) i.e.
multiple measurements originating from a target which can be
modeled as a Poisson RFS. In these approaches, the augmented
state vector of a target comprises the target kinematic state
and class label, i.e. the target type (class) is put into the
target state vector. However, all these RFS-based multiple
target filters were developed for either a single target type or
multiple target type but without taking any account of target
confusions between target types at the measurement stage, i.e.
measurements originated not only from the same target type
but were also confused from the other target types.
Practically, there are many situations where tracking and
discrimination of multiple target types is essential, handling
confusions between target types. For example, when devel-
oping situational awareness for driver assistance and vehicle
autonomy [16], a vehicle equipped with a sensor suite must
detect and track other road users to select the best sensor
focus and course of action, usually concentrating on other
vehicles, pedestrians and bicycles. In this particular and many
other examples, confusion between target types is common,
for example a standard pedestrian detection strategy [17] often
provides confused detections between pedestrians and cyclists,
and even small cars. Moreover, for sports analysis we often
want to track and discriminate sub-groups of the same target
type such as players in opposing teams [18]. These types
of problems motivate our work to develop a multiple target,
multiple type filtering methodology handling target confusions
following the RFS based filtering method, particularly the
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2standard PHD filter, without involving any data association.
The main contributions of this paper are as follows.
• We model the RFS filtering of N different types of
multiple targets with separate but confused detections
which we call the N-type PHD filter where N ≥ 2.
• The Gaussian mixture implementation of the standard
PHD filter is extended for the proposed N-type PHD filter.
• We demonstrate this proposed N-type GM-PHD filter
by simulations, specifically for a quad GM-PHD filter
(N = 4) as a typical example under different values
of confusion detection probabilities to show that our
approach yields improved performance over the standard
approach.
We presented preliminary ideas in [19] for three different
target types (N=3) for visual tracking applications. In this
work, we further develop our approach. We extend from a
tri-PHD filter to a N-type PHD filter as well as conducting
experiments on more dense simulations. The mathematical
proof of the algorithm is presented. We demonstrate the quad
GM-PHD filter for four types (N = 4) of sixteen targets
with detailed analysis as a typical simulation example under
different values of confusion detection probabilities.
The remainder of this paper is organized as follows. Mul-
tiple type, multiple target recursive Bayes filtering with RFS
is described in section II. A probability generating functional
for deriving a N-type PHD filter and the N-type PHD filtering
strategy are given in sections III and IV, respectively. In
section V, a Gaussian mixture implementation of the N-type
PHD filter is described in detail. The experimental results are
analyzed and compared in section VI. The main conclusions
and suggestions for future work are summarized in section VII.
II. MULTIPLE TARGET, MULTIPLE TYPE RECURSIVE
BAYES FILTERING WITH RFS
A RFS represents a varying number of non-ordered target
states and observations which is analogous to a random vector
for single target tracking. More precisely, a RFS is a finite-
set-valued random variable i.e. a random variable which is
random in both the number of elements and the values of the
elements themselves. Finite Set Statistics (FISST), the study of
statistical properties of RFS, is a systematic treatment of multi-
sensor multi-target filtering as a unified Bayesian framework
using random set theory [5].
When different detectors run on the same scene to detect
different target types, there is no guarantee that these detectors
only detect their own type. It is possible to run an independent
PHD filter for each target type, but this will not be correct
in most cases, as the likelihood of a positive response to a
target of the wrong type will in general be different from,
usually higher than, the likelihood of a positive response to the
scene background. In this paper, we account for this difference
between background clutter and target type confusion. This is
equivalent to a single sensor (e.g. a smart camera) that has
N different detection modes, each with its own probability of
detection and a measurement density for N different target
types.
So we model a N-type PHD filter to filter N-types of
multiple targets in such a way that the first PHD update
will filter the first target type treating the others as potential,
additional clutter in addition to background clutter, and vice
versa. In the joint tracking and classification approaches such
as in [14], [15], the target type (class) is put into the target state
vector, however, here we follow a different approach which
is convenient for handling target confusions from different
target types. Accordingly, to derive the N-type PHD filter,
it is necessary to first give its RFS representation to extend
from a single type single-target Bayes framework to multiple
type multi-target Bayes framework. Let the multi-target state
space F(X ) and the multi-target observation space F(Z) be
the respective collections of all the finite subsets of the state
space X and observation space Z , respectively. If Li(k) is the
number of targets of target type i in the scene at time k, then
the multiple states for target type i, Xi,k, is the set
Xi,k = {xi,k,1, ...xi,k,Li(k)} ∈ F(X ) (1)
where i ∈ {1, ..., N}. Similarly, if Mj(k) is the number of
received observations from detector j, then the corresponding
multiple target measurements is the set
Zj,k = {zj,k,1, ...zj,k,Mj(k)} ∈ F(Z) (2)
where j ∈ {1, ..., N}. Some of these observations may be
false i.e. due to clutter (background) or confusion (response
due to another target type).
The uncertainty in the state and measurement is introduced
by modeling the multi-target state and the multi-target mea-
surement using RFS. Let Ξi,k be the RFS associated with the
multi-target state of target type i, then
Ξi,k = Si,k(Xi,k−1) ∪ Γi,k, (3)
where Si,k(Xi,k−1) denotes the RFS of surviving targets of
target type i, and Γi,k is the RFS of the new-born targets of
target type i. We do not consider target spawning in this paper.
Further, the RFS Ωji,k associated with the multi-target
measurements of target type i from detector j is
Ωji,k = Θj,k(Xi,k) ∪ Csi,k ∪ CtiJ,k, (4)
where J = {1, ..., N}\ i and Θj,k(Xi,k) is the RFS modeling
the measurements generated by the target Xi,k from detector
j, and Csi,k models the RFS associated with the clutter
(false alarms) for target type i which comes from the scene
background (using detector j). However, we now must also
include CtiJ,k which is the RFS associated with measurements
of all target types J = {1, ..., N}\i being treated as confusion
while filtering target type i i.e. measurements of all target types
are included into clutter (confusion) except measurement of
target type i while filtering target type i.
Analogously to the single-target case, the dynamics of
Ξi,k are described by the multi-target transition density
yi,k|k−1(Xi,k|Xi,k−1), while Ωji,k is described by the multi-
target likelihood fji,k(Zj,k|Xi,k) for multiple target type
i ∈ {1, ..., N} from detector j ∈ {1, ..., N}. The recursive
equations are
pi,k|k−1(Xi,k|Zj,1:k−1) =∫
yi,k|k−1(Xi,k|X)pi,k−1|k−1(X|Zj,1:k−1)µ(dX) (5)
3pi,k|k(Xi,k|Zj,1:k) = fji,k(Zj,k|Xi,k)pi,k|k−1(Xi,k|Zj,1:k−1)∫ fji,k(Zj,k|X)pi,k|k−1(X|Zj,1:k−1)µ(dX)
(6)
where µ is an appropriate dominating measure on F(X ) [5].
Though a Monte Carlo approximation of this optimal multi-
target types Bayes recursion is possible considering multiple
targets of a single type [7], the number of particles required
is exponentially related to the number of targets and their
types in the scene. To make it computationally tractable,
we extended Mahler’s method of propagating the first-order
moment of the multi-target posterior instead of the full multi-
target posterior as its approximation called the Probability Hy-
pothesis Density (PHD) [5], Di,k|k(x|Zj,1:k) = Di,k|k(x) =∫
δx(x)pi,k|k(X|Zj,1:k)δX where δx(x) =
∑
w∈x δw(x), for
N ≥ 2 types of multiple targets by deriving the updated PHDs
from Probability Generating Functionals (PGFLs) starting
from the standard predicted PHDs for each target type.
III. PROBABILITY GENERATING FUNCTIONAL (PGFL)
The probability generating functional is a convenient repre-
sentation for stochastic modelling with a point process [5], a
type of random process for which any one realisation consists
of a set of isolated points either in time or space. Now, we
model joint (probability generating) functionals which take
into account the clutter due to the other target types in addition
to the background for deriving the updated PHDs. Starting
from the standard proved predicted PHDs in [5] (refer to the
appendix VIII for the proof) for each multi-target type, we will
derive novel extensions for the updated PHDs of N-type PHD
filter from PGFLs for each target type for handling confusions
between target types.
The joint functional for target type i treating all other target
types as clutter is given by
Fi[g, h] = GTi(hGLi,i(g|.))Gci(g)
N∏
j=1\i
GTj (GLj,i(g|.)),
(7)
where i ∈ {1, ..., N} denotes target type, g is related to the
target measurement process and h is related to the target state
process.
Gci(h) = exp(λi(ci[g]− 1)), (8)
where Gci(h) is the Poisson PGFL [5] for false alarms where
λi is the average number of false alarms for target type i and
the functional ci[g] =
∫
g(z)ci(z)dz where ci(.) is the uniform
density over the surveillance region;
GTi(h) = exp(µi(si[g]− 1)), (9)
where GTi(h) is the prior PGFL and µi is the average number
of targets, each of which is distributed according to si(x) for
target type i; and
GLj,i(g|x) = 1−pji,D(x)+pji,D(x)
∫
g(z)fji(z|x)dz, (10)
where GLj,i(g|x) is the Bernoulli detection process for each
target of target type i using detector j with probability of
detection for target type i by detector j, pji,D, and fji(z|x)
is a likelihood defining the probability that z is generated by
the target type i conditioned on state x from detector j [5].
Expanding si[hGLi,i(g|x)] and sj [GLj,i(g|x)] as
si[hGLi,i(g|x)] =
∫
si(x)h(x)
(
1− pii,D(x)+
pii,D(x)
∫
g(z)fii(z|x)dz
)
dx,
(11)
and
sj [GLj,i(g|x)] =
∫
sj(x)
(
1− pji,D(x)+
pji,D(x)
∫
g(z)fji(z|x)dz
)
dx,
(12)
Accordingly, Fi[g, h] is expanded as
Fi[g, h] = exp
(
λi
( ∫
g(z)ci(z)dz − 1
)
+
∑N
j=1\i µj
[ ∫
sj(x)
(
1− pji,D(x) + pji,D(x)
∫
g(z)fji(z|x)dz
)
dx− 1
]
+µi
[ ∫
si(x)h(x)
(
1− pii,D(x) + pii,D(x)
∫
g(z)fii(z|x)dz
)
dx− 1
])
,
(13)
The updated PGFL Gi(h|z1, ...zMj ) for target type i is ob-
tained by finding the M thj functional derivative of Fi[g, h] [5]
and is given by
Gi(h|z1, ..., zMj ) =
δMj
δϕz1
...δϕzMj
Fi[g, h]|g=0
δMj
δϕz1
...δϕzMj
Fi[g, 1]|g=0
, (14)
The updated PHD for target type i treating all other
target types as clutter can be obtained by taking the first-
order moment (mean) [5] of Eq. (14) and setting h = 1,
4Di(x|z1, ..., zMj ) = δδϕxGi(h|z1, ...zMj )|h=1,
= µisi(x)(1− pii,D(x)) +
∑Mj
m=1
µisi(x)pii,D(x)fii(zm|x)
λici(zm)+
∑N
j=1\i µj
∫
sj(x)pji,D(x)fji(zm|x)dx+µi
∫
si(x)pii,D(x)fii(zm|x)dx ,
(15)
Thus, Di(x|z1, ..., zMj ) in Eq. (15), is the updated PHD
for target type i treating all other target types as clutter. The
term µisi(x) in Eq. (15) is the predicted PHD for target type
i (refer to the appendix VIII for the proof). The following
equational facts are important for the derivation of Eq. (14) to
get Eq. (15) (refer to [20], Chapter 4, for the full derivation):
δ
δϕx
λici(zm) = 0,
(No process function h(x))
δ
δϕx
µj
∫
sj(x)pji,D(x)fji(zm|x)dx = 0,
(No process function h(x))
δ
δϕx
µi
∫
si(x)h(x)pii,D(x)fii(zm|x)dx =
µisi(x)pii,D(x)fii(zm|x).
(16)
IV. N-TYPE PHD FILTERING STRATEGY
Here we state PHD recursions in a generic form for multiple
target, multiple type filtering with Z1,k, ..., ZN,k separate but
confused multi-target measurements between different target
types, i.e. the N-type PHD filter, where N ≥ 2. For N types
of multiple targets, the PHDs, DΞ1(x), DΞ2(x), ..., DΞN (x),
are the first-order moments of RFSs, Ξ1, Ξ2, ... ΞN , and they
are intensity functions on a single state space X whose peaks
identify the likely positions of the targets. For any region R ⊆
X
E[|(Ξ1 ∪ Ξ2... ∪ ΞN ) ∩R|] =
N∑
i=1
∫
R
DΞi(x)dx (17)
where|.| is used to denote the cardinality of a set. In practice,
Eq.(17) means that by integrating the PHDs on any region R
of the state space, we obtain the expected number of targets
(cardinality) in R.
Accordingly, the Bayesian iterative prediction and update of
the N-type PHD filtering strategy is given as follows.
The PHD prediction for target type i is defined as
Di,k|k−1(x) =
∫
pi,S,k|k−1(ζ)yi,k|k−1(x|ζ)Di,k−1|k−1(ζ)dζ
+γi,k(x),
(18)
where γi,k(.) is the intensity function of a new target birth
RFS Γi,k, pi,S,k|k−1(ζ) is the probability that the target still
exists at time k, yi,k|k−1(.|ζ) is the single target state transition
density at time k given the previous state ζ for target type i.
Thus, following Eq. (15), the final updated PHD for target
type i is obtained by setting µisi(x) = Di,k|k−1(x),
Di,k|k(x) =
[
1− pii,D(x) +
∑
z∈Zi,k
pii,D(x)fii,k(z|x)
csi,k (z)+cti,k (z)+
∫
pii,D(ζ)fii,k(z|ζ)Di,k|k−1(ζ)dζ
]
Di,k|k−1(x), (19)
The clutter intensity cti,k(z) due to all types of targets j ∈
{1, ..., N} except target type i in Eq.(19) is given by
cti,k(z) =
∑
j∈{1,...,N}\i
∫
pji,D(y)Dj,k|k−1(y)fji,k(z|y)dy,
(20)
This means that when we are filtering target type i, all the
other target types will be included as clutter. Eq.(20) converts
state space to observation space by integrating the PHD
estimator Dj,k|k−1(y) and likelihood fji,k(z|y) which defines
the probability that z is generated by detector j conditioned on
state x of the target type i taking into account the confusion
probability pji,D(y), the detection probability for target type
i by detector j. Hence, it maps the state space of wrongly
detected targets to the measurement space and treats them as
clutter.
The clutter intensity due to the scene i, csi,k(z), in Eq. (19)
is given by
csi,k(z) = λici(z) = λciAci(z), (21)
where ci(.) is the uniform density over the surveillance region
A, and λci is the average number of clutter returns per
unit volume for target type i i.e. λi = λciA. While the
PHD filter has linear complexity with the current number of
measurements (m) and with the current number of targets (n)
i.e. computational order of O(mn), the N-type PHD filter has
linear complexity with the current number of measurements
(m), with the current number of targets (n) and with the
total number of target types (N ) i.e. computational order of
O(mnN) as can be seen from Eq. (19).
In general, the clutter intensity due to the background for
target type i, csi,k(z), can be different for each target type as
they depend on the receiver operating characteristic (ROC)
curves of the detection processes. Moreover, the probabili-
ties of detection pii,D(x) and pji,D(x) may all be different
although assumed constant across both the time and space
continua.
The pictorial summary of recursive N-type PHD filter
structure is given in Fig. 1. The intersection (common meeting
point) of the N-type PHD filtering process is at Eq. (20)
5which involves the predicted PHDs and likelihoods of all other
target types along with their corresponding probabilities of
confusion when filtering target type i. This equation converts
state space to observation space by integrating the PHD
estimators (predicted PHDs) and likelihoods along with their
corresponding probabilities of confusion to treat as clutter as
clutter operates on the measurement space. Actually, Eq. (20)
is called in Eq. (19) as a clutter along with a clutter due to
the scene for updating PHD of target type i. At this point, the
confusion of target types will be solved. Except this, every
updated PHD retains its own type i.e. the updated PHDs are
not combined. Initialization in Fig. 1 shows the measurement-
driven birth of targets. Thus, given the measurements of all
target types at time k and the updated PHDs at time k − 1
(Di,k−1 = Di,k−1|k−1 where i ∈ {1, ..., N}), the filtering
process occurs recursively to get the updated PHDs at time
k (Di,k = Di,k|k where i ∈ {1, ..., N}). Obviously, the
updated PHDs at time k − 1 are the PHDs after merging
and pruning of the updated PHDs at the previous iteration
(refer to section V) which will be predicted as existing targets
in the next iteration (at time k|k − 1). The estimated states
are extracted from the updated PHDs of each target type
(with weights greater than 0.5, refer to section V). In fact,
after states extraction from the updated PHDs, the extracted
states can be combined which do not affect the filtering
process afterwards. However, for labelling of each target as
in our preliminary work [19], keeping extracted states of each
target type separately is important i.e. we apply the Hungarian
algorithm to the extracted states of each target type separately
for frame to frame labelling in [19], of course keeping the
unique identities of all targets of the target types.
V. GAUSSIAN MIXTURE-BASED N-TYPE PHD FILTER
IMPLEMENTATION
The Gaussian mixture implementation of the standard PHD
(GM-PHD) filter [6] is a closed-form solution of the PHD
filter with the assumptions of a linear Gaussian system. In this
section, this standard implementation is extended for the N-
type PHD filter, more importantly solving Eq. (20). We assume
each target follows a linear Gaussian model.
yi,k|k−1(x|ζ) = N (x;Fi,k−1ζ,Qi,k−1) (22)
fji,k(z|x) = N (z;Hji,kx,Rji,k) (23)
where N (.;m,P ) denotes a Gaussian density with mean m
and covariance P ; Fi,k−1 and Hji,k are the state transition
and measurement matrices, respectively. Qi,k−1 and Rji,k are
the covariance matrices of the process and the measurement
noises, respectively, where i ∈ {1, ..., N} and j ∈ {1, ..., N}.
Besides, a current measurement driven birth intensity inspired
by but not identical to [21] is introduced at each time step,
removing the need for the prior knowledge (specification of
birth intensities) or a random model, with a non-informative
zero initial velocity. The intensity of the spontaneous birth
RFS is γi,k(x) for target type i
γi,k(x) =
Vγi,k∑
v=1
w
(v)
i,γ,kN (x;m(v)i,γ,k, P (v)i,γ,k) (24)
where Vγi,k is the number of birth Gaussian components for
target type i where i ∈ {1, ..., N}, m(v)i,γ,k is the current mea-
surement (noisy version of position) and zero initial velocity
used as mean and P (v)i,γ,k is the birth covariance for a Gaussian
component v of target type i.
It is assumed that the posterior intensities for target type i
at time k − 1 are Gaussian mixture of the form
Di,k−1(x) =
Vi,k−1∑
v=1
w
(v)
i,k−1N (x;m(v)i,k−1, P (v)i,k−1), (25)
where i ∈ {1, ..., N} and Vi,k−1 is the number of Gaussian
components of Di,k−1(x). Under these assumptions, the pre-
dicted intensities at time k for target type i are given following
Eq. (18) by
Di,k|k−1(x) = Di,S,k|k(x) + γi,k(x), (26)
where
Di,S,k|k−1(x) = pi,S,k
∑Vi,k−1
v=1 w
(v)
i,k−1N (x;
m
(v)
i,S,k|k−1, P
(v)
i,S,k|k−1),
m
(v)
i,S,k|k−1 = Fi,k−1m
(v)
i,k−1,
P
(v)
i,S,k|k−1 = Qi,k−1 + Fi,k−1P
(v)
i,k−1F
T
i,k−1,
where γi,k(x) is given by (24).
Since Di,S,k|k−1(x) and γi,k(x) are Gaussian mixtures,
Di,k|k−1(x) can be expressed as Gaussian mixture of the form
Di,k|k−1(x) =
Vi,k|k−1∑
v=1
w
(v)
i,k|k−1N (x;m(v)i,k|k−1, P (v)i,k|k−1),
(27)
where w(v)i,k|k−1 is the weight accompanying the predicted
Gaussian component v for target type i and Vi,k|k−1 is the
number of predicted Gaussian components for target type i
where i ∈ {1, ..., N}.
Now, assuming the probabilities of detection to be constant
i.e. pii,D(x) = pii,D, the final updated PHD for target type
i is given as follows. Accordingly, the posterior intensity for
target type i at time k (updated PHD) treating all other target
types as clutter is also a Gaussian mixture which corresponds
to Eq. (19), and is given by
Di,k|k(x) = (1− pii,D,k)Di,k|k−1(x) +
∑
z∈Zi,k
Di,D,k(x; z),
(28)
where
Di,D,k(x; z) =
Vi,k|k−1∑
v=1
w
(v)
i,k (z)N (x;m(v)i,k|k(z), P (v)i,k|k),
6Fig. 1: Illustration of recursive N-type PHD filter structure.
w
(v)
i,k (z) =
pii,D,kw
(v)
i,k|k−1q
(v)
i,k (z)
csi,k(z) + cti,k(z) + pii,D,k
∑Vi,k|k−1
l=1 w
(l)
i,k|k−1q
(l)
i,k(z)
,
q
(v)
i,k (z) = N (z;Hii,km(v)i,k|k−1, Rii,k +Hii,kP (v)i,k|k−1HTii,k),
m
(v)
i,k|k(z) = m
(v)
i,k|k−1 +K
(v)
i,k (z −Hii,km(v)i,k|k−1),
P
(v)
i,k|k = [I −K(v)i,kHii,k]P (v)i,k|k−1,
K
(v)
i,k = P
(v)
i,k|k−1H
T
ii,k[Hii,kP
(v)
i,k|k−1H
T
ii,k +Rii,k]
−1,
csi,k(z) is given in Eq. (21). Therefore, all that left is to
formulate the implementation scheme for cti,k(z) which is
given in (20) and is given again as
cti,k(z) =
∑
j∈{1,...,N}\i
∫
pji,D(y)Dj,k|k−1(y)fji,k(z|y)dy,
(29)
where Dj,k|k−1(y) is given in Eq. (27), fji,k(z|y) is given
in Eq. (23) and pji,D(y) is assumed constant i.e. pji,D(y) =
pji,D. Since w
(v)
j,k|k−1 is independent of the integrable variable
y, Eq. (29) becomes
cti,k(z) =
∑
j∈{1,...,N}\i
∑Vj,k|k−1
v=1 pji,Dw
(v)
j,k|k−1
∫ N (y;
m
(v)
j,k|k−1, P
(v)
j,k|k−1)N (z;Hji,ky,Rji,k)dy,
(30)
This can be simplified further using the following equality
given that P1 and P2 are positive definite∫ N (y;m1ζ, P1)N (ζ;m2, P2)dζ = N (y;m1m2,
P1 +m1P2m
T
2 ).
(31)
Therefore, Eq. (30) becomes,
cti,k(z) =
∑
j∈{1,...,N}\i
∑Vj,k|k−1
v=1 pji,Dw
(v)
j,k|k−1N (z;
Hji,km
(v)
j,k|k−1, Rji,k +Hji,kP
(v)
j,k|k−1H
T
ji,k),
(32)
where i ∈ {1, ..., N}.
The key steps of the N-type GM-PHD filter are summarised
in Algorithms 1 and 2. The number of Gaussian components in
the posterior intensities may increase without bound as time
progresses. To keep the number of N-type GM-PHD com-
ponents to a reasonable level after the measurement update,
it is necessary to prune weak and duplicated components.
First, weak components with weight wvk < 10
−5 are pruned.
Further, Gaussian components with Mahalanobis distance less
than U = 4m from each other are merged. These pruned and
merged Gaussian components, the output of Algorithm 2, will
be predicted as existing targets in the next iteration. Finally,
Gaussian components of the posterior intensity, the output of
Algorithm 1, with means corresponding to weights greater than
0.5 as a threshold are selected as multi-target state estimates.
VI. EXPERIMENTAL RESULTS
In this section, a simulation filtering example using a quad
GM-PHD filter for four different types of multiple targets is
analyzed. We have also made experimental simulation analyses
of a dual GM-PHD filter (N = 2) and a tri-GM-PHD filter
(N = 3) and then applied the tri-GM-PHD filter for visual
tracking applications in [19] for three types of targets. In
this experiment, we demonstrate the quad GM-PHD filter (N
= 4) with detailed analysis as a typical simulation example
under different values of confusion detection probabilities.
Accordingly, we define a sequence of 120 frames with sixteen
trajectories that emanate from four types of targets that appear
in the scene at different positions and time steps (frames), as
shown in Fig. 3 and Fig. 4. This is a typical example of not
only a higher number of target types (four) but also an example
of a dense scene i.e. it consists of trajectories of 16 targets in
the same scene with many crossings. Our results are obtained
after running 50 simulations i.e. the number of Monte Carlo
(MC) is 50. Obviously, the goal of a N-type PHD filter is
to handle confusions among N ≥ 2 different target types;
not to deal with sparse or dense targets in the scene. With
7Algorithm 1 Pseudocode for the N-type GM-PHD filter
1: given {w(v)i,k−1,m(v)i,k−1, P (v)i,k−1}Vi,k−1v=1 for target type i ∈
{1, ..., N}, and the measurement set Zj,k for j ∈
{1, ..., N}
2: step 1. (prediction for birth targets)
3: for i = 1, ..., N do . for all target type i
4: ei = 0
5: for u = 1, ..., Vγi,k do
6: ei := ei + 1
7: w
(ei)
i,k|k−1 = w
(u)
i,γ,k
8: m
(ei)
i,k|k−1 = m
(u)
i,γ,k
9: P
(ei)
i,k|k−1 = P
(u)
i,γ,k
10: end for
11: end for
12: step 2. (prediction for existing targets)
13: for i = 1, ..., N do . for all target type i
14: for u = 1, ..., Vi,k−1 do
15: ei := ei + 1
16: w
(ei)
i,k|k−1 = pi,S,kw
(u)
i,k−1
17: m
(ei)
i,k|k−1 = Fi,k−1m
(u)
i,k−1
18: P
(ei)
i,k|k−1 = Qi,k−1 + Fi,k−1P
(u)
i,k−1F
T
i,k−1
19: end for
20: end for
21: Vi,k|k−1 = ei
22: step 3. (Construction of PHD update components)
23: for i = 1, ..., N do . for all target type i
24: for u = 1, ..., Vi,k|k−1 do
25: η
(u)
i,k|k−1 = Hii,km
(u)
i,k|k−1
26: S
(u)
i,k = Rii,k +Hii,kP
(u)
i,k|k−1H
T
ii,k
27: K
(u)
i,k = P
(u)
i,k|k−1H
T
ii,k[S
(u)
i,k ]
−1
28: P
(u)
i,k|k = [I −K(u)i,k Hii,k]P (u)i,k|k−1
29: end for
30: end for
31: step 4. (Update)
32: for i = 1, ..., N do . for all target type i
33: for u = 1, ..., Vi,k|k−1 do
34: w
(u)
i,k = (1− pii,D,k)w(u)i,k|k−1
35: m
(u)
i,k = m
(u)
i,k|k−1
36: P
(u)
i,k = P
(u)
i,k|k−1
37: end for
38: li := 0
39: for each z ∈ Zj,k do
40: li := li + 1
41: for u = 1, ..., Vi,k|k−1 do
42: w
(liVi,k|k−1+u)
i,k = pii,D,kw
(u)
i,k|k−1N (z;
η
(u)
i,k|k−1, S
(u)
i,k )
43: m
(liVi,k|k−1+u)
i,k = m
(u)
i,k|k−1 +K
(u)
i,k (z −
η
(u)
i,k|k−1)
44: P
(liVi,k|k−1+u)
i,k = P
(u)
i,k|k
45: end for
46: for u = 1, ...., Vi,k|k−1 do
47: csi,k(z) = λciAci(z)
48: cti,k(z) =
∑
j∈{1,...,N}\i
∑Vj,k|k−1
e=1 pji,Dw
(e)
j,k|k−1
N (z;Hji,km(e)j,k|k−1, Rji,k +Hji,kP (e)j,k|k−1HTji,k)
49: ci,k(z) = csi,k(z) + cti,k(z)
50: wi,k,N =
∑Vi,k|k−1
e=1 w
(liVi,k|k−1+e)
i,k
51: w
(liVi,k|k−1+u)
i,k =
w
(liVi,k|k−1+u)
i,k
ci,k(z)+wi,k,N
52: end for
53: end for
54: Vi,k = liVi,k|k−1 + Vi,k|k−1
55: end for
56: output {w(v)i,k ,m(v)i,k , P (v)i,k }Vi,kv=1
Algorithm 2 Pruning and merging for the N-type GM-PHD
filter
1: given {w(v)i,k ,m(v)i,k , P (v)i,k }Vi,kv=1 for target type i ∈
{1, ..., N}, a pruning weight threshold T, and a merging
distance threshold U.
2: for i = 1, ..., N do . for all target type i
3: Set `i = 0, and Ii = {v = 1, ..., Vi,k|w(v)i,k > T }
4: repeat
5: `i := `i + 1
6: u := arg maxv∈Ii w
(v)
i,k
7: Li :=
{
v ∈ Ii
∣∣∣(m(v)i,k − m(u)i,k )T (P (v)i,k )−1(m(v)i,k −
m
(u)
i,k ) ≤ U
}
8: w˜
(`i)
i,k =
∑
v∈Li w
(v)
i,k
9: m˜
(`i)
i,k =
1
w˜
(`i)
i,k
∑
v∈Li w
(v)
i,km
(v)
i,k
10: P˜
(`i)
i,k =
1
w˜
(`i)
i,k
∑
v∈Li w
(v)
i,k (P
(v)
i,k + (m˜
(`i)
i,k −
m
(v)
i,k )(m˜
(`i)
i,k −m(v)i,k )T )
11: Ii := Ii \ Li
12: until Ii = ∅
13: end for
14: output {w˜(v)i,k , m˜(v)i,k , P˜ (v)i,k }`iv=1 as pruned and merged
Gaussian components for target type i.
regards to sparse or dense targets in the scene, it has the same
characteristics as the standard PHD filter.
The initial locations and covariances for all target types are
given by Eq. (33) as follows.
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(1)
1,k = [−100, 700, 0, 0]T ,
m
(2)
1,k = [−750,−100, 0, 0]T ,
m
(3)
1,k = [−200, 400, 0, 0]T ,
m
(4)
1,k = [−700,−400, 0, 0]T ,
m
(5)
2,k = [−400, 600, 0, 0]T ,
m
(6)
2,k = [−800,−600, 0, 0]T ,
m
(7)
2,k = [−500,−200, 0, 0]T ,
m
(8)
2,k = [700, 600, 0, 0]
T ,
m
(9)
3,k = [−900, 100, 0, 0]T ,
m
(10)
3,k = [−800, 500, 0, 0]T ,
m
(11)
3,k = [−900,−200, 0, 0]T ,
m
(12)
3,k = [400,−600, 0, 0]T ,
m
(13)
4,k = [800,−600, 0, 0]T ,
m
(14)
4,k = [500,−700, 0, 0]T ,
m
(15)
4,k = [−700,−600, 0, 0]T ,
m
(16)
4,k = [900,−100, 0, 0]T ,
P1,k = P2,k = P3,k = P4,k = diag([200, 200, 100, 100]).
(33)
The state vector xk = [px,xk, py,xk, p˙x,xk, p˙y,xk]T con-
sists of position (px,xk, py,xk) and velocity (p˙x,xk, p˙y,xk),
and the measurement is a noisy version of the position,
zk = [px,zk, py,zk]
T . Each of the target trajectories follows
a linear Gaussian dynamic model of Eq. (22) with matrices
Fi,k−1 =
[
I2 ∆I2
02 I2
]
,
Qi,k−1 = σ2vi
[
∆4
4 I2
∆3
2 I2
∆3
2 I2 ∆
2I2
]
, (34)
where In and 0n denote the n×n identity and zero matrices,
respectively. ∆ = 1s is the sampling period. σvi = 5m/s
2
where i ∈ {1, 2, 3, 4} is the standard deviation of the process
noise for target type i.
For the algorithm, we assume each target has a survival
probability p1,S = p2,S = p3,S = p4,S = 0.99. The probabil-
ities of detection are p11,D = 0.90 , p22,D = p33,D = 0.92,
p44,D = 0.91, and different values of confusion detection
probabilities (0.0, 0.3, 0.6 and 0.9) are analyzed for p12,D,
p13,D, p14,D, p21,D, p23,D, p24,D, p31,D, p32,D, p34,D, p41,D,
p42,D and p43,D.
The measurement follows the observation model of Eq. (23)
with matrices
Hii,k = Hji,k = [I2 02],
Rii,k = σ
2
riiI2,
Rji,k = σ
2
rjiI2,
(35)
where σrii = σrji = 6m (i ∈ {1, 2, 3, 4} and j ∈ {1, 2, 3, 4})
is the standard deviation of the measurement noise.
Since there are many targets in the scene, we use about 40
clutter returns (10 for each target type) over the surveillance
region. A current measurement driven birth intensity inspired
by but not identical to [21] is introduced at each time step,
removing the need for the prior knowledge (specification of
birth intensities) or a random model, with a non-informative
zero initial velocity. At birth, Gaussian components of each
target type have a corresponding initial weight w(i)1,γ,k =
w
(i)
2,γ,k = w
(i)
3,γ,k = w
(i)
4,γ,k = 3 × 10−6. This very small
initial weight is assigned to the Gaussian components for new
births as this is effective for high clutter rates. This is basically
equivalent to the average number of appearing (birth) targets
per time step (nb) divided uniformly across the surveillance
region (A).
The configuration of the detectors is shown Fig. 2. As shown
in this figure, detector 1 detects target type 1 (targets 1, 2, 3
and 4) with probability of detection p11,D, target 5 which is of
target type 2 with probability of detection p12,D, target 9 which
is of target type 3 with probability of detection p13,D and target
13 which is of target type 4 with probability of detection p14,D.
Detector 2 detects target type 2 (targets 5, 6, 7 and 8) with
probability of detection p22,D, target 1 which is of target type
1 with probability of detection p21,D, target 10 which is of
target type 3 with probability of detection p23,D and target 14
which is of target type 4 with probability of detection p24,D.
Similarly, detector 3 detects target type 3 (targets 9, 10, 11
and 12) with probability of detection p33,D, target 2 which is
of target type 1 with probability of detection p31,D, target 6
which is of target type 2 with probability of detection p32,D
and target 15 which is of target type 4 with probability of
detection p34,D. Moreover, detector 4 detects target type 4
(targets 13, 14, 15 and 16) with probability of detection p44,D,
target 3 which is of target type 1 with probability of detection
p41,D, target 7 which is of target type 2 with probability of
detection p42,D and target 11 which is of target type 3 with
probability of detection p43,D. This means that targets 1, 2
and 3 from target type 1, targets 5, 6 and 7 from target type
2, targets 8, 9 and 10 from target type 3, and targets 13, 14
and 15 from target type 4 are detected two times. Our main
goal is to filter out confused measurements which correspond
to a specific target i.e. doubly detected targets are estimated
once, not twice. Therefore, the number of targets in the scene
is 16 maximum, not 28.
The figures shown in Fig. 3 and Fig. 4 show the comparisons
of the outputs of both the quad GM-PHD filter (Fig. 4)
and four independent GM-PHD filters (Fig. 3) for detection
probability of confusion of 0.6. For both approaches, the
simulated ground truths are shown in red for target type 1,
black for target type 2, yellow for target type 3 and magenta
for target type 4 while the estimates are shown in blue circles
for target type 1, green triangles for target type 2, cyan
asterisks for target type 3 and black circles for target type
4. Accordingly, for simulated measurements, the quad GM-
PHD filter outputs estimates of target type 1 (targets 1, 2,
3 and 4), target type 2 (targets 5, 6, 7 and 8), target type
3 (targets 9, 10, 11 and 12) and target type 4 (targets 13,
14, 15 and 16) being well differentiated as shown in Fig. 4.
9Fig. 2: Confusions between four target types (T1, T2, T3 and T4) at the detection stage from detectors 1, 2, 3 and 4.
However, using four independent GM-PHD filters, estimates
of targets 1, 2, 3, 4, 5, 9 and 13 are obtained from GM-
PHD filter 1, estimates of targets 1, 5, 6, 7, 8, 10 and 14
from GM-PHD filter 2, estimates of targets 2, 9, 10, 11, 12
and 15 from GM-PHD filter 3, and estimates of targets 3, 7,
11, 13, 14, 15 and 16 from GM-PHD filter 4 i.e. targets 1,
2, 3, 5, 6, 7, 9, 10, 11, 13, 14 and 15 are estimated twice
though intermittently, as shown in Fig. 3 overlayed. Even
if the confusion rates increase to 0.6, the proposed method
filters out the target confusions effectively, discriminating the
target types. This confusion problem is solved by using our
proposed approach with a computation time of 251.27 seconds
for 120 iterations when compared to 152.06 seconds using four
independent GM-PHD filters implemented on a Core i7 2.30
GHz processor and a 8 GB RAM laptop using MATLAB when
setting detection probabilities of confusion to 0.6, for example,
as given in Table I. In Fig. 3 and Fig. 4, E stands for the end
point whereas the other side of each target is the starting point
of the simulation.
When we set the probabilities of confusion to 0.0 i.e. no
target confusions, the quad GM-PHD filter performs similar to
four GM-PHD filters i.e. it degrades to four GM-PHD filters.
However, if the values of confusion detection probabilities are
very close to the values of the true detection probabilities, the
quad GM-PHD filter still effectively filters the confusion in the
detection of targets though it sometimes fails to discriminate
the target types. If the probability of confusion is the same
as of true detection, then the result is random on first guess
(sometimes fails to discriminate the target types) though it still
filters out the confusions effectively. Therefore, the values of
the confusion probabilities (p12,D, p13,D, p14,D, p21,D, p23,D,
p24,D, p31,D, p32,D, p34,D, p41,D, p42,D and p43,D) should
be less than the values of the true detection probabilities
(p11,D, p22,D, p33,D and p44,D) to discriminate the target
types. However, in real applications (e.g. visual tracking), this
does not happen, i.e. the confusion detection probabilities can
never become equal in values to the true detection probabilities
as object detectors are at least becoming more accurate than
random guessing; nobody would employ a random detector.
On the other hand, if each target is regarded as a type
(e.g. each of the four target types in this example has only
one target), the N-type GM-PHD filter is used as a labeler
of each target i.e. it discriminates those targets from frame
to frame (from one time step to another) whether or not
confusions between targets exist rather than simply degrading
to the standard GM-PHD filter(s). Obviously, the number of
target types (N ≥ 2) needs to be known in advance so that
measurements from each target type will be collected and then
provided to the algorithm.
Furthermore, we assess tracking accuracy using the cardi-
nality (number of targets) and Optimal Subpattern Assignment
(OSPA) metric [22] (using order p = 1 and cutoff c = 100).
From Fig. 5a (when setting the probabilities of confusion
to 0.6), we observe that the cardinality of targets estimated
using four independent GM-PHD filters (blue) has much more
deviation from the ground truth (in red) when compared to the
one obtained using our proposed quad GM-PHD filter (green).
Similarly, the OSPA error of using four independent GM-PHD
filters (blue) is much greater than that of using the quad GM-
PHD filter (green) as shown in Fig. 5b. The overall average
value of the OSPA error for four independent GM-PHD filters
is 46.47m compared to 28.81m when using our proposed quad
GM-PHD filter as given in Table I. The OSPA error and time
taken (in brackets) when using probabilities of confusion of
0.3 and 0.9 are also given in Table I. As can be observed
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Fig. 3: Simulated ground truth (red, black, yellow and magenta for target type 1, 2, 3 and 4, respectively) and position estimates from four
independent GM-PHD filters (blue circles, green triangles, cyan asterisks and black circles for target type 1, 2, 3 and 4, respectively) using
p12,D = p13,D = p14,D = p21,D = p23,D = p24,D = p31,D = p32,D = p34,D = p41,D = p42,D = p43,D = 0.6.
from Fig. 6 and Table I, as we increase the probabilities of
confusions from 0.0 to 0.9, the OSPA error for quad GM-PHD
filter is almost constant which shows how efficient the quad
GM-PHD filter is in handling target confusions. However, for
the case of using four independent GM-PHD filters, the OSPA
error increases significantly as we increase the probabilities
of confusions from 0.0 to 0.9 which is due to the increase
in target confusions. The time taken (given in Table I) also
increases slightly for both methods with the increment of target
confusions.
VII. CONCLUSION
In this work, we propose a novel, N-type PHD filter where
N ≥ 2, which is an extension of the standard PHD filter in
the RFS framework to account for many different types of
targets with separate but confused observations of the same
scene. In this approach, we assume that there are confusions
between detections, i.e. clutter arises not just from background
false positives, but also from target confusion. Under the
Gaussianity and linearity assumptions, the Gaussian mixture
(GM) implementation is proposed for this N-type PHD filter,
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Fig. 4: Simulated ground truth (red, black, yellow and magenta for target type 1, 2, 3 and 4, respectively) and position estimates from
quad GM-PHD filter (blue circles, green triangles, cyan asterisks and black circles for target type 1, 2, 3 and 4, respectively) using p12,D =
p13,D = p14,D = p21,D = p23,D = p24,D = p31,D = p32,D = p34,D = p41,D = p42,D = p43,D = 0.6.
Method 0.3 0.6 0.9
Quad GM-PHD filter 28.70m (239.82sec) 28.81m (251.27sec) 29.17m (270.13sec)
4 GM-PHD filters 32.18m (147.42sec) 46.47m (152.06sec) 55.86m (160.17sec)
TABLE I: OSPA error at different values of probabilities of confusion p12,D , p13,D , p14,D , p21,D , p23,D , p24,D , p31,D , p32,D , p34,D ,
p41,D , p42,D and p43,D (0.3, 0.6 and 0.9) for quad GM-PHD filter and 4 independent GM-PHD filters. Time taken is given in brackets.
N-type GM-PHD filter. We evaluate the quad GM-PHD filter
as a typical example and compare it to four independent
GM-PHD filters, indicating that our approach shows better
performance determined using cardinality, OSPA metric and
discrimination rate among the different target types. Even
though, we show the simulation analysis for N = 4, in
principle the methodology can be applied to N types of targets
where N is a variable in which the number of possible confu-
sions may rise as N(N−1). For instance, after experimenting
the dual GM-PHD filter (N = 2) and the tri-GM-PHD filter
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(a) Cardinality (b) OSPA error
Fig. 5: Cardinality and OSPA error: Ground truth (red for cardinality only), quad GM-PHD filter (green), four independent GM-PHD filters
(blue) for p12,D = p13,D = p14,D = p21,D = p23,D = p24,D = p31,D = p32,D = p34,D = p41,D = p42,D = p43,D = 0.6.
Fig. 6: OSPA error comparison for quad GM-PHD filter and four independent GM-PHD filters at different probabilities of confusion.
(N = 3) by simulation and making sure that they show similar
behaviour as for N = 4, we applied the tri-GM-PHD filter for
visual tracking applications in [19]. In case there is no target
confusion, the N-type GM-PHD filter performs similar to N
independent GM-PHD filters. On the other hand, if each target
is regarded as a type, for instance each of the four target types
in this given example has only one target, the N-type GM-
PHD filter is used as a labeler of each target. This means it
discriminates each target from frame to frame (from one time
step to another) rather than simply degrading to the standard
GM-PHD filter(s).
VIII. APPENDIX A
PHD filter for multi-target tracking of a single target type
was proposed by Mahler in [5] where its derivation has been
given. We have derived novel extensions for the updated
PHDs of a N-type PHD filter from PGFLs of each target
type handling confusions among target types starting from the
standard proved predicted PHDs in section III. In this case we
assume the standard predicted PHD can be applied to each
target type as influence of the measurement confusions among
the target types we are solving occurs at the update stage
of the PHD recursion. To make this paper self-sufficient, we
derive the predicted PHDs for each target type i ∈ {1, ..., N}
starting from the PGFLs of the predicted processes. We use
the product rule and chain rule for functional derivatives to
find PHD prediction equation for target type i ∈ {1, ..., N}
(differentiate and set h = 1) as follows:
Gi,k|k−1(h) = Gi,γ(h)Gi,k−1(Gi,S(h|.)), (36)
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where (taking ϕx = δx)
δ
δϕx
Gi,γ(h)
∣∣∣∣
h=1
= γi,k(x). (37)
δ
δϕx
Gi,k−1(h)
∣∣∣∣
h=1
= Di,k−1(x). (38)
and
Gi,S(h|x) = 1− pi,S,k(x) + pi,S,k(x)
∫
h(y)yi,k|k−1(y|x)dy.
(39)
the aim is to compute the PHD of the predicted process
Di,k|k−1(x) for target type i ∈ {1, ..., N}.
Deriving Eq. 36 in ϕx = δx and using the product rules
yields:
δ
δϕx
Gi,k|k−1(h)
∣∣∣∣
h=1
=
δ
δϕx
Gi,γ(h)
∣∣∣∣
h=1︸ ︷︷ ︸
=γi,k(x)
Gi,k−1(Gi,S(h|.))
∣∣
h=1︸ ︷︷ ︸
=1
+Gi,γ(h)
∣∣
h=1︸ ︷︷ ︸
=1
δ
δϕx
Gi,k−1(Gi,S(h|.))
∣∣∣∣
h=1︸ ︷︷ ︸
=A
(40)
Now, using the chain rule A reads:
A =
δGi,k−1
δ
( δGi,S(h|.)
δϕx
) (Gi,S(h|.))∣∣∣∣
h=1
(41)
where δGi,S(h|.)δϕx is found by deriving Eq. 39 and using the
linearity of h→ ∫ h(y)yi,k|k−1(y|.)dy as follows:
δGi,S(h|.)
δϕx
=
δ
δϕx
(1− pi,S,k(.))︸ ︷︷ ︸
=0
+
pi,S,k(.)
δ
δϕx
∫
h(y)yi,k|k−1(y|.)dy︸ ︷︷ ︸
=yi,k|k−1(x|.)
.
(42)
Let us write g(.) = pi,S,k(.)yi,k|k−1(x|.) for sim-
plicity’s sake. Now all we need to do is to compute
δGi,k−1
δg(.) (Gi,S(h|.))
∣∣∣∣
h=1
. Using the Janossy densities we can
write:
Gi,k−1(h) =
∞∑
n=0
1
n !
∫
Xn
( n∏
l=1
h(xl)
)
j
(n)
i,k−1(x1, ..., xn)dx1...dxn.
(43)
Deriving Gi,k−1 in g(.) gives:
δGi,k−1
δg(.) (h)
∣∣∣∣
h=1
=
∑∞
n=1
1
n !
∫
Xn
δ
δg(.)
(∏n
l=1 h(xl)
)∣∣∣∣
h=1
j
(n)
i,k−1(x1, ..., xn)dx1...dxn,
=
∑∞
n=1
1
n !
∫
Xn
∑n
l=1
(
δ
δg(.)h(xl)
∏
j 6=l h(xj)
)∣∣∣∣
h=1
j
(n)
i,k−1(x1, ..., xn)dx1...dxn.
(44)
Using the definition of functional derivatives with F [h] = h(xl) gives:
δGi,k−1
δg(.) (h)
∣∣∣∣
h=1
=
∑∞
n=1
1
n !
∫
Xn
(∑n
l=1 g(xl)
)
j
(n)
i,k−1(x1, ..., xn)dx1...dxn,
=
∑∞
n=1
1
n !
∑n
l=1
∫
Xn g(xl)j
(n)
i,k−1(x1, ..., xn)dx1...dxn.
(45)
That is, since the Janossy densities are symmetric functions:
δGi,k−1
δg(.) (h)
∣∣∣∣
h=1
=
∑∞
n=1
1
(n−1) !
∫
Xn g(x1)j
(n)
i,k−1(x1, ..., xn)dx1...dxn,
=
∫
X g(x1)
(∑∞
n=1
1
(n−1) !
∫
Xn−1 j
(n)
i,k−1(x1, ..., xn)dx2...dxn
)
dx1,
=
∫
X g(x)
(∑∞
n=0
1
n !
∫
Xn j
(n+1)
i,k−1 (x, x1, ..., xn)dx1...dxn
)
dx.
(46)
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Or, using the characterization of the PHD Di,k−1(x) as the
first-moment density of the process:
δGi,k−1
δg(.)
(h)
∣∣∣∣
h=1
=
∫
X
g(x)Di,k−1(x)dx. (47)
Combining Eq. 40, Eq. 41, Eq. 42 and Eq. 47 yields the
result:
Di,k|k−1(x) =
δGi,k|k−1
δϕx
(h)
∣∣∣∣
h=1
= γi,k(x) +
∫
X
pi,S,k(ζ)yi,k|k−1(x|ζ)Di,k−1(ζ)dζ. (48)
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