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Abstract In this paper, we investigate stochastic partial differential equa-
tions driven by multi-parameter anisotropic fractional Le´vy noises, including
the stochastic Poisson equation, the linear heat equation, and the quasi-
linear heat equation. Well-posedness of these equations under the fractional
noises will be addressed. The multi-parameter anisotropic fractional Le´vy
noise is defined as the formal derivative of the anisotropic fractional Le´vy
random field. In doing so, there are two folds involved. First, we consider
the anisotropic fractional Le´vy random field as the generalized functional of
the path of the pure jump Le´vy process. Second, we build the Skorohod
integration with respect to the multi-parameter anisotropic fractional Le´vy
noise by white noise approach.
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1 Introduction
The study on fractional processes started from the fractional Brownian mo-
tion introduced by Kolmogrov [8] and popularized by Mandelbrot and Van
Ness [13]. The self-similarity and long-range dependence properties make
the fractional Brownian motion suitable to model driving noises in different
applications such as hydrology. However, to capture the large jumps and to
model the higher variability phenomena, it is natural to consider more gen-
eral long-range dependent processes. Replacing a Brownian motion with a
Le´vy process to define a fractional process becomes more and more popular
(see, e.g, [4] [5] [6][7][10][14]). Particularly, the fractional Le´vy process is
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2long-range dependent and its one-dimensional distribution is infinitely divis-
ible. Furthermore, in order to use the fractional Le´vy processes to model the
higher variability phenomena, it is imperative to investigate the stochastic
calculus based on fractional Le´vy processes and study the related stochas-
tic differential equation. Along the line, the works presented in [9] and [14]
are concerned with the stochastic integral for deterministic integrands with
respect to fractional Le´vy processes; In [1], the authors investigate the Sko-
rohod integral for fractional Le´vy process whose underlying Le´vy process has
finite moment of any order; In [11], the authors study stochastic (ordinary)
differential equations driven by fractional Le´vy noises.
Lokka and Proske [12] developed the white noise calculus for pure jump
Le´vy process by viewing it as an element in the Poisson space. According
to [12], on the Poisson space every square integrable functional of the path
of a pure jump Le´vy process has a chaos expansion in terms of the Char-
lier polynomials with respect to Poisson random measure. Thus, a so-called
S-transformation can be used to characterize a generalized stochastic distri-
bution. Moreover, by the definition of the multi-parameter fractional Le´vy
random field, we can consider it as a square integrable functional of the path
of a pure jump Le´vy process. Therefore, the multi-parameter fractional Le´vy
random field has a chaos expansion , which implies that we can use the white
noise calculus of the pure jump Le´vy process given by [12] to handle its
stochastic integration. Well-posedness of these equations will be addressed.
Motivated by the white noise analysis for pure jump Le´vy process given
by Lokka and Proske [12], we define the stochastic integration with respect
to the anisotropic fractional Le´vy random fields. Furthermore, based on the
integration, we investigate several kinds of stochastic partial differential equa-
tions driven by anisotropic fractional Le´vy noises including Poisson equation,
linear heat equation and quasi-linear heat equation.
This paper is organized as follows: In Section 2, we recall the basic re-
sults about the white noise analysis of the square integrable pure jump Le´vy
process given by A. Lokka and F. N. Proske [12]; Based on S-transformation,
the multi-parameter fractional Le´vy noises are introduced in Section 3 as the
formal derivative of anisotropic fractional Le´vy random fields, and the Sko-
rohod integral with respect to multi-parameter fractional Le´vy noise is built.
After the preparation, we investigate stochastic Poisson equation driven by
d-parameter fractional Le´vy noises in Section 4; In Section 5, we investigate
stochastic linear heat equation driven by anisotropic fractional Le´vy noises.
In Section 6, under Lipschtz and linear conditions we obtain a unique solu-
tion for stochastic quasi-linear heat equation driven by anisotropic fractional
Le´vy noises.
2 White noise calculus for pure jump Le´vy process
For convenience to readers and citation, in this section, we recall some basic
results of white noise analysis of the pure jump Le´vy process on the Poisson
3space given by Lokka and Proske [12].
First, we recall the construction of the Poisson space which has the similar
properties as the classical Schwartz space. Let ξn denote the n
′th Hermite
function, the set of Hermite functions {ξn}n∈N is an orthonormal basis of
L2(R). Denote by S (Rd) the Schwartz space of rapidly decreasing C∞-
functions on Rd and by S ′(Rd) the space of tempered distributions. The
nuclear topology on S (Rd) is induced by the pre-Hilbertian norms
‖φ‖2p :=
∑
α=(α1,...,αd)∈Nd
(1 + α)2p(φ, ξα)
2
L2(Rd), p ∈ N0,
where (1+α)2p =
∏d
i=1(1+αi)
2p, ξα(x1, . . . , xd) =
∏d
i=1 ξαi(xi), N0 = N\{0}.
Let U = Rd × R0,where R0 = R \ {0}, define
S (U) := {φ ∈ S (Rd+1) : φ(x1, . . . , xd, 0) =
∂φ
∂xd+1
(x1, . . . , xd, 0) = 0}.
S (U) is a closed subspace of S (Rd+1), thus it is a countably Hilbertian
nuclear algebra endowed with the topology induced by the norms ‖ · ‖p, and
its dual S ′(U) ⊃ S ′(Rd+1). For φ ∈ S (U), Φ ∈ S ′(U), the action of Φ on
φ is given by 〈Φ, φ〉 =
∫
U
Φ(x)φ(x)dλ×(d+1)(x), λ×d is the Lebesgue measure
on Rd. Assume that ν is the Le´vy measure on R0 satisfying∫
R0
|x|2dν(x) <∞. (2.1)
Denote π the measure on U given by π = λ×d × ν. By Lemma 2.1 of [12],
there exists an element denoted by 1⊗ ν˙ in S ′(U) such that
〈1⊗ ν˙, φ〉 =
∫
U
φ(x)π(dx), φ ∈ S (U). (2.2)
In a generalized sense, 1 ⊗ ν˙ is the Randon-Nikodym derivative of π with
respect to the Lebesgue measure.
Denote L2(U, π) by the space of all square integrable functions on U
with respect to π, let (·, ·)pi be the inner product on L
2(U, π) and | · |pi the
corresponding norms on this space.
Define Npi := {φ ∈ S (U) : |φ|pi = 0}, then Npi is a closed ideal of S (U).
Let S˜ (U) be the space S˜ (U) := S (U)/Npi endowed with the topology in-
duced by the system of norms ‖φ̂‖p,pi := infψ∈Npi ‖φ + ψ‖p, then S˜ (U) is a
nuclear algebra. Let S˜ ′(U) be the dual of S˜ (U), and for p ∈ N, let S˜p(U)
denote the completion of S˜ (U) with respect to the norm ‖ · ‖p,pi, S˜
′
−p(U)
denote the dual of S˜p(U). S˜ (U) is the projective limit of {S˜p(U), p > 0},
and S˜ ′(U) is the inductive limit of {S˜ ′−p(U), p > 0}. S˜ (U) has similar nice
properties as the classical Schwartz space, so Lokka and Proske [12] intro-
duced it as the probability space to construct the white noise analysis for
4pure jump Le´vy process.
Theorem 2.1 (Lokka and Proske [12]) (1)There exists a probability mea-
sure µpi on S˜
′(U) such that∫
S˜ ′(U)
ei〈ω,φ〉dµpi(ω) = exp{
∫
U
(eiφ(x) − 1)dπ(x)}, ∀φ ∈ S˜ (U). (2.3)
(2) Moreover, there exists a p0 ∈ N such that 1⊗ ν˙ ∈ S˜
′
−p0(U), and a natural
number q0 > p0 such that the imbedding operator S˜
′
q0
(U) →֒ S˜ ′p0(U) is
Hilbert-Schimidt and µpi(S˜
′
−q0 (U)) = 1.
From now on, for all q0, p0 are described in the Theorem 2.1. Set Ω =
S˜ ′(U) and P = µpi given by Theorem 2.1, Lokka and Proske [12] give the
infinite dimensional calculus for pure jump measure on (Ω, P ), and all of our
following discussion is based on this probability space.
Let Cn(·) be the Charlier polynomials given by [12], especially for n = 1,
C1(ω) = ω − 1⊗ ν˙, ω ∈ Ω.
Lemma 2.2(Lokka and Proske [12]) For all m,n ∈ N, ϕ(n) ∈ S˜ (U)⊗̂n,
ψ(m) ∈ S˜ (U)⊗̂m, (⊗̂ denotes the symmetrized tensor product), the following
orthogonality relation holds,∫
S˜ ′(U)
〈Cn(ω), ϕ
(n)〉〈Cm(ω), ψ
(m)〉dµpi(ω) =
{
0, n 6= m
n!(ϕ(n), ψ(n))pi, n = m .
Since S˜ (U) is dense in L2(U), for f ∈ L2(U), there exists a sequence of
functions fn ∈ S˜ (U) such that fn → f in L
2(U, π) as n → ∞. Define
〈C1(ω), f〉 by 〈C1(ω), f〉 = limn→∞〈C1(ω), fn〉(limit in L
2(µpi)), the defini-
tion is independent of the choice of approximating sequence, and by Lemma
2.2 the following isometry holds∫
S˜ ′(U)
〈C1(ω), f〉
2dµpi(ω) =
∫
S˜ ′(U)
〈ω − 1⊗ ν˙, f〉2dµpi(ω) = |f |
2
pi. (2.4)
For any Borel sets Λ1 ⊂ R
d and Λ2 ⊂ R0 such that the 0 is not in the closure
of Λ2, define the random measure
N(Λ1,Λ2) := 〈ω, 1Λ1×Λ2〉, N˜(Λ1,Λ2) := 〈ω − 1⊗ ν˙, 1Λ1×Λ2〉.
From the characterization function of µpi, it is easy to deduce that N is a
Poisson random measure, and N˜ is the corresponding compensated measure.
The compensator of N(Λ1,Λ2) is given by 〈1 ⊗ ν˙, 1Λ1×Λ2〉 which is equal to
π(Λ1 × Λ2). Moreover,∫
U
φ(s, x)N˜ (ds, dx) = 〈ω − 1⊗ ν˙, φ〉, φ ∈ L2(U, π). (2.5)
By (2.2) and (2.3), we have∫
S˜ ′(U)
ei〈ω−1⊗ν˙,φ〉dµpi(ω) = exp{
∫
U
(eiφ(x) − 1− iφ(x))dπ(x)}, ∀φ ∈ S˜ (U).
(2.6)
5Denote B(Rd) the Borel σ-algebra on Rd, for S ∈ B(Rd), define X(S) by
X(S)(ω) = 〈C1(ω), φS〉 = 〈ω − 1⊗ ν˙, φS〉,
where φS(x1, . . . , xd, xd+1) = 1S(x1, . . . , xd)× xd+1. By (2.6), we have∫
S˜ ′(U)
eiX(S)dµpi(ω)
= exp{
∫
U
(ei1S (x1,...,xd)×xd+1 − 1− i1
S
(x1, . . . , xd)× xd+1)dπ(x)}
= exp{
∫
S×R0
(eixd+1 − 1− ixd+1)dν(xd+1)dλ
d(x1, . . . , xd)}
= exp{Leb(S)
∫
R0
(eiy − 1− iy)dν(y)},
(2.7)
where Leb(S) is the Lebesgue measure of S, then {X(S), S ∈ B(Rd)} is a
real-valued random measure on Rd. For f ∈ L2(Rd), define
X˙(f)(ω) = 〈C1(ω), fˆ〉 = 〈ω − 1⊗ ν˙, fˆ〉, (2.8)
where fˆ(x1, . . . , xd, xd+1) = f(x1, . . . , xd)× xd+1. By (2.6), we obtain∫
S˜ ′(U)
eiX˙(f)(ω)dµpi(ω) = exp{
∫
U
(eifˆ(x) − 1− ifˆ(x))dπ(x)}. (2.9)
Hence, we can write formally
X˙(f) =
∫
Rd
f(x)dX(x), f ∈ L2(Rd). (2.10)
Moreover, by (2.4),
Eµpi (X˙(f))
2 = ‖f‖2L2
∫
R0
|x|2dν(x). (2.11)
Now we recall the space of the stochastic distribution functions defined by
[12]. Define the spaceP(S˜ ′(U)) = {f : S˜ ′(U)→ C, f(ω) =
∑N
n=0〈ω
⊗n, φ(n)〉,
ω ∈ S˜ ′(U), φ(n) ∈ S˜ (U)⊗̂n, N ∈ N}, f is called a continuous polynomial
function if f ∈ P(S˜ ′(U)) and it admit a unique representation of the form
f(ω) =
∞∑
n=0
〈Cn(ω), fn〉, fn ∈ S˜ (U)
⊗̂n.
For any number p ≥ q0, define the Hilbert space (S )
1
p as the completion of
P(S˜ ′(U)) with respect to the norm
‖f‖2p,1 =
∞∑
n=0
(n!)2‖fn‖
2
p,pi.
6The corresponding inner product is
((f, g))p,1 =
∞∑
n=0
(n!)2((fn, gn))p,pi.
where ((·, ·))p,pi denote the inner product on S˜p(U)
⊗̂n. Obviously, (S )1p+1 ⊂
(S )1p, [12] define (S )
1 as the projective limit of {(S )1p, p ≥ q0}, and (S )
1 is
a nuclear Fre´chet space which can be densely imbedding in L2(µpi). Denote
(S )−1−p as the dual of (S )
1
p, (S )
−1 as the inductive limit of {(S )−1−p, p ≥ q0}
which is equal to the dual of (S )1. F ∈ (S )−1 if and only if F admit an
expansion
F (ω) =
∞∑
n=0
〈Cn(ω), Fn〉, Fn ∈ S˜
′(U)⊗̂n,
and there exists a p ≥ q0 such that
‖F‖2−p,−1 =
∞∑
n=0
‖Fn‖
2
−p,pi <∞.
For F ∈ (S )−1, f ∈ (S )1,
〈〈F, f〉〉 =
∞∑
n=0
n!〈Fn, fn〉pi,
〈〈·, ·〉〉 is an extension of the inner product on L2(µpi). (S )
1 is called space
of stochastic test functions, (S )−1 is called space of stochastic distribution
functions, they are pairs of dual spaces and (S )1 ⊂ L2(µpi) ⊂ (S )
−1.
Next we recall the S-transform given by [12] which can transform stochas-
tic distribution functions to deterministic functionals. Let
e˜(φ, ω) := exp(〈ω, ln(1 + φ)〉 − 〈1⊗ ν˙, φ〉), (2.12)
it is analytic as a function of φ ∈ S˜q0 satisfying φ(x) > −1 for all x ∈ U.
Moreover, it has the following chaos expansion,
e˜(φ, ω) =
∞∑
n=0
1
n!
〈Cn(ω), φ
⊗n〉. (2.13)
Denote Up := {φ ∈ S˜ (U) : ‖φ‖p,pi < 1}, by (2.13), [12] proved that e˜(φ, ω) ∈
(S )1p if and only if φ ∈ Up.
Definition 2.3([12]) Let F ∈ (S )−1−p, ξ ∈ Up, the S-transform of F is defined
by
S(F )(ξ) := 〈〈F, e˜(ξ, ω)〉〉.
For example, if F =
∑∞
n=0〈Cn(ω), Fn〉 ∈ (S )
−1
−p, ξ ∈ Up, then S(F )(ξ) =∑∞
n=0〈Fn, ξ
⊗n〉pi .
7Denote U = Hol(0) the algebra of germs of functions that are holomor-
phic in a neighborhood of 0. The S-transform is isomorphic between (S )−1
and U .
Theorem 2.4([12]) If F ∈ (S )−1−p, then S(F ) ∈ U . Conversely, if G ∈ U ,
there is a uniquely defined distribution F ∈ (S )−1−p such that G = S(F ) on
some neighborhood of 0 in (S )−1.
Since f, g ∈ U , then fg ∈ U , then by Theorem 2.4, the following defini-
tion of Wick product is well-defined.
Definition 2.5([12]) Let F,G ∈ (S )−1, define the Wick product F ⋄G of
F and G by
F ⋄G = S−1(S(F )S(G)).
The Wick exponential of F ∈ (S )−1 denoted by exp⋄(F ) is defined by
exp⋄(F ) :=
∞∑
n=0
1
n!
F ⋄n, (2.14)
whenever
∑∞
n=0
1
n!F
⋄n ∈ (S )−1. In this case,
S(exp⋄X)(η) = exp[(SX)(η)]. (2.15)
Last recall the Skorohod integral of pure jump processes given by [12]. Let
F : U→ (S )−1 be the random fields with chaos expansion
F (x) =
∞∑
n=0
〈Cn(ω), Fn(·, x)〉,
where Fn(·, x) ∈ S
′(U)⊗̂n and ‖F (x)‖−p,−1 < ∞, for some p > 0. Let L
denote the set of all F : U → (S )−1 such that F˜n ∈ S
′(U)⊗̂(n+1)(F˜n is the
symmetrization of Fn) and
∑∞
n=0 |F˜n|
2
−p,pi <∞ for some p > 0.
Definition 2.6([12])(Skorohod integral ) For F ∈ L, define the Skorohod
integral δ(F ) by
δ(F ) :=
∞∑
n=0
〈Cn+1(ω), F˜n〉.
From the assumption on L, we see that δ(F ) ∈ (S )−1. For the predictable
integrands, the Skorohod integral coincides with the usual Ito-type integral
with respect to the compensated Poisson random measure.
Proposition 2.7([12]) If F ∈ L, then δ(F ) ∈ (S )−1−p for some p > 0 and
Sδ(F )(ξ) =
∫
U
SF (x)(ξ)ξ(x)π(dx), ξ ∈ Up. (2.16)
3 Anisotropic fractional Le´vy noises
8In this section, we define the anisotropic fractional Le´vy random field which
can be considered as a generalized functional of the path of the pure jump
Le´vy random field and according to the result of section 2 we give its S-
transformation. Moreover, based on the S-transformation of the anisotropic
fractional Le´vy random field, we define its formal derivative as d-parameter
fractional Le´vy noise.
Let β = (β1, . . . , βd), 0 < βk <
1
2 , k = 1, 2, . . . , d, f ∈ S (R
d), Γ(β) =∏d
k=1 Γ(βk), x
β =
∏d
k=1 x
βk
k , x = (x1, . . . , xd), the multi-variate fractional
integral operator of Liouville-type is defined by Samko et al.[16]:
Iβ+...+f(x) :=
1
Γ(β)
∫
Rd+
f(x− y)dy
y1−β
, (3.1)
Iβ−...−f(x) :=
1
Γ(β)
∫
Rd+
f(x+ y)dy
y1−β
. (3.2)
Theorem 3.1(Samko et al.[16]) The operator Iβ±...± is bounded from L
p(Rd)
to Lq(Rd) with p = (p1, . . . , pd), q = (q1, . . . , qd) if and only if
1 < pk <
1
βk
, qk =
pk
1− βkpk
, k = 1, 2, . . . , d,
where Lp is the Banach space of functions with mixed norm
‖f‖p = {
∫
R
{. . . {
∫
R
[
∫
R
|f(s1, . . . , sd)|
p1ds1]
p2
p1 ds2}
p3
p2 . . .}
pd
pd−1 dsd}
1
pd <∞.
(3.3)
Especially, for p1 = . . . = pd = p, L
p(Rd) is equal to Lp(Rd).
Take q1 = . . . = qd = 2, pk =
1
1
2+βk
, k = 1, 2, . . . , d, we deduce that for β =
(β1, . . . , βd), 0 < βk <
1
2 , k = 1, . . . , d, the operator I
β : S (Rd) → L2(Rd)
is continuous. Hence, by (2.8), we can define the generalized anisotropic
fractional Le´vy random field as follows:
Theorem 3.2 For β = (β1, . . . , βd), 0 < βk <
1
2 , k = 1, . . . , d,
X˙β(f) := X˙(Iβ−...−f), f ∈ S (R
d) (3.4)
is a tempered real-valued generalized random field. We refer it as the gener-
alized anisotropic fractional Le´vy random field.
Proof: The proof is the same to that of Theorem 3.3 of [10], we omit here.
In fact, by (2.8), for f ∈ S (Rd), X˙β(f) can be represented as
X˙β(f) = 〈C1,K
β¯f〉,
where
(K β¯f)(x1, . . . , xd, xd+1) = I
β
−...−f(x1, . . . , xd)× xd+1.
9Moreover, by (2.9), we get∫
S˜ ′(U)
eiX˙
β(f)(ω)dµpi(ω) = exp{
∫
U
(ei(K
β¯f)(x)− 1− i(K β¯f)(x))dπ(x)}. (3.5)
Since Iβ−...−1[0,t] ∈ L
2(Rd), t ∈ Rd+, by (2.8) we can define the anisotropic
fractional Le´vy random field as follows:
Definition 3.3 The anisotropic fractional Le´vy random field is defined by
Xβ
t
:= X˙(Iβ−...−1[0,t]), t = (t1, . . . , td), ti ≥ 0, i = 1, 2, . . . , d (3.6)
(3.6) can be represented as
Xβ
t
=
∫
Rd
Iβ−...−1[0,t](s)dX(s) =
∫ t1
−∞
. . .
∫ td
−∞
d∏
k=1
[(tk−sk)
βk−(−sk)
βk
+ ]dX(s).
(3.7)
From (3.7) we see that the fractional integral parameters along different time
axis are different, thus the fractional Le´vy random field {Xβ
t
, t ∈ Rd+} is
anisotropic.
Since Iβ−...−1[0,t] ∈ L
2(Rd), t ∈ Rd+, X
β
t has the following representation
Xβ
t
= 〈C1,K
β¯1[0,t]〉 = δ(K
β¯1[0,t]). (3.8)
Thus, by (2.16), we get the S-transform of anisotropic fractional Le´vy random
field
SXβ
t
(η) =
∫
Rd
∫
R0
yη(s, y)Iβ−...−1[0,t](s)ν(dy)ds, η ∈ Up, p > p0. (3.9)
On the other hand, by the following fractional integral by parts formula of
operator I β¯±...±:∫
Rd
f(s)Iβ+...+g(s)ds =
∫
Rd
g(s)Iβ−...−f(s)ds, f, g ∈ S (R) (3.10)
which can be extended to f ∈ Lp¯(R), g ∈ Lr¯(R) with pi > 1, ri > 1 and
1
pi
+ 1
ri
= 1 + βi, i = 1, . . . , d, (3.9) can be written as
SXβ
t
(η) =
∫
Rd
∫
R0
1[0,t](s)yI
β
+...+η(·, y)(s)ν(dy)ds
=
∫ t1
0
. . .
∫ td
0
[
∫
R0
yIβ+...+η(·, y)(s)ν(dy)]ds.
(3.11)
Hence,
∂d
∂t1 . . . ∂td
SXβ
t
(η) =
∫
R0
yIβ+...+η(·, y)(t)ν(dy), η ∈ Up, p > p0. (3.12)
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We denote X˙ β¯
t
the fractional Le´vy noise in the following sense:
SX˙β
t
(η) =
∂d
∂t1 . . . ∂td
SXβ
t
(η) =
∫
R0
yIβ+...+η(·, y)(t)ν(dy), η ∈ Up, p > p0, t¯ ∈ R
d
+.
(3.13)
Next we prove that X˙β
t
is a generalized stochastic distribution function and
it has a chaos representation:
Theorem 3.4 X˙β
t
∈ (S )−1−p for all p > max{1, p0} and
X˙β
t
= 〈C1, λt〉, (3.14)
where
λt(u, y) =
y(t− u)β−1+
Γ(β)
=
y
∏d
k=1(tk − uk)
βk−1
+
Γ(β)
Proof: We first show that 〈C1, λt〉 ∈ (S )
−1
−p for all p > max{1, p0}. By the
estimate ∫
R
(t− u)β−1+ ξn(u)du ≤ Cn
2
3−
β
2 . (3.15)
from section 4 of [3] , where C is a certain constant independent of t,
‖〈C1, λt〉‖
2
−1,−p =
∫
R
|y|2dν(y)
Γ(β)
∑
α=(α1,...,αd)∈Nd0
(α+ 1)−2p〈(t− ·)β−1+ , ξα〉
2
L2(Rd)
= A
∑
α=(α1,...,αd)∈Nd0
d∏
k=1
(αk + 1)
−2p(
∫
R
(tk − uk)
βk−1
+ ξαk(u)du)
2
≤ AC
∑
α=(α1,...,αd)∈Nd0
d∏
k=1
(αk + 1)
−2p+ 43−βk
= AC
d∏
k=1
∞∑
αk=1
(αk + 1)
−2p+ 43−βk
< +∞, for p > max{1, p0},
(3.16)
where A =
∫
R
|y|2dν(y)
Γ(β)
is a positive constant. Thus 〈C1, λt〉 ∈ (S )
−1
−p for all
p > max{1, p0}. Next, we prove (3.14) holds. In fact,
(Iβ−...−δt¯)(s¯) =
1
Γ(β)
∫
Rd+
δt¯(s¯+ u¯)du¯
u¯1−β
=
(t¯− s¯)β−1
Γ(β)
. (3.17)
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Taking S-transform of 〈C1, λt〉,
S〈C1, λt〉(η) =
∫
Rd
∫
R0
y(t− s)β−1+
Γ(β)
η(s, y)ν(dy)ds¯
=
∫
Rd
∫
R0
yIβ−...−δt¯(s¯)η(s, y)ν(dy)ds¯
=
∫
Rd
∫
R0
yδt¯(s¯)I
β
+...+η(·, y)(s)ν(dy)ds¯
=
∫
R0
yIβ+...+η(·, y)(t)ν(dy), η ∈ Up, p > p0.
Hence, by (3.13), (3.14) holds when take S-transfrom by two sides. 
Now we define the Skorohod integral for (S )−1-valued processes with
respect to Xβ. First, we define (S )−1-valued integrals as follows:
Definition 3.5 Suppose F : Rd+ −→ (S )
−1 is a given function such that
〈〈F (x), f〉〉 ∈ L1(Rd+, dx) for all f ∈ (S ), then
∫
Rd+
F (x)dx is defined to be
the unique element of (S )−1 such that
〈〈
∫
Rd+
F (x)dx, f〉〉 =
∫
Rd+
〈〈F (x), f〉〉dx. (3.18)
Definition 3.6 Suppose that F : Rd+ −→ (S )
−1 such that F (s¯)⋄ X˙ β¯s¯ is ds¯−
integrable in (S )−1. Then we define the Skorohod integral of F with respect
to X β¯ by
δβ¯(F ) :=
∫
Rd+
F (s¯)δX β¯s¯ :=
∫
Rd+
F (s¯) ⋄ X˙ β¯s¯ ds¯. (3.19)
In particular, if A ⊂ Rd+ is a Borel set, then∫
A
F (s¯)δX β¯s¯ :=
∫
Rd+
1A(s¯)F (s¯) ⋄ X˙
β¯
s¯ ds¯. (3.20)
By definition 3.6 , we get
Proposition 3.7 Let F : Rd+ −→ (S )
−1 be Skorohod integrable with
respect to Xβ, Y ∈ (S )−1, then
Y ⋄ δβ¯(F ) = δβ¯(Y ⋄ F ), (3.21)
the equation holds whenever one side exists.
4 The stochastic Poisson equation driven by d-parameter fractional Le´vy
noise
In this section, we investigate the stochastic Poisson equation driven by d-
parameter fractional Le´vy noise:{
△U(x) = −X˙βx , x ∈ D,
U(x) = 0, x ∈ ∂D.
(4.1)
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where △ =
∑d
k=1
∂
2
∂x2
k
is the Laplace operator in Rd, D ⊂ Rd+ is a given
domain with regular boundary and X˙βx is the d-parameter fractional Le´vy
noise.
Theorem 4.1 The stochastic Poisson equation (4.1) has a unique continuous
solution in (S )−1.
Proof : Based on the corresponding solution in the deterministic case ( with
X˙βx replaced by a bounded deterministic function ), the solution of (4.1) will
be
U(x) =
∫
D
G(x, y)X˙βy dy, (4.2)
where G is the Dirichlet Laplacian. We first prove that U(x) ∈ (S )−1−p for all
p > max{1, p0}. By (3.14), (4.2) can be written as
U(x) =
∫
D
G(x, y)X˙βy dy =
∫
D
G(x, y)〈C1, λy〉dy.
Then by (3.16) and the fact that G(x, ·) ∈ L1(Rd), for p > max{1, p0},
‖U(x)‖−1,−p ≤
∫
D
‖〈C1, λy〉‖−1,−p|G(x, y)|dy < +∞,
that is U(x) = 〈C1,
∫
D
G(x, y)λydy〉 ∈ (S )
−1
−p for all p > max{1, p0} and the
same estimate gives that U(x) : D → (S)−1 is continuous. It is easy to show
that
△U(x) = −〈C1, λx〉 = −X˙
β
x , x ∈ D,
Thus we finish the proof of the theorem. 
5 The stochastic linear heat equation driven by d-parameter fractional Le´vy
noise
In this section, we consider the linear stochastic heat equation driven by
d-parameter fractional Le´vy noise:
∂
∂t
U(t, x) = 12△U(t, x) + X˙
β0,β1,...,βd
t,x , x ∈ D,
U(0, x) = 0, t > 0, x ∈ D,
U(t, x) = 0, x ∈ ∂D.
(5.1)
where 0 < βk <
1
2 , k = 0, 1, . . . , d, △ =
∑d
k=1
∂
2
∂x2
k
is the Laplace operator in
Rd, D ⊂ Rd+ is a given domain with regular boundary and X˙
β0,β1,...,βd
t,x is the
d+ 1-parameter fractional Le´vy noise.
Based on the corresponding solution in the deterministic case, we guess
that
U(t, x) =
∫ t
0
∫
D
Gt−s(x, y)X˙
β0,β1,...,βd
s,y dyds, (5.2)
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where G is the Green function of the heat operator. In fact, we can prove
that U is the unique strong solution.
Theorem 5.1 The stochastic heat equation (5.1) has a unique strong solu-
tion in U : [0,∞)×D −→ (S )−1. The solution is
U(t, x) =
∫ t
0
∫
D
Gt−s(x, y)X˙
β0,β1,...,βd
s,y dyds,
where G is the Green function of the heat operator ∂
∂t
− 12△, and (5.2) belongs
to C1,2([0,∞)×D, (S )−1) ∩ C([0,∞)×D, (S )−1).
Proof : We first prove that U(t, x) ∈ (S )−1−p for all p > max{1, p0}.
U(t, x) =
∫ t
0
∫
D
Gt−s(x, y)X˙
β0,β1,...,βd
s,y dyds =
∫ t
0
∫
D
Gt−s(x, y)〈C1, λs,y〉dyds
Then by (3.16) , for p > max{1, p0},
‖U(t, x)‖−1,−p ≤
∫ t
0
∫
D
‖〈C1, λs,y〉‖−1,−pGt−s(x, y)dy < +∞,
that is, U(t, x) ∈ (S )−1−p for all p > max{1, p0}, for all t, x and
U(t, x) = 〈C1,
∫ t
0
∫
D
Gt−s(x, y)λs,ydyds〉.
In fact, the estimate also shows that U(t, x) is uniformly continuous function
from [0, T ]×D into (S )−1 for any T < ∞. Moreover, by the properties of
the operator Gt−s(x, y), we get from (5.2) that
∂
∂t
U(t, x)−
1
2
△U(t, x)
= X˙β0,β1,...,βdt,x +
∫ t
0
∫
D
(
∂
∂t
−
1
2
△)Gt−s(x, y)dyds
= X˙β0,β1,...,βdt,x
So, U(t, x) satisfies (5.1). 
Moreover,we can prove that under some condition, the solution U(t, x) of
(5.1) is L2-integrable.
Theorem 5.2 If 2β0 +
∑d
i=1 βi + 1 >
d
2 , then U(t, x) ∈ L
2(Ω) for all t ≥ 0,
x ∈ D.
Proof : From [2], we know that G is smooth in (0,∞) × D and that in
(0,∞)×D,
|Gu(x, y)| ∼ u
−d2 exp(
|x− y|2
δu
)
|
∂Gu(x, y)
∂yi
| ∼ u−
d
2−1|xi − yi| exp(
|x − y|2
δu
),
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the notion X ∼ Y in (0,∞)×D means that 1
C
X ≤ Y ≤ CX for some positive
constant C < ∞ depending only on D. By this result, We use the similar
proof of Theorem 8.4.1 of [2] to verify the condition for U(t, x) ∈ L2 for all
t ≥ 0, x ∈ D.
E(U(t, x))2 = E(
∫ t
0
∫
D
Gt−s(x, y)X˙
β0,β1,...,βd
s,y dyds)
2
= E(
∫ t
0
∫
D
(Iβ0,β1,...,βd−−...− Gt−·(x, ·))
2dyds)
∼
∫ t
0
∫ t
0
∫
D
∫
D
|Gt−s(x, y)||Gt−r(x, y)||r − s|
2β0−1
d∏
i=1
|yi − zi|
2βi−1dy1 . . . dyddz1 . . . dzddsdr
∼
∫ t
0
∫ t
0
∫
D
∫
D
(t− r)−
d
2 e−
|x−y|2
δ(t−r) (t− s)−
d
2 e−
|x−y|2
δ(t−s) |r − s|2β0−1
d∏
i=1
|yi − zi|
2βi−1dy1 . . . dyddz1 . . . dzddsdr
=
∫ t
0
∫ t
0
∫
D
∫
D
r−
d
2 s−
d
2 e−
|x−y|2
δr e−
|x−y|2
δs |r − s|2β0−1
d∏
i=1
|yi − zi|
2βi−1dy1 . . . dyddz1 . . . dzddsdr.
(5.3)
By the inequality (2.1) of [15] ,∫
R
∫
R
|f(x)||g(y)||x − y|2β−1 ≤ C‖f‖ 1
β+1
2
‖g‖ 1
β+1
2
, 0 < β <
1
2
, (5.4)
where C is a positive constant, we have
d∏
i=1
∫ 1
2R
− 12R
∫ 1
2R
− 12R
e−
|xi−yi|
2
δr e−
|xi−yi|
2
δs (yi − zi)
2βi−1dyidzi
≤
d∏
i=1
[
∫ 1
2R
− 12R
e
−
|xi−yi|
2
(βi+
1
2
)δr dyi]
βi+
1
2 [
∫ 1
2R
− 12R
e
−
|xi−zi|
2
(βi+
1
2
)δr dzi]
βi+
1
2
∼ (rs)
1
2
∑d
i=1(βi+
1
2 ),
(5.5)
where R is some constant such that D ⊂ [− 12R,
1
2R]
d. Substituting (5.5) into
(5.3), we have
E(U(t, x))2 ≤ C
∫ t
0
∫ t
0
(rs)
1
2
∑d
i=1(βi+
1
2 )|r − s|2β0−1 <∞
if 2β0 +
∑d
i=1 βi + 1 >
d
2 . Thus we complete the proof. 
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6 The quasi-linear stochastic fractional heat equation driven by d-parameter
fractional Le´vy noise
In this section, we consider the following quasi-linear equation driven by d-
parameter fractional Le´vy noise:{
∂
∂t
U(t, x) = 12△U(t, x) + f(U(t, x)) + X˙
β0,β1,...,βd
t,x , t > 0, x ∈ R
d,
U(0, x) = U0(x), x ∈ R
d,
(6.1)
where U0(x) is a given bounded deterministic function on R
d, f : R → R is
a function satisfying
|f(x)− f(y)| ≤ L|x− y|, ∀x, y ∈ R, (6.2)
|f(x)| ≤ C(1 + |x|), ∀x ∈ R. (6.3)
U(t, x) solves (6.1) if and only if it solves the following integral equation:
U(t, x) =
∫
Rd
U0(y)Gt(x, y)dy +
∫ t
0
∫
Rd
f(U(s, y))Gt−s(x, y)dyds
+
∫ t
0
∫
Rd
Gt−s(x, y)dX
β0,β1,...,βd
t,x ,
(6.4)
where
Gt−s(x, y) = (t− s)
− d2 e−
|x−y|2
2(t−s) , s < t, x ∈ Rd,
is the Green function for the heat operator ∂
∂t
− 12△.
Theorem 6.1 If
βi >
1
2
−
1
d
, i = 1, . . . , d, (6.5)
then there exist a unique solution U(t, x) for ( 6.1) such that U(t, x) ∈ L2(Ω)
for all t ≥ 0, x ∈ D.
Proof : Define
V (t, x) =
∫ t
0
∫
Rd
Gt−s(x, y)dX
β0,β1,...,βd
t,x .
Since (6.5) holds, by the similar arguments of Theorem 5.2, we can prove that
V (t, x) ∈ L2(Ω) for all t ≥ 0, x ∈ D, so V (t, x) exists as an ordinary random
field. The existence of the solution now follows Picard iteration. Define
U0(t, x) = U0(x)
and iteratively
Uj+1(t, x) =
∫
Rd
U0(y)Gt(x, y)dy +
∫ t
0
∫
Rd
f(Uj(s, y))Gt−s(x, y)dyds
+
∫ t
0
∫
Rd
Gt−s(x, y)dX
β0,β1,...,βd
t,x , j = 0, 1, 2, . . .
(6.6)
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Then by (6.3), Uj(t, x) ∈ L
2(P) for all j. And by (6.2),
E|Uj+1(t, x) − Uj(t, x)|
2
= E|
∫ t
0
∫
Rd
(f(Uj(s, y))− f(Uj−1(s, y)))Gt−s(x, y)dyds|
2
≤ LE[
∫ t
0
∫
Rd
|Uj(s, y)− Uj−1(s, y)|Gt−s(x, y)dyds]
2
≤ L
∫ t
0
∫
Rd
Gt−s(x, y)dyds
∫ t
0
∫
Rd
E|Uj(s, y)− Uj−1(s, y)|
2Gt−s(x, y)dyds
≤ CT
∫ t
0
sup
y
E|Uj(s, y)− Uj−1(s, y)|
2ds
≤ CjT
∫ t
0
∫ s1
0
. . .
∫ sj−1
0
sup
y
E|U1(s, y)− U0(s, y)|
2dsj−1 . . . ds1ds
≤ ATC
j
T
T j
j!
for some constants AT , CT . It follows that the sequence {Uj(t, x)}
∞
j=0 of ran-
dom fields converges in L2(P) to a random field U(t, x). Letting j → ∞ in
(6.6), we see that U(t, x) is a solution of (6.1). The uniqueness follows by the
Gronwall,s inequality. 
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