Abstract. The purpose of this paper is to introduce and give some properties of l-Rees matrix Γ-semigroups. Generalizing the results given by Guowei and Ping, concerning the congruences and lattice of congruences on regular Rees matrix Γ-semigroups, the structure theorem of l-congruences lattice of l − Γ-semigroup M = µ o (G : I, ∧, Γe) is given, from which it follows that this l-congruences lattice is distributive.
Introduction and preliminaries
In [16] , Seth generalized the notion of Rees matrix semigroup and Rees's theorem for Γ-semigroup. Some properties concerning Rees (cf. [2, 3, 11, 12] , [14, 17] ) matrix Γ-semigroups have been already considered in [7] . In [6] , an explicit description of the congruences and lattice of congruences on regular Rees matrix Γ-semigroups is obtained. The concept of the l − Γ-semigroup is introduced in [8] . The purpose of this paper is to introduce and to reveal some properties of l-Rees matrix Γ-semigroups. Generalizing the results given in [6] , the structure theorem of l-congruences lattice of l − Γ-semigroup M = µ o (G : I, ∧, Γ e ) is given, from which it follows that this l-congruences lattice is distributive.
We introduce below necessary notions and present a few auxiliary results that will be used throughout the paper.
In 1986, Sen and Saha [15] defined Γ-semigroup as a generalization of semigroup and ternary semigroup as follows:
Let M be a Γ-semigroup and x be a fixed element of Γ. We define a • b in M by a • b = axb, ∀a, b ∈ M . The authors [15] have shown that M is a semigroup and denoted this semigroup by M x . They have shown that if M x is a group for some x ∈ Γ, then M x is a group for all x ∈ Γ. A Γ-semigroup M is called a Γ-group if M x is a group for some (hence for all) x ∈ Γ.
An element a of an Γ-semigroup M is called left zero element (resp. right zero element) of M if aγb = a (resp. bγa = a), for all b ∈ M and γ ∈ Γ. It will be called a zero element if it is a left and right zero element and it is denoted by 0.
An equivalence relation ρ on a Γ-semigroup M is called a congruence if for all c ∈ M and for all γ ∈ Γ, (a, b) ∈ ρ implies (aγc, bγc) ∈ ρ and (cγa, cγb) ∈ ρ.
Examples of Γ-semigroups can be seen in [9, 10, 15, 16] . Let G be a group, I, ∧ be two index sets and Γ be the collection of some ∧ × I matrices over G o = G ∪ {0}, the group with zero. Let µ o be the set of all elements (a) iλ where i ∈ I, λ ∈ ∧ and (a) iλ is the I × ∧ matrix over G o having a in the i-th row and λ-th column, its remaining entries being zero. The expression (0) iλ will be used to denote I × ∧ zero matrix.
We shall call Γ the sandwich matrix set and µ o Rees I × ∧ matrix Γ-semigroup over G o with sandwich matrix set Γ and denote it by µ o (G : I, ∧, Γ). Sandwich matrix set Γ is called regular ( [16] ), if for each row i ∈ I there exists a matrix α = (p µi ) ∈ Γ and for each column λ ∈ ∧ there exists a matrix β = (q λi ) ∈ Γ such that α = (p µi ) has at least one non-zero entry in i-th row, β = (q µj ) has at least one non-zero entry in λ-th column.
A po-Γ-semigroup is an ordered set M at the same time Γ-semigroup such that for all c ∈ M and for all γ ∈ Γ, a ≤ b ⇒ aγc ≤ bγc, cγa ≤ cγb.
Let M be a lattice under ∨ and ∧ and at the same time a po − Γ-semigroup such that for all a, b, c ∈ M and for all γ ∈ Γ, aγ(b ∨ c) = aγb∨aγc, (a∨b)γc = aγc∨bγc and aγ(b∧c) = aγb∧aγc, (a∧b)γc = aγc∧bγc. Then M is called a lattice-ordered Γ-semigroup (:
The usual order relation ≤ on M is defined in the following way a ≤ b ⇔ a ∨ b = b. Then we can show that for any a, b, c ∈ M and γ ∈ Γ, a ≤ b implies aγc ≤ bγc and cγa ≤ cγb.
Examples of lattice ordered Γ-semigroups can be found in [8] .
Example 1.6 ([8])
. Let (X, ≤) and (Y, ≤) be two finite chains. Let M be the set of all isotone mappings from X into Y and Γ be the set of all isotone mappings from Y into X. Let f, g ∈ M and α ∈ Γ. Then M is a Γ-semigroup with respect to the usual mapping composition f αg of f, α and g. For f, g ∈ M , the mappings f ∨ g and f ∧ g are defined by letting, for
} (the maximum and minimum are considered with respect to the order ≤ in X and Y ). The greatest element e is the mapping that sends every a ∈ X to the greatest element of finite chains (Y, ≤). Then M is an le − Γ-semigroup. 
An l-congruence ρ on an l − Γ-semigroup M is a congruence on the Γ-semigroup structure and the lattice structure.
Main results
Proposition 2.1. Let M be a Rees matrix Γ-semigroup.
If for any
2. If the sandwitch matrix Γ satisfies that its entries are all equal to e, the identity element of G, then M has cancellation law.
In sequel, we denote by α e the sandwich matrix α ∈ Γ whose entries are all equal to e, the identity element of G. We denote Γ e = {α e }.
In the same way, we can show the result for the case " ∧ ".
2. F λ is left zero. Indeed for any i, j ∈ I and α ∈ Γ we have 
Theorem 2.5. Let M = µ o (G : I, ∧, Γ) be an l − Γ-semigroup and Γ satisfies that every matrix of it is such that all elements of its λ 0 -th row and i 0 -th column are equal to b(∀b ∈ G). Then
Proof. We will prove only (1). The proof of (2) is similar. We show first that (e) iλ 0 ∨ (e) jλ 0 = (e) kλ 0 .
Indeed: The following identities hold true:
The element between the brackets is necessarily of the form (c) jδ and depends only of i and j. So, we have (c) jδ α(a) jµ = (a) jµ , and cp δj a = a. Consequently, c = p By the Proposition 2.6 and the last paragraph of [13] we have:
is an l−Γ-semigroup if and only if G is an l-group and I, ∧ are lattices.
The following lemma holds true: , and thus (a) 11 ρ ≤ (c) 11 ρ ≤ (b) 11 ρ. Therefore, (c) 11 ρ(e) 11 , i.e., c ∈  N ρ , N ρ is also a sublattice of G since (a) 11 ∨ (b) 11 = (a ∨ b) 11 ρ(e) 11 = (e) 11 ∨ (e) 11 , (a) 11 ∧ (b) 11 = (a ∧ b) 11 ρ(e) 11 .
Proof. By Lemma 2.8 we only need to verify that
Let M = µ o (G : I, ∧, Γ). We define an equivalence relation ϵ I on I by the rule that
and an equivalence relation ϵ ∧ on ∧ by the analogues rule that
If ρ is a proper congruence on M , we define a relation ρ I on I by the rule
and λ in ∧ such that p λi (and hence also p λj ) is non-zero.
In [6] it is proved that ρ I and ρ ∧ are equivalence relations on I and ∧ respectively. For the case of Γ e the equivalence relations ρ I and ρ ∧ are defined as follows: Proof. For any k ∈ I, (i, j) ∈ ρ I we have that (e) iλ = (e) jλ , and thus for all λ ∈ ∧, (e) iλ ∨ (e) kλ = (e) i∨k,λ = (e) j∨k,λ . Therefore
In analogues way we can show that ρ ∧ is a l -congruence of ∧. In [5] it is proved the following lemma: 
Proof. For any (a) iλ , (b) jµ ∈ M we define the relation ρ as follows:
It is clear that ρ is an equivalence relation of M . Since (ca)(cb −1 ) ∈ N, (k, k) ∈ ψ, (λ, µ) ∈ ϕ for (a) iλ ρ(b) jλ and any (c) kδ ∈ M , so that for α e ∈ Γ e , (c) kδ α e (a) iλ ρ(c) kδ α e (b) jµ , that is, ρ is left compatible with the operation on M . In the same way we can deduce that ρ is right compatible.
Since (a) iλ ρ(b) jµ , one has ab −1 ∈ N , and hence ab −1 ∈ N . For any c ∈ G, by Lemma 2.11 we have (a ∨ c)(
Moreover, (i, j) ∈ ψ, (λ, µ) ∈ ϕ, and hence for any k ∈ I, δ ∈ ∧ we have Proof. If (a) iλ ρ(b) jµ , then (i, j) ∈ ρ I = σ I , (λ, µ) ∈ ρ ∧ = σ ∧ and ab −1 ∈ N ρ = N σ , so that (ab −1 ) 11 ρ(e) 11 . Therefore, (e) i1 α e (ab −1 ) 11 α e (e) 1λ = (ab In analogues way we can prove that σ ⊆ ρ. In spirit of Theorem 2.1 and 2.2 ( [6] ) and summarizing the above results we get the following theorem 
