Chaotic mappings in the space of fuzzy sets induced by mappings of the underlying reference set are investigated. Different fuzzjfication schemes are considered and their impact on the resultant iterated fuzzy set, under a quadratic mapping, is studied numerically. The fuzzy set mapping is described in terms of the mapping of level cuts, resulting from the resolution theorem for fuzzy sets. In the two-dimensional case, a generalized notion, given as a fuzzy set, of the Hausdorff dimension is formulated. An example, based on the Henon Mapping, is provided.
Introduction
To a large extent, chaos in fuzzy dynamical systems has been investigated by Kloeden [l] , Diamond [2] , and Diamond and co-workers [3] . The mathematical definitions of chaos rely on positive topological entropy, sensitive dependence on initial conditions, and positive Liapunov exponents. When transcribed to dynamical fuzzy systems, the definition of chaos invokes the notion of topological entropy; roughly speaking, a system is chaotic if the trajectories are mixing. The motivation behind this study is to investigate the behavior of dynamical fuzzy systems in the presence of random perturbations.
In the simplest formulation, based on the classic exten- In general, however, different fuzzification schemes based on the notion of s-and t-norms are possible. Whereas the classic extension principle leads to a mapping of each level set to a level set with the same level value, the level values as well are mapped by the generalized extension principle.
The goal of this paper is twofold. First, we study the chaotic behavior of a simple quadratic one-dimensional map corresponding to different fuzzification schemes.
Second, we turn to two-dimensional chaotic systems, exemplified by Henon's ;Ittractor, with the attempt to introduce a measure of chaos, analogous to the Hausdorff dimension that characterizes strange attractors. If we preserve the notion of level sets, we arrive at a novel description of the Hausdorff dimension, given in terms of a fuzzy set. The membership function of this fuzzy set is a constant when the chaotic system is perturbed by an additive noise; on the other hand, in the absence of noise, the fuzzy set provides a quantitative measure allowing one to distinguish chaotic from noisy mappings.
Chaos under different fuzzification schemes
To discuss different fuzzification schemes, we recall the definition of level sets associated with the fuzzy set U, viewed as a mapping 4: SZ -+ [O, 11, which is required to be upper semicontinuous. For 0 5 a I 1, the level set is a crisposet [u] = { x E IR: ~( x ) 2 a}, where the level set any fuzzy set, x = C u ( x ) / ' x , can be represented as
In Eq. (2), [ U ] OL is interpreted as a fuzzy set with a membership function whose value is unity. As the standard usage does not reserve a speci% term for the summand in Eq. (2) , we refer to a [ u ] as an a-cut. The resolution theorem reduces the transformations of fuzzy sets to interval arithmetic [51.
The t-norms generalize the minimum operation, whereas the s-norms generalize the maximum. Thus, given x and y, a t-norm T if; an associative, binary operation T(x, y), which is commutative and satisfies T(x, y ) 5 T(x', y ' ) for all x I x' and y 5 y' ; furthermore, for all x, T(x, 1) = x . The: s-norm can be regarded as a dual to t-norm; indeed, to each t-norm T, one can associate In terms of the diagonal A, a r-fuzzification is defined as
and an a-level set with respect to is
which replaces the former definition. As has been shown in Ref. 
E f-lw
The consequence of the r-fuzzification is that the parameter a that defines the level sets is also transformed.
For example, for the ?-norm T(x,y) = max(x + y -1,0), the iterated values of the parameter a are a, = 1 -(1 -a) Dn.
In this example, the fuzzy set is known in terms of the acuts approaching the vicinity of unity [3] . To show the impact of different fuzzification schemes on fuzzy chaos, we provide numerical examples of the transformation of an initial triangular fuzzy number, induced by the quadratic mapping y = 3 . 9~( 1 -~) (7) of the unit interval [0,1].
When iterating fuzzy sets, two conditions are imposed on the level sets. First, let a ' and a ' denote the left and right bounds of the level set. If f(a') > A d ) , we interchangefla') andf(a'). Second, to ensure that the resulting fuzzy set is convex, we ?posy a condition th";, for a1 c a2, the bounds satisfy a1 5 a2 and a; 2 a2. These additional conditions, which supplement the generalized extension principle, should be compared with the defiiition of interval multiplicati n by a real umber k, stated set, thus leading to fuzzy sets without a desired property of convexity. We recall that fuzzy numbers are fuzzy sets which are convex and normal. Although the extension principle is not limited to fuzzy numbers, we do not want to abandon the "nice" properties enjoyed by the fuzzy numbers; therefore, we follow closely the rules spelled out by Ishibushi et al. [5] . In the numerical experiments described here, we always start with a triangular fuzzy set centered around 0.25 with the base width (support) of 0.1. As we iterate the set, a convenient way to describe the loss of information is in terms of the nonspecificity measure [7] , defined as where, for the sake of simplicity, we do not indicate the rdependence. The nonspecificity measure, termed also Uuncertainty, will evolve in a manner dependent on the fuzzification scheme. The U-uncertainty of the initial triangular fuzzy set is -4.734. In the presence of white noise, the boundary values of the level sets are perturbed additively with random numbers from the interval [0, 11, scaled by a factor of 0.05.
Standard fuzzification
As the first example, we consider the standard fuzzification scheme, in which A(u) = U. The functional form of the initial fuzzy set after 5 and lo00 iterations is shown in Hg. 1. When the additive random noise is applied, the results of successive application of quadratic mapping change, as shown in Fig. 2 , for 5 and loo0 iterations. In the absence of noise, the U-uncertainty increases from -1.46 to -0.44, as we iterate the initial fuzzy set 5 and lo00 times, respectively. When noise is present, after five iterations, the corresponding U-uncertainty is -0.42; the U-uncertainty increases to -0.15 after lo00 iterations. These numbers indicate that, as is well known, some measures do not distinguish between chaos and noise. In this case, the U-uncertainty measure does not distinguish between many iterations without additive noise and a few iterations in the presence of noise.
In Figs.1 and 2 information is 10s siace, under quasame limit set for each a. Quantitatively, the information measure introduced by Diamond dratic iterations#, the level sets [ + U] approach the in which PJP) is identified with the measure of p-level set of U, tends to zero as k becomes infinitely large; that is, Z(#u) + 0, as i 4 =. Numerically, the fuzzy set obtained in the limit i+ = is not a crisp set, but an interval set. A similar situation is encountered in Fig. 3 , corresponding to a different fuzzification scheme, discussed in Sec. 2.2.
Fuzzification induced by t-norm X Y h + Y -X Y )
The diagonal, corresponding to the norm t(x,y) = x y / (x + y -xy), is D(U) = u2 / (2u -u2). AS the number of iterations increases, the a-levels accumulate around the value of 1.0. Figure 3 shows the results of iterations for this fuzzifcation corresponding to 5 and 10 iterations. In this example, the U-uncertainty increases from -0.44 to -0.19 as the number of iterations increases from 5 to 10. We notice that the fuzzification produces the a-cuts accumulating near 1.0 from below.
Fuzzification induced by s-norm x + y -xy
In contrast to the t-norm xy / (x + y -xy), the iterations induced by s-norm x + y -xy have the acuts focused in the vicinity of the zero level. Figure 4 illustrates the situation for four and six iteratialns. 
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The celebrated Henon attractor [8] has long been a test bed in the study of chaos. It has the Hausdorff dimension approximately equal to 1.2, which tells us that the attractor is strange. The dimension may be viewed as a measure of information necessary to specify the location within a given accuracy [9] . Mathematically, if N(E) is the number of cubes of side E in a p-dimensional space needed to cover the set, the Hausdorff dimension d is
The Henon attractor is given by the mapping considering the iterates of the initial point (xg, yo,, we follow the histories of 2,500 points initially located in a small rectangle around (xg, yo,. The effect of taking larger a-cuts is similar to adding noisy perturbations to the Henon iterates, resulting in the smearing of the attractor. Figure 5 shows the result after 250 iterations, using the classic extension principle, for cuts defined by a = 0.95 and a = 0.05.
Henon transof the a-CutS Of
In the presence of noise, if the noise amplitude exceeds a certain level at fine resolution, the fractal structure of the attractor becomes truncated [lo] . The curve giving the logarithm of the number of cells N(E) vs. log(l/E) in Eq. (8) is no longer a straight line, but it bends upward as the cell size becomes smaller and smaller. Consequently, the Hausdorff dimension of the attractor can be identified with the dimension of the two-dimensional rectangle having the value of 2.0. In Fig. 6, we show Figure 7 demonstrates that the properties of an iterated mapping in two dimensions can be described in terms of the fuzzy set that provides the measure of the Hausdorff dimension for different a-cuts. In the presence of noise, the fuzzy set would represent a certain event: after normalization, the Hausdorff dimension would have a constant value of 1 .O.
Conclusions
The quantitative behavior of fuzzy iterated mapping depends on the fuzzification scheme and on the presence of noise. We have introduced two measures of chaos: the U-uncertainty for one-dimensional mappings and the Hausdorff dimension for two-dimensional ones. The twodimensional mappings are described in terms of the coarse-grained partition of the level sets. Whereas an iterated mapping of a point leads-in the case of a mapping possessing a strange attractor-to a well-defined Hausdorff dimension, the corresponding iterated mapping of a fuzzy set leads to a new fuzzy set describing the degree to which a given a-cut attains the coarse-grained Hausdorff dimension.
