Abstract Completely positive (CP) tensors, which correspond to a generalization of CP matrices, allow to reformulate or approximate a general polynomial optimization problem (POP) with a conic optimization problem over the cone of CP tensors. Similarly, completely positive semidefinite (CPSD) tensors, which correspond to a generalization of positive semidefinite (PSD) matrices, can be used to approximate general POPs with a conic optimization problem over the cone of CPSD tensors. In this paper, we study CP and CPSD tensor relaxations for general POPs and compare them with the bounds obtained via a Lagrangian relaxation of the POPs. This shows that existing results in this direction for quadratic POPs extend to general POPs. Also, we provide some tractable approximation strategies for CP and CPSD tensor relaxations. These approximation strategies show that, with a similar computational effort, bounds obtained from them for general POPs can be tighter than bounds for these problems obtained by reformulating the POP as a quadratic POP, which subsequently can be approximated using CP and PSD matrices. To illustrate our results, we numerically compare the bounds obtained from these relaxation approaches on small scale fourth-order degree POPs.
approximate solutions for general [see, e.g. 15, 33, 45] and important instances of this problem such as the max-cut problem and the stable set problem (see e.g., [16, 17, 21, 37] ). In [24] , less computationally expensive second order cone programming (SOCP) [cf., 2] relaxations have also been proposed to approximate non-convex QPs.
The early work linking convex optimization and polynomial optimization in [35, 43] reveals the possibility to use conic optimization to obtain global or near-global solutions for non-convex POPs in which higher than second-order polynomials are used. In the seminal work of Parrilo [36] and Lasserre [26] , SDP is used to obtain the global or near-global optimum for POPs. Besides SDP approximations, other convex approximations to address the solution of POPs have been investigated using linear programming (LP) and SOCP techniques [1, 27, 28, 38, 47] . These techniques are at the core of the well-known area of Polynomial Optimization [cf. , 3] .
Alternatively, it has been shown that several NP-hard optimization problems can be expressed as linear programs over the convex cone of copositive matrices and its dual cone, the cone of completely positive matrices, including standard quadratic problems [9] , stable set problems [16, 19] , graph partitioning problems [40] , and quadratic assignment problems [41] . In [12] , Burer shows the much more general result that every quadratic problem with linear and binary constraints can be rewritten as such a problem. Completely positive relaxations for general quadratically constrained quadratic programs (QCQPs) have been studied in [4, 14] . In [5] , CP reformulation for QCQPs and quadratic program with complementarity constraints (QPCCs) are discussed without any boundedness assumptions on the feasible regions. Although copositive/completely positive cones are not tractable in general, more and more research efforts on algorithms ( [11] , etc.) to approximate copositive/completely positive cones give an alternative way to globally solve quadratic POPs. Recently, Bomze shows in [7] that copositive relaxation provides stronger bounds than Lagrangian dual bounds in quadratically and linearly constrained QPs.
A natural thought is whether one can extend the copositive programming or completely positive programming reformulations for QPs to POPs. Recently, Peña et al. shows in [39] that under certain conditions general POPs can be reformulated as a conic program over the cone of completely positive tensors, which is a natural extension of the cone of completely positive matrices in quadratic problems. This tensor representation was originally proposed in [18] , and is now the focus of active research [see, e.g., 22, 23, 32] . In [39] , it is also shown in that the conditions for the equivalence of POPs and the completely positive conic programs, when applied to QPs, leads to conditions that are weaker than the ones introduced in [12] .
In this paper, we study completely positive (CP) and completely positive semidefinite (CPSD) tensor relaxations for POPs. Our main contributions are: 1. We extended the results for QPs in [7] to general POPs by using CP and CPSD tensor cones. In particular, we show that CP tensor relaxations provide better bounds than Lagrangian relaxations for general POPs. 2. We provide tractable approximations for CP and CPSD tensor cones that can be used to globally approximate general POPs. 3 . We prove that CP and CPSD tensor relaxations yield better bounds than completely positive and positive semidefinite matrix relaxations for quadratic reformulations of some class of POPs. 4. We provide preliminary numerical results on more general cases of POPs and show that the approximation of CP tensor cone programs can yield tighter bounds than relaxations based on doubly nonnegative (DNN) matrices [cf., 6] for completely positive matrix relaxation to the reformulated quadratic programs.
The remainder of the article is organized as follows. We briefly introduce the basic concepts of tensor cones and tensor representations of polynomials in Section 2. Lagrangian, completely positive tensor, and completely positive semidefinite tensor relaxations for POPs are discussed in Section 3. In Section 4, we discuss a quadratic approach to general POPs; that is, when auxiliary decision variables are introduced to the problem to reformulate it as a QCQP. Then, the completely positive matrix relaxation is applied to the resulting QCQPs and the bounds are compared with those obtained from the tensor relaxations for a class of POPs. In Section 5, Linear Matrix Inequality (LMI) approximation strategies for the completely positive and completely positive semidefinite tensor cones are developed and a comparison of tensor relaxations with matrix relaxations obtained using the quadratic approach is done by obtaining numerical results on several POPs. Lastly, Section 6 summarizes the article's results and provides future working directions.
Preliminaries

Basic Concepts and Notations
We first introduce basic concepts and notations used throughout the paper. Following [39] , we start by defining tensors.
Definition 1 Let T n,d denote the set of tensors of dimension n and order d in R n , that is
where ⊗ is the tensor product.
A tensor T ⊆ T n,d is symmetric if the entries are independent of the permutation of its indices. We denote S n,d ⊆ T n,d as the set of symmetric tensors of dimension n and order d. For any
denote the tensor inner product defined by
Definition 2 For any x ∈ R n , let the mapping R n → S n,d be defined by
Definition 1 and 2 are natural extensions of matrix notations to higher order. For example, T n,2 is the set n × n matrices, while S n,2 is the set of n × n symmetric matrices, ·, · n,2 is the Frobenius inner product and
Proposition 1 Let E n,d be all 1 tensor with dimension n and order d and e ∈ R n be the all one vector, then
Proof By the definition of M d (·) and ·, · n,d ,
Proof Let x, y ∈ R n be given and z ∈ R n be defined as z i = x i y i , i = 1, ..., n, and let e ∈ R n be the all one vector, from the definition of M d (·) and ·, · n,d ,
⊓ ⊔
Analogous to positive semidifinite and copositive matrices of order 2, positive semidefinite and copositive tensors can be defined as follows.
Definition 3 Define the K-semidefinite (or set-semidefinite) symmetric tensor cone of dimension n and order d as:
Similar to the one-to-one correspondence of n × n PSD matrices to nonnegative homogeneous quadratic polynomials of n variables, there is also a one-to-one correspondence of PSD tensors with dimension n and order d to nonnegative homogeneous polynomials with n variables and degree d [cf. , 32] . Note that there is no nonnegative homogeneous polynomial with odd degree. Thus it follows that there is no PSD tensor with odd order. Next we discuss the dual cones of C n,d (R n + ) and C n,d (R n ), following the discussion in [32] and [39] .
Definition 4
Given any cone C of symmetric tensors, the dual cone of C is
and if C * = C, then cone C is self-dual.
The dual cones of the positive semidefinite tensor cone and copositive tensor cone have been studied in [32] and [39] . More formally,
Similar to the completely positive matrix cone C * n,2 (R n + ), we call C * n,d (R n + ) the completely positive (CP) tensor cone. It is well known that the positive semidefinite matrix cone is self-dual, however, in general, the positive semidefinite tensor cone is not self-dual [cf. , 32] . Thus, here we name C * n,2d (R n ) as the completely positive semidefinite (CPSD) tensor cone. Before formally stating that C * n,2d (R n ) = C n,2d (R n ) in general, we first introduce the homogeneous sum of square (SOS) tensor cone of dimension d and order 2d as
Similarly, there is a one-to-one corresponding relationship between homogeneous SOS tensors with dimension n and order 2d and homogeneous SOS polynomials with dimension n and degree 2d. Next we discuss the relationships between nonnegative and sum of square polynomials from the perspective of tensor representation and reveal the relationship between SOS and CPSD tensors.
Proposition 4 (Luo et al. [32] )
where e ∈ R n is an all one vector. Therefore,
. By the definition of homogeneous SOS tensor cone, it is clear
The proof of Proposition 4 can be seen as an alternative proof for Proposition 5.8 in [32] , which uses tensor representation to illustrate the relationship between the PSD tensor cone and its dual cone. Well studied sum of square polynomial optimization reveals that a nonnegative multivariant homogeneous polynomial is a homogeneous sum of square polynomial if it is quadratic, that is C * n,2 (R n ) = C n,2 (SOS) = C n,2 (R n ). This statement coincides with the self-duality of the PSD matrix cone. Luo et al. showed in [32] 
On the other hand, the Motzkin polynomial together with isomorphism between homogeneous polynomials and tensors shows that C n,2d (SOS) C n,2d (R n ) when d ≥ 2. 
where
where α is the (unique) exponent such that
, letp(x) denote the homogenous components of p(x) with highest total degree, then it followsp
Equation (1) and (2) allow us to represent any multivariate polynomials with their tensor forms and provide the possibility to study the boundedness of general polynomials with their tensor representations.
Proof The result follows from [39, Lemma 1] after noting that the horizon cone
Take x 0 ∈ R + \{0}, then
Then it remains to show that
By Lemma 1 and Equation (2),
Thus the other direction follows directly from equation (3) . The proof of (b) follows as the proof of (a) by noticing that
Theorem 1 and Corollary 1 generalize the key Lemma 2.1 and Corollary 2.1 in [7] for polynomials of higher than second degree using tensor representation. Moreover, Corollary 1 can be seen as a convexification of an unconstrained (possibly non-linear non-convex) POP to a linear conic program over CP and CSDP tensor cones. In the next section, we will discuss the convex relaxations for general constrained polynomial optimization.
Relaxations of POPs
Consider two general POPs with polynomial constraints:
and
Problems (5) and (6) represent general POPs, which encompass a large class of non-linear non-convex problems, including non-convex QPs with binary variables (i.e., binary constraints can be written in the polynomial form
. Naturally, we have z ≤ z + since the feasible set of problem (5) is a subset of problem (6) . Next we show that the results of Bomze for quadratic problems in [7] can be extended to POPs of form (5) and (6).
Lagrangian relaxations
Let u i ≥ 0 be the Lagrangian multiplier of the inequality constraints p i (x) ≤ 0 for i = 1, .., m and v i ≥ 0 for constraints x i ∈ R + for i = 1, ..., n, so the Lagrangian function for problem (5) is
so the Lagrangian dual function of problem (5) is
with its optimal value
We also use a Semi-Lagrangian dual function to represent the nonnegative variable constraints of problem (5),
, with its optimal value
Similarly, let u i ≥ 0 be the Lagrangian multiplier of the inequality constraints p i (x) ≤ 0 for i = 1, ..., m, so the Lagrangian function for problem (6) is
so the Lagrangian dual function of problem (6) is
and the dual optimal value is
Thus we have the following relationship:
where the second inequality holds because x, v ∈ R n + always implies v T x ≥ 0. Therefore, we have:
where the latter inequality holds by weak duality. Similarly, from weak duality theory, we have z LD ≤ z.
CPSD tensor relaxation for POP with free variables
Consider following conic program:
and its conic dual problem is
Recall that there is no CPSD tensor cone with odd order. In the case d is odd, it can be rounded up to the nearest even number, i.e., 2 ⌈d/2⌉. For simplicity, we assume d is even throughout the remaining sections. Also we use ·, · represent the tensor inner product of appropriate dimension and order.
Proposition 5 Problem (7) is a relaxation of problem (6) with z SP ≤ z.
Proof Let x ∈ R n be a feasible solution of problem (6) . It follows that X = M d (1, x) is a feasible solution of problem (7) directly by applying (1) . Also p(x) = T d (p 0 ), X is a direct result of (1) with the same objective value.
⊓ ⊔ Theorem 2 For problem (6), its Lagrangian dual function optimal value satisfies,
Proof By Corollary 1 (b),
From (8), we have
Furthermore, z SD ≤ z SP ≤ z holds directly from weak conic duality and Proposition 5.
⊓ ⊔ From Theorem 2, the Lagrangian dual optimal value has no duality gap if and only if conic program itself has no duality gap and CPSD tensor relaxation is tight.
CP and CPSD tensor relaxations for POP with nonnegative variables
Consider following conic programs:
and their conic dual problems
z SD,+ = sup{µ :
Proposition 6 Problem (9) and problem (10) are relaxations for problem (5) with z CP ≤ z + and z SP,+ ≤ z + .
Theorem 3 For problem (5), its Semi-Lagrangian dual function optimal value and its Lagrangian dual function optimal value satisfy
Proof By Corollary 1,
For (a), from (11), we have,
And z CD ≤ z CP ≤ z + is an immediate result of weak conic duality and Proposition 6. For (b), from (12), we have
And z SD,+ ≤ z SP,+ ≤ z + holds directly from weak conic duality and Proposition 6. ⊓ ⊔
Quadratic Reformulation for POPs and its Relaxations
Section 3 showed that CP and CPSD tensor relaxations are tighter than Lagrangian relaxations for general POPs. In this section, we will compare CP and CPSD tensor relaxations with a quadratic approach for POPs. For general POPs, a classic approach to obtain relaxations is to reformulate them as quadratic programs by introducing additional variables and constraints to address the higher degree terms in the polynomials. Then a well-studied SDP relaxation or CP relaxation on QCQP can then be applied to the reformulated QCQP. Also, as discussed in this paper, general POPs can be relaxed directly by conic programs over the CP or the CPSD tensor cones. In general, it is difficult to compare these two relaxations. In this section, we will focus on POPs with degree 4 and apply these two relaxations and show some specific cases in which tensor cone relaxations of POPs give tigher bounds than convex relaxations of QCQP reformulation of POPs.
QCQP Reformulation of POP
A general QCQP reformulation technique of POPs, including how to add additional variables, is discussed in [39] . In this section, the main focus is on some classes of 4th degree POPs, so we use a specific reformulation approach. We will introduce additional variables to represent the quadratic terms (i.e. the square of single variable and the multiplication of two variables) of the original variables. Consider the following POPs:
and p i (x) are homogeneous polynomials of degree 4. Problem (13) can encompass a large class of 4th degree optimization problems, including problem with 4th degree objective function and linear/quadratic(binary) constraints and so on. This type of optimization problems also appears in many real life problems, such as biquadratic assignment problem [34, 42] , Alternating Current Optimal Power Flow (ACOPF) problem [10, 20, 25, 29] , etc.
Define an index set
as the index for the additional variables so that it is from 1 to |S| = n+1 2 , which is the maximum number of additional variables for 4th degree POPs. By introducing additional variables y c = x a x b , ∀(a, b, c) ∈ S, the QCQP reformulation of problem (13) can be represented as
where q 0 (x, y) and h i (y) are the reformulated quadratic polynomials with original variables x and additional variables y by replacing x a x b with y c , ∀(a, b, c) ∈ S, note that h i (y) are homogeneous polynomials of degree 2. It is clear that p 0 (x) = q 0 (x, y), p i (x) = h i (y), i = 1, . . . , m 0 , therefore problem (13) and (15) are equivalent. As p i (x) and h i (y) are homogeneous polynomials, then it follows thatp
To make the formula clear and easy to represent in a conic program, let z = [x; y] ∈ R n+|S| + , then (15) is equivalent to
Here is an example how the reformulation works, consider the following univariant program,
Let y = x 2 and z = [x; y], then it is equivalent to sup y 2 + xy + y + x + 1 sup z
CP matrix relaxations for QCQP
Consider the following CP matrix relaxations for problem (17) ,
where r = |S| is the number of additional variables in problem (17) . Problem (18) is a natural CP tensor relaxation of problem (17) and by relaxing the equality constaints Z 1,c+n+1 − Z a+1,b+1 = 0, ∀(a, b, c) ∈ S into inequality constraints, we have the following CP tensor relaxation, Proof It is clear that if the coefficients of objective function q 0 (z) are nonnegative, at optimality of problem (19) , Z 1,k+n+1 = Z i+1,j+1 holds. And the same objective function values are obtained for problems (18) and (19) .
⊓ ⊔
Recall the CP tensor relaxation (9) for general POPs and apply it directly to problem (17), then we have the following conic program,
Problem (18) and (20) can be seen as two different relaxations for some classes POPs with a form of problem (13) . Problem (18) characterizes the polynomials with higher degree than 2 by reformulating them as quadratic polynomials. SDP and CP matrix relaxations for the reformulated QCQP are well studied in literature [cf., 3, 7, 8, 9, 12, 14, 24, 44] . However, the introduce of additional constraints Z 1,c+n+1 − Z a+1,b+1 = 0, ∀(a, b, c) ∈ S in problem (18) may ruin some exact relaxation conditions for QCQP. Problem (20) characterizes the polynomials with degree higher than 2 by using higher order tensors which avoids introducing additional variables and constraints. Next we will show that under some conditions, the latter relaxations will provide tighter bounds for problem (13) . Proof By Proposition 7, problems (18) and (19) are equivalent. For any feasible solution X ∈ C * n+1,4 (R n+1 + ) to problem (20) , by Lemma 2,
for some n 0 , n 1 ≥ 0, λ s , γ t > 0 and u s , v t ∈ R n + . Then by using (1),
with an objective function value of n1 s=1 λ s p 0 (u s ) + n0 t=1 γ tp0 (v t ). Recall the index set S in (14) , and construct a vector of w s , w ′ t for s = 1, ..., n 1 , t = 1, ..., n 0 as follows:
Next we show
is a feasible solution to problem (18) . Clearly, Z ∈ C * n+r+1,2 (R n+r+1 + ), and from equation (22) and (23), we have (16) and (21),
with an objective value of
under the condition that p 0 (x) has nonnegative coefficients and
Therefore, from any feasible solution to problem (20) , we can construct a feasible solution to problem (19) with a larger objective function value, which indicates that problem (18) is a relaxation for problem (20) .
⊓ ⊔
Numerical Comparison of Two Relaxations for PO
Unlike the tractability of the PSD matrix cone, the CPSD tensor cone is not tractable in general to our knowledge. Also similar to the intractability of CP matrices of dimension greater than 5 [cf., 13], the CP tensor cone is also not tractable in general. In this section, we will discuss and develop tractable approximations for CP and CPSD tensor cones, and then use these approximations to address some POPs to show it provides tighter bounds than approximations for QCQP reformulation.
Approximation of CP and CPSD Tensor Cones
Before presenting results, let us introduce some more notations. For T = M d (x), x ∈ R n , denote T (i1,...,i d ) as the element in (i 1 , ..., i d ) position, where (i 1 , ..., i d ) ∈ {1, . . . , n} d . To be more specific, i j with j = 1, ..., d means the choice of {x 1 , ..., x n } in the j th position in the tensor product, i.e. i 1 = 2 means choosing x 2 as the first position in the tensor product. To illustrate, let x ∈ R 3 and let
is even for all k = 1, . . . , n, where I k is an ordered set of the number of appearance i j = k, k = 1, ..., n, j = 1, . . . , d − 2.
For example, let 1,1,2,3,3,·,· 3,2,2,3,1,·,·) are not principal matrices.
Notice the symmetry of symmetric tensors, T (i1,...,i d−2 ,·,·) with the same I k , k = 1, ..., n are equal. Next we will discuss the approximation strategies for the CP and the CPSD tensor cones based on PSD and DNN matrices.
Definition 6 A symmetric matrix X is called doubly nonnegative (DNN) if and only if X 0 and X ≥ 0, where X ≥ 0 indicates every element of X is nonnegative.
Proposition 8 For any symmetric tensor
, where
, noticing that the number of appearance I k , k = 1, ..., n is even if T (i1,...,i d−2 ,·,·) is a principal matrix, then it follows proof of (a) with 
which indicates that T (1,2,·,·) is a 2 × 2 positive semidefinite matrix. Next we discuss the approximation of the CPSD and the CP tensor cones. Based on Proposition 8, we define the following tensor cones,
It is easy to see these cones are convex closed cones with the following relationship,
Consider the following conic program,
From (25), problem [TP-K] is a tractable relaxation for problem (7) and (9) by choosing appropriate tractable cones, and thus provides relaxations to globally approximate general POPs. It follows that
Numerical results on general cases
In Section 5.1, several tractable approximations for the CP and the CPSD tensor cones have been developed to provide relaxations for CP and CPSD tensor programs. In this section, we will provide numerical results on more general POP cases in order to compare the bounds of two relaxation approaches discussed in Section 4. Table 1 , we compare the two approaches in terms of number and size of PSD matrices. 
Followings are some test problems for the comparison. Note that there preliminary results are on small scale problems, only bounds are compared as the time difference is negligible. All the numerical experiments are conducted on a 2.4 GHz CPU laptop with 8 GB memory. We implement all the models with YALMIP [31] in MATLAB. We use SeDuMi as the SDP solver and CPLEX as the LP solver. For Example 4 and 5, we use Couenne as the global solver.
Example 1
Consider the following problem,
By observation, the optimal value is 1, with an optimal solution x * 1 = 1, x * k = 0, k = 2, ..., n. The QCQP reformulation of (26) 
can be directly applied to (26) and gives an optimal value of 1 while [QP L ] for (27) gives an optimal value of 0, which means the approximation by using tensor relaxation is tight.
Example 2 Bi-quadratic POPs
Bi-quadratic problem and its difficulty have been studied in [30] . Consider the following specific bi-quadratic POPs,
where · is the standard 2-norm in Euclidean spaces. It is clear that problem (28) is equivalent to
where e n , e m are all-one vectors of approporiate dimension and I n , I m are diagonal matrices of dimension n × n and m × m. It is then easy to see the optimal value is − 1 4 (max n, m − 1). By defining an index set
for additional variables, we can reformulate problem (28) as a quadratic problem by introducing additional variables, min 1≤i<j≤n 1≤a<b≤n
where w, z ∈ R m with |S(n)| = n(n − 1)/2, |S(m)| = m(m − 1)/2. Let u = x; y; w; z , and a positive semedefinite relaxation can be applied to problem (30) ,
Note that problem (31) is a simple SDP relaxation for problem (28) . More elaborated SDP relaxations that provide bounds with guaranteed perfomance are discussed for this type of problem in [30] . 
where M is a positive number and let all other entries forQ be 0. It is clear that (ū,Q) is a feasible solution to problem (31) . However, as M → ∞, the objective function goes to −∞, thus the problem is unbounded. ⊓ ⊔ Proposition 9 tells that relaxation [QP SDP ] for problem (28) will fail to provide a bound. However, a CPSD tensor cone can be directly applied to problem (28),
Problem [TP-K SDP ] can be used to approximate problem (32) and the results are listed in Table 2 . In Table 2 , we can see that relaxation [TP-K SDP ] can provide the optimal value for problem (31) while relaxation [QP SDP ] for the QCQP reformulation of problem (31) fails to give a bound. min f 0 (x) = −8x
A comparison of bounds is listed in Table 3 . In this example, we will present our preliminary numerical results on randomly generated 4th degree POPs with feasible regions. The test problem is min Randomly generated 4th degree homogenous polynomial of 3 variables
The coefficients in the objective function are integers in the range [−5, 5] . The first and second constraints make the problem non-convex and it is easy to see the problem is feasible. We use [TP-K DN N ] to directly approximate problem (35) and [QP DN N ] to approximate the QCQP reformulation of problem (35) . We denote ratio as the improve ratio similar to that in [46] and
.
Results are shown in Table 4 . In Table 4 
Example 5 Numerical Results on Random Generated Polynomial Problems
In this example, we present our preliminary numerical results on randomly generated polynomial optimization problems. The objective function is a 4th degree homogenous polynomial of 3 variables, with two 4th degree polynomial inequality constraints, a linear inequality constraint and nonnegative variables. The coefficients in the objective function are integers in the range [−5, 5] and the coefficients of the two polynomial constraints are integers in the range [−10, 10] and the coefficients of linear constraint are integers in the range [0, 5] , with a right hand side coefficient in the range [5, 15] . We generate problems and send them to Couenne, for those problems which are feasible in Couenne, we use [TP-K DN N ] to directly approximate Example 5 and [QP DN N ] to approximate the QCQP reformulation of Example 5. Note that the convexity of these problems is not tested. Results are shown in Table 5 , and we can clearly see that relaxation [QP DN N ] fail to give a valid bound for instances 1,3,6,7,8 and 10, while tensor relaxation [TP-K DN N ] can provide a valid lower bound for all tested instances. 
Conclusion
This paper presents convex relaxations for general POPs over CP and CPSD tensor cones. Bomze shows that completely positive matrix relaxation beats Lagrangian relaxations for quadratic programs with both linear and quadratic constraints in [7] . A natural question is whether similar results hold for general POPs that are not necessarily quadratic. Introducing CP and CPSD tensors to reformulate or relax general POPs, we generalize Bomze's results for QPs to general POPs, that is, the CP tensor relaxation beats Lagrangian relaxation bounds for general POPs with degree higher than 2. These results provide another way of using symmetric tensor cones to globally approximate non-convex POPs. Burer in [12] shows that every quadratic programs with linear constraints and binary variables can be reformulated as CP programs and programs with quadratic constraints can be relaxed by CP programs, with approximation approaches for CP matrix programs. Note that one can reformulate general POPs as QPs by introducing additional variables and constraints and then apply Burer's results to obtain global bounds on general POPs. Peña et al. generalize Burer's results in [39] to show that under certain conditions a general POP can be reformulated as a conic program over CP tensor cone. A natural question is which reformulations or relaxations will provide tighter bounds for general POPs. In this paper, we show that the bound of CP tensor relaxations is tighter than the bound of CP matrix relaxations for the quadratic reformulation of some classes of general POPs. This validates the advantages of using tensor cones for convexification of non-convex POPs. We also provide some tractable approximations of the CP tensor cone as well as CPSD tensor cone, which allows the possibility to compute the bounds of these tensor relaxations. Some preliminary numerical results on small scale POPs show that these tensor cone approximations can provide good bounds for the global optimum of the original POPs. More importantly, in the experiments, the bounds obtained by CP or CPSD tensor cone programs yield tighter bounds than the ones obtained with CP or SDP matrix relaxations for quadratic reformulation of general POPs using a similar computational effort. In the future, it will be interesting to further characterize the classes of POPs in which the CP and CPSD tensor cone relaxations provide tighter bounds than the CP and PSD matrix relaxations of its associated quadratic reformulations. Also, more POP instances with larger sizes can be tested and numerical comparisons on these more complicated POP cases can be made by developing appropriate code to address these problems.
