Abstract: In this paper we study the existence of mild solutions for the nonlocal Cauchy problem
Introduction
In this paper we study the nonlocal initial value problem x (t) = Ax(t) + f (t, x(t)), t ∈ (0, b], (1.1) The study of abstract nonlocal semilinear initial value problems was initiated by Byszewsk [5, 6, 7] . Among his several papers, he proves the existence and uniqueness of mild solutions when f and g satisfy Lipschitz type conditions. Subsequently, many authors are devoted to the study of nonlocal Cauchy problems because it is demonstrated that the nonlocal problems have better effects in applications than the classical Cauchy problems. Ntouyas and Tsamatos [15, 16] , Byszewski and Akca [8] , Liang, Liu and Xiao [12] study the case when T (t) is compact and f , g satisfy appropriate conditions. Aizicovici [1, 2] studies the nonlocal Cauchy problems when A is a nonlinear m-accretive operator on X. Recently, Xue [20, 21] discusses the semilinear and nonlinear nonlocal problem (1.1), (1.2) by using the method of topological transformation, respectively, which avoids the difficulties associated with unbounded operators when t = 0. Other contributions see [4, 9, 11, 13, 19] .
In this paper, we prove the existence results of mild solutions for (1.1), (1.2) without the compactness assumption on T (t). The price that we pay to achieve this generalization, is that we have to strengthen the compactness hypothesis on f . But such hypothesis can be satisfied usually. So our work extends and improves many main results such as those in [8, 12, 15, 16, 20] . In addition, we emphasize that the proofs herein are different from the ones before. We try to make use of the properties of noncompact measures in proof, which also enables us to avoid the difficulties associated with unbounded operators when t = 0. Our basic tools are the methods and results for semilinear differential equations in Banach spaces, the properties of noncompact measures and fixed point techniques. In Section 2, we recall some definitions and facts about the measure of noncompactness and semilinear differential equations. In Section 3, we prove our main results. The MNC Φ is said :
(i) monotone if for all bounded subsets Ω 1 , Ω 2 of X we have:
One of the most important examples of MNC is the noncompactness measure of Hausdorff χ defined on each bounded subset Ω of X by
It is well known that MNC χ enjoys the above properties (i)-(iii) and other properties (see [3, 10] ). Consider the Cauchy problem:
2) where A is the infinitesimal generator of a strongly continuous semigroup of bounded linear operators T (t) in X (see [17] ). 
By a mild solution to (1.1), (1.2) we mean a function x ∈ C(0, b; X) which satisfies
It is well known that if ω ∈ L 1 (0, b; X), then (2.1), (2.2) has a unique mild solution. 
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where M equals to sup 0≤t≤b T (t) and χ is the Hausdorff MNC.
Proposition 2.2 Let G be the Cauchy operator defined by (2.3). Then for every semicompact set {f
The following fixed point theorem, a nonlinear alternative of Monch type, plays a key role in our existence of mild solutions for nonlocal Cauchy problem (1.1), (1.2). (see Theorem 2.2 in [14] or Theorem 3 in [18] ).
Theorem 2.1 Let E be a Banach space, U an open subset of E and 0 ∈ U . Suppose that F : U → E is a continuous map which satisfies Monch's condition (that is, if D ⊆ U is countable and D ⊆ co({0}∪F (D)), then D is compact) and assume that
holds. Then F has a fixed point in U .
Main results
In this section, we give the existence of the mild solutions for nonlocal Cauchy problem (1.1), (1.2). We first give the following assumptions: (HA) The strongly continuous semigroup of bounded linear operators T (t), 0 ≤ t ≤ b, generated by A is equicontinuous;
(Hf 2) there exists a function m ∈ L 1 (0, b; R + ) and a nondecreasing continuous function Ω : 
and that
where M equals to sup 0≤t≤b T (t) .
Proof: We consider the operator R :
3)
It is easy to see that the fixed point of R is the mild solution of nonlocal Cauchy problem (1.1), (1.2). Subsequently, we will prove that R has a fixed point by using the Theorem 2.1.
Step1. The operator R is continuous on C(0, b; X). For this purpose, we assume that x n → x in C(0, b; X). Then by (Hf 1) we have that
i.e., R is continuous, where M = sup 0≤t≤b T (t) . 
Thus, we get that
which implies that χ(D) = 0, since the condition (3.2) holds.
Step3. Now let λ ∈ (0, 1) and
and one has
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Then by (3.1) there exists N such that x = N . Set
From the choice of U there is no x ∈ ∂U such that x = λR(x) for some λ ∈ (0, 1). Thus we get a fixed point of R in U due to the Theorem 2.1, which is a mild solution to (1.1), (1.2). This completes the proof. 
χ(D(t)) ≤ χ(D).
Proof: For arbitrary > 0, there exists
, and,
x(t) − y(t) ≤ x − y ≤ diam(D i ) for x(t), y(t) ∈ D i (t). From the above two inequalities, it follows that
2χ(D(t)) ≤ diam(D i (t)) ≤ diam(D i ) ≤ 2χ(D) + 2 .
By the arbitrariness of , we get that χ(D(t)) ≤ χ(D)
. Therefore, we have 
Proof: On account of Theorem 3.1, we can prove that operator R defined by (3.3) is continuous on C(0, b; X). We now prove that R satisfies the Monch's condition. 
So, from Proposition 2.1, Lemma 3.1 and properties of MNC χ, it follows that
which implies that χ(D) = 0, since the condition (3.7) holds. Now, with analogous arguments as in the proof of Theorem 3.1, we can get an open ball U by the condition (3.6), and there is no x ∈ ∂U such that x = λR(x) for some λ ∈ (0, 1). Thus we get a fixed point of R in U due to Theorem 2.1, which is a mild solution to (1.1), (1.2) . This completes the proof.
Remark 3.2 We note that if M k < 1 and f satisfies sublinear growth condition, then condition (3.6) is automatically satisfied. In addition, we try to make use of the properties of MNC χ in proof, which enables us to avoid the difficulties associated with unbounded operators when t = 0.
Finally, if we use another MNC, we will prove the result of Theorem 3.1 in the case there is no equicontinuity of the semigroup T (t) and condition (3.2). It is very interesting. (D) ). We will prove that D is relatively compact.
In the sequel we will denote by Φ the following measure of noncompactness in C(0, b; X) defined by (see [10] )
for all bounded subsets Ω of C(0, b; X). Where: ∆(Ω) stands for the set of countable subsets of Ω ⊂ C(0, b; X); α is the real MNC defined as
mod C (E) is the modulus of equicontinuity of the set of functions E given by the formula
L > 0 is a constant that we shall appropriately choose. It was proved in [10] that Φ is well defined (i.e. there is E 0 ∈ ∆(Ω) which achieves the maximum in (3.8)) and is a monotone, nonsingular, regular MNC.
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Let us choose a constant L > 0 such that
where M is the constant from Proposition 2.1 and h is the summable function of assumption (Hf 3).
From the regularity of Φ, it is enough to prove that Φ(D) = (0, 0). Since Φ(R(D)) is a maximum, let {y n } +∞ n=1 ⊆ R(D) be the denumerable set which achieves its maximum. Of course, there exists a set {x n } +∞ n=1 ⊆ D such that
Now, we give an estimate for α({y n } +∞ n=1 ). By using condition (Hf 3), we have
From the Proposition 2.1 and (3.11), we get that
From (3.10), (3.11) and (3.12), it follows that
Therefore, we have that
From (3.9), we obtain that
Coming back to the definition of α, we can see that
In fact, from (3.14) and (Hf 3), we have ). On the other hand, by the strong continuity of T (t) and the compactness of g, we can also easily verify that the set R 1 ({x n } +∞ n=1 ) is relatively compact. Hence, from (3.10), we conclude that the set {y n } Therefore, D is relatively compact. This completes the proof.
Remark 3.3
In [8] , the authors discuss a related semilinear nonlocal problem when g is convex and compact on a given ball. From the above theorem, however, we can see many key conditions in [8] are not required, such as the compactness of semigroup T (t) and the convexity of g. And our boundedness conditions on f and g are weaker than theirs too. [8, 12, 15, 16, 20] and so on, where they need the compactness of T (t) or f , or the Lipschitz continuity of f .
Remark 3.4 In this paper, we require f to satisfy a compactness condition (Hf 3), but do not require the compactness of semigroup T (t). Note that if f is compact or Lipschitz continuous, then condition (Hf 3) is satisfied. Therefore, our work extends and improves many previous results such as those in

