A new class of methods for solving power system loads flows is developed, which is called the alphamodified quasi-second order Newton-Raphson (alpha -M.
INTRODUCTION
In the early 1960's work involving the NewtonRaphson method showed the method to have very powerful convergence properties [1], but poor computational efficiency. In 1963, Sato and Tinney of B.P.A. introduced the concept of optimally ordered elimination for the solution of large, general, sparse systems, and showed such methods were very efficient for solving large power system problems [2] . The mathematics behind the concept are concisely summarized in [3] .
This constituted a major break-through in power system network computation, with the original application being to dramatically improve the computing speed and storage requirements of the Newton-Raphson method [4] . As a result, this method is now widely adopted by much of the power industry.
With the stimulus of increasing problem sizes, on-line applications, system optimization, and the fact that there is no "best" method for all systems, the development of faster and more efficient algorithms for solving load flows continues to be the object of many research efforts.
For an excellent review we have Stott's paper [5] . Among Trevino, and Aboytes (S.T.A.) [6] . The basic idea -is to minimize the sum of the squares of the mismatches, 2f2 using the Fletcher-Powell minimization scheme. Convergence control is through a single acceleration factor a. The alteration to Newton's method is simple to implement and gives a faster, more controlled convergence. A more recent variant that minimizes Ef2 is proposed by Hartkopf [7] where Newton method is used for the minimization process that incorporates a descent direction. The computational requirements for this variant are higher than that for the S.T.A. algorithm. An efficient variant of Newton's method is proposed in [8] .
The modified Newton form differs in the formation of the mismatch vector which uses the most recent values of the solution vector when solving for the unknown variables.
Recently Sachdev and Medicherla introduced the second order Newton-Raphson (S.O.N.R.) method for load flow solutions [9] . It was applied in polar form.
In discussing that paper, El-Hawary and Vetter [10] suggest that employing the rectangular form may enhance convergence. This seems like a reasonable assumption.
For quadratic functions,as the load flow equations are, the derivatives of order higher than two are zero.
Thus, a second order Taylor expansion-based iteration, such as Newton-Raphson, will converge in one iteration in the single variable problem. The load flow problem is a multi-variable problem that normally requires more than one iteration to solve the nonlinear equations. Using the polar form introduces trignometric functions, but with the rectangular form, terms beyond second order are zero, thus making the second order scheme exact, and likely superior.
More recently, Iwamoto and Tamura [11] proposed another variant which retains the second-order terms using the rectangular-form for the load flow equations. The second order terms are incorporated in the mismatch terms and the Jacobian matrix is treated as a constant. Our approach is different in that the second order terms are incorporated in both the mismatch and the Jacobian through the a device. The importance of up-dating the Jacobian is lucidly illpstrated by Sachdev, Medicherla, and Billinton in their discussion [ll] .
In this paper, a quasi-second order Newton-Raphson (Q.S.O.N.R.) load flow method in rectangular coordinates, as suggested in [10] (5) where, D1 represents the first order terms and D2 and D3 represent the second order terms.
THE STATIC LOAD FLOW EQUATIONS
Nodal analysis is almost universally preferred the formulation of the load flow problem for analys This is because of the simplicity of data preparat and the ease with which the bus admittance matrix be formed and modified for network changes in sub quent cases.
Simplified, the static load flow equations in r tangular coordinate form are, n Pp = z [e(teG + fB ) +f (f G -eB ) (6) with the second order factors being (4) in equations (12, 15 and 17).
7)
Update the power and voltage magnitude mismatches by subtracting the correction factors of the above step (6) from the original mismatches of step (2) AP' = AP -R 
5-Bus Power System
The 5-bus system is given in [12] , and is the smallest system tested. It consists of three load buses, two voltage controlled buses, one of which acts as the slack bus, and seven lines. (30) 23-Bus Power System
The 23-bus system is based on the one used in [13] for testing a solution method for minimum loss and economic dispatch problems. In our case, all buses but one L (the slack bus) are treated as load buses.
IEEE 57-Bus Test System
This was originally a part of the American Electric Power Corporation's 1962 system.
It consists of fifty load buses, seven voltage controlled buses, eighty (31) lines, seventeen transformers with offnominal turns ratios, and three static capacitors.
IEEE 118-Bus Test System
This system came to be a standard test case in the same manner as the previous one. It is made up of sixtyfour load buses, fifty-four voltage regulated buses, one hundred and eighty-six lines, nine transformers with off-nominal turns ratios, and fourteen static capacitors and shunt reactors.
Other Test Systems
The other three systems used for testing are simply the 5, 57 and 118 bus system with only one voltage controlled bus each (the slack buses), with their solution bus powers being used as scheduled bus loads.
This was done as a convenient way to obtain some new test systems.
And, indeed they are new with different convergence patterns and different solutions than the systems from which they are derived. The data for these systems, 
RESULTS
The load flow technique developed was extensively tested using seven power systems described above. These systems cover a wide range in terms of size-5 to 118 buses -and the larger systems with only one voltage controlled bus provide an extra challenge in that in such cases, convergence is usually more difficult to achieve.
Many variations of the alpha -M.Q.S.O.N.R. method were tried such as adding second order corrections only in the first iteration or applying them only to load buses.
However, it was found that the best overall results occur with the straight forward application of the method.
The improvement is in terms of convergence rate and computation time, thus, this variant will be our main focus of attention.
Iterations to Convergence
Any value of alpha can be chosen and used, it would appear however from the theory that the choice of alpha will be important. Its 5 (No V.C.B.)
. Using the second order terms in a load flow allows convergence to occur over a larger range of initial guesses of the load bus voltages than with a first order technique such as Newton-Raphson. However, it was found that only when the bus voltages started from a flat start did the alpha -M.Q.S.O.N.R. method perform at its best. A flat start means that the initial voltage magnitudes at all load buses are set to one per unit and the initial voltage angle is set to be the same as that of the slack bus (which serves as the reference bus).
To illustrate this point, the 118-bus system is used.
It has a slack bus voltage angle of thirty degrees. Figure (12 Step. Clearly, it moves faster to the solution. Also, as shown in the paper, the total cost of computation is less than for the N-R method in rectangular coordinates. Does it compare well also with N-R in polar form?
The case with a = 0 is shown to be the most advantageous. It means that the second order correction is applied to the Jacobian rather than to the mismatch. The authors mention that only the diagonal elements of the Jacobian are modified by this process. Could they please elaborate on this fact and also indicate whether the subsequent processing is based on some method of solution with a modified coefficient matrix which does not require a new solution but only a correction to the previous one?
It is surprising and interesting to see that the quadratically convergent Newton-Raphson algorithm could be made even faster by the authors' procedures which do not appear too burdensome.
Manuscript received July 13, 1981. H. Sasaki (University of Hiroshima, Hiroshima, Japan): The discussor believes that it is still worth while devising a faster load flow algorithm. The authors present an alpha M.Q.S.O.N.R. method, which shows a better convergence than a standard Newton-Raphson method. However, in order to demonstrate this new algorithm is really superior to the standard N-R method, a detailed quantitative description should be given on computation time as well as convergence property. The paper seems to be vague in this point.
In the section of "Results", the authors state that "The first half of an alpha M.Q.S.O.N.R. iteration is the same as one N.-R. iteration. The second half iteration requires very little extra storage and less c.p.u. time than the first half (or one N.-R. iteration)." The second sentence entirely contradicts to the discussor's experience in load flow. In a usual N-R method, the most time consuming part is the triangular factorization of Jacobian matrix, and the evaluation of Jacobian itself does not need so much computation time. As the proposed method needs another factorization in the second half iteration, the discussor feels that this method requires at least the same amount of computation time as the standard N-R method.
The discussor has written a very efficient, presumably the fastest in the world, N-R load flow program in polar system. In this program, Jacobian matrix as well as power mismatches are efficiently computed in the same subroutine. Table I shows the execution times of 3 subroutines, that is, the computation of Jacobian matrix and power mismatches [JCBMTX], the triangular factorization [TRANGL] , and the forward and backward substitution [FBWD] . Table I clearly shows the tendency that the triangularization takes more and more time in one iteration as system size increases. In other words, algorithms with less number of factorizations inevitably become fast unless iteration counts excessively increases. Table II displays the program size, storage memory and solution time of 3 load flow algorithms: the polar N-R method, the fast decoupled load flow (FDL), and the Constant Jacobian (C-J) method [11] . In the last column, the execution time of SOOTF (Sub-Optimal Ordering program for Triangular Factorization) program is exhibited. The FDL method requires a large number of iterations until convergence, as is pointed out in [Al] . The C-J method is fastest, but its program size as well as storage capacity are the maximum among the 3 methods. Summarizing the discussor's experience so far in load flow, if a system under study is well behaved, C-J and FDL methods are faster than N-R method, but differences of solution times are appreciable for small systems with 100 or 150 nodes.
The authors comments on the solution time of their proposed method are most welcome. (3) . However, the authors conclude that the best convergency occurs when a = 0. Since the most time consuming calculation lies in the Jacobian matrix inversion and the back substitution, which exists in both the first and the second half Furthermore, the updating of the triangularized Jacobian matrix is not required when a= 1, because the second order term is added into the mis-matching evaluation instead of being on the right hand side of Equation (3). The author's method may, in fact, be slower than Iwamoto's method. If the authors can provide the listing of computation CPU for both cases of a = 0 and a = 1, it would be very useful.
From the results shown by the authors, the proposed method is definately superior in the matter of convergency relative to the NR method, especially for the so-called "No V.C.B." system. In practicality, the "No V.C.B." system does not exist, so the comparison including the "No V.C.B." cases in Table 2 The first half iteration of the proposed method is exactly identical to one NR iteration. In the second half of the iteration of the proposed method, first the second order correction factors are to be calculated. This effort is exactly the same as the effort required to compute the power mismatches in the NR iteration. The check for convergence is to be made based on the second order correction factors. Assuming that the Jacobian elements computed in the first half iteration elements of all the Jacobian submatrices. Further, the modified Jacobian is to be triangularised again in order to compute the correction vector. Hence, the only reduction in computational effort in the second half iteration of the proposed method is that required for computing the elements of the Jacobian. But, it is needless to say that this represents an extremely marginal reduction in computational effort and the proposed method could have a very insignificant speed advantage only in such cases where the number of iterations required by the proposed method equals N/2. This marginal advantage is also conditional in that the Jacobian elements computed in the first half of the iteration must be stored in addition to the triangular factors. However, in situations where the proposed method takes (N/2 + 0.5) iterations to converge it would be definitely slower than the NR method that too with a considerable margin of difference.
Memory requirement:
The authors propose that the Jacobian elements computed in the first half of the iteration can be used again to achieve a reduction in computational effort. This necessitates the storage of the elements of the Jacobian in addition to the upper triangular factors of the Jacobian.
Considering the fact that the off-diagonal elements of J, and J. as well as J2 and J, are equal in magnitude, the additional storage required would be almost equal to that required for storing the triangular factors of the Jacobian (the difference corresponds to the fill-in terms in the triangular factors). Moreover, storage is also needed for retaining additional vectors like CR1, CR2, the mismatch vector (since it is to be used in the second half iteration also) and the vector of second order correction factors. Hence, the memory requirement of the proposed method is almost double that of the NR method and hence is a definite disadvantage. [11] or of Roy (discussion of [11] ). 2. In step 5 of the solution algorithm, the authors check the convergence based on an apparently heuristic criterion that all the second order correction factors should be smaller than the given tolerance. However, we have indicated in our work [Dl] [Dl] .
In our model, the large time and storage advantage has been achieved using an initial guess solution for all buses as equal to the slack bus voltage and treating all the shunt connections as voltage dependent loads. It is shown that the second order terms (correction factors) can be calculated without using the network parameters and hence the full branch admittance list need not be stored in the main memory during the iterations. Only the triangular factors of the symmetric Jacobian have to be stored. The computational effort in each iteration is almost determined by the effort required for one repeat solution using the Jacobian factors. Efficient methods for handling PV buses and also generator Q limits have been proposed [D2J.
Our experience suggests, the constant matrix approach even though it does not have the quadratic convergence characteristics, is preferable for the load flow solution as long as the time per iteration is kept at the minimum as in our second order load flow method [Dl, D2) , the com- Reference c also proposes an iterative scheme as suggested by Eq.
(A-1). Although no detailed results are reported in the paper, such alternative method is disregarded because of the extra computational work involved when it is necessary to solve two systems of equations with different matrix models per iteration, which degrades the overall performance of the method as compared with the N-R formulation.
It is the opinion of the discussers that the class of methods proposed by the authors which have practical significance, i.e. for a values of 0 and1, are identical to the methods proposed in references b and c, respectively. Moreover, the results reported in this work seem to contradict the results mentioned in reference c for the same standard test systems. The discussers would appreciate the comments of the authors in this regard.
As indicated in reference e, a number of practical features have to be aggregated to new algorithms to consider them as alternatives to solve load flow problems. Does the authors' implementation consider some kind of adjustments to validate solutions obtained by the proposed methods?
The opinion of the discussers coincides with the authors' on that alternative algorithms are required to solve load-flow problems. The use of methods involving larger computational requirements than the required by conventional methods is justified when they are well possed for ill-conditioned systems, or to be used in special system's conditions where convergence problems are found when using conventional methods. The discussers would like to know if the authors have found some conditions where second-order methods are recommended to be used.
It is our opinion that toletances smaller than 0.001 puMW are rarely used in practice to avoid over-convergence problems in iterative algorithms; therefore, this is not an appropriate measure of the performance of a new method.
