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Abstract. The semi-Markov process tudied here is a generalized random walk on tire non-nega,- 
tive integers with zero a:. a reflecting barrier, in which the time interval between two consecu- 
tive jumps is given an arbitrary distribution H(t). Our process is identical with the Markov chain 
studied by Miller [6 ] in the special case when H(t) = U1 (t), the Heaviside function Gth unit 
jump at t 2 1. By means of a Spitzer-Baxter type identity, ‘we establish criteria for transience, 
positive and null recurrence, as well as conditions for exponential ergodicity. The results ob- 
tained here generalize those of [6 ] and some classical results in random walk theory [ 10 ] . 
1. Definition of the process 
Semi-Markov theory in general and queueing theory in particular IL8Jd 
frequently to semi-Markov procr:sses with a transition matrix of the 
form 
Q(t) 
= Q_,cl) fCo(o C,(t) C*(t) ‘.. 
- 
Q-Z(O Cl(t) C,(t) C,(t) 0.. 
. . . . . . . . . 
where i 
Qj(t)= C Ci(t) for i=O,-1,-2 ,... . 
p-00 
We wish here to construct and study a semi-Markov process (SMP) 
which has the given matrix as its transition matrix; this process, as will 
be seen from the construction, is a generalization of the random walk. 
Let ((Xi, Yi)I i = 1, 2, 3, .“.} be a sequence of independent identically 
distributed random vecto s with distribution denoted by 
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t:k (t) 
’ 
kE z, ta 0, 
P(X,=k, yp:; t} = 
0 9 otherwise. 
Here Z stands for the set {0, tl, +%, ...). Similarly 5 = {1,2, . ..} and 
2_ = (-1, -2, . ..). The functions {@k(t)1 k E Z, t > 0) satisfy a num- 
ber of requirements; first of all, the marginal distributions are proper 
probability distributions, i.e., . 
P(x,=k} =ck(m)zCk, ke Z, 
pItYi< t} =g Ck(t)=H(t), t> 0, 
kcz 
where Ck > 0 for all k E z, E@Z Ck = 1 and H(t) is a proper probability 
distribution on [0, =) non-degenerated at t = 0. Moreover, we assume. 
that 
and that the discrete distribution (ck I k E Z) is not concentrated on a 
proper addilive subgroup of 2. 
We now c:lefi;le asemi-Markov random walk (SMRW) as the two- 
dimensiona)i process 
where a.s 
and 
In the ClaSSiCal case Of a r,anclom walk, one takes Ck(t) = Ck uI(t) where 
UC(t) is the Heavisicle function of unit jump at the point c. The SMRW 
can be studied in its own right and its transition matrix Q*(t) is easily 
derived. For t, ,Y 3~ 0 ;and i, j E Z and n > 0 
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.b_ ! 55 
= J-9 +1 G t +sIS(),, u(), -,sn =i, c’, =ls} 
=i--i, Yn+l < t} 
From our assumptions regarding the {+} we see that the SMRW is in-e- 
ducible and regular [7]. 
In our approach, the given SMRW plays an auxiliary role. The essen 
tial SMP is given by {(IT,, LJn ) I ~1 = 0, 1, 2, . . . ) where To = 0 a.s. and 
T n+l = [T,‘+Xn+l]+ z max(0, T, +Xn+l) for n > 0. 
The latter process is obviously an irredrtcible and regular SMP with a 
transition matrix that can be readily obtained, i.e., for t 2 0, ,. 
: 
0 if j i= 0, 
. 
Q,(t)= 6 Gk(t) if j = 0, 
k=-w 
i +#) 
if j > 0. 
The SMP {(Tn, C',) i n = 0, 1, 2, . ..) has the required trar! ;ition matrix 
and it originates from the random walk model by requirirlg that the or& 
gin acts as a natural reflecting barrier. We will have occasion to use the 
Markov chain (CMC) determined lby the trans.itior-2 matrix Q(=)_ For 
specific results on this kind of Markov chain, :see 115, 6, lo]. In olur sett- 
ing, not very much is known about processes (of tlhe given type. Fortun- 
ately enough, there existcs another auxiliary SMP Itior which some basic 
properties are well known by now. 
Put M, = 0 a.s. and for y2 > 0, 
Mrj+l = {.x, + [X, +...(Xn +x+1)+...]+)+. 
Then a third SMP is, defined, i.e.! {(hrn, Un)i rz = 0, l> 2, . ..>. We can use 
a technique of Spitzer [Sl] to prove: 
I 
Lemma 1.1. {(M,, , Un) I~3 =0, 1, 2, . ..} has the same, J~~?ite-dmensioiv~al 
distributions as ((Tn, Ul,)l n = 0, 1, 2, . ..}. 
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The latter procr3ss will be extremely useful to us as is shown in the 
next section. 
2. A Spitzer- 
In discussing aSMP, a central role is played by the first recurreme 
distributions. Moreover, the irreducibility of the processes involved even 
allows us to restrict our attention to a single state as far as solidarity 
properties are concerned. In this section, we derive a Spitzer-Baxter 
identity for the first recurrence distribution to state 0 for the SMP 
((T’B u,)iig 2 0) in the time interval IO, 8); more specifically, N(0) = 0 
a.s., and for t > 0, N(t) = y1 if and only if Un < t < &+1. Further let 
N,(t) be the number of visits to state i before time t. The desired f&St 
recurrb=nce distribution is then defined and denoted by 
1 G,(t) = P{NO(t) > 01 To =O) 
The Laplace-Stieltjes transform 
be denoted by lower case letters 
Here is our first resul, t :
(LST) of a distribution on [0, 00 ) will 
Theorem 2.1. For Res 3 0 
Roof. From general semi-Markov theory it is well known that 
e--st dP,(t), 
0 
i.e., thl.2 LST of the transition probability 
P,(t) = P{Z, = 01 Z[] = 0) 
with ,Zt = TNttl, satisfies the equality 18 1 
Q)(s) = 1 -h,(s)+7fx,(s) l g()()(s). 
0 2. A Spitzer-Baxter type identity 57’ 
In the above formula, &(i j is the holding time distribution for state 
zero in the process ((T,, qQ)l y2 2 0)) i.e., 
Mence 1 --qoo(s) = [ 1 -F:s)] l n&j (s), It remains to evaluate Poe(t)_ By 
Lemma 1.1) we can write for t .2 0 
P*(t) = P{T,(,, = 01 To = 0) 
*= 5 P{M,~=O,N(t)=nlM~=Uo =O). 
n=O 
From Ihe definiti.on of M, , we can easily rewrite this in the form 
Pm(t) :=P( max &, -01 MO = U. =0} 
0 dv(sb < hqt) ’ 
since N(s) is an as. non-decreasing function of s. Define 
‘ 
Ad(t) = max s,,,,, t 2 0, , 
0 G N(s) < N(t) 
4 \
so thiat M(0) = SNco> = So = 0 a.s.. Then we have ialready shown that 
f’&t) = PgM(t) = 01 M(0) = G} . 1 
A basic result that we are going to use is due to Stone f 1 
cerned with an expression for the Laplace transform of the 
11 and is con- 
probabilities 
M#(t) = P(M(t) = jl M(0) = i}. 
Recall tk4 Mii(t) determines the distribution of the maximum of the 
SMI? ((& Un )I YI 2 0) which is governed by the transition matrix Q*(t). 
The holding time distributions are 
H;(t) = z Q;(t) = H(t) for all i E Z. 
jE2 
This is one of the hypotheses of Stone’s theorem. Apart from that, the 
irreducible SMP has to satisfy the condition 
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[q*(s)1 * q*w = q*(S)[q*(s)l* 
where CJ cperatea cn a matrix A in the following way: 
r 
Aii 1 if j>i, 
if j < i, 
ik if j=L 
The concllusion of Stone’s result is that for Res 2 0 
00 1 ynoo(s) = [ 1-h(s)l l exp x z E(q*)k0)3 & 
k=l 
An easy calculation leads to the expression 
~~~ w = [l-h(s)] eXp x ; f e+‘dtP(Sk < 0, uk < fj] . 
k:=l 0 
The result follows from this formula and from noo(s) = t-q&s I. 
Theorem 2.1 generalizes the Baxter identity discussed by Spitzer. It 
reduces, to it if we put Yi = ii a.s. for all i in our original model. Another 
special casi: of some interest is obtained if the random \IIariables X, 2nd 
Y, are assumed to be independent. Theorem 1 yields the formula 
2 -go0 (s) = exp -., 5 ; (u(s))k P(sk < o}] I 
k=l 
Th.is is a typical instance of a subordinated process as defined by Feller. 
[4]. For sIcrmewhat more information on this specific model we refe 
to [14]. 
The result expressed in Theorem 2.1 is essentially of a Wiener-Hopf 
type. Recently Arjas [ 1 ] derived Stone’s result in the broader frame- 
work of Miller-Wald-Kemperman identities. 
3. Cllassifie,ation of states 
Since the SMP ((T,, V,,) I n 2 0) is irreducible and regular, we can 
rely on we N-known solidarity heorens [ 2, 81 to classify the states. 
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Some notation will simplify the description: 
a(s) = f e-%4(t) = 5 : p e-StdtP(Sk G 0, Uk G t), 
0 k=l 0 
b(sjs i e_Stm(t)z 5 k J e-sfdtP(Sk > 0, Uk < t). 
0 k=l 0 
It is easily checked that for Res > 0 
a(s) + b(s) = -log [ 1 -h(s)]. 
Fur!:her put A = a(0) G 30, B = b(0) < 00. Finally denote by q the mean 
of the holding tl.me distribution H(t). By’ our assumptions, 0 < 17 < a’. 
Theorem 3.1. 71)12e SAP ((T,, U,>i n 2 0) is 
(i) transient if and only if A < = ; 
(ii) null recurrent if and on& if A = ~0, qB = 00; 
(iii) positive recurrent if and only if A = 00, QB < =. 
Proof. The SMP is recurrent if and only if G,,(m) = 1, or, if and only if 
g&O) == 1. Since: by Theorem 2.1, 1 -goo(s) = exp[ -a(s)], this is the (Base 
if and only if a((!) = n(=9 = A = = as can be easily proved by standard 
arguments. This proves (i). . 
In the recurrent case we consider the alternative expression 
* -gds’ 1 -h(s) eb(s) 
= -I- 
. 
S S 
Both eb@J and (1 -h(s))/s are increaising functions as s decreases to zero, 
and so is (1 -g&s))/s. Moreover, 
and 
lim s-l [l-h(s)] =q < 00 
sio+ 
Hence 
lim &S) = @ < 00. 
sso+ 
lim s-r [ 1 -goo(s)] 
sJO+ 
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is finite if ansl only if 7@ < = or equivalently if and only if qB < 0~). 
Finally, we remark that B = 0 is excluded by the irreducibility of the 
SMP. 
Let us compare Theorem 3.1 with the results obtained by Miller [ 61 
for Markov chiains, where Q = 1. If Q< 00 then the SMP and its corre- 
sponding Markov chain (CMC) Ihave the same type of states. In general, 
however, a positive recurrent state in the CMC can turn into a null re- 
current state for the SMP but not conversely. 
Easily checked sufficient conditions are obtained in 
Corollary 3.2!. 
(a)If 0 < E(X, ) G =, then the SW is transient. 
(b)If -= SC E(XI) < 0 and E( Y1) < 00, then the SMP is positive re- 
current. 
(c)If either E(X,) = 0 or E(Y,) = 00 and --oo < E(X,) < 0, then the 
SMP' is nulkwmrren t. 
4. Ex ponen ti;l.l ergodici ty 
We now turrn to the discussion of the exponential ergodicity of the 
SMP under ccbnsideration. The main result of this secti!?n is easy to state 
and relates tht:: exponential beh(avior of the SMP to the qeo:metric behav- 
ior of its CPK and the exponential decay of the hiolding tirne distribu- 
tion. It is an [clpen question whethler the relationship obtained here is 
typical of SNIP’s in :general. 
To avoid ambiguity we have to define what we *mean by exponential 
ergodicity. The most classical way is to call the SMP exponentially ergo-. 
die if ,for all i and j in (0, 1, 2, . . . 
that 
} there exists a constant AV > 0 such 
Pi&r) - lim Pii = o(exp[-X~tl I* 
t-+00 
A solidarity tlerieorem by Cheong [I! ] tells us that from the exponential 
ergodicity of t,Jne single state we can infer that of the other states if the 
holding time rii stributions are e.xponentially bounded, i.e., 1 -#k (t) = 
o(e+) for some 8(k) > 0 and &(t) is either lattice o:r strongly non- 
lattice [ 12 ] . A. similar solidarity theorem is proved in Q 13 ] , 
61 
In the SMP under consideration, state zero plays a privileged role; 
mloreover, we have seen in the proof of Theorem 2.1 that the holding 
time distributions coincide with H(t). Hence it is natural to assume right 
from the beginning that H(t) is exponentially bounded or equivalently 
that its LST h(s) is analytic in a neighborhood of the origin. 
Theorem 4. I. Assume that h(s) is analytic at s = 0. State zero of the 
SMP is positive recurrent (transient) and exponentially ergodic if and 
~w~ly !f the CMMC is positive recurwn t (transiens) and exponential& er- 
godic. 
Proof. We restrict our attention to the positive case since the transient 
case can be dealt with in a completely analogous fas!hion. 
By Theorem 2.1, we know that 
Q-J(S) = [ J -lh&)l B 1 -g&s)] --l = expIbi(s)] 
where b(s) is the LST of the non-decreasing, non-negative and right-hand 
continuous function 
B(t) = 5 $ P{S, > 0, Uk < t}. 
k=l 
As such b(s) converges in a halfplane p(a) f (s : Re s > -a} where Q! > 0. 
lU$reover, by positive recurrence b(O)l = B < 00. Slate 0 of the Sb’fiP is 
pokiitivefand ex.ponentially ergodic if and only if b(s) is analytic at s = 0. 
I We now define an auxiliary function which is at the same time a 
biIatera1 Laplace transfolrm and a LST, 
MM, A) = j e-N fJ e~CICf(t), 
0 I ‘c-00 
where we can and do assume that both p and X are real: indeed, Ci(c’) is. 
nondecr d:asing for all t and non-negative for all j E Z. 
Lemma 4.2.la4(~, A) converges in a convex region of r’hc ([p, h)-plane, cow 
taining at leaa:t the half line ((p, h) : X =: 0, p 2 0) e 
Proof. The convexity of the domain of convergence of M(p, X) can be! 
obtained by showing that at all points of convergence the surface deter 
mi.ned by M(pc, X) is elliptical, i.e. 
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* ( 1 
aw a2M aW 2 .-t- l - - 
a$ a$ ( ) -- aXap > 0. 
Now look at the expression in. x, 
p e-11’ *g eAi [ jx-41 2 &Y&t), 
0 3 --00 
which by OUI’ basic assumptions is strictly positive. The given quadra- 
tic expressiod in x as therefore a negative discriminant which yields 
exactly the inequality (*). Recall that by the analyticity of M(p, A) 
(see [IS]) wtI a e allowed to take derivatives of M@, A) at all values 
@, X) inside l/he domain of convergence. This proves the lemma. 
We have mi:lre information on the function M(p, A) if we take 
either X or p [equal to zero. For if A = 0, then M(p, 0) = h(g). Let p__ 
be the abscissa of convergence of h(p). Then p_ < 0 since h(s) is 
/ analytic at 0. IIf p = 0, then M(0, h) = C c@” which is precisely the 
auxiliary fun&ion introduced by Miller. As a generating function, 
C c# converges in an interval around x = 1. So denote by X_ (&) 
the left (right/t abscissa of convergence of nl(O, X). Then h_ < 0 f X, . 
The latter qudntities are extremely helpful to get the CMC into play. 
The following! lemma is proved in [ 6 ] . 
Lemma 4.3. ‘Ilhe CMC is positive recurrent and exponentially ergodic 
if and only if \E(X,) < 0 afzd X, > 0. 
1 
I 
Comparing [Lemma. 4.3 with the statement of our Theorem 4.1, in 
proving the thborem it suffices to prove 
Lemma 4.4- G?ven p < 0. State 0 of the SA4P is positive and ex- 
ponentially eri?odic ii and only if E(X, ) < 0 and A, > 0. 
Proof. Assume\ first E(X,) < 0, X, :> 0 and II_ < 0. We prove the ex- 
ponential ergorjlicity of state 0 of the SMP which by Corollary 3.2 (b) 
is already posil/ ive recurrent. 
At h = 0, M\:O, A) has a negative derivative E(X,) so that some- 
where in the irjterval (0, h,] . M(0, A) has a value below M(O,O) = 1. 
By Lermma 4.2,\ there exists at least one point (~1~ 9 la, ) such that 
M&, h,) < 1, j0 < A, < &., p_ < p. < 0. Now 
fj 4. Exponential ergodicity 
bdP0) = 5 
k=Ii 
= c 
k=l 
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The last equality follows frtim the fact that 
Mb, h) = E {exp(--p ItI - A& 1) . 
so that 
Mk(g, h) = E (exp(-pUk - uk)} 
by the independence ofdthe stochastic vectors ((Xj9 YJ i = 1, 2, . ..} . 
Now by assumption, Mbo, X0) < 1 s’o that !J(P,) SC 0~1 for a p. < 0. 
Hence 3(s) and also no0 (s) converges. in a neighborhood of the origin, 
or state 0 of the SMP is exponentially ergodic. 
To prove the converse, assume that state 0 of the SMP is positive 
and exponentially ergodic. Clearly the CMC is them positive. We want 
to prove that the CMC is expolr;,entia.lly ergodiic., We rerly on a result in 
[6] which tells us that the CMC is exponentially erg;oldic if <or some 
x> 1, 
j$ Xk P(s, > 0) < O”. 
k=O *CL 
By assumntion, both h(s) and b(s) are analytic at J: =: 0, which means 
that there exists an so > 0, such that &-so) < = and &-J’~$ << 00~ 
From the latter inequality we can assume with.out loss of generality 
that 7) = 1. Now 
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Here [a] rne~~ms the integral part of a. Reducing even further, we 
obta.in 
OQ :> 00 1 c -6 
I 
k=l k 
tkJ2 P {Sk > 0, uk > [f k] + I> 
* > :/ c 
k=l 
k esoki2 P {Sk > 8) 
-c O” 1esok’2P{sk> 0, uk <ik+l). 
k=l k 
We would like to show that the first sum is finite since t’% ob riously 
proves the cc nvergence of Z xk P {Sk > 0) for some x > 1. ‘Take any 
real positive .I:. Then 
By a result/ of Baum- Katz-Read mentioned as Theorem 7.2 in [5] 
we have that jfor any e > 0, 
has radius of /convergence greater than 1 if the LST of U, is analytic 
n tlike mentioned theorem, a further restriction is imposed 
on U, , nameliy, P {U, < 0) > 0. But the result holds even without 
this assumpti&r. To see this, let 6 > 0 be such that P (U, < 6) > 0. 
Let 27 = U, -) ;6, then P (2 *: 0) > 0 and E (e-82) is analytic at s = 0 
if and only if\E (exp(-sU1)} .b analytic at s = 0. With Vn = 
z, + 2; + ,.. + zn, 
i 
i 
P (I:u,-nl > ne) = (Iq#+n&nl> ne) 
1 
i 
= 1’ {Ii&+E(Z)r > rre) . 
Hence the thejorem remains valid for {U’} . I 
Referemes 
We have shown that und.er the gken assumptions there exists an 
s1 > \I,, such that C exp& k]~ P (Sk :> 0) 4:: =. Miller’s result now 
gives 
1 
LIS the exponential ergodicity of the CMC. This finishes the 
65 
of the lemma, from *which Theorem 4.1 follows as stated before. 
bining Theorem 4.1 with IMiller’s explicit conditions we obtain 
Corollaq~ 4.5. State zero 0,f the ZIMP is transient and exponentially 
ergodic if 
(0 U&d > 0, 
(ii) “:__k < Dhk, k = II, 2, ..“, 42 > 0 am! 0 < X < 1 ,
(iii) k(s) analytic at s = 0. 
State zero of the SMP is positive recurrent and exponen tial(y ergo&c if 
(i) 12(X, ) < 6, 
(ii) ck < Dhk, k = 1, 2, . . . . cb >b CJ and 10 < h. C 1, 
(iii) /k(s) analytics at s = 0. 
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