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EXISTENCE AND A PRIORI ESTIMATES OF SOLUTIONS FOR
QUASILINEAR SINGULAR ELLIPTIC SYSTEMS WITH
VARIABLE EXPONENTS
ABDELKRIM MOUSSAOUI AND JEAN VE´LIN
Abstract. This article sets forth results on the existence, a priori estimates
and boundedness of positive solutions of a singular quasilinear systems of
elliptic equations involving variable exponents. The approach is based on
Schauder’s fixed point Theorem. A Moser iteration procedure is also obtained
for singular cooperative systems involving variable exponents establishing a
priori estimates and boundedness of solutions.
1. Introduction
In the present paper we focus on the system of quasilinear elliptic equations
(P )


−∆p(x)u = f(u, v) in Ω
−∆q(x)v = g(u, v) in Ω
u, v > 0 in Ω
u, v = 0 on ∂Ω,
on a bounded domain Ω in RN (N ≥ 2) with Lipschitz boundary ∂Ω, which exhibits
a singularity at zero. Here ∆p(x) (resp. ∆q(x)) stands for the p(x)-Laplacian (resp.
q(x)-Laplacian) differential operator on W
1,p(x)
0 (Ω) (resp. W
1,q(x)
0 (Ω)) with p, q :
Ω→ [1,∞),
(1.1) 1 < p− ≤ p+ < N and 1 < q− ≤ q+ < N,
which satisfy the log-Ho¨lder continuous condition, i.e., there is constants C1, C2 > 0
such that
(1.2) |p(x1)− p(y1)| ≤ C1− ln |x1−y1| and |q(x2)− q(y2)| ≤
C2
− ln |x2−y2|
,
for every xi, yi ∈ Ω with |xi − yi| < 1/2, i = 1, 2.
Throught out this paper, we denote by p∗ and q∗ the Sobolev critical exponents
p∗(x) = Np(x)N−p(x) and q
∗(x) = Nq(x)N−q(x)
and we set
s− = infx∈Ω s(x) and s
+ = supx∈Ω s(x).
A solution (u, v) ∈W 1,p(x)0 (Ω)×W 1,q(x)0 (Ω) of problem (P ) is understood in the
weak sense, that is, it satisfies
(1.3)
{ ∫
Ω
|∇u|p(x)−2∇u∇ϕdx = ∫
Ω
f(u, v)ϕdx∫
Ω
|∇v|q(x)−2∇v∇ψ dx = ∫
Ω
g(u, v)ψ dx,
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for all (ϕ, ψ) ∈W 1,p(x)0 (Ω)×W 1,q(x)0 (Ω).
Nonlinear boundary value problems involving p(x)-Laplacian operator are math-
ematically challenging and important for applications. Their study is stimulated
by their applications in physical phenomena related to electrorheological fluids and
image restorations, see for instance [1, 2, 6, 21]. When p(x) ≡ p and q(x) ≡ q are
constant functions, ∆p(x) and ∆q(x) coincide with the well-known p-Laplacian and q-
Laplacian operators. However, it is worth pointing out that p(x)-Laplacian operator
possesses more complicated nonlinearity than p-Laplacian since it is inhomogeneous
and in general, it has no first eigenvalue, that is, the infimum of the eigenvalues of
p(x)-Laplacian equals 0 (see, e.g., [14, 20]). This point constitute a serious technical
difficulty in the study of problem (P ), for which topological methods are difficult
to apply. Another serious difficulty encountered in studying system (P ) is that the
nonlinearities f(u, v) and g(u, v) can exhibit singularities when the variables u and
v approach zero. Specifically, we assume that f, g : (0,+∞)× (0,+∞)→ (0,+∞),
are continuous functions satisfying the conditions:
(H.f):
f(s1, s2) ≤ m1(1 + sα1(x)1 )(1 + sβ1(x)2 ) for all s1, s2 > 0,
with a constant m1 > 0 and continuous functions α1, β1 : Ω −→ R∗.
(H.g):
g(s1, s2) ≤ m2(1 + sα2(x)1 )(1 + sβ2(x)2 ) for all s1, s2 > 0,
with a constant m2 > 0 and continuous functions α2, β2 : Ω −→ R∗.
We explicitly observe that under assumptions (H.f) and (H.g) and depending
on the sign of the variable exponents αi(·) and βi(·), i = 1, 2, system (P ) presents
two types of complementary structures:
(1.4) α−2 , β
−
1 > 0 (cooperative structure),
(1.5) α+2 , β
+
1 < 0 (competitive structure).
If (1.4) holds, we assume
H(f, g)1:
σ := min{infs1,s2>0 f(s1, s2), infs1,s2>0 g(s1, s2)} > 0.
This assumption is useful in the subsequent estimates keeping the values of
f(s1, s2) and g(s1, s2) above zero. In the case of competitive system (P ), in addition
of (1.5), we assume
H(f, g)2: For all constant M > 0 it hold
lims1→0
f(s1,s2)
sp
−−1
1
= +∞ for all s2 ∈ (0,M)
and
lims2→0
g(s1,s2)
sq
−−1
2
= +∞ for all s1 ∈ (0,M).
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This type of problem is rare in the literature. Actually, according to our knowl-
edge, the only class of singular problems incorporated in statement (P ) patterns the
system for f(u, v) = uα1(x)vβ1(x) and g(u, v) = uα2(x)vβ2(x) was studied recently by
Alves & Moussaoui [3]. The authors obtained the existence of solutions through
new theorems involving sub and supersolutions for singular systems with variable
exponents by dealing with cooperative and competitive structures. However, when
the exponent variable functions p(·), q(·), αi(·) and βi(·), i = 1, 2, are reduced to
be constants, problem (P ) have been thoroughly investigated, we refer to [19] for
system (P ) with cooperative structure, while we quote [17, 18] for the study of
competitive structure in (P ). Furthermore, in the constant exponent context, the
singular problem (P ) arise in several physical situations such as fluid mechanics,
pseudoplastics flow, chemical heterogeneous catalysts, non- Newtonian fluids, bio-
logical pattern formation, for more details about this subject, we cite the papers of
Fulks & Maybe [12], Callegari & Nashman [7, 8] and the references therein.
Our goal is to establish the existence and regularity of (positive) solutions for
problem (P ) by processing the cases (1.4) and (1.5) related to the structure of (P ).
Our main results are stated as follows.
Theorem 1.1. Let assumptions (H.f), (H.g), H(f, g)1 and (1.4) hold with
(1.6) β1(x) ≤ q
∗(x)
p∗(x)(p
∗(x) − 1), α2(x) ≤ p
∗(x)
q∗(x) (q
∗(x)− 1)
and
(1.7)
{ − 1N < α−1 ≤ α+1 < 0
− 1N < β−2 ≤ β+2 < 0.
Then, problem (P ) possesses at least one (positive) solution in C1(Ω) × C1(Ω)
satisfying
(1.8) u(x), v(x) ≥ c0d(x),
where d(x) := d(x, ∂Ω) and c0 is a positive constant.
Theorem 1.2. Under assumptions (H.f), (H.g), H(f, g)2 and (1.5) with
(1.9) max{− 1
N
,−α−1 } < β−1 ≤ β+1 < 0 < α−1 ≤ α+1 < p− − 1
and
(1.10) max{− 1
N
,−β−2 } < α−2 ≤ α+2 < 0 < β−2 ≤ β+2 < q− − 1,
problem (P ) possesses at least one (positive) solution (u, v) in C1(Ω)×C1(Ω) sat-
isfying (1.8).
The main technical difficulty consists in the presence of p(x)-Laplacian and q(x)-
Laplacian operators in the principle parts of equations in (P ) on the one hand and,
on the other the presence of singular terms through variable exponents that can
occur under hypotheses (H.f) and (H.g). Under cooperative structure (1.4), by
adapting Moser iterations procedure to problem (P ), together with an adequate
truncation, we prove a priori estimates for an arbitrary solution of (P ). In par-
ticular, it provides that all solution (u, v) of (P ) are bounded in L∞(Ω) × L∞(Ω).
Taking advantage of this boundedness and applying Schauder’s fixed point Theorem
we obtain the existence of a solution of problem (P ). To the best of our knowledge,
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it is for the first time when Moser iterations method is applied for problems with
variable exponents.
For system (P ) subjected to competitive structure (1.5), we develop some com-
parison arguments which provide a priori estimates on solutions of (P ). In turn,
these estimates enable us to obtain our main result by applying the Schauder’s
fixed point theorem. It is worth noting that besides our method is different from
that used by Alves & Moussaoui [3], our assumptions, precisely H(f, g)1, (1.9) and
(1.10), are not satisfied by hypotheses considered there.
We indicate simple examples showing the applicability of Theorems 1.1 and 1.2.
Related to system (P ) under assumptions above, we can handle singular cooperative
systems of the form

−∆p(x)u = (uα1(x) + 1)(vβ1(x) + 1) in Ω
−∆q(x)v = (uα2(x) + 1)(vβ2(x) + 1) in Ω
u, v > 0 in Ω
u, v = 0 on ∂Ω,
and singular competitive systems of type

−∆p(x)u = vα1(x) + vβ1(x) in Ω
−∆q(x)v = uα2(x) + uβ2(x) in Ω
u, v > 0 in Ω
u, v = 0 on ∂Ω,
with variable exponents α1, α2, β1, β1 as in hypotheses (1.6), (1.7) and (1.9), (1.10),
respectively.
The rest of this article is organized as follows. Section 2 deals with a priori
estimates and regularity of solutions of cooperative system (P ), whereas Section 3
presents comparison properties of competitive system (P ). Sections 4 and 5 contain
the proof of Theorems 1.1 and 1.2.
2. A priori estimates and regularity
Let Lp(x)(Ω) be the generalized Lebesgue space that consists of all measurable
real-valued functions u satisfying
ρp(x)(u) =
∫
Ω
|u(x)|p(x)dx < +∞,
endowed with the Luxemburg norm
‖u‖p(x) = inf{τ > 0 : ρp(x)(uτ ) ≤ 1}.
The variable exponent Sobolev space W
1,p(·)
0 (Ω) is defined by
W
1,p(x)
0 (Ω) = {u ∈ Lp(x)(Ω) : |∇u| ∈ Lp(x)(Ω)}.
The norm ‖u‖1,p(x) = ‖∇u‖p(x) makes W 1,p(x)0 (Ω) a Banach space. On the basis of
(1.2), the following embedding
(2.1) W
1,p(x)
0 (Ω) →֒ Lr(x)(Ω)
is continuous with 1 < r(x) ≤ p∗(x) (see [9, Corollary 5.3]).
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Lemma 2.1. (i) For any u ∈ Lp(x)(Ω) we have
‖u‖p−p(x) ≤ ρp(x)(u) ≤ ‖u‖p
+
p(x) if ‖u‖p(x) > 1,
‖u‖p+p(x) ≤ ρp(x)(u) ≤ ‖u‖p
−
p(x) if ‖u‖p(x) ≤ 1.
(ii) For u ∈ Lp(x)(Ω)\{0} we have
(2.2) ‖u‖p(x) = a if and only if ρp(x)(
u
a
) = 1.
The next result provides a priori estimates for an arbitrary solution of (P ) sub-
jected to cooperative structure.
Theorem 2.2. Assume that (1.4) and the growth conditions (H.f) and (H.g) hold
with
(2.3)
{
α+1 < 0 < β1(x) ≤ q
∗(x)
p∗(x) (p
∗(x)− 1)
β+2 < 0 < α2(x) ≤ p
∗(x)
q∗(x) (q
∗(x)− 1) in Ω.
Then there exist positive constants C = C(m1, β1, N,Ω, p, q) and C
′ = C′(m2, α2, N,Ω, p, q)
such that every solution (u, v) ∈ W 1,p(x)0 (Ω) ×W 1,q(x)0 (Ω) of (P ) satisfies the esti-
mate
(2.4) ‖u‖∞ ≤ Cmax(1, ‖u‖p∗(x))p
+/p−(1 + max(1, ‖v‖β
+
1
q∗(x)))
1
(p−)∗−p− ,
(2.5) ‖v‖∞ ≤ C′max(1, ‖v‖q∗(x))q
+/q−(1 + max(1, ‖u‖α
+
2
p∗(x)))
1
(q−)∗−q− .
In particular, problem (P ) has only bounded solutions.
Proof. Let φ : R −→ [0, 1] be a C1 cut-off function such that
φ(s) =
{
0 if s ≤ 0,
1 if s ≥ 1 and φ
′(s) ≥ 0 in [0, 1].
Given δ > 0, we define φδ(t) = φ(
t−1
δ ) for all t ∈ R. It follows that
(2.6) φδ ◦ z ∈W 1,p(x)0 (Ω) and ∇(φδ ◦ z) = (φ′δ ◦ z)∇z, for z ∈W 1,p(x)0 (Ω).
Let (u, v) ∈ W 1,p(x)0 (Ω) ×W 1,q(x)0 (Ω) be a weak solution of (P ). Acting in the
first equation in (1.3) with the test function ϕ = (φδ ◦ u)ϕ with ϕ ∈ W 1,p(x)0 (Ω)
and ϕ ≥ 0 in Ω, we obtain∫
Ω
|∇u|p(x)−2∇u∇((φδ ◦ u)ϕ) dx =
∫
Ω
f(u, v)(φδ ◦ u)ϕdx.
Hence, by (3.18), we get∫
Ω
|∇u|p(x)(φ′δ ◦ u)ϕdx+
∫
Ω
|∇u|p(x)−2∇u∇ϕ (φδ ◦ u) dx =
∫
Ω
f(u, v)(φδ ◦ u)ϕdx.
Since φ′δ ◦ u ≥ 0, it follows that∫
Ω |∇u|p(x)−2∇u∇ϕ (φδ ◦ u) dx ≤
∫
Ω f(u, v)(φδ ◦ u)ϕdx.
Letting δ → 0 we achieve
(2.7)
∫
{u>1} |∇u|
p(x)−2∇u∇ϕ dx ≤ ∫{u>1} f(u, v)ϕ dx,
for all ϕ ∈ W 1,p(x)0 (Ω) with ϕ ≥ 0 in Ω. Repeating the same argument with the
second equation in (P ), we get
(2.8)
∫
{v>1} |∇v|
q(x)−2∇v∇ψ dx ≤ ∫{v>1} g(u, v)ϕ dx,
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for all ψ ∈ W 1,q(x)0 (Ω) with ψ ≥ 0 in Ω.
Given M > 0, define
uM (x) = min {u (x) ,M} , vM (x) = min {v (x) ,M} .
Observe that h(s) = sk
−
1 p
++1 is a C1 function, h(0) = 0 and there is a constant L >
0 such that |h′(s)| ≤ L for all 0 ≤ s ≤M . By proceeding analogously to the proof
of [5, Proposition XI.5, page 155], it follows that u
k−1 p
++1
M ∈ W 1,p(x)0 (Ω) ∩ L∞(Ω).
Similarly we get v
k¯−1 q
++1
M ∈W 1,q(x)0 (Ω) ∩ L∞(Ω).
Inserting (ϕ, ψ) = (u
k−1 p
++1
M , v
k¯−1 q
++1
M ) in (2.7) and (2.8), where
(2.9)
{
(k1(x) + 1) p(x) = p
∗(x)(
k¯1(x) + 1
)
q(x) = q∗(x),
one has
(2.10)
∫
{u>1} |∇u|
p(x)−2∇u∇(uk
−
1 p
++1
M ) dx ≤
∫
{u>1} f(u, v)u
k−1 p
++1
M dx
and
(2.11)
∫
{v>1} |∇v|
q(x)−2∇v∇(vk¯
−
1 q
++1
M ) dx ≤
∫
{v>1} g(u, v)v
k¯−1 q
++1
M dx,
Step 1. Estimation of the left-hand side in (2.10) and (2.11)
In what follows denote by (s− 1)+ := max{s, 1} for s ≥ 0.
First, observe that
(2.12)
|∇uM |p(x) uMk−1 p(x) = 1(k−1 +1)p(x) |∇(uM )
k−1 +1)|p(x) ≥ 1
(k−1 +1)p
+ |∇(uM )k−1 +1)|p(x).
Then
(2.13)∫
{u>1} |∇u|
p(x)−2∇u∇(uk
−
1 p
++1
M ) dx =
∫
{u>1} |∇u|
p(x)−2∇u∇(uM )k−1 p++1 dx
= (k−1 p
+ + 1)
∫
{uM>1}
|∇uM |p(x) uk
−
1 p
+
M dx ≥ (k−1 p+ + 1)
∫
{uM>1}
|∇uM |p(x) uk
−
1 p(x)
M dx
≥ k
−
1 p
++1
(k−1 +1)p
+
∫
{uM>1}
|∇(uk
−
1 +1
M )|p(x) dx.
On the other hand, using (2.2) and through the mean value theorem, there exists
x0 ∈ Ω such that
(2.14)
1 =
∫
Ω
∣∣∣∣ (uM−1)+‖(uM−1)+‖
(k
−
1
+1)p∗(x)
∣∣∣∣
(k−1 +1)p
∗(x)
dx
=
∫
Ω
∣∣∣∣ ((uM−1)+)k−1 +1
‖((uM−1)+)
k
−
1 +1‖p∗(x)
∣∣∣∣
p∗(x)
×

‖((uM−1)+)k−1 +1‖p∗(x)
‖(uM−1)+‖
k
−
1 +1
(k
−
1
+1)p∗(x)


p∗(x)
dx
=

 ‖((uM−1)+)k−1 +1‖p∗(x)
‖(uM−1)+‖
k
−
1
+1
(k
−
1 +1)p
∗(x)


p∗(x0)
,
which implies
(2.15) ‖((uM − 1)+)k
−
1 +1‖p∗(x) = ‖(uM − 1)+‖k
−
1 +1
(k−1 +1)p∗(x)
.
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Furthermore, from (2.2) one has∫
Ω
| ∇((uM−1)+)k
−
1 +1
‖((uM−1)+)
k
−
1
+1‖1,p(x)
|p(x) dx = 1.
Using the mean value theorem, there exists xM ∈ Ω such that
(2.16)
∫
Ω
|∇((uM − 1)+)k−1 +1|p(x) dx = ‖((uM − 1)+)k−1 +1‖p(xM)1,p(x) .
Then, (3.4), (2.15), (3.20) and through the Sobolev embedding (2.1), one gets
(2.17)
k−1 p
++1
(k−1 +1)p
+
∫
{uM>1}
|∇(uk
−
1 +1
M )|p(x) dx = k
−
1 p
++1
(k−1 +1)p
+
∫
Ω
|∇((uM − 1)+)k−1 +1|p(x) dx
=
k−1 p
++1
(k−1 +1)p
+ ‖((uM − 1)+)k−1 +1‖p(xM)1,p(x) ≥ Cˆ1
k−1 p
++1
(k−1 +1)p
+ ‖((uM − 1)+)k−1 +1‖p(xM)p∗(x)
= Cˆ1
k−1 p
++1
(k−1 +1)p
+ ‖(uM − 1)+‖(k
−
1 +1)p(xM )
(k−1 +1)p∗(x)
≥ C1 k
−
1 p
++1
(k−1 +1)p
+ ‖(uM − 1)+‖(k
−
1 +1)p
±
(k−1 +1)p∗(x)
,
where C1 = C1(p,N,Ω) is a positive constant and
(2.18) p± =
{
p+ if ‖(uM − 1)+‖(k−1 +1)p∗(x) > 1
p− if ‖(uM − 1)+‖(k−1 +1)p∗(x) ≤ 1.
Similarly, following the same argument as above leads to
(2.19)
k¯−1 q
++1
(k¯−1 +1)q
+
∫
{vM>1}
|∇(vk¯
−
1 +1
M )|q(x) dx ≥ C2 k¯
−
1 q
++1
(k¯−1 +1)q
+ ‖(vM − 1)+‖(k¯
−
1 +1)q
±
(k¯−1 +1)q∗(x)
,
with positive constants C2 = C2(q,N,Ω) and
(2.20) q± =
{
q+ if ‖(vM − 1)+‖(k¯−1 +1)q∗(x) > 1
q− if ‖(vM − 1)+‖(k¯−1 +1)q∗(x) ≤ 1.
Step 2. Estimation of the right-hand side in (2.10) and (2.11).
Using (2.7), (H.f), (2.9), (2.3), (2.1) together with Ho¨lder’s inequality and [4,
Proposition 2.3], we get
(2.21)
∫
{u>1} f(u, v)u
k−1 p
++1
M dx ≤
∫
{u>1} f(u, v)u
k−1 p
++1 dx
≤ 2m1
∫
{u>1}(1 + v
β1(x))uk
−
1 p
++1dx
= 2m1
∫
Ω
((u− 1)+)k−1 p++1 dx+ 2m1
∫
Ω
vβ1(x)((u − 1)+)k−1 p++1 dx
≤ Cˆ2
(
‖(u − 1)+‖k
−
1 p
++1
p∗(x) + ‖(u− 1)+‖
k−1 p
++1
p∗(x)
∥∥vβ1(x)∥∥ p∗(x)
p∗(x)−1
)
≤ Cˆ′2
(
‖(u − 1)+‖k
−
1 p
++1
p∗(x) + ‖(u− 1)+‖
k−1 p
++1
p∗(x) ‖v‖
β±1
β1(x)p
∗(x)
p∗(x)−1
)
≤ C2 ‖(u − 1)+‖k
−
1 p
++1
p∗(x) (1 + ‖v‖
β±1
q∗(x)),
with a positive constant C2 = C2(m1, β1, N,Ω, p, q) and
(2.22) β±1 =
{
β+1 if ‖v‖q∗(x) > 1
β−1 if ‖v‖q∗(x) ≤ 1.
Similarly, by (2.8), (H.g), (2.9), (2.3), (2.1), combined with Ho¨lder’s inequality and
[4, Proposition 2.3], one has
(2.23)
∫
{v>1} g(u, v)v
k¯−1 q
++1
M dx ≤ C′2(1 + ‖u‖α
i
2
p∗(x)) ‖v‖
k¯−1 q
++1
q∗(x) ,
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where the positive constant C′2 = C
′
2(m2, α2, N,Ω, p, q) and
(2.24) αi2 =
{
α+2 if ‖u‖p∗(x) > 1
α−2 if ‖u‖p∗(x) ≤ 1.
Step 3. Moser iteration procedure and passage to the limit.
We note that if ‖(u− 1)+‖p∗(x), ‖(v − 1)+‖q∗(x) > 1, then there hold
(2.25)
‖(u− 1)+‖k
−
1 p
++1
p∗(x) ≤ ‖(u− 1)+‖
(k−1 +1)p
+
p∗(x) and ‖(v − 1)+‖
k¯−1 q
++1
q∗(x) ≤ ‖(v − 1)+‖
(k¯−1 +1)q
+
q∗(x)
because p+, q+ > 1. Then, it follows from (2.17) - (2.25) that
(2.26)
‖(uM − 1)+‖(k−1 +1)p∗(x) ≤ C
1
k
−
1
+1
(
k−1 +1
(k−1 p++1)
1
p+
) p+
(k
−
1
+1)p±
‖(u− 1)+‖p+/p−p∗(x)
(
1 + ‖v‖β
±
1
q∗(x)
) 1
(p−)∗
and
(2.27)
‖(vM − 1)+‖(k¯−1 +1)q∗(x) ≤ C
1
k¯
−
1 +1
(
k¯−1 +1
(k¯−1 q++1)
1
q+
) q+
(k¯
−
1
+1)q±
‖(v − 1)+‖q+/q−q∗(x)
(
1 + ‖u‖α
±
2
p∗(x)
) 1
(q−)∗
with a constant C = C(m1, α2, β1, N,Ω, p, q) > 0.
Inductively, we construct the sequences {kn}n≥1 and {kn}n≥1 by defining
(2.28)


kn(x) + 1 = (kn−1(x) + 1)
p∗(x)
p(x) =
(
p∗(x)
p(x)
)n
,
kn(x) + 1 = (kn−1(x) + 1)
q∗(x)
q(x) =
(
q∗(x)
q(x)
)n
,
for all n ≥ 2 starting with (2.9). If we have for infinitely many n that
‖(u− 1)+‖(k−n+1)p∗(x) ≤ 1 and ‖(v − 1)+‖(k−n+1)q∗(x) ≤ 1,
then letting n → ∞ we get ‖(u‖∞ ≤ 1 and ‖v‖∞ ≤ 1, and we are done. If not, it
suffices to consider the case
‖(u− 1)+‖(k−n+1)p(x) > 1 and ‖(v − 1)+‖(k−n+1)q(x) > 1
for all n because otherwise the proof reduces to special case of Moser iteration
procedure for an elliptic equation. In this case, we argue as for obtaining (2.26) and
(2.27). Namely, proceeding by induction through (2.28) and then letting M → ∞
we arrive at
(2.29)
‖(u− 1)+‖(k−n+1)p∗(x)
≤ C
1
k
−
n +1
1
(
k−n+1
(k−n p++1)
1
p+
) p+
(k
−
n +1)p
±
‖(u− 1)+‖p+/p−
(k−n−1+1)p
∗(x)
(1 + ‖v‖β
±
1
q∗(x))
1
(k
−
n−1+1)(p−)∗
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and
(2.30)
‖(v − 1)+‖
(k
−
n+1)q
∗(x)
≤ C
1
k−n+1
2
(
k
−
n+1
(k
−
n q
++1)
1
q+
) q+
(k−n+1)q±
‖(v − 1)+‖q+/q−
(k
−
n+1)q
∗(x)
(1 + ‖u‖α
±
2
p∗(x))
1
(k
−
n−1+1)(q−)∗ ,
with positive constants C1 = C1(N,Ω,m1, p, β1) and C2 = C2(N,Ω,m2, q, α2). It
turns out from (2.29) that
‖(u− 1)+‖(k−n+1)p∗(x)
≤ C
n∑
i=1
1
k
−
i
+1
1

 n∏
i=1

( k−i +1
(k−i p++1)
1
p+
) 1√
k
−
i
+1


1√
k
−
i
+1


p+/p±
‖(u− 1)+‖p+/p−p∗(x) (1 + ‖v‖
β±1
q∗(x))
1
(p−)∗
(
1+
n−1∑
i=1
1
k
−
i
+1
)
.
Furthermore, since limz→∞
(
z+1
(zp++1)
1
p+
) 1√
z+1
= 1, there is a positive constant C0
for which one has
(2.31)
‖(u− 1)+‖(kn+1)p∗ ≤ C
n∑
i=1
1
k
−
i
+1
1 C
p+
p±
n∑
i=1
1√
k
−
i
+1
0 ‖(u− 1)+‖p
+/p−
p∗(x) (1 + ‖v‖
β±1
q∗(x))
1
(p∗)−
(
1+
n−1∑
i=1
1
k
−
i
+1
)
.
Similarly, we obtain
(2.32)
‖(v − 1)+‖
(k
−
n+1)q
∗(x) ≤ C
n∑
i=1
1
k
−
i
+1
2 C
q+
q±
n∑
i=1
1√
k
−
i
+1
0 ‖(v − 1)+‖q
+/q−
q∗(x) (1 + ‖u‖
α±2
p∗(x))
1
(q−)∗
(
1+
n−1∑
i=1
1
k¯
−
i
+1
)
.
Moreover, (2.28) guarantees the convergence of the series in (2.31) and (2.32), for
instance
1 +
n−1∑
i=1
1
k
−
i +1
=
n−1∑
i=0
(
p−
(p−)∗
)i
−→ (p−)∗(p−)∗−p− .
Letting n → ∞ in (2.31) and (2.32) we derive the estimates (4.7) and (2.5). This
completes the proof. 
Next result is consequence of Theorem 2.2.
Proposition 2.1. Under the assumptions of Theorem 1.1, every solutions (u, v)
of (P ) is bounded in C1,γ(Ω)× C1,γ(Ω) and there is a constant R > 0 such that
‖u‖C1,γ(Ω) , ‖v‖C1,γ(Ω) < R.
Moreover, it holds
(2.33) u(x), v(x) ≥ c0d(x),
with some constant c0 > 0.
Proof. We first show (2.33). Recalling the constant σ > 0 in H(f, g)1, let z1 and z2
the only positive solutions of
(2.34)
{ −∆p(x)z1 = σ in Ω
z1 = 0 on ∂Ω
and
{ −∆q(x)z2 = σ in Ω
z2 = 0 on ∂Ω,
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which are known to satisfy
(2.35) z1(x) ≥ c2d(x) and z2(x) ≥ c′2d(x) in Ω,
for certain positive constants c2 and c
′
2 (see, e.g., [3]). Then, from (P ), (2.34) and
H(f, g)1, it follows that{ −∆p(x)u ≥ −∆p(x)z1 in Ω
u = z1 on ∂Ω
and
{ −∆q(x)v ≥ −∆q(x)z2 in Ω
v = z2 on ∂Ω.
Therefore, the weak comparison principle leads to (2.33).
By virtue of (H.f), (H.g), (2.33), (1.4), (1.5) and (1.7), on account of Theorem
2.2, one has
(2.36) f(u, v) ≤ C0d(x)α−1 and f(u, v) ≤ C′0d(x)β
−
2 in Ω,
for some positive constants C0 and C
′
0. Then, the C
1,α-boundedness of u and v
follows from [3, Lemma 2]. The proof is completed. 
3. Comparison properties
In this section, we assume that (1.9) and (1.10) hold. For a fixed δ > 0 small,
define u and v in C1,γ(Ω), for certain γ ∈ (0, 1), as the unique weak solutions of
the problems
(3.1) −∆p(x)u = λ
{
1 in Ω\Ωδ
u−α1(x) in Ωδ
, u > 0 in Ω, u = 0 on ∂Ω
(3.2) −∆q(x)v = λ
{
1 in Ω\Ωδ
v−β2(x) in Ωδ
, v > 0 in Ω, v = 0 on ∂Ω.
where λ > 1 is a constant and
Ωδ = {x ∈ Ω : d (x, ∂Ω) < δ} .
Combining the results in [3, Lemmas 1 and 3] and [11], it is readily seen that for
λ > 1 large u and v verify
(3.3) min{δ, d(x)} ≤ u(x) ≤ c1λ
1
p−−1 in Ω,
and
(3.4) min{δ, d(x)} ≤ v(x) ≤ c2λ
1
q−−1 in Ω,
for some positive constant c1, c2 independent of λ and for δ > 0 small. Moreover,
similar arguments explored in the proof of [23, Theorem 4.4] produce constants
c0, c
′
0 > 0 such that
(3.5) u(x) ≤ c0d(x)θ1 and v(x) ≤ c′0d(x)θ2 in Ωδ,
for some constants θ1, θ2 ∈ (0, 1), which assumed to satisfy the estimates
(3.6) θ1 ≥ −β
−
1
α−1
and θ2 ≥ −α
−
2
β−2
.
Notice that θ1 and θ2 exist since −β−1 < α−1 and −α−2 < β−2 (see (H.f) and (H.g)).
Now, let consider the functions u and v defined by
(3.7) −∆p(x)u = λ−1
{
1 in Ω\Ωδ
−1 in Ωδ , u = 0 on ∂Ω
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and
(3.8) −∆q(x)v = λ−1
{
1 in Ω\Ωδ
−1 in Ωδ , v = 0 on ∂Ω.
where Ωδ is given by
(3.9) Ωδ = {x ∈ Ω : d (x, ∂Ω) < δ} ,
with a fixed δ > 0 sufficiently small. Combining [11, Lemma 2.1] and [13, Theorem
1.1] with [3, Lemma 3], we get
(3.10) c3d(x) ≤ u(x) ≤ c4λ
−1
p+−1 and c′3d(x) ≤ v(x) ≤ c′4λ
−1
q+−1 in Ω,
where c3, c4, c
′
3 and c
′
4 are positive constants. Obviously, from (3.1), (3.2), (3.7)
and (3.8), we have (u, v) ≤ (u, v) in Ω for λ > 0 large.
The following result allows us to achieve useful comparison properties.
Proposition 3.1. Assume that (H.f), (H.g) and H(f, g)2 hold. Then, for λ > 0
large enough, we have
(3.11) −∆p(x)u ≤ f(u, v), −∆q(x)v ≤ g(u, v) in Ω,
(3.12) −∆p(x)u ≥ f(u, v), −∆q(x)v ≥ g(u, v) in Ω.
Proof. For all λ > 0 one has
(3.13) − λ−1u−(p−−1) ≤ 0 < 1 and − λ−1v−(q−−1) ≤ 0 < 1 in Ωδ.
By (3.10), it follows that
(3.14) λ−1u−(p
−−1) ≤ λ−1(c3d(x))−(p
−−1) ≤ λ−1(c3δ)−(p
−−1) ≤ 1 in Ω\Ωδ,
and
(3.15) λ−1v−(q
−−1) ≤ λ−1(c′3d(x))−(q
−−1) ≤ λ−1(c′3δ)−(q
−−1) ≤ 1 in Ω\Ωδ,
provided that λ is sufficiently large. Another hand, by H(f, g)2 there exist constants
ρ, ρ¯ > 0 such that
(3.16) f(s1, s2) ≥ sp
−−1
1 , for all 0 < s1 < ρ, for all 0 < s2 < λ
1
p−−1 ,
and
(3.17) g(s1, s2) ≥ sq
−−1
2 , for all 0 < s1 ≤ λ
1
q−−1 , for all 0 < s2 < ρ¯.
Then, for λ > 0 sufficiently large so that
max{c4λ
−1
p−−1 , c′4λ
−1
q−−1 } < min{ρ, ρ¯},
combining (3.13) - (3.17) together, we infer that (3.11) holds true.
Next, we show (3.12). By (H.f), (H.g), (3.10), (2.13) and (3.4), it follows that
(3.18)
f(u, v) ≤M1(1 + uα1(x))(1 + vβ1(x))
≤M1(1 + cα1(x)4 λ
α
+
1
p−−1 )(1 + (c′3d(x))
β1(x)) ≤ λ in Ω\Ωδ
and
(3.19)
g(u, v) ≤M2(1 + uα2(x))(1 + vβ2(x))
≤M2
(
1 + (c3d(x))
α2(x)
)
(1 + (c′4)
β2(x)λ
β
+
2
q−−1 ) ≤ λ in Ω\Ωδ.
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provided that λ > 0 is large enough. Now we deal with the corresponding estimates
on Ωδ. From (H.f), (H.g), (3.10), (2.13), (3.4) and (1.3), we get
(3.20)
uα1(x)f(u, v) ≤M1(uα1(x) + u2α1(x))(1 + vβ1(x))
≤M1
(
(c0d(x)
θ1 )α1(x) + (c0d(x)
θ1 )2α1(x)
) (
1 + (c′3d(x))
β1(x)
)
≤M1max{(c0)α1(x), (c0)2α1(x)}(d(x)θ1α1(x) + d(x)2θ1α1(x))
(
1 + (c′3d(x))
β1(x)
)
≤ C1(d(x)θ1α−1 + d(x)2θ1α−1 )
(
1 + d(x)β
−
1
)
≤ λ in Ωδ
and similarly
(3.21)
vβ2(x)g(u, v) ≤M2(1 + uα2(x))(vβ2(x) + v2β2(x))
≤M2
(
1 + (c3d(x))
α2(x)
)
((c′0d(x)
θ2 )β2(x) + (c′0d(x)
θ2)2β2(x)) ≤ λ in Ωδ,
provided that λ > 0 is sufficiently large. Consequently, (3.18), (3.19), (3.20) and
(3.21) allow to infer that (3.12) holds. This ends the proof. 
4. Proof of Theorem 1.1
For every z1, z2 ∈ C10 (Ω), let us state the auxiliary problem
(Pz)


−∆p(x)u = f˜(z1, z2) in Ω,
−∆q(x)v = g˜(z1, z2) in Ω,
u, v = 0 on ∂Ω,
where
(4.1) f˜(z1, z2) = f(z˜1, z˜2) and g˜(z1, z2) = g(z˜1, z˜2),
with
(4.2) z˜i = min {max{zi, c0d(x)}, R} for i = 1, 2.
On account of (4.2) it follows that c0d(x) ≤ z˜i ≤ R for i = 1, 2.
The next result establishes an a priori estimate for system (Pz). In addition,
it shows that solutions (u, v) of problem (Pz) cannot occur outside the rectangle
[c0d(x), LR]× [c0d(x), LR], with a constant LR > 0 defined below.
Proposition 4.1. Assume (H.f), (H.g) and (1.4) hold. Then all solutions (u, v)
of (Pz) belong to C
1,γ(Ω) × C1,γ(Ω) for some γ ∈ (0, 1) and there is a positive
constante LR, depending on R, such that
(4.3) ‖u‖C1,γ(Ω) , ‖v‖C1,γ(Ω) < LR.
Moreover, it holds
(4.4) u(x), v(x) ≥ c0d(x) in Ω.
Proof. First, we prove the boundedness for solutions of (Pz) in L
∞(Ω) × L∞(Ω).
To this end, we adapt the argument which proves [3, Lemma 2]. For each k ∈ N,
set
Uk,R = {x ∈ Ω : u(x) > kR} and Vk,R = {x ∈ Ω : v(x) > kR},
where the constant R > 0 is given by Proposition 2.1. Since u, v ∈ L1(Ω), we have
(4.5) |Uk,R|, |Vk,R| → 0 as k → +∞.
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Using (u− kR)+ and (v − kR)+ as a test function in (Pz), we get
(4.6)
{ ∫
Uk,R
|∇u|pdx = ∫
Uk,R
f(z˜1, z˜2)(u− kR)+dx∫
Vk,R
|∇v|qdx = ∫Vk,R g(z˜1, z˜2)(v − kR)+dx.
By (H.f) and (4.2) observe that∫
Ω
|f(z˜1, z˜2)|N dx ≤ C1
∫
Ω
(1 + z˜
Nα1(x)
1 )(1 + z˜
Nβ1(x)
2 )dx
≤ C1(1 +RNβ+)
∫
Ω(1 + (c0d(x))
Nα1(x))dx ≤ Cˆ1
∫
Ω(1 + d(x)
Nα−1 )dx.
Since Nα−1 > −1 (see (1.7)), [16, Lemma in page 726] garantees that∫
Ω
d(x)Nα
−
1 dx <∞.
Then, it follows that f(z˜1, z˜2) ∈ LN(Ω) and therefore
(4.7) ‖f(z˜1, z˜2)‖LN (Uk,R) → 0 as k → +∞.
Similarly, we obtain
(4.8) ‖g(z˜1, z˜2)‖LN (Vk,R) → 0 as k→ +∞.
Now, proceeding analogously to the proof of [3, Lemma 2] provides a constant
k0 ≥ 1 such that
|u(x)|, |v(x)| ≤ k0R a.e in Ω.
Consider now functions w1 and w2 defined by
(4.9)
{ −∆w1 = f˜(z1, z2) in Ω
w1 = 0 on ∂Ω
and
{ −∆w2 = g˜(z1, z2) in Ω
w2 = 0 on ∂Ω.
On account of (4.1), (H.f), (H.g), (4.2), (1.4) and (1.7), one has
(4.10) f˜(z1, z2) ≤ C2d(x)α−1 and g˜(z1, z2) ≤ C′2d(x)β
−
2 in Ω,
for some positive constants C2 and C
′
2. On the basis of (1.7) and Thanks to [16,
Lemma in page 726], the right-hand side of problems in (4.9) belongs to H−1(Ω).
Consequently, the Minty-Browder theorem (see [5, Theorem V.15]) implies the ex-
istence and uniqueness of w1 and w2 in (4.9). Moreover, bearing in mind (1.7) and
(4.10), the regularity theory found in [15, Lemma 3.1] implies that w1 and w2 are
bounded in C1,γ(Ω), for certain γ ∈ (0, 1).
Thereby, subtracting (4.9) from (Pz) yields
−div(|∇u|p(x)−2∇u −∇w1) = 0 and − div(|∇v|q(x)−2∇v −∇w2) = 0,
and the C1,α-boundedness of u and v follows from [10, Theorem 1.2]. Summariz-
ing, we have obtained that solutions (u, v) of (Pz) belong to C
1,γ(Ω) × C1,γ(Ω),
for certain γ ∈ (0, 1), and there exists a constant LR > 0 such that (4.3) holds.
Furthermore, a quite similar argument showing the second part of Proposition 2.1
leads to (4.4). This completes the proof. 
Next we prove the existence result for cooperative system (P ).
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Proof of Theorem 1.1. Denote by
B(0, LR) = {(u, v) ∈ C1(Ω)× C1(Ω) : ‖u‖C1(Ω) + ‖v‖C1(Ω) < LR}
and
O = {(u, v) ∈ B(0, LR) : u(x), v(x) ≥ c0d(x) in Ω}.
Let us introduce the operator P : O → C(Ω) × C(Ω) by P(z1, z2) = (u, v), where
(u, v) is the solution of problem (Pz). Bearing in mind (4.10) and (1.7), the Minty-
Browder theorem together with [3, Lemma 2] garantee that problem (Pz) has a
unique solution (u, v) in C1,γ(Ω) × C1,γ(Ω), for certain γ ∈ (0, 1). This ensures
the operator P is well defined. Moreover, analysis similar to that in the proof of
Theorem 3 in [3] imply that P is continuous and compact operator. On the other
hand, according to Proposition 4.1, it follows that O is invariant by P , that is,
P(O) ⊂ O. Therefore we are in a position to apply Schauder’s fixed point Theorem
to the set O and the map P : O → O. This ensures the existence of (u, v) ∈ O
satisfying P(u, v) = (u, v), that is, (u, v) ∈ C1(Ω)×C1(Ω) is a solution of problem

−∆p(x)u = f˜(u, v) in Ω,
−∆q(x)v = g˜(u, v) in Ω,
u, v = 0 on ∂Ω.
Finally, thank’s to proposition 2.1, it turns out that (u, v) ∈ C1(Ω) × C1(Ω) is a
(positive) solution of problem (P ). 
5. Proof of Theorem 1.2
The proof is based on Schauder’s fixed point Theorem. Using the functions (u, v)
and (u, v) given in (3.1), (3.2), (3.7) and (3.8) let introduce the set
K = {(y1, y2) ∈ C(Ω)× C(Ω) : u ≤ y1 ≤ u and v ≤ y2 ≤ v in Ω} ,
which is closed, bounded and convex in C(Ω)×C(Ω). Then we define the operator
T : K → C(Ω)× C(Ω) by T (y1, y2) = (u, v), where (u, v) is required to satisfy
(Py)


−∆p(x)u = f(y1, y2) in Ω
−∆q(x)v = g(y1, y2) in Ω
u, v = 0 on ∂Ω.
For (y1, y2) ∈ K, we derive from (H.f), (H.g), (2.13), (3.4), (3.5), and (3.10) the
estimates
(5.1) f(y1, y2) ≤ m1(1 + uα1(x))(1 + vβ1(x)) ≤ C1d(x)β1(x) in Ω
and
(5.2) g(y1, y2) ≤ m2(1 + uα2(x))(1 + vβ2(x)) ≤ C2d(x)α2(x) in Ω,
with positive constants C1, C2. We point out that estimates (5.1) and (5.2) com-
bined with (1.9) and (1.10) enable us to deduce that f(y1, y2) ∈ W−1,p′(x)(Ω) and
g(y1, y2) ∈ W−1,q′(x)(Ω). Then the unique solvability of (u, v) in (Py) is readily
derived from Minty-Browder theorem (see, e.g., [5]). Hence, the operator T is well
defined.
Using the regularity theory up to the boundary (see [3, Lemma 2]), it follows
that (u, v) ∈ C1,β(Ω) × C1,β(Ω), with some β ∈ (0, 1), and there is a constant
M > 0 such that ‖u‖C1,β(Ω), ‖v‖C1,β(Ω) ≤ M, whenever (u, v) = T (y1, y2) with
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(y1, y2) ∈ K. Then, analysis similar to that in the proof of [3, Theorem 3] imply
that T is continuous and compact operator.
The next step in the proof is to show that T (K) ⊂ K. Let (y1, y2) ∈ K and denote
(u, v) = T (y1, y2). Using the definitions of K and T , on the basis of Proposition
3.1, (H.f) and (H.g), it follows that
−∆p(x)u(x) = f(y1(x), y2(x)) ≤ f(u(x), v(x)) ≤ −∆p(x)u(x) in Ω,
and similarly
−∆q(x)v(x) = g(y1(x), y2(x)) ≤ g(u(x), v(x)) ≤ −∆q(x)v(x) in Ω.
Proceeding in the same way, via Proposition 3.1 and hypotheses (H.f), (H.g), leads
to
−∆p(x)u(x) = f(y1(x), y2(x)) ≥ f(u, v) ≥ −∆p(x)u(x) in Ω,
and similarly
−∆q(x)v(x) = g(y1(x), y2(x)) ≥ g(u, v) ≥ −∆q(x)v(x) in Ω.
Then from the strict monotonicity of the operators −∆p(x) and −∆q(x) we get that
(u, v) ∈ K, which establishes that T (K) ⊂ K. Therefore we are in a position to
apply Schauder’s fixed point Theorem to the set K and the map T : K → K. This
ensures the existence of (u, v) ∈ K satisfying (u, v) = T (u, v). Moreover, because
the solution (u, v) ∈ K and (H.f), (H.g), (1.9) and (1.10) are fulfilled, we conclude
from [3, Lemma 2] that (u, v) ∈ C1(Ω)× C1(Ω). This ends the proof.
References
[1] E. Acerbi & G. Mingione, Regularity results for stationary electrorheological fluids, Arch.
Rational Mech. Anal. 164 (2002), 213-259.
[2] E. Acerbi & G. Mingione, Regularity results for electrorheological fluids: stationary case,
C.R. Math. Acad. Sci. Paris 334 (2002), 817-822.
[3] C. O. Alves & A. Moussaoui, Existence and regularity of solutions for a class
of singular (p(x), q(x))- Laplacian systems,, Complex Var. Elliptic Eqts. (2017), doi
10.1080/17476933.2017.1298589.
[4] N. Benouhiba, On the eigenvalues of weighted p(x)-Laplacian on RN , Nonl. Anal. 74 (2011),
235-243.
[5] H. Bre´zis, Analyse fonctionnelle theorie et applications, Masson, Paris, 1983.
[6] Y. Chen, S. Levine & M. Rao, Variable exponent, linear growth functionals in image restora-
tion, SIAM J. Appl. Math. 66 (2006), 1383-1406.
[7] A. Callegari & A. Nashman, Some singular nonlinear equation arising in boundary layer
theory, J. Math. Anal. Appl. 64 (1978) 96-105.
[8] A. Callegari & A. Nashman, A nonlinear singular boundary value problem in the theory of
pseudo-plastic fluids, SIAM J. Appl. Math. 38 (1980) 275-281.
[9] L. Diening, Riesz potential and Sobolev embeddings on generalized Lebesgue and Sobolev
spaces Lp(·) and W k,p(·), Math. Nachr. 268 (2004), 31-43.
[10] X. Fan, Global C1,α regularity for variable exponent elliptic equations in divergence form, J.
Diff. Eqts. 235 (2007), 397-417.
[11] X. Fan, On the sub-supersolution method for p(x)-Laplacian equations, J. Math. Anal. Appl.
330 (2007), 665-682.
[12] W. Fulks & J. S. Maybee, A singular nonlinear equation, Osaka Math. J. 12 (1960), 1-19.
[13] X.L. Fan, Y.Z. Zhao & Q.H. Zhang, A strong maximum principle for p(x)-Laplace equations,
Chinese J. Contemp. Math. 24 (3) (2003), 277-282.
[14] X. Fan, Q. Zhang & D. Zhao, Eigenvalues of p(x)−Laplacian Dirichlet problem, J. Math.
Anal. Appl. 302 (2005), 306-317.
[15] D. D. Hai, On a class of singular p-Laplacian boundary value problems, J. Math. Anal. Appl.
383 (2011), 619-626.
16 ABDELKRIM MOUSSAOUI AND JEAN VE´LIN
[16] A. C. Lazer & P. J. Mckenna, On a singular nonlinear elliptic boundary-value problem, Proc.
American Math. Soc. 3 (111), 1991.
[17] D. Motreanu & A. Moussaoui, A quasilinear singular elliptic system without cooperative
structure, Act. Math. Sci. 34 B (3) (2014), 905-916.
[18] D. Motreanu & A. Moussaoui, An existence result for a class of quasilinear singular compet-
itive elliptic systems, Applied Math. Letters 38 (2014), 33-37.
[19] D. Motreanu & A. Moussaoui, Existence and boundedness of solutions for a singular coop-
erative quasilinear elliptic system, Complex Var. Elliptic Eqts. 59 (2014), 285-296.
[20] A. Moussaoui & J. Ve´lin, On the first eigenvalue for a (p(x), q(x))-Laplacian elliptic system,
Submitted arXiv:1611.10124.
[21] M. Ruzicka, Electrorheological fluids: Modeling and mathematical theory. Lecture Notes in
Math., vol. 1748, Springer-Verlag, Berlin (2000).
[22] H. Yin & Z. Yang, Existence and asymptotic behavior of positive solutions for a class of
(p(x),q(x))-Laplacian systems, Diff. Eqts. App. 6 (3) (2014), 403-415.
[23] Q. Zhang, Existence and asymptotic behavior of positive solutions to p(x)-Laplacian equa-
tions with singular nonlinearities, J. Inequalities and App. (2007), DOI: 10.1155/2007/19349.
Abdelkrim Moussaoui, Biology department, A. Mira Bejaia University, Targa Ouze-
mour 06000 Bejaia, Algeria
E-mail address: abdelkrim.moussaoui@univ-bejaia.dz
Jean Ve´lin, De´partement de Mathe´matiques et Informatique, Laboratoire LAMIA,
Universite´ des Antilles, Campus de Fouillole 97159 Pointe-a`- Pitre, Guadeloupe (FWI)
E-mail address: jean.velin@univ-antilles.fr
