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Abstract
We examine efficient computer implementation of one method of deterministic global
optimisation, the cutting angle method. In this method the objective function is
approximated from values below the function with a piecewise linear auxiliary
function. The global minimum of the objective function is approximated from the
sequence of minima of this auxiliary function. Computing the minima of the auxiliary
function is a combinatorial problem, and we show that it can be effectively
parallelised. We discuss the improvements made to the serial implementation of the
cutting angle method, and ways of distributing computations across multiple
processors on parallel and cluster computers.
Introduction
Deterministic global optimisation techniques are relatively scarce. They include grid
search, taboo search, branch-and-bound algorithms, smoothing techniques, Piyavski,
Mladineo, Shubert algorithms, etc. [8, 9, 10, 15, 17, 16, 19, 14]. Generalised cutting
plane method [17] includes some of these methods as special cases. The cutting angle
method arises as another special case, and it has been described in detail in [17, 1, 4,
5].
Deterministic Lipschitz optimisation algorithms [8-10] are NP-hard as the
computational complexity of these algorithms grows exponentially with the problem
size, including dimensionality. Yet in many applications, such as chemistry, data
mining, and logistics, the typical number of variables is several dozens or more [11,
14, 15, 8]. An efficient implementation of a deterministic Lipschitz optimisation
algorithm is very important, even if only a few more variables can be accommodated
due to the gained efficiency.
The computational complexity of the original formulation of the cutting angle
method has been significantly improved in [6], within the reasonable limit imposed by
the fact that the problem itself is NP-hard. Computational experiments were
performed with up to 10 variables on an ordinary PC, with computing time of a few
minutes [6]. In this paper we propose further improvements to the cutting angle
algorithm, which we hope will allow us to solve problems with 20-40 variables.
First, we improve the existing serial implementation of the algorithm by using
the heap data structure. Then, we investigate possible ways to parallelise this modified
serial implementation, so that the parallel implementation can be executed using all
the available processors of a parallel computer, including the cluster computers and
peer-to-peer distributed grids, with the minimum possible serial part that acts as the
bottleneck according to the Amdahl’s law [13, 12, 20]. Besides achieving the
minimum possible serial part, it is also important to keep the processor’s load well
balanced throughout the process while keeping the interprocessor overhead as low as
possible. We will address these issues later in the paper.
Of course, none of the above two approaches will reduce the (exponential)
number of iterations required by the cutting angle method. In fact, we aim at
producing exactly the same sequence of test points as would otherwise be produced
by the original cutting angle algorithm in [3, 4, 1, 17]. The focus of this paper is to
improve the constant of the complexity order through improved serial and parallel
implementations. However, one must note that even if this improvement is not
absolutely linear with respect to the number of processors in use (because of the
presence of the serial part and interprocessor communications), engaging sufficiently
large number of processors will certainly give us significant gain in the execution
time so that problems with large number of variables can be solved.
In this paper we first describe the algorithmic details of the cutting angle
method. Then we discuss some strategies to improve the serial implementation of this
algorithm. These improvements are then inherited by the parallel implementation of
the algorithm described later in the paper. Finally we draw conclusions from our
study.
Cutting angle method
The cutting angle method has been formulated in a series of articles by Andramonov,
Bagirov, Glover and Rubinov [1, 17], and has subsequently been improved by these
same authors in [3, 4]. It arises from the theory of abstract convexity [17] as a special
case of the generalised cutting plane method. The cutting angle method is designed
for optimisation of Lipschitz functions in the n-dimensional unit simplex, but a
suitable change of variables allows one to use it for Lipschitz functions in Rn.
As in some other deterministic optimisation techniques, the objective function
f(x) is approximated from values below the function by a sequence of piecewise
linear auxiliary functions, called the saw-tooth cover of f(x) because of their peculiar
shape illustrated on Fig.1. The auxiliary functions )(hK x , are built based on the values
of f(x) computed so far, and the new test point *x at the current iteration is selected as
the global minimum of )(hK x . The sequence of global minima of )(hK x , converges to
the global minimum of f(x) under very mild assumptions, as proven in [17]. Hence,
after a number of iterations, the global minimum of )(hK x can be taken as the
approximation to the global minimum of f(x), or at least the starting point for the
subsequent improvement by a local technique (such as gradient descent, or discrete
gradient method [2]).
There are variations in this class of optimisation techniques on how the
auxiliary function is defined. The cutting angle method defines )(hK x as
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are called the support vectors [17]. The first n support vectors are fixed: they are built
on the vertices of the simplex ( ) nmxm ,...,1,0,...,1,...,0,0 == , where 1in the simplex is
in the m-th position, and are called the basis vectors. Note that in contrast to the
previous papers [3, 4] we have inverted the definition of support vectors to avoid a
possible division by 0, and the unnecessary complications to track this possibility in
the algorithm. If f(x) is an IPH function (Increasing Positively Homogeneous function
of degree 1 [17]) and x belongs to the unit simplex
⎭⎬
⎫
⎩⎨
⎧ ∑ =≥∈∀=∈
= ni
ii xxnixSx
,...,1
1,0},...,2,1{: , then nk R+∈l .
The properties of the auxiliary functions )(hK x have been studied in [3, 4, 5].
An important result is that the minima of the auxiliary functions can be enumerated
using combinations of support vectors that satisfy certain properties, and then the
global minimum of )(hK x is found by sorting all the local minima. The problem thus
takes a combinatorial flavor, and consists in finding all combinations of n support
vectors in the set { }nkkkL lll ,...,, 21= that satisfy the following two conditions
(1) jkiiki lljinji >≠∈∀ :},,...,2,1{, ;
(2) iiki vlniL ≤∈∃∈∀ :},...,2,1{\Kv ,
where the set K={ }Kkk 1=l denotes the set of all support vectors constructed in K-n
iterations, and the n basis vectors constructed in the initialization stage of the
algorithm.
These conditions are illustrated by representing L as an n×n matrix, whose
rows are support vectors nkkk lll ,...,, 21 [17, 6]
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Condition 1 implies that every element on the diagonal must be the biggest in its
column, and condition 2 implies that for every vector v of K, which is not already
in L , the vector v is not dominated by the diagonal of L :
)),...,()(( 11 nknk llLdiag =<¬ v .
In essence, what the cutting angle algorithm does is to find all combinations of
the n support vectors that satisfy the above two conditions, and among them to select
the one which provides the minimal value of the auxiliary function. To compute the
global minimum, one must first calculate d as follows.
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is the global minimum of )(hK x , and it is there f(x) is evaluated next. The new support
vector for the next iteration, 1+Kl , is formed according to Eq.(2) and is added to the
set K.
Figure 1. Illustration of the cutting angle method in one dimension. The next point the
function f(x*) is evaluated at the global minimum hK(x*). Two new minima of
)(hK x , projected from f(x*) (dashed lines) will replace this global minimum.
Serial algorithm
In [6] we have improved the combinatorial aspect of the cutting angle method, the
enumeration of all local minima of )(hK x . We have demonstrated, that instead of
testing all possible combinations of n support vectors out of K against conditions (1)
and (2) above, we need to test only a very limited set of such combinations. All these
combinations lie on a directed acyclic graph, and nodes of this graph can be accessed
from the root using simple operations. The improved algorithm runs as follows.
Let us have at the beginning of iteration K-n for K>n+1, the set of support
vectors K={ }Kkk 1=l . Let us also have the set 1−KL of L that satisfy conditions (1) and
(2), none of which includes that last support vector Kl . This set is precisely the set of
local minima of the auxiliary function )(hK x1− . We can build the set of local minima
of the new auxiliary function )(hK x using the fact that it is very similar to )(hK x1− .
The function )(hK x will contain just a few more local minima, all of which include
the vector Kl . On the other hand, some minima of )(hK x1− disappear after the vector
Kl has been added to the set K (condition (2) fails for some 1−∈ KL L if v = Kl ). The
key finding is that all new minima of )(hK x can be built using those minima of
)(hK x1− that disappear by merely replacing one of the rows of matrix L with the new
vector Kl , and then testing it against condition (1).
The formal description of the cutting angle algorithm follows.
Serial Cutting Angle Algorithm
Step 0. a. Evaluate the objective function f(x) in the vertices of the unit simplex and
construct n basis vectors in the set K=( nlll ,...,, 21 ).
b. Build }},...,,{{}{ 21 nrootL lll==nL .
c. Calculate 1)( −= rootLtraced .
d. Take K=n.
Step 1. a. Select KL L∈ with the smallest d.
b. Take dLdiag /)(* =x and evaluate f(x*).
Step 2. a. Take K=K+1.
b. Form ⎟⎟⎠
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Step 3. a. Select from 1−KL elements L with KLdiag l>)( , (i.e., condition (2)). Call
this set −L .
b. −−= LLL \1KK .
Step 4. a. For every −∈ LL and every ni ,...2,1= replace ikl by Kl .
b. Check each of these new combinations L against condition (1).
c. If condition (1) is satisfied for L then calculate 1)( −= Ltraced and add L
to KL .
Step 5. ∅=−L . Go to Step 1.
As we reported in [6], the computational complexity of the new algorithm was
reduced from ⎟⎠
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nO to )( 2 −LnO (Step 4) and from )( 1−KKnO L to
)( 1−KnO L (Step 3). 1−KL denotes the number of local minima of )(1 x−Kh , and −L
denotes the number of local minima of )(1 x−Kh lost when Kl was added to K. In
number terms, the computing time was reduced by tens of thousands of times.
As we mentioned in the introduction, we cannot reduce the number of
iterations taken by the cutting angle algorithm because of NP-hardness of the
problem. The sequence of test points generated by the cutting angle algorithm above
is exactly the same as using the algorithm mentioned in [4, 5, 17]. It is the complexity
of each iteration that was improved. In the next section we discuss further
improvements to the serial version of the algorithm.
Improved implementation of the serial algorithm
At each iteration of the algorithm, we need to perform four main operations (Steps 1-
4). The first step consists of locating L with the smallest d in KL (we will drop the
index K and will denote the list of local minima of auxiliary function at the current
iteration simply by L ) . We want to avoid comparing all the elements of L and to do
this in less than )( LO time. The second step is evaluation of the objective function.
This is a potential bottleneck for the parallel algorithm, but it runs in a constant time
for the serial version (we do not consider the complexity of the function itself). The
third step involves testing all elements of L against condition (2). Our strategy here
is to delay testing some elements until this test becomes necessary. Finally, we can
make some minor improvements to Step 4, so that the complexity is reduced from
)( 2 −LnO to )( −LnO .
Step 1. The straightforward implementation of locating the global minimum of
)(hK x (i.e., the L in L with the smallest d) is to compare all the elements of L .
However, L can grow extremely large (~108), and this procedure is not practical. A
better approach is to maintain a sorting order in L . Then locating the minimum is an
)1(O operation, but there are overheads related to maintaining the sorting order. For
instance, step 4c requires sorting the elements in −L of new minima to be added to
L , and then merging the two lists, which is )( LO in the worst case, although is
much better on average.
The method we propose in this paper is to use heap data structure to locate the
minimum of )(hK x . We investigated Fibonnaci heap and trinomial heap data
structures [7, 18]. Both methods perform the FindMin operation in )1(O time, and use
logarithmic time to maintain the heap structure when elements are removed (Delete
operation). The trinomial heap uses (log)O time for Insert operation, whereas
Fibonnaci heap requires only )1(O . In addition, trinomial heap implementation is
more complicated, and it requires more computer memory, and hence we prefer
Fibonnaci heap.
Step 3. In this step all the elements of L are tested against condition (2). Each
test requires n comparisons in the worst case. There is nothing we can do here, but to
avoid testing some elements of L all together. In fact we do not avoid testing, but
merely delay it. Indeed, if an element of L fails test (2), then this local minimum of
the auxiliary function disappears, and instead several other minima appear. The values
of the new minima are always greater or equal to that of the old minimum. If the list
of the minima is sorted in increasing order, the new minima are always behind the old
one. Therefore, unless the old minimum reaches the top of L (in Step 1), we do not
need to know whether this minimum is still valid, or it has been split into several
other minima. Hence we can delay test (2) until the element L becomes the top of the
list.
Of course, delaying test (2) does not reduce the complexity per se. Our hope is
that some shallow local minima of )(xKh never reach the top of the list, and therefore
will never have to be tested. The gain from this pruning would depend on the
landscape of the objective function. It is impossible to calculate the computational
complexity of this operation, but one can easily see that it will be smaller than the
existing procedure. A small overhead (we need to keep track of the last support
vector the element L was tested against) is needed.
Step 4. Here we create new minima of )(xKh by repeatedly replacing each
row of L with the new support vector Kl , and then testing condition (1). If valid, we
calculate 1)( −= Ltraced . The improvement we make is not to test the whole matrix L
for diagonal dominance, but to test only the element of Kl on the diagonal of L (that
is, if Kl is in the i-th row, we test Kil ) against the other entries of the same column.
Because the diagonal of L (before the replacement) dominates Kl , and L has the
dominant diagonal, after replacing any row of L with Kl , elements in this row are
smaller or equal than the diagonal. Hence we need only )(nO , and not )( 2nO
operations per test. Finally, )(Ltrace can be computed in )1(O operations because we
can compute it from the trace of L before the replacement.
Parallel Implementation
With all the improvements we have made to the serial algorithm, this NP-hard
problem still results in an exponentially large number of iterations, and hence the
number of local minima of the saw-tooth cover. It is, therefore, natural to port our
implementation on a high performance computing platform in order to solve problems
with 20-40 variables. Parallel computing platforms coupled with a large number of
microprocessors have always been considered as the most cost effective alternative to
the supercomputers. The unprecedented advancement in microprocessor technology
in the last decade has made the parallel computing platforms, such as massively
parallel computers, the clusters of ordinary PCs, and peer-to-peer distributed grids to
outperform the supercomputers in terms of performance as well [12, 20].
Successful porting of a conventional serial implementation to a parallel
computing platform is a complex process involving the following tasks:
1. Determine whether the problem under consideration is inherently serial or
not. If a large part of the solution demands strict serial execution, then the
effective performance gain will be far away from the theoretically achievable
maximum, i.e., the linear gain with respect to the number of processors in use.
2. In the predominantly parallel computing platforms with NUMA (Non
Uniform Memory Access), interprocessor communications can become a
bottleneck unless it is considered wisely while distributing loads among the
processors.
3. Besides the serial part of the parallel implementation, load balancing among
the processors throughout the execution also affects the effective gain in
computational time. Unbalanced load always leads to under utilizing a large
number of processors and therefore, lowers the effective gain.
Fortunately, the cutting angle method is not inherently serial and hence is
suitable for parallelisation. The crucial combinatorial part of the problem, processing
the elements of a very long list L , can be divided among, say, m processors as
independent sublists mLLL ,...,, 21 , and steps 1a, 3, and 4 can then be performed
in parallel on each sublist. The serial algorithm does not change at all, except an
obvious change in notation iLL → , and step 1, where the m minimal elements,
one from each of the m sublist, have to be compared by the master processor to decide
which one is the global minimum of )(xKh (Fig.3).
In steps 1b and 2 the function is evaluated at the point x*, and a new support
vector is built by the master processor. As the rest of the steps depend on this new
support vector, steps 1b and 2 are considered as the serial part of the algorithm. In
case calculating the new support vector is a time consuming process and hence
adversely affects the overall gain in computational time, the process can itself be
parallelised. It is possible to compute the values of the objective function for some
pairs L by each processor preemptively (and in parallel), and to keep these results
together with the values of d. At some point in time this particular vector will become
the global minimum of )(xKh , and the value of f(x) can be immediately retrieved.
Since steps 3 and 4 require comparing the actual values of the components of
the support vectors and all processors share the same set K, there must be efficient
mechanism either to broadcast the set K at the beginning of step 3 to all the slave
processors from the master processor or to supply a part of the vector by the master
processor in response to requests made by the slaves when needed. However, as the
set K is rather small compared to L , broadcasting is obviously the preferred option
for us. Moreover, only one support vector needs to be broadcasted at each iteration.
As iteration progresses, the sublists mLLL ,...,, 21 grow in size
independently, and this may result in unbalanced load on the processors. To keep the
utilization of the processors efficient enough, a load balancing operation must be
performed at regular intervals or depending on the situation. The load balancing
operation requires processors with long lists to send part of their lists to those with
shorter lists. The master processor calculates the load balancing matrix (a simple
linear programming problem) and broadcasts it to the slave processors, which then
start one-to-one routing of packets containing a part of their lists. The one-to-one
packet routing problem has been studied extensively for most of the popular parallel
computing topologies [12]. Depending on the topology of the underlying processor
networks, if at most one packet is destined for each processor (which is the situation
in our case), the time complexity of the one-to-one packet routing ranges from O(m)
to O(log m), where m is the number of processors in use and only if we allow queues
of packets to build up at some processors.
We summarise the improvements we have made in the following table.
Implementation Improvement Gain
Serial Using heap instead of sorted list for L from )( LO to )(log LO
Serial Delaying testing condition (2) not directly quantifiable
Serial Improving testing condition (1) from )( 2nO to )(nO
Parallel Distributing work across processors linear with the number of
processors
All the improvements we have made are per iteration. The total number of
iterations remains the same as in the original cutting angle algorithm [17] ; hence the
overall order of complexity is the same. It is the constant in O(.) which is improved,
notably by the factor of the number of processors if implemented in parallel. Since
L is of order of 108 or more, using heaps instead of sorted list also results in a
noticeable improvement.
Conclusion
We have revisited the cutting angle method of global optimisation, and discussed its
efficient computer implementation. Several improvements have been made to the
serial version of the algorithm, that considerably shorten the time spent on each
iteration. All these improvements are inherited by the parallel implementation of the
algorithm, where the work is distributed across a number of processors. Fortunately,
there are no essential serial parts in the algorithm (except the objective function
evaluation), which become bottlenecks in parallelisation. Therefore it seems we can
achieve theoretically maximal linear gain when using m processors.
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